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Abstract
We study the problem of MINIMIZING TOTAL LATENCY IN MACHINE SCHEDULING WITH DELIVERIES, which is defined as
follows. There is a set of n jobs to be processed by a single machine at a plant, where job Ji is associated with its processing time
and a customer i located at location i to which the job is to be delivered. In addition, there is a single uncapacitated delivery vehicle
available. All jobs (vehicle) are available for processing (delivery) at time 0. Our aim is to determine the sequence in which the jobs
should be processed in the plant, the departure times of the vehicle from the plant, and the routing of the vehicle, so as to minimize
the total latency (job delivery time). We present a 6e ∼ 16.309691-approximation algorithm for the problem.
c© 2007 Elsevier B.V. All rights reserved.
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1. Introduction
In this paper we study the problem of MINIMIZING TOTAL LATENCY IN MACHINE SCHEDULING WITH
DELIVERIES (MSDL), which is defined as follows. Let J = {J1, J2, . . . , Jn} be a set of n jobs to be processed
by a single machine. Let T = {t1, t2, . . . , tn} be a set of n processing times and {1, 2, . . . , n} is a set of n locations,
where customer i is located at location i for 1 ≤ i ≤ n. Without loss of generality, we assume that the plant (where
the machine is located) is located at 1 and t1 = 0. Each job, say job Ji , is associated with its processing time ti (ti ≥ 0)
and its customer which is located at i . There is a single uncapacitated delivery vehicle available. After processed, job
Ji needs to be delivered to its associated customer by the vehicle. We denote by ci j the time it takes the vehicle to
travel from location i to location j . We assume that c is a metric. All jobs are available for processing at time 0, and the
vehicle is available at the plant at time 0. Our aim is to determine the sequence in which the jobs should be processed
in the plant, the departure times of the vehicle from the plant, and the routing of the vehicle, so as to minimize the
sum of the arrival times at the customers, that is, to minimize the total latency.
Recently there has been a growing interest and vast research on supply chain management, e.g. [15], which
is of much practical importance. A supply chain contains a sequence of activities that are involved in producing
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and delivering a product or a service. Often, one will distinguish between supply chains that are manufacturing or
service oriented. Clearly, the production and delivery problem discussed in this paper is an important part of many
manufacturing supply chain problems.
The MSDL problem generalizes the scheduling problem of a single machine where the aim is to minimize the sum
of completion times by setting ci j = 0, ∀i, j , see Smith [14] for an algorithm and Pinedo [12] for general literature
on scheduling. It also generalizes the MINIMUM LATENCY PROBLEM which is the special case of MSDL where
t j = 0, ∀ j . The minimum latency problem is known to be NP-hard (e.g. [13]) and thus implies the NP-hardness
of the MSDL. Therefore, we look for an approximation algorithm for the problem. An α-approximation algorithm
produces a feasible solution with total latency no more than α times the total latency of an optimum solution to
MSDL, and the value of α is called the approximation ratio of the algorithm.
A more general version of the MSDL problem was studied in [10]. In their setting there are n jobs and h ≤ n
customers, customers may be associated with several jobs. Also, they allow for a capacitated vehicle while we consider
the uncapacitated case. The authors present an exact dynamic programming algorithm for a fixed number of customers
of complexity O(n
h(h+7)
2 ).
Our 6e ∼ 16.309691-approximation algorithm for the MSDL uses a function of the cost of an optimal rooted
k-VERTEX AND EDGE TRAVELING SALESMAN PROBLEM, abbreviated k-VETSP, as a lower bound for the latency of
the kth customer of an optimal solution. The k-VETSP is defined as follows: let G = (V, E) be an undirected graph
with a length function on its edges, a penalty function on its vertices, a given integer k and a prespecified vertex r .
Then, the goal is to choose a subset Sr of V with r ∈ Sr and a tour on Sr such that Sr contains at least k vertices and
the sum of the costs of the vertices and edges of the tour is minimized. Our MSDL-approximation algorithm follows
similar arguments to the ones used by Goemans and Kleinberg [7] for the minimum latency problem. Now, if we
had 2-approximate k-VETSP’s for all k = 2, . . . , n, then we could have run our MSDL-approximation algorithm to
obtain a 6e-approximated solution. We use a similar trick to the one used by Archer et al. [1] for the minimum latency
problem, to successfully bluff our MSDL-approximation algorithm. We pretend to have 2-approximate k-VETSP’s
for all k’s by interpolating the costs of the tours for the missing values of k. We refer to these as phantom tours. We
then prove by using an approximation version of Megiddo’s parametric search method [11] (see also [9]), that if our
MSDL-approximation algorithm was to run with both real and phantom tours, it will never choose any of the phantom
tours, so it will never discover our bluff.
To derive our MSDL-approximation algorithm we utilize a (2 − 1n−1 )-k-VETSP-approximation algorithm, for
some k’s, 1 ≤ k ≤ n, that are not under our control. The latter algorithm follows similar lines as used by Garg [5] and
Chudak’s et al. [4] in their k-MST-approximation algorithms, where in the k-MST problem one seeks for a minimum
tree spanning at least k vertices. Our (2 − 1n−1 )-k-VETSP-approximation algorithm is a Lagrangean relaxation
algorithm and employs, as a subroutine, Goemans and Williamson’s primal-dual-approximation algorithm [8] for
the rooted PRIZE-COLLECTING TRAVELING SALESMAN problem (PCTSP). In the PCTSP problem, the aim is to find
S, a subset of V not including r , and a tour spanning the rest of the vertices not in S, so as to minimize the cost of the
edges in the tour plus the cost of the vertices in S (penalties for vertices that are not spanned by the tour).
The k-VETSP generalizes the k-TSP problem which is the special case of the k-VETSP where all vertex costs
are zero. We note that some of the approximation results for the k-TSP, e.g. [2,5], are used to derive our simple
(2+ )-approximation algorithm for the k-VETSP for all k’s.
The rest of the paper is organized as follows. In Section 2 we give some definitions and present our (2 − 1n−1 )-
k-VETSP-approximation algorithm for some k’s that are not under our control. Since the proof of the correctness of
the algorithm needs to elaborate on the PCTSP problem, it is postponed to Section 5. In Section 3 we construct our
16.309691-MSDL-approximation algorithm assuming the existence of a 2-approximation algorithm for k-VETSP
for all k’s. In Section 4 we remove the above assumption and present the main result of this paper, namely, a
6e ∼ 16.309691-approximation algorithm for the MSDL. As indicated above, Section 5 is devoted to the correctness
proof of our (2− 1n−1 )-k-VETSP-approximation algorithm for some k’s. We conclude by drawing few directions for
further research in Section 6.
2. Definitions and preliminaries
We use graph notations where G = (V, E) stands for the complete undirected graph with n vertices, over the vertex
set V = {1, 2, . . . , n} of the locations. Also, there is a non-negative length ce on each edge e ∈ E , and a non-negative
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cost (penalty) pv on each vertex v ∈ V . For a given F , a subgraph on a subset of V , we denote by E(F) the set of the
edges of the subgraph. In addition, for E ′ ⊆ E , let c(E ′) =∑e∈E ′ ce, and for V ′ ⊆ V let p(V ′) =∑v∈V ′ pv . For a
set S ⊆ V , S¯ = V \ S is the complement of S, and δ(S) is the set of edges with exactly one endpoint in S. For a given
vertex r , if no confusion arises, we use r for {r}. Let Sr be a subset of V including the (root) vertex r .
For the following three problems, we consider their rooted versions, in which a prespecified root vertex r must be
in their solution. There is no loss of generality since the algorithm can be repeated n times, setting each vertex to be
the root. In the PRIZE-COLLECTING STEINER TREE problem, abbreviated PCST problem, the aim is to find a subset
S ⊆ V \ r and a tree FS¯ , spanning the vertices in S¯, so as to minimize c(E(FS¯))+ p(S), that is, the costs of the edges
in FS¯ plus the costs of the vertices in S (penalties for vertices that are not spanned by FS¯). The PCTSP is defined
analogously where the aim is to find a subset S ⊆ V \ r and a tour TS¯ , traversing the vertices in S¯, so as to minimize
c(E(TS¯))+ p(S). In the k-VETSP we are given in addition an integer k, and the goal is to choose a set Sr ⊆ V of at
least k vertices and a tour TSr on the set of vertices Sr , so as to minimize c(E(TSr ))+ p(Sr ), that is, to minimize the
sum of the costs of the vertices and the edges of the tour.
Observe that the objective function for the k-VETSP is actually to minimize c(E(TSr )) + p(Sr ) = p(V ) +
{c(E(TSr )) − p(V \ Sr )}. Since p(V ) is a constant, minimizing c(E(TSr )) + p(Sr ) is equivalent to minimizing
c(E(TSr )) − p(V \ Sr ). Recall that the last expression is the same as the objective function in the PCTSP with
negative vertex costs. Thus, the k-VETSP is actually to find an optimal PCTSP containing at least k vertices with
negative vertex costs. Using the above, and our notation as in the PCTSP that S indicates the set of vertices not visited
by the tour, we present below an IP formulation for the k-VETSP.
Z∗k−VETSP = p(V )+Min
∑
e∈E
cexe −
∑
S⊆V \r
p(S)zS
s.t.
(IP− k− VETSP)
∑
e∈δ(S)
xe + 2
∑
S′:S⊆S′
zS′ ≥ 2 ∀S ⊆ V \ r (1)∑
S⊆V \r
zS = 1 (2)∑
S⊆V \r
|S|zS ≤ n − k (3)
xe ∈ {0, 1} ∀e ∈ E
zS ∈ {0, 1} ∀S ⊆ V \ r.
In this formulation, xe is a variable indicating if the edge e is used by the solution’s tour, and zS = 1 if the tour is
over the vertex set V \ S. Constraints (1) ensures that for any given cut (S, V \ S) with r ∈ V \ S either the solution
contains at least two edges from the cut, or the tour does not traverse any vertex from S, and thus the tour is over a
subset V \ S′ ⊆ V \ S (for some S′). Constraint (2) ensures that exactly one variable zS is set to one. Constraint (3)
guarantees that the obtained tour traverses at least k vertices. That is, if zS = 1 for S, then |S| ≤ n − k and therefore
|V \ S| ≥ k.
We first note that if the coefficient of zS in the objective function is non-negative for all S ⊆ V \ r , then (2) is
redundant and can be removed. We note as well that if constraint (3) is removed, then the remained formulation is
exactly the integer programming formulation of the PCTSP problem that was used by Goemans and Williamson [8].
Since our approximation algorithm for the k-VETSP is based on using the approximation algorithm for the PCTSP
of [8], we apply the well-known Lagrangian relaxation method.
Similar to the way Lagrangian relaxation was used for the k-MST in Garg [5] and Chudak et al. [4], we use
Lagrangian relaxation for solving the k-VETSP. In particular, we first relax the constraint (2), and then we apply
Lagrangian relaxation to the ‘complicated’ constraint (3) in the LP relaxation of the resulting problem. We obtain the
following for a fixed Lagrangian variable λ ≥ 0.
p(V )+Min
∑
e∈E
cexe −
∑
S⊆V \r
p(S)zS + λ
( ∑
S⊆V \r
|S|zS − (n − k)
)
s.t.
100 A. Levin, M. Penn / Discrete Optimization 5 (2008) 97–107
(LR− k− VETSP)
∑
e∈δ(S)
xe + 2
∑
S′:S⊆S′
zS′ ≥ 2 ∀S ⊆ V \ r
xe ≥ 0 ∀e ∈ E
zS ≥ 0 ∀S ⊆ V \ r.
Since given k, p(V ) − λ(n − k) is a constant, minimizing the objective function of LR-k-VETSP is the same as
minimizing
∑
e∈E cexe +
∑
S⊆V \r {λ(|S|zS)− p(S)zS}. Note that λ− pv might be negative for some vertices v and
some λ’s. However, vertices with negative costs will not be included in the tour, since if such a vertex is included,
then excluding it from the tour improves the solution. This is because the length of the tour is reduced by shortcutting
and the assumption of the triangle inequality, and by adding negative cost to the cost of the unspanned vertices. Thus,
we can assume positive vertex costs, i.e., λ > pi , i = 1, . . . , n. This will ensure that∑S⊆V \r zS = 1 in any optimal
solution. Thus, the problem reduces to the PCTSP problem. In the rest of the paper we assume that LR-k-VETSP is
changed according to the above discussion and we will use the notation LR-k-VETSP to refer to the resulting problem
(i.e., assuming positive vertex costs). The dual of LR-k-VETSP is the following:
p(V )− λ(n − k)+Max 2
∑
S⊆V \r
yS
s.t.
(D-LR-k-VETSP)
∑
S:e∈δ(S)
yS ≤ ce ∀e ∈ E
2
∑
S′⊆S
yS′ ≤ λ|S| − p(S) ∀S ⊆ V \ r
yS ≥ 0 ∀S ⊆ V \ r.
Similarly to [4], we claim that if the following procedure, denoted by k-VETSP-approximation algorithm, produces
a tour over k vertices, then it is a 2-approximation for the k-VETSP. The procedure produces a PCTSP instance by
setting pii = λ − pi as the penalty of vertex i and pir = 0, coupled with the edge costs c. We use Goemans and
Williamson’s primal-dual-PCTSP-approximation algorithm to obtain such a tour.
Proposition 2.1. For a given λ, if the k-VETSP-approximation algorithm produces a tour on (exactly) k vertices, then
it is a (2− 1n−1 )-approximation for the k-VETSP.
Since the proof of Proposition 2.1 needs to elaborate on the PCST and the PCTSP problems, we have chosen to
postpone it to Section 5.
3. The MSDL-basic-approximation algorithm
In this section we assume that, for each k, there is a 2-approximation algorithm for the k-VETSP problem. In the
next section we will show how to remove this assumption. We follow similar arguments as used by Goemans and
Kleinberg [7] for the minimum latency problem.
Our algorithm uses approximated k-VETSP for k = 2, 3, . . . , n, where the vertex cost of i is its processing time ti .
Denote by T2, T3, . . . , Tn the resulting tours with lengths d2, d3, . . . , dn , respectively. We denote the total processing
time of the jobs in Ti by τi . Given an increasing set of indices
j0 = 0 < j1 < j2 < · · · < jm = n,
we define the concatenated solution denoted by T˜ with a cost of v(T˜ ) as follows: At time
∑i
k=1 τ jk we finished
processing the jobs for the customers spanned by T ji . We send the vehicle with the items for the customers that
are spanned by T ji but are not spanned by T j1 ∪ · · · ∪ T ji−1 , after it returns from the subtour T ji−1 and not earlier
than
∑i
k=1 τ jk . We send the vehicle along T ji , introducing shortcuts to eliminate redundant visits to customers. The
resulting subtour of T ji is denoted by T˜ ji . Then, T˜ ji is traversed in the direction that minimizes the total latency of the
previously unvisited customers in this subtour.
Below we show an upper bound on the cost of the concatenated solution. For that we first present Proposition 3.1
which is utilized to demonstrate our bound. Suppose that wi customers are first visited in the subtour T ji , and let
qi =∑l≤i wl .
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Proposition 3.1. 1. For all i , qi ≥ ji .
2.
∑m
i=1wi (τ ji + d ji ) ≤
∑m
i=1( ji − ji−1) · (τ ji + d ji ).
Proof. The first part is trivial by definition. The second part follows by the following argument (see the proof of Claim
2 in [7]). Since
∑m
i=1wi = n =
∑m
i=1( ji − ji−1), both sides of the inequality can be written as a sum of n terms,
each of which is one of τ j1 + d j1 , . . . , τ jm + d jm . The lth smallest term on the left-hand side is equal to τ ji + d ji ,
where qi−1 < l ≤ qi . The lth smallest term on the right-hand side is equal to τ ji ′ + d ji ′ , where ji ′−1 < l ≤ ji ′ .
But since l > qi−1 ≥ ji−1 (where the second inequality holds by the first part), we know that i ′ ≥ i , and hence
τ ji + d ji ≤ τ ji ′ + d ji ′ , from which the result follows. 
At the end of the subtour T˜ ji−1 the vehicle waits at most τ ji time units until it leaves the plant once again for the
tour T˜ ji that lasts at most d ji time units. Therefore, T˜ ji adds at most τ ji + d ji to the latency of each of the n − qi
remaining customers to be visited in later subtours, and adds at most wi (τ ji + d ji ) to the latencies of the customers
first visited in T˜ ji . Thus,
v(T˜ ) ≤
m∑
i=1
(n − qi )(τ ji + d ji )+
m∑
i=1
wi
(
τ ji + d ji
) ≤ m∑
i=1
(n − ji )(τ ji + d ji )+
m∑
i=1
( ji − ji−1)
(
τ ji + d ji
)
=
m∑
i=1
(n − ji−1)(τ ji + d ji ),
where the inequality follows by Proposition 3.1. Hence we have the following claim.
Claim 3.2.
v(T˜ ) ≤
m∑
i=1
(n − ji−1)(τ ji + d ji ). 
Our algorithm for approximating MSDL is as follows:
Algorithm 3.3. 1. For k = 2, 3, . . . , n, compute Tk , a 2-approximation k-VETSP solution. Let dk be its total length
and let τk be the total processing time of its jobs. Let d0 = d1 = τ0 = τ1 = 0.
2. Let Gn be the graph on the vertex set {0, 1, 2, . . . , n}, such that, for all i ≤ j , Gn has an arc from i to j with length
(n − i)(τ j + d j ).
3. Compute a shortest 0− n path in Gn . Suppose that it goes through 0 = j0 < j1 < · · · < jm = n.
4. Output the concatenated solution T j1 , T j2 , . . . , T jm .
By Claim 3.2 we establish the following lemma.
Lemma 3.4. v(T˜ ) is at most the length of the path j0, j1, . . . , jm in the graph Gn . 
Lemma 3.5. Let l∗k denote the arrival time at the kth customer of the optimal solution. Then, l∗k ≥ 16 (dk + τk), where
dk and τk are as obtained by Algorithm 3.3.
Proof. By doubling the path from the root to the kth vertex of an optimal solution, we obtain a tour of length at most
2l∗k visiting at least k customers. The total processing time of the first k jobs of the optimal solution is at most l∗k .
Therefore, the optimal solution induces a solution to k-VETSP of cost at most 3l∗k . Since we assumed to have a
2-approximation algorithm for k-VETSP that outputs a solution with total cost dk + τk , we conclude that l∗k ≥
1
6 (dk + τk). 
We denote ai = di + τi , i = 2, . . . , n. By Lemmas 3.4 and 3.5, we conclude that if we can prove that, for any n
and any non-decreasing sequence of ai ’s, the ratio of the length of a shortest 0− n path in Gn to 16
∑n
k=1 ak is at most
ρ, then our algorithm is a ρ-approximation algorithm. We denote by σ(Gn) the length of a shortest path in Gn .
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Lemma 3.6. For all n,
ρn = sup
a1≤···≤an
σ(Gn)
1
6
n∑
k=1
ak
≤ 6e ∼ 16.309691.
Proof. Consider any non-decreasing sequence of ai ’s and assume that a1 = 0 and a2 = 1. We shall construct a 0− n
path in Gn , and compare its length to 16
∑n
k=1 ak .
Fix c > 1 and 1 ≤ L0 < c (both c and L0 will be determined later). For i = 1, . . . ,m let ji be the maximum
element of {k : ak ≤ L0ci−1}. For some large enough value of m, jm = n. Consider the path j0 = 0, j1, . . . , jm in
Gn . Its length is
∑m
i=1(n − ji−1)a ji . This can also be expressed as
∑n
k=1 δk where δk =
∑i
l=1 a jl for ji−1 < k ≤ ji
(this is so because a ji appears in the sums that define δk for all k > ji−1, and the number of such indices k is exactly
n − ji−1). Note that δ1 = 0 and therefore we need to bound δk for k ≥ 2.
Let Lk = L0cs for s =
⌈
logc
(
ak
L0
)⌉
. Then by definition, ak ≤ Lk . Since k ≥ 2, ak ≥ 1. Therefore,
δk ≤ Lk + Lkc +
Lk
c2
+ · · · = Lkc
c − 1 .
Recall that L0 is a parameter that, if changed, defines different 0 − n paths in Gn , due to the definition of the
ji ’s. Let L0 = cU where U is a random variable uniformly distributed between 0 and 1. This defines a random
path whose expected length is
∑n
k=1 E[δk]. Moreover, E[δk] ≤ cc−1 E[Lk]. We now compute E[Lk]. Observe
that Lkak , is a random variable of the form c
Y where Y =
⌈
logc
(
ak
L0
)⌉
− logc
(
ak
L0
)
. Recall that L0 = cU , thus
Y =
⌈
logc
(
ak
L0
)⌉
− logc
(
ak
L0
)
=
⌈
logc
(
ak
cU
)⌉
− logc
(
ak
cU
)
= ⌈logc ak −U⌉− (logc ak −U ). Since ak is a known
constant we denote logc ak by A and (A − bAc) by a. Then, Y = d(A −U )e − (A − U ). Recall that U ∼ U (0, 1),
thus, if 1−a < Y ≤ 1 then 0 ≤ U < a and Y = (1−a)+U . Also, if 0 ≤ Y ≤ 1−a then a ≤ U ≤ 1 and Y = U−a.
We claim that Y ∼ U (0, 1).
To see this, observe that by the theorem of total probabilities P(Y ≤ y) = P(Y ≤ y, 0 ≤ Y ≤ 1 − a) + P(Y ≤
y, 1−a ≤ Y ≤ 1). We split the relevant interval (0, 1) into two subintervals, (0, 1−a) and (1−a, 1), and consider each
of them separately. If 0 ≤ y ≤ 1− a, then using conditional probabilities, P(Y ≤ y) = P(Y ≤ y, 0 ≤ Y ≤ 1− a) =
P(Y ≤ y | 0 ≤ Y ≤ 1−a)P(0 ≤ Y ≤ 1−a). Now, P(Y ≤ y | 0 ≤ Y ≤ 1−a) = P(U ≤ y+a | a ≤ U ≤ 1) = y1−a
and P( 0 ≤ Y ≤ 1 − a) = P(a ≤ U ≤ 1) = 1 − a. Thus, P(Y ≤ y) = y. If 1 − a ≤ y ≤ 1, then P(Y ≤ y) =
P(Y ≤ y, 0 ≤ Y ≤ 1− a)+ P(Y ≤ y, 1− a ≤ Y ≤ 1) = (1− a)+ P(Y ≤ y | 1− a ≤ Y ≤ 1)P(1− a ≤ Y ≤ 1).
Now P(1− a < Y ≤ 1) = P(0 ≤ U < a) = a. Also, P(Y ≤ y | 1− a ≤ Y ≤ 1) = P(U ≤ y − (1− a)|0 ≤ U ≤
a) = y−(1−a)a . Hence, P(Y ≤ y) = (1− a)+ y−(1−a)a · a = y, implying Y ∼ U (0, 1). Hence,
E[Lk] = akE[cY ] = ak
∫ 1
0
cxdx = ak c − 1ln c .
Thus,
E[δk] ≤ cln cak,
and the expected length of our random path is at most 6 cln c times
1
6
∑
ak . Therefore, the length of a shortest 0 − n
path is at most 6 cln c times
1
6
∑
ak . This value is optimized by setting c to be the root of ln(c) − 1 = 0, and hence
c = e ∼ 2.718281. Therefore, ρn ≤ 6e ∼ 16.309691. 
Theorem 3.7. Algorithm 3.3 is a 16.309691-approximation algorithm.
4. The MSDL-approximation algorithm
The results of the previous section assumed that we are able to compute a 2-approximate k-VETSP for all values
of k. In this section we remove this assumption by following the same framework as carried out by Archer, Levin and
Williamson [1] for the minimum latency problem.
A. Levin, M. Penn / Discrete Optimization 5 (2008) 97–107 103
For k = 1, 2, . . . , n, we use an approximate version of Megiddo’s parametric search method [11] (see also Levin [9]
for a similar modification of Megiddo’s method) to find either a 2-approximate k-VETSP as in Section 2 or a pair of
values kl , kh with (2 − 1n−1 )-approximate solutions Tkl , Tkh for the kl -VETSP and kh-VETSP problems with costs
βl , βh (respectively) such that the following is a valid lower bound on the cost of the optimal k-VETSP: let 0 < α < 1
be such that k = αkl + (1 − α)kh , then γk = 12 (αβl + (1− α)βh) is a valid lower bound on the k-VETSP optimal
cost. We will use the following modification to Megiddo’s method.
We apply the approximation algorithm for the k-VETSP (the algorithm of Section 5) with a parameter value λ = λ∗
where λ∗ is defined in what follows (recall that λ denotes the Lagrangian variable in LR-k-VETSP). Observe that for
varying values of λ, the solution returned by the algorithm when applied to LR-k-VETSP with Lagrangian variable
set to λ may vary. Note that there exists λ∗, not known in advance, such that the resulting approximate solution spans
either:
(i) exactly k vertices, or
(ii) for an infinitesimal small value  > 0, the algorithm produces a solution that spans less than k vertices for
λ = λ∗ −  and more than k vertices for λ = λ∗ + .
Note that such a value of  is used in what follows as a positive symbol (i.e., as a tie breaking rule in the algorithm)
and we need not consider its exact value. To find λ∗ we use Megiddo’s parametric search method. Clearly, for λ = 0
the resulting solution spans only the root vertex r , whereas for large enough value of λ the resulting solution is a
tour over V . We simulate the k-VETSP-approximation algorithm for the value of the unknown λ∗. In each step we
maintain an interval I = [λl , λh], such that, applying the k-VETSP-approximation algorithm with λ = λl (λ = λh)
returns a solution that spans at most (at least) k vertices. The first such interval is [0,∞), and at each step, before
the simulation starts, we are given such an interval. The simulation of the algorithm is carried out in the following
way: we apply the k-VETSP-approximation algorithm one step at a time, while treating λ as a parametric symbol.
Note that given a k-VETSP solution, the objective function of LR-k-VETSP is a linear function of λ. We note that the
approximation algorithm for the k-VETSP performs either an addition of two numbers or a multiplication of a number
by a constant (where the constant is defined by the algorithm and is independent of the input), or a comparison step
of two numbers. To describe the simulation we need to consider each step of the algorithm. First consider an addition
step of two numbers. Such a step is implemented by adding two linear functions of λ. Next consider a multiplication
by a constant. Such a step is implemented by multiplying a linear function of λ by a constant. The difficulties arise
with comparisons. In order to make a comparison of two numbers, we note that these are two linear functions of λ.
We compute the value λbr where these linear functions intersect (i.e., if the two linear functions are x1λ + y1 and
x2λ+ y2, then λbr is the solution of the equation x1λ+ y1 = x2λ+ y2 if it is unique, and otherwise the comparison
can be accomplished independently of the value of λ∗ as the two linear function differ by a constant, and therefore
for all values of λ one function is greater than the other). Then, the comparison can be accomplished if we can find
out λ∗ < λbr or λ∗ = λbr or λ∗ > λbr . If λbr 6∈ I , then this comparison can be accomplished easily because λ∗ ∈ I .
Otherwise, we apply the k-VETSP-approximation algorithm with the parameter value set to λbr . If the resulting
solution spans less than k vertices, then we set λl = λbr , and conclude that λ∗ > λbr . If the resulting solution spans
exactly k vertices, then we are done. If the resulting solution spans more than k vertices, then we set λh = λbr , and
conclude that λ∗ < λbr . In each case we can continue the simulation of the approximation algorithm for the k-VETSP
with the parameter value λ∗.
We now argue that the returned solution from this simulation spans k vertices or we are given a value λ∗ such
that for λ∗ −  the algorithm produces a solution with less than k vertices and for λ∗ +  the algorithm produces a
solution with more than k vertices. This is so because if k-VETSP-approximation algorithm does not try a value of λbr
for which the resulting tour spans exactly k vertices, then it reaches the final stage of the algorithm where for every
value of λ ∈ (λl , λh) the resulting solution from k-VETSP-approximation algorithm is exactly the same. Therefore,
it spans either exactly k vertices (and in this case we are done) or it spans less vertices (in this case either λ∗ = λh or
λ∗ = λh −  satisfies (ii)) or it spans more than k vertices (in this case either λ∗ = λl or λ∗ = λl +  satisfies (ii)).
In all cases we find (in another constant number of applications of the k-VETSP-approximation algorithm) a value λ∗
satisfying (at least) one of the desired conditions.
Note that in Megiddo’s parametric search method the number of comparison steps is bounded by the number of
steps carried by the k-VETSP-approximation algorithm, and therefore polynomial in the input size.
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If (ii) holds, then since the goal function of each solution is continuous as a function of λ, we conclude that when
setting λ = λ∗ the solution obtained for both λ = λh and for λ = λl (that span kh and kl vertices, respectively) are
both 2-approximate solution to the LR-k-VETSP. More precisely, the costs of these solutions are within a factor of 2
of the optimal dual solution (using λ∗).
Now, if (ii.) holds, then we show that γk = 12 (αβl + (1− α)βh) is a lower bound for the value of an optimal
k-VETSP. Note that by Proposition 2.1, for k = kl and kh , our approximation algorithm returns a feasible solution to
the k-VETSP whose cost is within a factor of 2− 1n−1 of the optimal dual solution. Therefore, for kl (kh) there exists
a dual solution yl (yh) to the D-LR-kl -VETSP (D-LR-kh-VETSP) with λ∗−  (λ∗+ ) whose cost is at least 12− 1n−1 βl
( 1
2− 1n−1
βh). As explained above, using λ∗, rather than λ∗+ or λ∗−, ensures that the obtained k-VETSPs (for kl and
kh) are within a factor of 2 of the optimal dual solution (using λ∗). Now consider the dual solution y = αyl+(1−α)yh ,
and note that it is a feasible solution to D-LR-k-VETSP (to see this, note that the feasibility constraints of D-LR-k-
VETSP are independent of k, and y is a convex combination of a pair of feasible solutions yl and yh). The cost of y
is
p(V )− λ∗(n − k)+ 2
∑
S⊆V \r
yS
= p(V )− λ∗[n − (αkl + (1− α)kh)] + 2α
∑
S⊆V \r
ylS + 2(1− α)
∑
S⊆V \r
yhS ≥ α2βl + 1−α2 βh = γk .
Therefore, we get a dual solution y whose cost is at least γk . By weak duality the optimal integer primal solution costs
at least γk . Therefore, γk is a valid lower bound.
For values of k that satisfy (i) we denote βk = ak the cost of the tour; for those that satisfy (ii) we denote βk = 2γk ,
and consider the k-VETSP solution as a phantom solution. Recall that for phantom solutions we are not able to
produce 2-approximate solutions. We next apply Algorithm 3.3 with a length function that assigns length (n − i)β j
to the arc (i, j). We show that using the subtours defined by a shortest 0− n path using the above length function we
get a 16.309691-approximate solution. Note that this path may use phantom vertices, i.e. vertices that correspond to
phantom solutions, that we are not able to get a 2-approximate solutions for. However, we next show that a shortest
0− n path in Gn does not use such phantom vertices.
Lemma 4.1. In the shortest path computation described above, a shortest 0− n path never visits any of the phantom
vertices.
Proof. Suppose on the contrary that a shortest 0 − n path visits i → k → j , where k is a phantom vertex with
corresponding kl , kh as defined above. Set γ = βh−βlkh−kl . By definition βk = βl + γ (k − kl). Treating k as a variable,
if another shortest path with less phantom vertices can be obtained by setting k to be either max{i, kl} or min{ j, kh},
then this will imply a contradiction if the chosen shortest path has fewest phantom vertices. By the definition of the
arc lengths, the subpath i → k → j costs
(n − i)βk + (n − k)β j = (n − i) (βl + γ (k − kl))+ (n − k)β j .
Note that this is a linear function of k and it is valid for max{i, kl} ≤ k ≤ min{ j, kh}. Therefore, it attains a minimum
at one of the endpoints max{i, kl} or min{ j, kh}. We can either remove loops to reduce the length of the path and thus
obtain a contradiction, or we reduce the number of vertices along the path that corresponds to phantom vertices. 
Therefore, we can apply Theorem 3.7 to get the main result of this paper:
Theorem 4.2. There is a 6e ∼ 16.309691-approximation algorithm for the MSDL problem.
5. k-VETSP and related problems
As mentioned before, our approximation algorithm for the k-VETSP utilizes Goemans and Williamson’s PCTSP-
approximation algorithm. In order to justify Proposition 2.1 (Section 2) we first need to present and prove a corollary
related to the PCTSP. However, before presenting this corollary, we need to say a little more about the Goemans and
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Williamson’s [8] primal-dual-approximation algorithm for the PCST (we denote this algorithm by GW). We start with
an IP formulation of the PCST, and continue with the formulation of the dual of its LP relaxation as given in [8].
Min
∑
e∈E
cexe +
∑
S⊆V \r
p(S)zS
s.t.
(IP− PCST)
∑
e∈δ(S)
xe +
∑
S′:S⊆S′
zS′ ≥ 1 ∀S ⊆ V \ r
xe ∈ {0, 1} ∀e ∈ E
zS ∈ {0, 1} ∀S ⊆ V \ r.
The variable xe = 1 indicates that the edge e is in the solution, and the variable zS = 1 indicates that S is the set
of vertices that are not spanned by the tree. The constraints ensure that the vertices in V \ S such that zS = 1, are
spanned by the tree.
Max
∑
S⊆V \r
yS
s.t.
(D-PCST)
∑
S:e∈δ(S)
yS ≤ ce ∀e ∈ E∑
S′:S′⊆S
yS′ ≤ p(S) ∀S ⊆ V \ r
yS ≥ 0 ∀S ⊆ V \ r.
Let (F, S) be a primal feasible solution obtained by GW, where F is a tree spanning V \ S and S ⊆ V \ r is the set
of vertices not spanned by F . Then, the following theorem was implicitly proved in [8] as was indicated in [4,16].
Theorem 5.1 ([8]). The primal solution (F, S) and the dual solution y produced by GW satisfy
c(F)+
(
2− 1
n − 1
)
p(S) ≤
(
2− 1
n − 1
) ∑
S⊆V \r
yS .
As was indicated in [8], in order to solve the rooted version of the PCTSP given that edge costs satisfy the triangle
inequality, one can apply the rooted version of the PCST algorithm to the problem instance with graph G, edge costs c
and vertex costs p′i = pi2 . Then, by doubling the tree and using shortcuts one obtains the approximate PCTSP. Below
we present Goemans and Williamson’s [8] LP relaxation of the PCTSP and its dual.
Z∗PCTSP = Min
∑
e∈E
cexe +
∑
S⊆V \r
p(S)zS
s.t.
(LP− PCTSP)
∑
e∈δ(S)
xe + 2
∑
S′:S⊆S′
zS′ ≥ 2 ∀S ⊆ V \ r
xe ≥ 0 ∀e ∈ E
zS ≥ 0 ∀S ⊆ V \ r.
This LP is a relaxation of an IP similar to IP-PCTSP in which zS = 1 if S is the maximal set of vertices that is not
visited by the tour, and zS = 0 otherwise. The constraint that each vertex in the tour is visited twice is relaxed to be
visited at least twice.
Max 2
∑
S⊆V \r
yS
s.t.
(D-PCTSP)
∑
S:e∈δ(S)
yS ≤ ce ∀e ∈ E
2
∑
S′:S′⊆S
yS′ ≤ p(S) ∀S ⊆ V \ r
yS ≥ 0 ∀S ⊆ V \ r.
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Note that D-PCTSP is actually the dual of an LP relaxation of the PCST problem for vertex costs p′, and that
by weak duality 2
∑
S⊆V \r yS ≤ Z∗PCT SP . Now, given a solution (F ′, S) to the PCST problem, the cost of (T, S),
a solution to the PCTSP, is at most 2c(F ′) + p(S) = 2(c(F ′) + p′(S)). By applying Theorem 5.1 we derive the
following corollary.
Corollary 5.2. The primal solution (T, S) and the dual solution y produced by the prize-collecting traveling salesman
algorithm satisfy
c(T )+
(
2− 1
n − 1
)
p(S) ≤ 2
(
2− 1
n − 1
) ∑
S⊆V \r
yS .
Proof. As mentioned above, c(T ) + (2 − 1n−1 )p(S) ≤ 2c(F ′) + (2 − 1n−1 )p(S). By Theorem 5.1, 2(c(F ′)
+ (2 − 1n−1 )p′(S)) ≤ 2(2 − 1n−1 )
∑
S⊆V \r yS , thus 2(c(F ′) + (2 − 1n−1 )p′(S)) ≤ 2(2 − 1n−1 )
∑
S⊆V \r yS ≤
(2− 1n−1 )Z∗PCT SP . 
For the convenience of the reader, we restate below Proposition 2.1.
Proposition 2.1. For a given λ, if the k-VETSP-approximation algorithm produces a tour on (exactly) k vertices, then
it is a (2− 1n−1 )-approximation for the k-VETSP.
Proof. Note that LR-k-VETSP is nearly identical to LP-PCTSP for the resulting vertex cost pii = λ− pi , except for
the constant term of p(V )− λ(n − k). Observe that any feasible solution for the k-VETSP is also feasible for LR-k-
VETSP with no greater cost, and so the value of LR-k-VETSP is a lower bound on the cost of an optimal solution for
the k-VETSP. Let y be the dual solution resulting from Goemans and Williamson’s approximation algorithm. Then,
y is a feasible solution to D-PCTSP when vertex costs are set to pii = λ− pi . Furthermore, by weak duality its value
will be no greater than the cost of an optimal k-VETSP. Recall that by Corollary 5.2, the primal solution (T, S) and
the dual solution y produced by the prize-collecting traveling salesman algorithm satisfy,
c(T )+
(
2− 1
n − 1
)
pi(S) ≤
(
2− 1
n − 1
)
2
∑
S⊆V \r
yS .
Adding (2− 1n−1 )[p(V )− λ(n − k)] to both sides we obtain the following:
c(T )+
(
2− 1
n − 1
)
(pi(S)+ p(V )− λ(n − k)) ≤
(
2− 1
n − 1
)(
2
∑
S⊆V \r
yS + p(V )− λ(n − k)
)
.
By weak duality, we conclude that the last term on the right-hand side is at most 2 − 1n−1 times the optimal cost of
LR-k-VETSP (see Section 2 for the definition of LR-k-VETSP), and therefore also at most 2− 1n−1 times the optimal
cost of k-VETSP. 
Proposition 2.1 above states that if the k-VETSP-approximation algorithm produces a tour over exactly k vertices,
then it is a (2 − 1n−1 )-approximation for the k-VETSP. However, there might be some k’s for which the algorithm
will not produce such a solution. Using the following simple transformation and Arora and Karakostas [2] (2 + )-
approximation algorithm for the k-TSP we present a (2+)-approximation algorithm for the k-VETSP. Given a graph
(G, V ) with an edge cost c and a vertex cost p, we modify the edge cost as follows. For each edge e = (i, j) we set
c′e = ce + pi+p j2 . Then, c′ is a metric, and the cost of a feasible solution to the k-TSP instance with edge cost c′ is
exactly its cost as a solution to the original k-VETSP, and vice versa the cost of a feasible solution to the original
k-VETSP instance is exactly the cost of the tour to the k-TSP instance with edge cost c′. Therefore, if there is an
α-approximation algorithm for the k-TSP problem then there is also an α-approximation algorithm for the k-VETSP.
Hence by the (2+ )-approximation algorithm in [2] for k-TSP, we obtain the following proposition.
Proposition 5.3. There is a (2+ )-approximation algorithm for the k-VETSP.
Remark 5.4. The above transformation of defining c′e = ce + pi+p j2 for every edge e = (i, j) together with
Corollary 5.2 can provide an alternative proof for Proposition 2.1.
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6. Future research
Consider the MIN–MAX LATENCY PROBLEM, that is the TSP (makespan) version of the MSDL problem when
one aims at minimizing the arrival time at the last served customer. Let l˜k denote the arrival time at the kth
customer in the optimal solution and let L˜ be the length of an optimal tour through all the vertices. Then, clearly
l˜n ≥ max{∑ni=1 ti , L˜}. Hence a solution in which the vehicle leaves the plant after the last job has been processed and
then starts its delivery tour, gives a 2 12 -approximation solution if one uses Christofides
3
2 -metric-TSP-approximation
algorithm [3]. We leave it as an open problem to improve this simple 2 12 -approximation algorithm for the min-max
latency problem.
We also leave as open problems several generalizations of the MSDL problem, such as considering one or more
capacitated vehicles, considering several identical or non-identical machines, and so on.
We note that one can use the new 2-approximation algorithm for the k-TSP due to Garg [6] to obtain a different
algorithm for MSDL with the same performance guarantee. However, as argued in [1] the time complexity of Garg’s
algorithm is much higher than using a binary search for the value of λ∗ and using our approach for overcoming the
fact that not for every value of k there is a 2-approximate solution.
References
[1] A. Archer, A. Levin, D.P. Williamson, Faster approximation algorithm for the minimum latency problem, SIAM Journal on Computing (in
press).
[2] S. Arora, G. Karakostas, A 2+ approximation algorithm for the k-MST problem, in: Proceedings of the 11th Annual ACM-SIAMSymposium
on Discrete Algorithms, 2000, pp. 754–759.
[3] N. Christofides, Worst-case analysis of a new heuristic for the traveling salesman problem, Technical Report, Graduate School of Industrial
Administration, Carnegie-Mellon University, Pittsburgh, PA, 1976.
[4] F.A. Chudak, T. Roughgarden, D.P. Williamson, Approximate k-MSTs and k-Steiner trees via the primal-dual method and Lagrangean
relaxation, Mathematical Programming Series A 100 (2004) 411–422.
[5] N. Garg, A 3-approximation for the minimum tree spanning k vertices, in: Proceedings of the 37th Annual Symposium on Foundations of
Computer Science, FOCS 96, 1996, pp. 302–309.
[6] N. Garg, Saving an epsilon: A 2-approximation for the k-MST problem in graphs, in: Proceedings of the 37th Annual ACM Symposium on
Theory of Computing, STOC 05, 2005, pp. 396–402.
[7] M.X. Goemans, J. Kleinberg, An improved approximation ratio for the minimum latency problem, Mathematical Programming 82 (1998)
111–124.
[8] M.X. Goemans, D.P. Williamson, A general approximation technique for constrained forest problems, SIAM Journal on Computing 24 (1995)
296–317.
[9] A. Levin, Strongly polynomial-time approximation for a class of bicriteria problems, Operations Research Letters 32 (2004) 530–534.
[10] C.L. Li, G. Vairaktarakis, C.Y. Lee, Machine scheduling with deliveries to multiple customer locations, European Journal of Operational
Research 164 (2005) 39–51.
[11] N. Megiddo, Combinatorial optimization with rational objective functions, Mathematics of Operations Research 4 (1979) 414–424.
[12] M. Pinedo, Scheduling: Theory, Algorithms, and Systems, 2nd ed., Prentice Hall, 2001.
[13] S. Sahni, T. Gonzalez, P-complete approximation problems, Journal of the ACM 23 (1976) 555–565.
[14] W.E. Smith, Various optimizers for single-stage production, Naval Research Logistics Quarterly 3 (1956) 59–66.
[15] W.J. Stevenson, Operations Management, 8th ed., McGraw-hill, 2005.
[16] D.P. Williamson, Private communication, 2004.
