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Abstract: 
The aim of this paper is the determination of a control model of involute gears with respect to θm, based on 
the application of neural networks. Neural networks are appropriate for the diagnosis of complex systems and 
control because of its ability to handle data input and output without the need for analytical details of the 
system. First, we must know the angle to wipe the edge of a tooth surface, with. We acquire the points entered 
in standard path of the tooth. Then we execute the neurons on these points to determine the weights is the step 
that is called learning networks. That last request 94.41s. So it becomes all models of the gear standard with 
the same characteristics. So, if we wanted a control gear of the same module, it will be only a few points 
seized by CMMs. On the other hand, is looking for the model of the wheel to control the proper starting 
weight calculated from previous models. His duration of control esteem 1.6 s. Moreover, we can evaluate the 
deformities of gear compared to model neurons and the points entered. Finally, the role of this work is the set 
of model control equipment; we know it contains multiple paths and multivariate parametric complex. So, it's 
not easy have the control. However, ours, we can know all the deformities of the gears in about 1.60s instead 
of 45 min at least by the test bench, accordingly, we can say that we achieve the automation of gear control. 
Keywords: model of controlled gear/ neural networks / defect shape / CMMs. 
1 Introduction 
The mechanical structure of a measuring machine ensures the tracking of the movement in space of the probe 
through the equipping rules for reading the machine axes [6]. In terms of sensors, our focus is on the 
dynamic sensor types ReniShaw [11]. Before treating mathematically the spatial coordinates of the measured 
points, the seized items must be entered. The coordinate measuring machine we used has a sensor that 
delivers the information needed to read the measuring rules [6]. The determination of the real normal of the 
landing reduces the error we made on the measurement. It is also possible to use the properties of the 
involute of a circle, knowing that computer neural networks are one of the fastest growing areas of artificial 
intelligence, because the application of neural networks can solve and model nonlinear problems that are 
governed by complex equations. From the provided information, the neural network takes into account the 
ratio between the input and the output of the process. These data must be considered with great care before 
they can be used as a set of information. After forming the network, the desired ratio should be checked by 
all these data in both learning and validation of network operations.  
2 Mathematical model of the involute curve 
In the field of digitization and automation using neural networks, there are two aspects of application. The 
first is fairly clear understanding of mathematical models of the gear and its digitization. The second 
concerns the processing of information by the method of neurons to obtain all possible models is to say 
learning neurons. After selecting calculated weight values , we check the results that we validate by the 
networks models. The involute curve is set by the following equation [9]: 
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So we can consider the point O (ox, oy) is the center a circle. And Rp Path involute circle radius. Height h 
is the tooth of the gear. 
 
 
 
 
3 Neural network implementation 
Modelisation of nonlinear systems using static neuron model has some attractive advantages. General 
capacities of approximation provid the theoretical basis to represent complex processes. In addition, the 
network response is linear over the weight of the network connection (figure.3). The following system 
equations of the curve xm=A (θm),  ym= B (θm) are used in the database, so we take the non-linear probe on the 
flanks of the tooth in the same plane which is perpendicular to the axis of the wheel tooth (figure 2, 3 and 4).  
 
 
 
 
 4 Model of neural network 
This is the basic element of neural network. It uses the function (2) of a weighted summation of yn +1 signals  
x0, x1,.., xn  that arrive as see in the figure below. The weighting coefficients ωi, (i = 0, 1… n) are called 
synaptic points. If ωi is positive, xi is the input excitation. Then, when ωi is negative,  it is inhibitory. In order 
to determine the model, the parameters W, ω0, Z, z0, G, g0 must be chosen. When the varying values θm 
appeared, all the previous settings are of the same size. As seen in figure10 the curve of black dots represents 
the data (database) and the other curve represent those obtained by neural network model. The two very 
closed to each other so the errors are very low of about 0.8 µm (figure 9).   
5 Delta rule 
The delta rules are a delta learning algorithm for single neural networks layers. We have chosen to present 
this learning algorithm in detail since it is a precursor of the retro propagation algorithm for multi-layer 
neural networks. Obviously, the learning algorithms should change the weights so that the output oq becomes 
increasingly similar to the target output yq for all q=1, 2... m, when presenting the input xq to the network [2].  
First, we select the input θm, and the initial parameters xm, ym, Hu = 20, HU1 =10, number of iterations= 30, 
(figure 4). Then, we calculate the weights. Finally, it is our test after selecting our parameters 
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The objective is to minimize E with respect to network weight ωij. ωij represents the weight of the node j and 
the output neuron i. In order to use the gradient descent method for optimization, we need to have ωij 
different [2]. 
 
An activation patterns of neurons models “that either fire or do not fire”, whereas continuous activation 
functions such as sigmoid neural model to provide a gradual degree of firing – a “fuzzy property” that is 
more realistic [2]. The error E is a function of the variables ωij, i = 1, 2. . . m, j = 1, 2. . . n. Recall that the 
gradient ∆E of E at a point ω with components ωij is the vector of partial derivatives ∂E/∂ωij   [2]. Like the 
derivative of a function of one variable, the gradient always points to the rise direction of the function E. The 
downhill (steepest descent) direction of E at W is −∆E. Thus, to minimize E, we move proportionally to the 
negative of ∆E, leading to the updating of each weight ωjk   as [2]: 
 
η > 0 is called the learning rate.  
 
The delta rule leads to the search for a weight vector ω* such that the gradient of E at ω* is zero. For some 
simple single-layer neural networks, ω* is the unique absolute minimum of E (ω). 
 
6 Application of neural networks on a cylindrical gear teeth 
The process described the shape defects control of a cylindrical tooth gear, which are given by the 
geometrical characteristics of the tooth wheel (outer diameter, width, pitch, nominal diameter, pitch 
variation...). In fact, the boundaries are measured teeth by three-dimensional measuring machine Pi (xi, yi), 
The considered gear in steel C40, has a module m = 2.5 mm, number of teeth z = 45, quality 6, general 
roughness Ra = 1.6µm, shape factor k = 10, the points probed on a single tooth has three parts measuring i = 
1 to 500 points, i = 1 to 1000 points, i = 1 to 2500 points. Measurement time 10h 20min, no displacement 
0,0020mm minimum, 2,0000 mm maximum, temperature 21°, atmospheric regular pressure 1 atm (see figs 1, 
2, and 5). 
6.1 Input parameter θm 
We have as input angle θm in the range [0   0.35π]. We are making divisions of i random values of this 
interval. In our test bench, we use i = 2500 random values shown in figure 6, and as output P (xm, ym). In 
order to apply neural networks, we must clearly defined our system (figures 1and 4). However, we calculated 
errors for each iteration i, until obtaining the magnitudes of optimized weight W, Z, G, w0, z0 and g0. 
 
 
 
 
Coordinates can be determined by the three-dimensional measuring machine (figure1). Moreover, figure 5 
shows all the normalized random values at any probe positions while scanning the tooth flank. Left and right 
three dimensional. We used statistical equations to select the coordinates x, y, without the coordinate z. More, 
it becomes linear, we selected items seized after applying the statistical method to use the neuron network 
see figure 5 (red color). 
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6.2 Variables xi, xi, ym, ym 
The best results where obtained by two layers of neurons formed from input and output. Input weight is 
initialized randomly in a smaller density function of uniform distribution symmetrical to zero, while the 
gradient of the weighting functions is set to 1. For the identification procedure, a sampling time Ts = 0.2 s 
was chosen. A sequence of 2500 samples was generated; the first 600 samples were used as training set and 
second is 2500 samples validation set. At the beginning of the learning process, all filter coefficients except 
h0 are initialized to zero. The delta rule is a least mean square error as a learning method (figures 4; 5 and 6). 
Remark: We took in our consideration of the response time of 0.25 second machine that is taking seven 
samples by two seconds. See figure7. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
FIG. 8 – The values of ym by model neural 
networks and model standard 
FIG. 9 – The values of xm by model neural 
networks and model standard 
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6.3 Coordinate gear by neural network  
The delta rule using to determine the new weight-optimized, we project that the coordinates were determined 
by neurons Pmi(xi, yi); the coordinates were taken by CMM. So we have seen that the two coordinates 
adapted is to say apparently no difference in the curves (see Fig10). From this, we draw the graph of errors. 
you can see the A-A section very close two curves. 
 
 
 
 
 
7 Comparisons 
In the fig10 is shown a result of a comparative approach between, The CMMs method and a gear tooth 
geometric model obtained by neuron network calculation. Our work considers the extension of the existing 
work of several authors approach. By means of the methodology, the interactions between appearing 
deviations can be identified and integrated into a tolerance analysis functional relation. In order to show the 
methodology’s practical use, the interactions between deviations of a gear of tooth are considered. For this 
purpose, two different meta-modeling techniques are used: CMMs  methodology and neural networks. 
8 Total squared error 
In order to verify our results, we calculate the difference between the model of the neural network and points 
obtained by CMM captured on standard gears, at the same time you take the relationship square error (fig 11). 
The error is also defined as: 
 
 
The delta rule is at least mean square error, when using learning step. But, when the validation is from i = 
600 to 2500 it increases, it is clear that it is not very important and does not influence our results. The data 
are presented in the form of matrices, and then puts the general formula errors between inputs and outputs as 
follows. 
9 Result analysis and discussion 
To validate the models identified by the neural network, this can be tested with the new measures that have 
not been introduced to the network before. Again, we can also test for other values but different position 
(points used differently). The identified models have shown very good results generalization. Figure8, we see 
five zones, first between 1 to 790 points, second from 791 to 1200 points, Third 1500 points de1201, and 
fourth zone from 1501 to 2000 points and the last from 2001 to 2500 points. Therefore, the areas first, third 
and fifth are the zero errors. But the other until an error reaches 0.0008 mm maximum. That the two 
increases error teeth flank. 
10 Conclusions and perspective 
Our work enables to ensure an easy control of the cylindrical tooth by means of the neural networks. After 
having quoted the points obtained by the tri dimensional measuring machine even with a 
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complicated gear form. It is composed of several functions whereas each equation contains at least two 
variables (x, y). With the neural networks, the result only requires less than a second with an error of 0,008 
mm. We only need one gage gear of a fixed module (m) and a teeth number (z). From these data, we 
calculate the weights. Then, we must use 10 to 500 quoted  points. Finally, we can control all the gears of 
same module, same teeth number. In order to reduce the control overall cost of the parts to be controlled and 
the time control is short anyway. This permits the automatisation of the neural networks control. We 
recommend to respect the order of the quoted points and try the iterations, 30 iterations is the optimized 
value to obtain the best neural weights value. In the future, We will find relations between the parameters of 
the model neural networks and points captured by the MMT gear three dimensional and settings of controls, 
h, ha, hf, df, da, p, b, fr”, Ff” ... to achieve acceptable results or denied quality gear. The prediction of gear 
faults by method of Kalman Filtering. 
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