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本関数の出力結果として以下の３つのファイル workDIR  引数で指定したフォルダ
に出力される。 
¾ 変数間関連度ファイル(CSV ファイル) 
行方向に目的変数名、列方向に説明変数名、対応するセルに変数間関連度（モデ
ルの AIC 差÷データ数）を入れたクロス表である。この変数間関連度の計算は次
の 5 章の「動作詳細」を参照のこと。 




・-0.1 未満：* （半角アスタリスク） 
・-0.1～-0.05：# （半角シャープ） 
・-0.05～-.0.01：+ （半角プラス） 
・-0.01～0：-   （半角ハイフン） 
 
¾ 変数間関連度プロット結果（png 画像ファイル） 
説明変数と目的変数の間の関係のマトリックス表示である。対角成分は、説明変
数の分布の表示である。実数値のデータの場合ヒストグラムを表示し、カテゴリ
データの場合、集計結果の棒グラフを表示する。非対角成分は distribution = F の








まず、出力ファイルである変数間関連度ファイルの目的変数 A と説明変数 B の間の変
数間関連度は、次の式で与えられる。 
 
変数間関連度 = ܣܫܥଶ − ܣܫܥଵ
データ数
 
   
ここで、ܣܫܥଶ は「目的変数に A をとり、目的変数に B をとった回帰モデルを考えた際






(ݕ௜)௜ୀଵே を目的変数列の値、(ݔ௜)௜ୀଵே を説明変数列の値とする。 
この時、固定した n に対して以下の線型回帰を求める。 
ݕ௜ = ܽ଴ + ܽଵ	・ݔ௜ + ܽଶ	・ݔ௜ଶ + ⋯+	ܽ௡	・ݔ௜௡ +	ߝ௜ 
ߝ௜	~	݅. ݅. ݀.		ܰ(0, ߪଶ) 
		ܣܫܥଶ௡	は次式により求められる。 
ܣܫܥଶ௡ = ܰ ∙ log ൬∑ ൫௬೔ି௬ො೔
೙൯మ
ே
ே௜ୀଵ ൰ +2(n+1) 
ここで、 








ܣܫܥଵ = ܰ ∙ log ቀ∑ (௬೔ି௬ො೔)
మ
ே
ே௜ୀଵ ቁ + 2  
ここで、 
ݕො௜ = ܽ଴ 
とする。これは、すなわち 
ݕ௜ = ܽ଴ +	ߝ௜ 
とした場合の回帰モデルでの AIC である。 
 
6.2. 目的変数がカテゴリ・説明変数がカテゴリ 
目的変数のカテゴリ値の集合を ሼܽ௜	|	݅ = 1,2, … , ܫሽ とし、説明変数のカテゴリ値の集
合を ൛ ௝ܾ	|	݆ = 1,2, … , ܬൟ とする。また、全データのうち、目的変数値が ܽ௜ でかつ説明
変数値が	ܾ௜	となるものの数を	݂(ܽ௜, ܾ௜) と表すこととする。このとき、 
p(	ܽ௜	|	 ௝ܾ	) 	≝
݂൫	ܽ௜	, ௝ܾ 	൯
∑ ݂൫	ܽ௜	, ௝ܾ 	൯௜
 
とする。このとき、 
ܣܫܥଶ 	= −2∑ 	݂(ܽ௜, ܾ௜) ∙ log 	݌(	ܽ௜	|	 ௝ܾ	)௜,௝ 	+ 	2	(	ܫ − 1) ∙ ܬ	  
となる。また、 
݌(ܽ௜) 	≝
∑ ݂൫	ܽ௜	, ௝ܾ 	൯௝
∑ ݂൫	ܽ௜	, ௝ܾ 	൯௜,௝
 
として、 




目的変数のカテゴリ値の集合を ሼܾ௜	|	݅ = 1,2, … , ܬሽ とする。この時、以下の 
回帰モデルを考える。 
ݕ௜ = ߤ௕೔ +	ߝ௜ 
ߝ௜	~	݅. ݅. ݀.		ܰ(0, ߪଶ) 
 
この時、ܣܫܥଶ は 
ܣܫܥଶ = ܰ ∙ log ቀ∑ (௬೔ି௬ො೔)
మ
ே
ே௜ୀଵ ቁ  +2	ܬ 
ݕො௜ = ߤ௕೔ 
     となる。また、ܣܫܥଵ は 
ݕ௜ = ߤ +	ߝ௜ 
ߝ௜	~	݅. ݅. ݀.		ܰ(0, ߪଶ) 
なるモデルに対し、 
ܣܫܥଵ =	ܰ ∙ log ቀ∑ (௬೔ି௬ො೔)
మ
ே
ே௜ୀଵ ቁ +2 







¾ 説明変数の水準の数を I 個として、これらを IXXX ,...,, 21 とする。 
（添え字の順に順序のある順序尺度であるとする） 
¾ 目的変数の水準の数を J 個として、これらを JYYY ,...,, 21 とする。 
 
データの観測数（行数）の記号として )(⋅n を用いる： 
¾ 説明変数が水準 iX をとる行数： )( iXn  
¾ 目的変数が水準 jY をとる行数： )( jYn  






yxnxyP =  
に対し、説明変数の隣接する水準 1, +ii XX を合体して 1 つの水準 iX ′とすることを考
える。ここで、この結合操作について、結合前と結合後の AIC を比較し、AIC の減
少幅を計算する。その減少幅は、水準 1, +ii XX に関する対数尤度和と自由度の差のみ
が寄与し、それ以外の水準は計算に寄与しない。 
 
・結合前の AIC（水準 1, +ii XX に関する部分のみ） 


























・結合前の AIC（水準 1, +ii XX に関する部分のみ） 
































































② 隣接する水準を結合した場合の AIC 減少を求める。 
③ AIC 減少幅が最大になる水準の組を探し、もしその値が正であれば、その水準同
士を結合する。 







ヒストグラムの分割は、対象となる変数を ݉ 分割した場合の AIC を算出し、その AIC
が最小となる分割数を選ぶ。目的変数となる数値変数の最小値・最大値がそれぞれ ܽ, ܾ で









௠ିଵ × (ܾ − ܽ) となるので、これを区間幅 
௕ି௔




×× ×× × × ××
この場合の AIC は、全データ数を ܰ, 分割した各区間 ݅ の頻度を ݊௜, 各区間の推定確率
を ݌̂௜ = ݊௜ ܰ⁄ , データの最小粒度を ݀ として、 
−2෍݊௜ log ݌̂௜
௜
+ 2ܰ log ܾ − ܽ݀(݉ − 1) + 2݉ 
となる。第 2 項はヒストグラムを最小粒度の頻度表からヒストグラムの粒度の頻度表に変
えたことによる補正項である。ここで分割数 ݉ と関連のない定数項を除外すると、 
−2෍݊௜ log ݌̂௜
௜
− 2ܰ log(݉ − 1) + 2݉ 
となり、ヒストグラムの AIC 最小となる ݉ を求める際には、変数ごとに分割数 ݉ につ
いてのこの値を求め、この値が最小となる ݉ を用いる。 
なお、݉ の探索範囲については、最適な階級数を求める簡便な式であるスタージェスの
式 
ܿᇱ = 1 + logଵ଴ ܰlogଵ଴ 2  





¾ 目的変数を離散化しない場合の AIC 差 
¾ 目的変数を離散化した場合の AIC 差 
 
