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The authors earlier introduced a number q(C), which gives a well-computable upper bound on the maximum bipartite subgraph of a graph or, more generally, on the maximum cut of a weighted graph. In this paper we study the performance of this bound on a large variety of examples from the graph theory. We also present an alternative definition of v(C) using a graph operation of vertex-splitting.
Finally, we present the results of some preliminary computational experiments on randomly generated graphs.
Introduction
Let G be a weighted graphs with vertex set V= { 1,2,. . . , a>, where each pair {i, j} of vertices is given a weight wij. A partition V=Su(V\S) of V induces a cut of value Cyy,s wij. The max-cut of G, denoted by me(G), is the number defined by mc(G)=max 1 Wij.
The Laplacian
LG= L of a weighted graph G is the n x n matrix with entries Lij=-wij for i#j, and Lii=Cj+i Wij.
For an ordinary (i.e. unweighted) graph G, the weights are assumed to be 1 on the edges and 0 on the nonedges. Observe that the diagonal entries of L are the degrees of the corresponding vertices for an ordinary graph.
With every subset S of V, we associate a vector X, with IZ coordinates x, = 1 if VES and x,=-l if VEV\S.
Definition of the upper bound. In [7] we introduced and investigated a number q(G), defined for every weighted graph G, which is always an upper bound on the max-cut MC(G), i.e. we have mc(G)<q(G).
The number q(G) is defined as (2) q(G)= min Amax(L+diag(u)) i, zui=o
where L is the Laplacian matrix of the weighted graph G with n vertices, U = diag(u) is the diagonal matrix with entries Ui on the diagonal, and A,,, is the maximum eigenvalue of the matrix L + U. The minimum is taken over all vectors UE R" satisfying 1 Ui=O. Theorem l.l(Delorme and Poljak [7] ). The number q(G) that is the minimum over the set of all vectors u with C1 <i<nuiaO satisfies mc(G)dcp(G)=minf(u).
We call the vector u the correcting vector, and its components ui, 1 <i< n, the correcting terms of the vertices of G. Loosely speaking, the optimum correcting terms tend to be higher with vertices of small degree. If G is vertex-transitive, the optimum correcting vector is u = 0. To obtain the minimum, one must, obviously, choose u with Cl<i<nUizO.
Corollary 1.2. We have mc(G)a(u) = f I,,,(L + U)
for every correcting vector u.
We will call exact those weighted graphs for which me(G) = q(G) holds. We survey the main results of our previous work [7] .
Properties off Since the value q(G) is obtained as the minimum of the function f(u)=an~,,,(L+diagu), it is useful to study some properties of f: Theorem 1.3 (Delorme and Poljak [7] ). The function f has the following properties.
(i) f is lipschitzian, (ii) f is conuex, and (iii) f attains its minimum exactly once unless all the weights are null.
Corollary 1.4. Zf G is vertex-transitive, then the optimum correcting vector is null.
A good characterization.
There is a criterium to check whether some correcting term u gives the minimum value of f: We will use the linear form CJ : U+Ci Ui, the eigenspace & associated with the highest eigenvalue of M + U, and the convex cone generated by the linear forms 5,. .u-+&xfui for all x in the eigenspace 6.
Theorem 1.5 (Delorme and Poljak [7] ). The correcting term u realizes the minimum if and only if the form o is in the cone.
Note that, if an eigenvector associated with the highest eigenvalue is a vector Xs for some partition V= Su( V\S), then c is obviously in the cone, i.e. the cone consists of the positive multiples of 0 in this case. Theorem 1.6 (Delorme and Poljak [7] ). If G is the amalgam of G' and G", then cp(G)<cp(G')+cp(G").
Moreover, in the case of O-sum or l-sum, cp(G)=cp(G')+cp(G").
As a consequence of this theorem, we get that any bipartite graph with nonnegative weights is exact, and also that a graph G is exact provided that all its 2-connected components G are exact. The Cartesian sum (G, k) x (G', k') of weighted graphs G, G' with weight functions w, w' on their edges and k, k' on their vertices is the graph with vertex set Vx I" (and weight kiki, on the vertex (i, i')) and weight function wijki, on the edges (i, i'), (j, i') and kiwiCj8 on the edges (i, i')(i, j'), the other edges having null weight. As a corollary of Theorem 1.6, the Cartesian sum of two exact graphs G and G' with nonnegative weights functions on vertices k, k' is exact.
Planar graphs. The max-cut problem is known to be polynomially solvable for planar graphs by the results of [12, 16] . We can show that the bound q(G) behaves well on planar graphs because its value is bounded by a small multiple of the actual size of the max-cut. Theorem 1.7 (Delorme and Poljak [7] ). Every planar, or, more generally, weakly bipartite graph G with nonnegative weights sutisjies V(G)< 25' 5Js me(G).
(4)
The value of the constant is approximately (25 + 5$)/32 -1.1306... . Let us recall that the weakly bipartite graphs were introduced in [11] as those for which the bipartite subgraph polytope is determined by the constraints Cesc x, d 1 c I-1 for each odd cycle c, and 0 <x, d 1 for e d E.
The method with the correcting vector already appears in a paper by Donath and Hoffman [9] (see also [3] ) to obtain a lower bound on the equipartition problem but without study of its properties. An eigenvalue lower bound on the graph connectivity has been given by Fiedler [lo] .
Another approach to the bound
The purpose of this section is to present an alternative approach to the upper bound cp(G) on the max-cut. Instead of the optimization over the correcting vector, we will rather optimize a simpler bound over a combinatorial operation with the underlying graph. In fact, we 'discovered' this approach earlier than the method with the correcting vector. While the method of correcting vector is perhaps more advantageous for computation, the former method gives some combinatorial insight. Theorem 2.3 shows that both approaches are equivalent for graphs with nonnegative weights, but the method of correcting vector is sometimes better for graphs with possibly negative weights.
Let G be a fixed weighted graph with n vertices. By Corollary 1.2, we have a bound me(G) <f L&G),
which corresponds to the choice of the null correcting vector. In fact, this simpler bound was introduced earlier by Mohar and Poljak [15] . Let us recall that this bound already coincides with q(G) when G is vertex-transitive.
Our aim is to modify the graph G to a graph c such that the value of the max-cut remains unchanged while the upper bound (5) of the modified graph is minimized, i.e. we want to find a graph G"such that mc(G)=mc(@ and $1 V((?)l&,,,(L,)b$l V(G)I&,,,(L,). A suitable operation is the following construction of the vertex-splitting.
Assume that y1 positive integers pi, 1~ i < n, are given. We construct a graph C? on 1 1 G i Q "Pi vertices as follows. Split vertex i of G into pi new vertices. For each edge ij of G, put in c" the complete bipartite graph connecting the pi copies of the vertex i to the pj copies of the vertex j. The weights of these Pipj edges is defined as WijJpipj.
It is not difficult to check that the following lemma holds.
Lemma 2.1. We have mc(@=mc(G)for every splitting G" of G.
Our goal is to choose the parameters pi so that the bound al V(6)/&,,,(&) is minimized. We illustrate the procedure on the following example.
Example. Let G = K,,, be a complete bipartite graph. We have mc(G)=rs and $1 P'(G)l&,,,(L,) =(Y +~)~/4. Splitting each vertex of degree s into s copies and each vertex of degree r into Y copies gives C?= K,,,,,, with weight l/rs on each edge. Then bl V(C")I&,(LG)=rs.
Set N=Cl<i<,Pi and qi = &, 1 < i < n. The above construction can be generalized as follows.
Let q = ql, q2,. . , qn be a system of strictly positive reals. Let Q be the invertible diagonal matrix with n rows and columns, with entries Qii = qi > 0 on the diagonal. We see that the value associated with a partition P'=Su(V\S) is iX:Q-'QLQQ-'X,. Thus, it is at most $&,ax(QLQ)CI~i~,,q;2. and can be written as -bnqiW2 (note that b > 0). Since the trace of U is nonnegative, we have xiqim2 < 1. This shows that the forms with matrices L-bQm2
and QLQ-bl, are negative. Hence, c~~(G)~b;l,,,(QLQ)<bn/4 and, thus, cpi(G)<cp(G). Cl
Example. In the triangle with weights 2, -1, -1 on the edges, we have mc = 1, cp = 918
and cpl = 312.
Examples
For an ordinary graph, regularity implies that the largest eigenvalue of the laplacian is the difference of the degree and the lowest eigenvalue of the adjacency matrix; thus, the results about adjacency matrices can be used.
(i) The complete graph K, is exact if n is even and nonexact if n is odd, with mc = L n2/4 J and q = n2/4.
(ii) Petersen graph is not exact, the highest eigenvalue being 5, which gives cp=25/2> 12=mc.
(iii) Hoffman-Singleton graph (see [4, p. 2391 and [S, p. 3911) is exact with highest eigenvalue 10 that gives cp = 125 =mc.
(iv) Coxeter graph has the highest eigenvalue of 4 + fi, which gives (p=21+7$= 37.89 and mc< 36 since each of the 42 edges is in 4 7-cycles, and indeed mc = 36 as shown in Fig. 1. (v) The triangle with weights K d L d M.
If at least one weight is null, the graph is a weighted tree and, hence, exact. If all the weights are nonpositive, the graph is exact with mc= cp=O. (vi) The 4-cycle with weights 1, 1, 1, -1. With the correction u = 1 at the vertices of weighted degree 0 and -1 at the vertices of weighted degree 0, one has A,,,,, --l+$.
It is not exact, the max-cut is 2.
(vii) The 6-cycle with 5 weights 1 and 1 weight -1. With correction 4 on the two vertices of degree 0 and 2 on the 4 other ones, we have A,,, =$ + &, gives (p=2+3J. 3 It is not exact, the max-cut is 4. (viii) The ordinary graph on 4 vertices and 5 edges is exact, with two vertices of degree 3 on one side of the partition and two vertices of degree 2 on the other side. The correction u is null. This can also be seen as a consequence of the exactitude of the triangle with weights 1,2,2, through the duplication of the vertex adjacent to the two edges of weight 2, as suggested by Section 2.
(ix) The regular graph of Fig. 2 is not vertex-transitive. It is exact, as one can see with an amalgamation of two copies of the graph above and two edges. The correcting term u is -1 for the two top vertices and the two bottom vertices and 1 for the four middle vertices.
(x) The cycle with p vertices is bipartite and exact if p is even; it is not exact with mc = p -1 and cp = p/4(2 + 2 cos (n/p)).
(xi) The wheel with p spokes (Fig. 3) is not exact if p 2 4. If p is even, the max-cut is 3p/2 and (p=25p/16; if p is odd, the max-cut is (3p-1)/2 and cp=(3+2c)'p/8(1 +c), with c = cos(n/p).
(xii) The bicycle wheel with p spokes (Fig. 4) , p > 4, has max-cut 2p + 1 if p is even and 2p if p is odd. The bound CJY is 9p/4 if p is even and (2 + ~)~p/2(1+ c) if p is odd, with c = cos(7qp). (xiii) The Mijebius ladder with p rungs (Fig. 5) is bipartite with mc = cp = 3p if p is odd. It has mc = 3p -2 and q =p(2 + cos (n/p)) if p is even.
(xiv) The generalized Petersen graph. It contains 2 cycles of length z = n/2 and the vertex i in the first cycle is connected to the vertex pi in the second cycle, with p, z relative primes and p < z/2. This graph is 3-regular. The eigenvalues are 3-cos2k7c-cos-2kpn + with correction -u on the first cycle and u on the second cycle. If z is even, the graph is bipartite; if pz = &-1 mod z, the graph is vertex-transitive.
For p = 1, we have a Cartesian sum and mc = 32 -2 < q = ~(2 + cos rc/z) if z is odd, and, mc = cp = 32 if z is even. For p = 2, z = 5, we have mc = 12 and cp = 12.5 (Petersen graph).
For p = 2, z = 7, we have mc = 17 and cp = 18.358.
For p=2, z=9, we have mc=22 and q=23.451.
More generally, for p = 2, mc = 2 + 5(z -1)/2 and q<fminmax(.i-cost-cos2t+ (u+cost-cos2t)*+l). U f
The factor of n/4=2/2 is approximately 5.3425363. For p=3,'mc=cp=3z if z is even, mc=3z-4<9<3z if z is odd. The amalgamation does not always provide the best results. For example, if one replaces an edge with weight wij > 0 by a path of odd length containing 2h + 1 edges with the same weight wij, the max-cut is increased by 2hwij, but the increasing of q may be larger. For example, starting from the exact triangle with weights 1, 2, 2, we obtain the pentagons with weights 1, 1, 1, 2, 2 and 1, 2, 2, 2, 2 that are both nonexact.
However, we have a partial result. Here is another family of exact graphs. Proof. For these graphs, an orthogonal basis of eigenvectors is attached to the Z,-linear forms on G; the form a gives the vector X" with coordinates Xp = 1 if cc(i) = 0, and XT=-1 if a(i)= 1. The corresponding eigenvalue 2, is twice the sum Ca(i)=l Wi, The eigenvectors being also cut-vectors, the graph is exact (see also [6] ). 0
Computational experiments
One of us carried some computational experiments which show that the bound q(G) provides a rather tight upper bound on the max-cut. In the randomly generated examples of order 30-70, we always have a ratio smaller than 1.11 between cp and the value of a cut (perhaps not maximal). Let us give some details on the experiments.
A cut is said to be locally optimal if, for each vertex x, the sum of the weights of the edges between x and the vertices in the same part is lower than the sum of the weights of the edges with endpoint x. It is not difficult to obtain some local optimal cut from an arbitrary cut. Thus, we obtain a lower bound for mc.
To obtain an upper bound for cp, we consider f(u) as a function on it -1 variables ul,..., U,-1 since Un=-Ci<i<n-i ui. It is known that f is differentiable at points u where 1",_ has multiplicity 1 (see [8, Chapt. VI, Theorem 2.11). The gradient Vf is given by Vf(u, ,..., u,_l)=(x~-x~,x~-x,f  ,..., xi_,--xi) , with x1 ,..., x, a normalized eigenvector corresponding to &,,,(L + diag(u)). We start at u with Ui =4m/n-2di (this is already optimum for bipartite graphs). With a current u, we compute imax(L+diag(u)) and a corresponding eigenvector x. We move to u' = u -dVf(u) provided that f(u') <f(u), with d = d,,, (d,,, a parameter) ; when the inequality is not obtained, we use smaller steps d =dmin. When again the inequality is not obtained, we stop. This does not give the true minimum in general.
The computation of the largest eigenvalue of a matrix A is obtained by iteration with the Rayleigh quotient v~Avk/v~vk, with v k + 1 = Auk/ II Auk 11, that converges to the eigenvalue of A with the largest modulus, unless v. is in the space generated by the characteristic spaces of other eigenvalues. The iteration process is stopped when vk -ok + 1 is small enough or enough iterations have been performed.
To ensure that the largest eigenvalue has the largest modulus, we take A = L + diag (u) + d,,, -d,,,, .
A certificate on the upper bound is given by the Choleski decomposition, that is, checking that the matrix %I -A is positive-semidefinite. Table 3 Graphs with 30 vertices and edge probability p = 0.3 Table 4 Graphs with 50 vertices and edge probability p = 0.5
No. # Edges
No. Table 6 Graphs with 70 vertices and edge probability p = 0.5
# Edges
No. The results of computational experiments are surveyed in the Tables l-6. The lower bounds were obtained by local optimization starting from 150 random bipartitions in each tested graph.

