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a b s t r a c t
In heat transfer for space applications, the exchanges of energy by radiation play a
significant role. In this paper, we present a method which combines the geometrical
definition of the model with a finite element mesh. The geometrical representation is
advantageous for the radiative component of the thermal problemwhile the finite element
mesh is more adapted to the conductive part. Our method naturally combines these
two representations of the model. The geometrical primitives are decomposed into cells.
The finite element mesh is then projected onto these cells. This results in a ray tracing
acceleration technique. Moreover, the ray tracing can be performed on the exact geometry,
which is necessary if specular reflectors are present in the model. We explain how the
geometricalmethod can be usedwith a finite element formulation in order to solve thermal
situation including conduction and radiation. We illustrate the method with the model of
a satellite.
© 2009 Elsevier B.V. All rights reserved.
1. Introduction
When designing a spacecraft (a satellite, a manned vehicle or an automated probe), thermal issues must be carefully
addressed. In the case of a spacecraft in vacuum, heat is transferred by conduction and radiation. To quantify the radiative
interactions between the surfaces, an adimensional number, called view factor and denoted by Fi−j, is defined. This view
factor is a function of the geometry; its correct computation requires to be performed on the exact geometry. This constraint
is even more necessary if there are specular reflectors in the model. In order to take into account the different multi-
reflections experienced by the radiation, common space thermal software uses stochastic ray tracing for the computation
of the view factors, associated with finite difference approximation [1]. The drawback of this approach is the difficulty in
the computation of the conductive component. This difficulty can easily be solved by using finite elements [2]. A solution
developed in space thermal engineering consists of computing the conductive component, based on a finite element model
of the spacecraft [3]; then a model reduction is used to transfer the resulting links to the system level where a ray tracing
process can be used to compute the radiative links. A survey of techniques for coupling conduction and radiation can be
found in [4].
In this paper, we present an original method which combines finite elements with the computation of the view factors
with stochastic ray tracing based on the exact geometry. Thismethod can be seen as the dual of themethod developed in [3].
This method is also a ray tracing acceleration technique, allowing one to considerably reduce the CPU time. A survey of ray
tracing acceleration methods can be found in [5]. The advantages of this method are detailed and numerical examples are
given in this paper.
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2. Finite element discretization of the heat transfer equation
If we consider only steady-state problems, the temperature distribution through the volumeV , limited by the surface S,
is determined by the 3D heat transfer equation, where Q is the volume source [2]:
div
(
k
−−−→
gradT
)
+ Q = 0 on V. (1)
The problem is completed with boundary conditions on temperature and heat flux:{
T (r) = f (r) on ΓT
q(r) = ℵ(r) on Γq (2)
where f and ℵ are prescribed functions of the position r . The two domains must be complementary and cannot overlap:{
ΓT ∩ Γq = ∅
ΓT ∪ Γq = S. (3)
The normal heat flux q contains a radiative component qr , which is a function of the fourth power of temperature [6]:
qr(r) = σT 4(r)− 
{∫
S
[
σT 4(r ′)−
(
1
′
− 1
)
qr(r ′)
]
dFr−r ′ + H0(r)
}
(4)
where  is the local emissivity, σ is the Stefan–Boltzmann constant, equal to 5.67 10−8 W/m2 K4; dFr−r ′ is the elementary
view factor from point r to r ′; H0(r) is the external irradiation incoming in r . The first term corresponds to the flux emitted
by the surface while the second one represents the absorbed irradiation. This irradiation is the sum of two components:
the first one is linked to the multi-reflections from the other surfaces of the model; the second one is due to the external
irradiation H0(r).
The discretization of Eq. (1) with isoparametric finite elements yields a surface mesh where the boundary condition (4)
is rewritten as follows:
σT 4i −
N∑
j=1
Fi−jσT 4j =
qr,i
i
−
N∑
j=1
Fi−j
(
1
j
− 1
)
qr,j + H0,i (5)
where the index i refers to surface elements and not to the finite element nodes. The temperature Ti is obtained by a
linear combination of the nodal temperatures on i. The radiative flux qr,i is applied to the surface i and the view factors
are computed from surface i to surface j. The view factors depend on the configuration of the surfaces i.e. on their sizes, their
relative orientations and on the distance between them. By definition, the view factor between two surfaces Ai and Aj is the
fraction of the uniform diffuse radiation leaving Ai that directly reaches Aj. The view factor is given by the Eq. (6):
Fi−j = 1Ai
∫
Ai
∫
Aj
cos(θi) cos(θj)
pis2i−j
Vi−jdAidAj (6)
where θi is the angle between the local normal
−→ni and the line connecting dAi and dAj; si−j is the distance between dAi and dAj.
Vi−j is the visibility function. It is equal to 1 if the two points dAi and dAj can see each other. It is equal to 0 otherwise. This
function introduces discontinuity in the view factor evolution.
In a limited set of simple geometrical configurations, this expression can be computed analytically. The evaluation of the
view factor becomesmore complex if there are obstacles in the 3Dmodel. In this case, we need a numerical method and the
geometrical model must be discretized. Among the available methods, a first class is based onto a deterministic integration
scheme and is subject to aliasing. A second class is purely random, like the stochastic ray tracing. We select this class for its
reliability and its flexibility.
3. Stochastic ray tracing
Among the stochastic methods, the most common one is the stochastic ray tracing. We generate a large number Ni of
rays from the emitter Ai. Each ray is associated with an energy and can be considered as a bundle of photons. If the emitter
is diffuse, the rays must obey the cosine law which governs the view factors. The direction of a ray is determined by two
random numbers, denoted by ξ1 and ξ2, which are uniformly distributed between 0 and 1. We obtain:{
θ = arcsin
(√
ξ1
)
φ = 2piξ2
(7)
where θ and φ correspond to the longitude and the latitude of the direction of the ray projected onto the unit hemisphere
subtended by the origin [6].
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We count the number Ni−j of impacts on Aj. This number is proportional to the energy emitted by Ai which is directly
intercepted by Aj. The desired view factor is approximated by the relation (8):
Fi−j ≈ Ni−jNi . (8)
The main drawback of the stochastic ray tracing is its slow convergence. The standard deviation of a stochastic process
is proportional to 1√Ni [7]. It implies that to reduce the error by a factor 2, we have to shoot four times more rays. This
convergence can be improved by using adapted ray tracing methods, such as the hemisphere method [8].
A second drawback of the ray tracing results from the finite element discretization. Indeed, a finite element mesh is
usually composed of a large number of triangles and/or quadrangles. It implies a high computation time. The use of a
ray tracing acceleration technique is necessary. Moreover, a finite element mesh is based on a polynomial parametric
approximation. This can cause errors during the ray tracing process, especially if specular surfaces are present in the model.
In the next section, we will present a method which combines the geometrical definition of the problem with the finite
element mesh. The main advantage of our method is that it combines the benefits of the finite element formulation with an
exact ray tracing, based on the real geometry of the 3D model. It results also in a ray tracing acceleration technique.
4. Parametric method
The parametric method is the combination of four successive steps presented in the next subsections. The final objective
is to simplify the computation of the view factors between the finite elements.
4.1. Structured mesh
The surfaces that are commonly implemented in the thermal software for space applications are the planar surfaces, like
triangles, quadrangles and discs, and the quadrics, like spheres, cones and cylinders. These surfaces can be defined by two
parameters, that we denote by u and v, varying on the domain of definitionD = [0, 1]2. More complex surfaces, like NURBS
and swept splines can also be considered. A point
−→
P on the surface S can then be obtained by using a parametrization ψ
of S [9]:
−→
P ≡ ψ(u, v) {u, v} ∈ [0, 1]2. (9)
A structuredmesh of the surface S can be obtained by fixing one parameter and varying the other. This mesh is independent
of the finite element discretization. Two families of isoparametric curves can be generated, given by the relation (10). The
curves Cu are obtained by fixing the parameter u = ξ while the curves Cv correspond to parameter v = η:{
Cu = ψ(ξ, v)
Cv = ψ(u, η). (10)
The resulting mesh is composed of cells. In this paper, the process is illustrated in the case of a sphere. The longitude φ and
latitude θ are then chosen in order to generate the surface. The parametrization is given by the relation (11), where R is the
radius of the sphere. Theprocess canbe applied to other surfaces; then theu andv parameters, aswell as the parametrization,
have to be adapted to the considered surface.
−→
P = R

cos
(
pi
2u− 1
2
)
cos (2piv)
cos
(
pi
2u− 1
2
)
sin (2piv)
sin
(
pi
2u− 1
2
)
 . (11)
Fig. 1(a) represents the structured mesh of a sphere where all the cells are characterized by the same value of the area
(this condition is not mandatory; if no data concerning the density of the finite elements is available a priori, we assume an
uniform density; the aim is to obtain a relatively constant number of elements per geometrical cell). The curves Cθ and Cφ
are defined by the following values of θ and φ:
θ = arccos (2u− 1) where u = 0, 1
n
, . . .
n− 1
n
, 1
φ = pi (2v − 1) where v = 0, 1
n
, . . .
n− 1
n
, 1.
(12)
4.2. Finite element mesh
In the second step, the body is meshed. The skin of the mesh is extracted, which leads to a surface mesh of triangles
and/or quadrangles.
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(a) Structured mesh. (b) Projection of a triangle in the parametric space of the
sphere {θ, φ}.
Fig. 1. Sphere (a) structured mesh (b) element projection.
4.3. Combination of the two meshes
The combination of the finite elements with the geometrical cells is determined by the projection of the finite elements
onto the geometrical primitive. We bound this projection by a contour of two lines Cu and two lines Cv . This contour is
called the envelope of the projection. The geometrical cells covered by this envelope are identified (this yields a list of all
the geometrical cells covered by the current finite element). Finally, these relations are inverted, giving access to a list of
all the finite elements covered by each geometrical cell. We are now able to identify the finite elements covered by each
geometrical cell. This relatively complex operation is only performed once, during the preprocessing phase. This will be
illustrated in the case of a sphere.
4.3.1. Projection onto the geometrical primitive
In the case of a sphere, the straight lines of the polygonal elements are projected following great circle arcs. Fig. 1(b)
represents the projection of a triangle, in the parametric space {θ, φ}. Generally, the projection of finite elements yields
complex curves in the parametric space {u, v}.
4.3.2. Computation of the envelope
Thenext step consists of computing the smallest envelope bounding the projection of the finite element. In the parametric
space, the envelope is a rectangle limited by the minimum and maximum values of the u- and v-parameters of the current
finite element. In Fig. 1(b), the envelope is represented by four dashed lines. We can observe that a spherical arc is not
necessarily bounded by the latitudes of its extremities. In the presented case, we must be able to identify the extremum
value of the latitude, denoted by θm. If the reference axis of the sphere is chosen to be coincident with the z-axis of the 3D
coordinates, we can show that the latitude θm is given by the relation [9]:
θm = arccos (n(3)) (13)
where −→n is the unit normal of the plane defined by the current edge and the center of the sphere, and n(3) is the z-
component of this unit normal.
4.3.3. Coverage of the geometrical cells
The envelope of the current finite element is known. We can now determine the geometrical cells that can cover it
(at least partially) by a simple test based on the limits {u, v} of each geometrical cell. A finite element can be associated
with several cells. In our implementation, a cell is assumed to be covered by a finite element if it is partially covered by
the envelope of this element, for the sake of simplicity. In Fig. 1(b), the covering geometrical cells are represented in gray.
Due to the last remark, the upper-left and upper-right cells (in dark gray in Fig. 1(b)), which do not cover the element, are
nevertheless associated with it. This operation is performed for each element. The previous relations are then inverted in
order to associate each geometrical cell with the finite elements that cover it. A finite element can be associatedwith several
geometrical cells but this overlap is not problematic.
In Fig. 2, we can observe a decomposition of a sphere into geometrical cells and a fine finite element mesh of the sphere.
We select a geometrical cell (see Fig. 2(a)) and display the corresponding elements in gray (see Fig. 2(b)). The shape of the
geometrical cell can easily be distinguished from the rest of the finite element mesh.
A very fine finite element mesh has been chosen to obtain the shape of the geometrical cell. For practical applications,
we try to obtain geometrical cells associated with no more than a dozen of finite elements.
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(a) Geometrical cells. (b) Finite element mesh.
Fig. 2. Identification of a geometrical cell through the covering finite elements (a) geometrical cells (b) finite element mesh.
4.4. Ray tracing process and acceleration
Each ray is tested for intersection with the geometrical surface, thanks to analytical formulas (see for example [10,11];
a survey of ray-surface intersection algorithms is available in [12]). The geometrical method is the combination of two
processes that can be used to accelerate a ray tracing. The first acceleration consists of establishing the intersection of the
ray with the geometrical primitive. If the test is negative, the computation is finished, we do not test any finite element
for intersection. This method is similar to the acceleration by bounding boxes presented in [13]. If the test is positive, the
identification of the impacted cell allows us to reduce the number of elements that must be tested for intersection. This
method is similar to the uniform spatial subdivision method, also presented in [13]. But in [13], the decomposed domain
is the space occupied by the geometrical model and not the surface itself. In order to characterize the acceleration of
our method, we have considered the case of a sphere centered vertically above a square. The geometrical configuration
is displayed in Fig. 3(a); a finite element mesh is superimposed to this geometry (with 200 triangles associated with the
square and 330 triangles with the sphere). The obtained view factors can be compared with the analytical solution that can
be found in the references [14,15]; they are in good agreement. We mesh the square following the two directions u and v.
We denote by n1 the resolution in the first direction and suppose that the resolution in the other direction is identical. For
each resolution, the CPU time is reported. Fig. 3(b) represents the evolution of the CPU time in function of the resolution n1.
For low resolutions, the CPU time decreases rapidly when the resolution increases. For a resolution equal to 10, the CPU time
remains constant. The resolution must be considerably increased if we want to observe an increase of the CPU time. This
diminution of efficiency is due to the fact that the gain obtained by refining the cells cannot compensate the computation
charge. Moreover, we can show that the gain of the geometrical method depends on the quality of themesh. In our example,
the square is finely meshed. The CPU time, from unity resolution to the constant step, is reduced by a factor 3.4.
5. Applications
5.1. Concentric specular spheres
In this section, the geometrical method is illustrated in a simple geometrical configuration with specular reflection. We
consider the case of two concentric spheres S1 and S2 of radii equal to 50 mm and 100 mm respectively (see Fig. 4(a)). The
inner sphere is a purely diffuse reflector (the corresponding specular reflectivity ρs1 is equal to 0) while the outer sphere is
characterized by ρs2 = 0.2. The specular view factors are computed by ray tracing. When a ray impacts a specular surface of
unit normal−→n , it is reflected following the direction given by the relation (14), from [16]:
−→rr = −→ri − 2
(−→n · −→ri )−→n (14)
where −→ri designates the incident direction of the ray and −→rr is the direction of the ray after the specular reflection. The
energy of the ray is attenuated by the specular reflectivity of the impacted surface [6].
During the ray tracing, all the rays emitted by the inner sphere impact the outer sphere, they are reflected specularly and
then necessarily impact the inner surface. This can be observed in Fig. 4(a) for an arbitrary ray and a ray with an emission
angle of 90◦. In this configuration, an analytical solution is available [6]. The following values are obtained for the specular
view factors F s:
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F s1−1 =
ρs2
1− ρs1ρs2
= 0.2 F s1−2 =
1
1− ρs1ρs2
= 1
F s2−1 =
A1/A2
1− ρs1ρs2
= 0.25 F s2−2 =
1− A1/A2
1− ρs2
+ ρ
s
1A1/A2
1− ρs1ρs2
= 0.9375.
(15)
The sum of the view factors yields the following values:{
F s1−1 + F s1−2 = 1.2
F s2−1 + F s2−2 = 1.1875. (16)
We study the total view factor of the inner sphere and consider a mesh composed of 320 triangles. In order to establish
the impact of the discretization of the curved surfaces by a finite element mesh, we consider four cases. In the first one,
the surfaces are associated with their geometrical primitives. In the second case, only the outer sphere is combined with its
primitive. In the third case, only the inner primitive is identified as a sphere. In the last configuration, the two surfaces are
considered as finite element objects.
In Fig. 4(b), we plot the results obtained for the four cases in function of the index of the finite elements (from 1 to 320).
The green curve, denoted by GEO1GEO2, corresponds to the geometrical method. We can observe that it is exactly equal to
the analytical value. If one of the surfaces is replaced by the finite element mesh (see the blue and magenta curves, denoted
by EF1GEO2 and GEO1EF2), we obtain an over-estimation of the real value. When the outer sphere is meshed, the reflection
of the rays is not based on the real curvature of the surface. It is responsible for the error observed on the magenta curve.
When the inner sphere is meshed, the emission of the rays does not follow the curvature of the surface. Moreover, reflected
rays can miss the contour of the inner surface. They can undergo multiple reflections before being absorbed by the inner
sphere. These two sources of errors cause the larger error observed on the blue curve. Finally, if we consider that the two
surfaces are finite element objects i.e. we do not know anymore that the two surfaces are spheres, the previous sources of
errors cause the red curve, denoted by EF1EF2.
We can conclude that a geometrical representation of the model is necessary if we want to model specular reflections by
ray tracing. This justifies the interest of our method concerning the radiative component of heat transfer.
5.2. Satellite
Now, we present the results obtained with a simplified model of satellite. We have considered a quarter of the inside of
a spacecraft. The model is composed of 12 geometrical primitives (cylinders, rectangles and spheres) modeling a tank, an
electronic box, a cylinder, a basis and two panels. The finite element mesh contains 1 100 nodes and 1800 triangles.
The view factors are computed separatelywith the geometricalmethod, using a Fortran code developed in the framework
of this research. They are then introduced in Samcef. In Samcef, they are enforced for reciprocity and closure. Finally, they
are used in order to solve the complete thermal problem, combining conduction and radiation for a steady case.
The temperature of the basis is fixed at 293 K while the tank is maintained at 303 K. We suppose that the other
components are adiabatic. An additional node represents the cold space and is set at 0 K. The emissivity of the tank is equal
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Fig. 5. Test case 2 (a) view factors (b) temperatures.
to 0.5 while the other surfaces present an emissivity of 0.95. All the surfaces of the model are characterized by a thickness
of 1 mm. The conductivity of the tank is equal to 100 W/mK while the conductivity of the other components are equal to
200 W/mK.
Fig. 5(a) represents the view factors computedwith the geometricalmethod. The geometricalmethod has been compared
with the view factors computed by the new ray tracing procedure of Samcef and the two sets of factors are coincident (the
geometrical method should not be confused with the ray tracing procedure of Samcef; these two ray tracing procedures are
completely independent). The solution of the complete thermal problem, combining conduction and radiation, is presented
in Fig. 5(b). The temperatures are comprised between 303 K, which is the temperature of the tank, and 154 K. This low
temperature is encountered on the surfaces of the electronic box which present a large view factor with the deep space.
In the case of a complete thermal solution, the interest of our method appears clearly. The geometrical method allows
us to compute accurately and quickly the view factors between the finite elements. The conductive component is based on
the same finite element mesh, allowing the solution of the complete problem.
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6. Conclusion
In this paper, we have presented a new method which allows us to combine the geometrical definition of a 3D model
with the finite elementmesh in order to accelerate the ray tracing process, necessary for the computation of the geometrical
view factors. The geometrical model is used to accelerate the ray tracing while the finite element mesh is more adapted to
an efficient computation of the conductive links. The interest for the space thermal engineer is that the real geometry is
still used for the ray tracing, resulting in a method which exactly computes the emission and the reflection of the rays. The
impact of the geometry on the accuracy of the specular reflection process has been pointed out. Our method presents a
natural way to prevent the errors due to the discretization of curved surfaces. This method has been jointly used with the
finite element software Samcef in order to solve a complete thermal problem, with conductive and radiative components.
We can conclude that the geometricalmethod is a reliable candidate for situationswhich combine radiation and conduction.
Acknowledgements
Thiswork has been supported by the BelgianNational Fund for Scientific Research (FNRS) and the European Space Agency
(ESA), under contract 20180/06/NL/PA. The authors would like to thank Samtech for the access to the Samcef code and the
technical support.
References
[1] Alstom Power Technology Centre, Esatan Engineering Manual, em–esatan–056 edition, Alstom, Cambridge road, Whetstone, 2003.
[2] R.W. Lewis, K. Morgan, H.R. Thomas, K.N. Seetharamu, The Finite Element Method in Heat Transfer Analysis, John Wiley & Sons Ltd., 1996.
[3] J.P. Dudon, A new tool for 3d thermal modeling, in: European Space Agency (ESA) (Ed.), Noordwijk, the Netherlands, 20th European Workshop on
Thermal and ECLS Software 2006.
[4] R. Siegel, J. Howell, Thermal Radiation Heat Transfer, fourth edition, Taylor and Francis, 2001.
[5] J. Arvo, D. Kirk, A survey of ray tracing acceleration techniques, in: A.S. Glassner (Ed.), An Introduction to Ray Tracing, Morgan Kaufmann Publishers,
Inc., 2002, pp. 201–262.
[6] M.F. Modest, Radiative Heat Transfer, second edition, Academic Press, 2003.
[7] P. Dutre, P. Bekaert, K. Bala, Advanced Global Illumination, A K Peters, 2003.
[8] P. Vueghs, H.P. de Koning, O. Pin, P. Beckers, Random hemisphere method for radiation ray tracing computations, in: Eurotherm (Ed.) 5th European
Thermal-Sciences Conference, 2008.
[9] Pierre Beckers, Infographie - CAO. Centrale des Cours de l’A.E.E.S., 2001.
[10] J.M. Cychosz, W.N. Waggenspack Jr., Graphics GEMS IV, Intersecting a ray with a cylinder, Academic Press Inc., 1994, p. 356–365.
[11] S. Ching-Kuang, Graphics GEMS V, Computing the intersection of a line and a cone, Academic Press Inc., 1995, p. 227–231.
[12] P. Hanrahan, A survey of ray-surface intersection algorithms, in: A. Glassner (Ed.), An Introduction to Ray Tracing, Academic Press, San Diego, CA,
1989, pp. 79–119.
[13] J. Arvo, D. Kirk, A survey of ray tracing acceleration techniques, in: A.S. Glassner (Ed.), An Introduction to Ray Tracing, Morgan Kaufmann Publishers,
Inc., 2002, pp. 201–262.
[14] J.R. Howell, A Catalog of Radiation Heat Transfer Configuration Factors, McGray Hill, 1982.
[15] H.Y. Wong, Handbook of Essential Formulae and Data on Heat Transfer for Engineers, Longman, 1976.
[16] A.S. Glassner, Surface physics for ray tracing, in: A.S. Glassner (Ed.), An Introduction to Ray Tracing, Morgan Kaufmann Publishers, Inc., 2002,
pp. 121–160.
