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Objective: The purpose of this study was to describe a workflow analysis approach and apply it in emer-
gency departments (EDs) using data extracted from the electronic health record (EHR) system.
Materials and Methods: We used data that were obtained during 2013 from the ED of a children’s hospital
and its four satellite EDs. Workflow-related data were extracted for all patient visits with either a primary
or secondary diagnosis on discharge of asthma (ICD-9 code = 493). For each patient visit, eight different a
priori time-stamped events were identified. Data were also collected on mode of arrival, patient demo-
graphics, triage score (i.e. acuity level), and primary/secondary diagnosis. Comparison groups were by
acuity levels 2 and 3 with 2 being more acute than 3, arrival mode (ambulance versus walk-in), and site.
Data were analyzed using a visualization method and Markov Chains.
Results: To demonstrate the viability and benefit of the approach, patient care workflows were visually
and quantitatively compared. The analysis of the EHR data allowed for exploration of workflow patterns
and variation across groups. Results suggest that workflow was different for different arrival modes,
settings and acuity levels.
Discussion: EHRs can be used to explore workflow with statistical and visual analytics techniques novel
to the health care setting. The results generated by the proposed approach could be utilized to help
institutions identify workflow issues, plan for varied workflows and ultimately improve efficiency in
caring for diverse patient groups.
Conclusion: EHR data and novel analytic techniques in health care can expand our understanding of
workflow in both large and small ED units.
 2015 Elsevier Inc. All rights reserved.1. Introduction
Systematic workflow studies that examine procedural aspects
of work in health care delivery settings are essential to the identi-
fication of organizational design flaws and bottlenecks [1–3].
Workflow studies assist in successful implementation of organiza-
tional, policy-related, and technological interventions that improve
care delivery [4–8]. In order to make informed changes to maxi-
mize resources and improve care, efficient data collection and
analysis methods are required. Methodological challenges are themost significant barrier to delivering the promised benefits from
workflow studies [2,9]. Clinical workflow directly impacts patient
safety and the quality of clinical care, yet existing methods to
describe clinical workflow that examine the linkages between
clinical workflow and patient outcomes are inefficient and limited
in response to rapid clinical changes [2,10]. Although current
qualitative or quantitative field methods such as observations
and interviews are useful for rich description of phenomena in con-
text, four interrelated limitations exist: (1) qualitative designs do
not lend themselves to quantitative analysis; (2) descriptions are
resource-intensive and impractical for large-scale studies; (3) even
quantitative field approaches yield small sample sizes; (4) findings
are descriptive, thereby limiting conclusions about statistical
inferences between workflow and outcomes.
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approach (Fig. 1) and apply it in an academic children’s hospital
emergency department (ED) and its four satellite ED clinics (SC),
using data extracted from their EHR system. Data was analyzed
through; (1) Visualization and (2) Markov Models. Visualization
allows exploration of workflow patterns and Markov Models allow
for quantification of workflow patterns and establishment of the
relationship between workflow and patient outcomes. We define
workflow as the ‘‘sequence of activities to provide care for a patient
[11].” The novelty of this approach is establishing a quantitative
relationship between the workflow and the patient, as well as other
outcomes of interest (e.g. length of stay) in a health care setting.
This study introduces a new approach that will utilize the full
potential of (a) electronic health records (EHR) as the data source
for workflow research and (b) visualization and Markov Chains
as quantitative data-analysis techniques. Although EHR systems
were designed and are primarily used for patient-care purposes,
secondary use of data can potentially provide insight into work-
flow characterization [12–14]. EHR systems house real-time,
high-volume, low-cost workflow data and capture massive num-
bers of clinical and non-clinical data related to patient care (e.g.
event logs, medication administration data, orders and procedures,
etc.). A high volume of data permits utilization of quantitative-
analysis techniques, such as visualization and Markov Chains [13].
Visual representations and interaction techniques take advan-
tage of the eye’s ‘‘broad-bandwidth pathway” to the mind and
allow users to see, explore, and understand large amounts of infor-
mation [15]. Visualizations can provide cognitive support by (1)
exploiting the advantages of human perception (such as parallel
visual processing) and (2) compensating for cognitive deficiencies,
such as limited working memory. Visualization supports data
cleaning and sequence-pattern discovery [16].
Markov models are probabilistic modeling methods used for
temporal sequence analysis [17,18]. These models have deep roots
in operations research literature, and provide important insights to
optimize use of resources by describing and predicting temporal
relationship among ‘‘states” under given constraints [19–21]. In
health care delivery, Markov models have been applied to simu-
lated data [13] and has the potential to be applied to the field data
[12,22]. Visualization and Markov Models can also complement
each other to model clinical workflow, because visualization facil-
itates pattern discovery and Markov Models statistically model the
previously identified workflow patterns [23]. The purpose of this
study was to evaluate the capabilities of visualization and Markov
Models, to model and analyze workflow using data from the EHR.
We selected EDs to demonstrate the viability of the approach
because of the dynamic and high variability of ED workflow
[3,24]. Additionally, accurate description of the workflow requires
the use of large sample sizes that EHR data can provide. EHR data
have the potential for systematic quantification of variability in ED
activities and identification of workflow patterns that could lead to
better or worse patient outcomes.Fig. 1. Proposed approach to analyzing workflow in clinical settings (btw = betw-
een; w/f = workflow; LoS = length of stay).For this study, workflow pertaining to ED care for exacerbations
of asthma is examined. Asthma is the most common chronic con-
dition in pediatrics and is a leading cause of ED visits [25,26].
Treatment of asthma in the ED requires involvement frommultiple
providers, including triage nurses, respiratory therapists, and
medical providers. More importantly, emergency treatment of
asthma is time-sensitive, since early administration of therapies
and repeated clinical assessments are required for improved out-
comes [27]. As a result, the interface of ED providers and EHR is
essential to the quality and timeliness of clinical care for children
with asthma.
We examined workflow for only one specific diagnosis (i.e.
Asthma) to control disease specific variation in workflow. Impor-
tantly, visualization and Markov Chains for asthma workflow
research should also be applicable to other clinical conditions in
EDs.2. Materials and methods
To demonstrate the viability and benefit of our workflow anal-
ysis approach, we applied it to the analysis of EHR data in a pedi-
atric hospital ED and its four satellite clinics. This secondary
analysis of EHR data used advanced visualization and first order
discreet time Markov Chains (DTMCs) to examine EHR data to
reveal activity sequence patterns (i.e., temporal relationships
among patient-care related activities) in a children’s hospital ED
and its satellite ED clinics (SCs). Consistent with the cooperative
nature of care delivery in EDs, this study utilized a patient-
oriented workflow approach [24], defining workflow as a sequence
of activities by multiple, interdependent ED-staff members, during
the care of a single patient. Each workflow instance represented a
patient-care episode.
2.1. Settings
Patient episodes were identified in the main hospital ED and its
four satellite ED clinics (SC-1 through SC-4). The main ED (Chil-
dren’s Hospital Colorado) receives nearly 70,000 visits per year. It
serves as a regional Level I Regional Pediatric Trauma Center, deliv-
ering emergency care to the geographic area that encompasses Col-
orado, Wyoming, Montana, South Dakota, Nebraska, Kansas, and
New Mexico. The main ED has 40 private patient care rooms and
eight observation rooms. The four satellite clinics accounted for
an additional 60,000 visits per year. The number of private and
observation rooms at the satellite clinics were 12, 9, 10 and 8 in
SC1, SC2, SC3 and SC4 respectively.
2.2. Sample
A total of 134,596 children were seen across sites between Jan-
uary 1 and December 31, 2013 (Table 1). Census at the main ED is
higher than at the satellites. At all five settings, the majority of the
patients were walk-ins; the number of patients arriving by ambu-
lance was substantially lower at the satellite clinics. The age and
gender distributions across the five settings were similar.
Asthma diagnoses ranged from 4% to 6% among settings. The
numbers (% of total) of patients with a primary or secondary diag-
nosis of asthma were 2935 (4.33%), 522 (4.22%), 742 (6.35%), 1348
(4.45%), and 530 (4.25%) in main ED, SC-1, SC-2, SC-3 and SC-4
respectively.
2.3. Data collection
The research informatics department at the Children’s Hospital
Colorado extracted the data (i.e. time stamped event logs) from the
Table 1
Demographics and primary diagnosis of children seen in the main hospital and four satellite clinics (SC).
Main ED SC-1 SC-2 SC-3 SC-4
Number of visits
Ambulance 5552 (8.2%) 336 (2.71%) 11 (0.09%) 24 (0.08%) 2 (0.02%)
Walk-in 62,058 (91.63%) 12,002 (96.95%) 11,645 (99.59%) 30,223 (99.71%) 12,462 (99.84%)
Missing 120 (0.18%) 42 (0.34%) 37 (0.32%) 64 (0.21%) 18 (0.14%)
Physician coverage (h/day) 72 25 25 45 9
Median (IQR) age 5 (2, 12) 6 (2, 11) 4 (2, 9) 5 (2, 9) 5 (2, 10)
% of female 47.58% 47.21% 48.35% 47.03% 48.59%
Number of patients by (primary or secondary)
diagnosis (ICD-9 Categorya)b
67,696/38869 12,376/6454 11,692/6241 30,304/15,121 12,480/6628
Infectious and parasitic diseases 2881 (4.25%)/5464
(8.07%)
512 (4.14%)/979
(7.91%)
609 (5.21%)/1072
(9.17%)
1484 (4.90%)/2998
(9.89)
593 (4.75%)/1326
(10.62%)
Neoplasms 199 (0.29%)/323
(0.48%)
2 (0.02%)/11
(0.09%)
3 (0.03%)/9 (0.08%) 15 (0.05%)/28
(0.09%)
4 (0.03%)/11
(0.09%)
Endocrine; nutritional; and metabolic diseases and
immunity disorders
964 (1.42%)/1742
(2.57%)
104 (0.84%)/256
(2.07%)
49 (0.42%)/150
(1.28%)
152 (0.50%)/463
(1.53%)
47 (0.38%)/136
(1.09%)
Diseases of the blood and blood-forming organs 332 (0.49%)/418
(0.62%)
15 (0.12%)/35
(0.28%)
15 (0.13%)/24
(0.21%)
29 (0.10%)/66
(0.22%)
11 (0.09%)/22
(0.18%)
Mental illness 3325 (4.91%)/2986
(4.41%)
238 (1.92%)/281
(2.27%)
68 (0.58%)/138
(1.18%)
128 (0.42%)/376
(1.24%)
31 (0.25%)/116
(0.93%)
Diseases of the nervous system and sense organs 7690 (11.35%)/3547
(5.24%)
1033 (8.34%)/498
(1.02%)
1525 (13.04%)/649
(5.55%)
3290 (10.85%)/
1441 (4.75%)
1635 (13.10%)/652
(5.22%)
Diseases of the circulatory system 748 (1.10%)/799
(1.18%)
148 (1.20%)/119
(0.96%)
49 (0.42%)/93
(0.80%)
135 (0.45%)/270
(0.89%)
67 (0.54%)/86
(0.69%)
Diseases of the respiratory system 16,105 (23.78%)/
7568 (11.17%)
2836 (22.91%)/
1380 (11.15%)
3757 (32.13%)/
1895 (16.21%)
9330 (30.78%)/
3879 (12.80%)
3830 (30.68%)/
1959 (15.69%)
Diseases of the digestive system 6090 (8.99%)/2732
(4.03%)
932 (7.53%)/467
(3.77%)
948 (8.11%)/425
(3.63%)
2270 (7.49%)/961
(3.17%)
668 (5.35%)/390
(3.12%)
Diseases of the genitourinary system 2026 (2.99%)/887
(1.31%)
287 (2.32%)/131
(1.06%)
296 (2.53%)/151
(1.29%)
791 (2.61%)/409
(1.35%)
321 (2.57%)/146
(1.17%)
Complications of pregnancy; childbirth; and the
puerperium
145 (0.21%)/44
(0.06%)
10 (0.08%)/4
(0.03%)
8 (0.07%)/4 (0.03%) 6 (0.02%)/4 (0.01%) 2 (0.02%)/3 (0.02%)
Diseases of the skin and subcutaneous tissue 1410 (2.08%)/663
(0.98%)
204 (1.65%)/106
(0.86%)
283 (2.42%)/146
(1.25%)
670 (2.21%)/276
(0.91%)
315 (2.52%)/143
(1.15%)
Diseases of the musculoskeletal system and
connective tissue
1402 (2.07%)/814
(1.20%)
206 (1.66%)/127
(1.03%)
196 (1.68%)/91
(0.78%)
510 (1.68)/251
(0.83%)
188 (1.51%)/91
(0.73%)
Congenital anomalies 208 (0.31%)/872
(1.29%)
14 (0.11%)/79
(0.64)
14 (0.12%)/79
(0.68%)
26 (0.09%)/180
(0.59%)
10 (0.08%)/95
(0.76%)
Certain conditions originating in the perinatal period 917 (1.35%)/501
(0.74%)
182 (1.47%)/88
(0.71)
196 (1.68%)/64
(0.55%)
367 (1.21%)/140
(0.46%)
163 (1.31%)/42
(0.34%)
Injury and poisoning 13,906 (20.53%)/
3649 (5.39%)
3730 (30.13%)/866
(7.00%)
2287 (19.56%)/476
(4.07%)
7378 (24.34%)/
1384 (4.57%)
3137 (25.13%)/608
(4.87%)
Symptoms; signs; and ill-defined conditions and
factors influencing health status
9029 (13.33%)/4981
(7.35%)
1877 (15.16%)/880
(7.11%)
1360 (11.63%)/617
(5.28%)
3641 (12.01%)/
1699 (5.61%)
1419 (11.37%)/690
(5.53%)
Residual codes; unclassified 319 (0.47%)/879
(1.30%)
46 (0.37%)/147
(1.19%)
29 (0.25%)/158
(1.35%)
82 (0.27%)/296
(0.98%)
39 (0.31%)/112
(0.90%)
Missing 34 (0.05%)/28,861
(42.61%)
4 (0.03%)/5926
(47.87%)
1 (0.01%)/5452
(46.63%)
7 (0.02%)/15190
(50.11%)
2 (0.02%)/5854
(46.90%)
Number of patients with (primary or secondary) asthma diagnosis (ICD9 Code = 493)b
Ambulance 205/101 13/9 1/2 1/0 0/0
Walk-in 1780/846 252/245 433/305 815/530 243/286
Missing 1/2 3/0 0/1 2/0 1/0
IQR = interquartile range.
a Diagnostic categories were based on AHRQ Clinical Classification system (CCS)-ICD-9-CM [28].
b For primary and secondary diagnoses, the numbers to the left of the ‘‘/” represent the primary diagnosis (n(%)) and the numbers to the right represent the secondary
diagnosis (n(%)).
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with either a primary or secondary diagnosis of asthma (ICD-9
code 493) on discharge from the EDs in 2013 were identified. Data
were split into several datasets (patient-level, encounter-level, and
workflow-level).
The final dataset used for analysis was created by aggregating
the aforementioned three datasets with selected metadata, which
included the following: Encounter ID; Primary Diagnosis by ICD-
9 code on discharge; Arrival Mode (walk-in or ambulance); Clinic
(main ED or SC-1-4); Acuity Level (1–5, with 1 representing most
severe and 5 least severe); Event Name; and Event Time. In the
example given (Table 2), the patient arrived in the ED at 22:15
and was discharged the following morning at 02:38.
In order to develop a preliminary understanding of the data
entry procedures, the first author conducted one 4-h observationperiod in the study setting. Data entry into the EHR was observed
at the physician station, nursing station and triage desk. Data entry
was observed for two physicians, one nurse and one triage nurse.
These four clinicians entered data for seven patients. This observa-
tion confirmed that data entry into EHR captured (to the extent
possible that a onetime observation affords) the patient care being
administered.
2.4. Data analysis
Prior to conducting any analyses the data was cleaned and pro-
cessed. Specifically, all categorical variables utilized for analyses
were recoded from string to numeric variables and given appropri-
ate labeling. Descriptive statistics were then utilized to obtain min-
imum, maximum, means, medians, and standard deviations for
Table 2
Example observation from aggregated dataset.
Encounter ID Primary Dx Arrival mode Clinic name Acuity level Event name Event time
xxxxxxxxx 493.92 Walk-in Main ED 3 Patient Arrived in ED 22:15:00
Triage Started 22:22:12
Pain Assessed 22:23:49
Patient Roomed in ED 22:58:34
Nurse/Tech Assigned 23:24:20
Resident/Fellow Assigned 23:32:59
Attending Assigned 23:48:06
Nurse/Tech Assigned 02:00:49
Patient Departed from ED 02:38:00
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pected values or values outside of the expected range were exam-
ined closer to determine inclusion in the final data set. To ensure
correct temporal ordering of events, the relationship between con-
cordant timestamp variables were examined. Specifically, event
start and end time-stamped variables were compared and those
with incorrect ordering (i.e., start timestamp occurring after the
end timestamp) were examined closer and resolved with the help
of the research informatics department and physician co-authors.
Finally, all variables were examined for missingness.
Data analysis included two steps: (1) visualization and (2)
modeling event sequences using Discrete Time Markov Chains
(DTMCs). Eight sub-sets (episode groups) of patients with a
diagnosis of asthma and similar characteristics (i.e. site, acuity
level, arrival mode) were created.
1. Walk-in (WI), main ED, acuity level (AL) 2.
2. WI, main ED, AL-3.
3. Ambulance (AMB), main ED, AL-2.
4. AMB, main ED, AL-3.
5. WI, SC-1, AL-3.
6. WI, SC-2, AL-3.
7. WI, SC-3, AL-3.
8. WI, SC-4, AL-3.
These groups were selected to allow for workflow comparison
under different contexts (acuity, arrival mode and sites) and to bet-
ter demonstrate (a) the value of EHR as a data source and (b) the
usability of visualization and DTMCs as data analysis techniques
for workflow research.
Table 3 shows the number of events for each of the eight pre-
defined episode groups (displayed columns 2–9). Each encounter
automatically included one ‘‘Patient Arrived in ED” event and one
‘‘Patient Departed from ED” event. The majority of episodes across
the eight groups rated a score of approximately 1.0 for ‘‘Triage
Started” and ‘‘Patient Roomed in ED.” indicating the likeliness of
all patients had documentation for those events. Less than oneTable 3
Frequency of events in eight episode groups with asthma seen in the main hospital or one o
AMB).
Number of episodes WI Main AL-2 WI Main AL-3 AMB Main AL-2 A
512 1433 70 1
Events (n/average # events)
Patient Arrived in ED 512/1.00a 1433/1.00 70/1.00 1
Triage Started 484/0.95 1402/0.98 64/0.91 1
Pain Assessed 381/0.74 1298/0.91 53/0.76 1
Patient Roomed in ED 482/0.94 1398/0.98 70/1.00 1
Nurse/Tech Assigned 1073/2.10 2673/1.87 143/2.04 4
Attending Assigned 750/1.46 1992/1.39 97/1.39 2
Resident/Fellow Assigned 412/0.80 1150/0.80 54/0.77 1
Patient Departed from ED 512/1.00 1433/1.00 70/1.00 1
AL = acuity level (1 most acute to 5 least acute); AMB = ambulance; SC = satellite (sites
a Number of events/average number of events for each episode, with P1.0 indicatingindicates not all patients had documentation of the event and
greater than one indicating some patients had this event noted
more than once. The average number of events indicating ‘‘Pain
Assessed” (row 6) varied between 0.74 and 1.47. ‘‘Nurse/Tech
Assigned” and ‘‘Attending Assigned” events occurred, on average,
more than once in an encounter across the settings. The main ED
had more encounters for ‘‘Resident/Fellow Assigned” (row 10) than
did the SCs, reflecting the lack of residents or fellows routinely pro-
viding care in these ED settings. For example, in the Main ED, each
encounter includes about 0.8 ‘‘Resident/Fellow Assigned” event in
average. On the other hand encounters in SCs include less
‘‘Resident/Fellow Assigned” events with an average of 0.03–0.15.
We first performed visualization using EventFlow to take
advantage of its interactive features and identify the eight critical
events (eight of fifty potential events were identified a priori for
study) that mark milestones in EDs. EventFlow [29,30] combines
methods to search interactively, whereby temporal data-patterns,
and aggregated data-pattern summaries are provided. Fig. 2 illus-
trates an example of EventFlow visualization of the first subset
(WI, main ED, AL 2, n = 512 episodes) of this study using three
events (patient arrival, pain assessment and patient departed from
ED). In this figure, all patient encounters started with the patient
arriving, represented by the bright green color band. More than
half of the patients did not have a pain assessment (orange band)
and went directly to discharge/departure (dark brown band). The
majority of the remaining patients experienced one pain assess-
ment. The figure illustrates that ED departure of the patients
who experienced one pain assessment occurs slightly earlier than
among the patients who had not had a pain assessment. About
70 patients experienced multiple pain assessments, and had on
average, a later ED departure times. Several patients had seven
pain assessments.
First-order Discrete Time Markov Chains (DTMCs) were then
used to model the changes in events in the workflow. First-order
DTMC is defined by a sequence of random observations X1,. . ., XT
of an arbitrary length T; and this sequence holds first-order Markov
property (Eq. (1)):f four satellite clinics (SC) based on acuity level (AL-2 or AL-3) and arrival mode (WI or
MB Main AL-3 WI SCI-1 AL3 WI SC-2 AL3 WI SC-3 AL3 WI SC-4 AL3
93 272 348 627 199
93/1.00 272/1.00 348/1.00 627/1.00 199/1.00
91/0.99 271/1.00 335/0.96 676/1.08 203/1.02
80/0.93 322/1.18 438/1.26 688/1.10 292/1.47
90/0.98 270/0.99 338/0.97 627/1.00 199/1.00
07/2.11 387/1.42 497/1.43 1014/1.62 262/1.32
70/1.40 347/1.28 449/1.29 885/1.41 216/1.09
50/0.78 42/0.15 13/0.04 17/0.03 13/0.07
93/1.00 272/1.00 348/1.00 627/1.00 199/1.00
1–4); WI = walk-in.
the event occurred more than once during an episode.
Fig. 2. Visualization of workflow (with three events) in the main ED for Walk-in
patients with acuity level 2. Y-axis shows the 512 patient encounters and the X-axis
represents time spent in each encounter.
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¼ xtþ1jXt ¼ xtÞ ð1Þ
The first-order Markov property (Eq. (1)) states that the probability
distribution of the next future state ðXtþ1Þ depends only on the cur-
rent state (Xt), and not on any of the previous states. While higher
orders may be considered by incorporating prior states to predict
the next future state, the first order is common in health care pro-
cess research [10] and yields more straightforward interpretation.
A Markov Chain consists of a series of successive state-to-state
transitions (Eq. (2)), which form a transition matrix. Eq. (3) illus-
trates an example of a transition matrix with three states. The
row i (i = 1, 2, 3) shows the transition probability distribution from
state i to other states j (i.e., p13 is the probability that state 1 tran-
sitions to state 3). Higher probabilities in the matrices indicate the
state pairs are more likely adjacent in the event sequence.
Pij ¼ PrðX1 ¼ sjjX0 ¼ siÞ ð2Þ
P ¼
p11 p12 p13
p21 p22 p23
p31 p32 p33
2
64
3
75 ð3Þ
In order to generate the transition matrix, the data in the same
group had to be aggregated into a single sequence. We added an
indicator state at the end of each individual encounter sequence
to separate each encounter. This indicator state makes the begin-
ning and end state for individual episodes explicit in the transition
matrix. The numbers of occurrences for each transition scenario
were counted using R 3.1.1 [31]. The resulting matrices were fit
using maximum likelihood estimation using the Markov Chain
package [32] to produce the transition probability matrices. The
transitions were visualized and the most frequent transitions are
highlighted in the DTMC diagram.
3. Results
3.1. Visual representations with EventFlow
3.1.1. Visualization for the patient encounters in main ED
Fig. 3 shows Walk-in (WI) and Ambulance (AMB) patients with
asthma diagnosis and acuity level (AL) 2 and 3 for the main ED,with AL-2 more severe than AL-3. Each event type is represented
with a color (Fig. 5). In all four diagrams, the first event of every
encounter was ‘‘Patient Arrived” (light green). The second
event in the majority of the encounters for WI, AL-2 (Fig. 3a),
and AL-3 (Fig. 3c) was ‘‘Triage Started” (light blue). However, for
those with a more severe acuity level (Fig. 3a), the second event
was ‘‘Patient Roomed” (dark green). Consistent with a higher acu-
ity, the first red events (‘‘Attending Assigned”) and first pink events
(‘‘Residents/Fellow Assigned”) occur earlier in 3a than in 3c.
Fig. 3b (acuity level of 2) and d (acuity level of 3) depict ambu-
lance patients at the main ED. For these patients, the second activ-
ity in the majority of episodes was ‘‘Patient Roomed.” The time
intervals between the first activities in 3b (AMB, AL-2) and 3d
(AMB, AL-3) are narrower than the time intervals between the first
activities in 3a (WI, AL-2) and 3c (WI, AL-3), indicating the urgency
often seen in patients transported by ambulance. Like walk-in
patients, the first activities ‘‘Attending Assigned” (red) and
‘‘Resident/Fellow Assigned” (pink) occur earlier for those with
the worse acuity level.
3.1.2. Visualization for the patient encounters in satellite clinics
Fig. 4 shows workflow for asthma patients with an acuity level
of 3, in the four satellite clinics (SCs). In these locations, the second
event (after the patient arrived) was the start of triage (blue band)
or to a lesser degree, patient being placed in a room (dark green
band). The percentage of encounters for second and third events
varied across the settings. For example, in SC-1 (4a), a significant
number of encounters had ‘‘Patient Roomed” as the second event.
On the other hand, in SC-4 (Fig. 4d), few encounters indicated this
as a second event.
Visual representations indicated a difference in time for walk-in
patients between clinics for acuity level of 3. In the SCs, patients
were seen over a narrower time frame compared to patients seen
in main hospital ED. All eight Figs. 3a–d and 4a–d illustrate high
variability within the settings across the encounters.
3.2. Markov Chains
In the second step of analysis, first-order Markov Chains
(DTMC) were utilized to quantitatively represent workflow pat-
terns for the eight episode groups visualized above. Fig. 6 shows
fitted first-order Markov Chains for walk-in and ambulance
patients with acuity level of 2 and 3. There is one transition matrix
for each of the study groups. Each transition matrix is accompanied
by a diagram to highlight workflow patterns. State 9 serves as the
indicator state. The values on the 9th row show the probability of
each corresponding state being the first event in a visit, as the indi-
cator state only transitions to the start state of each visit. The 9th
column shows the (likely) last events in a visit, as only the end
state of each visit has transitions to the indicator state. In each
transition matrix, the highest numbers are bolded, which add up
toP0.8 in each row. The diagram that accompanies each transition
matrix reflects the bold values on the matrix. The numbers in the
circles correspond to one of the eight events, with 1 representing
‘‘Patient Arrived in ED,” etc. (refer to Fig. 5 for corresponding num-
bers and events). Each arrow corresponds to a bold value. A red
arrow is used to show the value of the transition when the proba-
bility is greater than 0.3.
Comparisons across the matrices indicated that most visits
started with state 1, ‘‘Patient Arrived in ED,” and ended with state
8, ‘‘Patient Departed from ED.”
Figs. 6 and 7 show the eight different workflow groups using
DTMC. These figures support the findings from visualization (Figs. 3
and 4). In agreement with visualization, all of the encounters
started with patient arrival (event 1) and ended with ‘‘Patient
Departed from ED” (event 8). However, a few patients started with
a b 
c d 
Fig. 3. Visualization of events during walk-in and ambulance encounters in main ED and acuity level of 2 (a Walk-in and b ambulance) and acuity level of 3 (c Walk-in and d
ambulance) over time.
a b
c d
Fig. 4. Visualization of events during walk-in encounters with level 3 acuity in the four satellite clinics SC 1 (a), SC-2 (b), SC-3 (c) and SC-4 (d) over time (X-axis).
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In addition, some patient records ended with state 3, pain assessed,
or states 5, 6, or 7, provider assigned. Investigation of these excep-
tions may offer valuable insight into the origin of the missing data
in addition to special conditions the patient may have encoun-
tered, thereby improving the flow of care for the future.
The second event was either ‘‘triage was started” (event 2) or
‘‘patient was roomed” (event 4). In the main ED, for the majority
of the WI patients regardless of acuity level, the second eventwas triage. For the majority of the AMB patients, the second event
was ‘‘patient was roomed”. In all SCs the WI patients were mostly
triaged (event 2) as their second event; however, at SC-1, a signif-
icant number of patients were roomed after arrival (event 4).
3.2.1. Markov models for the patient encounters in main ED
Fig. 6 highlights the similarities and differences between the
four workflow groups in the main ED. In all groups, ‘‘Nurse/Tech
assignment” (event 5) was central, meaning various other events
Fig. 5. Color and number codes of the eight events. (For interpretation of the
references to color in this figure legend, the reader is referred to the web version of
this article.)
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ious events. The central position of event 5 is represented in the
matrix by numerous bolded events. Similarities in workflow pat-
terns between (a) transition matrices 6a (WI patients, AL-2) and
6c (WI patients, AL-3) and (b) 6b (AMB patients, AL-2) and 6d
(AMB patients, AL-3) suggest that the arrival mode (Walk-in or
Ambulance) may be an important determinant of workflow in
ED. However, Fig. 6 also highlights the difference between 6a and
6c, and 6b and 6d. For example, in Fig. 6a (WI patients, AL-2), the
probability of ‘‘Attending Assigned” (event 6) right after room
assignment (event 4) was 0.228; however, in patients with a lower
acuity (Fig. 6c), the probability was lower, 0.156 (Fig. 6c).
In another example, for walk-in patients with higher acuity, the
probability of nurse/tech assignment (event 5) right after room
assignment (event 4) was 0.471; however, the same probability
in patients with a lower acuity (Fig. 6c) was stronger (0.588).
Patients with higher acuity are more likely to be assigned an
attending after room assignment compared to lower acuity
patients. In another example, patients with higher acuity arriving
by ambulance (6b) were more likely to be triaged to attending
(0.313) than those with a lower acuity (0.220). In Fig. 6b (AMB
patients with AL-2), the probability of nurse/tech assignment right
after room assignment was 0.300; the same probability in 6d (AMB
patients with AL-3) was 0.437. In Fig. 6b, the probability of attend-
ing assignment (event 6) after resident/fellow assignment (event
7) was .278; the same probability in those with lesser AL is 0.433
(Fig. 6d). This is because attending assignment for patients with
higher acuity happens before resident/fellow assignment.
Overall ambulance patients that visited the Main ED, regardless
of their acuity level, had a much different journey through the ED
than the walk-ins. Instead of going to triage, they were roomed
right away, and then went through triage or had a nurse/tech
assigned. After being placed a room, the ambulance patients with
more acuity level, were more likely to go through a triage assess-
ment and the ambulance patients with less acuity had a nurse/tech
assigned. After that the ambulance patients with more acuity
either had their pain measured or attending assigned and the
ambulance patients with less acuity went through triage or attend-
ing assigned.
The walk-in patients started their visit by going through the
triage after arriving at the ED and then had either their pain
assessed or were roomed. The patients with more acuity level were
more likely to be roomed and the patients with less acuity level
were more likely to have their pain assessed. After having their
pain assessed, the AL-3 walk-in patients at the Maine ED were
roomed and the, AL-2 patients at the Main ED had a nurse/tech
assigned.3.2.2. Markov models for the patient encounters in satellite clinics
Fig. 7 highlights the similarities and differences between the
four workflow groups in the four satellite campuses (SC). The tran-
sition matrix (and corresponding diagram) shows that SC-1 was
somewhat different from the other three SCs. For example, the
probability of triage starting after patient arrival in SC-1 was
0.669. The same probability in SC-4 was 0.945, indicating a greater
predictability of the patient being triaged as the second event. The
probability of nurse/tech assignment right after room assignment
was 0.356 in SC-1 but 0.568 in SC-4.
Workflow for the WI patients with the same acuity level in the
main ED (Fig. 6c) was comparable to the four SCs. However, the
matrix in 6c is very different from the SCs, which suggests that
the workflow was different in the main ED for walk-in patients
with acuity level of 3.
All AL-3 walk-in, satellite clinic patients were diverted to triage
after arriving at one of the clinics (SC-1 thru SC-4). Similarly to the
walk-in (AL3) patients at the Main ED, the next step was the
pain assessment and were than roomed. In all the clinics, except
for SC-4 where the nurse/tech assignment was next, the next step
was having an attending physician assigned. In SC-4 only this was
followed by having an attending physician assigned and in
SC-1 thru SC-3 it was followed by having a nurse/attending
assigned. This is similar to the workflow of the Main ED walk-in
patient (AL3).3.3. Comparison of visualization and Markov Chains
Although visualization and the use of Markov Chains yield sim-
ilar findings, each technique also provides information about
workflow that is important and complementary. One important
advantage of the visualization technique (EventFlow) was the abil-
ity to account for the time intervals between events. With visual-
ization, the fact that AMB patients go through many more events
than WI patients in the main ED could be immediately identified.
One clear advantage of the DTMC is the ability to quantify work-
flow, which allowed for more accurate analysis. For example,
Fig. 4 depicts that, compared to other SCs, there are more patients
taken to a patient room right after arrival than in SC-1. The rele-
vant values in the transition matrices show the probabilities as:
0.265, 0.139, 0.101 and 0.025 in the four SCs, respectively.
The transition matrices also helped to quantitatively illustrate
the similarities between workflows across the sites. One simple
way to compare the workflow similarities across sites is to subtract
the compared pairs of matrices and calculate the sum of squares
for the difference matrix. Table 4 shows the pairwise differences
(without the notion of the length of time interval) between the
four satellite campuses and main ED when care was provided to
walk-in patients with acuity level of 3. Table 4 shows that the
workflow in the main ED is dissimilar to the workflows in the
satellite clinics (SCs). The most similar workflows (i.e., smallest
dissimilarity value = 0.0871) are those in SC-2 and SC-3. One factor
contributing to the separation between the main ED and the four
satellite clinics could be the active involvement of residents and
fellows.
The median lengths of stay for these five settings when care to
asthma patients was provided with acuity level 3 were 323, 256,
220, 210, and 164 min for main ED, SC-1, SC-2, SC-3, and SC-4,
respectively. For similar care, the shortest length of stay was in
SC-4. The ED that is most similar to SC-4 is SC-3, which has the sec-
ond shortest length of stay. The longest length of stay was in the
main ED, which was most dissimilar to the other four settings.
These findings highlight a potential relationship between length
of stay and workflow patterns. As a clinic becomes less dissimilar
to SC-4, the length of stay gets closer to the length of stay in SC-4.
(a)
(b)
Fig. 6. Markov Chains and their visual representations of walk-in and ambulance encounters in main ED with acuity level of 2 (a for Walk-in and b for ambulance) and 3 (c for
Walk-in and d for ambulance).
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We proposed a new approach to examining clinical workflow.
This approach has three main building blocks: (1) EHR as a datasource; (2) visualization as a data analysis method to explore
workflow patterns; (3) Markov chains as a data analysis method
to quantify workflow and establish the relationship between work-
flow and outcomes. Data collected from electronic health records
(c)
(d)
Fig. 6 (continued)
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methods for modeling clinical workflow. This study demonstrated
the potential of EHRs as a rich data source. It also illustrated the
value of visualization (utilizing EventFlow) and DTMCs as analysis
techniques in workflow research in the context of ED care.
We applied this approach at five different pediatric ED settings,
representing a large and small clinical settings. To minimize
diagnosis-related variation, we focused on a single diagnosis,
asthma. To decrease variation further, we filtered a priori, eightcare delivery-related events (out of fifty possible events that are
tracked by the EHR system). Even after these two manipulations
to homogenize the sample, our results revealed a high amount of
variation across the episodes within sites. We were also able to
show the effects of acuity level, arrival mode and site on workflow
patterns. Different workflow patterns for acuity and arrival mode
highlights the importance of the flexibility needed in ED care deliv-
ery. Organizational design of EDs and health IT interventions
should ensure that the needed flexibility does not degrade. The
(a)
(b)
Fig. 7. Markov Chains of walk-in encounters with asthma diagnosis and level 3 acuity in SC-1 (a), SC-2 (b), SC-3 (c), and SC-4 (d). The accompanying diagrams do not include
event 7 because as reported in Table 3, the ‘‘Resident/Fellow Assigned” event is uncommon in SCs.
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similar populations can be different in different organizations.
These findings are not surprising since a previous observational
study found that site and arrival mode affects workflow patterns
[3]. These differences may not necessarily result in poor outcomes,
but reflect the unique features of the organization. However, if the
difference leads to systematic poor patient outcomes, then the
organization should consider redesigning its workflow.
4.1. The advantage of the new approach
Our approach has significant advantages over traditional meth-
ods, such as field observations and interviews. EHR data is rela-
tively inexpensive, data can be collected over a shorter period of
time and this approach utilizes less resources. Using EHR dataallowed for the study of a larger population instead of utilizing a
smaller sub-sample of a larger population as is traditionally done
in health outcome studies. While this study focused on the diagno-
sis of asthma, with minimal effort, similar analyses could be con-
ducted for other diagnoses and events of interest. For example,
workflow for care delivery to patients with acute bone fractures
could be studied using the approach suggested in this study to
identify best pain management practices. Visualization methods
could be used to determine gaps in areas of ‘‘best practice”. More
importantly, this study revealed the ability to make connections
between workflow and patient outcomes (although the scope of
this study was limited to the description of workflow).
We examined the relationship between workflow patterns and
length of stay. Satellite Clinic-4 had the shortest length of stay and
clinics with workflow patterns more similar to SC-4 had shorter
(c)
(d)
Fig. 7 (continued)
Table 4
Pairwise dissimilarities of the five ED sites.
Main ED
SC-1 .4234 SC-1
SC-2 .3953 .1836 SC-2
SC-3 .3565 .1486 .0871 SC-3
SC-4 .3457 .3245 .2225 .1960
396 M. Ozkaynak et al. / Journal of Biomedical Informatics 57 (2015) 386–398lengths of stay. With further exploration, how different workflow
patterns affect patient outcomes can be revealed and best work-
flow patterns can be identified. Our approach can also facilitate
examination of the relationship between cost and quality of care.
Clinical workflows that cause underuse, overuse and/or misuse of
resources can be identified and these workflows can be redesigned
to ensure safe, effective, efficient, timely, patient-centered and
equitable care.
Both analysis techniques (Visualization by Eventflow and
DTMC) provided useful and complementary information toincreasing the understanding of workflow. Visualization was
advantageous in explaining the time between events in workflow
and displaying sequences in a more integrated manner. DTMC (a)
provided precise information about pairwise order of sequential
events and (b) quantified workflow, which allowed for further sta-
tistical analysis.
We applied our approach in pediatric ED settings; however, our
approach can be applied to other settings where sequence of activ-
ities by interdependent staff members is important. For example,
in intensive care units, the sequence of nursing assessments and
interventions by various nurses and other clinicians, would allow
us to develop policies that would guide nurse assignments to
patients. Methodological challenges with workflow studies have
been reported in other settings [10,33]. EHR systems collect work-
flow related data such as event logs, medication administration
events (e.g. order, dispense and administration) and procedure
events in various clinical settings. Both visualization and Markov
models can be used examine workflow using data extracted from
M. Ozkaynak et al. / Journal of Biomedical Informatics 57 (2015) 386–398 397EHRs. In the case of asthma treatment, the timing of medication
administration and other procedures (e.g., albuterol, magnesium,
steroids, and positive pressure ventilation) can affect patient out-
comes (e.g., asthma score and likelihood of ICU disposition). Work-
flow studies can elucidate the relationship between (a) the
temporal order of these interventions versus other activities and
(b) patient outcomes to inform ED procedure and allow clinicians
to provide these interventions at optimal times.
Our approach can inform design, implementation, and
evaluation of HIT (health information technology). For example,
workflow patterns and variability before and after HIT implemen-
tation could be quantitatively compared and the impact of the HIT
could be evaluated. Because of the large sample size, workflow can
be quantified in a more reliable way. In addition, the workflow pat-
terns that lead to the best patient outcomes can be identified so
that HIT can be designed to facilitate these patterns. Moreover,
EHR systems capture patient-level data, which facilitates research
that promotes patient-centered care [24]. Each patient’s experi-
ence can be included into the analysis; therefore, rare patient
experiences as well as common patterns can be examined.4.2. Limitations and future work
Although our approach has advantages over observations and
interviews for workflow research, we should note the limitations
of the EHR data. First of all, the reliability of the EHR data should
be established [37]. Secondly, EHR data do not capture context,
which is the major strength of observations and interviews. We
argue that EHR data (and utilization of visual analytics and Markov
Chains) and field data can be used together in a sequential design
for a richer understanding of clinical workflow. Field observations
and interviews can be used more efficiently to further explore the
findings from EHR data. For example, field observations and inter-
views could be used to help explain the workflow differences
across five settings that were identified in this study. In an alterna-
tive design, field observations can be initially conducted to gener-
ate hypothesis and EHR data can be used to confirm the
hypothesis. For example, the clinical guidelines regarding pain
management in EDs can be explored in a field study and hypothesis
can be generated regarding their effectiveness. Visualization of and
analysis of EHR data with Markov Models can be used to confirm
these hypotheses.
The data we extracted from EHR allowed us to capture time-
stamped events (point in time). However, it does not reveal
activity durations. Because EHR data is limited in terms of being
context sensitive, individual’s workload cannot be accurately
estimated. However, the number of patients in ED in a given time
and distribution of these patients can be estimated using EHR
data. We used Eventflow to visualize workflow, which is a power-
ful and advanced tool; however, its use may require some initial
training. Other visualization tools can also be employed to use
our approach.
While we utilized Eventflow and DTMC, other visualization [34]
and Markov Model techniques can be used [35,36]. We used length
of stay as an example outcome variable; however, future research
will aim to associate workflow patterns with patient outcomes (e.
g., revisit patterns) and disease-specific outcomes (e.g., pain level
and asthma score). A possible expansion to event logs could be
adding time-stamped medication administration and procedural
data.4.3. A new guideline for workflow analysis
Our approach can also be used as a guideline for workflow
analysis using the following steps.1. Define workflow and its boundaries: The first step of a workflow
analysis is defining workflow. We suggest a patient-oriented
workflow approach and define workflow as sequence of activi-
ties for care of a patient [24]. Boundaries refer to the start and
end points of workflow. Analyzers should also identify what
aspects of workflow will be included in the analysis.
2. Define data elements: Data elements based on the decisions at
step 1 should be identified.
3. Extract data from EHR: Identified data elements in step 2 are
extracted from institutionalized EHR. The data should be pro-
cessed to prepare it for data analysis.
4. Visualize: Data analysis starts with visualization to identify
patterns.
5. Quantify workflow: Workflow is quantified using a systematic
approach such as Markov chains.
6. Characterize the relationship between workflow and outcome vari-
ables: Once workflow is quantified, the relationship between
workflow and significant outcomes can be identified.
7. Intervene: Step 6 will show us the workflow patterns that lead
to better or worse outcomes. Work systems [5] at care delivery
settings can be redesigned on the basis of these findings.
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