Abstract. In this paper, we deal with the three-dimensional Boussinesq system. We prove the local exact controllability to the trajectories of this system when the control is supported in a small set.
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The main objective of this paper is to present a new method to control systems associated to equations of fluid dynamics. This method consists of controlling the same system with an additional control acting on the divergence condition in a first step and lifting this condition in a second step. In this paper, we have chosen to apply this technique to the Boussinesq system.
Introduction. Let Ω ⊂ R
N (with N ≥ 2) be a bounded connected open set whose boundary Γ = ∂Ω is of class C 2 . Let ω ⊂ Ω be a nonempty open subset of Ω and let T > 0. We will use the notation Q = Ω × (0, T ) and Σ = ∂Ω × (0, T ) and we will denote by n(x) the outward unit normal to Ω at the point x ∈ ∂Ω.
Throughout this article we will denote by C a generic positive constant (usually depending on Ω and ω) and χ ω will denote the characteristic function of ω.
We 
where µ is the viscosity, g is a constant vector field representing gravity acceleration, v 1 is a priori a N -components vector control and v 2 is a scalar control, both controls acting in ω.
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We will use the following vector spaces which are usual in the mathematical context of incompressible fluids: For p, q ∈ [1, ∞), we will also use the notation:
We consider an "ideal" trajectory (y, θ), together with a pressure p, which is a regular enough solution of the uncontrolled Boussinesq system 
The question of local controllability to this trajectory (y, θ) is to look for controls (v 1 , v 2 ) such that, at time T , we have 
y(T ) = y(T ), θ(T ) = θ(T ) in Ω,
and we look for controls (v 1 , v 2 ) in a space which will be specified later on such that z(T ) = 0, ρ(T ) = 0 in Ω, (4) provided that (z 0 , ρ 0 ) are small enough in suitable spaces. In order to prove this local result, we will use a fixed point argument and it is therefore natural to introduce the following "linearized" system:
where the following hypothesis will be imposed on the coefficients appearing in (5)
One of our goals will be to prove the null controllability for this system (5), i.e. to show that for every initial data (z 0 , ρ 0 ) in a suitable space, there exist controls (v 1 , v 2 ) in a space which will be made precise such that (4) holds. These questions have already been studied by several authors, in particular [8] and [10] using a direct approach and in particular a global Carleman estimate for the adjoint system which is difficult to obtain as it requires elimination of a local term on the pressure (this will be made more explicit in the next section).
The main interest of the present article is to change the strategy for obtaining the local exact controllability to the trajectories of system (1). This strategy consists in introducing, in a first step, a fictitious control in the divergence term. In order to obtain a controllability result with this additional control, we will use again a global Carleman estimate for the adjoint system, but a simpler one, in which we can accept local terms in the pressure variable. In a second step, we will remove this fictitious control in order to obtain the local controllability result for system (1).
Therefore we now introduce a new controllability problem. Let us take a non empty open set ω 1 with ω 1 ⊂ ω and let us consider
We introduce the following linear system
where a, b, c and d
(Ω) and v 1 , v 2 , v 3 are the controls. Control v 3 , which is our fictitious control, must of course satisfy a compatibility condition due to the homogeneous Dirichlet boundary condition on the velocity z.
In section 2 we will study null controllability for system (8) , i.e. we will look for
In a second step we will be able to get rid of the fictitious control by showing a regularity result on admissible controls and then by lifting, in a local way, the control appearing in the divergence term. This will be done in Section 3.
The nonlinear problem will be treated afterwards in Section 4 using a Kakutani fixed point argument.
The method is presented here for the Boussinesq system only for sake of clarity but one of its main interests is that it can be easily adapted to a large class of weakly coupled systems involving Navier-Stokes equations and several diffusion convection equations.
2. Null controllability for a linearized Boussinesq system with a control in the divergence term. We will here study null controllability for problem (8) with controls v 1 , v 2 and v 3 . First of all we have to give a precise sense to this problem when the controls have weak regularity and also to the null controllability problem.
2.1. Definition of weak solutions for problem (8) and existence result. We begin this section by making formal calculations in order to explain the correct sense of weak solutions for (8) . To this end, let us assume that (z, ρ) is a solution to system (8) 
and consider "regular" functions ϕ = (ϕ 1 , ..., ϕ N ) and r with ∇ · ϕ = 0 in Q and ϕ = 0, r = 0 on Σ. We formally take the scalar product of the equations in (8) by ϕ and r respectively and integrate by parts. If (·, ·) H and (·, ·) denote, respectively, the scalar product in H and L 2 (Ω), we obtain
Let us suppose that (ϕ, r) satisfies (together with a pressure π) the following system
We then obtain
This can be rewritten in the form
with
We will now give a correct formulation of problem (8) in a weak form based on (10). Let us take
Then problem (9) has a unique solution (ϕ, π, r) (π being defined up to a constant for each time t) with
(Ω)) is linear and continuous.
We will use the following notation
with (θ, σ, ϕ 0 , r 0 ) ∈ X and where (ϕ, π, r) is the solution to (9) associated to
which is a Hilbert space. Therefore, from Riesz's theorem, there exist
. (11) We can now formulate the definition of weak solutions to problem (8) and the corresponding existence and uniqueness result.
and if they satisfy (11) for every (θ, σ, ϕ
, there exists a unique weak solution (by transposition) of problem (8) .
Of course the proof of Theorem 2.2 has already been given. Remark 1. If we have a "strong" solution (z, ρ) of problem (8) , it will be of course the unique weak solution (by transposition) with z T = z(T ) and ρ T = ρ(T ). This will be the case if, for example, we can find
Then by a standard translation, the problem is reduced to a classical linear Boussinesq system. In fact as v 3 
But without assuming regularity on the time derivative of v 3 we do not have any information on F t . Remark 2. We can give a partial interpretation of the meaning of (11) . Let us take
Using de Rham's lemma we deduce that there exists q ∈ D (Q) such that, in the sense of distributions in Q, the following holds
Let us now take ϕ = 0, r = 0 and π ∈ D(Q) so that θ = ∇π and σ = 0. Reasoning as above, we obtain
It is then classical to show that we have
On the other hand we only know that z ∈ L 2 (0, T ; H ∇ (Ω)) where
Therefore we can give a sense to the normal trace of z with z·n ∈ L 2 (0, T ; H − 1 2 (∂Ω)) and it is then classical to show that z · n = 0. But we cannot give a sense to the tangential trace of z. In the same way, as we do not have any regularity for the pressure q, we do not have any information on the time derivative z t and this prevents us from giving a sense to the values of z at times t = 0 and t = T . We can only say that "formally" we have z(0) = z 0 and z(T ) = z T in Ω.
Null controllability for weak solutions of (8).
From the results given above, we know that for every
Definition 2.3. We say that (8) is null controllable at time T > 0 if for every
The object of this subsection is to show the following result:
Theorem 2.4. Let us assume that ω is a non empty open subset of Ω, T > 0 and the coefficients a, b, c, d satisfy
Then problem (8) is null controllable at time T . Moreover, we can obtain controls v 1 , v 2 and v 3 with supplementary integrability properties.
We will obtain the proof of this result as a consequence of an observability inequality satisfied by the solutions to the corresponding adjoint problem to (8) ,
which itself is a consequence of global Carleman estimates for the decoupled system. First of all we have to introduce some weight functions which are essential to obtain these Carleman estimates. Let us fix ω 2 ⊂⊂ ω 1 , a new open set. We know (cf.
[7] Lemma 1.1 or [14] ) that there exists η 0 ∈ C 2 (Ω) such that
From this function η 0 and for s, λ ≥ 1 and m > 4, we construct the following weight functions:
These precise weights were also considered in [5] and [10] . Let us introduce a notation corresponding to weighted Sobolev norms
We now consider separately a backward Stokes equation and a backward heat equation. To be precise, we consider the systems
and
. Using the results of [7] , [13] and [5] we can obtain the following Carleman estimates. (14) and r to (15) satisfy, respectively,
For the sake of completeness, the proof of this proposition is given in an appendix, at the end of this paper.
Remark 3. We can notice that the same weight e −2sα is present in both sides of (16) and (17). We also point out that the right hand side of (16) contains a local term on the pressure π.
As an immediate consequence of (16), (17) and the previous remark, we obtain the following Carleman estimate for the linear (backward) Boussinesq system (9): 
From now on we fix s ≥ s 2 and λ ≥ λ 2 . On the set Ω×(
is bounded from below by a positive constant. It is then easy to obtain, using standard energy estimates, the following observability inequality for system (12) . 
Now, let us fix ϕ 0 ∈ H and r 0 ∈ L 2 (Ω) and let us consider the corresponding solution (ϕ, π, r) to system (12) . From Proposition 3 we readily obtain the observability inequality
where C 3 is a new positive constant only depending on Ω, ω, T , ||a|| ∞ , ||b|| ∞ , ||c|| ∞ and ||d|| ∞ . The proof of Theorem 2.4 is a standard consequence of this observability inequality for system (12) . In fact, this proof is included in the proof of Proposition 4, where we will also prove that the controls have further integrability properties.
3. Regularity of controls and removing the fictitious control. This section is devoted to prove the null controllability of system (5) . To this end, we will solve again the null controllability problem for system (8) at time T with control functions v 1 , v 2 and v 3 which are more regular. This regularity property will allow us to remove the fictitious control v 3 and prove the null controllability of system (5).
On the other hand, this new null controllability result for system (8) is a consequence of a refined Carleman inequality for system (12) (see Lemma 3.3) . This Carleman inequality will be deduced combining inequality (18) and the parabolic regularizing effect of system (12) . The second result of this paper provides the null controllability of system (5). In order to correctly state this result, for q ∈ [1, ∞), let us introduce q given by
The controllability result for system (5) is given in the following theorem:
Theorem 3.1. Let a, b, c and d satisfy (6) and (7) with p ≥ 2 and q ≥ max{1,
3.
1. An improved Carleman inequality. In order to prove Theorem 3.1, we will systematically use the following result, which is a consequence of the regularizing effect of the Stokes and heat operators with homogeneous Dirichlet boundary conditions:
positive function increasing with respect its last four arguments.
The proof of this lemma can be easily deduced if we combine a boot-strap argument and the results on parabolic regularity stated in [9] .
We are now ready to show an improved Carleman inequality for the solutions to system (12): Lemma 3.3. Let (ϕ, π) and r be the solution to (12) 
where M ∈ N, α * and ξ * are given by
Proof. All along this proof, we will use the following property: given
for all t ∈ (0, T ). On the other hand, without loss of generality we will assume that ≥ p and ≥ q and thus, = .
Let us define
−sα * (ϕ, r, π). On the other hand, let us introduce i such that
Observe that, thanks to the choice of M , we have i ∈ (2, ), for 1 ≤ i ≤ M − 1, and M ≥ . In order to simplify the notation, from now on, C will stand for a generic positive constant which depends on Ω,
Step 1. We will first prove that for every i,
(25) It is easy to check that ( ϕ 1 , π 1 , r 1 ) is the solution to (22) with f = f 1 = ρ 1 (t)ϕ and h = h 1 = ρ 1 (t)r, where the function ρ 1 is given by
Taking into account the global Carleman inequality (18) and inequality (24), we get ∆f
(26) Then, f 1 ∈ (X 2 ) N and h 1 ∈ X 2 . Owing to the continuous embedding 
From (26), inequality (25) holds for i = 1. Now, let us assume that
and inequality (25) holds for i = k − 1, with 2 ≤ k ≤ M . We readily obtain that
Observe that |γ 0 (t)| ≤ C, for every t ∈ (0, T ). Thus, the continuous embedding
As a consequence of this last inequality and Lemma 3.2, we can deduce
is satisfied. This completes step 1.
Step 2. To conclude the proof of Lemma 3.3, we will prove that ϕ = ϕ M +1 satisfies the three last statements.
First, we observe that (
Our aim is to prove that (u,
). Indeed, thanks to the assumptions (6) and inequality (27), we have that
and their norms are estimated by the right hand side of (27). Furthermore, since
and its norm is also bounded by the right hand side of (27).
Finally, by a density argument (on the coefficients a, b, c and d) one can identify
). The proof of Lemma 3.3 is complete.
3.2. Null controllability of system (5): Proof of Theorem 3.1. In this Section, we will prove the null controllability of system (5). As said above, we will first improve Theorem 2.4, obtaining the null controllability for system (8) with regular control functions.
We recall here the system under study:
The null controllability of system (28) with regular controls is given in the following proposition:
Proof. From now on, let us set s = s 1 (
, with s 1 and λ 1 provided by Proposition 2.
Let us take > 0 and consider the optimal control problem:
where z and ρ, together with q, is the solution to (28) associated to v 1 , v 2 and v 3 and U ad , the set of admissible controls, is given by
Of course, U ad is a nonempty set. Recall that the weight functions are given by
As the mapping (
is linear continuous, the following result is straightforward (cf. [11] ). (v 1 , v 2 , v 3 ) ∈ U ad for problem (31). Moreover, if we denote by S the canonical isomorphism between V and V (defined by the Stokes system), (v 1 , v 2 , v 3 ) is characterized by the following optimality system:
Proposition 5. There exists a unique optimal control
From the correct definition of (z , ρ , z T , ρ T ) by transposition, using as test function (ϕ , r ) we obtain
and thanks to (33),
On the other hand, one has
whereπ is the realization of π (which is defined up to a constant) such that Ω β 2π ζ dx = 0, i.e.,π = π − c with c given in (33).
Coming back to (34), we obtain
for every > 0 and δ > 0. Using now inequality (19) for (ϕ ,π , r ) (with θ ≡ σ ≡ 0) with δ sufficiently small and taking into account equality (35), we deduce
for every > 0. Let us now see that (
together with the estimate
To this end, we rewrite (
Observe that the function γ i (i = 1, 2, 3) are uniformly bounded in Q. Thanks to Lemma 3.3, equality (34) and inequalities (23) and (36), we deduce that (
The definition of the weight function γ 3 , together with Lemma 3.3 and (36) gives
for every l ∈ (1, ∞), and
We are now ready to pass to the limit with respect to and finish the proof. To this end, we denote by
) the space of square integrable functions with respect to the weight β
We can then extract subsequences still denoted
). Because of linearity and continuity of the mapping (v 1 , v 2 , v 3 ) → (z, ρ, z T , ρ T ) where (z, ρ, z T , ρ T ) is a weak solution (by transposition) of (8), we see from (32) that
where (z, ρ, z T , ρ T ) is solution of (8) Remark 4. We have in fact, as announced in Theorem 2.4, obtained controls with the additional integrability property :
In fact it can be easily shown that the controls we have obtained as limits of (v 1 , v 2 , v 3 ) realize the minimum of J 0 among controls such that null controllability is achieved. The convergence of (
Proof of Theorem 3.1. As advanced above, we will obtain the proof of this result eliminating the fictitious control acting on the divergence equation in (28) and, to this end, we will use Proposition 4 and the following result: 
bounded Lipschitz domain and r ∈ (1, ∞) and let us denote
e. in (0, T ). Therefore we can apply the previous theorem for r = q ∈ (1, ∞) and define
Let us fix ∈ [q, ∞). From (29), (30) and the properties of the operator R, it is
, Z is derivable with respect to time and
for a positive constant C which depends on Ω,
Now, we extend by 0 the function Z to the whole domain Ω and we denote this extension by Z. We define
. From (38) we readily obtain (21). Finally, let us check that (v 1 , v 2 ) fulfills the statement of Theorem 3.1. Firstly, the hypotheses on p and q imply (
and so problem (5) admits a unique weak solution (z, q, ρ) with
Secondly, a simple calculation provides the identities z = z − Z, q = q and ρ = ρ. 4. Local null controllability of system (3) . In this Section we will establish a result of local exact controllability for system (1) to the trajectories of (1) . To this end, we will consider (y, θ) a regular trajectory of (1), i.e., a regular solution to (2), and we will look for controls (v 1 , v 2 ) such that the solution (y, θ) to (1) satisfies
As said above, if we take the new variables z = y − y, q = p − p and ρ = θ − θ, the controllability to the trajectories of system (1) amounts to a local null controllability result for system (3) with
The local null controllability of system (3) has already been studied and established by several authors (see for instance [8] , [10] , [6] , ...) and most of them show the nonlinear controllability result combining a global Carleman inequality for the linearized adjoint system (12) and an appropriate version of the inverse mapping theorem. In the present work we will obtain the null controllability of (3) at time T as a consequence of Theorem 3.1 using a fixed point argument.
All along this section we will assume the following regularity hypotheses on the initial data (y 0 , θ 0 ) and the trajectory
Remark 5. Observe that, since the couple (y, θ) is a solution of (2), the hypothesis
The main result of this section reads as follows:
(Ω) , with p 0 > N/2 + 1 and p 0 ≥ max{p, q}, and
then, there exists a control
Proof. In order to obtain the proof of this result, we will use a fixed point argument.
To be precise, we will use the Kakutani Theorem (see for instance [16] Then, Λ has a fixed point w in K, i.e., there exists w ∈ K such that w ∈ Λ(w).
In order to apply this result, let us set X = L 2 (0, T ; H) and
where R is a fixed positive constant. For each w ∈ K, we consider the linear null controllability problem for system (5) with
Thanks to the assumption on w, y and θ, we have q ≥ max{1, 2N/(N + 4)} and we can apply Theorem 3.1 to system (5) (with q given by (20) and s ≥ max{p, q}) and conclude the existence of (
satisfies (4) and
for a positive constant C 0 = C 0 (Ω, ω, T, y, θ, R) which is increasing with respect to R.
Using again the results in [9] on maximal regularity for the heat and Stokes operators with homogeneous Dirichlet boundary conditions, we get
and Let us remark that when q ≥ N/2, q can be arbitrarily chosen in [2, ∞) . Thus, we choose it in such a way that
When q < N/2, from (20) and (39), one also has the previous inequality. Therefore, in both cases, we obtain the continuous embedding X p, q → L ∞ (Q). On the other hand, since p 0 ≥ N/2 + 1, we also deduce X p 0 → L ∞ (Q). Also, as a consequence of the choice of p 0 , we get
and, thanks to inequalities (42) and (43),
for a new positive constant C 1 = C 1 (Ω, ω, T, y, θ, R) also increasing with respect to R. Let us introduce a set-valued mapping on the Hilbert space X = L 2 (0, T ; H) and let us check that it possesses a fixed point. To this end, for each w ∈ K, let us define the set of admissible controls by Now we define the set-valued mapping Λ R as
and we will show that, if (40) holds for an appropriate δ > 0, this mapping possesses a fixed point z ∈ K. Of course, the existence of this fixed point z will prove the statement of Theorem 4.1. Let us prove that K and Λ R fulfill the statement of Theorem 4.2. Firstly, we readily check that K is a nonempty convex compact set of the Hilbert space X. Secondly, the considerations above prove that Λ R (w) is a nonempty set. Also, due to the linearity of system (41), we obtain that Λ R (w) is, for every w ∈ K, a closed convex set of X. Moreover, if we choose δ = R/C 1 (Ω, ω, T, y, θ, R) in (40), from (44), we deduce that Λ R (w) ⊂ K for all w ∈ K.
Finally, let us prove that the mapping Λ R is upper semi-continuous in K. To this end, let us consider two sequences {w n } n≥1 , {z n } n≥1 ⊂ K and w, z ∈ K such that z n ∈ Λ R (w n ) and w n → w and z n → z in X ≡ L 2 (0, T ; H).
gives the existence of two constants σ > 1 and λ > x ∈ Ω.
The next step will be now to eliminate the local term in ∇π. For this end, we define χ ∈ C 2 (Ω) such that
Let us integrate by parts several times: 
