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THE DEFECT SEQUENCE FOR CONTRACTIVE TUPLES
TIRTHANKAR BHATTACHARYYA, BATA KRISHNA DAS, AND SANTANU SARKAR
ABSTRACT. We introduce the defect sequence for a contractive tuple of Hilbert space operators
and investigate its properties. The defect sequence is a sequence of numbers, called defect
dimensions associated with a contractive tuple. We show that there are upper bounds for the
defect dimensions. The tuples for which these upper bounds are obtained, are called maximal
contractive tuples. The upper bounds are different in the non-commutative and in the com-
mutative case. We show that the creation operators on the full Fock space and the co ordinate
multipliers on the Drury-Arveson space are maximal. We also study pure tuples and see how
the defect dimensions play a role in their irreducibility.
1. INTRODUCTION
Let us fix a positive integer d for this paper. Consider a tuple (T1, · · · , Td ) of bounded opera-
tors on a complex,separable,infinite dimensional Hilbert space H and the completely positive
map PT :B(H )→B(H ) given by
PT (X ) =
d∑
i=1
Ti X T
∗
i , X ∈B(H )
We assume that
T1T
∗
1 + · · ·+Td T ∗d ≤ I .
Such a tuple T = (T1, T2, . . . , Td ) is called a row contraction [10] or a contractive tuple [4, 10].
Arveson has called it d contraction [2] in case Ti Tj = Tj Ti for all i , j = 1, · · · , d . The completely
positive map PT plays a crucial role in dilation theory of a row contraction, see [5]. The con-
tractivity assumption above means that PT is a completely positive and contractive map. Thus
I ≥ PT (I )≥ P2T (I )≥ · · · .
This sequence of positive operators is decreasing and hence has a strong limit. If the limit is
0, then the tuple T is called pure. In this note, we associate a sequence of numbers which we
shall call the defect dimensions with such an operator tuple. Let H1 = Range (I −PT (I )) be the
first defect space, and let∆T = dimH1 be the first defect dimension.
Given an m -tuple B = (B1, B2, . . . , Bm ) and a k -tuple C = (C1,C2, . . . ,Ck ) of bounded operators
on H , define their product to be the m k -tuple
BC = (B1C1, . . . , B1Ck , B2C1, . . . B2Ck , . . . , Bi C j , . . . , Bm C1, . . . , Bm Ck ). (1.1)
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2 BHATTACHARYYA, DAS, AND SARKAR
This product has been very useful in proving the spectral radius formula, See [3]. With this
definition, T n is a d n -tuple whose typical entry is Ti 1 Ti 2 . . . Ti n with 1 ≤ i 1, i 2, . . . , i n ≤ d . Note
that PnT (I ) = PT n (I ). Let Hn = Range (I −PnT (I )) be the n−th defect space, and let∆T n = dimHn
be the n−th defect dimension. Thus if H1 = 0 then Hn = 0 for all n ≥ 1. So we assume that
0 < ∆T <∞. Then ‖ PT (I ) ‖< 1 would imply that I −PT (I ) is invertible and H1 = H . Since we
have assumed that H is infinite dimensional, so the above implies that ‖ PT (I ) ‖= 1. This study
is motivated by [7] where these questions were investigated for d = 1. In section 2, we find
upper bounds for the defect dimensions, show that the defect sequence is non-decreasing
and investigate stability of the defect sequence. In this section we also show that for a pure
tuple, the defect sequence is strictly increasing. In section 3, we investigate the maximal non-
commuting contractive tuples. Section 4 deals with commuting ones and section 5 with the
pure ones.
Any tuple T considered in this note is contractive and satisfies 0<∆T <∞.
2. PROPERTIES OF DEFECT DIMENSIONS
Lemma 2.1. The sequence {∆T n : n = 1, 2, · · · } is increasing in n and∆T n ≤ (1+d + · · ·+d n−1)∆T
for each positive integer n .
Proof. First note that, I ≥ PT (I )≥ P2T (I )≥ · · · so that
0≤ I −PT (I )≤ I −P2T (I )≤ · · · .
So 0<∆T ≤∆T 2 ≤ · · · . This shows that the sequence {∆T n : n = 1, 2, · · · } is increasing in n . Now,
note that if A = BC as in (1.1) above, where B and C are contractive tuples, then
∆B ≤∆A . (2.1)
Indeed,
I −PBC (I ) = I −PB (PC (I )) = I −PB (I )+PB (I )−PB (PC (I )) = I −PB (I )+PB (I −PC (I )) (2.2)
This implies that I −PBC (I ) ≥ I −PB (I ) and hence∆BC ≥∆B . We are done. Secondly,
∆BC ≤∆B +m∆C . (2.3)
This again follows from (2.2). The equation (2.2) implies that
Range (I −PBC (I ))⊆ Range (I −PB (I ))+ Range (PB (I −PC (I ))). (2.4)
The second term on the right side is contained in
∑m
i=1 Range Bi (I−PC (I ))B ∗i . So dim Range (PB (I−
PC (I ))≤m∆C and so taking dimensions of both sides in (2.4), we have (2.3).
We are ready to finish the proof. Applying ( 2.3) to B =C = T , we get
∆T 2 ≤∆T +d∆T = (d +1)∆T .
Similarly, applying ( 2.3) with B = T and C = T 2, we get
∆T 3 ≤∆T +d∆T 2 ≤∆T +d (d +1)∆T = (d 2+d +1)∆T .
Now a simple induction argument gives that∆T n ≤ (d n−1+d n−2+ · · ·+d +1)∆T . 
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We shall give a description of Hn and thereby we shall give a result concerning the stability
of the sequence∆T n . For that, we need to develop some notations. Given a contractive tuple
T = (T1, T2, · · · , Td ), let (T, 1) : H⊕ · · ·⊕H =H d →H be given by
(T, 1)

x1
x2
...
xd
= T1x1+ · · ·+Td xd .
So (T, 1)∗ : H →H d is given by
(T, 1)∗x =
T
∗
1 x
...
T ∗d x
 .
and (T, 1)(T, 1)∗ : H →H is given by (T, 1)(T, 1)∗x = PT (I )x . Now,
(T, d ) : H d
⊕ · · ·⊕H d︸ ︷︷ ︸
d
=H d
2 −→H d
is defined by
(T, d )

x1
...
xd
xd+1
...
x2d
...
...
x (d−1)d
...
xd 2

=

(T, 1)

x1
x2
...
xd

...
...
(T, 1)
x (d−1)d...
xd 2


Thus (T, d )∗ : H d →H d 2 satisfies
(T, d )∗

x1
x2
...
xd
=
(T, 1)
∗x1
...
(T, 1)∗xd

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and (T, d )(T, d )∗ : H d →H d is given by
(T, d )(T, d )∗

x1
x2
...
xd
=
(T, 1)(T, 1)
∗x1
...
(T, 1)(T, 1)∗xd
 .
Similarly we can define (T, d k ) : H d (k+1)→H d k for k = 1, 2, · · · .
Now consider the d 2 length tuple T 2. Then (T 2, 1) : H d 2 →H is defined by
(T 2, 1)

x1
x2
...
xd 2
= T 21 x1+ · · ·+T1Td xd + · · ·+T 2d xd 2
and (T 2, 1)∗ : H →H d 2 is given by
(T 2, 1)∗x =
T
2∗
1 x
...
T 2
∗
d x
 .
(T 2, 1)(T 2, 1)∗ : H →H satisfies
(T 2, 1)(T 2, 1)∗x = P2T (I )x .
(T 2, d ) : H d
2
⊕ · · ·⊕H d 2︸ ︷︷ ︸
d
=H d 3 −→H d is defined by
(T 2, d )
x1...
xd
=
(T
2, 1)x1
...
(T 2, 1)xd

where x1, · · · ,xd ∈H d 2 and (T 2, d )∗ : H d →H d 3 is given by
(T 2, d )∗

x1
x2
...
xd
=
(T
2, 1)∗x1
...
(T 2, 1)∗xd
 .
Similarly, we can define (T 2, d k ) : H d k+2 → H d k for k = 1, 2, · · · . In the same fashion, we can
define
(T k , 1) : H d
k →H .
Theorem 2.2. The defect spaces Hn have the following properties :
(i) Hn ⊆Hn+1 for all n = 1, 2, · · · .
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(ii) Hn =H1 ∨ (T, 1)Ad ∨ (T 2, 1)Ad 2 ∨ · · · ∨ (T n−1, 1)Ad n−1 for all n = 2, 3, · · · where
Ad
k
=Range(IH d k − (T, d k )(T, d k )∗)⊆H d k
and (T k , 1)Ad k ⊆Hk+1 for all k = 1, 2, · · · .
Proof. (i ) First observe that
(T n+1, 1) = (T n , 1)(T, d n ) and Hn = Range (I − (T n , 1)(T n , 1)∗).
Note x ∈ ker(IH − (T n+1, 1)(T n+1, 1)∗) if and only if ‖ (T n+1, 1)∗x ‖2=‖ x ‖2 . Take
x ∈ ker(IH − (T n+1, 1)(T n+1, 1)∗).
Therefore
‖ (T n+1, 1)∗x ‖2=‖ x ‖2 .
So
‖ x ‖2=‖ (T n+1, 1)∗x ‖2≤‖ (T n , 1)∗x ‖2≤ · · · ≤‖ (T, 1)∗x ‖2≤‖ x ‖2 .
Thus we have
‖ x ‖2=‖ (T n+1, 1)∗x ‖2=‖ (T n , 1)∗x ‖2= · · ·=‖ (T, 1)∗x ‖2 .
The above implies
x ∈ ker(IH − (T n , 1)(T n , 1)∗).
Hence ker(IH − (T n , 1)(T n , 1)∗)⊥ ⊆ ker(IH − (T n+1, 1)(T n+1, 1)∗)⊥. As a result
Hn ⊆Hn+1 for all n = 1, 2, · · · .
(i i )Note that Ad k =H1⊕ · · ·⊕H1 (d k copies) for k = 1, 2, · · · .
Take
x ∈Range(IH − (T n , 1)(T n , 1)∗).
which implies
x = (IH − (T n , 1)(T n , 1)∗)y .
Thus we have
x = [IH − (T, 1)(T, 1)∗]y +[(T, 1)(T, 1)∗− (T 2, 1)(T 2, 1)∗]y +[(T 2, 1)(T 2, 1)∗− (T 3, 1)(T 3, 1)∗]y
+ · · ·+[(T n−1, 1)(T n−1, 1)∗− (T n , 1)(T n , 1)∗]y .
So,
x = [IH − (T, 1)(T, 1)∗]y +(T, 1)[IH d − (T, d )(T, d )∗](T, 1)∗y +(T 2, 1)[IH d 2 − (T, d 2)(T, d 2)∗](T 2, 1)∗y
+ · · ·+(T n−1, 1)[IH d n−1 − (T, d n−1)(T, d n−1)∗](T n−1, 1)∗y .
Hence,
Hn ⊆H1 ∨ (T, 1)Ad ∨ (T 2, 1)Ad 2 ∨ · · · ∨ (T n−1, 1)Ad n−1 for all n = 2, 3, · · ·
where Ad k =Range(IH d k − (T, d k )(T, d k )∗)⊆H d k . For the converse, we shall show that
(T k , 1)Ad
k ⊆Hk+1 for all k = 1, 2, · · · .
Take
x ∈ ker(IH − (T k+1, 1)(T k+1, 1)∗).
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Therefore
‖ (T k+1, 1)∗x ‖2=‖ x ‖2 .
So
‖ x ‖2=‖ (T k+1, 1)∗x ‖2=‖ (T, d k )∗(T k , 1)∗x ‖2≤‖ (T k , 1)∗x ‖2≤ · · · ≤‖ x ‖2 .
Which implies
‖ (T, d k )∗(T k , 1)∗x ‖2=‖ (T k , 1)∗x ‖2
Thus
(T k , 1)∗x ∈ ker(IH d k − (T, d k )(T, d k )∗).
The above implies (T k , 1)∗ maps ker(IH − (T k+1, 1)(T k+1, 1)∗) to ker(IH d k − (T, d k )(T, d k )∗) iso-
metrically for each k ≥ 0. Therefore (T k , 1)maps Ad k to Hk+1. As a result we have
Hn =H1 ∨ (T, 1)Ad ∨ (T 2, 1)Ad 2 ∨ · · · ∨ (T n−1, 1)Ad n−1 for all n = 2, 3, · · · .

Corollary 2.3. Hn =H1 ∨di 1=1 Ti 1 H1 ∨di 1,i 2=1 Ti 1 Ti 2 H1 ∨ · · · ∨di 1,··· ,i n−1=1 Ti 1 · · ·Ti n−1 H1 for all n ≥ 2.
Proof. Directly follows from Theorem 2.2 and the fact that Ad k =H1⊕ · · · ⊕H1 (d k copies) for
k = 1, 2, · · · . 
The following theorem shows that the defect sequence either is strictly increasing or stabilises
after finitely many steps.
Theorem 2.4. If∆T n =∆T n+1 for some n, then∆T k =∆T n for all k ≥ n .
Proof. ∆T n = ∆T n+1 implies that Hn = Hn+1. We shall show that Hn+2 = Hn+1. Now Hn = Hn+1
implies that
(T n , 1)Ad
n ⊆H1 ∨ (T, 1)Ad ∨ (T 2, 1)Ad 2 ∨ · · · ∨ (T n−1, 1)Ad n−1 .
To show Hn+1 =Hn+2 we shall show that
(T n+1, 1)Ad
n+1 ⊆ (T, 1)Ad ∨ (T 2, 1)Ad 2 ∨ · · · ∨ (T n , 1)Ad n .
Then it will follow that Hn+2 ⊆Hn+1. From that it follows that Hn+1 =Hn+2.
(T n+1, 1)Ad
n+1
= (T, 1)
(T
n , 1)Ad n
...
(T n , 1)Ad n

⊆ (T, 1)
H1 ∨ (T, 1)A
d ∨ (T 2, 1)Ad 2 ∨ · · · ∨ (T n−1, 1)Ad n−1
...
H1 ∨ (T, 1)Ad ∨ (T 2, 1)Ad 2 ∨ · · · ∨ (T n−1, 1)Ad n−1

⊆ (T, 1)
H1...
H1
∨ (T, 1)
(T, 1)A
d
...
(T, 1)Ad
∨ · · · ∨ (T, 1)
(T
n−1, 1)Ad n−1
...
(T n−1, 1)Ad n−1

= (T, 1)Ad ∨ (T 2, 1)Ad 2 ∨ · · · ∨ (T n , 1)Ad n .

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Here is a condition to ensure that the defect sequence is strictly increasing.
Lemma 2.5. For a pure tuple T,∆T n <∆T n+1 for all n .
Proof. Let there exist k such that ∆T k =∆T k+1 . Then from theorem 2.3 we have ∆T n =∆T k for
all n ≥ k . Which implies Hk =Hk+1 = · · · . As a result we have
ker(IH − (T k , 1)(T k , 1)∗) = ker(IH − (T k+1, 1)(T k+1, 1)∗ = · · · .
So taking x ∈ ker(IH − (T k , 1)(T k , 1)∗)we have
‖ x ‖=‖ (T k , 1)∗x ‖=‖ (T k+1, 1)∗x ‖= · · · .
Note that purity of T is the same as (T n , 1)∗ converging to 0 strongly. Since (T n , 1)∗ strongly
goes to zero, we have x = 0. So we have ker(IH − (T k , 1)(T k , 1)∗) = {0}. Which implies Hk =H .
So we have∆T k = dimH =∞,which is a contradiction. So we have∆T n <∆T n+1 for all n . 
Now we shall see a condition for which∆T n = n .
Lemma 2.6. If dim(H1) = 1, dim(T n , 1)Ad
n = 1 and T is pure, then∆T n = n .
Proof. We have seen that Hn ⊆H1 ∨ (T, 1)Ad ∨ (T 2, 1)Ad 2 ∨ · · · ∨ (T n−1, 1)Ad n−1 for all n = 2, 3, · · ·
where
Ad
k
=Range(IH d k − (T, d k )(T, d k )∗)⊆H d k .
Hence∆T n ≤ n for all n = 2, 3, · · · . If there exists n 0 such that∆T n0 < n 0,then since∆T = 1 and{∆T n } is increasing, we have ∆T n0−1 =∆T n0 , which can not happen from the previous lemma.
So we have∆T n = n . 
Theorem 2.7. ∆T n = d i m (Range(IH d n−(T n , 1)∗(T n , 1)) if and only if dim(ker(T n , 1)) = dim ( ker (T n , 1)∗).
Proof. First we shall show that if dim(ker(T n , 1)) = dim(ker(T n , 1)∗) then there exists a unitary
operator U : H d n →H such that (T n , 1) =U ((T n , 1)∗(T n , 1))1/2. First observe
‖ ((T n , 1)∗(T n , 1))1/2x ‖2=‖ (T n , 1)x ‖2 .
The operator V : Range((T n , 1)∗(T n , 1))1/2→Range(T n , 1) is an onto isometry. Also
Range((T n , 1)∗(T n , 1))1/2 =Range(T n , 1)∗.
So V : Range(T n , 1)∗→Range(T n , 1) is unitary and (T n , 1) =V ((T n , 1)∗(T n , 1))1/2. We write
H d
n
=Range(T n , 1)∗⊕ ker(T n , 1).
H =Range(T n , 1)⊕ ker(T n , 1)∗.
If dim(ker(T n , 1)) = dim(ker(T n , 1)∗) then there exists unitary W : ker(T n , 1) → ker(T n , 1)∗.
Thus
U =V ⊕W : Range(T n , 1)∗⊕ ker(T n , 1)→Range(T n , 1)⊕ ker(T n , 1)∗
is unitary and (T n , 1) =U ((T n , 1)∗(T n , 1))1/2. Which implies
(T n , 1)(T n , 1)∗ =U (T n , 1)∗(T n , 1)U ∗.
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As a result we have if dim(ker(T n , 1)) = dim(ker(T n , 1)∗) then∆T n = dim (Range(IH d n−(T n , 1)∗(T n , 1)).
For the converse if∆T n = dim(Range(IH d n − (T n , 1)∗(T n , 1)) then there exists unitary U : H d n →
H such that
(T n , 1)(T n , 1)∗ =U (T n , 1)∗(T n , 1)U ∗.
First note that (T n , 1)∗(T n , 1)|Range(T n ,1)∗ is unitarily equivalent with (T n , 1)(T n , 1)∗|Range(T n ,1).
Indeed, this can be seen by an argument similar to the proof of Lemma 1.4 in [8]. Since
V ∗{(T n , 1)(T n , 1)∗}V = (T n , 1)∗(T n , 1), where V : Range(T n , 1)∗ → Range(T n , 1) is defined as
above,
(T n , 1)∗(T n , 1) = A1⊕0 on Range(T n , 1)∗⊕ ker(T n , 1)
and
(T n , 1)(T n , 1)∗ = A2⊕0 on Range(T n , 1)⊕ ker(T n , 1)∗.
Thus, dim(Range(IH−(T n , 1)(T n , 1)∗)) = dim(Range(IH d n−(T n , 1)∗(T n , 1))) implies that dim(Range(I−
A1)) + dim(ker(T n , 1)) = dim(Range(I − A2)) + dim(ker(T n , 1)∗). As a result, dim(ker(T n , 1)) =
dim(ker(T n , 1)∗). 
3. MAXIMAL OPERATOR TUPLES
Definition 3.1. Call an operator tuple T = (T1, · · · , Td ) maximal if∆T n = (1+d + · · ·+d n−1)∆T
for any positive integer n.
Given a Hilbert spaceL , define the full Fock space overL by
Γ(L ) =C⊕L ⊕L ⊗2⊕ · · ·⊕L ⊗k ⊕ · · · .
The one dimensional subspaceC⊕{0}⊕{0}⊕· · · is called the vacuum space Ω. The unit norm
element (1, 0, 0, . . .) is called the vacuum vector and is denoted byω. The projection on to the
vacuum space is denoted by E0.
Let {e1, e2, . . . , ed }be an orthonormal basis ofCd . Then an orthonormal basis for the full tensor
product space (Cd )⊗k is {e i 1 ⊗ · · · ⊗ e i k : 1 ≤ i 1, . . . , i k ≤ d }. Define the creation operator tuple
V = (V1, V2, . . . , Vd ) on the full Fock space Γ(Cd ) by
Viξ= e i ⊗ξ for i = 1, 2, . . . , d and ξ∈ Γ(Cd ).
Needless to say that e i ⊗ω is identified with e i . It is easy to see that the Vi are isometries with
orthogonal ranges.
Lemma 3.2. The creation operator tuple V = (V1, · · · , Vd ) is maximal.
Proof. We compute the action of V ∗i on the orthonormal basis elements:
〈V ∗i (e i 1 ⊗ e i 2 ⊗ · · ·⊗ e i k ),ξ〉= 〈e i 1 ⊗ e i 2 ⊗ · · ·⊗ e i k , Viξ〉
= 〈e i 1 ⊗ e i 2 ⊗ · · ·⊗ e i k , e i ⊗ξ〉
=
(〈e i 2 ⊗ · · ·⊗ e i n ,ξ〉 if i 1 = i
0 if i 1 6= i . .
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Thus
V ∗i (e i 1 ⊗ e i 2 ⊗ · · ·⊗ e i k ) =
(
e i 2 ⊗ · · ·⊗ e i k if i 1 = i
0 if i 1 6= i . . (3.1)
Hence it follows that
∑
Vi V ∗i (e i 1 ⊗ e i 2 ⊗ · · · ⊗ e i k ) = e i 1 ⊗ e i 2 ⊗ · · · ⊗ e i k for any k ≥ 1 and 1 ≤
i 1, . . . , i k ≤ d .
Now
〈V ∗i ω,ξ〉= 〈ω, e i ⊗ξ〉= 0 for any ξ∈ Γ(Cd ) and any i .
Thus
∑
Vi V ∗i (ω) = 0 and hence I −
∑
Vi V ∗i is the 1-dimensional projection onto the vacuum
space. In a similar vein, it is easy to see that
I − ∑
1≤i 1,i 2,...,i n≤d
Vi 1 Vi 2 . . . Vi n V
∗
i n
. . . V ∗i 2 V
∗
i 1
is the projection ontoC⊕Cd ⊕ (Cd )⊗2⊕· · ·⊕ (Cd )⊗n−1, the direct sum of k particle spaces from
k = 0 to n −1. This space has dimension 1+d + · · ·+d n−1. 
Lemma 3.3. If W = (W1, W2, · · · , Wd ) is a contractive tuple consisting of isometries, then W is
maximal.
Proof. For this proof, we shall use the Wold decomposition of W due to Popescu. Theorem 1.3
of Popescu [9] says that the Hilbert space H decomposes into an orthogonal sum H =H0⊕H1
such that H0 and H1 reduce each operator Wi for i = 1, 2, · · · , d and
(i) (I −∑di=1 Wi W ∗i )|H1 = 0,
(ii) if A i =Wi |H0 , then the tuple A is unitarily equivalent to the tuple consisting of Vi ⊗ IDW ∗ .
Since the reducing subspace H1 does not contribute to the defect dimensions at all, we have
the result. 
The next lemma shows that a maximal operator tuple restricted to a reducing subspace is also
maximal.
Lemma 3.4. Let (T1, · · · , Td ) be a maximal operator tuple and M be a reducing subspace for each
of T1, · · · , Td ,then the operator tuple (T1|M , · · · , Td |M ) is also maximal.
Proof. Let dim (H1) = dim { Range (I −∑di=1 Ti T ∗i )}= n . The first defect space of the operator
tuple (T1|M , · · · , Td |M ) is given by
H
′
1 = Range (IM −
d∑
i=1
(Ti |M )(Ti |M )∗)
= Range (I −
d∑
i=1
Ti T
∗
i )|M .
So H ′1 ⊆ H1. Now we know that the second defect space of the operator tuple (T1, · · · , Td ) is
given by
H2 = H1 ∨ (T, 1)Ad
= H1 ∨T1(H1)∨ · · · ∨Td (H1).
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Since it is given that the operator tuple (T1, · · · , Td ) is maximal, so dim (H2) = (1+d )n = n+nd .
Which implies dim {Ti (H1)}= n for all i = 1, · · · , d . Now the second defect space of the opera-
tor tuple (T1|M , · · · , Td |M ) is given by H ′2 = H ′1∨T1|M (H ′1)∨· · ·∨Td |M (H ′1). Since dim {Ti (H1)}= n
and H ′1 ⊆H1, so dim {Ti |M (H ′1)}= dim (H ′1). As a result dim (H ′2) = (1+d ) dim (H ′1). Similarly
it is easy to see that dim (H ′n ) = (1+d + · · ·+d n−1) dim(H ′1). 
We shall investigate the question of maximality of the tuple (PM V1|M , · · · , PM Vd |M ) where M is
either an invariant or a co-invariant subspace of Γ(C d ).
Lemma 3.5. If M is an invariant subspace of Γ(Cd ), then the tuple (V1|M , · · · , Vd |M ) is maximal.
Proof. Since the tuple (V1|M , · · · , Vd |M ) is a contractive tuple consisting of isometries, so by
lemma 3.3 the tuple is maximal. 
The situation for co-invariant subspaces is starkly different. In the rest of this section, we give
an example of a co-invariant subspace such that the compression of the creation operators to
this subspace is not maximal. We also give an example of a co-invariant subspace for which it
is maximal.
Here we shall introduce the multi-index notation. Let Λ denote the set {1, 2, · · · , d } and Λm
denote the m− fold cartesian product of Λ for m ≥ 1. Let Λ˜ denote⋃∞m=0Λm , where Λ0 is just
the set {0} by convention. For α ∈ Λ˜, eα denote the vector eα1 ⊗ eα2 ⊗ · · · ⊗ eαm in the full Fock
space Γ(Cd ), and e0 is the vacuum vectorω.
The following shows that there exists co-invariant subspace M ⊆ Γ(Cd ) such that the operator
tuple (PM V1|M , · · · , PM Vd |M ) is not maximal.
Let us consider the operator tuple (R1, · · · , Rd ) on Γ(Cd ) where each R j : Γ(Cd ) −→ Γ(Cd ) is
given by
R j (ξ) = ξ⊗ e j , for j = 1, 2, · · · , d and ξ∈ Γ(Cd ).
Note that Vi R j = R j Vi for all i , j ∈ {1, 2, · · · , d }. Fix any j ∈ {1, 2, · · · , d } and consider the sub-
space M⊥ ⊆ Γ(Cd ) given by M⊥ = Range R j . So the subspace M⊥ is invariant under each
Vi . The orthonormal basis of M⊥ is given by {eα ⊗ e j , for all α ∈ Λ˜}. Let us consider the op-
erator tuple T = (PM V1|M , · · · , PM Vd |M ). The first defect space of the tuple is given by H1 =
Range (PM −∑di=1 PM Vi PM V ∗i PM ). The operator
PM −
d∑
i=1
PM Vi PM V
∗
i PM = PM (I −
d∑
i=1
Vi V
∗
i )PM
= PM E0PM
= E0.
So H1 =Ω and∆T = 1. The second defect space of the tuple T is given by
H2 =H1 ∨PM V1PM (H1)∨ · · · ∨PM Vd PM (H1) =H1 ∨PM (e1)∨ · · · ∨PM (ed ).
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Now
PM (e i ) = e i −PM⊥(e i )
= e i −
∑
α∈Λ˜
〈e i , eα⊗ e j 〉eα⊗ e j
= e i −〈e i , e j 〉e j .
So the second defect space has dimension 1+ (d − 1) = d . Hence the operator tuple T is not
maximal.
Our aim is to find a class of co-invariant subspaces M ⊆ Γ(Cd ) of the tuple (V1, · · · , Vd ) for which
the tuple (PM V1|M , · · · , PM Vd |M ) is maximal.
Take an inner function ϕ ∈ Γ(Cd )which is given by ϕ =∑α∈Λ˜λαeα such that λ0 = 0 and λα 6= 0
for infinitely many α. (See [1] for the definition of inner function.) Note since ϕ is inner the
multiplication operator Mϕ : Γ(Cd )−→ Γ(Cd ) given by Mϕ(η) =η⊗ϕ is an isometry.
Consider the closed subspace M⊥ ⊆ Γ(Cd ) given by M⊥ = Γ(Cd )⊗ϕ. The subspace M⊥ is
invariant under each Vi and it has orthonormal basis given by {eα⊗ϕ;α∈ Λ˜}. Our claim is the
tuple T = (PM V1|M , · · · , PM Vd |M ) is maximal. The first defect space of the tuple T is given by
H1 = Range (PM −
d∑
i=1
PM Vi PM V
∗
i PM ).
The operator
PM −
d∑
i=1
PM Vi PM V
∗
i PM = PM (I −
d∑
i=1
Vi V
∗
i )PM
= PM E0PM
= E0.
So∆T = 1 and H1 =Ω. The second defect space of the tuple T is given by
H2 =H1 ∨PM V1PM (H1)∨ · · · ∨PM Vd PM (H1) =H1 ∨PM (e1)∨ · · · ∨PM (ed ).
Here
PM (e i ) = e i −PM⊥(e i )
= e i −
∑
α∈Λ˜
〈e i , eα⊗ϕ〉eα⊗ϕ
= e i −〈e i ,ϕ〉ϕ
= e i −λiϕ.
The vectors (e1−λ1ϕ, · · · , ed −λdϕ) are linearly independent, because ϕ has infinitely mane
co-ordinates non zero. As a result the second defect space has dimension d + 1. The third
defect space of the tuple T is given by
H3 =H1 ∨PM V1PM (H1)∨ · · · ∨PM Vd PM (H1)∨ (PM V1PM )2(H1)∨ · · · ∨ (PM Vd PM )2(H1).
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Now,
PM Vi PM Vj PM (H1) = PM Vi (e j −λjϕ) = PM (e i ⊗ e j )−PMλj (e i ⊗ϕ)
= PM (e i ⊗ e j )
= (e i ⊗ e j )−PM⊥(e i ⊗ e j )
= (e i ⊗ e j )−
∑
α∈Λ˜
〈e i ⊗ e j , eα⊗ϕ〉eα⊗ϕ
= (e i ⊗ e j )−〈e i ⊗ e j ,ϕ〉ϕ−λj (e i ⊗ϕ)
= (e i ⊗ e j )−λi jϕ−λj (e i ⊗ϕ).
Again the vectors {e i ⊗e j −λi jϕ−λj (e i ⊗ϕ) for 1≤ i , j ≤ d } are linearly independent asϕ has
infinitely many non-zero co-ordinates. As a result the third defect space H3 has dimension
1+d +d 2. In the same fashion the n-th defect space Hn has dimension 1+d + · · ·+d n−1.
4. COMMUTING TUPLES
Lemma 4.1. For a commuting operator tuple T = (T1, · · · , Td ) and any positive integer n,
∆T n ≤
n−1∑
k=0

k +d −1
d −1

∆T .
Proof. As before, for a contractive non-unital spanning set T1, T2, . . . , Td , we have ∆T 2 ≤ (d +
1)∆T . So the result holds for n = 2. If it holds for n −1, then
∆T n−1 ≤
n−2∑
k=0

k +d −1
d −1

∆T .
Now I −PnT (I ) = I −Pn−1T (I )+Pn−1T (I −PT (I )). So
∆T n ≤
n−2∑
k=0

k +d −1
d −1

∆T + dim Range Pn−1T (I −PT (I ))
≤
n−2∑
k=0

k +d −1
d −1

∆T +

n −1+d −1
d −1

∆T =
n−1∑
k=0

k +d −1
d −1

∆T .

Definition 4.2. Call a commuting operator tuple T = (T1, · · · , Td ) maximal if for any positive
integer n,
∆T n =
n−1∑
k=0

k +d −1
d −1

∆T .
The tuple V = (V1, V2, . . . , Vd ) has a certain co-invariant subspace (i.e., the subspace is invariant
under V ∗i for each i ) that is of special interest. To describe it, consider the permutation group
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σk in k symbols. It has a unitary representation on the full tensor product space L ⊗k for
k = 1, 2, . . .. The representation is defined on elementary tensors by
Upi(x1⊗x2⊗ · · ·⊗xk ) = xpi−1(1)⊗xpi−1(2)⊗ · · ·⊗xpi−1(k ), x i ∈L . (4.1)
The symmetric tensor product of k copies ofL is then the subspace of the full tensor product
L ⊗k consisting of all vectors fixed under the representation of the permutation group.
L©s k = {ξ∈L ⊗k : Upiξ= ξ, pi∈σk }.
Of course, L©s 1 =L ⊗1 =L . It is now natural to consider the symmetric Fock space. It is a
subspace of the full Fock space and is defined by
Γs (L ) =C⊕L ⊕L©s 2⊕ · · ·⊕L©s k ⊕ · · · .
Note that the vacuum vector of the full Fock space is in the symmetric Fock space. We con-
tinue to denote by E0 the projection onto the one-dimensional space spanned by the vacuum
vector. Denote by Ps the orthogonal projection onto the subspace Γs (L ) of Γ(L ). Now we
specialize toL =Cd . As before, {e1, e2, . . . , ed } is an orthonormal basis. The projection Ps acts
on the full tensor product spaceL ⊗k by the following action on the orthonormal basis:
Ps (e i 1 ⊗ e i 2 ⊗ · · ·⊗ e i k ) = 1k !
∑
e ipi(1) ⊗ e ipi(2) ⊗ · · ·⊗ e ipi(k )
where pi varies over the permutation group σk . It is well known (see for example [5] that
Γs (Cd ) is an invariant subspace for V ∗1 , V ∗2 , . . . , V ∗d . Define the d -shift (see [2]) S = (S1,S2, . . . ,Sd )
on Γs (Cd ) by
Siξ= Ps (e i ⊗ξ) = Ps Viξ for i = 1, 2, . . . , d and ξ∈ Γs (Cd ).
Since Vi are isometries, the Si are contractions. They are commuting operators, see [5].
Lemma 4.3. The operator tuple S = (S1, · · · ,Sd ) is a maximal commuting operator tuple.
Proof. A computation similar to the proof of Lemma 3.2 shows that for any n = 1, 2, . . ., the
operator
I − ∑
1≤i 1,i 2,...,i n≤d
Si 1Si 2 . . .Si n S
∗
i n
. . .S∗i 2S
∗
i 1
is the projection onto C⊕Cd ⊕ (Cd )©s 2⊕ · · · ⊕ (Cd )©s n−1. This is so because of commutativity.
This space has dimension
∑n−1
k=0

k +d −1
d −1

. 
Consider the Arveson space H 2d on the unit ball Bd defined by the reproducing kernel Kλ(z ) =
1/(1− < z ,λ >), where < z ,λ >=∑dj=1 z jλj . From proposition 2.13 of [2] we know that, the
spaces H 2d and Γs (Cd ) are unitarily equivalent and the d tuple of operators (S1, · · · ,Sd ) on
Γs (Cd ) is unitarily equivalent to the d - shift (M z 1 , · · · , M z d ) on H 2d . By a multiplier of H 2d we
mean a complex-valued function f on Bd with the property f H 2d ⊆H 2d .The set of multipliers
is a complex algebra of functions defined on the ball Bd which contains the constant func-
tions,and since H 2d itself contains the constant function 1, it follows that every multiplier must
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belong to H 2d . In particular, multipliers are analytic functions onBd . It is easy to see that a mul-
tiplication operator M f on H 2d defined by a multiplier f is bounded. Let M ⊆ H 2d be closed
and invariant under action of the d - shift and TM = (M z 1 |M , · · · , M z d |M ). From proposition 6.3.1
of [6] (page no:142) we know that f M ⊆M , if f is a multiplier of H 2d . It is obvious that the d -
tuple TM is a d -contraction and hence
M z 1 PM M
∗
z 1
+ · · ·+M z d PM M ∗z d ≤ PM ,
where PM is the orthogonal projection from H 2d onto M . The first defect dimension for the
tuple TM is given by
∆TM = dim{Range(PM −
d∑
i=1
M z i PM M
∗
z i
)}
The next theorem shows that∆TM ≥ 2, for any proper closed subspace M of H 2d , where d ≥ 2.
Theorem 4.4. Let M be a proper, closed subspace of H 2d ,d ≥ 2, which is invariant under the
action of the d− shift. Then∆TM ≥ 2.
Proof. Clearly ∆TM ≥ 1. If ∆TM = 1, then from proposition 6.3.7 of [6] (page no:148) we have
there exists a multiplier ϕ of H 2d such that PM = MϕM
∗
φ. Note that ker(Mϕ) = {0}. Indeed if
f ∈ ker(Mϕ), then
ϕ(z ) f (z ) = 0
for all z ∈ Bd . Since ϕ is not identically equal to zero, there exists w ∈ Bd such that ϕ(w ) 6= 0.
Which implies there exists B (w , r ) an open ball of radius r on which ϕ is not equal to zero.
So f (z ) = 0 for all z ∈ B (w , r ). As f ∈ H 2d , so f is identically equal to zero. Thus, M = ϕH 2d
and M ∗ϕMϕ = Id. Now by Corollary 6.2.5, of [6] (page no: 140), we see that ϕ is constant, and
hence M =H 2d . This contradiction shows that∆TM ≥ 2. 
5. PURE OPERATOR TUPLES
The operator tuples V = (V1, V2, . . . , Vd ) on Γ(C d ) and S = (S1,S2, . . . ,Sd ) on Γs (C d ) have the
special property that PnV (I ) and P
n
S (I ) converge strongly to 0 and hence they are pure.
Lemma 5.1. Let T = (T1, · · · , Td ) be a pure operator tuple on H and M ⊆H either an invariant
or a co-invariant subspace for each Ti and let A i = PM Ti |M for i = 1, · · · , d . Then the tuple A =
(A1, · · · , Ad ) is pure.
Proof. First let M ⊆H is an invariant subspace for each Ti and consider the tuple A = (T1|M , · · · , Td |M ).
It is easy to see that PnA (I )≤ PnT (I ). Since PnT (I ) goes strongly to zero so also PnA (I ).
Now let M ⊆H is a co-invariant subspace for each Ti and consider the tuple A = (PM T1|M , · · · , PM Td |M ).
First observe that,
PA(I ) =
d∑
i=1
(PM Ti |M )(PM Ti |M )∗
=
d∑
i=1
PM Ti T
∗
i |M
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Now, for m ∈M we have,
〈
d∑
i=1
PM Ti T
∗
i m , m 〉 =
d∑
i=1
〈PM Ti T ∗i m , m 〉
≤ 〈
d∑
i=1
Ti T
∗
i m , m 〉
≤ 〈m , m 〉 .
That implies
PA(I ) ≤ PT (I )|M ≤ IM
Similarly we can show that,
PnA (I ) ≤ PnT (I )|M
But the right hand side converges strongly to zero. So, PnA (I ) converges strongly to zero. 
It is certainly not true that a maximal commuting operator tuple is necessarily pure. For ex-
ample, let us consider a spherical isometry Z = (Z1,Z2, . . . ,Zd ) on a Hilbert spaceN , i.e., Zi are
commuting and
∑
Z ∗i Zi = IN . If for i = 1, 2, . . . , d , we define A i = Si ⊕Zi on Γs (Cd )⊕N , then
PAn (I ) = PSn (I )⊕PZ n (I ) = PSn (I )⊕ I and hence
(i) ∆An =∆Sn for every n = 1, 2, . . . and
(ii) as n→∞, the operator PAn (I ) converges strongly to a projection.
The next lemma connects an irreducible tuple with pure tuple.
Definition 5.2. A tuple T = (T1, · · · , Td ) on a common Hilbert space H is said to be irreducible if
there exists no proper closed subspace M ⊆H which is reducing under Ti for i = 1, · · · , d .
Lemma 5.3. If T = (T1, · · · , Td ) is an irreducible tuple such that∆T > 0, then T is pure
Proof. Theorem 4.5 of [5] states that if T = (T1, · · · , Td ) is any contractive tuple acting on a
separable Hilbert space H and ∆T = m (which is a non-negative integer or ∞), then there
is a separable Hilbert space M of dimension m , another separable Hilbert space N with
a tuple of operators Z = (Z1, · · · ,Zd ) acting on it, satisfying Z ∗i Z j = δi j for 1 ≤ i , j ≤ d and
Z1Z ∗1 + · · ·+ZnZ ∗n = IN such that :
(a ) H is contained in Hˆ = (Γ(C d )⊗M )⊕N as a subspace and it is co-invariant under A =
m .V ⊕Z .
(b ) T is the compression of A to H i.e,.
Ti 1 Ti 2 · · ·Ti k h = PH A i 1 A i 2 · · ·A i k h for every h ∈H , k ≥ 1and1≤ i 1, i 2, · · · , i k ≤ n .
(c ) Hˆ = s p a n{A i 1 A i 2 · · ·A i k h, whereh ∈H , k ≥ 1and1≤ i 1, i 2, · · · , i k ≤ n}.
Since (T1, · · · , Td ) is an irreducible tuple on H , so either H ⊆ Γ(C d )⊗M or H ⊆N . Now if H ⊆N then∆T = 0. So H ⊆ Γ(C d )⊗M and Ti = PH (Vi ⊗ IM )|H . As a result the tuple T = (T1, · · · , Td )
is pure. 
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The converse of this lemma is not true. Let us consider the operator tuple T = (V1⊕S1, · · · , Vd ⊕
Sd )defined on the Hilbert spaceΓ(C d )⊕Γs (C d ). Here T is pure,∆T = 2, but T is not irreducible.
We end with an example of a pure operator tuple, which is not maximal.Consider the Hilbert
space H =Γ(Cd−1)
⊕
C and let (T1, · · · , Td ) be the operator tuple on H given by
T1 =

V1 0
0 0

, · · · , Td−1 =

Vd−1 0
0 0

, Td =

0 0
0 r I

.
where 0< r < 1.
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THE DEFECT SEQUENCE FOR CONTRACTIVE TUPLES
TIRTHANKAR BHATTACHARYYA, BATA KRISHNA DAS, AND SANTANU SARKAR
ABSTRACT. We introduce the defect sequence for a contractive tuple of Hilbert space operators
and investigate its properties. The defect sequence is a sequence of numbers, called defect
dimensions associated with a contractive tuple. We show that there are upper bounds for the
defect dimensions. The tuples for which these upper bounds are obtained, are called maximal
contractive tuples. The upper bounds are different in the non-commutative and in the com-
mutative case. We show that the creation operators on the full Fock space and the co ordinate
multipliers on the Drury-Arveson space are maximal. We also study pure tuples and see how
the defect dimensions play a role in their irreducibility.
1. INTRODUCTION
Let us fix a positive integer d for this paper. Consider a tuple (T1, · · · , Td ) of bounded opera-
tors on a complex,separable,infinite dimensional Hilbert space H and the completely positive
map PT :B(H )→B(H ) given by
PT (X ) =
d∑
i=1
Ti X T
∗
i , X ∈B(H )
We assume that
T1T
∗
1 + · · ·+Td T ∗d ≤ I .
Such a tuple T = (T1, T2, . . . , Td ) is called a row contraction [10] or a contractive tuple [4, 10].
Arveson has called it d contraction [2] in case Ti Tj = Tj Ti for all i , j = 1, · · · , d . The completely
positive map PT plays a crucial role in dilation theory of a row contraction, see [5]. The con-
tractivity assumption above means that PT is a completely positive and contractive map. Thus
I ≥ PT (I )≥ P2T (I )≥ · · · .
This sequence of positive operators is decreasing and hence has a strong limit. If the limit is
0, then the tuple T is called pure. In this note, we associate a sequence of numbers which we
shall call the defect dimensions with such an operator tuple. Let H1 = Range (I −PT (I )) be the
first defect space, and let∆T = dimH1 be the first defect dimension.
Given an m -tuple B = (B1, B2, . . . , Bm ) and a k -tuple C = (C1,C2, . . . ,Ck ) of bounded operators
on H , define their product to be the m k -tuple
BC = (B1C1, . . . , B1Ck , B2C1, . . . B2Ck , . . . , Bi C j , . . . , Bm C1, . . . , Bm Ck ). (1.1)
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This product has been very useful in proving the spectral radius formula, See [3]. With this
definition, T n is a d n -tuple whose typical entry is Ti 1 Ti 2 . . . Ti n with 1 ≤ i 1, i 2, . . . , i n ≤ d . Note
that PnT (I ) = PT n (I ). Let Hn = Range (I −PnT (I )) be the n−th defect space, and let∆T n = dimHn
be the n−th defect dimension. Thus if H1 = 0 then Hn = 0 for all n ≥ 1. So we assume that
0 < ∆T <∞. Then ‖ PT (I ) ‖< 1 would imply that I −PT (I ) is invertible and H1 = H . Since we
have assumed that H is infinite dimensional, so the above implies that ‖ PT (I ) ‖= 1. This study
is motivated by [7] where these questions were investigated for d = 1. In section 2, we find
upper bounds for the defect dimensions, show that the defect sequence is non-decreasing
and investigate stability of the defect sequence. In this section we also show that for a pure
tuple, the defect sequence is strictly increasing. In section 3, we investigate the maximal non-
commuting contractive tuples. Section 4 deals with commuting ones and section 5 with the
pure ones.
Any tuple T considered in this note is contractive and satisfies 0<∆T <∞.
2. PROPERTIES OF DEFECT DIMENSIONS
Lemma 2.1. The sequence {∆T n : n = 1, 2, · · · } is increasing in n and∆T n ≤ (1+d + · · ·+d n−1)∆T
for each positive integer n .
Proof. First note that, I ≥ PT (I )≥ P2T (I )≥ · · · so that
0≤ I −PT (I )≤ I −P2T (I )≤ · · · .
So 0<∆T ≤∆T 2 ≤ · · · . This shows that the sequence {∆T n : n = 1, 2, · · · } is increasing in n . Now,
note that if A = BC as in (1.1) above, where B and C are contractive tuples, then
∆B ≤∆A . (2.1)
Indeed,
I −PBC (I ) = I −PB (PC (I )) = I −PB (I )+PB (I )−PB (PC (I )) = I −PB (I )+PB (I −PC (I )) (2.2)
This implies that I −PBC (I ) ≥ I −PB (I ) and hence∆BC ≥∆B . We are done. Secondly,
∆BC ≤∆B +m∆C . (2.3)
This again follows from (2.2). The equation (2.2) implies that
Range (I −PBC (I ))⊆ Range (I −PB (I ))+ Range (PB (I −PC (I ))). (2.4)
The second term on the right side is contained in
∑m
i=1 Range Bi (I−PC (I ))B ∗i . So dim Range (PB (I−
PC (I ))≤m∆C and so taking dimensions of both sides in (2.4), we have (2.3).
We are ready to finish the proof. Applying ( 2.3) to B =C = T , we get
∆T 2 ≤∆T +d∆T = (d +1)∆T .
Similarly, applying ( 2.3) with B = T and C = T 2, we get
∆T 3 ≤∆T +d∆T 2 ≤∆T +d (d +1)∆T = (d 2+d +1)∆T .
Now a simple induction argument gives that∆T n ≤ (d n−1+d n−2+ · · ·+d +1)∆T . 
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We shall give a description of Hn and thereby we shall give a result concerning the stability
of the sequence∆T n . For that, we need to develop some notations. Given a contractive tuple
T = (T1, T2, · · · , Td ), let (T, 1) : H⊕ · · ·⊕H =H d →H be given by
(T, 1)

x1
x2
...
xd
= T1x1+ · · ·+Td xd .
So (T, 1)∗ : H →H d is given by
(T, 1)∗x =
T
∗
1 x
...
T ∗d x
 .
and (T, 1)(T, 1)∗ : H →H is given by (T, 1)(T, 1)∗x = PT (I )x . Now,
(T, d ) : H d
⊕ · · ·⊕H d︸ ︷︷ ︸
d
=H d
2 −→H d
is defined by
(T, d )

x1
...
xd
xd+1
...
x2d
...
...
x (d−1)d
...
xd 2

=

(T, 1)

x1
x2
...
xd

...
...
(T, 1)
x (d−1)d...
xd 2


Thus (T, d )∗ : H d →H d 2 satisfies
(T, d )∗

x1
x2
...
xd
=
(T, 1)
∗x1
...
(T, 1)∗xd

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and (T, d )(T, d )∗ : H d →H d is given by
(T, d )(T, d )∗

x1
x2
...
xd
=
(T, 1)(T, 1)
∗x1
...
(T, 1)(T, 1)∗xd
 .
Similarly we can define (T, d k ) : H d (k+1)→H d k for k = 1, 2, · · · .
Now consider the d 2 length tuple T 2. Then (T 2, 1) : H d 2 →H is defined by
(T 2, 1)

x1
x2
...
xd 2
= T 21 x1+ · · ·+T1Td xd + · · ·+T 2d xd 2
and (T 2, 1)∗ : H →H d 2 is given by
(T 2, 1)∗x =
T
2∗
1 x
...
T 2
∗
d x
 .
(T 2, 1)(T 2, 1)∗ : H →H satisfies
(T 2, 1)(T 2, 1)∗x = P2T (I )x .
(T 2, d ) : H d
2
⊕ · · ·⊕H d 2︸ ︷︷ ︸
d
=H d 3 −→H d is defined by
(T 2, d )
x1...
xd
=
(T
2, 1)x1
...
(T 2, 1)xd

where x1, · · · ,xd ∈H d 2 and (T 2, d )∗ : H d →H d 3 is given by
(T 2, d )∗

x1
x2
...
xd
=
(T
2, 1)∗x1
...
(T 2, 1)∗xd
 .
Similarly, we can define (T 2, d k ) : H d k+2 → H d k for k = 1, 2, · · · . In the same fashion, we can
define
(T k , 1) : H d
k →H .
Theorem 2.2. The defect spaces Hn have the following properties :
(i) Hn ⊆Hn+1 for all n = 1, 2, · · · .
THE DEFECT SEQUENCE FOR CONTRACTIVE TUPLES 5
(ii) Hn =H1 ∨ (T, 1)Ad ∨ (T 2, 1)Ad 2 ∨ · · · ∨ (T n−1, 1)Ad n−1 for all n = 2, 3, · · · where
Ad
k
=Range(IH d k − (T, d k )(T, d k )∗)⊆H d k
and (T k , 1)Ad k ⊆Hk+1 for all k = 1, 2, · · · .
Proof. (i ) First observe that
(T n+1, 1) = (T n , 1)(T, d n ) and Hn = Range (I − (T n , 1)(T n , 1)∗).
Note x ∈ ker(IH − (T n+1, 1)(T n+1, 1)∗) if and only if ‖ (T n+1, 1)∗x ‖2=‖ x ‖2 . Take
x ∈ ker(IH − (T n+1, 1)(T n+1, 1)∗).
Therefore
‖ (T n+1, 1)∗x ‖2=‖ x ‖2 .
So
‖ x ‖2=‖ (T n+1, 1)∗x ‖2≤‖ (T n , 1)∗x ‖2≤ · · · ≤‖ (T, 1)∗x ‖2≤‖ x ‖2 .
Thus we have
‖ x ‖2=‖ (T n+1, 1)∗x ‖2=‖ (T n , 1)∗x ‖2= · · ·=‖ (T, 1)∗x ‖2 .
The above implies
x ∈ ker(IH − (T n , 1)(T n , 1)∗).
Hence ker(IH − (T n , 1)(T n , 1)∗)⊥ ⊆ ker(IH − (T n+1, 1)(T n+1, 1)∗)⊥. As a result
Hn ⊆Hn+1 for all n = 1, 2, · · · .
(i i )Note that Ad k =H1⊕ · · ·⊕H1 (d k copies) for k = 1, 2, · · · .
Take
x ∈Range(IH − (T n , 1)(T n , 1)∗).
which implies
x = (IH − (T n , 1)(T n , 1)∗)y .
Thus we have
x = [IH − (T, 1)(T, 1)∗]y +[(T, 1)(T, 1)∗− (T 2, 1)(T 2, 1)∗]y +[(T 2, 1)(T 2, 1)∗− (T 3, 1)(T 3, 1)∗]y
+ · · ·+[(T n−1, 1)(T n−1, 1)∗− (T n , 1)(T n , 1)∗]y .
So,
x = [IH − (T, 1)(T, 1)∗]y +(T, 1)[IH d − (T, d )(T, d )∗](T, 1)∗y +(T 2, 1)[IH d 2 − (T, d 2)(T, d 2)∗](T 2, 1)∗y
+ · · ·+(T n−1, 1)[IH d n−1 − (T, d n−1)(T, d n−1)∗](T n−1, 1)∗y .
Hence,
Hn ⊆H1 ∨ (T, 1)Ad ∨ (T 2, 1)Ad 2 ∨ · · · ∨ (T n−1, 1)Ad n−1 for all n = 2, 3, · · ·
where Ad k =Range(IH d k − (T, d k )(T, d k )∗)⊆H d k . For the converse, we shall show that
(T k , 1)Ad
k ⊆Hk+1 for all k = 1, 2, · · · .
Take
x ∈ ker(IH − (T k+1, 1)(T k+1, 1)∗).
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Therefore
‖ (T k+1, 1)∗x ‖2=‖ x ‖2 .
So
‖ x ‖2=‖ (T k+1, 1)∗x ‖2=‖ (T, d k )∗(T k , 1)∗x ‖2≤‖ (T k , 1)∗x ‖2≤ · · · ≤‖ x ‖2 .
Which implies
‖ (T, d k )∗(T k , 1)∗x ‖2=‖ (T k , 1)∗x ‖2
Thus
(T k , 1)∗x ∈ ker(IH d k − (T, d k )(T, d k )∗).
The above implies (T k , 1)∗ maps ker(IH − (T k+1, 1)(T k+1, 1)∗) to ker(IH d k − (T, d k )(T, d k )∗) iso-
metrically for each k ≥ 0. Therefore (T k , 1)maps Ad k to Hk+1. As a result we have
Hn =H1 ∨ (T, 1)Ad ∨ (T 2, 1)Ad 2 ∨ · · · ∨ (T n−1, 1)Ad n−1 for all n = 2, 3, · · · .

Corollary 2.3. Hn =H1 ∨di 1=1 Ti 1 H1 ∨di 1,i 2=1 Ti 1 Ti 2 H1 ∨ · · · ∨di 1,··· ,i n−1=1 Ti 1 · · ·Ti n−1 H1 for all n ≥ 2.
Proof. Directly follows from Theorem 2.2 and the fact that Ad k =H1⊕ · · · ⊕H1 (d k copies) for
k = 1, 2, · · · . 
The following theorem shows that the defect sequence either is strictly increasing or stabilises
after finitely many steps.
Theorem 2.4. If∆T n =∆T n+1 for some n, then∆T k =∆T n for all k ≥ n .
Proof. ∆T n = ∆T n+1 implies that Hn = Hn+1. We shall show that Hn+2 = Hn+1. Now Hn = Hn+1
implies that
(T n , 1)Ad
n ⊆H1 ∨ (T, 1)Ad ∨ (T 2, 1)Ad 2 ∨ · · · ∨ (T n−1, 1)Ad n−1 .
To show Hn+1 =Hn+2 we shall show that
(T n+1, 1)Ad
n+1 ⊆ (T, 1)Ad ∨ (T 2, 1)Ad 2 ∨ · · · ∨ (T n , 1)Ad n .
Then it will follow that Hn+2 ⊆Hn+1. From that it follows that Hn+1 =Hn+2.
(T n+1, 1)Ad
n+1
= (T, 1)
(T
n , 1)Ad n
...
(T n , 1)Ad n

⊆ (T, 1)
H1 ∨ (T, 1)A
d ∨ (T 2, 1)Ad 2 ∨ · · · ∨ (T n−1, 1)Ad n−1
...
H1 ∨ (T, 1)Ad ∨ (T 2, 1)Ad 2 ∨ · · · ∨ (T n−1, 1)Ad n−1

⊆ (T, 1)
H1...
H1
∨ (T, 1)
(T, 1)A
d
...
(T, 1)Ad
∨ · · · ∨ (T, 1)
(T
n−1, 1)Ad n−1
...
(T n−1, 1)Ad n−1

= (T, 1)Ad ∨ (T 2, 1)Ad 2 ∨ · · · ∨ (T n , 1)Ad n .

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Here is a condition to ensure that the defect sequence is strictly increasing.
Lemma 2.5. For a pure tuple T,∆T n <∆T n+1 for all n .
Proof. Let there exist k such that ∆T k =∆T k+1 . Then from theorem 2.3 we have ∆T n =∆T k for
all n ≥ k . Which implies Hk =Hk+1 = · · · . As a result we have
ker(IH − (T k , 1)(T k , 1)∗) = ker(IH − (T k+1, 1)(T k+1, 1)∗ = · · · .
So taking x ∈ ker(IH − (T k , 1)(T k , 1)∗)we have
‖ x ‖=‖ (T k , 1)∗x ‖=‖ (T k+1, 1)∗x ‖= · · · .
Note that purity of T is the same as (T n , 1)∗ converging to 0 strongly. Since (T n , 1)∗ strongly
goes to zero, we have x = 0. So we have ker(IH − (T k , 1)(T k , 1)∗) = {0}. Which implies Hk =H .
So we have∆T k = dimH =∞,which is a contradiction. So we have∆T n <∆T n+1 for all n . 
Now we shall see a condition for which∆T n = n .
Lemma 2.6. If dim(H1) = 1, dim(T n , 1)Ad
n = 1 and T is pure, then∆T n = n .
Proof. We have seen that Hn ⊆H1 ∨ (T, 1)Ad ∨ (T 2, 1)Ad 2 ∨ · · · ∨ (T n−1, 1)Ad n−1 for all n = 2, 3, · · ·
where
Ad
k
=Range(IH d k − (T, d k )(T, d k )∗)⊆H d k .
Hence∆T n ≤ n for all n = 2, 3, · · · . If there exists n 0 such that∆T n0 < n 0,then since∆T = 1 and{∆T n } is increasing, we have ∆T n0−1 =∆T n0 , which can not happen from the previous lemma.
So we have∆T n = n . 
Theorem 2.7. ∆T n = d i m (Range(IH d n−(T n , 1)∗(T n , 1)) if and only if dim(ker(T n , 1)) = dim ( ker (T n , 1)∗).
Proof. First we shall show that if dim(ker(T n , 1)) = dim(ker(T n , 1)∗) then there exists a unitary
operator U : H d n →H such that (T n , 1) =U ((T n , 1)∗(T n , 1))1/2. First observe
‖ ((T n , 1)∗(T n , 1))1/2x ‖2=‖ (T n , 1)x ‖2 .
The operator V : Range((T n , 1)∗(T n , 1))1/2→Range(T n , 1) is an onto isometry. Also
Range((T n , 1)∗(T n , 1))1/2 =Range(T n , 1)∗.
So V : Range(T n , 1)∗→Range(T n , 1) is unitary and (T n , 1) =V ((T n , 1)∗(T n , 1))1/2. We write
H d
n
=Range(T n , 1)∗⊕ ker(T n , 1).
H =Range(T n , 1)⊕ ker(T n , 1)∗.
If dim(ker(T n , 1)) = dim(ker(T n , 1)∗) then there exists unitary W : ker(T n , 1) → ker(T n , 1)∗.
Thus
U =V ⊕W : Range(T n , 1)∗⊕ ker(T n , 1)→Range(T n , 1)⊕ ker(T n , 1)∗
is unitary and (T n , 1) =U ((T n , 1)∗(T n , 1))1/2. Which implies
(T n , 1)(T n , 1)∗ =U (T n , 1)∗(T n , 1)U ∗.
8 BHATTACHARYYA, DAS, AND SARKAR
As a result we have if dim(ker(T n , 1)) = dim(ker(T n , 1)∗) then∆T n = dim (Range(IH d n−(T n , 1)∗(T n , 1)).
For the converse if∆T n = dim(Range(IH d n − (T n , 1)∗(T n , 1)) then there exists unitary U : H d n →
H such that
(T n , 1)(T n , 1)∗ =U (T n , 1)∗(T n , 1)U ∗.
First note that (T n , 1)∗(T n , 1)|Range(T n ,1)∗ is unitarily equivalent with (T n , 1)(T n , 1)∗|Range(T n ,1).
Indeed, this can be seen by an argument similar to the proof of Lemma 1.4 in [8]. Since
V ∗{(T n , 1)(T n , 1)∗}V = (T n , 1)∗(T n , 1), where V : Range(T n , 1)∗ → Range(T n , 1) is defined as
above,
(T n , 1)∗(T n , 1) = A1⊕0 on Range(T n , 1)∗⊕ ker(T n , 1)
and
(T n , 1)(T n , 1)∗ = A2⊕0 on Range(T n , 1)⊕ ker(T n , 1)∗.
Thus, dim(Range(IH−(T n , 1)(T n , 1)∗)) = dim(Range(IH d n−(T n , 1)∗(T n , 1))) implies that dim(Range(I−
A1)) + dim(ker(T n , 1)) = dim(Range(I − A2)) + dim(ker(T n , 1)∗). As a result, dim(ker(T n , 1)) =
dim(ker(T n , 1)∗). 
3. MAXIMAL OPERATOR TUPLES
Definition 3.1. Call an operator tuple T = (T1, · · · , Td ) maximal if∆T n = (1+d + · · ·+d n−1)∆T
for any positive integer n.
Given a Hilbert spaceL , define the full Fock space overL by
Γ(L ) =C⊕L ⊕L ⊗2⊕ · · ·⊕L ⊗k ⊕ · · · .
The one dimensional subspaceC⊕{0}⊕{0}⊕· · · is called the vacuum space Ω. The unit norm
element (1, 0, 0, . . .) is called the vacuum vector and is denoted byω. The projection on to the
vacuum space is denoted by E0.
Let {e1, e2, . . . , ed }be an orthonormal basis ofCd . Then an orthonormal basis for the full tensor
product space (Cd )⊗k is {e i 1 ⊗ · · · ⊗ e i k : 1 ≤ i 1, . . . , i k ≤ d }. Define the creation operator tuple
V = (V1, V2, . . . , Vd ) on the full Fock space Γ(Cd ) by
Viξ= e i ⊗ξ for i = 1, 2, . . . , d and ξ∈ Γ(Cd ).
Needless to say that e i ⊗ω is identified with e i . It is easy to see that the Vi are isometries with
orthogonal ranges.
Lemma 3.2. The creation operator tuple V = (V1, · · · , Vd ) is maximal.
Proof. We compute the action of V ∗i on the orthonormal basis elements:
〈V ∗i (e i 1 ⊗ e i 2 ⊗ · · ·⊗ e i k ),ξ〉= 〈e i 1 ⊗ e i 2 ⊗ · · ·⊗ e i k , Viξ〉
= 〈e i 1 ⊗ e i 2 ⊗ · · ·⊗ e i k , e i ⊗ξ〉
=
(〈e i 2 ⊗ · · ·⊗ e i n ,ξ〉 if i 1 = i
0 if i 1 6= i . .
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Thus
V ∗i (e i 1 ⊗ e i 2 ⊗ · · ·⊗ e i k ) =
(
e i 2 ⊗ · · ·⊗ e i k if i 1 = i
0 if i 1 6= i . . (3.1)
Hence it follows that
∑
Vi V ∗i (e i 1 ⊗ e i 2 ⊗ · · · ⊗ e i k ) = e i 1 ⊗ e i 2 ⊗ · · · ⊗ e i k for any k ≥ 1 and 1 ≤
i 1, . . . , i k ≤ d .
Now
〈V ∗i ω,ξ〉= 〈ω, e i ⊗ξ〉= 0 for any ξ∈ Γ(Cd ) and any i .
Thus
∑
Vi V ∗i (ω) = 0 and hence I −
∑
Vi V ∗i is the 1-dimensional projection onto the vacuum
space. In a similar vein, it is easy to see that
I − ∑
1≤i 1,i 2,...,i n≤d
Vi 1 Vi 2 . . . Vi n V
∗
i n
. . . V ∗i 2 V
∗
i 1
is the projection ontoC⊕Cd ⊕ (Cd )⊗2⊕· · ·⊕ (Cd )⊗n−1, the direct sum of k particle spaces from
k = 0 to n −1. This space has dimension 1+d + · · ·+d n−1. 
Lemma 3.3. If W = (W1, W2, · · · , Wd ) is a contractive tuple consisting of isometries, then W is
maximal.
Proof. For this proof, we shall use the Wold decomposition of W due to Popescu. Theorem 1.3
of Popescu [9] says that the Hilbert space H decomposes into an orthogonal sum H =H0⊕H1
such that H0 and H1 reduce each operator Wi for i = 1, 2, · · · , d and
(i) (I −∑di=1 Wi W ∗i )|H1 = 0,
(ii) if A i =Wi |H0 , then the tuple A is unitarily equivalent to the tuple consisting of Vi ⊗ IDW ∗ .
Since the reducing subspace H1 does not contribute to the defect dimensions at all, we have
the result. 
The next lemma shows that a maximal operator tuple restricted to a reducing subspace is also
maximal.
Lemma 3.4. Let (T1, · · · , Td ) be a maximal operator tuple and M be a reducing subspace for each
of T1, · · · , Td ,then the operator tuple (T1|M , · · · , Td |M ) is also maximal.
Proof. Let dim (H1) = dim { Range (I −∑di=1 Ti T ∗i )}= n . The first defect space of the operator
tuple (T1|M , · · · , Td |M ) is given by
H
′
1 = Range (IM −
d∑
i=1
(Ti |M )(Ti |M )∗)
= Range (I −
d∑
i=1
Ti T
∗
i )|M .
So H ′1 ⊆ H1. Now we know that the second defect space of the operator tuple (T1, · · · , Td ) is
given by
H2 = H1 ∨ (T, 1)Ad
= H1 ∨T1(H1)∨ · · · ∨Td (H1).
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Since it is given that the operator tuple (T1, · · · , Td ) is maximal, so dim (H2) = (1+d )n = n+nd .
Which implies dim {Ti (H1)}= n for all i = 1, · · · , d . Now the second defect space of the opera-
tor tuple (T1|M , · · · , Td |M ) is given by H ′2 = H ′1∨T1|M (H ′1)∨· · ·∨Td |M (H ′1). Since dim {Ti (H1)}= n
and H ′1 ⊆H1, so dim {Ti |M (H ′1)}= dim (H ′1). As a result dim (H ′2) = (1+d ) dim (H ′1). Similarly
it is easy to see that dim (H ′n ) = (1+d + · · ·+d n−1) dim(H ′1). 
We shall investigate the question of maximality of the tuple (PM V1|M , · · · , PM Vd |M ) where M is
either an invariant or a co-invariant subspace of Γ(C d ).
Lemma 3.5. If M is an invariant subspace of Γ(Cd ), then the tuple (V1|M , · · · , Vd |M ) is maximal.
Proof. Since the tuple (V1|M , · · · , Vd |M ) is a contractive tuple consisting of isometries, so by
lemma 3.3 the tuple is maximal. 
The situation for co-invariant subspaces is starkly different. In the rest of this section, we give
an example of a co-invariant subspace such that the compression of the creation operators to
this subspace is not maximal. We also give an example of a co-invariant subspace for which it
is maximal.
Here we shall introduce the multi-index notation. Let Λ denote the set {1, 2, · · · , d } and Λm
denote the m− fold cartesian product of Λ for m ≥ 1. Let Λ˜ denote⋃∞m=0Λm , where Λ0 is just
the set {0} by convention. For α ∈ Λ˜, eα denote the vector eα1 ⊗ eα2 ⊗ · · · ⊗ eαm in the full Fock
space Γ(Cd ), and e0 is the vacuum vectorω.
The following shows that there exists co-invariant subspace M ⊆ Γ(Cd ) such that the operator
tuple (PM V1|M , · · · , PM Vd |M ) is not maximal.
Let us consider the operator tuple (R1, · · · , Rd ) on Γ(Cd ) where each R j : Γ(Cd ) −→ Γ(Cd ) is
given by
R j (ξ) = ξ⊗ e j , for j = 1, 2, · · · , d and ξ∈ Γ(Cd ).
Note that Vi R j = R j Vi for all i , j ∈ {1, 2, · · · , d }. Fix any j ∈ {1, 2, · · · , d } and consider the sub-
space M⊥ ⊆ Γ(Cd ) given by M⊥ = Range R j . So the subspace M⊥ is invariant under each
Vi . The orthonormal basis of M⊥ is given by {eα ⊗ e j , for all α ∈ Λ˜}. Let us consider the op-
erator tuple T = (PM V1|M , · · · , PM Vd |M ). The first defect space of the tuple is given by H1 =
Range (PM −∑di=1 PM Vi PM V ∗i PM ). The operator
PM −
d∑
i=1
PM Vi PM V
∗
i PM = PM (I −
d∑
i=1
Vi V
∗
i )PM
= PM E0PM
= E0.
So H1 =Ω and∆T = 1. The second defect space of the tuple T is given by
H2 =H1 ∨PM V1PM (H1)∨ · · · ∨PM Vd PM (H1) =H1 ∨PM (e1)∨ · · · ∨PM (ed ).
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Now
PM (e i ) = e i −PM⊥(e i )
= e i −
∑
α∈Λ˜
〈e i , eα⊗ e j 〉eα⊗ e j
= e i −〈e i , e j 〉e j .
So the second defect space has dimension 1+ (d − 1) = d . Hence the operator tuple T is not
maximal.
Our aim is to find a class of co-invariant subspaces M ⊆ Γ(Cd ) of the tuple (V1, · · · , Vd ) for which
the tuple (PM V1|M , · · · , PM Vd |M ) is maximal.
Take an inner function ϕ ∈ Γ(Cd )which is given by ϕ =∑α∈Λ˜λαeα such that λ0 = 0 and λα 6= 0
for infinitely many α. (See [1] for the definition of inner function.) Note since ϕ is inner the
multiplication operator Mϕ : Γ(Cd )−→ Γ(Cd ) given by Mϕ(η) =η⊗ϕ is an isometry.
Consider the closed subspace M⊥ ⊆ Γ(Cd ) given by M⊥ = Γ(Cd )⊗ϕ. The subspace M⊥ is
invariant under each Vi and it has orthonormal basis given by {eα⊗ϕ;α∈ Λ˜}. Our claim is the
tuple T = (PM V1|M , · · · , PM Vd |M ) is maximal. The first defect space of the tuple T is given by
H1 = Range (PM −
d∑
i=1
PM Vi PM V
∗
i PM ).
The operator
PM −
d∑
i=1
PM Vi PM V
∗
i PM = PM (I −
d∑
i=1
Vi V
∗
i )PM
= PM E0PM
= E0.
So∆T = 1 and H1 =Ω. The second defect space of the tuple T is given by
H2 =H1 ∨PM V1PM (H1)∨ · · · ∨PM Vd PM (H1) =H1 ∨PM (e1)∨ · · · ∨PM (ed ).
Here
PM (e i ) = e i −PM⊥(e i )
= e i −
∑
α∈Λ˜
〈e i , eα⊗ϕ〉eα⊗ϕ
= e i −〈e i ,ϕ〉ϕ
= e i −λiϕ.
The vectors (e1−λ1ϕ, · · · , ed −λdϕ) are linearly independent, because ϕ has infinitely mane
co-ordinates non zero. As a result the second defect space has dimension d + 1. The third
defect space of the tuple T is given by
H3 =H1 ∨PM V1PM (H1)∨ · · · ∨PM Vd PM (H1)∨ (PM V1PM )2(H1)∨ · · · ∨ (PM Vd PM )2(H1).
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Now,
PM Vi PM Vj PM (H1) = PM Vi (e j −λjϕ) = PM (e i ⊗ e j )−PMλj (e i ⊗ϕ)
= PM (e i ⊗ e j )
= (e i ⊗ e j )−PM⊥(e i ⊗ e j )
= (e i ⊗ e j )−
∑
α∈Λ˜
〈e i ⊗ e j , eα⊗ϕ〉eα⊗ϕ
= (e i ⊗ e j )−〈e i ⊗ e j ,ϕ〉ϕ−λj (e i ⊗ϕ)
= (e i ⊗ e j )−λi jϕ−λj (e i ⊗ϕ).
Again the vectors {e i ⊗e j −λi jϕ−λj (e i ⊗ϕ) for 1≤ i , j ≤ d } are linearly independent asϕ has
infinitely many non-zero co-ordinates. As a result the third defect space H3 has dimension
1+d +d 2. In the same fashion the n-th defect space Hn has dimension 1+d + · · ·+d n−1.
4. COMMUTING TUPLES
Lemma 4.1. For a commuting operator tuple T = (T1, · · · , Td ) and any positive integer n,
∆T n ≤
n−1∑
k=0

k +d −1
d −1

∆T .
Proof. As before, for a contractive non-unital spanning set T1, T2, . . . , Td , we have ∆T 2 ≤ (d +
1)∆T . So the result holds for n = 2. If it holds for n −1, then
∆T n−1 ≤
n−2∑
k=0

k +d −1
d −1

∆T .
Now I −PnT (I ) = I −Pn−1T (I )+Pn−1T (I −PT (I )). So
∆T n ≤
n−2∑
k=0

k +d −1
d −1

∆T + dim Range Pn−1T (I −PT (I ))
≤
n−2∑
k=0

k +d −1
d −1

∆T +

n −1+d −1
d −1

∆T =
n−1∑
k=0

k +d −1
d −1

∆T .

Definition 4.2. Call a commuting operator tuple T = (T1, · · · , Td ) maximal if for any positive
integer n,
∆T n =
n−1∑
k=0

k +d −1
d −1

∆T .
The tuple V = (V1, V2, . . . , Vd ) has a certain co-invariant subspace (i.e., the subspace is invariant
under V ∗i for each i ) that is of special interest. To describe it, consider the permutation group
THE DEFECT SEQUENCE FOR CONTRACTIVE TUPLES 13
σk in k symbols. It has a unitary representation on the full tensor product space L ⊗k for
k = 1, 2, . . .. The representation is defined on elementary tensors by
Upi(x1⊗x2⊗ · · ·⊗xk ) = xpi−1(1)⊗xpi−1(2)⊗ · · ·⊗xpi−1(k ), x i ∈L . (4.1)
The symmetric tensor product of k copies ofL is then the subspace of the full tensor product
L ⊗k consisting of all vectors fixed under the representation of the permutation group.
L©s k = {ξ∈L ⊗k : Upiξ= ξ, pi∈σk }.
Of course, L©s 1 =L ⊗1 =L . It is now natural to consider the symmetric Fock space. It is a
subspace of the full Fock space and is defined by
Γs (L ) =C⊕L ⊕L©s 2⊕ · · ·⊕L©s k ⊕ · · · .
Note that the vacuum vector of the full Fock space is in the symmetric Fock space. We con-
tinue to denote by E0 the projection onto the one-dimensional space spanned by the vacuum
vector. Denote by Ps the orthogonal projection onto the subspace Γs (L ) of Γ(L ). Now we
specialize toL =Cd . As before, {e1, e2, . . . , ed } is an orthonormal basis. The projection Ps acts
on the full tensor product spaceL ⊗k by the following action on the orthonormal basis:
Ps (e i 1 ⊗ e i 2 ⊗ · · ·⊗ e i k ) = 1k !
∑
e ipi(1) ⊗ e ipi(2) ⊗ · · ·⊗ e ipi(k )
where pi varies over the permutation group σk . It is well known (see for example [5] that
Γs (Cd ) is an invariant subspace for V ∗1 , V ∗2 , . . . , V ∗d . Define the d -shift (see [2]) S = (S1,S2, . . . ,Sd )
on Γs (Cd ) by
Siξ= Ps (e i ⊗ξ) = Ps Viξ for i = 1, 2, . . . , d and ξ∈ Γs (Cd ).
Since Vi are isometries, the Si are contractions. They are commuting operators, see [5].
Lemma 4.3. The operator tuple S = (S1, · · · ,Sd ) is a maximal commuting operator tuple.
Proof. A computation similar to the proof of Lemma 3.2 shows that for any n = 1, 2, . . ., the
operator
I − ∑
1≤i 1,i 2,...,i n≤d
Si 1Si 2 . . .Si n S
∗
i n
. . .S∗i 2S
∗
i 1
is the projection onto C⊕Cd ⊕ (Cd )©s 2⊕ · · · ⊕ (Cd )©s n−1. This is so because of commutativity.
This space has dimension
∑n−1
k=0

k +d −1
d −1

. 
Consider the Arveson space H 2d on the unit ball Bd defined by the reproducing kernel Kλ(z ) =
1/(1− < z ,λ >), where < z ,λ >=∑dj=1 z jλj . From proposition 2.13 of [2] we know that, the
spaces H 2d and Γs (Cd ) are unitarily equivalent and the d tuple of operators (S1, · · · ,Sd ) on
Γs (Cd ) is unitarily equivalent to the d - shift (M z 1 , · · · , M z d ) on H 2d . By a multiplier of H 2d we
mean a complex-valued function f on Bd with the property f H 2d ⊆H 2d .The set of multipliers
is a complex algebra of functions defined on the ball Bd which contains the constant func-
tions,and since H 2d itself contains the constant function 1, it follows that every multiplier must
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belong to H 2d . In particular, multipliers are analytic functions onBd . It is easy to see that a mul-
tiplication operator M f on H 2d defined by a multiplier f is bounded. Let M ⊆ H 2d be closed
and invariant under action of the d - shift and TM = (M z 1 |M , · · · , M z d |M ). From proposition 6.3.1
of [6] (page no:142) we know that f M ⊆M , if f is a multiplier of H 2d . It is obvious that the d -
tuple TM is a d -contraction and hence
M z 1 PM M
∗
z 1
+ · · ·+M z d PM M ∗z d ≤ PM ,
where PM is the orthogonal projection from H 2d onto M . The first defect dimension for the
tuple TM is given by
∆TM = dim{Range(PM −
d∑
i=1
M z i PM M
∗
z i
)}
The next theorem shows that∆TM ≥ 2, for any proper closed subspace M of H 2d , where d ≥ 2.
Theorem 4.4. Let M be a proper, closed subspace of H 2d ,d ≥ 2, which is invariant under the
action of the d− shift. Then∆TM ≥ 2.
Proof. Clearly ∆TM ≥ 1. If ∆TM = 1, then from proposition 6.3.7 of [6] (page no:148) we have
there exists a multiplier ϕ of H 2d such that PM = MϕM
∗
φ. Note that ker(Mϕ) = {0}. Indeed if
f ∈ ker(Mϕ), then
ϕ(z ) f (z ) = 0
for all z ∈ Bd . Since ϕ is not identically equal to zero, there exists w ∈ Bd such that ϕ(w ) 6= 0.
Which implies there exists B (w , r ) an open ball of radius r on which ϕ is not equal to zero.
So f (z ) = 0 for all z ∈ B (w , r ). As f ∈ H 2d , so f is identically equal to zero. Thus, M = ϕH 2d
and M ∗ϕMϕ = Id. Now by Corollary 6.2.5, of [6] (page no: 140), we see that ϕ is constant, and
hence M =H 2d . This contradiction shows that∆TM ≥ 2. 
5. PURE OPERATOR TUPLES
The operator tuples V = (V1, V2, . . . , Vd ) on Γ(C d ) and S = (S1,S2, . . . ,Sd ) on Γs (C d ) have the
special property that PnV (I ) and P
n
S (I ) converge strongly to 0 and hence they are pure.
Lemma 5.1. Let T = (T1, · · · , Td ) be a pure operator tuple on H and M ⊆H either an invariant
or a co-invariant subspace for each Ti and let A i = PM Ti |M for i = 1, · · · , d . Then the tuple A =
(A1, · · · , Ad ) is pure.
Proof. First let M ⊆H is an invariant subspace for each Ti and consider the tuple A = (T1|M , · · · , Td |M ).
It is easy to see that PnA (I )≤ PnT (I ). Since PnT (I ) goes strongly to zero so also PnA (I ).
Now let M ⊆H is a co-invariant subspace for each Ti and consider the tuple A = (PM T1|M , · · · , PM Td |M ).
First observe that,
PA(I ) =
d∑
i=1
(PM Ti |M )(PM Ti |M )∗
=
d∑
i=1
PM Ti T
∗
i |M
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Now, for m ∈M we have,
〈
d∑
i=1
PM Ti T
∗
i m , m 〉 =
d∑
i=1
〈PM Ti T ∗i m , m 〉
≤ 〈
d∑
i=1
Ti T
∗
i m , m 〉
≤ 〈m , m 〉 .
That implies
PA(I ) ≤ PT (I )|M ≤ IM
Similarly we can show that,
PnA (I ) ≤ PnT (I )|M
But the right hand side converges strongly to zero. So, PnA (I ) converges strongly to zero. 
It is certainly not true that a maximal commuting operator tuple is necessarily pure. For ex-
ample, let us consider a spherical isometry Z = (Z1,Z2, . . . ,Zd ) on a Hilbert spaceN , i.e., Zi are
commuting and
∑
Z ∗i Zi = IN . If for i = 1, 2, . . . , d , we define A i = Si ⊕Zi on Γs (Cd )⊕N , then
PAn (I ) = PSn (I )⊕PZ n (I ) = PSn (I )⊕ I and hence
(i) ∆An =∆Sn for every n = 1, 2, . . . and
(ii) as n→∞, the operator PAn (I ) converges strongly to a projection.
The next lemma connects an irreducible tuple with pure tuple.
Definition 5.2. A tuple T = (T1, · · · , Td ) on a common Hilbert space H is said to be irreducible if
there exists no proper closed subspace M ⊆H which is reducing under Ti for i = 1, · · · , d .
Lemma 5.3. If T = (T1, · · · , Td ) is an irreducible tuple such that∆T > 0, then T is pure
Proof. Theorem 4.5 of [5] states that if T = (T1, · · · , Td ) is any contractive tuple acting on a
separable Hilbert space H and ∆T = m (which is a non-negative integer or ∞), then there
is a separable Hilbert space M of dimension m , another separable Hilbert space N with
a tuple of operators Z = (Z1, · · · ,Zd ) acting on it, satisfying Z ∗i Z j = δi j for 1 ≤ i , j ≤ d and
Z1Z ∗1 + · · ·+ZnZ ∗n = IN such that :
(a ) H is contained in Hˆ = (Γ(C d )⊗M )⊕N as a subspace and it is co-invariant under A =
m .V ⊕Z .
(b ) T is the compression of A to H i.e,.
Ti 1 Ti 2 · · ·Ti k h = PH A i 1 A i 2 · · ·A i k h for every h ∈H , k ≥ 1and1≤ i 1, i 2, · · · , i k ≤ n .
(c ) Hˆ = s p a n{A i 1 A i 2 · · ·A i k h, whereh ∈H , k ≥ 1and1≤ i 1, i 2, · · · , i k ≤ n}.
Since (T1, · · · , Td ) is an irreducible tuple on H , so either H ⊆ Γ(C d )⊗M or H ⊆N . Now if H ⊆N then∆T = 0. So H ⊆ Γ(C d )⊗M and Ti = PH (Vi ⊗ IM )|H . As a result the tuple T = (T1, · · · , Td )
is pure. 
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The converse of this lemma is not true. Let us consider the operator tuple T = (V1⊕S1, · · · , Vd ⊕
Sd )defined on the Hilbert spaceΓ(C d )⊕Γs (C d ). Here T is pure,∆T = 2, but T is not irreducible.
We end with an example of a pure operator tuple, which is not maximal.Consider the Hilbert
space H =Γ(Cd−1)
⊕
C and let (T1, · · · , Td ) be the operator tuple on H given by
T1 =

V1 0
0 0

, · · · , Td−1 =

Vd−1 0
0 0

, Td =

0 0
0 r I

.
where 0< r < 1.
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