Abstract-This paper proposes an image-enhancement method to optimize photograph composition by rearranging foreground objects in the photograph. To adjust objects' positions while keeping the original scene content, we first perform a novel structure dependence analysis on the image to obtain the dependencies between all background regions. To determine the optimal positions for foreground objects, we formulate an optimization problem based on widely used heuristics for aesthetically pleasing pictures. Semantic relations between foreground objects are also taken into account during optimization. The final output is produced by moving foreground objects, together with their dependent regions, to optimal positions. The results show that our approach can effectively optimize photographs with single or multiple foreground objects without compromising the original photograph content.
I. INTRODUCTION

I
N recent years, the rapid development of digital photography has fostered demand for image-enhancement techniques. Much work has been devoted to converting problems of visual quality enhancement into computational ones. Such methods can greatly improve photograph quality based on global visual features such as tone [10] and clarity [23] , [30] . In the theory of visual psychology, human aesthetic judgments are mainly dependent on object-related cognition and processing [26] , and the geometric structure of the entire image is also an important aesthetic element [3] . However, the above methods do not support object-level manipulation to improve aesthetic structural qualities.
In aesthetic evaluation of images, composition considers object relationships and geometric structure, which is one of the most influential aesthetic factors [22] , [46] , [18] . Recently, a few researchers have attempted to use photographic composition rules in image processing algorithms to improve the aesthetic quality. The work in [31] first formulated the composition improvement problem as an optimization framework and used cropping-and-retargeting operations to achieve high-quality composition results. However, this method can potentially lose background information and may fail when objects are too large or too close to the border. Directly repositioning objects can avoid this problem. In [7] , objects can be moved to new positions suggested by a learning-based algorithm. Retargeting approaches were used in [19] , [32] to optimize objects' positions. However, the position of each object is determined separately, and there is no consideration of the global layout of the objects as a group. In this work, we focus on how to move foreground objects to positions to produce a result with greater aesthetic quality. There are two main challenges: 1) how to move the foreground objects without causing inconsistency with the background and 2) how to express as a computational problem the desire to find optimal positions of salient objects taken as a group, taking into account inter-object relationships.
We need an effective method to analyze the scene structure and decide which regions should be moved together with the foreground objects, and also a computational model to determine the best layout, which considers both semantic and geometric relations between different objects. We propose a system to rearrange foreground objects and optimize photograph composition. Our system has two main components: region dependence analysis and object position optimization. In dependence analysis, we use graph cuts based methods to optimize the dependence between over-segmented regions and the extracted objects, allowing us to determine which regions should be moved with each object. Using this approach, the scene structure around objects can be retained during repositioning. To determine the new object positions, we solve an optimization problem based on a set of well-known photographic composition rules. The final result is produced by placing each object with its dependent regions at optimal positions on the completed background.
The main contributions of our work are:
• a novel method to analyze the dependence between regions and objects in images, which considers both photographic and psychological impact; • a formulation as an optimization problem for global object layout improvement, taking into account inter-object relations.
II. RELATED WORK
Aesthetic assessment of photographs has been investigated in several previous works, based on global and local visual features [24] , [29] , [42] , and quantifiable aesthetic principles [14] , 1520-9210 © 2013 IEEE [28] . However, these methods only provide an overall evaluation of photographs, instead of guidance for geometry structure adjustment to improve the aesthetic quality, which is the focus of this work.
To improve the visual aesthetics of digital photographs, some researchers have considered how to manipulate image contents following aesthetic and psychological principles. Santella et al. [41] and Nishiyama et al. [35] performed cropping on the original photographs to find a best output based on users' attention. In [31] , the authors proposed a composition optimization approach using cropping and retargeting operators. However, cropping-based methods can potentially lose background information and can fail for large objects. Another attempt to improve photograph composition by manipulating foreground objects is found in [7] , where several photographic composition rules were used as guidance for placing objects at their best positions. However, the relations between different objects are not taken into account, and there is no guarantee of keeping semantic information presented in the scene. Our work does consider such issues to get a global optimal layout.
Other approaches to improve the aesthetic quality of photographs also exist. In-camera systems that automatically adjust the camera settings to satisfy compositional rules have been developed [1] , and some aesthetic features such as depth-of-field can be automatically controlled by the in-camera system [4] . However, these in-camera systems cannot improve the photograph composition after shooting. Recently, Merrell et al. [34] presented a furniture layout-guiding system based on some aesthetic rules, but it cannot deal with the photograph composition problem we focus on.
Image enhancement and editing are key tools in computer graphics. Early work of Porter and Duff [38] used an alpha matte to composite objects. Recent advances in alpha matting [44] have made it possible to generate more natural and visually pleasing results. Poisson blending [37] and its variations [8] , [48] , [49] reduce color mismatching by using gradient domain computations. Farbman et al. [16] showed how to achieve similar composition results efficiently. Various pixel-and patchbased approaches [47] also exist which underpin many applications like image reshuffling and inpainting [5] , [13] , [39] , [43] . Shape-aware image-editing methods enable object-level operations [11] , [20] , [50] . These works provide powerful interactive tools to manipulate image content, but they do not consider aesthetics, which have the potential to guide amateur users in achieving better visual results.
Related research is also found in the field of computer vision. Unsupervised image segmentation approaches like those given in [15] , [21] , and [51] provide the foundation for image structure analysis. Saliency detection methods [12] have been integrated into image segmentation methods [40] which extract foreground objects with high visual attention automatically. However, relationships between segmented regions are not extracted in these methods. If we perform operations only on certain regions, a main problem is that the underlying semantic structure of the scene may be damaged.
III. OVERVIEW
Given an input image, we adjust its composition by moving objects to produce a better layout, while keeping the original Fig. 2 . First, we extract clear foreground objects using a saliency cut [12] method. Then, over-segmentation is performed to divide the image into regions. We analyze the dependence relationships between foreground objects and background regions using a novel method based on multilabel graph cuts and determine those dependent regions that should be moved together with associated objects during repositioning. Section IV explains the structure dependence analysis in detail.
Knowing the dependence between foreground objects and background regions allows the algorithm to retain the semantic structure when designing the new composition. To determine the best layout of foreground objects, we formulate the aesthetic layout for multiple objects into an optimization problem. The optimization considers not only aesthetic rules, but also inter-object relations and connections between foreground objects and the background. In Section V, we show how we formulate the layout problem in terms of optimization. Finally we use alpha matting [27] to obtain a precise region with opacity value for each object and its dependent regions, and place them at the optimal positions in the background completed by PatchMatch [5] .
IV. PHOTOGRAPH STRUCTURE ANALYSIS
Changing the position of an object can damage the structure of the original scene. In existing image reshuffling work [5] , semantic information relating background components and target objects was not considered. Here, we describe how dependence analysis is performed to determine dependent regions which should move together with objects.
A. Preprocessing
First, to understand the structural contents of an image and the relationships between them, we extract the foreground objects and make a fine segmentation to obtain regions as the input Fig. 2 . Flowchart. We first extract objects and segment the image into regions, then perform a dependence analysis on them. Objects' optimal positions are calculated by composition optimization. Objects together with their dependent regions are composited at optimal positions on the completed background.
of our analysis algorithm. This is achieved through several automatic operations on the input photograph.
Foreground objects extraction: Saliency detection methods can be combined with interactive segmentation methods to detect foreground objects from an image. We use the saliency-cut method proposed in [12] to extract major objects. In saliency-cut, pixels with high (or low) saliency values are labeled as foreground (or background), which are then passed to GrabCut [40] . The segmented foreground result is regarded as a foreground object. We use saliency-cut to sequentially extract each foreground object using an iterative process. At each iteration, pixels belonging to the object extracted in the last iteration are set to background, and the saliency threshold for the pixels which will be set as foreground is reduced by a constant amount of 0.04, where saliency values range from 0 to 1.
Pre-segmentation We use the automatic image segmentation method in [17] to divide the input image into over-segmented regions; these are taken as the basic structural elements of the image. The saliency value for each region is obtained by the region contrast method [12] . For the th object, we group all regions that have more than half of their area covered by the object as the object regions. Regions with a saliency value smaller than some threshold are regarded as pure background, as in Fig. 3 .
B. Features of Regions for Dependence Analysis
To measure the degree of visual dependence between regions, each region needs to be quantified with proper visual features. Based on photography and psychology [46] , the following features were carefully selected after multiple experiments.
1) Acutance: Foreground objects and regions closely related to them, i.e., physically close or semantically relevant to the objects, more readily draw people's attention because they have higher local contrast than the main background, or higheracutance. Acutance describes how quickly image information transfers at an edge, and high acutance results in sharp transitions and details with clearly defined borders. Based on a weighted average of second-order derivatives of pixels, we may measure the acutance of a region as (1) in which if the second-order derivative is larger than a threshold . We take . denotes the total number of pixels in the region, is the Gaussian normalization function in [2] .
2) Sharpness: Photos may have a greater or lesser depth-offield (DOF); regions in focus have higher sharpness of details. If a focused object does not move with those surrounding regions which share the same depth, this will cause damage to the DOF structure of the photograph, as shown in Fig. 4(h) . Thus, sharpness is an important feature. Regions with greater sharpness typically have more energy in the high frequency range of the Fourier spectrum of the image. Therefore, inspired by [33] , we use the ratio between higher and lower frequency-band energy to measure sharpness as (2) where and are the width and height of the image, is the high-frequency band, is the low-frequency band, and is the central frequency. In our experiments, .
3) Harmony Between Main Colors:
When moving the objects, the region surrounding them should be harmonious with them, making the objects more consistent and coordinated with surrounding elements. Thus, we add harmony between main colors of adjacent regions to help decide which regions should move along with objects. We use the color-harmony model proposed by Ou et al. [36] for color combinations. Given two colors in CIELAB space, the harmony may be calculated as (3) where For more details, see [36] . The range of the above score is from 5 to 5, so we define a color harmony distance between the two region's main colors as (4)
C. Dependence Analysis by Multi-Label Graph Cuts
Objects in an image are not always independent on the background. As shown in Fig. 4 , if the connections between objects and certain background regions are broken, the semantic structure can be destroyed. We need to determine which regions have stronger ties with foreground objects, and which ones are more like background components. When moving an object, the regions strongly tied to the object should be moved with it, keeping their relative positions. Thus, all regions are classified as either a dependent region of a certain object or background.
To determine dependence relations, the following issues need to be considered. First, if there is a clear DOF layering structure, the regions sharing the same sharpness as the object should be set as dependent on it, as shown in Fig. 4(e) . Second, regions semantically related to objects, with higher acutance than other background regions, or having harmonious colors with the objects are also set as dependent. An example of this is the rough snow under the chair in Fig. 4(a) . To obtain the two kinds of dependence, we use the features in Section IV-B to describe each region and measure the dependence in the feature space.
If a pair of regions has adjacent pixels, we mark them as neighbors. The set of all such neighbor pairs is denoted as . Thus, considering the labels (denoted by ) of reference regions belonging to objects and the low-saliency background as possible labels for the other regions, labels are assigned by cost optimization. Each target region is given a label from according to feature distances between the region and its label, and the desire for neighbors to have a common labeling. The energy function is defined as (5) in which is the set of all of the regions, . The label energy term is defined by the distance in feature space (6) Neighbor regions with similar features should be more likely to have the same label, thus if otherwise.
A weighted undirected graph is constructed over all regions (see Fig. 5 ). The nodes correspond to the regions, and, for neighbors , we add edge to . The weight of is . We set the fixed labels for regions in as themselves. Because the distance measurements are not metric, we use swap to optimize the multilabel graph cuts problem as proposed in [9] . Given labels, it takes iterations to perform the swap algorithm. In each iteration, a max-flow algorithm with a complexity of in the worst case is performed, where is the number of edges, and is the number of regions. Thus, the overall complexity of the dependency analysis is in the worst case. As Fig. 3 shows, graph cuts optimization gives the semantically dependent regions for the foreground objects. The structure of the original photograph can be preserved after moving the object with dependent regions.
V. OBJECT LAYOUT OPTIMIZATION
Good composition is obtained by carefully placing objects [18] , [22] , [46] . Here, we convert the commonly used composition rules into computable measurements and transform the layout problem into an optimization problem to find the optimal positions for objects.
A. Layout Optimization Objective
To formulate our objective for layout optimization, aesthetic criteria for composition are used in combination with constraints and relations between objects. In [31] , the rule of thirds and visual balance are used as guidelines for salient regions' positions to perform a best cropping-retargeting operation. We also adopt these two well-known composition rules (see Fig. 6 ) in our object layout evaluation. The diagonal rule [18] is another an important guideline for laying out multiple objects, and we also include it in our optimization model. In addition, as freely placing objects easily damages the global structure of the original image, various constraints are included to limit the changes and correlation between objects is used to maintain possible semantic relationships.
We normalize the positions of the objects in . The centroid of the most salient region of object is used as the object center . The mass of the th object is the number of pixels it contains, normalized by the total number of pixels in all objects, and denoted as . Our object layout optimization objective for photograph composition is built from the following terms.
1) Distance From Power Points:
The power points [31] , are the four intersections of the horizonal/vertical lines in the rule of thirds. To make the photograph more appealing, the photographer is often advised to place key foreground objects on one of the power points. In normalized coordinates, the power points are . The energy term for the power point distance is defined as (8) where is the nearest power point to the current position.
2) Distance From Diagonal Lines:
According to the diagonal rule, important elements of the picture should be placed along these diagonals, and the line through two foreground objects should be also along one of the diagonals [18] . The associated energy term is calculated by the sum of all of the distances between line segments connecting each pair of objects and the two diagonal lines and and is given as follows: (9) where
In the above equations, is the midpoint of , and is the angle between and . measures the distance between and the diagonals and , and measures the angular distance between and the diagonals. The term reaches a minimum value when the line segment is similar and close to one of the diagonals, and the maximum value when is a vertical or horizontal line with equal distance from the two diagonals. Normalization constants ensure values in . 3) Visual Balance: Visual balance is a well-known aesthetic criterion in art. The method proposed in [31] is adopted here, and we use the distance from center of mass of all objects to the image center as the visual balance value. Let denote the center of mass. This term is defined as (10) where . 4) Relevance of Objects: Changing objects' relative positions may damage semantic information in the image (see Fig. 7 ). To maintain the semantics, relative positions of relevant objects should be kept consistent when moving them. Objects with similar shapes or in the same category are often used as highly relevant foregrounds when people take photographs [18] . We use shape similarity and color distribution similarity to measure relevance. The shape similarity is measured by shape context [6] . In terms of color similarity measurement, we first quantize each color channel into 12 values in color space giving colors, then calculate objects' histograms in the color space. Next, we compare each pair of objects' histograms using -distance to obtain the score as (11) The total similarity score is calculated as (12) where is a tuning parameter, set to 0.5 in our experiments. Let denote the relative position between original positions of and , and let be the changed relative position. The energy term with respect to change of relative positions is (13) 5) Constraints and Penalty: Given the above four energy terms, free repositioning can still lead to results compromising the original scene structure. Thus, we add a penalty term to ensure the final positions are the nearest optimal solutions to the initial layout. For the th object, the penalty value is where means taking integers of downwardly. We set . adds 1 for each additional in . Sometimes, an object and its dependent regions may reach the image boundary, in which case it cannot be moved freely as there is insufficient information to complete the object and the dependent regions. For example, see Fig. 8(b) and (d) . We have to limit the motion allowed in such situations; the foreground objects' vertical positions should not be higher than their original vertical positions.
B. Layout Optimization
Given the above energy terms, the optimization objective is (14) The parameters for the objective function are the and coordinates of the centers of interest for all objects, so there are variables each of which must lie in in the normalized image coordinate system. The weight controls the impact of the relation between objects. A larger makes the relative positions of the objects change less. The default value for is 1. The heuristic method particle swarm optimization [25] is adopted to search for the optimal solution. In PSO, the worst-case running time complexity is , where is the number of particles, and is the maximum iteration times. We use and in our experiments. As Fig. 1 shows, our optimization method can make the objects' positions better agree with the composition rules, improving the aesthetic quality.
Generating output: We calculate the alpha value of each object with its dependent regions to obtain a precise region mask as well as its opacity, using the method in [27] . Then, we use the content-aware fill method in Adobe Photoshop to complete the background. The final result is produced by a linear combination of pixel values of each foreground object in its new position, with its dependent regions, and the background.
VI. DISCUSSION AND USER STUDY
A number of examples are presented here to demonstrate the performance of our approach. All examples were tested on a PC with a Core 2 Duo CPU at 2.66 GHz and 4-GB RAM. Dependence analysis takes approximately 2 s and position optimization takes 0.2-0.6 s for an 800 640 image.
The optimal solution of (14) balances all energy terms, avoiding mechanical results that can otherwise appear as a result of single target optimization. In Fig. 8(a) , under the influence of the power point distance, diagonal line distance and visual balance term, the football is placed slightly above the power point, instead of exactly on it, which gives a better visual balance. Fig. 8(c) shows a result with multiple objects, where the splashes around the man and the boy are detected as dependent regions, and the global layout is more balanced after optimization. Sometimes, amateur photographers make composition mistakes like that in Fig. 8(d) , where two people in the background look to be standing on the head of the foreground man. Since the regions with the two people are not dependent on the foreground man because they have different sharpness and acutance, our method can deal with this kind of problem, improving the composition.
Our approach preserves the original scene structure to the degree possible. The semantic information in an image includes not only the relation of the background with objects, e.g., reflections on water, or regions sharing the same depth and focus, but it also includes the relations between objects. As shown in Figs. 3 and 4 , moving the dependent regions together with an object produces more natural results. The effect of object relevance is shown in Fig. 7 . The two dogs have similar shapes, with a relatively large value for the relevance term in (14) . Thus, in the optimal solution, the chasing relation between these two dogs is retained. Additional results are shown at the end of the paper (cf. Fig. 14) and supplemental materials. Fig. 9 compares our results with the crop-resizing photograph composition method [31] . When objects are too close to the image border, it is difficult to improve compositions by cropping or resizing, but our method can automatically move such objects to a better position, thus improving the composition.
Our optimization framework also supports aesthetic cropping. Taking the top left corner of the cropping window and the width and height as the optimization space, we can find the optimal composition again using (14) . An example is given in Fig. 10 , where the objects have a more pleasant layout in the new frame.
User Study: A user study was performed to evaluate our method. Forty-five pairs of photographs were prepared, the original and our modified output; these were randomly placed next to each other. We invited 20 participants, 90% of them with no expertise in photography, and we did not tell them anything about the composition rules we used to optimize the photographs. To eliminate bias, the participants were selected from different age and gender groups. There were five males and five females in both the groups of age 18-30 and 31-45. They were asked to assign an integer rank from 3 to 3 to indicate how much more pleasing one's composition of the objects was than the other's. A positive score meant the photograph on the right was more appealing than the one on the left and vice versa. The user study outcome is shown in Fig. 11 . It can be seen that our method improves the aesthetic quality effectively, with 91 percent of images judged to be improved to differing extents. More details for the user study are provided in the supplemental materials.
Limitations: We mainly focus on the layout of the foreground object positions. There are some other aspects of composition and scene structure in photography, such as the guiding lines/ shapes, which are hard to detect and find a uniform formalized definition, and we do not integrate them into our optimization framework. This introduces limitations. As in Fig. 12 (top) , there are abstract guiding lines formed by the tall-shaped front bird itself and the row of small birds, but the structure is destroyed by moving the large bird to the nearest power point. If the composition is not formed by the layout of objects, our method cannot improve the aesthetic quality either, e.g., a photograph whose composition is formed by the lines/curves in the frame. It also introduces limitations when some semantic information of objects affects the composition, e.g., we cannot guarantee that the animal/person will face to the appropriate side after optimization.
There are some specific cases we may fail using the unified optimizing framework. As in Fig. 12 (bottom) , moving the only foreground object which takes up a large portion of the image disrupts the visual balance. Sometimes, foreground objects have semantic relationship which cannot be detected by comparing visual features as in Section V-A4). How to improve their compositions is also beyond the capability of our method. In the future work, we need add more specific strategies, such as handling scenes with one large object and avoiding risks of collision between a lot of small objects.
Our method is dependent on the object extracting results by the saliency cut. Scattered background and occlusion between objects can lead to failures in objects extraction and dependence analysis. Requisite background completion and alpha matting may also fail to produce pleasing results in those cases. One such example is shown in Fig. 13(a) . Some amateur photographers make bad composition because the objects miss important parts, like the Fig. 13(b) . We cannot optimize them either, because there is not enough information to complete the objects.
VII. CONCLUSION
We have proposed an automatic approach to optimize photograph composition, based on repositioning foreground objects in the photograph frame. The new approach includes two key components, structure dependence analysis and layout optimization, which enables the algorithm to keep the scene structure around objects being moved and to find the best position for each object. This approach improves the aesthetic quality of photographs while preserving background information as well as the geometry of the original frame and each object. The user study shows that our automatic photograph composition optimization method is effective in most cases. In the future work, further issues in photographic composition, such as simplicity, viewpoint, and guiding lines, will be explored, and more factors which influence aesthetic subjective sensation, like affections [45] , will also be considered.
