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Abstract 
Parallel versions of the block Chebyshev algorithm to generate the recursion coefficients of orthonormal matrix 
polynomials and the Gaussian quadrature algorithm to approximate matrix integrals on the real ine are implemented 
on an SP1. 
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1. Introduct ion 
The aim of this paper is to implement the Gaussian quadrature rules for matrix-valued functions 
on a multiprocessor. In [26] we have constructed quadrature formulas, using orthonormal matrix 
polynomials, to approximate matrix integrals on the real line. Now we will give a formula to 
determine the quadrature weights using the eigenvalues and first p components of the normalized 
eigenvectors of a symmetric block tridiagonal matrix. Since the elements of the main and first 
subdiagonal are the recursion coefficients of the corresponding orthonormal matrix polynomials, 
the block version of the modified Chebyshev algorithm to compute these recursion coefficients 
from the modified moments is constructed. 
The algorithms are implemented on a multiprocessor based on RiSC-processors. Some RiSC- 
processors, with their own memory and disk, are connected and put together in one box. This leads 
to a multiprocessor with distributed memory. Different manufacturers use this principle, for 
example IBM has put together some of their RiSC-processors and calls the new configuration 
Scalable Power machine. 
To take care of the communication between different processors, the user needs instructions 
which he can call from his C or Fortran programs. These instructions are part of a message passing 
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library. Linda, PVM, MPL, Express,... are examples of such libraries. We use PVM, Parallel 
Virtual Machine, which is developed at the Oak Ridge National Laboratory and is publicly 
available. 
In Section 2 we explain what matrix polynomials are, introduce orthogonal matrix polynomials 
on the real line and discuss ome properties which are needed in the following sections. In Section 
3 we give the Gaussian quadrature rules and in Section 4 we discuss two parallel algorithms. The 
first one is the block version of the modified Chebyshev algorithm and the second one is an 
implementation f the Gaussian quadrature rules. 
2. Orthogonal matrix polynomials 
If A0,A1, ... ,A, are elements of ~pxp, A, ~ 0 and x ~ •, then we call 
P(x) = A,x n + A,_ 1 xn-  1 ..]_ . . . .~_  A1 x + Ao, 
a matrix polynomial of degree n. A point Xo is a zero of P if det P(xo) -- 0. Note that if the leading 
coefficient of P is nonsingular, det P(x) is a polynomial of degree np. Other important notions can 
be found in [,,18,26,27]. 
Let ~P×P[-x] be the set of polynomials in a real variable x whose coefficients are p x p matrices 
with real entries and let W be a weight matrix function integrable over [a, b] (see [-21, 17]), i.e. W(x) 
is a nonnegative definite matrix for every x ~ [,a, b]. We can define two inner products on ~PXP[x]: 
the left inner product is given by 
(P, QSL = f [  P(x) W(x)Q(x) vdx 
and the right inner product satisfies 
1.  b 
(P, QSR = J, P(x) v W(x)Q(x) dx, 
where P, Q ~ ~p×p[x]. 
A generalization fthe Gram-Schmidt orthonormalization procedure for the set {I, xI, x2I, ... } 
with respect to these inner products produces a set of left orthonormal matrix polynomials {P, },% o 
which satisfy 
(P,,, Pm>t ---- f [  P.(X) W(x)Pm(x) T dx = 6., mI 
and a set of right orthonormal matrix polynomials {Q.}~= o satisfying 
¢1 b 
(O,, Qm)R = [ Q,(x)TW(x)Qm(x) dx = 6,,mI. 
3, 
Moreover, P, and Q, are matrix polynomials of degree n, with nonsingular leading coefficient. The 
left orthonormal matrix polynomials P~ are defined up to a multiplication on the left by an 
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orthogonal matrix and the right orthonormal matrix polynomials Q. are defined up to a multipli- 
cation on the right by an orthogonal matrix• 
Since the left and right orthogonal polynomials are closely related, Q. = pT  we restrict ourselves 
to the discussion of the left inner product ( ' , ' )L .  
As in the scalar case, the orthonormal matrix polynomials are orthogonal to every matrix 
polynomial of lower degree and they satisfy a three term recurrence relation (see [21, 17]) 
T xP.(x) = D.+IP.+I(X) + E.P.(x) + D.P. - I (X) ,  n >~ O, 
where P_ 1 = 0, Po -- I, D. is nonsingular and E. is symmetric• 
Using this recurrence relation we can show that the zeros of P. can be determined as the 
eigenvalues of a symmetric block tridiagonal np × np matrix• 
Theorem 2.1. Let Xo be a zero of P, with associated right root vector Vo, then Xo is an eigenvalue and 
the np-dimensional vector 
n- -1  col(Pi(xo)vo)i=o 





• • ° • ° • 
D -2 
• ° • 
E,_2 D._ 1 
D~ x_ E._ 1 1 
Proof. Since Xo is a zero of P. with corresponding root vector Vo, the recurrence relation becomes 
XoPo(Xo)Vo = D1Pl(xo)Vo + EoPo(xo)vo, 
XoPk(Xo)Vo = Dk+IPk+I(Xo)Vo + EkPk(Xo)Vo + D~Pk-l(Xo)Vo, 1 <<. k <<. n - 2, 
xoP.-  x (Xo)Vo = E._ 1P.- 1 (Xo)Vo + Dx~- xP.- 2(Xo)Vo. 
The proof follows from putting these equations in matrix form. [] 
3. Gaussian quadrature on the real line 
In [26] we have shown how an integral of matrix functions can be approximated bya sum, using 
orthonormal matrix polynomials• 
Theorem 3.1. Let (X, J) be a Jordan pair of the orthonormal matrix polynomial P.(x) on the interval 
[a,b] and with respect o the weight matrix function W(x). Then we have 
f (x)W(x)G(x)Tdx ~_ F(xi)AiG(xi) T, 
i=1  
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where k is the number of different zeros xi, ml is the multiplicity of xi, vi,j are the vectors associated 
with xi, 
and 




v ~ i, mi 
V T i. 1 
"'" Vi, mi) L[ -  1 V T 
i, mi 
n -1  
Z PJ(xi)TpJ(xi)(Vi, l "'" Vi, mi). 
j=O 
This quadrature formula is exact for matrix polynomials F(x) and G(x) which satisfy 
deg F(x) + deg G(x) <<, 2n - 1. 
The formula to compute the quadrature weights A~, i = 1, 2, . . . ,  k, looks very difficult but some 
straightforward matrix computations and Theorem 2.1 yields the following result. 
Theorem 3.2. Let U "'j), j = 1,2, ... ,m~ be the eigenvectors of the matrix J, associated with the 
eigenvalue xg. Then the quadrature weights are given by 
U(~, 1) T 
U(~, 2) T 




(Gi)s,t : u(i's)T u(i") 
and U~ 'j) is the vector consisting of the first p components of U "'j). 
Proof. Let x i be an eigenvalue of J ,  with multiplicity mi and let U "'i), j = 1, ... ,mi, be the 
corresponding eigenvectors. Theorem 2.1 shows that the eigenvectors atisfy 
U (I i, j) 
- .  ~U(C., = . = 
?r(i,J) 
~J n -1  
Po(xi) vcj 




P . - , (x3v~, j  
T ,~,- ,  Pj(xJPj(xi)v, , ,  = (G&, .  []  such that U (i's)T U "'') = Vi, s2.., j= 0 
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Further simplification occurs when the eigenvectors are normalized: 
/V~ 'I)T 
] 1/(i, 2)T 
Ai=(v ,l v  ... "° .  , 
\V~ ,m,)T 
where V(~ 'j) is the vector consisting of the first p components of the normalized eigenvector V (i'j). 
So we need to know the eigenvalues and the first p components of the normalized eigenvectors of
a symmetric block tridiagonal matrix. The elements of this matrix are the recursion coefficients of 
the corresponding orthonormal matrix polynomials. Since these matrix polynomials are defined up 
to a multiplication on the left by an orthogonal matrix, we can choose this factor such that the 
recursion coefficients D, are lower triangular matrices. In this case J,  becomes a symmetric 
bandmatrix with semi-bandwidth p. 
4. Algorithms to approximate a matrix integral 
4.1. Generation of  the recursion coefficients 
The recursion coefficients E~ and D~, i=  0, 1,... ,n -  1, can be computed from the first 2n 
moments Sk = S ba xkw (X)dx, k = 0, 1, .. . ,  2n - 1, by means of the block version of the Chebyshev 
algorithm. In [14-16] the Chebyshev algorithm is described for the classical case p = 1. Since for 
p = 1 it is better to use the modified Chebyshev algorithm, which computes the recursion 
coefficients from modified moments, we will treat the block version of this modified Chebyshev 
algorithm. A comparison of the conditioning of the modified Chebyshev algorithm versus the 
Chebyshev algorithm for power moments as done by Gautschi [14-16] is of interest but due to 
space limitations this will not be considered here. 
Consider a set of matrix polynomials {Q,}2=o which satisfy the recurrence relation 
XQk(X) = Ak+IQk+I(X ) + BkQk(X ) -~- CkQk-l(X), k = 0, 1,2 . . . . .  
Q-1 = 0, Qo -- I and with A1,A2 . . . .  nonsingular matrices. 
The modified moments of the matrix weight function W with respect o {Qk} are given by 
Mj = f f  W(x)Qj(x)T dx = (I,  Q j ) .  
Define 
trk.t = f~ Pk (X) W (x) Qz (x) T dx = (P , ,  Qz ) ,  
then a_ 1,~ = 0, ao,t = M~ and from the recurrence relations we see that the matrices trk,~ can be 
computed recursively by 
Dktrk, t = ~rk- l,t + x A[+ l + trk- ,, iB[ -- Ek- l(Tk- l,l -[- ~k-  l , l -1  CT  - -  DT- I (Tk- 2,1 . 
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Let Lj ,  j be the leading coefficient of Qj, then Lj ,  j = A 7 XA7_11, ..., Ai-1, Lj_ 1,i-aLj-, 1 = A j  and 
the orthonormality of Pk implies ao, o I and ak~k ~ -T T = = Lk, kKk, k, with Kk, k the leading coeff icient of  
Pk. These equations will be used to derive expressions for the recursion coefficients in terms of the 
matrices ak,~. 
The recursion coefficient Do is arbitrary and will be chosen equal to I. Eo satisfies 
Eo = <xPo,Po> = ao, xA~ + B~ = Bo + A1(7o,1 
and after some computation we find 
. -  1 "LT__- 1 - -  (Tk kATak  -1 D[ = <XPk,Pk- I> = 6k,k(Lk- l ,k- lL 'k,k!  Uk- l ,k -1  - -  , 1,k - l ,  
-1  -T  -T  -T  T Ek <XPk,Pk> = (7k,k+IA[+I(Tk,k -- (7k,kAk+lLk+l,k+lLT+ T -1 = 1 ,kAk+l (Tk ,k  + Kk, kKk,k-1 • 
From the recurrence relations for {Pk} and {Qk} we derive expressions for -T T Kk,k Kk,k_ l and 
LR + - 1 wh ich  lead  to  Ek T - 1 T - 1 T - 1 1 ,kLk  + l , k  + l = (7k,k + l Ak  + lak ,k  - -  Okak_  l , kak ,  k + (Tk, kek(7k ,  k • 
Thus we have the following algorithm: 
(1) (7-1,1 = 0, l = 1,2 . . . .  ,2n - 2, 
(2) ao,t = Ml, I = 0,1, ... ,2n -- 1, 
(3) Do = I, Eo = (70,1A T + Bo T. 
(4) Fork=l ,2 , . . . ,n - ldo  
T T (4a) DkD [ = ((7 k_ 1,k+ 1Ak+ 1 "J- (7k -  1 ,kBk  - -  Ek- 1(7g - 1,k 
JC (7k -  l , k -  l C :  - -  DT- l(Tk- 2,k) A[ (T i J  l,k - , 
= T (4b) (Tk, k Dkl ( (Tk_ l ,k+ lAk+l  + (Tk-l,k BT -- Ek- l (Tk-1,  k + (Tk - l . k - lC [  -- DT-l(Tk-2,k) 
(4c) For l=k+l  . . . . .  2n -k - ldo  
(Tk,, = D i l ( (Tk - I , I+ IA~+I  + (Tk-l , lB T -- gk - l (Tk - l , t  + (Tk- l , l -1  CT -- DT-l(Tk-2,1) 
= - l _D[ (Tk_  -1  T -1  (4d) E k (Tk,k+lAT+l(Tk,k 1,k(Tk,k + (Tk,kBk(Tk,k 
The algorithm is summarized in Fig. 1. 
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Fig. 1. Computation of tTk, l: (0) matrix needed for the computation of D k and Ek; and (©) matrix needed for the 
computation of other O'k,i. 
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If we look at the algorithm, we see that the computations in loop (4c) can be performed 
simultaneously. The computation of the matrix O-k,i only depends on matrices of the two previous 
rows. To achieve a satisfactory loadbalance we proceed as follows: let r be the number of matrices 
to compute in the considered row, nproc the number of processors we are able to use and npr the 
number of processors we are using at the moment. Take numb = Fr/nprT, rst = r - (npr - 1)* numb 
and let the first processor compute rst elements and the other processors will each compute numb 
elements. This means that the first processor can have less O'k,t'S to compute, but this will be 
compensated by the extra amount of work this processor has to perform in order to compute the 
recursion coefficients Dk+l and Ek. 
To prevent under-utilization of processors, we introduce a parameter 9 and from the moment 
numb <<. 9, we reduce the number of processors which will be used during the remaining part of the 
algorithm. We will keep processor 1 running and leave out the processor with the smallest number 
~> 2. From the moment npr = 1, we put numb = 0 and rst = r. 
After the computation of the matrices of the considered row, each processor has to send or 
receive elements from its neighbours. In order to know which processors are neighbours, each 
processor will store two variables left and right which indicate its neighbours. Besides these 
variables, each processor has at its disposal the numbers bi and ei, i = 1, 2, 3, which indicate which 
ak,. were computed uring the actual step, namely ak,b,, ... ,~k,e~, and which will be computed 
during the two following steps, O-k + 1, b2,  " ' "  , O'k + 1,e2 and ak + 2,b . . . . .  , O-k + 2, ea" 
One can show that the number of operations of the serial algorithm is of the order 10p3n 2. If n is 
large enough the part of the parallel algorithm handled by npr < nproc processors will be 
negligible. This means that the number of operations of the parallel algorithm is of the order 
lOp3n2/nproc. 
Of course, the communication cannot be neglected. We can show that the number of messages i
given by Nmess g (2nproc - 1 -- 2/nproc)n, while the total length of the messages g len ,  expressed in 
bytes, satisfies 
nproc 2 3 4 >1 5 
Nlen ~ 72p2n ..~ (416/3)pZn ~ 212p2n ~ 80nprocp2n 
The ratio communication/computation, but also the fact that the number of messages increases 
as the number of processors increases, while the number of operations decreases, how that n and 
p have to be large enough to achieve satisfactory speed-up. 
An implementation of the serial and parallel algorithm on a SP1, using the message passing 
library PVM, leads to the following results (Tables 1 and 2, Figs. 2 and 3). 
Example 1. Let p = 2 and take W(x)  = 0.5• on [ -  1, 1]. Then the modified moments with respect o 
the diagonal matrix polynomials with the Chebyshev polynomials of the 2nd kind on the diagonal 
(A, = C, = 0.5• and B, = 0, n = 0, 1, ... ) are given by M21 = [1/(2/+ 1)] I, M21+ 1 = 0, l = 0, 1, 2, . . . .  
First we determine the optimal value of the parameter g which depends on the machine we are 
working with, the number of processors and the block size of the matrices. The execution times on 
4 processors for 9 = 20, 40, 60, 80 are very close, but for 9 = 40 they are the smallest. Using 9 = 40. 
even for a different number of processors, leads to the execution times (in s) shown in Table 1. 
376 
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n 200 400 600 800 1000 1200 1400 1600 1800 2000 
Serial 2.630 10.428 23.739 41.911 67.178 94.404 128.551 167.432 211.944 261.646 
nproc = 2 2.336 6.741 14.029 23.863 36.459 51 .550 69 .539  89.744 112.687 138.472 
Speed-up 1.13 1.55 1.69 1.76 1.84 1.83 1.85 1.87 1.88 1.89 
nproc = 4 2.144 5.656 10.601 16.870 24.485 33 .515 43 .776  55.408 68.228 82.619 
Speed-up 1.23 1.84 2.24 2.48 2.74 2.82 2.94 3.02 3.11 3.17 
nproc = 8 2.744 5.791 10.916 16.898 22.003 29.371 37.433 44.867 53.115 62.546 
Speed-up 0.96 1.80 2.17 2.48 3.05 3.21 3.43 3.73 3.99 4.18 
Table 2 
n 200 400 600 800 1000 1200 1400 1600 1800 2000 
Serial 5.066 20.238 45.522 80.976 126.525 182.174 247.855 323.592 409.747 509.383 
nproc = 2 3.907 12.284 26.312 45.771 69 .354  99.071 133.093 175.172 217.823 271.258 
Speed-up 1.30 1.65 1.73 1.77 1.82 1.84 1.86 1.85 1.88 1.88 
nproc = 4 3.573 9.709 18.478 30 .060  44.281 61.333 80.707 102.833 127.902 155.498 
Speed-up 1.42 2.08 2.46 2.69 2.86 2.97 3.07 3.15 3.20 3.28 
nproc = 8 4.434 10.267 18.042 25.908 36.261 47.894 60.414 74.133 89.522 106.547 
Speed-up 1.14 1.97 2.52 3.13 3.49 3.80 4.10 4.37 4.58 4.78 
Example 2. Let p = 5 and take 
!2 ~x 0 0 0 
¼x 0 0 
1 
1 x 0 w(x) = o ¼x : 
1 _1 1 - - x  0 0 2 /~x 2 
2x /~ V~ 
1 1 
0 0 0 2,/q-~x 
on the interval [ -1 ,  1]. Then the modified moments  with respect to the diagonal matrix poly- 
nomials with the Chebyshev polynomials of the 2nd kind on the diagonal (A, = C, = 0.51 and 
B, = 0, n = 0, 1, ... ) are given by M21 = [1 / (2 /+ 1)] I and M2t + a is a tr idiagonal matrix with zeros 
on the main diagonal and, on both subdiagonals, the vector (a /4 ,a /2 ,a / .4 /2 ,a /~)  where 
a = 2( /+ 1)/[(2l + 1)(2/+ 3)3. 
Again the execution times of the algorithm on 4 processors with g = 20, 40, 60 are very close. If 
we take g = 40, we get the execution times (in s) as shown in Table 2. 
The speed-ups on 2 and 4 processors are very close to the max imum speed-up of 2 and 4, 
respectively. In the case where we are using 8 processors, the time spent in communicat ion  becomes 
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significant in comparison with the time spent in computation and this will influence the speed-up. 
For larger n the results improve since the time spent in computation increases much faster than the 
time spent in communication. 
4.2. Gaussian quadrature 
As already mentioned, the Gaussian quadrature weights can be computed by means of the 
eigenvalues and the first p components of the orthonormalized eigenvectors of a symmetric band- 
matrix with semi-bandwidth p. So the construction of a parallel algorithm for the approximation 
378 A. Sinap /Journal of Computational and Applied Mathematics 65 (1995) 369-385 
of a matrix integral will be mainly the construction of a parallel algorithm for the computation of
the eigensystem of a symmetric bandmatrix. 
The classical approach for this problem consists of two steps (see, for example, the routines of the 
LAPACK-library), first the given matrix A is reduced to a similar tridiagonal matrix T and then 
the tridiagonal eigenproblem is solved by means of the QR or QL algorithm. 
Going through the literature of algorithms for the solution of eigenproblems onmultiprocessors 
we find parallel algorithms to reduce the given matrix to a similar tridiagonal matrix, e.g. 
[12, 19, 20, 22, 25]. The eigensystem of the symmetric tridiagonal matrix can be determined by the 
parallel QR-algorithm, see e.g. [3, 4, 23, 24]. On the other hand, we often find divide-and-conquer 
methods, [1,2,8,10,11]. In [1] a divide and conquer method to compute the eigensystem of
a symmetric bandmatrix is described. The algorithm was implemented on a shared memory 
multi-processor. We will adapt this algorithm in order to compute the quadrature weights and 
implement i on a SP. 
Suppose A = (oi , j ) i , j=l,  N is a symmetric bandmatrix with semi-bandwidth p (a~.j = 0 for 
[i - J l  > P). Choose k~ and k2 such that kl + k2 + p = N and let 
A 1 V 1 0 
A= v ,  A 
0 V2 A2 
Perform a similarity transformation of A: 
Ikl 0 0 Ax V1 
A = pT Ap  = 0 0 lk~ V ~I A 
0 Iv 0 0 V 2 A2 
and define 
(VlX~, (01  0 ) 
V = ~V2/  Ao = A2 • 
The spectral decompositions 
Ai ~ ~klxkl Vi ~ ~kixp, A ~ ~pxp. 
0 Ikl 0 0 
V T2 0 0 I v 
0 Ik~ 0 
A1 0 V 1 
= 0 A 2 V 2 
V T T 1 V2 A 
Ai QiAiQi r, Ai diag(2~ ) ,li) . . . . . . . .  '~k,-m), i = 1,2 
can be computed by means of the classical algorithms or we can perform the divide and conquer 
algorithm to further reduce the order of the blocks. Once the spectral decompositions of the 
submatrices are known the spectral decomposition f A can be computed by means of the following 
algorithm: 
4(0) 4(0) (1) Combine and sort the eigenvalues of A1 and A2: •o ~< ~1 ~ " ' "  ~ ~'(N0)-p-X • 
(2) Let ~.~o °~< ,~1 °~ < ... < ~.~- 1, be the m distinct eigenvalues of o-(Ao). 
(3) Determine ~ and ~o) such that ,~1 ~< 2j ~< ,~o),,, j = 0, 1, ..., N -- 1, where 2j are the 
eigenvalues of A. 
o0v" (4) Determine U = (o °' e2 
(5) For j=- l ,0 , . . . ,mdo 
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(a) Determine the extended Weinstein matrix 
=(A - ~}°)Ip- VV(Ao- ~°)/)+ V VTQ~,, We(~ °)) \ QTv 0 u J 
and compute its inertia (negj, null, post). (0, is the/~ x/~ matrix with all components equal to 
0 and B + is the pseudo-inverse of B). 
(b) If We2~ °)) is singular, 
. Determine the null space JV(We([~°))). 
• Determine the corresponding orthonormal basis of the eigenspace of A. 
(6) For j = 0, 1, . . . ,  m (determine the eigenvalues in the interval (2~°_)1, ~.~°))). ° 
(a) Let M be equal to the number of eigenvalues of A in the interval (~.~1,2~°)). 
(b) If m > 0 
• Isolate the eigenvalues in the interval by means of bisection, using the inertia of the 
Weinstein matrix W(2) = A - 211, - vT(Ao -- 2I)-1V. 
• Determine the isolated eigenvalues by means of a 'zerofinder' applied on det W(2) = 0. 
• Determine the corresponding eigenvectors. 
Let us discuss some points of this algorithm. To determine ,~1o) and 2~ ) such that 
2~_°)1 ~< 2j ~<-.m'~¢°), j = 0, 1, . . . ,  N -  1, we can use Gerschgorin's circle theorem or the property 
12jl ~< [1All. During the last "put together" step, when computing the eigenvalues of the given 
matrix, we can use the property that all zeros of an orthonormal matrix polynomial ie in the 
interval of orthogonality. 
The inertia of symmetric matrices can be determined by means of the algorithm described in 
[6, 7, 9] and which is based on the LDL T decomposition, where L is a lower triangular matrix with 
1 on the main diagonal and D is a block diagonal matrix with blocks of order 1 or 2. 
From the moment  an eigenvalue is isolated we will use a "zerofinder" to determine the zero of 
det W. We could continue with the bisection method but we prefer to use an algorithm which is 
faster in many cases. The algorithm uses bisection, linear and inverse quadratic interpolation, and 
was published by Dekker in 1969. In 1973 Brent published an improved version (see [5]). The 
Fortran algorithm of this version can be found in [13]. 
To determine the eigenvectors corresponding to the eigenvalue ~}o) of A1 or A2, but which also 
belongs to the spectrum of A, we determine a basis {(r~)} of the null space X(We(,~°))) and 
orthonormalize these vectors with respect o the inner product 
X i - -  X j  
k, Yi./ 0 " 
The transformed vectors 
zi = ( (2I - A°)+ Vxi QY~) 
-~to) and with form an orthonormal basis of the eigenspace of A corresponding to the eigenvalue ,  
respect o the classical inner product zTz~ = 6,,j and the vectors {Pz~} form an orthonormal basis of 
1-~o) the eigenspace of A corresponding to the eigenvalue ..j . 
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If 2 - ,-~(o) (o) e t j-1, ~j ) is an eigenvalue of A, we determine a basis { vi} of the null space JV'(W(2)) and 
orthonormalize these vectors with respect o the inner product 
<Vl, Vj> = vT(I + VT(Ao - 2IN_p) -2 V)vj .  
The images 
z, = Q2, ] \  0 2 I  - Az )  
I) i vv t 
form an orthonormal basis of the eigenspace ofA corresponding to 2 and the vectors { Pz l  } form an 
orthonormal basis of the eigenspace of A corresponding to the eigenvalue 2. 
In contrast to the method escribed in [1], where first the vectors are transformed and then they 
are orthonormalized with respect to the classical inner product, this method has the advantage that 
we do not have to perform the complete transformation of the vectors if we are only interested in 
the first p components of the normalized eigenvectors. 
Let us now describe the implementation f the algorithm on a distributed memory multiproces- 
sor. Suppose the number of processors i equal to a power of 2, nproc  = 2 c. Then the given matrix of 
order N = np is divided into nproc  submatrices. For example, if nproc  = 2 3 we divide the given 
system as shown in Fig. 4. 
Since each pair of submatrices is separated by a band of order p, the total order of the subsystems 
will be given by np - (1 + 2 + 4 + ... + 2 c- 1)p _-- np - (2 c - 1)p. This implies that the order of 
the first nproc  - 1 submatrices i  equal to [-[np - (2 ~ - 1)p] /nproc] ,  while the last submatrix is of 
order np - (2 c - 1)p - (nproc - 1)[-[np - (2 c - 1)p] /nproc  7. 
The eigensystems of these submatrices are determined by means of the LAPACK-routine for 
bandsymmetric matrices. This can be done simultaneously for the different submatrices. 
Afterwards these eigensystems are assembled. At each step, neighbouring processors need to 
communicate. To reduce the communication time we will put the eigensystem of the larger matrix 
in the memory of one of the processors which was involved in the computation of the smaller 
eigensystems. For example, if nproc  = 2 3 we proceed as shown in Fig. 5. 
~ 3 
Fig. 4. 
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1 2 3 4 5 6 7 8 
\1 / ~3 / ~5 / \7 / step=l 
-°.--. 
Fig. 5. 
In step 1, processors 1 and 2, 3 and 4, 5 and 6, 7 and 8 combine the eigensystems they have 
computed to get the eigensystem of the larger matrix. The results are put in processor 1, 3, 5 and 7, 
respectively. During step 2, processors 1 and 3, 5 and 7 combine their systems and put the solution 
in processors 1 and 5, respectively. During the third step the two remaining processors combine 
their solution but instead of computing the normalized eigenvectors, they compute the first 
p components ofthe normalized eigenvectors and determine the partial approximation ofthe given 
integral. 
In general processor 2im + 1 exchanges information with processor 2 i-1(2m + 1) + 1, m -- 
0, 1, ..., 2 c- i - 1, during step i, 1 ~< i ~< c. 
The host program will take care of the distribution of the data among the different processors. In 
the beginning of the program the host will send the submatrices Ai to the different processors and 
during the execution the host will send the matrices V and A to the corresponding processors. 
Also in the "put together" steps some computations can be performed simultaneously. Looking 
at the algorithm, we notice U can be computed in parallel and the computations of loops (5) and (6) 
can be treated simultaneously. Since two processors are working together, each of them will treat 
m/2 eigenvalues )-t.o) and decide whether these values are eigenvalues of the larger matrix. After- ~j  
wards, each of the processors will treat half of the intervals to look for the eigenvalues in the 
intervals. 
Let us have a look at the complexity of the different programs. In the serial algorithm, 
we distinguish two parts. First we determine the eigenvalues and eigenvectors by means 
of the LAPACK-routine. The number of operations for this part is of the order 
U2([(15p - 6)/piN + 12p - 21) (see [-1]). 
Afterwards we determine the quadrature weights. Suppose we have N = np different zeros. Then 
the computation of a quadrature weight can be done in 2p 2 operations. If F and G are matrix 
polynomials of degree grf  and gr g, respectively, we get the function evaluations after performing 
2pZ(grf + g r g) operations. Of course F and G can be other matrix functions. To get the new partial 
approximation, 2 matrix products and 1 sum have to be performed. So the total number of 
operations for this second part is given by N(4p 3 + 3p 2 + 2p 2 (gr f + gr g)) and the total number of 
operations for the serial algorithm satisfies Nser ~ 15N 3. 
To get an idea of the number of operations for the parallel performance of the divide and 
conquer method, we suppose we have nproc = 2 q processors with q the height of the binary tree. We 
do not take into account he order of the extended Weinstein matrices We(.) and we suppose we 
need s evaluations of a Weinstein matrix in order to locate an eigenvalue. Further we suppose the 
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length of the different subsystems of the same step is equal to  Nstep = N/2 (C-step). The number of 
operations i given by 
(~ 101x~ N 3 N 2 
Spar ~ \_  npr°c3 + 7 Jnproc 3 + (2s(p2 + 2p + 2) + 2p 2 + 5p) -~ . 
This leads to the following upper bounds for the speed-up of the parallel divide and conquer 
method with respect o the serial algorithm using the LAPACK-routine 
Nser 15N 3 nproc 3 105 nproc 3 
Snpr°c = Spa---" ~~ (~nproc 3 + 1°-~1)N3 =4nproc  3 + 101" 
Of course these are upper bounds ince we only take into account he terms of N 3. Moreover, we 
do not take into account he communication. I  the expression for the communication we do not 
consider the time spent in the sending of the subsystems to the different nodes. If you look at the 
parallel modified Chebyshev algorithm to compute the recursion coefficients, we see that each 
processor knows these coefficients and thus it will not be necessary to send the subsystems to the 
different nodes. 
We can show that the number of messages satisfies Nmess = 5nproc - 4 and the total length of 
the messages, expressed in bytes, is given by 





56(nproc - 2)nproc 2 
(4nproc 3 + 101)np 
shows that n and p have to be large enough to achieve satisfactory speed-up. 
Example 3. Let p = 5 and let the matrix density function on the interval [ -  1, 1] be given by 
W(x)  = 
1 1 X 0 0 0 
! ¼x 0 0 }x z 




0 0 0 2 r-x~fl0 
Let F be the matrix polynomial of degree 30 and G the matrix polynomial of degree 20. To get an 
idea of the errors we have computed the integral 
f~ F (x) W (x) G (x) T dx 
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Table 3 
383 
n Serial nproc = 2 nproc = 4 nproc = 8 
50 0 .13699E-13  0 .43518E-14  0.11923E - 13 0 .14695E-13  
100 0 .24433E-13  0.26206E - 12 0.12839E - 12 0 .95232E-14  
150 0 .90158E-14  0 .21837E-13  0 .76537E-13  0 .22917E-01 
200 0 .58915E-13  0 .19486E-12  0.10690E--12 0 .45382E-03  
250 0.11773E--12 0 .32217E-12  0 .13992E-12  0 .17665E-02  
300 0.11966E - 12 0.37644E - 13 0.54466E - 11 0.85718E - Ol 
Table 4 
n 50 100 150 200 250 300 
Serial 4.393 31.297 104.634 236.321 468.341 781.134 
nproc = 2 4.740 21.045 51.868 100,217 169.953 260.569 
Speed-up 0.79 1.49 2.02 2.36 2.76 3.00 
nproc = 4 5.605 22.244 56.467 109,911 185.709 281.707 
Speed-up 0.78 1.41 1.85 2,15 2.52 2.77 
nproc = 8 6.988 22.865 56.371 110,634 183.944 285.843 
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Fig. 6. 
by means of Mathematica with a precision of 30 digits and compared these results with the results 
of the implementation of the Gaussian quadrature rules. Notice the quadrature formules are, 
theoretically, correct for n >/26, but since we are interested in the timings and relative errors, we 
perform the algorithm for bigger n. 
The relative errors are given in Table 3. 
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When using 8 processors, the large errors are due to errors in the computation of determinants to 
compute the eigenvalues ofa matrix out of the solution of two smaller problems. It would be better 
to compute these determinants in higher precision. Another source of errors is the orthonormaliz- 
ation of the eigenvectors. These round-off errors lead to the fact that, during some steps, the 
algorithm does not compute enough eigenvalues and eigenvectors and this leads to the large, 
unacceptable r lative errors. 
The execution times (in s) and speed-ups using a SP1 are given in Table 4; see also Fig. 6. 
Performing some analysis about the time spent in communication a d computation will give an 
explanation for the poor results when using 8 processors. The number of operations performed in 
1 second (Mflop/s) is equal to 70, 49, 17, 13 for 1, 2, 4 and 8 processors, respectively. This very big 
decrease of operations performed in 1 s is due to the fact that we have only counted the number of 
operations (sum, subtraction, product, division) and did not take into account he large number of 
tests which require much more time than an operation. This is also the reason why the results are 
poor for a large number of processors. In this cases the "put together" steps require much more 
time due to the large number of tests which have to be performed and cannot balance the larger 
number of operations performed by the LAPACK-routine when using less processors. 
Using 2 processors gives very good results and in this case also the relative rrors are acceptable. 
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