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Abstract
In this paper we investigate the determinants of the movements in the long-term Standard &
Poors and CAMELS bank ratings in the Czech Republic during the period when the three
biggest banks, representing approximately 60% of the Czech banking sector’s total assets, were
privatized (i.e., the time span 1998–2001). The same list of explanatory variables corresponding
to the CAMELS rating inputs employed by the Czech National Bank’s banking sector regulators
was examined for both ratings in order to select significant predictors among them. We
employed an ordered response logit model to analyze the monthly long-run S&P rating and a
panel data framework for the analysis of the quarterly CAMELS rating. The predictors for
which we found significant explanatory power are: Capital Adequacy, Credit Spread, the ratio
of Total Loans to Total Assets, and the Total Asset Value at Risk. Models based on these
predictors exhibited a predictive accuracy of 70%. Additionally, we found that the verified
variables satisfactorily predict the S&P rating one month ahead.
JEL Codes: C530, E580, G210, G330.
Keywords:  Bank rating, CAMELS, ordered logit model, panel data analysis.
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Nontechnical Summary
The assessment of commercial banking performance based on bank ratings is studied with respect
to detecting situations with the potential for adverse development towards failure, and owing to
the costly nature of frequent supervisory examinations. A set of a limited number of rating-
downgrade predictors which exhibit a high degree of predictive accuracy is of utmost importance.
In this paper we study models of rating downgrades and consider a specific set of indicators that
are suitable as determinants of a bank’s rating. The conclusions about the predictors obtained
from the analysis of downgrades are applicable in relatively stable banking sector situations.
Banks experiencing minor liquidity trouble might raise their interest rates on deposits, but a
regulator would have a hard time distinguishing which bank has increased its deposit rate
because of liquidity problems and which has done so owing to an increase in its cost of funds
caused by some other factor. Therefore, in our approach the cost of funds – one of the
plausible downgrade indicators – is used in the form of the bank’s “credit spread”.
In addition to credit spread, we tested the inclusion of the Value at Risk (VaR) indicator in the
form of Total Asset VaR, as we believe that this type of indicator might play an important
role in determining the level of the rating due to its easy computability and data availability to
the public.
We focused on the Capital-Assets-Management-Earnings-Liquidity-Market Risk based composite
(CAMELS) rating and the Standard and Poors (S&P) ratings. The choice of our sample is
determined by the fact that cross-section data is probably less appropriate given the specific
character of the relatively small banking market in the Czech Republic. The three chosen banks,
i.e., Česká Spořitelna (CS), Komerční Banka (KB) and Československá Obchodní Banka (CSOB),
cover a dominant portion of the market, the rest being occupied by small narrowly specialized
banks or foreign bank branches. Therefore, we used panel data with three banks and their
financial indicators to analyze the change in the CAMELS and S&P ratings.
We found that the reliable predictors of a bank’s S&P rating are Credit Spread, Capital
Adequacy, and the Total Loans to Total Assets ratio. In the case of the CAMELS rating we
verified the Total Asset VaR, the ratio of Total Loans to Total Assets, and Capital Adequacy
as reliable predictors. In addition, we find that the CAMELS rating does not yield itself easily
to predictions within any horizon with the studied technique. On the contrary, the S&P rating
can be relatively precisely predicted one month in advance.Predicting Bank CAMELS and S&P Ratings: The Case of the Czech Republic   3
1. Introduction
The assessment of commercial banking performance is central to the regulatory function of
central bankers. Banking supervisors are able to recognize a worsening of a supervised bank’s
performance with the potential for adverse development towards failure if they perform frequent
supervisory examinations (for details see Gilbert, 1993, and Cole and Gunther, 1998). However,
examinations and timely partial rating constructions are time-consuming and cost-intensive.
Therefore, detecting a set of a limited number of predictors of a rating downgrade or bank failure
which exhibit a high degree of predictive accuracy is of utmost importance. There are basically
two complementary approaches to the analysis of such predictors. The first approach is based on
analysis of bank failures, whereas the second approach focuses on analysis of bank rating
downgrades. Models of downgrades exhibit a significant improvement of predictive ability over
time as new observations become available, in contrast to the bank failure models, where the
database is less extensive and enlargements (i.e., data on newly failed banks) are irregular and
infrequent. Gilbert et al. (2000) argue that the downgrade model can be most beneficial in periods
in which the majority of the banks are healthy, and should not be used as a replacement for the
bank failure model in general, since the sets of variables predicting bank downgrade and bank
failure might be different. This fully intuitive argument is based on the possibly different
conditions under which we collect evidence of a rating downgrade and bank failure. Thus,
conclusions about predictors obtained from the analysis of downgrades are applicable in relatively
stable banking sector situations. Nevertheless, there arises an opportunity for comparison from the
point of view of the overlapping predictors that have been identified within the framework of
downgrade models on the one hand and bank failures on the other.
Data on bank failures contain valuable information about the most important indicators that can
explain and detect possible bank failures in the future. The literature devoted to bank failures is
rich in applied techniques. Among the most common are: the logit model family, the proportion
hazard model (Henebry, 1997), Discriminant Analysis, and Genetic Algorithms. A coherent
comparison of these techniques can be found in Back et al. (1996).
The approach investigating bank downgrades in contrast to bank failures focuses on comparing
banks that have been downgraded with those that have not been downgraded, and thereby
defining the probability of a downgrade. The seminal paper in this line of research is Gilbert et al.
(2000).
Predictors of bank failure may be dependent on the particular technique employed and do not
necessarily coincide with those identified in the bank downgrade literature. For instance, Gilbert
et al., employing a CAMEL (Capital-Assets-Quality-Management-Earnings-Liquidity) downgrade
probit model and the U.S. banking data, found that the set of verified explanatory variables such
as net worth, return on assets, size and securities roughly corresponds to those verified in the case
of bank failures. However, the evidence from the proportional hazard models, which are supposed
to be superior
1 to a simple static logit model for predicting bank failure (for instance in Henebry,
1997), is rather contradictory in the valuation of the predictors found by Gilbert et al. (2000).
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Henebry (1997) establishes that the Primary Capital to Total Assets ratio, Non-performing Loans
to Total Loans ratio and Total Loans to Total Assets ratio are the only three time-stable predictors
of bank failure. This is a sign of the relatively low importance of a particular variable relative to
the more broadly defined group of variables such as liquidity, asset quality, etc. in the role of
reliable predictors, meaning that within a category of indicators some degree of interchangeability
is possible.
In the Czech banking sector context, evidence of the application of quantitative dependent
variable models to bank failures and rating downgrades is virtually non-existent. To the best of
our knowledge there is no research investigating bank rating changes. Hanousek and Roland
(2001) estimated a logit model of bank failures and argued that the banking supervisor – relying
on Return on Assets or Capital Adequacy indicators – did not have a better ability to predict bank
failures than the general public, who were assumed to use the interest rate on deposits (it is a well-
accepted stylized fact that banks in liquidity trouble tend to raise their deposit interest rates).
However, we believe that the interest rate on deposits is not generally applicable as a signal for a
bank downgrade or upgrade, differently from bank failure predictions, where it is a widespread
element of the prediction techniques per se. Banks experiencing minor liquidity trouble might
raise their interest rates on deposits, but a regulator would have a hard time distinguishing which
bank has increased its deposit rate for the reason of liquidity problems and which has done so
owing to an increase in its cost of funds caused by some other factor. Therefore, in our approach
the cost of funds – one of the plausible downgrade indicators – is used in the form of the bank’s
“credit spread”. The credit spread is represented by the difference between the bank’s nominal
average deposit rate and the prevailing money market rate.
Credit spread as a measure of corporate borrower creditworthiness has been at the center of credit
risk literature ever since the groundbreaking work of Merton (1974). The modern theoretical
foundation for quantitative risky debt credit spread modeling has been laid down in Leland
(1994), Jarrow and Turnbull (1995), Longstaff and Schwartz (1995), and Duffie and Singleton
(1997). In principle, bank outstanding debt analysis is amenable to the same type of reasoning,
although the great variability of existing bank liabilities falling into the discussed category (client
and inter-bank deposits, CDs, standard and structured bonds and notes, etc.) complicates the
construction of testable quantitative models in the mainstream non-arbitrage theoretical finance
vein. There are many highly stylized models of bank lending behavior where the cost of funds
relative to the standing riskless rate (i.e., the money market as the closest proxy) has an impact on
the corporate lending rate and volume (see, for instance, Derviz and Kadlčáková (2002) and the
references therein). Nevertheless, the banks themselves usually rely on the money market rate as
the prime natural benchmark against which to measure their cost of funds.
In addition to credit spread, we tested the inclusion of the Value at Risk (VaR)
2 indicator in the
form of Total Asset VaR, as we believe that this type of indicator might play an important role in
determining the level of a rating due to its easy computability and data availability to the public.
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Moreover, the construction of VaR itself allows for cross-bank VaR comparison, as the
heterogeneity of banks is removed by comparing the most severe expected loss on total assets.
3
In this paper, we focus on the Capital-Assets-Management-Earnings-Liquidity-Market Risk based
composite (CAMELS) rating and the Standard and Poors (S&P) ratings. The choice of our sample
is determined by the fact that cross-section data are probably less appropriate given the specific
character of the relatively small banking market in the Czech Republic. The three chosen banks
cover a dominant portion of the market, the rest being occupied by small narrowly specialized
banks or foreign bank branches. In addition, these three banks, together with at most one other,
are roughly the only comparable banks in terms of services offered, regional availability, etc. So,
the inclusion of other banks, which usually have a much narrower range of activities, would
introduce heterogeneity problems. Therefore, we used panel data with three banks and their
financial indicators to analyze the change in the CAMELS and S&P ratings.
As the CAMELS rating in the Czech Republic takes the form of a continuous variable,
4 whereas
the standard S&P rating does not, we used different estimation techniques for each case. In the
case of the S&P rating we employed the Ordered Logit Model (see the description in Subsection
3.1) to analyze the determinants of the S&P rating in the group of large banks. This group consists
of Česká Spořitelna (CS), Komerční Banka (KB) and Československá Obchodní Banka (CSOB)
and covers the whole group of large banks according to the Czech National Bank classification.
This group represents roughly 60% of the market for client deposits and loans in the Czech
Republic. Since we were limited by the data availability of the CAMELS rating for the group of
large banks, and since the CAMELS rating takes the form of a continuous variable, we were
unable to apply a panel data framework to banks outside the group of large banks (which form a
reasonably representative group in  the Czech banking sector). The time span covered by the
sample is 1998–2001. The sample contains monthly (in the case of the S&P rating) and quarterly
(in the case of the CAMELS rating) data. Our sample period is determined by the most frequent
records of rating changes within the group of large banks. However, these unique data on rating
changes were collected in the period of privatization of these banks and hence we might have
determined predictors of bank ratings conditional on dramatic changes in the indicators.
Consequently, the applicability of the predictors might be limited to the situation under
privatization and not to the more stable period of operation by the new owners.
As the explanatory variables, we considered selected indicators covering the usual CAMELS
structure, the VaR indicator evaluated for total assets, and the credit spread. The latter variable is
defined as the difference between the money market interest rate and the deposit rate offered by
the given bank. It is the spread on credit that the depositors grant to the bank in deposit form.
We found that the reliable predictors of a bank’s S&P rating are Credit Spread, Capital Adequacy,
and the ratio of Total Loans to Total Assets. In the case of the CAMELS rating we verified the
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Total Asset VaR, the ratio of Total Loans to Total Assets, and Capital Adequacy as reliable
predictors. All the models fit the out-of-sample predictions satisfactorily well; the models’
average predictive accuracy is 70%.
The problem formulation in the panel data framework in both the S&P and CAMELS rating cases
allows us not just to determine the predictors of the ratings, but also to identify the time horizon
within which these variables predict the future ratings level. We find that the CAMELS rating
does not yield itself easily to predictions within any horizon with the studied technique. On the
contrary, the S&P rating can be relatively precisely predicted one month in advance.
The rest of the paper is organized as follows: Section 2 presents the data used. Section 3 focuses
on the S&P rating predictions and Section 4 focuses on the CAMELS rating. Section 5
summarizes the main conclusions for both the S&P and CAMELS ratings.
2. Data and Background
One of the most popular external ratings is the Standard and Poors rating (S&P). The S&P rating
is published in a letter and equivalent numerical scale that has the nature of a discrete variable.
The scale of the numerical S&P long-term rating, chosen in this analysis as the representative
“off-site” rating (from publicly available data), has its limits at 1 (meaning superior financial
security and the highest degree of safety) and 23 (denoting regulatory action connected with
placement under administration, rehabilitation or liquidation).
An alternative rating, developed and internationally used by bank supervisors, is CAMELS, which
is based on the balance sheet figures reported to the supervisory bodies of the national banks. This
rating is based on many subindicators that carry information about C-capital, A-asset quality, M-
management, E-earnings, L-liquidity, and S-market risk. This rating is computed in a numerical
scale and has its limits at 1 (the soundest banks) and 5 (unsafe and unsound banking practices).
The time span choice (1998–2001) for our data sample is motivated by an effort to record a
sufficient number of rating changes resulting from the evolution of the Czech banking
environment during the transition period and, consequently, the changing ownership structure
caused by the privatization of the major banks: Česká Spořitelna (CS), Komerční Banka (KB) and
Československá Obchodní Banka (CSOB). These are the three banks that are listed in the “large
banks” category in the Czech National Bank’s supervisory classification. The sample of these
three banks was chosen so that the rating data would reflect the most typical transformation
processes in the Czech banking sector as a whole. From the representativeness point of view, the
large banks in our sample account for 61.7% of total banking sector assets, while their share in the
market for client deposits is 72.2% and client loans 60.6% (average figures for the period 1999–
2001). On the other hand, our choice does not limit the methodological side of the analysis, since
the same procedure can be used for a future comparison of the estimated model with the S&P
ratings of other Czech banks of smaller size, provided that the S&P or similar rating is available.
The bank privatization process took place gradually. The privatization of CSOB in June 1999 was
followed by the emergency sale of the troubled Investiční a Poštovní Banka (IPB) to CSOB in
June 2000. CS was sold to the Austrian Erste Bank in 2000 and subsequently merged with ErstePredicting Bank CAMELS and S&P Ratings: The Case of the Czech Republic   7
Bank’s branch in the Czech Republic. KB was sold to Société Générale in 2001 and then merged
with Société Générale’s branch in the Czech Republic.
Since the new foreign owner or partner was expected to introduce standards of developed world
banking, the Czech Government (through a clean-up by the Consolidation Agency of a large
portion of the banks’ bad loans) and sometimes the banks themselves made significant efforts to
improve their outside image in various respects in the period preceding the actual merger or sale.
The indicators worked on from both inside and outside the banks in an effort to see them
privatized in a sound condition and at a better price were most probably reflected in changes in
the S&P and CAMELS ratings. Therefore, by testing the predictive ability of the chosen
numerical indicators we are also providing a quantitative measure of the banking sector
transformation quality.
For the purpose of predictor quality verification we used a sample of two banks, i.e., CS and KB.
The CSOB rating did not record any change during the studied period and hence cannot be used
for identification of predictors in the econometric sense. Therefore, the data for CSOB were
utilized in the out-of-sample prediction test of our models. The data cover the period 1998–2001
for KB and CS and from mid-2000 till the end of 2001 for CSOB (since we included only data
that cover the period starting after another large bank in trouble, IPB, had been taken over by
CSOB, i.e., June 2000).
The S&P long-term rating within the same category of large banks varies from 10 to 15 over the
period of 1998–2001. We examined the monthly financial indicators that constitute the official
data collected by the supervisory body of the Czech National Bank for the same time span. The
CAMELS ratings in quarterly frequency for the three named banks were provided to us by the
Banking Regulation Department of the Czech National Bank. The Value at Risk
5 variable was
computed as the five percentile loss, i.e., the maximum fall in the total assets figure over a horizon
of one year which could happen with probability of 0.05 or lower. Table 1 provides an overview




LEVERAGE Tier 1 / Tangible Total Assets
GRR Gross Revenue Ratio = Tier 1 / Total Revenues
E-Earnings
ROA Return on Assets
Credit Spread = Pribor 3M minus nominal interest rate on deposits
L-Liquidity
TLTA Total Loans / Total Assets
S-Market Risk
VaR Total Asset Value at Risk
                                          
5 For a survey of literature devoted to the utilization of Value at Risk indicators in bank credit risk from the
regulator’s perspective, see, for instance, Derviz and Kadlčáková (2001).8   Alexis Derviz, Jiří Podpiera
3. S&P Long-term Rating
In the case of the S&P long-term rating, we estimated the impact of the continuous explanatory
variables on the discrete rating variable using an Ordered Logit Model. The latter captures the
discrete and qualitatively ordered character of the rating for monthly data on two banks, Česká
Spořitelna (CS) and Komerční Banka (KB), in 1998–2001.
3.1 Methodology
When investigating the levels of a discrete rating, one must take into account that the rating has a
qualitative dimension to it: although the changes are quantitatively equal (unitary), the qualitative
meaning is different at different initial rating levels. In order to account for this feature, we
employ the Ordered Logit Model to the S&P rating in the framework of panel data. We carry out
the Maximum Likelihood Estimation (MLE) using a log likelihood function defined as the sum of
partial log likelihood functions
6 across panel member banks. This allows us to treat the
observations within each bank as time dependent and only consider as independent the
observation groups for different banks. The observations coming from one bank are, to a certain
extent, serially correlated. Had we abstracted from this feature, the estimates’ efficiency would
have been lost, with a wrong conclusion about the possible predictors as a consequence.
Assuming that the Ordered Logit Model applies, let y be an ordered response taking values
{0,1,2,...,J}. The Ordered Logit Model is derived from the model of a continuous latent variable
y
*, which is assumed to exist
7 but remains unobserved. Variable y
* is assumed to exist and to be
determined as follows:
y
* = Xβ + ε (1)
where  ε stands for the logistically distributed random errors and β represents the vector of
coefficients corresponding to the explanatory variables X. There exist unknown thresholds that
define the tolerance within which the latent variable is allowed to fluctuate without a change in
the rating being observed. At each of these thresholds, which we denote by α1<,...,< αJ, the rating
changes by a discrete unit jump. We can express the relation between the latent variable y
* and the
observed discrete variable y as follows:
y  = 0    if     y
*≤α1             (2)
y  = 1    if   α1≤ y
*≤α2
   ...
y  = J    if   y
*>αJ
                                          
6 For a reference on the utilization of partial likelihood functions for estimation in genuine panel data discrete
dependent variable models, see, for instance, Wooldridge (2002).
7 The concept of the latent variable was developed as a reaction to the variety of situations in reality where we
collect observations of a certain variable in lower frequency due to the cost-intensive character of the data
collection. The model discussed here belongs to the category in which continuous data collection would be
possible but prohibitively costly, so the assumption about the continuous latent variable’s existence is justified.Predicting Bank CAMELS and S&P Ratings: The Case of the Czech Republic   9
In general, the Ordered Logit Model log-likelihood function, consisting of the sum of partial
likelihood functions for n banks and reflecting the feature that there is a certain degree of time
dependence of observations within each bank but an independence across banks in the sample,
can be written as follows:
      Log L(α,β)  = ∑i=1…n I(yi=0)log[Λ(α1-Xi β)]+... (3)
      ...+I(yi = 1)log[Λ(α2 -Xi β)-Λ(α1 –Xi β)]+...
      ...+I(yi = J)log[1-Λ(αJ -Xi β)],
 where n=2 in our case, I(yi =0) is the indicator function of the event yi =0 (i.e., it takes the value 1
if yi =0, and the value 0 otherwise). Xi is the matrix of explanatory variables for bank i in which
the intercept column is not included, and β is the vector of coefficients common to all banks in the
sample. The transformation in the form of the logistic density is applied to the argument of the
estimated equation (αi –Xi β) in order to ensure that the model’s predictions will mimic the latent
continuous variable y
*. Λ denotes the logistic density function: Λ(x)=((exp(x))/(1+exp(x))).
3.2 Estimation
The estimation for the group of large banks was carried out by maximizing the likelihood function
(3) from Section 3.1 with respect to coefficients β and thresholds α. The key element in the
application of the estimation procedure from Section 3.1 is the inclusion of the appropriate
number of thresholds α that are to be estimated along with the linear regression coefficients β
from (1). In our sample there are three thresholds: the first is between ratings 10 and 11, the
second is between ratings 11 and 12, and the third is between ratings 12 and 15. We set the first
threshold α1 equal to zero, as is the usual practice,8 and estimated the second and third ones, i.e.,
α2 and α3. The starting values for the parameters were estimated using a binary logit model on the
whole sample.9 The estimation results are presented in Table 2.
The predictors presented in Table 2 were found using the following procedure: we included
regressors10 ROA, LEVERAGE, CA, GRR, Credit Spread and TLTA, as described in Table 1, in
the pooled regression for banks CS and KB, and selected the statistically significant predictors
using the LR test.11 The predictors identified as making a significant contribution to predicting
                                          
8 Setting one threshold to zero does not affect the estimation and interpretation of the estimated thresholds. The
meaning of the threshold is in the size of the relative distance to another threshold which remains unaffected by
this normalization. Nevertheless, the absolute value would be different if we did not normalize the first threshold
at zero, and the estimates would be less efficient. Thus, this adjustment improves the efficiency and power of our
significance tests.
9 The binary logit model defines just one threshold, assumed to be the change from a rating lower than 11 to
ratings higher than 11. The binary logit model is represented by a discrete variable that only takes the values one
if the latent variable is bigger than the threshold and zero otherwise.
10 We could not test more variables in this regression as the low number of observations limited us in our data
sample.
11 The LR (likelihood ratio) test is used in discrete choice models for testing the joint insignificance of regressors
and is based on the LR statistic, which is equal to - 2(lnLR - lnLU), where LR and LU represent the value of the
likelihood function under the restricted and unrestricted model respectively.10   Alexis Derviz, Jiří Podpiera
the S&P rating are Credit Spread, were the ratio of Total Loans to Total Assets and Capital
Adequacy. The remaining nonsignificant predictors were excluded from further consideration.
The predictors identified on the pooled data set were used as starting values for the MLE using the
sum of the partial likelihood functions (3).
Table 2: The S&P Rating Model Estimation


























Number of observations 76 74
LR – test (p-value)
a) χ
2
(3) = 5.55(0.135) χ
2
(3) = 4.22(0.239)
Log Likelihood -23.95 -29.59
Note: *** denotes the 1% significance level, ** the 5% significance level, and * the 10% significance
level.
a) The null hypothesis: validity of exclusion of all variables other than the remaining ones.
The predictor selection is, however, to be taken with a certain level of caution, because the
established significance of the predictors might be affected by the sample choice and small-
sample properties of the estimator. The two large banks that comprise the panel may possess some
specific features, since they went through consolidation and privatization during the period
covered by the sample. For instance, the bad loan clean-up might have influenced the ratio of
Total Loans to Total Assets. Accordingly, the rating improvement and the reduction in the volume
of non-performing loans (and, consequently, in the loans in general), which were transferred to
the bad loan workout Consolidation Agency, took place during the same period. As a
consequence, a decrease in the ratio of Total Loans to Total Assets in our sample leads to an
estimated decrease in the probability of downgrade from rating 15 and from ratings lower than 10
to rating 10.
12 That is, historically, a high percentage of bank assets in the form of loans had, prior
to the final stage of Czech bank privatization, always meant increasing credit risk for the banks
involved.
In the case of Credit Spread, calculated as the difference between the money market rate and
interest rate expenses on client deposits, one would intuitively expect that an increase thereof
should cause a decrease in the probability of downgrade from rating 15 and from ratings below 10
to rating 10. Similar logic, in terms of the downgrade probability changes, as in the Credit Spread
case can be applied to Capital Adequacy.
Furthermore, as can be seen from Table 2, we investigated the time lag value for which the lagged
explanatory variables can be considered reliable predictors of the rating at time t. We found that
the predictors are statistically significant when one predicts the S&P rating one month in advance.
                                          
12 In the rating intervals between 10 and 12 and 12 and 15, we cannot infer the direction of the influence from the
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3.3 Predictions
The predictions are obtained from the probabilities of the individual rating values conditioned on
the observed variables X. These variables are the indicators listed in Table 1. Specifically, taking
the current values X of the observed indicators as the most recent information at hand, we can
write the probability that a bank will have rating a in the current period as P(S&Pt=a|Xt). If we can
only condition on the observed variables in time t-1, then the probability, conditioned on the most
recent available information, that a bank has rating a at time t is equal to P(S&Pt=a|Xt-1). We
constructed the model’s predictions of the past rating values in order to evaluate the performance
of its predictions. Using the selected predictors we derived the conditional probability of each
rating level in each point in time for the sample of two banks. The probabilities of having the S&P
rating equal to 10, 11, 12 and 15 (values of 13 and 14 do not appear in the sample) are:
P(S&P  = 10|Xi)=P(y
*≤0| Xi)=Λ(-Xi b)
P(S&P  = 11| Xi)=P(0≤y
*≤a2| Xi)=Λ(a2- Xi b)-Λ(-Xi b)
P(S&P  = 12| Xi)=P(a2≤y
*≤a3| Xi)=Λ(a3- Xi b)-Λ(a2- Xi b)
P(S&P  = 15| Xi)=P(y
*>a3| Xi)=1-Λ(a3- Xi b),
where a, b denote the estimated coefficients, Xi is the matrix of explanatory variables for bank
i=1,...,n and α_{j}, for j=1,...,N and β are estimated parameters. The predictions of the rating level
for CS and KB are presented in Figures 1.1–1.4 (observations 1 to 76). The actual rating value is
represented in the same figure by a probability equal to one if at that time the rating was equal to
the value shown on the respective Figure, and zero otherwise.
In addition, Figures 2.1–2.4 (observations 1 to 76) show conditional probabilities of the rating
level in the case of our predicting it one month in advance (i.e., using the values of the
explanatory variables from the current month we could predict the rating in the future month).
13
As can be seen from Figures 1 and 2 (observations 1 to 76), the highest performance of the model
is manifested in its ability to discriminate between ratings 10, 11, and 12 and higher.
14 The rating
level is predicted satisfactorily using the model with one month lagged explanatory variables in
comparison with the current period explanatory variables (see Figures 1 and 2). In other words, it
is not necessary to know the actual explanatory variables to make a reasonable prediction of how
a bank is rated now. The rating prediction can be effectuated by selecting the value with the
highest conditional probability. In this way, we are able to predict 69.7% of the S&P rating levels
correctly. Alternatively, one could take the conditional mean and round off to the nearest integer
rating value. The evaluation of the conditional mean forecast is given by:
CMFt
i =∑a=10,…,15  AP(S&Pt=A|Xt
i) (4)
                                          
13 Where the Xt-1
i is the matrix of the explanatory variables for the bank i, and a, b (see Table 2) are estimated
parameters corresponding to the specification with Xt-1
i.
14 In order to obtain the prediction of a probability of rating 12 and more, we can sum up the probability
predictions P(S&P=12|Xi) and P(S&P=15|Xi). (Recall that ratings 13 and 14 were not observed in the sample).
The predictions obtained from Xt-1
i would be treated similarly.12   Alexis Derviz, Jiří Podpiera
where CMFt
i denotes the conditional mean forecast of the rating level of bank i, A represents the
rating value and P(S&P=A| Xt
i) denotes the conditional probability that the S&P rating of the
bank i takes the value a, on the verified regressors Xt
i .
15
The simulation of the conditional mean forecast can be found together with the actual rating
values in Figures 3.1 and 3.2.
3.4 Out-of-Sample Prediction
As we could not use the data for Československá obchodní banka (CSOB) for improving our
estimates (there was no change in the rating during the investigated period), we used the data for
the out-of-sample predictions. This was done under the presumption that the latent variable
thresholds found when the model was estimated are appropriate to use in the predictions for all
three banks. This cannot be generally applied to any arbitrary bank rating prediction in the
cardinal sense, because the latent variable thresholds are specific for every bank, reflecting the
heterogeneity of banks. Therefore, the out-of-sample predictions should be helpful only in
predicting relative changes (i.e., stability, downgrade or upgrade). Up to a certain scaling factor
we can conclude that the predictions are reliable, as our model predicted the rating stability for
CSOB for the whole prediction period (see Figures 1 and 2, observations 77 to 90). The situation
becomes even more pronounced when one uses the conditional means as presented in Figure 3.1
(observations 77 to 90). Similarly, Figure 3.2 (observations 77 to 90) shows the conditional mean
predictions one month ahead. Although, formally, the rating is predicted as a constant different
from the actually observed one, our predictive ability criterion is based on the correct prediction
of the change vs. no-change event (and, had the change occurred, of its direction and size), so that
the specific predicted rating level is not essential.
4. CAMELS Rating
In the case of the CAMELS rating we estimated the impact of the explanatory variables on the
rating using panel estimation on quarterly data on two banks, Česká Spořitelna (CS) and
Komerční Banka (KB), in 1998–2001. Although it would have been possible to use the
observations to increase our sample and improve the estimates, we reserved the data on
Československá Obchodní Banka (CSOB) for the out-of-sample predictions in order to have a
parallel comparison with the S&P rating.
4.1 Estimation and Testing
When estimating the panel data structure we investigated which variables significantly contribute
to explaining the CAMELS rating. We were also trying to find out whether there is a single
common average rating for both banks in the panel over the studied period or whether there are
two distinct average ratings. For the latter purpose, a fixed effect model (having an idiosyncratic
constant term in the specification for each bank) versus plain ordinary least squares (having just
one common constant term for all banks) was tested. We tested the fixed effect vs. random effect
model specification using the Hausman test (Wooldridge 2002, p. 288). The unbiasedness and
                                          
15 In the case of CMFt
i derived from the one month lagged regressors, we use Xt-1
i instead of Xt
i in equation (4).Predicting Bank CAMELS and S&P Ratings: The Case of the Czech Republic   13
efficiency of our estimates was established by tests for serial correlation, cross-sectional
correlation and cross-sectional heteroskedasticity. To decide on cross-sectional correlation, we
used the Breusch–Pagan Lagrange multiplier test.
16 In the cross-section heteroskedasticity case we
employed the White test.
17 Finally, in the fixed effects case, we used the standard F-test.
18
Additionally we applied a test for the cointegration relation on the regression residuals. We used
two tests suggested by Kao in Baltagi (2001).
19
4.2 Results
The predictors were derived by first including the following regressors: ROA, LEVERAGE, CA,
GRR, Credit Spread and TLTA, as described in Table 1, in the regression and second, testing the
joint insignificance of the least significant variables.
20
As the F-test shows (see Table 3, row 12), the probability value of not rejecting the model
restrictions justifies the use of the presented parsimonious model. In Table 3 the probability
equals 0.47, hence we restrict the model, and the remaining significant predictors, featured in
Table 3, are: Value at Risk, Capital Adequacy, and the Total Loans/Total Assets ratio. These
variables proved to be significant predictors of the CAMELS rating.
In the case of Capital Adequacy, an increase of one unit creates a decrease in the CAMELS rating
of 0.052 units. Similarly, in the VaR case, a unitary increase in the critical loss value causes an
increase in the CAMELS rating of 2.28 units. Finally, an increase in the Total Loans/Total Assets
ratio causes an increase in the CAMELS rating.
21
As can be seen from Table 3, the fixed effect model proved to be superior to both the plain
ordinary least squares (OLS) and the random effect model. Testing the fixed effects model against
the OLS alternative shows that the probability of not rejecting the null hypothesis when it is not
valid, i.e. erroneously concluding that the fixed effect model applies instead of plain OLS, is equal
to 0.01. When we pit the fixed effect model against that random effect one, the probability of not
rejecting the null hypothesis when we should have done so, i.e. falsely inferring that the fixed
effect model is superior to the random effect model, is equal to 0.02.
                                          
16 The Lagrange Multiplier test statistic is λLM = T∑i=2,…,N∑j=1,…,i-1 rij², where rij² is the ij
th residual correlation
coefficient, calculated using OLS residuals. N=2 is the number of banks in the panel. The null hypothesis (H0,
see Table 3 below) in this test is no cross-sectional correlation.
17 The White test statistic: LM=(T/2)∑i[((si²)/(s²))-1]², where s² is the variance of the OLS residuals. The null
hypothesis is no cross-sectional heteroskedasticity.
18 Ft=(((SSRR-SSRU)/R)/(SSRU/(n-k))) ~ F(R,n-k), where R is the number of restrictions and k is number of
regressors in the unrestricted model (in the presented model, R=1 and n-k=19). SSR stands for the sum of
squared residuals. The null hypothesis is no fixed effect.
19 The first Dickey Fuller test statistic is defined as DF1=(((√NT(ρ-1)+3√N)/(√(10.2))), whereas the second one
is defined as DF2=√(1.25)tρ+√(1.875N), where N is the number of cross-section units (2 in this model), T is the
time range for one cross section, ρ is the coefficient of the pooled residual autoregression and tρ  = (((ρ-
1)√(∑i=1,…,N∑t=2,…Tei,t-1²))/((1/(NT))∑i=1,…,N∑t=2,…,T(ei,t-ρei,t-1)²));  for details see Baltagi (2001).
20 The test statistic is Ft=(((SSRR-SSRU)/R)/(SSRU/(n-k))) ~ F(R,n-k), where R is the number of restrictions and
k is number of regressors in the unrestricted model. In the presented model, R=3 and n-k=16. SSR stands for the
sum of squared residuals.
21 Note: an increase in the CAMELS value denotes a downgrade of the rating.14   Alexis Derviz, Jiří Podpiera
Table 3: The CAMELS Rating Model Estimation
Variable Time t












Fixed effects CS, KB 2.84, 2.41


















Serial autocorrelation (D.W.) 1.7
Number of observations 24






F-test (exclusion of 3 regressors) F(3,16) = 089(0.47)
R
2-adjusted 0.84
 Note: *** denotes the 1% significance level, ** the 5% significance level, and * the 10% significance
level. a) t-statistics are presented in parenthesis. b) p-values of not rejecting H0 are presented in
parenthesis. In the Breusch–Pagan Lagrange multiplier test case, this is the probability of not
rejecting the null hypothesis of no cross-sectional correlation. In the White heteroskedasticity
test case this is the probability of not rejecting the H0 of no cross-sectional heteroskedasticity.
And in the fixed effect test case this is the probability of not rejecting the H0 of no fixed effect.
c) The cointegration tests are based on Kao’s Dickey Fuller tests in Baltagi (2001), as described
in Section 4.1, under the assumption of exogeneity of regressors and errors. In the parenthesis
are the DF-critical values at the 1% significance level.
The tests for serial correlation, cross-sectional correlation and cross-sectional heteroskedasticity
did not suggest data problems; the probabilities of not rejecting the null hypotheses that there is no
heteroskedasticity and no autocorrelation are equal to 0.76 and 0.33 respectively. The
cointegration tests proved the cointegration relation at the 1% significance level. The D.W.
statistics in Table 3 suggests that there is no serial correlation of residuals. Thus we conclude that
our estimators are unbiased and efficient.
4.3 CAMELS Prediction
The estimated coefficients in Table 3 were used to evaluate the model’s performance by
comparing the model’s rating outcome with the actual rating level. The model’s fit of the actual
data can be seen in Figure 4 (observations 1–23).
22
The out-of-sample prediction was carried out using the quarterly data for CSOB for the time
period 4Q 2000–2001. The results of the model’s predictions and the actual rating levels can be
seen in Figure 4 (observations 24–28).
                                          
22 Note: the CAMELS rating presented was multiplied by a certain level of trend for the reason of confidentiality
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5. Conclusion
The conducted analysis had the objective of identifying the determinants of commercial bank
ratings in the Czech Republic. We investigated changes in the external Standard and Poors (S&P)
long-term rating and the CAMELS (Capital, Assets, Management, Earnings, Liquidity, and
Market Risk) rating used by the banking supervisory body of the Czech National Bank. Our
sample of banks covers the “large banks” group, specifically, the three biggest commercial banks
in the country: Česká Spořitelna (CS), Komerční Banka (KB) and Československá Obchodní
Banka (CSOB). The time range considered in the case of the S&P rating was 1998–2001 in
monthly periodicity. In the case of the CAMELS rating the time range was the same but was
spanned by quarterly data, since the considered CAMELS data have a quarterly reporting
periodicity.
Our explanatory variables roughly corresponded to the indicator breakdown into the Capital,
Assets, Management, Earnings, Liquidity, and Market Risk categories. Additionally, we used
credit spread (represented by the difference between Pribor 3M and cost of funds) and Value at
Risk (computed from total assets).
For the S&P ratings we constructed an ordered logit model that accounts for the fact that the
observations are independent across the banks but not within each bank. The partial likelihood
estimation technique was applied to that model. In the case of the CAMELS rating, we employed
a panel data estimation for two banks observed over the whole considered time span and tested
first a fixed effects vs. a plain Ordinary Least Squares-model, then a random effect vs. fixed effect
model. We also investigated possible sources of inefficiency and biases in the estimates.
For the S&P case we verified, on a sample of two large banks, Credit Spread, Capital Adequacy
and the ratio of Total Loans to Total Assets as the rating predictors. Moreover, we found that the
period of one month is a time interval within which we can reliably predict the S&P rating using
these variables in the group of large banks. In the case of the CAMELS rating we found that each
bank has its specific average rating over the sample period and that the predictors are Capital
Adequacy, VaR and the ratio of Total Loans to Total Assets. The CAMELS model explains 84%
of the variability in the actual data, and similarly the models of the S&P rating demonstrate a
predictive accuracy of 70%.
We think that the tested models provide material for addressing a number of policy-relevant
questions.
First, do banking sector regulators have an informational advantage over the general public  and
the markets with regard to bank quality measurement, as summed up by the rating? Or can we,
together with Hanousek and Roland (2001), claim that knowledge of the deposit interest rate
offered by the bank is sufficient to assess its quality? Our results suggest that, at least in relation
to the S&P rating, the exclusive information at the regulator’s disposal provides a certain
predictive advantage over outside observers (such as rating agencies). This is not so in the
CAMELS rating case, since, evidently, an observer who is able to reproduce the construct of
CAMELS for a given bank has very much the same information as the regulator.16   Alexis Derviz, Jiří Podpiera
Second, with regard to the rating’s relationship to the bank’s credit spread (its cost of funds), can
an inverse inference be justified? That is, would one be able to infer a future change in the deposit
rate by looking at a changed rating value? Here, the answer seems to be dependent on the
systemic nature of the rating change event. An adjustment of deposit rate policy might be an
idiosyncratic reaction of an isolated bank experiencing a revision of its specific properties by the
markets. In that case, the rating revision may be an unambiguous quantitative expression of the
said revision taking place. On the contrary, a rating change for systemic (business cycle, country
credibility, etc.) reasons is unlikely to result in a deposit rate adjustment, since the competitive
position of the individual bank is not directly at stake. The question cannot be resolved without a
broader analysis of the macroeconomic context of the rating event.
Third, a question related to the previous one is whether the monetary authority would and should
react with monetary policy measures to the observed rating changes of a major bank or banks
under its jurisdiction. Again, the answer depends on the systemic nature (or lack thereof) of the
rating event. In the past, the Czech National Bank’s tight monetary policy (1997–1999) was often
criticized by leading commercial bank representatives on the grounds of prohibitive costs for the
sector. And, according to the conventional CAMELS approach, the corresponding rating levels
would indeed have been affected by the cost factors hitting both the banks themselves and their
borrowers (as can be deduced directly from the construction of the indicators and their
significance for both ratings studied in the paper, see Tables 1–3). However, neither the banks’
condition nor their ratings caused the high interest rate policy pursued by the central bank in the
aftermath of the currency turbulence of mid-1997. The gradual cuts in key rates in subsequent
years did take into account the already mentioned cost factors and, in this sense, were linked to
the aggregate pattern of financial stability. The latter could be reflected in the outside rating of the
leading banks. That is, mutual dependence of monetary policy and banking sector-wide rating
levels certainly exists, but results from the dependence on common underlying factors, real and
financial, and cannot be reduced to a simple causal relationship.
This specific conclusion about the predictors in the context of the Czech banking sector is,
however, to be taken with caution due to the fact that the period covered by the data is one during
which significant changes took place in the balance sheet structure, ownership and loan
management practices of the banks involved. Hence, the conducted analysis primarily provides an
illustration of how the determinants of rating changes can be identified in a particular period of
denationalization of the large banks. Thus, the utilization of the model for predictions in the future
is conditional on sequential testing of the ratings’ predictors, which might be different from those
verified in this analysis, as new observations about the rating changes become available.Predicting Bank CAMELS and S&P Ratings: The Case of the Czech Republic   17
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Appendix
Figure 1: S&P Rating: Current Period Regressors







Figure 1.1: Rating 10, Regressors time t
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Figure 1.2: Rating 11, Regressors time t
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Figure 1.3: Rating 12, Regressors time t
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Figure 1.4: Rating 15, Regressors time t
Pr(S&P=15|x)
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Figure 2: S&P Rating: One Period Lagged Regressors







Figure 2.1: Rating 10, Regressors time t-1
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Figure 2.2: Rating 11, Regressors time t-1
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Figure 2.3: Rating 12, Regressors time t-1
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Figure 2.4: Rating 15, Regressors time t-1
Pr(S&P=15|xt-1)
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Figure 3: S&P Rating: Conditional Mean Forecast
Figure 4: CAMELS Rating







Figure 3.1: Conditional Mean Forecast, Regressors time t
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Figure 3.2: Conditional Mean Forecast, Regressors time t-1
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Figure 4: CAMELS Rating (multiplied by a trend), time t
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