Edge machine learning involves the deployment of machine learning algorithms at the network edge so as to leverage massive mobile data and distributed computation resources. Many edge learning frameworks (e.g., federated learning) have been developed based on distributed gradient descent. Based on the approach, stochastic gradients are computed at edge devices and then transmitted to an edge server for aggregation for updating a global AI model. Since each gradient is typically high-dimensional (with millions to billions of coefficients), communication overhead may become a bottleneck for edge learning. In this work, we propose a novel gradient compression scheme to reduce the aforementioned overhead. Specifically, in the proposed scheme, the norm of the stochastic gradient is quantized using a uniform quantizer while the normalized stochastic gradient is decomposed into block gradients. A Grassmannian codebook is applied to quantizing each normalized block gradients. Their quantized versions are assembled using a so-called hinge vector, which is quantized using another Grassmannian codebook. Furthermore, a practical bit-allocation strategy is developed. By simulations, we show that similar learning performance can be achieved with substantially lower communication overhead as compared to the one-bit scalar quantization schemes used in the state-of-the-art design, namely signed SGD.
I. INTRODUCTION
Edge machine learning involves the deployment of machine learning algorithms at the network edge so as to leverage massive mobile data and distributed computation resources. Many edge learning frameworks (e.g., federated learning [1] , [2] ) have been developed, which involves the uploading of updates from the edge devices to the edge server. In view of high dimensionality in updates (each constitutes e.g., millions of parameters), one main theme in the federated learning research is to develop communication-efficient strategies for fast update-uploading to accelerate learning [3] - [5] . One approach is to quantize the stochastic gradients such that the communication overhead can be substantially reduced. However, all the existing quantization schemes only focus on scalar quantization, leaving vector quantization uncharted. This motivates us to fill in the void of vector quantization for high-dimensional stochastic gradients. Specifically, in this work, a novel vector quantization scheme using Grassmannian codebooks is proposed. This scheme is shown to be of low-complexity, communication-efficient and convergencewarranted.
The topic of stochastic gradient quantization for communication-efficient federated edge learning (FEEL) has been extensively studied [6] - [9] . In [6] , Quantized SGD Y. Du and K. Huang are with The University of Hong Kong, Hong Kong (Email: yqdu@eee.hku.hk, huangkb@eee.hku.hk). S.Yang is with Laboratory of Signals and Systems, CentraleSupélec, University of Paris-Saclay, 91190 Gif-sur-Yvette, France (e-mail: sheng.yang@centralesupelec.fr).
(QSGD) is proposed, where a scalar quantizer based on Elias coding is applied on each coefficient of the stochastic gradient. To further reduce the communication overhead, signSGD is proposed in [8] . Specifically, this quantizer preforms the operation sign on each coefficient and the resulting bits need to be transmitted for each coefficient is, therefore, 1-bit. It has also been theoretically proved that the convergence rate of signSGD is at the same order as that of Adam [10] . Perhaps, the work most relevant to the current one is [9] , where the whole stochastic gradient is cut into blocks. Then, for each block, signSGD is applied and scaled by a factor relevant to the norm of the block. However, all these quantization schemes are scalar ones leaving vector quantization uncharted, which are well-developed and have a wide range of applications, e.g. in wireless communication. Besides, according to the rate-distortion theory, vector quantization has the potential to achieve the same distortion as the scalar counterpart while using fewer bits. This further motivates the design of more communication-efficient quantizers by exploiting vector quantization on the stochastic gradients.
Vector quantization has been widely applied in limited feedback [11] - [14] . In [12] , targeting the multiple-input singleoutput (MISO) communication system, a Grassmannian codebook comprising a set of vector codewords with unitary norm is designed for quantizing the channel state information (CSI). Theoretically, the asymptotic equivalence between the design of quantized beamformers and Grassmannian line packing is proved. This relationship has also been extended to the multiple-input multiple-output (MIMO) case [13] . Furthermore, targeting correlated channels, a systematic codebook design is proposed in [14] . Specifically, based on the statistic information of correlated channels, the codebook design is implemented by maps that can rotate and scale spherical caps on the Grassmann manifold. Witnessing the successful applications of the Grassmannian codebook in limited feedback for quantizing the CSI, it further motivates us to bring this advanced codebook from the area of differential geometry for quantizing the stochastic gradients in edge learning.
In this work, we consider the problem of designing vector quantizers for stochastic gradients in the context of communication-efficient federated edge learning. To this end, a novel hierarchical quantization scheme comprising three codebooks is proposed, based on which a practical bit-allocation strategy is further developed. To the best known of authors' knowledge, this work represents the first attempt to consider vector quantization for stochastic gradient quantization, where advanced Grassmannian tools [15] from differential geometry are applied to facilitating the codebook design. The specific contributions of this work are summarized as follows.
Hierarchical Quantization Scheme: A hierarchical quantization scheme for high-dimensional stochastic gradients is proposed, which intelligently decomposes a stochastic gradient vector into three components. Specifically, the proposed scheme first decomposes the stochastic gradient vector into two components: (1) norm of the stochastic gradient and (2) the normalized stochastic gradient, where a uniform quantizer is applied for quantizing the first component, i.e. norm. Then, for the latter component, it is further decomposed into block gradients. A Grassmannian codebook designed by the line packing algorithm is applied to quantizing the normalized block gradient while the norm of block gradients are formed into a so-called hinge vector and quantized using another Grasmannian codebook designed by the Lloyd algorithm on the Grassmann manifold.
Bit-Allocation Strategy: Given a fixed amount of bits for quantizing a stochastic gradient vector, a practical bitallocation strategy is developed. To this end, the statistic property of the hinge vector is first investigated. It is proved that as the the block length L increase, the hinge vector will converge to a constant vector h ref on the Grasmann manifold while the convergence rate is at least geometrically fast in L. Building on this result, the bit-allocation strategy suggests that all bits should be allocated for quantizing the the norm of the stochastic gradient and normalized block gradient while exploiting h ref as a surrogate for the hinge vector.
II. SYSTEM MODEL AND PROBLEM FORMULATION Consider a FEEL system, where an edge server trains an AI model (e.g. a classifier), represented by the parameter set θ, using training datasets distributed among K edge devices. Typically, the training process involves the following steps. In each iteration, say the n-th iteration, the edge server broadcasts the current model under training θ[n] to all edge devices. Based on the received current model θ[n], each device computes the stochastic gradient by differentiating the local loss function. Mathematically, for device k, the stochastic gradient of the n-th iteration can be computed as:
where ∇ denotes the gradient operation on the k-th local loss function f k (θ[n]) at the n-th iteration. Then, lossy compression is performed on the gradients before transmission, mathematically defined as follows:
where Q(·) maps any point g in R Dim to one of the codewords in the codebook C, i.e.ĝ k [n] ∈ C withĝ k [n] denoting the quantized version of the stochastic gradient g k [n]. It is assumed that the codeword is perfectly transmitted. Then, the approximated global gradient can be computed as:
whereĝ[n] denotes the global gradient of the n-th iteration.
Then, the global model θ is updated as follows:
where η is the step size. The learning process involves the iteration from (1) to (4) until the model converges.
Let us define the normalized gradient f = g g and the norm of the gradient ρ = g . For analytical tractability, we make the following assumption.
The normalized gradient f is uniformly distributed on the Grassmann manifold.
In other word, we assume that g is isotropic (i.e., statistically invariant under unitary transformation). To support our assumption, we have run a hypothesis test on a real stochastic-gradient-dataset. Specifically, we apply the Kolmogorov-Smirnov test (KS-test), which is a nonparametric hypothesis test quantifying a distance between the empirical distribution function and the referenced one. Let the null hypothesis H 0 be such that f is uniformly distributed, and H 1 the alternative one. The obtained p-value, which indicates whether to reject or accept the null hypothesis H 0 , is close to 0.1. Given that the commonly used threshold for p-value is 0.05, this result suggests that the null hypothesis H 0 will be accepted, i.e., the normalized stochastic gradient is believed to be uniformly distributed on the Grassmann manifold.
We are interested in the mean square error (MSE) of the gradient quantization problem. For a given quantization codebook C of B bits (i.e., containing 2 B codewords), the optimal quantization function in the MSE sense is such that
Here, the superscript 'E' stands for Euclidean distance. The optimal codebook is therefore
Two main challenges of the above optimal quantization problem are: 1) codebook optimization which is NP hard, 2) vector quantization which is also NP hard with respect to the dimension for a general codebook. Therefore, the goal of this work is to propose a hierachical codebook design which enables vector quantization with lower overall complexity as compared to direct vector quantization.
III. PROPOSED QUANTIZATION SCHEME
In this paper, we propose to quantize the gradient norm ρ with a scalar codebook C ρ with B ρ bits and the normalized gradient f with a Grassmannian codebook C f containing a set of unit norm codewords with B f bits. The main motivation is that there exist efficient and analytically tractable quantization algorithms in the Grassmannian manifold [16] .
Nevertheless, directly design the codebook for f is challenging due to its high-dimensionality. To further reduce the complexity, we propose to quantize f as follows. norm and can be quantized with Grassmannian quantizers. In addition, one can show that the normalized block gradients are also isotropic. Given the above properties, we propose a quantization scheme with the following main ingredients, as shown in Fig. 1 .
• For the gradient norm: B ρ -bit scalar quantizer C ρ ; • For the normalized block gradients: B s -bit uniform and even Grassmannian quantizer C s , where we call C an even codebook if it can be partitioned as 
For the above quantizers, we focus on quantization functions that minimize the Euclidean distance (MSE). Let x andx be two unit norm vectors, and let d c (x,x) = 1 − |x T x| 2 be the chordal distance between x andx. The two following lemmas are straightforward. Hence, to find a codeword in C with the shortest Euclidean distance to x, we first find a codewordx in C + with the shortest chordal distance to x. If the inner product between the pair is negative, then we flip the sign of the codeword, which is a codeword in C − and, therefore, is still inside C. In addition, ifx is the quantized version of x in an even codebook, then
Proposition 1. The mean square error of the proposed quantizer is
where E g = E g 2 , and
where means upper bound that is asymptotically tight.
There are two sub-problems for the codebook design problem. First, for given bit allocation (B ρ , B s , B h ) , we need to jointly design the codebooks (C ρ , C s , C h ). From Corollary 1, it is asymptotically optimal to design the codebooks C ρ , C s , C h separately. Second, we should optimize the bit allocation such that the MSE (10) is minimized. Given that it is hard to obtain tractable MSE expression as a function of the codebook size, we investigate the more tractable expected squared chordal distance instead. Such choice is justified by the closeness between the two measures in the following sense
Mathematically, we have the following optimization problem
where D C C = E d 2 c (x, Q C C (x)) with the superscript 'C' for 'chordal' distance.
The design of codebook C s : Recall that the codebook C s is an even codebook. Hence, it is enough to first construct a codebook C + s of size 2 Bs−1 , then construct C − s = {c : −c ∈ C + s }, and finally let C s = C + s C − s . The optimal construction of C + s for isotropic sources is known as Grassmannian line packing [13] , formulated as
The design of codebook C h : An optimal codebook C h should satisfy
Since the hinge vector is not isotropic, uniform quantization is not optimal in general. A practical suboptimal solution is the Lloyd algorithm on the Grassmann manifold that can be implemented iteratively.
The design of codebook C ρ : Similarly, an optimal codebook C ρ should satisfy
Besides the uniform quantizer for ρ = g , so far, we have developed the hierarchical quantization scheme for stochastic gradients using three codebooks, as illustrated in Fig. 1 . IV. BIT-ALLOCATION STRATEGY In this section, a practical bit-allocation strategy will be developed. Specifically, given the fixed amount of bits for quantizing the stochastic gradient vector, we aim to determine the strategy on how to allocate these bits to three codebooks.
To facilitate the design of this strategy, the geometric properties of the hinge vector will be analyzed. One specific result is characterized as below.
Proposition 2. For sufficiently large L, h converges to a constant vector h
Next, it is interesting to characterize the convergence rate of the hinge vector, which is given as below. 
4 . According to Proposition 3, it is suggested that the hinge vector converges to h ref geometrically fast in block dimension L. Thereby, if we choose L to be relative large, it is reasonable to exploit h ref as a surrogate for quantizing the hinge vector. The resulting codebook size of C h is B h = 0. Furthermore, by considering the worst case, where the elements of stochastic gradient g are i.i.d Gaussian distributed with 0 mean and unit variance and applying the uniform quantizer for quantizing the norm ρ = g , the practical bit-allocation strategy with the total number of bits being B is given as follows: B ρ = log 2 ML+ √ 2ML 2 − 1 2 log 2 λ * and B h = 0; all the rest bits are allocated to the codebook C s . The details will be discussed in the journal version.
V. SIMULATION RESULTS Consider a FEEL system with one edge server and K = 100 edge devices. The simulation settings are given as follows unless specified otherwise. We consider the learning task of handwritten-digit recognition using the well-known MNIST dataset that consists of 10 categories ranging from digit "0" to "9" and a total of 60000 labeled training data samples. The classifier model is implemented using a 6-layer convolutional neural network (CNN) that consists of two 5 × 5 convolution layers with ReLu activation (the first with 32 channels, the second with 64). Each followed with a 2 × 2 max pooling, a fully connected layer with 512 units, ReLu activation, and a final softmax output layer. Furthermore, it is noted that the total number of bits used for quantizing each coefficient of the stochastic gradients is Bs L + Bρ Dim given B h = 0 in the proposed bit-allocation strategy. Due to the fact that Bρ Dim = 0, Dim → ∞, we define the number of bits per coefficient as Bs L without loss of generality, in the following.
The effectiveness of the proposed low-complexity quantization scheme is evaluated by benchmarking against signSGD and SGD. The curves of the test accuracy versus the number iterations are illustrated in Fig. 2 . Several observations can be made as follows. First, using fewer bits, i.e. 0.5 bit/coefficient, the performance of the proposed scheme is comparable to state-of-the-art signSGD, which uses 1 bit/coefficient. This attributes to the superiority of vector quantization over the scalar counterpart given the same bits. Furthermore, it can also be observed that SGD outperforms both two quantization schemes because there exists quantization loss for both two quantization schemes.
Given the block length L, the effects of the codebook resolution is evaluated. The curves of test accuracy versus the number of iterations by varying the codebook resolution are illustrated in Fig. 3 . It can be observed that as the codebook resolution increases, the learning performance improves. This is because that the increment of resolution reduces the pairwise chordal distance between codewords. Then, the resulting quantization error reduces, which leads to a better learning performance.
