For serious radial distortion and high precision measurement, 3D measurement model is studied in the paper. Based on the two-step calibration algorithm, a round initialization window is proposed to calculate the initial value of the camera parameters for nonlinear optimization. In order to solve the problem that the Supersonic Transport Evaluation Group algorithm of light stripe center extraction has a large amount of computation, a method is presented by normalized correlation coefficient (NCC) method and principal component analysis (PCA). Finally, the coordinates of the central stripe could be obtained based on the bilinear interpolation and parabolic fitting. With the parameters of the structured light plane that could be obtained by the coordinates of the central stripe, the height of block gauge is measured by the 3D measurement model. The experiment results showed that the average measurement error is 0.0191 mm, and the strip extraction speed is improved.
Introduction
In recent years, 3D measurement of mechanical parts has been studied and developed by machine vision technology [1] [2] [3] . Because of a wide range, high flexibility, and precision, structural light vision has been widely used in three-dimensional measurement [4] [5] [6] [7] . In 2010, Liu et al. [8] reported a method for measuring shaft diameters by a line-structured laser. The coordinates of the light stripe centers on the shaft were obtained by a novel grayscale barycenter extraction algorithm along the radial direction. The shaft diameter was then obtained by circle fitting. In 2015, Liu et al. [9] presented a model for measuring shaft diameters using structured light vision. A virtual plane was established perpendicular to the measured shaft axis, and the coordinates of the light stripe centers on the shaft were projected to the virtual plane. On the virtual plane, the shaft diameter was measured by the projected coordinates. In 2016, Zheng [10] reported a method for measuring the diameter of a train wheel by line structured-light measurement system. The axle of the wheelset and the wheel tread are measured by structured-light sensors, and the center of the rolling round is calculated by the axle. At last, the diameter of the rolling round is determined by the center and the contact points on the wheel tread. The method had been proven to be quite stable and accurate by static experiment and dynamic field experiment. According to the different shape of the projection feature, the structured light can be divided into different types and the line-structured light is mainly studied in this paper.
Based on the line-structured vision, the measurement steps mainly include three parts: camera calibration, calibration of light plane parameters, and three-dimensional measurement model. The purpose of the camera calibration is to obtain the internal parameters of camera and distortion coefficients of camera lens [11, 12] . For the large field of view and serious distortion of the occasion, Zhou [13] proposed a partition calibration model of line structure light. The method solved the calibration error caused by the nonlinear optimization at the regions far from the optical axis. However, the method takes too long to operate, and the calibration plate is complicated to make. Light stripe center extraction is one of the key steps in the whole measurement process. Hession matrix methods were common detection algorithm thanks to high robustness and accuracy [14] , but the algorithm needs large-scale Gaussian convolution operation and a long computation time. Cai [15] proposed a light stripe center extraction algorithm based on the principal component analysis. Although the number of Gaussian convolution operations was reduced in the normal direction calculation, the sub-pixel coordinates of the stripe centers were acquired by Taylor expansion in the normal direction, which still needs to calculate the two-dimensional Gaussian convolution.
In view of the above problem, the paper presents a circular initialization window and discusses the size of the window for the calculation of the initial camera parameters in the nonlinear calibration. To ensure the measurement accuracy under a low computation cost, a method of extraction stripe center is proposed.
This report is organized as follows: Section 2 proposes an improved two-step camera calibration model. Section 3 outlines the model of light stripe center detection algorithm and the light plane calibration process. Section 4 puts forward the measurement model by the line structure light and reports the experimental results used to test the measuring accuracy. Section 5 provides the study's conclusions.
2 Improved two-step camera calibration model
Linear calibration mathematical model
Firstly, lens distortion is neglected by a two-step calibration algorithm [4] , and the linear calibration model is as shown in Eq. (1) .
where A is the camera internal matrix, 
5 is external translation matrix, Z c is the depth factor, (u, v) are the pixel coordinates of feature point on the calibration plate, and (X w , Y w , Z w ) are the world coordinates of the feature point. Based on the two-step calibration algorithm, it is necessary to select a reasonable initial value. Because the lens distortion is very severe at the position far from the center of the lens, the image center is always used as the calculation center to design a window in calculating the initial value, and the homography matrix calculated in the window is used as the initial value of the nonlinear optimization. Because of the image noise, the inconsistency between different variable dimensions, and the degree of distortion, it is necessary to reasonably choose to initialize the size and shape of the extraction window.
In this paper, a rectangular window and a circular window are designed respectively, and the coordinates of the corner points extracted in the window are calculated for the initial value of the homography matrix. The rectangular window is shown in Fig. 1 , and the corner coordinate field satisfies the following relationship:
where, Threshold is the size threshold of the set window, and size is related to the image resolution. The unit of Threshold is pixel.
The circular window is shown in Fig. 2 , and the corner coordinate field satisfies the following relationship:
where W is the image width, and H is the image height. Threshold is the window size threshold and ensured by the image resolution.
According to the type of lens distortion, the rectangular window has a certain precision in the case of a small field of view. However, compared with the square optimization window, the circular optimization window is more in line with the lens distortion law. To illustrate this problem, the paper uses the distortion coefficient to simulate the lens distortion model, and the simulation results are shown in Fig. 3 .
The distortion coefficient of the simulation results is calculated from the calibration results of 17 calibration images. In Fig. 3 , "×" represents the center of the image, and "o" represents the calculated center position; the starting point of the arrow represents the ideal point, the end point of the arrow represents the distortion point, and the direction of the arrow represents the distortion direction. As shown in the simulation results, the lens distortion model is similar to a circle in condition of radial distortion and tangential distortion. Moreover, the distortions caused by radial distortion are the most serious, and the degree of distortion is relatively small in the approximate circular area of the center of the image.
In order to study the effect of the initialization window size on the calibration accuracy, circular initialization windows of different radii are designed, and the centers of these circular windows are the center of the image, as shown in Fig. 4 . The radius of the circular search window is 50 pixels in the initial state, and search step size is incremented by 12.5 pixels. Then, the average residual of all real points and back projection points is calculated after the first optimization iteration, as shown in Eq. (5).
The average residuals corresponding to different windows are shown in Fig. 5 . The abscissa indicates the range of the search box, and the unit is the pixel. The ordinate indicates the average residual, and the unit is millimeter.
As shown in Fig. 5 , the radius is less than 100 pixels, and the optimization residual is large. The reason for this result is that the calculation point distortion is small, but the number of points involved in the calculation is small and the resulting constraints are less. When the radius is larger than 100 pixels, the calibration residual area is stable, and the increase in the size of the window is not significant for further improvement in accuracy. Choosing the appropriate initialization window not only improves the calibration accuracy but also saves computation time.
According to the results of this section, the circular extraction window should be chosen to calculate the parameters of the linear processing camera, and the optimal window size of the paper is 100 pixels.
Nonlinear calibration model
In the precision measurement, the effects of lens distortion which mainly include radial distortion and tangential distortion [16, 17] should be considered. The polynomial model is a commonly used distortion model, but the analytical solution could not be obtained by the model. In order to calculate the distortion coefficients and more accurate camera parameters, the above parameters need to be nonlinearly optimized. The distortion model is shown in Eq. (6) , and the nonlinear objective optimization equation is given by Eq. (6). 
where (x u , y u ) are the ideal image coordinates, and (x d , y d ) are the actual image coordinates. k 1 and k 2 are the radial distortion coefficients, and p 1 and p 2 are the tangential distortion coefficients. A nonlinear function can be established by minimizing the distance between the calculated world coordinates of the corner points in the calibration board and the actual world coordinates. For the nonlinear solution, Zhang [11] used the maximum likelihood estimation, and the objective equation optimization plane is located in the image coordinate plane, that is, the optimization objective equation:
where i is the index of the number of images, and j is the index of the position of the corners.
Due to the error of the corner extraction and the error caused by the distortion, the camera calibration accuracy is random to a certain extent by solved Eq. (6) . In order to improve the calibration accuracy, the camera calibration parameters are optimized on the world coordinate plane in the paper, and the physical coordinate accuracy of the calibration plate used in this paper can reach 1 μm level in the world coordinate plane. The extracted image coordinates are back-projected to the world coordinate plane, and the maximum likelihood estimation is performed on the parameters. The objective function could be expressed as:
where n is the number of images, and m is the number of corner points. m is the sub-pixel coordinates of the corner, M ij is the world coordinates, andM ij is calculated by the back projection though M ij . The nonlinear function can be solved using the Levenberg-Marquardt algorithm [18] . Figure 6 shows an improved optimization algorithm for back projection error.
3 Method: calibration of structured light plane parameters
Coordinates extraction of structured light strip
The extraction accuracy of light strip center coordinates determines the calibration quality of the light plane parameters [19] . Based on the traditional Supersonic Transport Evaluation Group (STEG) algorithm, the normal direction is firstly solved by using the eigenvector corresponding to the largest eigenvalue of the Hessian matrix in each pixels, then the sub-pixel coordinates of light stripes centers could be obtained by derivatives of the Taylor expansion for the grayscale in the normal direction [17] . However, a single pixel requires five Gaussian convolutions in each calculation. For example, the camera resolution is 1292 × 964 in the paper, so the calculation of a single picture can be expressed as: 
where N is the number of operations, n is the size of the Gaussian template used for the convolution operation and is 11 in the paper, and n depended on the width of the light stripe.
In order to reduce the complexity of the light stripe extraction algorithm, a new method of extracting light stripe center is presented in the paper. Firstly, the location of the light stripe in the image was located by the normalized correlation coefficient (NCC) in the paper, and NCC is shown as:
where I is the average gray value of the pixels of the image in the window, T is the average gray value of the light stripe template, σ is the standard deviation of grayscale in the image window, and σ is the standard deviation of the template window. If NCC is 1, the image window is highly correlated with the template, and Fig. 7 shows the matching process.
In order to improve the calculation speed and template matching speed, the improved algorithm introduces the concept of the image pyramid. This process mainly consists of two parts, the first step is downsampling. Through subsampling the original image, images of different resolutions could be obtained from bottom to top. The number of the pyramid layers is determined by the size of the original image and the tower top image, as shown in Eq. (11) . Second, Gaussian filtering should be used on the basis of sampling; the size of the filtering kernel is determined by Eq. (12) .
When template matching is performed, the template instance matched by the top image is mapped to the next layer, and the corresponding coordinates are simultaneously changed. When the target area is determined, the strip center extraction can be performed in the target area.
The normal direction of the light stripe could be obtained by the principal component analysis in the image sample data. First, the image of the light stripe is preprocessed by threshold segmentation. By traversing all pixels of the light stripe, if eight neighborhoods of the pixel are more than the specified threshold, the grayscale of the pixel is set to 0. The initial of light stripe could be obtained by the gray gravity method. Second, the gradient vector of an image is built in the partial image window which is based on the image area of every initial center point. Covariance matrix could be obtained by the gradient vector of an image, and the eigenvector corresponding to the largest eigenvalue of the covariance matrix is the normal direction. The covariance matrix is given by Eq. (13) .
Because the local window is approximately symmetric about the initial point, the following relationship is:
Then, Eq. (13) is further simplified.
The eigenvector corresponding to the largest eigenvalue of matrix H is the normal vector N (n x , n y ) of its corresponding point. The gradient window is shown in Fig. 8 .
Assuming that the coordinates of the initial center are (X 0 , Y 0 ) = (Column_0, Row_0), the pixel coordinates of the two neighborhoods could be obtained by Eq. (16) in the normal direction.
F(X 0 ), F(X 1 ), and F(X 2 ) represent the gray corresponding to the sub-pixel and could be acquired by the bilinear interpolation. A parabolic curve is fitted using the initial point (X 0 , F(X 0 )), and (X 1 , F(X 1 )), (X 2 , F(X 2 ), and the position where the first derivative of the fitted quadratic is 0 are the sub-pixel coordinates of the stripe center.
In order to show that the normal direction obtained by the presented algorithm is consistent with the normal direction obtained by the STEG algorithm, the paper compares the vertical and non-vertical states of the 
Calculation of structured light plane
The calculation of the light plane equation used the free-moving coplanar target as shown in Fig. 10a . In order to obtain the coordinates of the light stripe center on the target plane, the calibration plate is coplanar with the target plane. In structured light plane calibration, the position of the laser sensor and the camera's field of view are fixed, and the position of the coplanar target is changed six times. Although the position of the target has changed, the position of the light stripe is constant relative to the camera view, only the coplanar target relative to the camera coordinate system is changing. During the calibration process, the light strip region only needs to be extracted once under offline state, and then, the coordinate of the light center could be calculated by camera parameters, the lens distortion coefficient, and the camera's external parameters on the coplanar target. Figure 11 is shown as the position of light stripe center. Set P is a light stripe center, so P ij is the jth point on the intersection line when the coplanar target is in the ith position. Setting the equation of the light plane under a camera coordinate system:
The parameters A, B, and C can be obtained by the objective function:
where n is a number of the coplanar target turns, n is 6 in the paper, k is the number of light stripe centers on the intersection line when the target is in the ith position, and (X Because the camera parameters and coordinates of the centers have errors, the coefficients of the light plane obtained by Eq. (19) will be used as initial values for optimizing the light plane. The objective function of the optimized plane is established by the distances between the points and the plane:
4 The measurement results and experimental discussions
Measurement model
The three-dimensional measurement model based on structured light vision is shown in Fig. 12 , and the measurement system consists of an industrial camera, single-line structure light source, work table, etc. In Fig. 12 , O w -X w Y w Z w is a world coordinate system, O C -X-C Y C Z C is a camera coordinate system, and O u -x u y u is an 
The rotation matrix is shown in Eq. (23), and the translation matrix is shown in Eq. (24). 
where
.
Measurement experiments
Experiments are conducted to assess the utility of the measurement mode. The experimental equipment employed is shown in Fig. 13 , and the main parameters of the equipment are shown in Table 1 . The experiment used a set of block gauges. When the nominal height of block gauges is in the range of 1 to 10 mm, the limit deviation is ± 0.20 μm. When the nominal height is in the range of 10 to 25 mm, the limit deviation is of ± 0.30 μm.
The images of gauges are captured using the camera, as shown in Fig. 14 . Firstly, the sub-pixel coordinates of the light stripe 1 and the light stripe 2 are respectively obtained. The depth information of the two the light stripes changes at the turning point which is shown in Fig. 14 . Secondly, the corresponding external parameters of a light plane and target plane could respectively be obtained by the equations of the light plane and the target plane.
The sub-pixel coordinates of the light stripe centers could be obtained by as presented in the paper, and the depth information of the two light stripes changed at the turning points. Through the coordinates of the two light stripes centers, the two spatial line equations could be calculated by the straight line fitting algorithm. In order to improve the fitting accuracy, the constraint is as shown in Eq. (25).
where K 1 and K 2 are respectively the slopes of the two fitted lines.
According to the light plane equation and the target plane equation, the distance between two parallel lines on the light plane and the distance between two parallel lines on the target plane can be obtained respectively. Based on the triangle relationship as shown in Fig. 8 , the actual height of the measured object can be obtained, and the result is the height of the block gauge in the experiment. The experimental results are shown in Table 2 .
Through the calculation of the experimental data, the mean value of the error is 0.0191 mm, and the error standard deviation is 0.0029.
In order to compare the complexity of the strip extraction method proposed in the paper and the STEG algorithm, the running time of the gauge measurement experiments is recorded separately. The running time of experiments are shown in Table 3 , and the detection speed of the light stripe center is a significant improvement.
Conclusions
In this paper, the three-dimensional measurement model based on single-line structure is studied. For improving the calibration accuracy, a circular initialization window is proposed in camera calibration. A method for calculating the normal direction of the light stripe based on principal component analysis is proposed, and the rationality of the algorithm is verified by comparing with the normal direction obtained by the Hessian matrix. To further avoid a large number of two-dimensional Gaussian convolutional operations, bilinear interpolation and parabola in the direction of the normal are used in the paper. Finally, by measuring the height of the standard block gauge, it is proved that the improved measurement algorithm has a higher accuracy and speed for the measurement of the 3D objected. 
