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Abstract
A Hamiltonian formulation of generic many-body systems with balanced loss and gain is
presented. It is shown that a Hamiltonian formulation is possible only if the balancing of loss
and gain terms occur in a pairwise fashion. It is also shown that with the choice of a suitable
co-ordinate, the Hamiltonian can always be reformulated in the background of a pseudo-
Euclidean metric. If the equations of motion of some of the well-known many-body systems
like Calogero models are generalized to include balanced loss and gain, it appears that the
same may not be amenable to a Hamiltonian formulation. A few exactly solvable systems
with balanced loss and gain, along with a set of integrals of motion is constructed. The
examples include a coupled chain of nonlinear oscillators and a many-particle Calogero-type
model with four-body inverse square plus two-body pair-wise harmonic interactions. For the
case of nonlinear oscillators, stable solution exists even if the loss and gain parameter has
unbounded upper range. Further, the range of the parameter for which the stable solutions
are obtained is independent of the total number of the oscillators. The set of coupled
nonlinear equations are solved exactly for the case when the values of all the constants of
motions except the Hamiltonian are equal to zero. Exact, analytical classical solutions are
presented for all the examples considered.
keywords: Hamiltonian formulation, Exactly solvable models, Dissipative system, Coupled
nonlinear oscillators, Calogero-type model
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1 Introduction
The Hamiltonian formulation of dissipative systems is a recurring theme in physics[1, 2]. One
of the earliest approaches to the problem is to introduce an auxiliary system as a thermal bath
that is time-reversed version of a dissipative harmonic oscillator. The original and the auxiliary
oscillators considered together is described in terms of a Hamiltonian, when the loss and gain are
balanced equally. The rates of dissipation from the system and absorption by bath are same and
the total energy of the system-bath combination is conserved. Quantization of the Hamiltonian
involves various subtle issues with important results and applications[3, 4, 5, 6, 7, 8, 9].
Studies on systems invariant under the combined operation of parity(P) and time-reversal
(T ) symmetry is currently an active area of research[10]-[14] with plethora of experimental re-
sults in the context of superconductivity[15],[16], optics[17]-[20], microwave cavities[21], atomic
diffusion[22], nuclear magnetic resonance[23], coupled electronic and mechanical oscillators[24,
20], coupled whispering galleries[25, 26] etc. It is within the context of experiments on coupled
whispering gallery modes, the Hamiltonian of dissipative harmonic oscillators with balanced loss
and gain was reconsidered. The Hamiltonian is invariant under combined PT -symmetry which
the solutions do not obey. Consequently, the Hamiltonian neither admits classically stable so-
lutions, nor quantum bound states. However, if the two oscillators are coupled through PT
symmetric interactions, classically stable solutions as well as quantum bound states exist within
the ranges of the parameters for which PT symmetry remains unbroken. An equilibrium is
reached for the case of unbroken PT symmetry so that the amount of energy transferred to the
bath is reverted back to the system at the equal rate. This mathematical model explains well
the results obtained in Ref. [26] and opens up several new possibilities.
Hamiltonians with balanced loss and gain describe a class of systems which are intermediate
between open and closed systems. In the theory of quantum dissipation[27, 28], the system is
coupled to bath consisting of infinitely many harmonic oscillators so that the energy can not be
transferred back to the system. On the other hand, the sole objective of adding PT symmetric
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interaction to the systems with balanced loss and gain is to achieve an equilibrium for which
the energy is reverted back to the system from the bath at the same rate as it is deposited to
the bath from the system. For the case of broken PT symmetry, the equilibrium is lost and the
Hamiltonian is suitable for describing open system.
Dissipation is a natural phenomenon and with the technological advancements, tailoring
systems with balanced loss and gain is a reality. Within this background, it is utmost important
to study more systems with balanced loss and gain. It may be recalled at this point that a
system of coupled nonlinear oscillators with balanced loss and gain was investigated in Ref. [29]
with some interesting results. In absence of any Hamiltonian formulation of this model, another
system of nonlinear oscillators with balanced loss and gain was analyzed in Ref. [30] which admits
a Hamiltonian formulation. A chain of linear oscillators with its continuum limit has been studied
in Ref. [31]. It has been shown recently that two-body rational Calogero model with balanced
loss and gain terms is exactly solvable admitting classically stable solutions as well as quantum
bound states in the unbroken PT phase[32]. In spite of all of these developments, a Hamiltonian
formulation of generic many-particle systems with balanced loss and gain in a model independent
way is lacking. It may be noted that coupled non-linear Schro¨dinger equations with balanced
loss and gain describe important physical effects in PT symmetric theory. The Lagrangian and
Hamiltonian formulation of such systems can be achieved in a straightforward way within the
formulation of non-relativistic field theory. However, the issue of incorporating balanced loss
and gain terms to generic many-particle classical and quantum mechanical systems has not been
addressed in the literature with its full generality.
The purpose of this article is to present a systematic investigation on Hamiltonian formulation
of generic many-particle classical and quantum mechanical systems with balanced loss and gain.
The form of a generic many-particle Hamiltonian including gauge potentials is assumed and
conditions are imposed so that the resulting equations of motion contain balanced loss and gain
terms. This severely restricts the allowed ranges of gain-loss coefficients and types of interaction
potentials. The balancing of loss and gain terms necessarily occurs in a pair-wise fashion, i.e.
corresponding to the co-efficient γ of a loss term, there necessarily exists a gain term with the
co-efficient −γ. The balancing of γ by two or more terms is strictly forbidden. Further, it appears
that some of the well known many-particle systems like Calogero models[33, 34, 35, 36, 37] are
not amenable to Hamiltonian formulation for three or more particles, if they are generalized to
include balanced loss and gain terms. One important aspect of Calogero model is that each
particle interacts with rest of the particles and it is manifested in the respective equations of
motion. If this feature is relaxed, Hamiltonian formulation of many-body systems governed by
inverse-square plus harmonic interaction with balanced loss and gain terms may be constructed.
In fact, in spite of the imposing restrictions, a Hamiltonian formulation is possible for a very large
class of systems with balanced loss and gain. The known examples are reproduced within the
formulation presented in this article and some new examples are presented. Finally, it is shown
that the Hamiltonian can always be reformulated in the background of a pseudo-Euclidean metric
through some co-ordinate transformations. A Hamiltonian formulation for systems with space-
dependent balanced loss and gain is also presented.
The systems with balanced loss and gain terms are investigated from the viewpoint of exactly
solvable models. In particular, exactly solved systems are constructed for specified forms of
potentials. Two classes of exactly solvable models with balanced loss and gain are presented
which are characterized by invariance of the potential under specific symmetry transformations:
(I) translation and (II) rotation in a pseudo-Euclidean space endowed with the metric gij =
(−1)i+1δij [38]. It should be mentioned here that the action or the Hamiltonian of type-I systems
is not invariant under translation, only the potential respects this symmetry. Similarly, the
Hamiltonian for type-II models is not invariant under rotation in any plane in the pseudo-
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Euclidean metric, but, invariant under rotations in specific planes. The approach taken in
constructing exactly solvable models for N = 2m,m ∈ Z+ number of particles is the following.
Apart from the Hamiltonian, m number of integrals of motion are constructed for type-I as well
as type-II models. These integrals of motion are in involution and imply that the system is at
least partially integrable. The existence of these integrals of motion allows the dynamics of the
original system with 2m degrees of freedom to be determined in terms of an effective system
with m degrees of freedom. Consequently, the exactly solvability of the effective system ensures
the same for the original Hamiltonian. This result is quite general and innumerable numbers of
exactly solvable models with balanced loss and gain can be constructed.
Stable classical solutions are obtained in terms of Jacobi elliptic functions for particular
ranges of parameters for the type-I models. For the case of a single quartic nonlinear oscillator,
stable solutions are allowed even if the gain-loss parameter γ is varied without any upper bound.
It may be recalled at this point that for the case of linear oscillator[25], γ can not exceed
the value of the angular frequency of the harmonic oscillator for having stable solutions. The
effect of the non-linearity is also significant for the case of coupled chain of nonlinear oscillators
with uniform gain-loss parameters. Unlike the example considered in Ref. [31], the region in
the parameter-space admitting stable solutions remains same for any number of particles. Exact
classical solutions are obtained in closed analytical form for several models which are appropriate
generalizations of well-known systems like, two and three particles coupled nonlinear oscillators,
Henon-Heils system, Calogero-type models etc. The exact solutions of some of the many particle
systems with balanced loss and gain and are interacting via a four-body potential are obtained.
The exact solutions of these model are generated by exploiting the known solutions of Calogero
type of models. It is found that the balancing the loss and gain term in a pair-wise fashion highly
restricts the possible form of the four-body interaction.
Exact solutions can be found for several type-II models, including coupled chain of nonlinear
oscillators. However, the solutions are not stable and there are no region in the parameter-space
for which stable solutions are possible. There are equal number of growing and decaying solutions
for even number of particles. Exact solutions are obtained in terms of Jacobi elliptic functions
multiplied by an exponentially decaying/growing factor. It may be recalled that a system of
harmonic oscillators with balanced loss and gain and without any coupling between the two has
similar unstable solutions[1, 2]. The specified type of interaction allowed for type-II models do
not lead to an equilibrium in respect of energy-transfer between the growing and the decaying
modes and hence, the system is unstable.
The plan of the article is the following. The general Hamiltonian formulation of a generic
system with balanced loss and gain is discussed in the next section. The imposing restrictions
on possible forms of Hamiltonian are discussed in some detail in terms of properties of some
matrices appearing in it. Possible representations of these matrices are discussed in Sec. 2.1.
The condition for a known Hamiltonian to remain a Hamiltonian system, when it is generalized
by including balanced loss and gain is discussed in Sec. 2.2. The condition is solved for a few cases
and some previously studied systems are reproduced. The condition for Hamiltonian formulation
of rational Calogero model with balanced loss and gain is given in Sec. 2.3 and solved for two
particles. In absence of any solution of this condition for more than two particles, an example
of a many-particle system with inverse-square plus harmonic interaction, which is different from
rational Calogero model, is also presented. Exactly solvable models with stable solutions are
presented in Sec. 3.1, while models with unstable solutions are presented in Sec. 3.2. Finally,
in Sec. 4, the results are summarized and implications of the results as well as future directions
are discussed. The results related to a few exactly solvable models are presented in Appendix-A
and Appendix-B. The Lax-pair formulation of Sutherland is considered in Appendix-C and in
Appendix-D, DN -type Calogero model with four-body interaction is discussed.
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2 Hamiltonian Formulation
A systematic investigation on the Hamiltonian and Lagrangian formulation of many-particle
systems with balanced loss and gain is presented in this section. The approach taken in this
article is quite general and applicable to a large class of many-particle systems with balanced
loss and gain. The Hamiltonian is assumed to be of the form,
H = ΠTMΠ+ V (x1, x2, . . . , xN ), (1)
where X = (x1, x2, ....xN )
T and Π = (π1, π2, ....πN )
T are N coordinates and their conjugate
momenta, respectively. The suffix T denotes transpose, i.e XT = Transpose(X). The study
of constrained systems is beyond the scope of the present article and hence, the N × N real
symmetric matrix M is taken to be non-singular. Any non-standard form of Hamiltonian is also
excluded from the purview of present article. The generalized momenta Π is defined as,
Π = P +AX, (2)
where PT = (p1, p2, . . . , pN ) is the conjugate momenta and A is a real N × N square matrix.
Further restrictions on M and A will follow by demanding that H describes a many-particle
system with balanced loss and gain terms.
The Hamiltonian (1) may be re-expressed as,
H = PTMP +XTATMP + PTMAX +XTATMAX + V (x1, x2, . . . , xN ). (3)
and the resulting Eqs. of motion has the following form:
X¨ − 2MRX˙ + 2M
(
∂V
∂X
)
= 0,
R := A−AT , ∂V
∂X
≡
(
∂V
∂x1
,
∂V
∂x2
, . . . ,
∂V
∂xN
)T
. (4)
The matrix A can be decomposed as the sum of a symmetric matrix As and an anti-symmetric
matrix Aa. The matrix As does not contribute to the Eq. of motion (4). Further, As can be
gauged away from Π in Eq. (2) and hence, from H in the corresponding quantum theory. In
particular,
e−iX
TAsXΠeiX
TAsX → Π˜ := P +AaX = −i ∂
∂X
+AaX,
∂
∂X
:=
(
∂
∂x1
,
∂
∂x2
, . . . ,
∂
∂xN
)T
, (5)
where ~ = 1. Thus, the matrix A can be chosen to be anti-symmetric without loss of any
generality. The choice A = R2 is consistent with the definition of anti-symmetric matrix R. The
equation of motion in equation (4) may also be derived from the Lagrangian,
L = 1
4
X˙TM−1X˙ +
1
4
(XTRX˙ − X˙TRX)− V (x1, x2, . . . , xN ), (6)
which is invariant under the operation of transposition, i.e., LT = L, since R is an anti-symmetric
matrix by construction. The parity and time-reversal symmetry may be defined as,
T : t→ −t, P : X → X˜ =WX, (7)
whereW is an N×N orthogonal matrix with determinant −1. The invariance of the Lagrangian
L and H under PT implies that W commutes with M , while anti-commutes with R.
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A phase-space analysis of Eqs. (3) and (4) may be performed with the assumption that
dissipation is due to terms linear in velocity in the equations of motion. The result shows
that only the diagonal elements of the matrix MR are relevant for determining whether or not
the system is dissipative. The following condition is imposed by demanding that the velocity
dependent term in the Eq. of motion for xi should only contain x˙i:
D =MR, D := diagonal(γ1, γ2, .....γN ), γi ∈ ℜ. (8)
It can be shown that the matrices M , R and D anti-commute with each other:
{M,R} = 0, {R,D} = 0, {M,D} = 0. (9)
The first relation is derived by using the fact that M and D are symmetric matrices, while R
is an anti-symmetric matrix. Rest of the relations follow from the first one and Eq. (8). All
the above relations in Eq. (9) are true even if D is non-diagonal, but a symmetric matrix. The
anti-commutation relation involving M and D leads to trace less condition on D,
Tr(D) = 0, (10)
implying that the gain and loss are balanced, i.e
∑
i γi = 0. It can be further shown that the
balancing of loss and gain terms necessarily occurs in a pairwise fashion for even N . In particular,
if v is an eigen-vector of D with non-vanishing eigen-value λ, then Mv is also an eigen-vector
of D with eigenvalue −λ. Thus, the non-vanishing γi’s are grouped into N/2 independent pairs
γi + γj such that no two indices are repeated twice and each such pair is equal to zero. The
anti-commutation relation between M and D also implies that at least one of the γi’s must be
equal to zero for odd N for which det(D) = 0:
det(D)
[
1− (−1)N] = 0. (11)
Further, it follows from Eq. (8) that det(R) = 0 for det(D) = 0, since M is non-singular. Both
R and D can be chosen to be non-singular for even N and the following relations hold:
Tr(M) = 0, {R−1, D} = 0. (12)
Further, for even N , the minimum and maximum numbers of independent non-vanishing off-
diagonal elements of Mij are N/2 and N
2/4, respectively. The same result for odd N may be
obtained by substituting N → N − 1 in the respective expression for even N . For odd N , the
element MNN 6= 0.
A few comments are in order before proceeding further:
(1)The anti-commutation relation of M with R or D for N = 2m,m ∈ Z+ implies that corre-
sponding to each of its m positive eigenvalues λ, there exists an eigenvalue −λ. The diagonal
matrix Md = OˆMOˆ
T corresponding to M has the expression Md = diagonal(λ1,−λ1, λ2,−λ2,
. . . , λm,−λm), where Oˆ is an orthogonal matrix and a particular ordering of eigenvalues is as-
sumed. Any other ordering obtained by permuting the eigenvalues in the expression of Md is
also acceptable. With the introduction of the anti-symmetric matrix R˜ = OˆROˆT and a set of
new co-ordinates,
X˜ = OˆX, P˜ = OˆP, Π˜ = OˆΠ = P˜ +
1
2
R˜X˜, (13)
the Hamiltonian H in Eq. (1) may be re-interpreted as defined in the background of an indefinite
metric Md:
H = Π˜TMdΠ˜ + V (x˜1, x˜2, . . . , x˜N )
6
= P˜TMdP˜ + X˜
TQP˜ +
1
4
X˜T
(
MdR˜
2
)
X˜ + V (x˜1, x˜2, . . . , x˜N ), (14)
where Q :=MdR˜ and {Md, R˜} = 0. The matrix Q is symmetric with all of its diagonal elements
equal to zero, while MdR˜
2 is a symmetric matrix. It may be recalled that a similar indefinite
metric appears in the Hamiltonian formulation of Pais-Uhlenbeck oscillator[39].
(2) Systems with space-dependent dissipation coefficient exhibit interesting physical effect
and has various applications. Two common examples from this class of systems are van der pol
oscillator[40] and van der Pol-Duffing oscillator[41]. The coefficient acts as a gain term in some
region of space, while it is dissipative in some other region of space. Such a system may be
generalized to include balanced loss and gain terms by considering a time-reversed version of it
as a thermal bath with a Hamiltonian formulation for the system-bath combination. The loss
term in some region of space for the system is equally balanced by a gain term for the bath in
the same region of space and vice verse. The Hamiltonian is still given by (1) with Π in Eq. (2)
replaced by,
Π = P +AF, F ≡ (F1(x1, . . . , xN ), F2(x1, . . . , xN ), . . . , FN (x1, . . . , xN ))T (15)
where F is a N component column vector with each component depending on the dependent
variables. A similar analysis as above shows that the equation of motion reads,
X¨ − 2QDX˙ + 2M
(
∂V
∂X
)
= 0, Q ≡
N∑
i=1
∂Fi
∂xi
. (16)
System with space-dependent gain-loss term is obtained for suitable choices of the function Fi.
Note that when Fi =
xi
N
, the system reduces to the form of system having constant loss and gain
coefficient.
2.1 Representation of Matrices
The condition (8) can be realized for N = 2 with the following choice:
M = σx, R = −iγσy, D = γσz , (17)
where γ1 = −γ2 ≡ γ and σx, σy, σz are Pauli spin matrices. Such a realization can be easily
generalized to any even N = 2m,m ∈ Z+:
M = κ⊗ σx, D = η ⊗ σz , R = −i(κ−1η)⊗ σy, (18)
where the commutator of m ×m diagonal matrix η := diagonal(γ1, γ3, . . . , γm) and the m×m
invertible real symmetric matrix κ must vanish, i.e.,
[κ, η] = 0. (19)
The representations of M and D in Eq. (18) are chosen, while that of R is determined by
using the Eq. (8), i.e. R = M−1D. The pair-wise balancing of loss and gain terms impose the
conditions, γ2i = −γ2i−1, i = 1, 2, . . .m. The constraint (19) can be solved in various ways. For
example, η = γIm solves Eq. (19) for any κ, where Im is m ×m identity matrix. This choice
corresponds to uniform gain and loss parameter γ, i.e. γ2i−1 = γ ∀ i. On the other hand, κ = Im
solves Eq. (19) for any η with γ2i = −γ2i−1, i = 1, 2, . . .m. This corresponds to a system with
non-uniform gain and loss parameters.
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It may be recalled that the Hamiltonian H in Eq. (1) can be re-interpreted as defined in the
background of an indefinite metric Md. For the representation (18) with η = γIm and κ = Im,
the diagonal matrix Md = OˆMOˆ
T and the orthogonal matrix Oˆ has the following expressions:
Md = Im ⊗ σz , Oˆ = 1√
2
[Im ⊗ (σx + σz)] . (20)
The matrix Oˆ generates the new coordinates and momenta as defined by Eq. (13). The new
Hamiltonian is given by Eq. (14) with
Q =MdR˜ = γIm ⊗ σx, MdR˜2 = −γ2Im ⊗ σz , (21)
and has the following form
H = P˜T [Im ⊗ σz ]P˜ + γX˜T [Im ⊗ σx]P˜ − γ
2
4
X˜T [Im ⊗ σz ] X˜ + V (x˜1, x˜2, . . . , x˜N ). (22)
The first and third terms of Eq. (22) are quadratic in momenta and coordinate respectively and
give the length in a pseudo Euclidean space. The second term is a sum of product of coordinates
and momenta and bears the characteristic of balanced loss and gain system.
It may be noted that the representation (18) is not unique and there are several other possi-
bilities. One such example is presented below:
[M ]ij = δi,j+1 + δi,j−1, [D]ij = (−1)i+1γδij , [R]ij = (−1)j+1[M−1]ij ,
[M−1]ij = −[M−1]ji = 1
4
(−1) j−i−12 [1− (−1)j−i] [1− (−1)i] , j > i. (23)
The diagonal matrix Md = OˆMOˆ
T corresponding to the representation (23), gives rise to a
pseudo Euclidean metric where the form of the matrix Oˆ, generating the new coordinates and
momenta as defined by Eq. (13), is given by:
Oˆij =
√
2
N + 1
sin
(
ijπ
N + 1
)
, (24)
and the form of Md becomes:
Md = diagonal(2 cos
π
N + 1
, 2 cos
2π
N + 1
, ....., 2 cos
Nπ
N + 1
). (25)
It may be noted that the i-th and the N + 1− i-th eigenvalues of Md are equal but opposite in
sign. The new Hamiltonian is given by Eq. (14) with
Q =MdR˜ = γδi,N+1−i, MdR˜
2 = −γ2M−1d . (26)
The Hamiltonian in the pseudo Euclidean space corresponding to the representations (18) and
(23) are not equivalent in the sense that the determinant ofMd is different in two cases. However,
these two pseudo Euclidean metric can be made equivalent by simultaneous implication of the
following rearrangements:
i) A proper scale transformation for the representation (23) of conjugate coordinates and mo-
menta of the following form:
(p˜k, p˜N+1−k)→
√
2 cos
kπ
N + 1
(p˜k, p˜N+1−k), (x˜k, x˜N+1−k)→ 1√
2 cos kpi
N+1
(x˜k, x˜N+1−k),
8
k = 1, 2, ....,m. (27)
ii) In case of representation (18), a particular ordering of the eigenvalues ofMd is assumed. If this
ordering is made such that the i-th and the N + 1− i-th eigenvalue become equal and opposite
in sign.
Thus, for both the representations (18) and (23), a similarity transformation to a pseudo Eu-
clidean space followed by a proper scaling of coordinates and momenta will give rise to the
same form of the Hamiltonian and hence the same equations of motion. However, in original
coordinates the representations (18) and (23) describe different systems having different form
of potentials. The solutions of these different kind of systems can be found by exploiting the
solutions obtained in a pseudo Euclidean space.
Either of the above representations of matrices for even N = 2m can be suitably generalized
for odd N = 2m + 1. The 2m + 1 × 2m + 1 dimensional matrices M,R,D are constructed
by embedding the respective 2m × 2m dimensional representation in it and choosing the extra
matrix elements as follows:
M2m+1,i =Mi,2m+1 = 0, i = 1, 2, . . . 2m, M2m+1,2m+1 6= 0,
Ri,2m+1 = R2m+1,i = 0, Di,2m+1 = D2m+1,i = 0, i = 1, 2, . . . 2m+ 1. (28)
The equation governing the dynamics of x2m+1 does not contain any gain or loss term. However,
it may be coupled to other degrees of freedom through appropriate choices of the interaction
potential.
2.2 Examples
The Eq. of motion (4) can be re-written as,
X¨ − 2DX˙ + 2M
(
∂V
∂X
)
= 0, (29)
and equivalently in component form:
x¨i − 2Diix˙i + 2
N∑
k=1
Mik
∂V
∂xk
= 0, i = 1, 2, . . . , N. (30)
Unlike in the standard Hamiltonian formulation, the Eq. of motion for xi does not contain
the term ∂V
∂xi
for even N due to the trace less condition on M . For odd N , only one diagonal
element of M may be chosen to be non-zero. Consequently, if Mpp 6= 0, the Eq. of motion for xp
contains the term, ∂V
∂xp
. If a system governed by the Hamiltonian H˜ = PTP + V˜ is generalized
to include balanced loss and gain terms such that a Hamiltonian formulation in the form of H is
possible and the Eqs. of motion resulting from these two Hamiltonians are identical in the limit
of vanishing loss and gain terms, then the following condition must hold:
∂V
∂xi
=
N∑
k=1
M−1ik
∂V˜
∂xk
i = 1, 2, . . . , N. (31)
This constitutes a set of coupled first-order differential equations. These equations are in general
nonlinear, except for the case for which the potential V˜ is a quadratic form of the co-ordinates.
The set of equations can be solved for quadratic V˜ . In particular,
V˜ = XTMGX =⇒ V = XTGX, (32)
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where G is an arbitrary symmetric matrix. The system of coupled PT -symmetric oscillators
with uniform loss and gain co-efficients and interaction parameters of Ref. [31] may be obtained
by choosing the potential G as,
G = ω2M−1 + ǫIN , (33)
and using the representation of M given in Eq. (23), where IN is N × N identity matrix.
Similarly, the example of system with non-uniform parameters may also be reproduced with
following choices of M,D,R:
[M ]ij = δj,N+1−i, D = δijγi, γN+1−i = −γi, R =M−1D =MD. (34)
The matrix G for this case is an anti-tridiagonal matrix with the elements,
Gij = ω
2
i δj,N+1−i + ǫi (δj,N−i + δj,N+2−i) . (35)
The formulation may be used to construct Hamiltonian system corresponding to coupled chain
of nonlinear oscillators with balanced loss and gain terms. For example, a Hamiltonian system
for two coupled nonlinear oscillators may be constructed by considering the representations of
M,R,D as in Eq. (17) and choosing the potential,
V = a0x1x2 + a1(x
2
1 + x
2
2) + a2(x1x
3
2 + x2x
3
1) + a3x
2
1x
2
2 + a4(x
4
1 + x
4
2), ai ∈ ℜ. (36)
This system is PT -symmetric and reduces to the example studied in Ref. [30] for a3 = 0 = a4. It
is also evident that a Hamiltonian formulation of the system of nonlinear oscillators considered
in Ref. [29] is forbidden. There are various possibilities for generalizing this system to N
coupled chain of nonlinear oscillators. A straightforward generalization would be to consider the
potential,
V =
N−1∑
i=1
[
a0xixi+1 + a2(xix
3
i+1 + xi+1x
3
i ) + a3x
2
i x
2
i+1
]
+
N∑
i=1
[
a1x
2
i ++a4x
4
i
]
, ai ∈ ℜ. (37)
and the representations in Eqs. (23) and (28). The parameters appearing in V are chosen in
such a way that the H is PT -symmetric.
System with space-dependent dissipative coefficient can be obtained from Eq. (16). The
example of this kind of systems are Van der pol oscillator[40], in case of which the dissipative
term has the coefficient (x2−1), and duffing Van der pol oscillator[41]. Oscillator systems having
space dependent dissipative coefficient can easily be generated for the appropriate form of F in
Eq. (16). For example, in case of two coupled oscillators with space dependent balanced loss and
gain terms, the form of F may be considered as Fi =
1
2xi − 13x3i which gives Q = [1− (x21 + x22)].
The various type of coupling between the two oscillators can be generated by choosing appropriate
form of the potential V . In this case Eq. (16) takes the following form:
x¨1 − 2γ[1− (x21 + x22)]x˙1 +
∂V
∂x2
= 0, (38)
x¨2 + 2γ[1− (x21 + x22)]x˙2 +
∂V
∂x1
= 0, (39)
where M,R,D are as in Eq. (17). It may be noted that inside the circle x21 + x
2
2 = 1, the first
oscillator has a gain and the second oscillator has an equal amount of loss and out side the circle
the situation is reversed.
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2.3 Rational Calogero Model(RCM)
Given the importance of RCM and its relation to various diverse areas of physics, it is desirable
to find its generalization involving balanced loss and gain terms. The potential V˜RCM for the
RCM has the following form:
V˜RCM =
ω2
2
N∑
i=1
x2i +
N∑
i,j=1
i<j
g
(xi − xj)2 . (40)
An important feature of RCM is that each particle interacts with rest of the particles through
inverse-square interaction. The potential VRCM is determined through a set of N coupled first-
order nonlinear partial differential equations:
∂VRCM
∂xi
=
N∑
k=1
M−1ik

ω2xk − N∑
l=1
l 6=k
2g
(xk − xl)3

 . (41)
For N = 2, VRCM can be determined easily:
VRCM = ω
2x1x2 − g
(x1 − x2)2 , (42)
where the representation of M is given by (17). The classical as well as the quantum version
of this two-body rational Calogero model has been studied in detail in Ref. [32]. Finding a
solution for N > 2 and g 6= 0 is a highly nontrivial problem and it seems that a consistent
solution of Eq. (41) may not exist. Many-body systems with balanced loss and gain terms
may be constructed, where particles interact through harmonic plus inverse-square interaction.
However, in the limit of vanishing loss/gain parameters, the equations of motion differ from that
of RCM. These systems may be identified as Calogero-type models with balanced loss and gain
terms. Such a system may be obtained easily by substituting V˜RCM for V in Eqs. (1,3,29,30).
The resulting Eqs. of motion with the representation of M as in Eq. (18) read:
x¨1 − 2γx˙1 + 2ω2x2 −
N∑
k=1
k 6=2
4g
(x2 − xk)3 = 0,
x¨i − 2γ(−1)i+1x˙i + 2ω2 (xi−1 + xi+1)−
N∑
k=1
k 6=i−1
4g
(xi−1 − xk)3 −
N∑
k=1
k 6=i+1
4g
(xi+1 − xk)3 = 0,
2 ≤ i ≤ N − 1,
x¨N − 2γ(−1)N+1x˙N + 2ω2xN−1 −
N∑
k=1
k 6=N−1
4g
(xN−1 − xk)3 = 0. (43)
The Eqs. of motion of classical RCM is not reproduced in the limit of vanishing γ. It may be
noted that in Eq. (29), the column matrix ∂V
∂X
is multiplied by the off diagonal matrix M which
hinder N particle generalization of RCM with balanced loss and gain. In the case of RCM, the
dynamics governing the i’th particle contains interaction terms where the i’th particle interacts
through pair-wise harmonic plus inverse-square interaction with all other particles. However, in
the present case, the dynamics governing the i’th particle contains interaction terms where its
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nearest neighbors interact with all other particles including it through pair-wise harmonic plus
inverse-square interaction. In the limit of vanishing g, the coupled chain of linear oscillators
considered in Ref. [31] is reproduced. Thus, the Hamiltonian which gives rise to Eqs. (43) is an
appropriate generalization of the system considered in Ref. [31] with inverse-square interaction.
This constitutes a new class of models which deserves further investigations. The exact solvability
and/or integrability of the system is not apparent and beyond the scope of the investigations of
the present article.
The most general integrable potential for Calogero-Moser-Sutherland(CMS) system is the
Weierstrass elliptic potential of the following form V (x) = P(x, 2ω1, 2ω2). This is a single valued
doubly periodic function of a single complex variable x with ω1 and ω2 are being the two half
periods. In the limit ω1 → ∞, ω2 → ∞, V (x) → x−2 and we get the rational CMS model[33].
The trigonometric or hyperbolic CMS model arises when either ω1 or ω2 →∞. Below we discuss
the case of trigonometric and hyperbolic potentials with balanced loss and gain.
The Sutherland model was originally motivated to extract thermodynamics from the model
having only the rational interaction term. The Calogero model with only the rational potential
is not a bound system and one could put the system in a finite periodic box, such that the
particles interact through all the infinitely many periodic images of themselves. In this case the
two-body potential becomes a periodic one. The Sutherland model can easily be generalized to
incorporate the balanced loss and gain term for two particles system. For three or more particles,
the Hamiltonian formulation is possible in the presence of balanced loss and gain term only if we
relax the pair-wise interaction among the particles. The Sutherland model with trigonometric
interaction is given by the potential:
V˜S =
N∑
i,j=1
i<j
a2
sin2 a(xi − xj)
. (44)
The potential VS can be determined from Eq. (31):
∂VS
∂xi
=
N∑
k=1
M−1ik

 N∑
l=1
k>l
4a3 cos a(xk − xl)
sin2 a(xk − xl)
−
N∑
l=1
k<l
4a3 cos a(xk − xl)
sin2 a(xk − xl)
.

 . (45)
This is a set of N coupled first order nonlinear partial differential equations. For N = 2, VS can
be determined easily:
VS = − a
2
sin2 a(xi − xj)
, (46)
where the representation of M is given by (17). For two particles case, the vanishing loss and
gain parameter will produce the original model. The solutions of this model with balancing
loss and gain term allow stable solutions. This model will be considered in detail in Ref. [42].
For three or more particles the solutions of Eq. (45) is highly nontrivial and it seems that a
consistent solution may not exist. A Hamiltonian formulation for many particle system having
balanced loss and gain and are interacting through a trigonometric potential may be constructed.
However, in this case the vanishing loss and gain parameter will not produce the original model.
This kind of model may be obtained by replacing V˜S by VS in constructing the Eqs of motion.
The resulting Eqs. of motion are given by:
x¨1 − 2γx˙1 +
N∑
l=1
2>l
8a3 cos a(x2 − xl)
sin2 a(x2 − xl)
−
N∑
l=1
2<l
8a3 cos a(x2 − xl)
sin2 a(x2 − xl)
= 0,
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x¨i − 2γ(−1)i+1x˙i +
N∑
l=1
i−1>l
8a3 cos a(xi−1 − xl)
sin2 a(xi−1 − xl)
−
N∑
l=1
i−1<l
8a3 cos a(xi−1 − xl)
sin2 a(xi−1 − xl)
,
+
N∑
l=1
i+1>l
8a3 cos a(xi+1 − xl)
sin2 a(xi+1 − xl)
−
N∑
l=1
i+1<l
8a3 cos a(xi+1 − xl)
sin2 a(xi+1 − xl)
= 0
2 ≤ i ≤ N − 1,
x¨N − 2γ(−1)N+1x˙N +
N∑
l=1
N−1>l
8a3 cos a(xN−1 − xl)
sin2 a(xN−1 − xl)
−
N∑
l=1
N−1<l
8a3 cos a(xN−1 − xl)
sin2 a(xN−1 − xl)
= 0 (47)
where the representation of M is given by (18). The above model describes a system where
the dynamics of the i-th particle involves interacting term where its nearest neighbor interact
with all other particles including it. This constitutes a new class of model and needs further
investigations. A similar construction for hyperbolic potential is possible in the presence of
balanced loss and gain term if we replace a by ia in all above calculations.
The many particle interaction of Calogero model is governed by root system of finite reflection
groups. The type of Calogero model, we consider in this work belongs to A-type root system.
However, Calogero-Moser system is integrable for other classical root systems (B,C,D)[35] as well
for exceptional and non-crystallographic root systems[43]. For two particles case, various root
systems can be modified to incorporate the loss and gain terms. Detail analysis regarding these
models will be considered in [42]. However, all these models are not amenable to Hamiltonian
formulation for three or more particles in the sense that the systems are not reduced to the
original many-particle model in the limit of vanishing loss/gain parameter.
3 Exactly Solvable Models
The Hamiltonian is a constant of motion. The invariance of the Lagrangian L under different
symmetry transformations may lead to other first integrals of the system. Invariance under space-
translation is ruled out even for translationally invariant potential V . This is due to the presence
of terms linear in X and XT , i.e. the second and the third terms in Eq. (6). Similarly, invariance
under rotation is also ruled out even for rotationally invariant potentials. Nevertheless, integrals
of motion may be constructed for specific choices ofM , D, R and V . A few such exactly solvable
many-particle systems with N = 2m,m ∈ Z+ are presented in this section.
For the representation (18) with η = γIm and κ = Im, a co-ordinate transformation of the
form (13) by the matrix Oˆ as given by Eq. (20) with X˜ = (z+i , z
−
i )
T , i = 1, 2, ......,m and
X = (x2i−1, z2i)
T , i = 1, 2, ......,m, generates the following set of new co-ordinates:
z−i =
1√
2
(x2i−1 − x2i) , z+i =
1√
2
(x2i−1 + x2i) , i = 1, 2, . . .m (48)
Writing Eq. (22) in the component form, the Hamiltonian is obtained in the background of a
pseudo Euclidean metric in the following form:
H =
m∑
i=1
[
(P 2
z
+
i
− P 2
z
−
i
) + γ
(
z+i Pz−
i
+ z−i Pz+
i
)
− γ
2
4
{
(z+i )
2 − (z−i )2
}]
+ V (z+i , z
−
i ) (49)
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The conjugate momenta have the following expressions:
Pz+
i
=
1
2
(
z˙+i − γz−i
)
, Pz−
i
= −1
2
(
z˙−i − γz+i
)
. (50)
The Eqs. of motion can be derived from the Hamilton’s equations of motion as,
z¨+i − 2γz˙−i + 2
∂V
∂z+i
= 0, z¨−i − 2γz˙+i − 2
∂V
∂z−i
= 0, i = 1, 2, . . .m. (51)
In the subsequent discussions 2V is replaced by V . The Eqs. (51) is a set of 2m coupled
differential equations.
The parity (P) transformation is defined as,
P : X → − (Im ⊗ σx)X,P → − (Im ⊗ σx)P,
z+i → −z+i , z−i → z−i , Pz+
i
→ −Pz+
i
, Pz−
i
→ Pz−
i
. (52)
For odd N = 2m+ 1, the above relations are supplemented with the transformations for x2m+1
and p2m+1, x2m+1 → x2m+1, p2m+1 → p2m+1. The time-reversal transformation T is defined as,
T : X → X, P → −P, =⇒ z+i → z+i , z−i → z−i Pz+
i
→ −Pz+
i
, Pz−
i
→ −Pz−
i
. (53)
For odd number of particles N = 2m+1, the above relations are supplemented with the relations:
x2m+1 → x2m+1, p2m+1 → −p2m+1. The Hamiltonian is invariant under the combined operation
of PT provided the real potential V satisfies the condition:
V (z+i , z
−
i ) = V (−z+i , z−i ). (54)
It may be noted that the parity transformation defined by Eq. (52) is not unique. Consequently,
the condition on V (z−i , z
+
i ) to be PT symmetric also varies depending on the choice of P . For
example, the parity transformation P1
P1 : z+i → z+i , z−i → −z−i , Pz+
i
→ Pz+
i
, Pz−
i
→ −Pz−
i
, (55)
keeps H in Eq. (49) P1T invariant provided V (z+i , z−i ) = V (z+i ,−z−i ). Exactly solvable models
can be found for several specific choices of V satisfying the above constraints. A few examples
with PT invariance and the condition (54) are presented below.
3.1 Translationally invariant potential
The set of 2m equations (51) can be decoupled into m coupled equations for the choices of V ≡
V (z−i ) or V ≡ V (z+i ). The potential is translationally invariant for V ≡ V (z−i ). In particular,
the potential remains invariant under the transformations x2i−1 → x2i−1 + ηi, x2i → x2i + ηi,
where ηi’s arem independent parameters. The form of the potential is special in the sense that it
allows m independent parameters ηi instead of a single one. The Hamiltonian is translationally
invariant. The potential is chosen to be independent of z+i co-ordinates and hence, V as well as
H is PT symmetric. With the choice of this translationally invariant potential, the first set of
Eqs. of (51) can be solved as,
z˙+i = 2γz
−
i +Πi, Πi ∈ ℜ ∀i, (56)
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which when substituted in the second set of Eqs. result in the following set of m coupled
differential equations:
z¨−i − 4γ2z−i −
∂V
∂z−i
= 2γΠi, i = 1, 2, . . .m. (57)
where Πi’s are m integration constants to be fixed by imposing initial conditions. The co-
ordinates z+i are determined as,
z+i (t) = 2γ
∫
z−i (t)dt+Πit+ Ci, Ci ∈ ℜ ∀i, (58)
where Ci’s are integration constants. The inhomogeneous term on the right hand side of Eq.
(57) poses problem for finding exact solutions for a large class of V and can be absorbed through
a constant shift of the co-ordinates,
z−i → zi = z−i +
Πi
2γ
, (59)
which reduces Eqs. (57) and (58) to the following forms:
z¨i − 4γ2zi − ∂V (zi)
∂zi
= 0,
z+i (t) = 2γ
∫
zi(t)dt+ Ci, i = 1, 2, . . .m. (60)
However, an unpleasant outcome of this transformation is that the potential V , in general,
becomes dependent on the dissipation parameter γ. In order to avoid such undesirable feature of
the potential, the inhomogeneous part on the right hand side of Eq. (57) is taken to be zero by
appropriate choice of initial conditions. In particular, the initial conditions on z˙+i (0) and z
−
i (0):
z˙+i (0) = 2γz
−
i (0), ∀ i, (61)
gives the values of m integration constants Πi = 0. Initial conditions on z
+
i (0) and z˙
−
i (0) may
be chosen independently and are to be specified later. It may be noted that z−i = zi for Πi = 0
and Eqs. (60) are considered for further discussions.
The Πi’s are m integrals of motion:
Πi = 2Pz+
i
− γz−i , {Πi,Πj}PB = 0, {H,Πi}PB = 0, (62)
where {, }PB denotes the Poisson bracket. The Hamiltonian along with Πi’s constitute m + 1
integrals of motion, implying that the system is at least partially integrable. It may be noted
that the existence of m integrals of motion is a consequence of the invariance of the Hamiltonian
under translations with m independent parameters ηi. If the potential is chosen as, V ≡ V (z+i ),
then H is invariant under translations z−i → z−i + ηi. The corresponding conserved quantities
Π−i = 2Pz−
i
+ γz+i are in involution and constitute m integrals of motion implying partial
integrability of the system. The form of the potential for both the cases discussed above needs
to be explicitly specified in order to explore admissible exactly solvable models. The dynamical
equations satisfied by z−i and z
+
i for V ≡ V (z+i ) and V ≡ V (z−i ) are related to each through the
duality relation:
z−i ↔ z+i , V (z−i )↔ −V (z+i ), Πi ↔ −Π−i . (63)
In particular, equation satisfied by z−i and z
+
i for V ≡ V (z+i ) may be obtained from Eqs. (57) and
(58) by using the above transformation and without any change for t, Ci. Further investigations
on exactly solvable models will be restricted to the case V ≡ V (z−i ) in this article. The duality
relation may be used to obtain results for V ≡ V (z+i ). There are plenty of choices of V for which
system governed by Eq. (60) is exactly solvable.
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3.1.1 Quartic Oscillators
One of the simplest choices for m = 1, N = 2 is to consider the case of cubic nonlinear oscillator:
V (z1) = −2ω20z21 −
α
4
z41 , ω, α ∈ ℜ,
z¨1 + ω
2z1 + αz
3
1 , ω
2 ≡ 4(ω20 − γ2). (64)
There are three different parametric regions for which exact solutions can be obtained in terms
of Jacobi Elliptic functions:
(i) ω2 > 0, α > 0: The gain-loss parameter γ is restricted to lie in the range, −ω0 < γ < ω0.
z1(t) = A cn(Ωt, k), z
+
1 (t) =
2γ
Ω
cos−1{dn(Ωt, k)}sn(Ωt, k)√
1− dn2(Ωt, k)
Ω =
√
ω2 + αA2, k2 =
αA2
2Ω2
, (65)
Non-singular stable solutions are obtained for 0 < k < 1.
(ii) ω2 > 0, α < 0: The gain-loss parameter γ is restricted to lie in the range, −ω0 < γ < ω0.
z1(t) = A sn(Ωt, k), z
+
1 (t) =
2γ√
kΩ
log
[
dn(Ωt, k)−
√
kcn(Ωt, k)
]
Ω = (ω2 − | α |A
2
2
)
1
2 , k2 =
| α |A2
2Ω2
, 0 ≤ A ≤
√
ω2
| α | (66)
The restriction for having non-singular solution is 0 < k < 1.
(iii) ω2 < 0, α > 0: Unlike the previous two cases, the angular frequency is restricted to lie in
the range, −γ < ω0 < γ. The solutions are unstable for the case of linear oscillators with balanced
loss and gain[25], whenever the gain-loss parameter γ exceeds the value of angular frequency.
However, the effect of the nonlinear term is to allow stable solutions even when γ > ω0. The
stable solutions exists, even if the confining harmonic term is absent, i.e., ω0 = 0. There is no
restriction on the possible range of γ for this particular choice of potential. In particular, there
are two different types of solutions depending on the ranges of amplitude A of the solution of
z1(t), one of which is stable and bounded. The unstable solution has the form:
z1(t) = Adn(Ωt, k), z
+
1 (t) =
2γ
Ω
am(t, k)
Ω = (
αA2
2
), k2 =
αA2 − | ω2 |
2Ω2
,
√
| ω2 |
α
≤ A ≤
√
2| ω2 |
α
, (67)
where z+1 (t) is unbounded within the range 0 < k < 1. The second solution is obtained for√
2|ω2|
α
≤ A < ∞ and is similar to Eq. (65) except for the expressions for Ω and k. The
non-singular, stable solution is obtained as,
z1(t) = A cn(Ωt, k), z
+
1 (t) =
2γ
Ω
cos−1{dn(Ωt, k)}sn(Ωt, k)√
1− dn2(Ωt, k)
Ω =
√
−| ω2 |+ αA2, k2 = αA
2
2Ω2
. (68)
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The effect of the non-linear interaction is significant, it allows an unbounded upper range for γ.
A natural choice for m = 2, N = 4 is to consider the potential for a coupled quartic nonlinear
oscillators:
V =
2∑
i=1
[
−2ω2i z2i −
αi
4
z4i
]
− βz21z22 . (69)
There are four distinct regions in parameter-space for which exact solutions exist[44]. For ex-
ample, for the choice of the parameters ω1 = ω2 ≡ ω0, α1 = α2 ≡ α, 2β = 3α, zi satisfy the
equation:
z¨1 + ω
2z1 + α(z
3
1 + 3z1z
2
2) = 0, z¨2 + ω
2z2 + α(z
3
2 + 3z
2
1z2) = 0, ω
2 = 4(ω20 − γ2). (70)
These two equations are separable in the co-ordinate, u = z1 + z2, v = z1 − z2 and describe two
cubic oscillators:
u¨+ ω2u+ αu3 = 0, v¨ + ω2v + αv3 = 0. (71)
As discussed for the case ofm = 1, N = 2, there are three distinct regions in the parameter-space
for which exact solutions exist for a cubic oscillators. In each region,the solutions for z1(t) and
z2(t) may be constructed by combining u ≡ u(A1, k1) and v ≡ v(A2, k2) for different values of
the amplitude A and the modulus k. In particular,
z1(t) =
1
2
[u(A1, k1) + v(A2, k2)] , z2(t) =
1
2
[u(A1, k1)− v(A2, k2)] . (72)
For example, we may consider the solution in the range ω > 0, α > 0. In this range the solutions
for u and v are given as:
ui = Ai cn(Ωit, ki), Ωi =
√
ω2 + αA2i , k
2
1 =
αA21
2Ω21
, i = 1, 2, u1 = u, u2 = v. (73)
Therefore , we have:
z1(t) = A1 cn(Ω1t, k1) +A2 cn(Ω1t, k2) (74)
z2(t) = A1 cn(Ω1t, k1)−A2 cn(Ω1t, k2) (75)
and
z+1 =
2∑
i=1
E(Ai, ki), z
+
2 =
2∑
i=1
(−1)i+1E(Ai, ki) (76)
where
E(Ai, ki) = 2γ
[
cos−1{dn(Ωit, ki)}sn(Ωit, ki)
Ωi
√
1− dn2(Ωit, ki)
]
. (77)
In terms of xi, i = 1, 2, 3, 4 variables the solutions are:
x1 =
2∑
i=1
1√
2
[E(Ai, ki) +Ai cn(Ωit, ki)] , x2 =
2∑
i=1
1√
2
[E(Ai, ki)−Ai cn(Ωit, ki)] ,
x3 =
2∑
i=1
(−1)i+1 1√
2
[E(Ai, ki) +Ai cn(Ωit, ki)] ,
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x4 =
2∑
i=1
(−1)i+1 1√
2
[E(Ai, ki)−Ai cn(Ωit, ki)] , (78)
Non-singular stable solutions are obtained for 0 < k1 < 1 and 0 < k2 < 1. Solutions for the other
range of the parameters are obtained similarly by using the Eqs. (66) and (67). For the choice
of the parameters ωi = ω, αi = α and β = 0, the potential in Eq. (69) becomes spherically
symmetric. This case will be considered in the next section where spherically symmetric systems
are discussed.
3.1.2 Embedded Rotational Symmetric System
The original problem involving 2m particles has been reduced to the study of a m particle
sub-system in terms of coordinates zi. Rotationally symmetric potential in this m dimensional
subspace is considered. A new variable is introduced,
r2 =
m∑
i=1
z2i , (79)
which may be identified as a radial variable in m dimensional Euclidean sub-space spanned by
zi co-ordinates. The zi co-ordinates satisfy the equation,
z¨i − 4γ2zi − 1
r
∂V
∂r
zi = 0 (80)
for rotationally symmetric potential V (r). This equation can be expressed solely in terms of
radial variable in m dimensional hyper-spherical co-ordinate,
r¨ − 4γ2r − L
2
r3
− ∂V
∂r
= 0, (81)
where L2 is the square of the angular momentum and a constant of motion. Exact solutions may
be obtained for specific choices of V (r). The potential is chosen as,
V (r) = −2ω20r2 −
α
4
r4 − δ
2r2
, α, δ ∈ ℜ, (82)
for which Eq. (80) reduces to the form:
r¨ + ω2r +
(
αr3 − L
2 − δ
r3
)
= 0, ω2 ≡ 4(ω20 − γ2). (83)
Three different parametric choices of the potential are discussed below separately:
(a) α = δ = 0: This describes a trivial generalization of coupled dissipative oscillator model
considered in Ref. [25]. In fact, the system governed by the Hamiltonian (49) for this case is
m copies of the system considered in Ref. [25] with ǫ = −ω20. Each of the m uncoupled sub-
systems describes a Hamiltonian of two oscillators with balanced loss and gain. A shift of the
co-ordinates z−i by an amount
2γΠi
4ω2 casts the governing equations of motion as m decoupled
harmonic oscillators, which are exactly solvable.
(b) α 6= 0, δ 6= 0: In this case the Eq. (83) becomes:
r¨ + ω2r +
(
αr3 − L
2 − δ
r3
)
= 0, (84)
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The solution of which may be written as:
r(t) =
[
α3 − (α3 − α2) sn2(λt, k)
] 1
2 , 0 < k2 =
α3 − α2
α3 − α1 < 1,
λ2 =
α
2
(α3 − α1), (85)
where α1, α2, α3 are constants satisfying the conditions:
α1 + α2 + α3 = −2ω
2
α
, α1α2α3 = −2(L
2 − δ)
α
, (86)
α1α2 + α2α3 + α3α1 =
4E
α
. (87)
Further, Eq. (85) implies that for real r, α2 must be positive and the restriction on k implies
α2 > α3, α1 and E is the energy corresponding to m oscillators. The angular momentum L is a
constant of motion. In general the solution for the angular part is a bit involved and is discussed
in Appendix-B. However, a simplified solution for the angular variables may be obtained if we
take the angular momentum to be identically zero for which all the angular variables become
constant. With this simplifying assumption, all the zi are easily determined and we have:
zi =
[
α3 − (α3 − α2) sn2(λt, k)
] 1
2 fi(θi), (88)
where fi(θi) is the function of angular coordinates of the form appears in the hyper-spherical
coordinate system and is a constant in this case. The solutions of z+i are of the form
z+i = 2γfi(θi)I(t), (89)
with
I(t) = − i
(
α3w
2EllipF (l(t),m) + (α3 − α2)EllipP i( 1w2 , l(t),m)
)
n(t)
wλdc(λt, k)[α3 − (α3 − α2)sn2(λt, k)] 12
, (90)
l(t) = i sinh−1 (wsc[λt, k]), w2 =
α2
α3
, 0 < m =
w2
(1− k) < 1, (91)
n(t) = [(1 + w2sc2[λt, k])(1 − ksn2[λt, k])] 12 . (92)
It should be mentioned here that the expression of I(t) encounters singularity and therefore the
solutions of z+i ’s are not stable.
(c) δ = 0: The system reduces to a chain of coupled nonlinear oscillators with non-linearity
arising due to cubic terms. This may be considered as the rotationally symmetric case of Eq.
(71) in m dimension. The Hamiltonian which produces Eq. (83) is known to be integrable for
several distinct choices of the parameters[44]. For δ = 0 and m=2, Eq. (84) describes a quartic
oscillator and the solution for r takes the following form:
r(t) = [
2
α
(E + ω2 −
√
α
2
ω)]
1
2 sin (
α
2
(t+ c)) (93)
where c is a constant of integration and z1, z2 are respectively given as:
z1 = [
2
α
(E + ω2 −
√
α
2
ω)]
1
2 sin (
α
2
(t+ c)) cos θ1, (94)
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z2 = [
2
α
(E + ω2 −
√
α
2
ω)]
1
2 sin (
α
2
(t+ c)) sin θ1 (95)
and the form of z+1 and z
+
2 are obtained as:
z+1 = −2γ(
α
2
[
2
α
(E + ω2 −
√
α
2
ω)]
1
2 cos (
α
2
(t+ c)) cos θ1, (96)
z+2 = −2γ(
α
2
[
2
α
(E + ω2 −
√
α
2
ω)]
1
2 cos (
α
2
(t+ c)) sin θ1. (97)
It should be mentioned here that the region of stable solution in the parameter-space remains
same for any number of particles which is markedly different to the example considered in Ref.
[31] where the stability region disappears as the number of oscillators is increased. The solutions
for r and angular variables θi, i = 1, 2, ....,m− 1 for nonzero L are discussed in the Appendix B.
3.1.3 Calogero-type systems with four-body interaction
In this subsection a solvable many particle model with four-body interaction in one dimension
in the presence of balanced loss and gain terms is investigated. Many-body systems with four-
body interaction have been considered earlier in the literature [45, 46, 47]. The exactly solvable
quantum models of Calogero and Sutherland type with translationally invariant two and four-
body interactions is investigated in Ref. [46]. An exactly solvable four-body interaction with
non-translationally invariant interactions is discussed in Ref. [47]. In our example, the four-body
inverse square interaction is generated in the presence of balanced loss and gain terms in the
original coordinate xi by considering a Calogero-type of potential for the reduced system in zi
coordinates. The exact known solutions of Calogero-type system is then exploited to obtain the
exact solutions of the four-body model.
The Calogero-type of system arises if we take the potential V (zi) as
V (zi) = −
m∑
i
2ω20z
2
i −
m∑
i,j=1
i<j
g2
2(zi − zj)2 , (98)
and the Eq. of motion (60) becomes:
z¨i + ω
2zi −
m∑
j,(j 6=i)
g2
(zi − zj)3 = 0, (99)
z+i (t) = 2γ
∫
zi(t)dt+ Ci, i = 1, 2, . . .m. (100)
The four-body interaction manifests itself in the potential as well as in the equations of motion,
when zi’s are replaced by the original coordinates xi. In particular, the potential
V = −
m∑
i
ω20(x2i−1 − x2i)2 −
m∑
i,j=1
i<j
g2
(x2i−1 − x2i − x2j−1 + x2j)2 , (101)
describes a pair-wise two-body harmonic term plus a four-body inverse square interaction. The
equations of motion are,
x¨2l−1 − 2γx˙2l−1 + 2ω20(x2l−1 − x2l)−
m∑
i=1
i6=l
2g2
(x2i−1 − x2i − x2l−1 + x2l)3 = 0,
20
x¨2l + 2γx˙2l − 2ω20(x2l−1 − x2l) +
m∑
i=1
i6=l
2g2
(x2i−1 − x2i − x2l−1 + x2l)3 = 0, l = 1, ..m.(102)
Note that the permutation symmetry of the reduced system in terms of zi is lost when expressed
in terms of the original coordinates xi.
The classical solutions of Eq. (99) are the well known solutions of rational Calogero system
with a harmonic confinement and the solutions for z+i (t) can be obtained by integrating Eq. (100).
The solution of Eq. (99) may be obtained from the Lax-pair formulation[48] (see Appendix-C),
and is given by the eigenvalue of the following matrix:
Q(t) = Q(0) cos (ωt) + ω−1Q˙(0) sin (ωt), (103)
where Q(0) = X(0) and Q˙(0) = L(0) are obtained from the initial values of zi(0) and pzi(0) (for
the expression of the matrices Q, L,M, see Appendix-C). The expressions for z+i ’s are given by
the eigenvalues of the matrix R(t), where
R(t) = 2γ
(
X(0)
ω
sin (ωt)− ω−2L(0) cos (ωt)
)
. (104)
The closed form expressions for the eigenvalues of Q(t) and R(t) can be obtained easily for small
N .
The case m = 1, N = 2 describes a system with only two-body interaction and is discussed
in detail in Ref. [32]. The four-body interaction appears in the Hamiltonian for N ≥ 4. For the
case N = 4, the eigenvalues of Q(t) gives:
z1 =
1
2
[
(a1 + a2) +
√
(a1 − a2)2 + b2
]
(105)
z2 =
1
2
[
(a1 + a2)−
√
(a1 − a2)2 + b2
]
(106)
where
aj = zj(0) cosωt+
pzj (0) sinωt
ω
, j = 1, 2 (107)
b2 =
g2 sin2 ωt
(z1(0)− z2(0))2 . (108)
and from Eq. (104), the eigenvalues of R(t) may be written as
z+1 =
γ
ω
[
(c1 + c2) +
√
(c1 − c2)2 + d2
]
(109)
z+2 =
γ
ω
[
(c1 + c2)−
√
(c1 − c2)2 + d2
]
(110)
where
cj = zj(0) sinωt−
pzj(0) cosωt
ω
, j = 1, 2 (111)
d2 =
g2 cos2 ωt
(z1(0)− z2(0))2 . (112)
Now xi, i = 1, 2, 3, 4 can easily be determined from Eq. (48). The solutions are periodic and
stable. Solutions for N > 4 may be obtained in a similar way.
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A few comments are in order before concluding the section;
i) The most general four-body inverse-square interaction for a many-particle system is of the
form[45]:
V4 =
N∑
i,j,p,q=1
i6=j 6=p6=q
g
(xi − xj − xp + xq)2 (113)
which is invariant under permutation symmetry. On the other hand, the potential in Eq. (101)
lacks permutation symmetry. It is interesting to note that the inverse-square part of the potential
in Eq. (101), i.e.
V˜4 =
m∑
i,j=1
i<j
g2
(x2i−1 − x2i − x2j−1 + x2j)2 , (114)
forms a subset of the set of all the terms in (113). Further, although the form of V˜4 changes with
a change in the representations of M,D and R, it always generates terms which form a subset
of terms presented in V4.
ii) It should be mentioned here that another four-body exactly solvable model may be gener-
ated in a similar way if we consider the Sutherland model for the reduced system in zi coordinate.
However, in this case in order to remove the harmonic term proportional to 4γ2 a counter term
should be included in the potential, i. e., the potential should be of the form:
V (zi) = −
m∑
i
2γ2z2i −
m∑
i,j=1
i<j
g2
sin2 g(zi − zj)
. (115)
This kind of potential gives Sutherland model for the reduced system in zi coordinates whose
classical solutions are well known[48]. These solutions may be exploited to generate the solutions
of a system having trigonometric four-body interaction. The solution of Calogero model for any
root system with four-body interaction can be obtained in a similar manner. For an example
DN type Calogero model with four-body interaction is carried out in Appendix-C.
3.2 Rotationally invariant potential
A constant of motion may be constructed for a class of potential V :
Lˆ =
1
2
(
PTDX +XTDP
)
= X˜TQP˜ , (116)
which can be interpreted as angular momentum in a co-ordinate system endowed with the metric
Md for specific forms of R. The time-variation of Lˆ is related to the potential V ,
dLˆ
dt
= −XTD∂V
∂X
, (117)
and Lˆ is a constant of motion provided the following condition is satisfied:
XTD
∂V
∂X
= 0. (118)
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The constraint (118) may be solved with the following ansatz for V :
V ≡ V (r), r2 ≡ XTGX, {G,D} = 0, (119)
where G is a symmetric matrix. Both M and its inverse M−1 are symmetric and anti-commute
with D. For N = 2, with the representation of the matrices M,R,D given by Eq. (17), G is
uniquely fixed to be G = M = σx. For N > 2, one may choose G = aM + bM
−1, a, b ∈ ℜ.
However, this choice is not unique, there are several other possibilities. For example, the matrices
M,R.D may be chosen from a real representation of Clifford algebra[49] for N = 2m,m ∈ Z+. It
is always possible to find a representation where the number of non-diagonal symmetric matrices
is m. Thus, for N > 2, G and M can be chosen independently.
3.2.1 Exactly Solvable Models with N = 2
The existence of two first integrals H and Lˆ implies that the governing system is integrable for
N = 2 for any V (r). The representations of M,R,D are given by Eq. (17) and the matrix
G = M = σx and r =
√
x1x2. There are several choices of V for which exactly solvable models
can be constructed. The example of a system of coupled nonlinear oscillators is considered in
this article in some detail. The potential is chosen as,
V (r) =
1
2
ω2r2 +
α
4
r4, (120)
which gives the following Eq. of motion,
x¨i − (−1)i+12γx˙i + ω2xi + α (x1x2)xi = 0, i = 1, 2. (121)
The parameter α controls the strength of the nonlinear interaction term, whereas ω is the angular
frequency of the harmonic term. A system of uncoupled oscillators with balanced loss and gain,
i.e., the system considered in Ref. [1], is obtained for α = 0. The constant of motion Lˆ has the
form,
Lˆ = (
−γ
2
) (x˙1x2 − x˙2x1 − 2γx1x2) , (122)
which is independent of α. The overall multiplication factor has no significance and one may
define L˜ = − 2
γ
Lˆ as the constant of motion. The expression for L˜ may also be obtained directly
from Eq. (121). The constant value of Lˆ is determined from the initial conditions imposed on
xi(0) and x˙i(0). The value Lˆ = 0 may be obtained for different sets of boundary conditions. For
Lˆ = 0, x1(t) and x2(t) are related to each other. In particular,
x1 = c0e
γtq(t), x2 = d0e
−γtq(t), c0, d0 ∈ ℜ, (123)
where q(t) satisfies the equation of a cubic nonlinear oscillator:
q¨ + Ω2q + Γq3, Ω2 ≡ (ω2 − γ2) , Γ ≡ αc0d0. (124)
which is exactly solvable. This equation is identical to the second Eq. of (64) with the identifi-
cation Ω2 = ω2,Γ = α. Exact non-singular solutions for q can be found. However, x1 is always
a decaying solution, while x2 is a growing solution. The system of harmonic oscillators with
balanced loss and gain and without any coupling between the two has similar solutions. The
introduction of a nonlinear coupling between the two as specified in Eq. (121) do not give any
stable solutions. The specific type of non-linearity for which Lˆ is a constant of motion is not
suitable for obtaining classically stable solutions.
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3.2.2 Solvable Model of N > 2
A solvable model of N = 2m numbers of coupled nonlinear oscillators are presented in this
section. The matrices M , D, R are given by Eq. (18) with η = γIm and κ = Im and G is chosen
as G =M−1 so that the variable r has the following form:
r2 =
m∑
i=1
x2i−1x2i =
m∑
i=1
[(
z+i
)2 − (z−i )2] . (125)
It may be noted that r has the interpretation of the radial variable in a pseudo-Euclidean co-
ordinate with the signature of the metric as (1,−1, 1,−1, . . . , 1,−1). With the choice of the
potential V ≡ V (r), the Hamiltonian (49) with γ = 0 is rotationally invariant in this pseudo-
Euclidean co-ordinate. The rotational invariance of the Hamiltonian (49) is partially lost for
γ 6= 0, since the term linear in γ is the sum of angular momenta for rotations in m planes
specified by ‘z−i − z+i ’. The Hamiltonian (49) is invariant under rotation when the planes of
rotations are chosen as ‘z−i − z+i ’
The Eqs. of motion for a V ≡ V (r) with r given by Eq. (125) reads,
z¨+i − 2γz˙−i +
1
r
∂V
∂r
z+i = 0, z¨
−
i − 2γz˙+i +
1
r
∂V
∂r
z−i = 0 i = 1, 2, . . .m. (126)
Multiplying the Eq. for z+i by z˙
−
i , Eq. for z
−
i by z˙
+
i and subtracting the resulting equations, m
constants of motion may be obtained as,
Lˆi = z˙
+
i z
−
i − z+i z˙−i + γ
[
(z+i )
2 − (z−i )2
]
, i = 1, 2, . . . ,m. (127)
These constants of motion along with the Hamiltonian constitute m + 1 number of integrals of
motion,
{Lˆi, Lˆj}PB = 0, {H, Lˆi}PB = 0, (128)
implying that the system at least partially integrable. The co-ordinates may be parametrized in
terms of m functions qi(t) as,
z+i (t) = qi(t) cosh(γt), z
−
i (t) = qi(t) sinh(γt), (129)
for which the values of all the constants of motion are zero, i,e, Lˆi = 0, ∀ i and r2 =
∑m
i=1 q
2
i ≡ q2.
With the substitution of z±i (t) in the equations of motion (126), the following equations in terms
of qi’s are obtained:
q¨i − γ2qi + 1
q
∂V (q)
∂q
qi = 0, i = 1, 2, . . . ,m. (130)
Exactly solvable models may be constructed for suitable choices of q.
A particular example of exactly solvable model is a chain of coupled nonlinear oscillators.
The equation (130), with the choice of the potential as in (120) and the radial variable defined
by (125), can be expressed as,
q¨i +Ω
2qi + αq
2qi = 0, Ω
2 = ω2 − γ2. (131)
which is exactly solvable. In terms of r in Eq. (125), Eq. (131) takes the form of Eq. (83) with
δ = 0 and ω replaced by Ω. Therefore, with this identification of parameters the solutions of Eq.
(83) are also valid solutions of Eq. (131). The solutions of x2i are always a decaying one, while
that of x2i−1 are a growing one. The system of harmonic oscillators with balanced loss and gain
and without any coupling between them has similar solutions. The introduction of a nonlinear
coupling as in (120) does not produce any stable solutions.
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4 Summary & Discussions
A Hamiltonian formulation of a generic many-body system with balanced loss and gain has been
investigated. The form of a generic many-particle Hamiltonian including gauge potential has
been assumed. The requirement that the resulting Eqs. of motion contain balanced loss and
gain terms severely restricts the allowed range of the gain-loss coefficient and the possible form of
the interacting potential. The balancing of the loss and gain terms occur in a pair-wise fashion,
i.e corresponding to the coefficient γ of a loss term there exits necessarily a gain term having
the coefficient −γ and balancing of γ by two of more terms are not allowed. It has been found
that some of the well-known many-particle systems like Calogero models are not amenable to
Hamiltonian formulation for three or more particles, if they are generalized to include balanced
loss and gain terms. In the Calogero model each particle interacts with rest of the particles
which is manifested in the respective equations of motion. If this feature is sacrificed, then a
Hamiltonian formulation for many-body system having inverse square potential plus a harmonic
term may be incorporated in the context where loss and gain are balanced. In fact, in spite of the
imposing restriction, the Hamiltonian formulation for a large class of system is formulated with
balancing loss and gain terms that also includes some of the known examples. Finally, it is shown
that the Hamiltonian can always be reformulated in the background of a pseudo-Euclidean metric
through some transformations of the coordinate. A Hamiltonian formulation for systems with
space-dependent balanced loss and gain terms is also presented. The system having balanced
loss and gain is investigated from the viewpoint of exactly solvable models. Two types of exactly
solvable models with balanced loss and gain are considered. Type-I system is characterized by
a potential which has a translational symmetry although the Hamiltonian does not respect this
symmetry. The type-II system is characterized by a potential which has a rotational symmetry
in the background of a space having pseudo-Euclidean metric of the form gij = (−1)i+1δij . The
Hamiltonian for type-II models is not invariant under rotation in any plane, but, invariant under
rotations in specific planes. For both types of systems, apart from the Hamiltonian, m number of
integrals of motion are constructed where N = 2m is the number of particles in the system.These
integrals of motion are in involution implying that the system is at least partially integrable. The
existence of m degrees of freedom make it possible to determine the dynamics of the original
system with 2m degrees of freedom in terms of an effective system having m degrees of freedom.
The exactly solvability of the effective system ensures the same for the original Hamiltonian.
For the type-I models, stable classical solutions are obtained in terms of Jacobi elliptic func-
tions for particular ranges of parameters. For the case of a single quartic nonlinear oscillator,
stable solutions are obtained even if the gain-loss parameter γ is varied without any upper
bound. Exact solutions are obtained in closed analytical form for several models which are ap-
propriate generalizations of well-known systems like, two particles coupled nonlinear oscillators,
Henon-Heils system, Calogero-type model etc. Some exactly solvable many particle systems with
balanced loss and gain and are interacting via a four-body potential are investigated. The ex-
act solutions of these model are obtained by exploiting the known solutions of Calogero-type of
models. It is found that the balancing of the loss and gain terms in a pair-wise fashion highly
restricts the possible form of the four-body interaction. Exact solutions are obtained for several
type-II models, including coupled chain of nonlinear oscillators. However, the solutions are not
stable and there exists no region in the parameter-space for which stable solutions are possible.
There are equal number of growing and decaying solutions for even number of particles. Ex-
act solutions are obtained in terms of Jacobi elliptic functions multiplied by an exponentially
decaying/growing factor.
The Schwinger-Keldysh formalism is an useful tool for studying nonequlibrium many-particle
systems. It is being used in a variety of contemporary topics like driven open quantum systems[50,
25
51, 52], time-dependent density-functional theory[53], relativistic hydrodynamics, physics of
black-holes, dynamics of entanglement in quantum field theory etc.[54]. The invariance of
Schwinger-Keldysh action under time-reversal symmetry plus time-translation corresponds to
thermodynamic equilibrium[51]. The Hamiltonian is the generator of the time-translation and
unitary time evolution, while invariance under time-reversal symmetry conforms to principle of
detailed balance.
The above result is worth comparing with that of the systems with balanced loss and gain,
where an equilibrium is reached in regard to energy transfer between the system and the bath
for unbroken PT symmetry[25, 31, 32]. The action corresponding to the Lagrangian in Eq. (6)
and the associated Hamiltonian are invariant under time-translation, as in the case of Schwinger-
Keldysh action at thermodynamic equilibrium. An apparent difference between the two cases
arises in respect to discrete symmetries. The Schwinger-Keldysh action at thermodynamic equi-
librium is invariant under time-reversal symmetry, whereas unbroken PT symmetry is essen-
tial for the existence of stable classical solutions of H in Eq. (3) or the respective quantum
bound states[25, 31, 32, 55]. This apparent difference may be removed, if a non-conventional
time-reversal symmetry[56] is used instead of the conventional one, which generates the same
canonical transformations as in the case of PT symmetry. For example, the Hamiltonian in Eq.
(49) can be interpreted as a system of m particles on the two dimensional plane embedded in a
three dimensional system. Following Ref. [56], a non-conventional time-reversal symmetry(Tˆ )
for the many-particle system may be defined as,
Tˆ = exp(iπ
m∑
i=1
Jz−
i
) T ,
Tˆ : z+i → −z+i , z−i → z−i , Pz+i → Pz+i , Pz−i → −Pz−i , (132)
where Jz−
i
denotes generator of rotation for the i-th particle around z−-axis and T is the con-
ventional time-reversal operator. If the third degree of freedom for the i-th particle is denoted
as z0i , then Tˆ : z0i → −z0i , Pz0i → Pz0i ensures that Tˆ T −1 describes a proper rotation in three di-
mensional space. Further, for any two quantum mechanical states |ψ〉 and |φ〉, 〈Tˆ φ|Tˆ ψ〉 = 〈ψ|φ〉
signifies time-reversal invariance. Thus, the PT symmetry on the plane and the non-conventional
time-reversal symmetry Tˆ in three dimensions induces the same canonical transformations on the
z− − z+ plane. Consequently, the conditions for thermodynamic equilibrium of the Schwinger-
Keldysh action and equilibrium condition for systems with balanced loss and gain may be iden-
tified as similar.
Some future directions of study may be listed as follows:
• The many particle interaction of Calogero model is governed by root system of finite re-
flection groups. The type of Calogero model considered in this work belongs to A-type
root system. However, Calogero-Moser system is integrable for other root systems such as
B,C,D and also for the exceptional and non-crystallographic root systems. Therefore, the
investigation of integrability and exact solvability of all such root systems in the presence
of the balanced loss and gain terms will be a part of the future studies. Further, the in-
tegrability and exact solvability of impenetrable system where the nearest neighbour and
the next-to-nearest neighbours interact[57] in the presence of the balanced loss and gain
terms will also be a part of the future investigation.
• The field equations arising from the large N limit of all such systems are to be investigated
(See, for example, [58] and the references therein).
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• In the pseudo-euclidean metrics Chern-Simons gauge theory in the infrared region is asso-
ciated with dissipative dynamics[38]. The connection of the balanced loss and gain systems
considered in this work with particular gauge theory will be very much interesting.
• In the present work, we mainly concerned with the Hamiltonian formulation of a generic
many-body systems with balanced loss and gain, their integrability and exact solvability
at the classical level. The quantization of this kind of systems will be a part of the future
investigation.
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6 Appendix A
The choices of V are ubiquitous for which the system governed by Eq. (60) is exactly solvable.
In this appendix, results of a simple exactly solvable potentials, i.e solution for Henon-Heils
system [59] is presented. This system was first time introduced by Henon and Heils in 1964
while examining the constants of motion in galactic dynamics. The system is characterized by
the potential
V =
2∑
i=1
(−ω2i z2i )−
α
2
z21z2 −
1
6
βz32 . (133)
There are three distinct regions in parameter-space for which exact solutions exist[44]. For
example, for the choice of the parameters ω1 = ω2 ≡ ω0, β = −α, zi satisfy the equation:
z¨1 + ω
2z1 + 2αz1z2 = 0, z¨2 + ω
2z2 + α(z
2
1 + z
2
2) = 0, ω
2 = 4(ω20 − γ2). (134)
These two equations are separable in the co-ordinate, u = z1 + z2, v = z1 − z2 and describe two
oscillators with quadratic interaction:
u¨+ ω2u+ αu2 = 0, v¨ + ω2v + αv2 = 0. (135)
These Eqs. are exactly solvable with the solutions having the form[60]:
ui = Aicn
2[Ωit, k
2
i ] + bi, k
2
i =
A2iα
6Ω2i
, bi =
−4[Ω2i (2k2i − 1) + ω2]
2α
, 0 < ki < 1,
Ω4i =
ω4
16(k4i − k2i + 1)
, i = 1, 2, u1 = u, u2 = v, (136)
and
z1 =
1
2
[u+ v] , z2 =
1
2
[u− v] . (137)
z+1 = γ [A1E(k1, A1) +A2E(k2, A2)] , z
+
2 = γ [A1E(k2, A2)−A2E(k2, A2)] , (138)
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where
E(ki, Ai) = (t− t
k2i
) +
EllipticalE[am[Ωit, k
2
i ], k
2](cn2[Ωit, k
2
i ] +
1
k2
i
− 1)
Ωidn[Ωit, k2i ]
√
1− k2i sn2[Ωit, k2i ]
. (139)
It should be mentioned here that the expression of E(t) encounters singularity and therefore the
solutions of z+i ’s are not stable.
7 Appendix B
The Lagrangian of a N particle rotationally symmetric system in hyper-spherical coordinates has
the following form:
L =
1
2

r˙2 + r2θ˙21 + r2


N−1∑
i=2

θ˙2i
i−1∏
j=1
sin2 θj





− V (r). (140)
The corresponding Hamiltonian is:
H =
1
2
[
p2r +
p2θ1
r2
+
N−1∑
i=2
p2θi
r2
∏i−1
j=1 sin
2 θj
]
+ V (r) (141)
The Hamilton-Jacobi (HJ) characteristic function in this case may be written as:
W =Wr(r) +
N−1∑
i=1
Wθi(θi) + αN−2θN−1, (142)
with θN−1 being a cyclic coordinate. The (HJ) equation takes the following form:[(
∂Wr
∂r
)2
+
1
r2
{(
∂Wθ1
∂θ1
)2
+
N−1∑
i=2
1∏i−1
j=1 sin
2 θj
(
∂Wθi
∂θi
)2}]
+ 2V (r) = 2E. (143)
Now, the term in the curly bracket is only a function of the angular variables and must therefore
be a constant (= α2r). From Eq. (143), we therefore have:(
∂Wr
∂r
)2
+
α2r
r2
= 2(E − V ) (144)
(
∂Wθ1
∂θ1
)2
+
N−1∑
i=2
1∏i−1
j=1 sin
2 θj
(
∂Wθi
∂θi
)2
= α2r (145)
The first Eq. (144) gives
Wr =
∫ √
2(E − V )− α
2
r
r2
dr, (146)
and the second Eq. (145) may be written as:
(
∂Wθ1
∂θ1
)2
+
1
sin2θ1
{(
∂Wθ2
∂θ2
)2
+
N−1∑
i=3
1∏i−1
j=2 sin
2 θj
(
∂Wθi
∂θi
)2}
= α2r , (147)
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again the term in the curly bracket is devoid of θ1 and must be a constant α
2
θ1
. Thus from Eq.
(147), we have
Wθ1 =
∫ √
α2r −
αθ2
1
sin2 θ1
dθ1. (148)
By carrying on similar procedure we have in general:
Wθi =
∫ √
α2i−1 −
αθ2
i
sin2 θi
dθi. (149)
Thus if βr, βθi∀i, i = 1...N − 1 are the initial values of the radial and angular coordinates
respectively then from Eq. (142) we have:
βt + t =
∂W
∂E
=
∫
dr√
2(E − V )− α2r
r2
,
βr =
∂W
∂αr
= −
∫
αrdr
r2
√
2(E − V )− α2r
r2
+
∫
αrdθ1√
α2r −
α2
θ1
sin2 θ1
,
βθi =
∂W
∂αθi
= −
∫
αθidθi
sin2 θi
√
α2θi−1 −
α2
θi
sin2 θi
+
∫
αθidθi+1√
α2θi −
α2
θi+1
sin2 θi+1
,
βN−1 + θN−1 =
∂W
∂αθN−1
= −
∫
αθN−2 sin
2 θN−2dθN−2
sin2 θN−2
√
α2N−3 −
α2
θN−2
sin2 θN−2
. (150)
Thus, we have n+1 integral Eqs. The first Eq. gives r as function of time. The differential form
of which may be written as:
r¨ − α
2
r
r3
+
∂V
∂r
= 0, (151)
which can be solved for the specific form of the potential V . It may be noted that in order to
map Eq. (151) to that of considered in Sec. 3.1.2, one needs to replace V by −V . The second
Eq. gives the relation between r and θ1 and may be written as
βr =
∂W
∂αr
= −
∫
αrdr
r2
√
2(E − V )− α2r
r2
− sin−1( αr√
α2r − α2θ1
cos θ1). (152)
Rest of the Eqs. give relations between θi and θi+1 ∀i, i = 2, .....N − 2. Thus, once the solutions
of the set of Eqs. in (150) are known, the radial and angular variables can be expressed as a
function of time.
8 Appendix C
The Lax-pair for the system (99) may be written as[48]:
Lij = pziδij + (1− δij)
ig√
2(zi − zj)
, (153)
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Mij = ig√
2

δij m∑
l,(l 6=i)
1
(zi − zl)2 − (1 − δij)
1
(zi − zj)2

 (154)
The diagonal matrix X(t) is defined by X(t) = δijzi(t). The Eq. (99) may now be written in
the following matrix form:
X˙ − [X,M] = L, L˙− [L,M] = −ω2X (155)
We define another matrix Q(t) in the following fashion:
Q(t) = U(t)X(t)U−1(t), (156)
where U(t) is a unitary matrix , satisfying the relation:
U˙ = UM, U(0) = 1m×m. (157)
With this constructions it is easy to evaluate that
Q˙ = U(X˙ − [X,M])U−1 = ULU−1, (158)
Q¨ = U(L˙− [L,M])U−1 = −ω2Q (159)
with the following solutions:
Q(t) = Q(0) cos (ωt) + ω−1Q˙(0) sin (ωt), (160)
where Q(0) = X(0) and Q˙(0) = L(0) are obtained from the initial values of zi(0) and pzi(0).
9 Appendix D: DN type Calogero system with four-body
interaction
DN type Calogero system arises if we take the potential V (zi) as
V (zi) = −
m∑
i
2ω20z
2
i −
m∑
i,j=1
i<j
g2
2(zi − zj)2 −
m∑
i,j=1
i<j
g2
2(zi + zj)2
(161)
and the Eq. of motion (60) becomes:
z¨i + ω
2zi −
m∑
j,(j 6=i)
[
g2
(zi − zj)3 +
g2
(zi + zj)3
]
= 0, (162)
z+i (t) = 2γ
∫
zi(t)dt+ Ci, i = 1, 2, . . .m. (163)
The solution of Eq. (162) may be obtained from the Lax-pair formulation[48, 61]. The Lax-pair
for the system (162) may be written as:
L =
(
L S
−S −L
)
, M =
(M T
T M
)
, X =
(
X 0
0 −X
)
(164)
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where
Lij = pziδij + (1− δij)
ig√
2(zi − zj)
, (165)
Mij = 1√
2

δij m∑
l,(l 6=i)
[
ig
(zi − zl)2 +
ig
(zi + zl)2
]
− (1 − δij) ig
(zi − zj)2

 , (166)
Sij = (1− δij) ig√
2(zi + zj)
, (167)
Tij = −(1− δij) ig√
2(zi + zj)2
(168)
and the diagonal matrix X(t) is defined by X(t) = δijzi(t). The Eq. (162) may now be written
in the following matrix form:
X˙− [X,M] = L, L˙− [L,M] = −ω2X (169)
We define another matrix Q(t) in the following fashion:
Q(t) = U(t)X(t)U−1(t), (170)
where U(t) is a unitary matrix , satisfying the relation:
U˙ = UM, U(0) = 1m×m. (171)
With this constructions it is easy to evaluate that
Q˙ = U(X˙− [X,M])U−1 = ULU−1, (172)
Q¨ = U(L˙− [L,M])U−1 = −ω2Q (173)
with the following solutions:
Q(t) = Q(0) cos (ωt) + ω−1Q˙(0) sin (ωt), (174)
where Q(0) = X(0) and Q˙(0) = L(0) are obtained from the initial values of zi(0) and pzi(0).
Thus, zi’s are obtained from the eigen values of the matrix Q(t) and z
+
i ’s are obtained from the
eigen values of the matrix R(t):
R(t) =
Q(0)
ω
sin (ωt)− ω−2Q˙(0) cos (ωt) (175)
Once the eigen values of the matrices Q(t) and R(t) are known, x2i−1 and x2i can easily be
constructed using Eq. (48). After a coordinate transformation of the form (48), the Eq. (162)
gives rise to the following Eqs. of motion:
x¨2l−1 + 2ω
2
0(x2l−1 − x2l)− 2γx˙2l−1
−
m∑
i=1
i6=l
2g2
[
1
(x2i−1 − x2i − x2l−1 + x2l)3 +
1
(x2i−1 − x2i + x2l−1 − x2l)3
]
= 0,
x¨2l + 2γx˙2l − 2ω20(x2l−1 − x2l)
31
+m∑
i=1
i6=l
2g2
[
1
(x2i−1 − x2i − x2l−1 + x2l)3 +
1
(x2i−1 − x2i + x2l−1 − x2l)3
]
= 0,
l = 1, ..,m (176)
with
V = −
m∑
i
ω20(x2i−1 − x2i)2 −
m∑
i,j=1
i<j
g2
[
1
(x2i−1 − x2i − x2j−1 + x2j)2 +
1
(x2i−1 − x2i + x2j−1 − x2j)2
]
.
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