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Abstract 
This thesis describes the first Text Analytics approach to predicting Causes of 
Death (CoD) from Verbal Autopsies (VA). VA is an alternative technique 
recommended by the World Health Organisation for ascertaining CoD in low 
and middle-income countries (LMIC). CoD information is vitally important in 
the provision of healthcare. CoD information from VA can be obtained via two 
main approaches: manual, also referred to as the physician-review and 
automatic. The automatic-based approach is an active research area due to 
its efficiency and cost effectiveness over the manual approach. VA contains 
both closed responses and open narrative text. However, the open narrative 
text has been ignored by the state-of-art automatic approaches and this 
remains a challenge and an important research issue. We hypothesise that it 
is feasible to predict CoD from the narratives of VA. We further contend that 
an automatic approach that could utilise the information contained in both 
narrative and closed response text of VA could lead to an improved prediction 
accuracy of CoD. 
 
This research has been formulated as a Text Classification problem, which 
employs Corpus and Computational Linguistics, Natural Language 
Processing and Machine Learning techniques to automatically classify VA 
documents according to CoD. Firstly, the research uses a VA corpus built from 
a sample collection of over 11,400 VA documents collected during a 10 year 
period in Ghana, West Africa. About 80 per cent of these documents have 
been annotated with CoD by medical experts. Secondly, we design 
experiments to identify Machine Learning techniques (algorithm, feature 
representation scheme, and feature reduction strategy) suitable for classifying 
VA open narratives (VAModel1). Thirdly, we propose novel methods of 
extracting features to build a model that predicts CoD from VA narratives using 
the annotated VA corpus as training and testing set. Furthermore, we develop 
two additional models: only closed responses based (VAModel2); and a hybrid 
of closed and open narrative based model (VAModel3).  
 
Our VAModel1 performs reasonably better than our baseline model, 
suggesting the feasibility of predicting the CoD from the VA open narratives. 
Overall, VAModel3 performance was observed to achieve better performance 
than VAModel1 but not significantly better than VAModel2. Also, in terms of 
reliability, VAModel1 obtained a moderate agreement (kappa score = 0.4) 
viii 
 
when compared with the gold standard– medical experts (average annotation 
agreement between medical experts, kappa score= 0.64). Furthermore, an 
acceptable agreement was obtained for VAModel2 (kappa score =0.71) and 
VAModel3 (kappa score =0.75), suggesting the reliability if these two models 
is  better than medical experts. Also, a detailed analysis suggested that 
combining information from narratives and closed responses leads to an 
increase in performance for some CoD categories whereas information 
obtained from the closed responses part is enough for other CoD categories. 
 
Our research provides an alternative automatic approach to predicting CoD 
from VA, which is essential for LMIC.  Therefore, further research into various 
aspects of the modelling process could improve the current performance of 
automatically predicting CoD from VAs. 
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Chapter 1 
Introduction 
“As long as you live, keep learning how to live” Lucius Annaeus Seneca 
 
1.1 What is Verbal Autopsy? 
Not all deaths that occur annually are medically certified with a Cause of Death 
(CoD). It is estimated that about 67 percent of the 57 million deaths that occur 
annually are not medically certified due to weak or negligible death registration 
systems, and more deaths occurring outside the environments of the health 
system in low income countries (World Health Organization, 2004). 
Information about CoD is a means to revealing preventable illness; developing 
health interventions; and researching for treatment of diseases (Kahn et al., 
2000). However, in low income countries there is pressure to find cost 
effective but still accurate CoD information and the Verbal Autopsy technique 
is frequently employed to do this (World Health Organization, 2004).  
 
The Verbal Autopsy (VA) is a well-established technique employed in a large 
number of low income countries, where it is generally followed as standard 
procedure. It involves interviewing individuals (such as relatives or caregivers) 
who were close to the deceased, and if possible, those who cared for the 
individual around the time of death, in order to collect information on any 
medical history, signs and symptoms and other events that may have led to 
the individual’s death. The interviews are captured on a standard 
questionnaire document that is then sent for analysis by physicians who agree 
on CoD. It is worth noting that the VA interviews are mostly carried out in the 
local languages of the countries in which they are employed, then translated 
and transcribed onto the VA document into the official language for physicians 
to review. To ensure standardisation in the review process, a classification 
system based on the World Health Organisation (WHO) International 
Classification of Diseases (ICD) coding standards is employed in carrying out 
the exercise. 
The paramount use of VA is to serve as an enabling tool to identify patterns 
of CoDs at the community or population level in the countries where VAs are 
predominantly employed (World Health Organization,  2012).  
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1.2 Rationale and Motivation of Research 
Accurate information on causes of death is an essential part of evidence-
based health policy formulation, planning and evaluation. It is also based on 
this information that research on treatments can be prioritised. However, this 
possibility exists only in places where death registration systems are perfect. 
VA has been developed to ensure countries with a poor death registration 
system are also able to contribute to the evidence-based practice which has 
recently attracted attention from the research community. The research is 
meant to explore how the processes involved in obtaining death information 
from VA could be standardized and improved in terms of accuracy and 
efficiency, with less resources considering the problems characterizing low 
income developed countries (Soleman et al., 2006). The research efforts can 
be broadly categorized in three themes:  
 VA data collection tools (closed responses versus open-narrative 
sections of the questionnaire);  
 
 Development of expert algorithms to guide physicians in reviewing VA 
data collected and assigning the underlying CoD; 
 
 Research into the development of automatic algorithms to predict CoD 
from VA (Murray et al., 2007). 
 
Presently, there is mixed evidence regarding the best data collection approach 
to use. The practice thus far has been the use of a closed response and open 
narrative text to elicit VA information for analysis and CoD determination. This 
agreement was reached by the WHO in consultation with experts and 
researchers in VA (Soleman et al., 2006). Furthermore, several studies 
conducted by various researchers point to the fact that information derived 
from the open narrative text has contributed to the overall CoD prediction by 
physician review when validated against a computer algorithm (Freeman et 
al., 2005). This open narrative text information is not taken into account by the 
current automatic approaches (Byass et al., 2010, King et al., 2010), and this 
has resulted in their criticisms and non-acceptance (Gajalakshmi and Peto, 
2006). 
 
Research into automatic approaches to predicting CoD is well advanced. 
Validation studies have demonstrated the feasibility of adapting automatic 
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approaches to CoD prediction with promising results when compared with the 
manual approaches such as the physician review (Byass et al., 2010, King et 
al., 2010). However, the level of accuracy of these automatic approaches 
needs to be improved in order to be able to compete favourably against the 
manual method.  
 
Additionally, there is currently a knowledge deficit about the potential 
usefulness of the information contained in the open narrative part of VA in 
computational modelling. The reason for this shortfall is partly due to the 
difficulty involved in obtaining the open narrative text in a machine readable 
format and also the lack of methods and algorithms developed for extracting 
the information embedded in the open narrative text, which this research 
attempts to address. The knowledge to be obtained in this research will 
potentially enrich the ongoing discussion regarding the justification of 
collecting VA information in both closed responses and open narrative text 
formats (Soleman et al., 2006). 
 
1.3 Research Aims and Objectives 
The aims and objectives of this research can be summarised as follows: 
1.3.1 Aims 
 To determine the feasibility of automatically predicting CoD from VA 
open narrative text. 
 
 To determine the extent to which information derived from the narrative 
improves on the accuracy of prediction over methods based on closed 
responses only. 
1.3.2 Objectives 
 To build a corpus of VA open narrative text to serve as a resource for 
research. 
 
 To investigate Machine Learning methods and techniques suitable for 
the VA domain. 
 
 To investigate the features and methods of extraction suitable for 
predicting CoD from VA open narrative text. 
 
 To disseminate these findings through journal publications and 
conference proceedings. 
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1.4  Novelty, Originality and Contributions 
1.4.1 Resource and Tools 
 This research has built the first ever corpus of VA open narrative text 
to be used as a resource for language research.  
 
 A software tool which was developed and used in transcribing the VA 
corpus has been made available to VA researchers and it is currently 
being used by the London School of Hygiene and Tropical Medicine as 
well as The Centre for Global Health Research at the University of 
Toronto, Canada.  
 
1.4.2 Methods 
 This research has established suitable methods of collecting and 
transcribing the VA open narrative text.  
 
 The research has developed novel methods for predicting CoD from 
VA open narrative text.  
 
 This research carried out a comparative study of Machine Learning 
approaches and has identified a suitable approach to analysing and 
predicting CoD from VAs. 
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1.4.3 Impact 
The impact of this research is observed in two domains: 
Natural Language Processing (NLP) and Machine Learning Research 
Community 
This research applied a combination of Corpus and Computational Linguistics, 
Natural Language Processing (NLP) and Machine Learning approaches to 
automatic analysis and predicting CoD from VA open narrative text. This is 
the first research to employ that approach in this area. The feasibility of this 
approach has been established with promising results, and formed the basis 
for further NLP and Machine Learning research within the context of VAs. For 
example, in Chapter Seven we discuss well-established NLP methods 
employed in extracting novel lexical and phrasal feature patterns from VA text 
for classification. Furthermore, in Chapter Five we evaluate the performance 
of current state-of-the-art Part-of-Speech (PoS) taggers on the VA dataset, 
which suggests additional work required to improve on their performance. This 
is a potential area for NLP researchers with particular focus on PoS taggers.  
 
Verbal Autopsy Research Community 
 Although it is established within the VA research community that the open 
narratives of VA are useful to medical experts during the manual process of 
analysing and determining CoD, little is known about the feasibility of 
employing an automatic approach to predicting CoD from these narratives of 
VA. This gap in knowledge has resulted in limited use of the narratives despite 
the fact that both closed responses and open narratives text are collected. We 
demonstrate in Chapter Seven the feasibility of automatically predicting from 
the open narratives. Furthermore in Chapter Nine we evaluate the usefulness 
of information from both closed and narratives from the perspective of 
automatic approaches and what these findings mean to VA researchers and 
practitioners. 
 
1.5 Scope of the Research 
Although the corpus built for the research comprises of data collected from 
both adult women and infant death, the experiments and the results presented 
are based on the infant corpus. However the generalisability of our methods 
in theory should be applied to the adult women sub-corpus. Future work will 
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explore this in detail once the corpus has been made publicly available, 
something which is currently in process.  
 
1.6 Thesis Outline 
The rest of the thesis is organised as follows: 
Chapter Two is comprised of a survey of the VA field. A brief overview of the 
field is given, which describes the processes involved in gathering VA 
information; the places of use; and the various levels of users of this 
information. The Chapter also presents a literature review conducted on the 
various automatic approaches that currently exist in carrying out analysis and 
predicting the CoD from VA, which informs the formulation of our research. 
Finally, Chapter Two concludes by giving an overview of our approach to 
analysis and how this differs from the existing approaches to analysis and 
predicting causes of death from VA data. 
 
Chapter Three is concerned with the approaches to Text Classification. The 
processes and methods employed in carrying out the Text Classification tasks 
are explored. We particularly focus on the feature engineering process and 
the various automatic techniques available for extracting and representing 
features for classification of textual data. The Chapter concludes with a survey 
of the applications of Text Classification methods within the biomedical 
domain since this research is situated within the biomedical domain. 
 
Chapter Four explores the various Machine Learning algorithms employed in 
performing the classification tasks. Furthermore, the Chapter discusses the 
evaluation metrics that are employed in determining the performance of a 
given Machine Learning method. We then identify the overlaps between the 
evaluation metrics employed in the Machine Learning and biomedical 
domains. The Chapter concludes by looking into some of the issues that tend 
to affect performance of Machine Learning algorithms in the context of Text 
Classification. 
 
In Chapter Five, the focus is on data collection and our VA corpus. This 
Chapter starts by describing the surveillance system in Ghana which provided 
the source for the VA data and the Data Management System employed to 
deal with the inherent complexities involved in managing data emanating from 
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a relatively large population. It then proceeds to describe the methods 
employed in building the open narrative text corpus for this research. The 
Chapter further describes principles and strategies employed in managing the 
complexities associated with the cause of death classification schemes 
employed in this research.  
 
In Chapter Six we conduct and consider a Corpus Linguistics study of our VA 
corpus by analysing the content, discussing the language issues and the 
computational challenges associated with the corpus in the context of 
Machine Learning algorithms for Text Classification. 
 
Chapter Seven reports on the initial experiments carried out to identify the 
appropriate automatic techniques suitable for the problem under investigation. 
In this Chapter we propose an approach called ‘locally-semi-automatic' as a 
feature reduction strategy to identify keywords, referred to in this thesis as 
Discriminative Word Units (DWU) for Text Classification of a noisy text. Finally 
a recommendation is made based on the experiments, which is subsequently 
employed in the methods that are discussed in the next Chapter.  
 
Chapter Eight is concerned with the engineering of the feature space of VA 
open narrative text. It describes the methods and experiments carried out to 
extract features within the VA textual documents in order to achieve optimum 
classification accuracy. The Chapter concludes by conducting a comparative 
analysis to identify the novel features for predicting causes of death from VAs. 
 
Chapter Nine extends the discussions to include findings from experiments 
that considered the closed response part of the Verbal Autopsies and other 
domain knowledge information that were not taken into account in the 
experiments described in Chapter Seven and Eight.  
 
Chapter Ten provides a summary of the work carried out in this research. It 
highlights the major findings, those being an alternative approach to the 
existing automatic approaches for finding CoD from VA. The limitations of this 
research are also discussed. The Chapter concludes by outlining a road map 
of future work that could be explored in order to enhance the performance 
accuracy achieved by the prediction model.  
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Chapter 2 
Research Background 
"Necessity is the mother of invention", Plato 
2.1 Introduction 
Considering the importance of cause of death information discussed in 
Chapter One, the drive to develop innovative ways to gather this information 
is strong. In this Chapter we look into the historical perspective of VA as one 
solution for capturing cause of death information and how it has evolved to 
date. The methods of analysis employed, and how the cause of death 
information is obtained from VA will also be explored. Finally, we describe our 
proposed approach for analysing and predicting cause of death from VA  
 
2.2 Historical Perspective on Verbal Autopsy 
The idea of VA has been around since before the beginning of the 19th 
century, when rigorous death registration systems were not in existence in 
most European countries. For example, in the 17th century English doctors 
employed the principles of VA: persons were designated to visit homes of 
deceased people to elicit information about the nature of their deaths 
(Garenne and Fauveau, 2006). More recently, European countries such as 
Sweden and Ukraine have employed VA as a means of ascertaining causes 
of death. In Sweden, cases of maternal deaths among migrants to Sweden 
were identified through VAs (Elebro et al. 2007). In Ukraine, VA was employed 
to understand and explore the circumstance that led to the death of individuals 
with diabetes (Telishevka et al. 2001). Most developed countries employ 
reliable methods of determining causes of death. Countries in Africa and Asia 
started to adopt the VA approach during the 1950s and 60s due to a lack of 
the comprehensive health service structures needed to support more modern 
methods. A systematic approach, instituted by physicians in India who 
conducted interviews to determine the cause of death, became known by the 
term Verbal Autopsy and this has now become the term most widely used for 
this method (Garenne and Fauveau, 2006). 
 
In 1956 the concept of VA as information captured through "lay reporting" of 
health data was introduced through a publication by Dr Yves Biraud (World 
Health Organisation,  2012). This encouraged the World Health Organisation 
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(WHO) to formally support the use of lay reporting of health information by 
non-medical professionals in the 1970s. The idea was developed further and 
led to the establishment of a standard form known as the "lay reporting form" 
in 1975. The late 70s and early 80s saw the introduction of wide scale use of 
Verbal Autopsies in the form of different questionnaires and their use in 
different settings and surveys (World Health Organisation,  2012). 
 
The coverage and research interest has deepened in recent years and 
resulted in the active research and development of various aspects of the VA 
process. Since 2007, the WHO has played a leadership role and worked with 
VA researchers and practitioners to standardise the VA data collection tools 
and reporting.  
 
2.3 The Verbal Autopsy Questionnaire. 
Figure 2.1 and 2.2 show samples of a section of a VA questionnaire, with a 
completely filled sample found in Appendix B. Chapter One established that 
VA data included closed responses and open narrative, and Figure 2.1 shows 
the closed questions that are carefully designed, based on WHO knowledge 
of expected symptoms during pregnancy. The value 1 represents yes; 2 
represents no; and 8 represents Not Known (NK) response. Figure 2.2 also 
shows an example of an open narrative text response to an interview 
describing events during the pregnancy of a mother who lost the child, as 
captured by the interviewer.  
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Figure 2.1 closed questions: pregnancy section of VA questionnaire 
 
 
Figure 2.2 open narrative text response: pregnancy section of VA 
questionnaire as captured by interviewer.  
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2.4 Levels of Users of Verbal Autopsy information 
Byass et al (2007) classifies 5 groups of users of the information derived from 
VA data. 
 
2.4.1 National and International Bodies 
The information required from VA by this group of users is the global and 
national cause-specific mortality estimates. This information should be in a 
standardised format, which is usually obtained using the ICD coding system. 
This allows standard comparability of mortality estimates over time from 
different sources and places, using complex models. 
 
2.4.2 Local Public Health Managers 
This group of users needs information on the rankings of causes of death in 
order to monitor trends over time and evaluate any public health interventions. 
Relatively simple models are employed to obtain the required information. 
 
2.4.3 Epidemiologists and Health Services Researchers 
This group of users needs VA information to analyse mortality patterns in 
order to understand a given context. This is usually done with reference to 
specific populations, which is achieved through consistent approaches to 
analysing VAs to determine cause of death. 
 
2.4.4 Institutional Managers and Clinical Auditors 
This group takes interest in monitoring trends of cause of death within 
institutions and healthcare systems for management purposes. This level of 
cause of death is usually obtained through physician certification and medical 
record reviews.  
 
2.4.5 Medical and Legal Practitioners 
Cause of death information is required for this group of users to carry out post 
event consequence assessment of the death, which is usually done at the 
individual level.  
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unity member/ 
member of 
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team (field staff) 
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Physician / 
Computer 
Physician / 
Computer 
The above group of users have further demonstrated the importance of VA 
CoD information. It is therefore imperative to explore methods that can 
accurately and efficient generate this information to assist these users in 
carrying out their responsibilities as required.  
 
2.5 The Verbal Autopsy Process 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Figure 2.3 swim lane diagram showing the Verbal Autopsy process  
Figure 2.3 shows a swim lane diagram that demonstrates the VA process. It 
begins when a death is reported in the community. This is done mostly through 
a relative of the deceased, a community member who heard about the death 
in the community or a member of the surveillance team or field staff who 
normally resides in the community. Once the death is discovered through 
some form of surveillance system or a relative reporting the death to an 
institution of interest, such at the local health authority or a research institution 
interested in causes of death, an interview is conducted. This would be done 
by someone trained by that institution to record the history of events that led 
to the death. The interviewee is typically a relative who was close to the 
deceased. The interview is conducted using a locally adapted version of the 
WHO designed VA questionnaire. The analysis phase occurs when the 
Death 
Identified 
Interview 
conducted 
Analysis 
carried out  
CoD 
determined 
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information obtained from the questionnaire is analysed using various 
approaches (see next section) and then CoD is determined. Aggregated 
statistical analysis can then be carried out to establish mortality trends such 
as Cause Specific Mortality Fractions (CSMF) in the population. 
 
2.6 Approaches to Verbal Autopsy Analysis. 
Approaches to VA analysis and CoD determination from VA can be classified 
into three main categories (King and Lu, 2008). The first approach is the 
physician review. This is where physicians manually review the VA data and 
assign the CoD. The second approach is the use of an expert algorithm, which 
involves using a consensus of physicians' judgments to construct algorithms 
such as a decision tree to serve as a guide for determining CoD, and the third 
involves the use of automated methods to determine the CoD (Byass et al., 
2006).  
 
Typically, information gathered using VAs are captured on paper using 
standard questionnaires which are then passed to physicians who review 
them to determine the most likely cause of death (Byass et al., 2006). This 
approach is referred to as a Physician Certified VA (PCVA). The standard 
practice of PCVA worldwide has been the use of a minimum of two physicians 
to give two or more independent assessments of each VA, even though there 
is some evidence to suggest that one physician may be enough for this 
process (Joshi et al., 2009). The PCVA approach is characterised by several 
limitations: high cost; inter-physician reliability; repeatability; and time 
consumption (Byass et al., 2010). The cost of manual review and assignment 
of cause of death to VA documents has not been formally evaluated. However, 
this exercise may be equated to assigning International Classification of 
Diseases (ICD) codes to clinical documents, the manual coding of which had 
an estimated cost of approximately $25 billion per year in the United States 
alone (Lang, 2007). The problem is compounded where there are shortages 
of medical personnel, as is generally the case in places where VAs are used. 
 
Consequently, there has been a growing interest in research surrounding the 
use of automatic approaches to classify causes of death (King et al., 2010, 
Byass et al., 2010). Having conducted a systematic search of the literature of 
databases such as PubMed and Google scholar with the keywords Verbal 
Autopsy and manual review of abstracts to initially determine the relevance 
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after a thorough review was carried out, the next section briefly discusses the 
current state-of-the-art automatic approaches to VA analysis.  
 
2.7 The State-of-the-art Automatic Approaches 
Automatic approaches to the determination of CoD have been an active area 
of research since Quigley et al. (1996) explored automatic approaches to CoD 
determination in VA. Their study involved the use of logistic regression to 
predict CoD. It was a validation study that aimed to compare the performance 
in terms of accuracy between the expert systems approach and their statistical 
approach. They used data from 295 children who had died in health facilities. 
The relatives of these children were identified and interviewed using a VA 
questionnaire based on a predefined set of closed questions. The CoD of 
these children were known from the health facility. The symptoms data, which 
has categorical responses for Yes and No, and the confirmed CoD were used 
to train a logistic regression algorithm that could then be used to predict CoD 
in the community. The basic assumptions made in the study were that the 
symptoms collected within the community should have the sensitivity and the 
specificity required to determine the CoD. Also, both hospital and community 
had the same CoD predictive features and therefore could be treated as one. 
Although their results showed a promising 71% accuracy for selected 
diseases, their assumptions may not hold practically as argued by King and 
Lu (2008). Hospital data may not be available in most settings where VAs are 
employed. Furthermore, the VAs were dependent on the ability of the 
respondent to recall symptoms which may not have had the same sensitivity 
and specificity required by the method compared to hospital data obtained 
through clinical diagnosis or examination. 
 
King and Lu, (2008) proposed another automatic method, which was built on 
the previously discussed approach(Quigley et al., 1996) by dropping the 
assumptions discussed above. King and Lu argued that the possibility existed 
to use hospital CoD data to predict CoD in the community, provided the 
systems in both populations were the same. They validated their model using 
data collected from China and Tanzania. The Tanzania dataset had 1261 
records from the hospital and from the community, 51 symptoms of closed 
questions of categorical responses of Yes or No and 13 CoDs. Even though 
both datasets had medically certified CoDs, the community CoDs were 
removed from the dataset and were used to validate the results of their model. 
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The China dataset had 2822 records from the hospital where CoDs were 
known. The hospital data was used to train the model to predict the CoD from 
the community data. Although they claimed to have better performance in 
estimating the CoDs this was not clearly reported in terms of the performance 
accuracy achieved. They however argued that their approach was good in 
estimating CSMF at the population level. Again, the assumption of this 
approach would be difficult to meet in practical terms; the assumption was 
based on the availability of accurate death information from the health facility, 
which is not readily available in the setting where VA is mostly employed. 
 
 
Recent developments have seen a shift from the use of hospital data in 
developing VA prediction models to the use of community data for both 
modelling and evaluation of VA models (Fottrell et al., 2007; Byass et al., 
2006). The approach was recently validated against the physician review and 
it is reported to have comparable performance (Byass et al., 2010). The 
validation study involved VA data collected in South Africa containing 6153 
cases. The CoD of these had already been determined using physician 
review. The probabilistic model is based on Bayes’ theorem as expressed in 
the equation below, and had a software implementation called interVA (Fottrell 
et al., 2007, Byass et al., 2006).  
               P(i | c) x P(c) 
  P(c| i) =    -------------------------------------------------     
   P(i | c) x P(c) + P(i | !c) x P(!c) 
where: c = cause of death; i = presence of a given symptom;                    P(!c) 
= probability of not c 
 
Through this equation the probability of each symptom (i1…in) and each 
possible cause of death (c1…cm) for all deaths for a given population can be 
determined. This means, for any given case, the probability of cm-1, given the 
symptom i, is initially the value found among all deaths in a given population 
(prior-probability), which is estimated by human experts. For example, if c is 
death from Malaria, and i is Fever, then the probability of dying from Malaria 
given Fever can be related to the probability of those who actually die from 
Malaria whilst either having or not having Fever. The probabilities of the 
symptoms are computed in order to predict the probable CoD. Only the 
symptoms with responses yes are considered in this model. The results 
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obtained from the study demonstrated good performance. The model was 
reported to have achieved 83.3% as opposed to 88.2% achieved by the 
physician approach for the top-10 diseases. The problem however with this 
approach is the over reliance on medical experts for the estimates of the prior-
probabilities(Fottrell et al., 2007, Byass et al., 2006). The medical experts may 
rely on their knowledge of the prevalence of diseases and symptoms and 
other assumptions that may not hold in the context of the underlying data, 
which could cause unrealistic and inaccurate predictions of the model. For 
example, in malaria endemic settings, malaria symptoms that tend to overlap 
with other causes may be overestimated for Malaria. An ideal approach would 
be to have a data driven based method that does not rely on estimates 
introduced outside the data. The approach being proposed in this thesis differs 
from the interVA approach because it is data driven. 
 
Another probabilistic approach proposed by Murray et al.(2007) was a hybrid 
that combined the two methods discussed above. This approach is known as 
the Symptom Pattern method. It uses data from both the hospital and VA. 
From the hospital data, the properties of each symptom are determined by 
computing the probability of responding 'yes' to each symptom given the true 
CoD. Unlike the previously described method by Byass et al (2006), which 
uses CoD obtained from VA, this method tended to depend on CoD obtained 
from hospitals to estimate the probabilities of symptoms contained in the 
hospital data, which would then be applied to VA data obtained from the same 
population of interest in order to satisfy the assumption by King and Lu (2008) 
discussed above. They reported that using this as an input to estimate the 
CoD at the individual level looked promising using a dataset obtained from 
China. Their model correctly predicted 83% of the cases compared to 66% 
achieved by physician review. However, this approach is heavily dependent 
on the availability of hospital data to estimate rates of symptoms values in 
populations to serve as input into the model, which again is impractical in most 
settings where VA is practiced. 
 
Another automatic approach is the clustering-based method of prediction of 
CoD. Bailly-Bechet et al.,(2009) in their experiment applied a hierarchical 
clustering algorithm to a 2039 record VA dataset, where the individual CoD 
were known. The dataset had 47 either yes, no, or do not know responses to 
symptoms from closed questions. However, data with do not know responses 
were eliminated from the data set before clustering. The result of this was not 
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reported but the authors argued that this framework could be useful for active 
learning where further investigation is needed to determine CoD.  
 
James et al. (2011) have recently proposed another automatic method known 
as the Tariff method as mentioned earlier. The Tariff method strives to identify 
signs and symptoms in the VA data that are significantly indicative of a given 
cause of death. This is based on a score which is assigned to each symptom 
based on the response pattern observed in the VA data. These scores are 
then added up for each CoD. The CoD which obtains the highest score is 
predicted as the CoD for that case. This is then validated against the PHMRC 
dataset, which contains about 12535 VAs collected from four countries 
(Murray et al., 2011). The Tariff method is reported to have achieved an 
accuracy of 44.5% in adults, 39% in children, and 23.9% in neonatal infants. 
The advantage of this approach as argued by James at al. (2011) is the 
transparent nature of the process of assigning scores in the decision making 
process of determining the CoD. Unlike the other automatic approaches, 
which are considered "black box", this method is considered to be transparent 
and allows physicians to observe the scores assigned to symptoms of a given 
cause of death. However, the process of assigning scores to the symptoms 
by physicians could still be compromised due to the manual process involved, 
which could also lead to inaccuracy in estimation as a result of overestimating 
or misunderstanding a given symptom. For example, high Malaria endemic 
settings could result in overestimating the scores being assigned to Malaria 
related symptoms and consequently inaccurate prediction.  
 
Flaxman et al. (2011) have also proposed Random Forest (Breiman, 2001) as  
another automatic approach to predicting CoD from VA. The method is based 
on a Decision Tree which is generated from the root node of the tree by 
random resampling of the training dataset. At each node, the algorithm selects 
a random subset of signs and symptoms to consider branching on, and then 
branches on the one that best distinguishes between the causes of death 
relevant to that node. This process creates a pair of causes of death, and 
generates 100 decision trees of pairs of causes of death. Subsequently a 
“pairwise coupling”, a voted, ranked and normalised algorithm is employed to 
determine the probable cause of death. This method is also based on the 
closed response part of VA and was validated against the PHMRC dataset, 
which contains about 12535 VAs collected from four countries (Murray et al., 
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2011). They argue that their approach performed competitively when 
validated against the physician review. 
 
Flaxman et al. (2013), have recently proposed another automatic method 
based on the Ensemble concept in Machine Learning, which seeks to combine 
some of the previously discussed methods: the Simplified Symptom Pattern 
(Murray et al., 2007); Random Forest methods, developed by Flaxman et al. 
(2011); and Tariff methods. Each of these methods is made to assign a 
possible CoD after which a voting process is carried out to determine the 
majority vote, which is then considered to be the "true" CoD for a given case. 
A validation study of the Ensemble method was carried out using data created 
by the Population Health Metrics Research Consortium (PHMRC). The results 
suggested this approach tended to be superior to the individual methods, with 
individual disagreement between methods at 16% and overall unanimous 
agreement among the three methods at approximately 47%. 
 
Table 2.1 provides a summary of the current state-of-the-art automatic 
approaches described above with data sources used. As the table 
demonstrates a variety of methods have been explored using a variety of data 
sources as described above. A typical VA contains both closed responses and 
open narrative information. However, as was established from the survey on 
the automatic approaches published so far discussed above, all the 
approaches focused on only the closed response part of the VA. The 
information contained in the open narrative is ignored by the automatic 
approaches. Meanwhile, the traditional approaches such as the physician 
review and expert algorithms have access and make use of both the closed 
responses and information contained in the open narrative (Soleman et al., 
2005). It is therefore imperative to explore automatic methods that can make 
use of all available information in order to have a better basis for validation 
and performance comparisons between traditional and automatic 
approaches.   
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 Table 2.1 Summary of state-of-art automatic approaches to Verbal Autopsy analysis
Authors Method Input data 
Quigley et al. (1996) Logistic regression Closed response part based on hospital data and tested on WHO VA based questionnaire.  
King and Lu, (2008) Probabilistic  Close response part based on simulated hospital data and test on data collected using WHO 
questionnaire.  
(Fottrell et al., 2007; Byass et 
al., 2006) 
Probabilistic (InterVA) Closed response part based on WHO VA questionnaire only 
Murray et al.(2007) Probabilistic (Symptom Pattern) Closed response part of a combination of hospital and VA data PHMRC dataset and 
questionnaire 
Bailly-Bechet et al.(2009) Clustering  Closed response part with data using WHO VA questionnaire  
James et al. (2011) Symptom scoring and ranking (Tariff) Closed response part of VA based on PHMRC dataset and questionnaire  
Flaxman et al. (2011) Random Forest closed response part of VA based on PHMRC dataset and questionnaire  
Flaxman et al. (2013) Ensemble - combined Symptom Pattern (Murray 
et al.(2007), Tariff (James et al. (2011) and 
Random Forest (Flaxman et al. (2011)  
Closed response part of VA based on PHMRC dataset and questionnaire 
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2.8 Our Approach 
Our research is motivated by the belief that an automatic approach that is able 
to take advantage of information contained in both closed responses and the 
open narrative should result in a robust and relatively better performing 
approach. The research has been formulated as a Text Classification problem 
and we seek to classify the VA according to CoD categories. We have 
employed Corpus and Computational Linguistics (CL), Natural Language 
Processing and Machine Learning approaches to identify various features 
which can be used to classify the VA documents. These approaches are 
deeply rooted in the sub-disciplines of Artificial Intelligence and are briefly 
described below. 
 
2.8.1 Corpus and Computational Linguistics 
Corpus Linguistics as described by Wallis and Nelson (2001), is the study of 
language as expressed in samples of the language. This is achieved through 
the analysis of the samples with the main aim of obtaining linguistic 
knowledge. For example Corpus Linguistics allows grammatical analysis of 
words in a text, classifying these words by assigning grammatical labels (verb, 
noun) to them, referred to as Part of Speech Tagging. These can then be used 
to construct dictionaries and thesauri by lexicographers (Church and Hanks, 
1990). 
 
Computational Linguistics is considered to be a sub-field of Artificial 
Intelligence, and tends to extend the work of Corpus Linguistics via the 
application of the understanding of linguistics phenomena and knowledge 
gained through Corpus Linguistics to develop automatic models. These 
models can use either a statistical or rule-based approach, which may involve 
specialised knowledge from other disciplines such as Linguistics, 
Mathematics and Computer Science.  
 
2.8.2 Natural Language Processing 
Natural Language Processing (NLP) is also considered an Artificial 
Intelligence approach which is mainly concerned with the creation of systems 
that allow computers to process natural language in order to facilitate human-
computer interactions. NLP as a discipline has been around since the 1950s 
and its evolution has been discussed by Bates (1995). Bates demonstrated 
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the shift in paradigm from an intuition based approach to an increased 
emphasis on a corpus-based one, which creates an avenue for the 
combination of NLP with corpus-based methods to language modelling.  
 
2.8.3 Machine Learning 
Samuel (2000) defines Machine Learning as an Artificial Intelligence discipline 
which aims to equip computers with the ability to learn without being 
programmed. In other words, a computer is considered to have learning 
capability if the computer is able to learn from experience (E), which is 
normally, based on previous data, obtained from the domain of interest 
(training data) with respect to some task (T), and some performance measure 
(P), if its P on T improves with E captured from the training set. Machine 
Learning is driven by learning algorithms which are mathematical functions 
with a set of parameters (Pereira et al., 2009). 
 
There are numerous factors that determine the choice of Machine Learning 
algorithms, and this includes the task being performed. The task is 
categorized in Machine Learning terms as: Supervised Learning (Witten and 
Frank, 2005) , Unsupervised Learning (Kotsiantis et al., 2007), and Semi-
supervised Learning (Bilenko et al., 2004). The method of learning being 
employed in this research is supervised learning, which allows the algorithm 
to learn from examples provided by human experts in the form of training 
examples. Supervised learning algorithms would be capable of learning from 
the VA data obtained through application of Corpus and Computational 
Linguistics and NLP techniques in order to predict CoD from VA. The next 
Chapter discusses classification-based learning applied to biomedical text.  
 
2.9 Summary 
This Chapter started by providing a brief historical perspective on VAs. 
Various groups of users of VA information were identified and the kind of VA 
information required by those groups of users was also discussed. A brief 
overview of the entire VA process was also given, which consequently 
demonstrated the context in which this research is situated in the overall 
process.  
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The Chapter also conducted a survey of the automatic approaches to 
determining CoD from VA published in the literature to date. The survey 
identified issues related to each of the various approaches. Models that rely 
on hospital data for model development were identified to be problematic 
since the settings where VAs are employed may not have hospital data readily 
available. Also, over reliance on the hospital data for signs and symptoms as 
proxy for modelling demanded accurate signs and symptoms information from 
the VA which could be problematic to obtain in VA settings since VA is based 
on the memory recall of the respondent and not clinical or diagnostic 
information. Thus, the most pragmatic approach for developing automated 
methods for VA was the use of VA data which some of the existing methods 
have begun to explore. However, these methods' tendencies to rely on 
manual approaches to determine the prior probabilities of the models, as 
observed from the survey, can also be problematic. For example, inaccurate 
estimates could lead to inaccurate predictions. Also, as observed from the 
survey the existing approaches have not explored the open narratives part of 
the VA data, and this served as a motivation for our research. 
 
An overview of the methods being proposed in this thesis has been described. 
A clear distinction was drawn and a justification was given to demonstrate how 
the approach being proposed in this thesis differs significantly from existing 
approaches.  
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Chapter 3 
Classification of Text: The Biomedical Domain 
"Everything you can imagine is real", Pablo Picasso 
 
3.1 Introduction 
Chapter Two briefly summarised the rationale for using supervised learning 
as the approach to be employed in this research. Machine Learning algorithms 
have the capability to learn from data prepared by human experts. This 
approach to learning falls into two categories: regression and classification. 
The difference between these two supervised learning approaches is based 
on how the problem is formulated. The regression approach is concerned with 
a learning algorithm predicting a numeric continuous value as an output. The 
classification-based learning on the other hand is concerned with a learning 
algorithm predicting a categorical output, which suits the task of predicting 
causes of death from VA being explored in this thesis. This research is 
therefore formulated as a Text Classification problem. 
 
Text Classification tends to depend on information obtained from the 
documents being classified. In this Chapter we explore the process of Text 
Classification and the techniques that are employed in the classification 
process. We then further survey the biomedical domain to identify related 
research works that have successfully applied these techniques. 
 
3.2 Text Classification Process Overview 
Text Classification (TC) by definition is an automated process of assigning 
textual documents to a set of predefined categories (Sebastiani, 2002). This 
process has seen unprecedented growth in interest and research due to the 
abundance of documents available in textual format. The process is cross-
disciplinary in nature, as it encompasses several subfields under the umbrella 
of Computer Science: Natural Language Processing (NLP), Machine 
Learning, Pattern Recognition, and statistical theories (Mitchell, 1997), which 
are augmented by Corpus and Computational Linguistics as explained in 
Chapter two.  
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Formally, TC could be described as a task of assigning a categorical value Cv 
to each pair of {dj, ci} € D x C, where D represents the textual documents from 
a given domain D = {dj,…,dz} and C= {c1,…,cm} represents the set of 
predefined categories that a given document dj could belong to. The value Cv 
is determined by a function, F(x) for {dj, ci}, to suggest that the document dj 
should be assigned either c1 category, otherwise dj should be assigned 
another member of the set of categories C. F(x) could either be determined by 
hand crafted rules or a Machine Learning algorithm. Additionally, to classify a 
document into a given category ci, given D with a set of unique features F of 
D, each document di € D, has to be represented as a vector Vdi = {v1,v2,…vIFI}, 
where |F| is the length of the vector  with  its s-th dimension Vdis containing a 
quantified information qs, q € F  that best describes di (Jurafsky et al., 2000). 
The quantification of the feature information is based on representation 
schemes, which are discussed later in this Chapter.  The features could be 
derived from the content of the di obtained through tokenisation by dividing 
text of the di into contiguous characters words, phrases, or symbols that are 
contextually meaningful based on the problem or targeted application.  
 
There has been a continued effort by the research community towards the aim 
of improving the performance accuracy of Machine Learning classification 
algorithms by exploring various subfields. This is due to the fact that numerous 
factors tend to determine the performance of a given algorithm, and these 
include: the data and domain; Machine Learning algorithm; and the features 
and their representation schemes employed in the process of building a 
classifier for a classification task (Jurafsky and Martin, 2000).The next Chapter 
will discuss some of the techniques employed in developing a classifier. 
However, as shown in Figure 3.1, prior to the application of a given algorithm 
there is the feature engineering phase.  
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Feature Engineering 
 
Textual Documents  
Classification Function (F(x)) 
(mapping algorithm)  
Classified Document 
 
 
 
 
 
 
 
 
 
 
 
Figure 3.1 Text Classification process flow 
The figure shows the process flow of a typical Text Classification process 
pipeline. A textual document goes through the feature engineering phase 
when the document is pre-processed, and features are extracted and 
represented in a suitable format for an algorithm, which is also referred to as 
the classification function f(x), to be applied. After this the document is 
assigned a given category based on the features extracted from the document 
and the pattern the algorithm was able to learn from those features, based on 
what it has been able to learn during training as described above. The feature 
engineering phase is discussed in detail in the next section. 
 
3.3 Feature Engineering for Machine Learning 
The aim of identifying appropriate features for a classification task is to 
achieve both computational efficiency and accuracy. This stage of the process 
has been an active area of research in its own right. It is considered a critical 
stage of the process and has resulted in a sub-discipline within the Text 
Classification research community known as Feature Engineering (Scott and 
Matwin, 1999). For example, reducing the features could lead to reduction in 
the feature space, which could result in high efficiency, but not necessarily 
lead to high accuracy. This is due to the fact that relevant features might not 
have been considered. Some of the features considered during Text 
Classification are discussed. As Figure 3.1 demonstrates, feature engineering 
encompasses two sub-processes: Feature pre-processing and extraction, and 
Pre-processing & 
Extraction  
Feature Value 
Representation  
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feature representation for Machine Learning. We discuss these sub-
processes in turn. 
 
3.3.1 Feature Pre-processing and Extraction 
This section discusses some of the feature extraction approaches employed 
in Computational Linguistics in general, including Text Classification available 
in the literature. However the features discussed here are not exhaustive as 
there are other features employed in various tasks such as automatic genre 
identification (Sriurai et al 2010).  
 
The Bag of Words approach 
The Bag-of-words (BoW) is a common approach to modelling features and is 
regarded as being the baseline for evaluating Text Classification systems 
(Scott and Matwin, 1999, Sebastiani, 2002, Lamontagne et al., 2006, Moschitti 
and Basili, 2004). With this approach, each distinct word in the document is 
considered as a feature of that document. It must be pointed out here that the 
definition of what constitutes a word or term varies with respect to the 
application or domain of interest. This is a major decision that must be taken 
into account with this approach, and it makes up part of the pre-processing 
stage. Despite its popularity in the literature and the success stories about the 
BoW approach (Lewis, 1992), it has been noted to have various issues: the 
BoW approach does not make use of all available information in the original 
document, including the order of the words in the sentence. In other words, 
BoW by its very nature cannot take syntactic structure of a document into 
account. Another problem with this approach is its inability to recognise 
synonyms of a single word, consequently resulting in increased sparseness 
of the feature space (Wang and Domeniconi, 2008).  
Phrase-based approach 
The phrase-based approach seeks to select the phrases from content that 
best describe the document. This means words are expressed together to give 
contextual meaning, as they may not make sense contextually when 
considered individually. For example the words health and worker have their 
individual meaning, but will not make sense in this context until combined to 
form the phrase health worker,’ which gives information that describes the 
occupation of an individual. This is based on the assumption that they contain 
useful information about the documents. The process therefore attempts to 
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employ lexical and information retrieval techniques to extract phrases from the 
textual document that are most likely to describe it, and present them together 
as features of the document (Witten et al. 1999). Several linguistic techniques 
have been developed to identify phrases in the literature. Etzioni et al.( 2005) 
for example employed a rule-based approach implementation using regular 
expressions, which is based on Part-of-Speech (PoS) tags obtained from the 
Brill tagger(Brill, 1995). Biber and Barbieri (2007) also proposed the use of 
lexical bundles to identify phrases and multi-words found in university spoken 
and written registries.  
 
Ontology-based approach 
Another approach to feature engineering for Text Classification is the use of 
some form of ontology resource. This enables relationships between terms 
and phrases to be captured (Agrawal and Kakde, 2013). As also pointed out 
by Spasic et al.(2005), ontologies tend to provide a mechanism that allows the 
appropriate sense of a word to be identified in a given text. This, again, is to 
overcome the problem of the BoW approach which tends to ignore the 
semantic relationships between words in a document. For example bleed has 
a relation is a with symptom. The identification of these relations can be 
achieved through the use of a knowledge base and resources such as 
ontologies or a thesaurus for the given domain. Furthermore, a corpus 
annotated with semantic relationships between concepts is another resource, 
for example the work carried out by Roberts et al (2009), which  focused on 
producing an annotated corpus for the clinical domain. 
 
Research carried out by several groups suggests improvements in 
performance when ontologies such as WordNet (Miller, 1995) are applied to 
capture the semantic relationships between words in the document for 
classification. For example, a recent experiment carried out by Wang and 
Domeniconi (2008) was reported to have achieved higher performance over 
BoW when they applied Wikipedia as a resource to extract relationships 
between words in a document. The difficulty with this approach however is the 
process of constructing the ontology, which is mostly manual and a time 
consuming process. There is also an issue about coverage as new words 
appear which makes it possible and useful only in domain settings with limited 
and controlled vocabulary.  
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3.3.2 Feature Value Representation 
Feature value representation, also referred to as Term Weighting is a 
technique that allows some form of value or weight to be associated with the 
terms found in the document in order for a vector to be constructed. This is 
then presented to Machine Learning classifiers as earlier described. It is a 
technique proposed by Salton and Buckley (1988) to represent documents as 
vectors, popularly employed in information retrieval and more recently applied 
to Text Classification. As already indicated, a feature of a document could 
either be a word or a phrase in any other form used to identify the content of 
the document. Regardless of the scheme of representation, each feature must 
be associated with a value or weight, which indicates the importance of the 
feature in terms of its contribution to the classification. As argued by Leopold 
and Kindermann (2002) the weighting strategy employed has bigger 
implications for the accuracy of classification than the choice of learning 
algorithm employed in the classification process. There are numerous term 
weighting schemes proposed in the literature by various researchers(Liu et 
al., 2009, Lan et al., 2009, Lan et al., 2005). However, these weighting 
schemes are variants of the three basic and standard schemes as 
summarised below: 
Table 2.1 Term weighting schemes 
Scheme Description 
Binary Boolean logic representation; 1 = present, 0 = not present 
TF Frequency count of terms found in a given document 
DF Frequency count of documents that contain a given term. 
 
As noted by Jurafsky et al.(2000), the approach employed in assigning 
weights to tokens has an impact on the performance of the intended system 
in terms of precision and recall. This is due to the fact that the majority of 
classification algorithms apply a ‘strength of evidence’ policy during weight 
assessment and therefore binary values are not indicative enough of a token 
or a term in a given document. All weighting strategies are centred on two 
basic statistical principles as noted by Sebastiani (2002): 
 the indicator of the importance of a term in a document, which is 
the frequency that term occurs in a given document (TF) and ;  
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 the more documents (DF) a term appears in, the less the term 
serves to semantically differentiate the documents. 
 
With the exception of the binary approach, which represents feature 
occurrence as ‘1’ and non-occurrence as ‘0’, the other two approaches 
suggest weights based on frequency counts of either the feature or the 
documents containing the feature, based on the above mentioned basic 
statistical principles. While these schemes are sometimes employed as stand-
alone, they are also sometimes mathematically combined. For example, the 
DF and TF are mostly combined by the product of the TF and the inverse of 
DF (iDF) to form another widely used scheme known as TFiDF (Salton and 
Buckley, 1988). The idea for this combination is that the higher the frequency 
of a term in a given document, the more it is a representative of its content. 
Also, the more documents a term occurs in, the less powerful it is in 
discriminating between a given set of documents (Wu et al., 2008). Recent 
advancement in research in this subfield has seen more sophisticated 
approaches; a combination of feature selection algorithms such as information 
gain, Chi-square, gain ratio and odd ratios with TF and DF have been explored 
(Lan et al., 2009, Liu et al., 2009). This has led to categorisation of term 
weighting schemes into supervised and unsupervised methods due to the 
process employed in estimating the values (Lan et al., 2005). Furthermore, 
DF or TF is sometimes combined with a normalisation factor. For example a 
normalised factor of document length takes into account terms of the same 
frequency in different documents to ensure features found in both short and 
long documents are treated with equal importance(Debole and Sebastiani, 
2003).  
 
3.4 Related Work: Biomedical Text Classification 
The classification of biomedical documents has been witnessing a high rate 
of growth in research in the applications of Text Classification 
technology(Pakhomov et al., 2008, Pakhomov et al., 2007, Cohen and Hersh, 
2005, Cohen, 2006). Cohen (2006) for example employed Chi-square as a 
statistical technique to extract features for a Support Vector Machine algorithm 
classifying genomes in biomedical text. Similarly, Pakhomov et al.(2008) 
employed various Text Classification based approaches to developing 
predictive models that identified patients with risk of heart failure from clinical 
notes obtained from Electronic Health Records. 
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The studies mentioned above have mainly explored data originating from the 
formal environmental settings of the biomedical domain, where use of 
language has been standardized with limited vocabulary. However, limited 
research has explored informal settings where there are no specific rules but 
rather colloquial language has been predominantly used. Nikfarjam and 
Gonzalez (2011) and Leaman et al.(2010) are among the few researchers 
who have explored colloquial text within the biomedical domain. For example, 
Nikfarjam and Gonzalez (2011) employed Computational Linguistics 
approaches for automatically classifying whether users experienced adverse 
reactions to a given drug. Using data generated from DailyStrength 
(www.dailystrength.org), they employed association rules to extract patterns 
of colloquial expressions that correlated with adverse reactions. Their work 
was largely motivated by works in the area of automatic analysis and 
classification of sentiments and opinions, which have mostly been expressed 
in colloquial text (Gamon, 2004, Oberlander and Nowson, 2006, Turney, 2002, 
Pang and Lee, 2005). Pang and Lee (2004) for example, employed 
Computational Linguistics approaches to determine whether a sentiment 
expressed about a movie was positive, negative or neutral. Using various 
lexical and statistical features derived from a sample of movie review text, they 
demonstrated the possibility of using this approach with comparable results to 
the one obtained by humans. 
 
The above evidence suggests an emerging interest in research focused on 
automatic classification of colloquial text in general and specifically text from 
the biomedical domain. However, these efforts have not been extended to VA 
open narrative text, which is considered a rather unusual subtype of the 
biomedical genre as argued by Danso et al.(2013a).  
 
3.5 Summary 
This Chapter explored the processes and techniques employed in the 
classification of text in general. It described the processes involved and the 
logical principles that underpin Text Classification. The Chapter further 
provided a detailed description of how features are extracted and represented 
in order to harness the powers of a Machine Learning algorithm to learn 
patterns from these features. The Chapter concluded by conducting a survey 
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into the applications of text classification within the biomedical domain and 
how these are related to classification of VA text.  
 
The principle and techniques reviewed have successfully been applied to 
biomedical text from both formal and informal settings. However, these 
techniques have not been applied to VA, which is also considered a type of 
biomedical text obtained from an informal setting. This research is the first to 
explore how these techniques could be applied to VA as text originating from 
a different setting and application domain.  
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Chapter 4 
Machine Learning Methods For Classification 
"I'd rather learn from one bird how to sing than to teach ten thousand stars how not to 
dance" E.E. Cummings  
 
4.1 Introduction 
In Chapter Two we provided a definition of Machine Learning, whereby a 
computer algorithm can be said to have learned once it is demonstrated that 
the algorithm it uses has improved in its performance of a given task over a 
period of time through experience (Mitchell, 1997).We also made an attempt 
to formalise this definition. Numerous Machine Learning algorithms have been 
employed to tackle various classification problems (Kotsiantis et al., 2006). In 
Chapter Three we provided an overview of the Text Classification process, 
and the stage where a Machine Learning algorithm is employed. As Figure 
3.1 suggested the selection and creation of a Machine Learning model is the 
next step once the document representation scheme is finalised. 
 
In this Chapter we will discuss some of the Machine Learning algorithms that 
have successfully been employed in carrying out classification tasks: Naïve 
Bayes, Support Vector Machines, and Decision Trees. These algorithms 
could be classified into the three main families: probabilistic or generative, 
linear or discriminative and rule-based or decision trees (Reeves and Quigley, 
1997). Additionally, some variants of these algorithms have previously been 
employed in predicting causes of death from the closed responses part of VA 
as previously discussed in Chapter Three. Our motivation is also based on the 
philosophy and the underlying assumptions employed, which vary between 
algorithms. In view of this, it seems natural to review these algorithms and 
apply them in our work to observe how they perform on the open narrative text 
and a combination of that and the closed response part of VAs.  
 
4.2  Machine Learning Algorithms for Classification 
4.2.1 Support Vector Machine  
The Support Vector Machine (SVM) classification algorithm is one of the 
newer supervised Machine Learning techniques found in the literature, and 
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has proven to be robust in dealing with noisy and sparse datasets. As a result, 
it has been the preferred technique to be applied to classification problems 
(Kotsiantis et al., 2006). SVM was originally proposed by Vapnik (1999) to 
deal with classification problems, and the principles under which SVM 
operates could be described as a hybrid of linear and non-linear, based on the 
Structural Risk Minimisation principle (Vapnik, 1999). The SVM formula is as 
defined below in equation (2): 
 
 
Where: 
C is a parameter for the complexity factor to be tuned based on the 
characteristics of the underlying data and domain of interest; y is the category 
label, where y(positive) = 1; or y(negative) = 0; x is the input vector or feature 
input; n =number of features ; m= number of examples in training set; cost0 is 
a similarity function for determining the category (y) given instance (i) when y 
= 0 and is cost1 when y = 1;  θT= transformed feature vector, which is the inner 
product of the support vectors. Support vectors are derived vectors obtained 
from the input vector, x.  
  
During learning, SVM employs a technique of ‘maximal-margin-hyper-plane’ 
as part of the similarity function, such as cosine similarity measure (Charikar, 
2002), to determine the decision boundary that separates category y= 
1(positive) from category y = 0(negative) as shown in Figure 4.1 
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Figure 4.1 graphical representation of SVM learning algorithm showing red 
as category y (positive data points) and green as category y (negative 
data points)  
 
The 'large margins' shows the hyper-plane that provides the maximum 
distance that linearly separates the categories. However, where this cannot 
be achieved because non-linearity exists, SVM has the ability to adapt by 
employing ‘kernels’ as part of similarity functions and is able to map the non-
linearity that exists between category labels and feature space. The resulting 
hyper-plane established in the feature space by this kernel provides a direct 
mapping to the non-linearity structure that exists within the feature space 
(Kotsiantis et al., 2006). Despite its competencies discussed above, SVM 
tends to be computationally expensive by virtue of the kernel technique it 
employs during learning. This, however, can be minimized during SVM model 
training and evaluation since the kernel is a parameter that can be adjusted 
depending on performance, which eventually reduces computational cost. 
 
Despite the success in the application of SVM to various problems, there has 
been continued research with the aim of improving its performance. This has 
resulted in variants of SVM. An example is the Sequential Minimisation 
Optimisation (SMO) algorithm developed by Platt (1999). SMO is considered 
to be faster and relatively easier to implement compared to the original SVM. 
Large margins  
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However, Keerthi et al.(2001) identified some deficiencies and proposed 
improvements to the SMO algorithm, which aim to address the problem of 
inefficiency in computing a threshold value that otherwise tends to prolong the 
internal computational process. 
 
It is worth noting that SVM was originally designed for binary classification 
tasks, where one category represents data with positive examples (y=1) and 
the other represents negative examples (y=0) as described in the above 
equations. However, for a multi-class classification task, one-vs-all strategy is 
employed, where the cost function is optimised for each of K classes (Rifkin 
and Klautau, 2004), which is well suited for the classification problem under 
investigation and thus is applied in this research. 
  
4.2.2 Naïve Bayes  
Naïve Bayes (NB) is a generative-based algorithm which is considered to be 
relatively simple, it being based on probability models derived from the 
Bayesian theorem (Jiang et al., 2007). This classification technique analyses 
the relationship between each feature and the category for each instance to 
derive a conditional probability for the relationship between the feature values 
and the category. The conceptual framework for NB is based on joint 
probabilities of features and categories to estimate the probabilities of a given 
document belonging to a given category.  
 
Like other probabilistic approaches, NB made the strong assumption about 
the data as demonstrated in Figure 4.2. This figure shows the process of 
learning, where NB assumes that all features of the training set examples are 
independent of each other given the context of the category, making it suitable 
for classification tasks with large number of features such as a Text 
Classification (McCallum and Nigam, 1998).  
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Figure 4.2 graphical representation of Naïve Bayes 
 
It then posits a probabilistic model that embodies this assumption to estimate 
the parameters obtained from the training set to build a generative model 
during the learning process. NB has also proven to be robust to noise and 
missing data as it has the ability of generating relatively accurate models 
without having any impact on the final outcome (Witten and Frank, 2005). Its 
relative simplicity is also an indication of why it tends to be more efficient than 
the majority of the classification techniques found in the literature (Amor et al., 
2004). 
 
4.2.3  Decision Trees 
Decision Trees (DT) belong to the rule-based family of Machine Learning 
algorithms, which have been successfully applied to different domains 
(Sebastiani, 2002). Despite the fact that it can be regarded as a relatively old 
technique, DT has stood the test of time. For example, DT has recently been 
employed as a Machine Learning technique to develop classification models 
that automatically classify pancreatic cancer data (Ge and Wong, 2008). DT 
based algorithms ‘learn’ from training examples by classifying instances and 
sorting them based on feature values. Each node in a DT represents a feature 
of an instance to be classified, and each branch represents a value that the 
node can include in making a decision. Figure 4.3 below shows an illustration 
of how DT works within the feature space. 
  
Category C 
Feature1 Feature2 Feature n … 
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Figure 4.3 graphical representation of Decision Tree  
 
The algorithm starts the process at a root node of the tree. This root node is 
established by finding the feature that best divides the feature space based 
on the feature values, and there are numerous approaches to identifying the 
best feature (Kotsiantis et al., 2006). Due to the approach DT uses to search 
for a solution within the problem space, efficiency tends to be an issue, 
especially when dealing with large datasets. This has resulted in research 
attempts into how this could be improved. Nevertheless, DT is characterised 
by its relatively transparent outputs, which are easy to be read and understood 
by humans. DT has been shown to have superior performance over other 
techniques with regard to some specific domains with datasets that have 
discrete/categorical data feature values (Anthony, 2005). 
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4.3  Validation Methods 
Validation is the process of determining the performance accuracy of a 
Machine Learning algorithm after learning from a training set. There are 
various methods employed in carrying out validation and in this section we will 
discuss some of those methods.  
 
4.3.1 Hold-out. 
The hold-out method, which is also known as test sample estimation, is based 
on a split of the data into two mutually exclusive sub-sets called the training 
set and the test set. This division, which is usually 75% training set, is used 
for training the learning algorithm with the remaining 25% test set used for 
testing and estimating the performance of the algorithm (Kohavi, 1995). This 
method is computationally less expensive compared to the K-fold cross 
validation. There are however drawbacks associated with this method. As 
Kohavi (1995) points out, the accuracy of the estimation could be problematic. 
For example, the more examples that are retained for the test set the higher 
the bias of the performance estimator. On the contrary, the fewer the test 
cases the wider the confidence interval for the accuracy of the performance 
estimator. The holdout method also tends to underutilise (about 25% unused) 
the data, which could then instead have been used as part of the training.  
 
4.3.2 K- fold Cross-validation 
Cross validation is a well-established method of estimating performance of a 
Machine Learning algorithm. The nature of the procedure involved has 
resulted in another name known as the rotation estimate (Kohavi, 1995). It 
involves randomly splitting the training data into K-mutually exclusive subsets, 
where folds refers to the subsets and K is the number. The learning algorithm 
is trained and tested K times in turn for each fold and the overall accuracy is 
estimated. The formulae employed in the calculation will be discussed later. 
The choice of the value for K depends on the dataset. However, K= 10 has 
been found to be a good number of folds, which corresponds to 90% training 
and 10% testing (Pereira et al., 2009). 
 
The problem, however, with the K-fold cross validation is that it does not take 
into account category distribution, which could be problematic for skewed or 
imbalanced datasets, where some classes are rare. To address this problem 
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stratified cross validation has been introduced. This enables each stratified 
fold to contain approximately an equal proportion of category labels in the 
dataset (Kohavi, 1995). 
 
K-fold cross validation tends to be useful when there is limited labelled training 
data. The averages obtained from the rounds of training and testing tend to 
provide good estimates for algorithm performance on an unseen or new 
dataset. Furthermore, K-fold cross validation has also been found to be robust 
to the variance and bias problems (described in Section 4.5) that tend to be 
associated with training data (Kohavi, 1995). The drawback, however, is that 
this could be relatively computationally expensive compared to other methods 
(Burman, 1989). 
 
4.4 Evaluation metrics 
The performance of Machine Learning algorithms can be measured by various 
approaches; the most common metrics being precision and recall. Figure 4.4 
shows a contingency table used in estimating these performance measures 
(Lewis and Jones, 1996). The Figure provides a framework for evaluating the 
performance of a classification algorithm. It shows a matrix for determining the 
number of the classification distributions between a classifier and an expert 
judgment, which is referred to as the gold-standard or ground truth. These 
evaluation metrics being discussed will therefore make reference to this 
Figure. 
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 Expert Judgement 
Yes No 
 
Classification Algorithm  
Yes True Positive (TP)  False Positive (FP) 
No False Negative (FN) True Negative (TN) 
Figure 4.4 contingency table for classifier evaluation  
 
4.4.1 Overall Accuracy  
The overall accuracy of an algorithm can be determined based on the values 
obtained from figure 4.4 as expressed in an equation as:   
Accuracy =
TP + TN
TP + TN + FP + FN
 
 
4.4.2 Precision and Recall  
Precision is a measure of the success rate of assignment of all documents 
correctly classified based on the categories assigned by the domain expert, 
which in this instance is the CoD certified by the physicians. This is expressed 
in an equation as: 
 
Precision (Pr) = 
TP
TP+FP
 
 
 
Recall is the measure of success rate assignment of all documents that were 
supposed to have been assigned correctly by the algorithm based on the 
domain expert. This is expressed in an equation as: 
 
Recall (Re) = 
TP
TP+FN
 
4.4.3 Single measure: F-measure  
Apart from these basic methods for measuring the performance of learning 
algorithms, other approaches such as  F-Measure have been proposed 
(Lewis, 1992). F-measure was said to have been introduced with the aim of 
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having a single score to evaluate algorithm performance. This can be 
expressed in an equation as:   
F-measure: =
2* Pr  * Re
Pr + Re
 
 
Other metrics are based on category similarity and distance measures 
proposed by Sun and Lim (2001). 
 
 
4.4.4 Misclassification Measure 
Another method used to evaluate the performance of a Machine Learning 
algorithm is the misclassification rate. One metric used to determine the rate 
of misclassification is the False Positive Rate (FPR) (Fawcett, 2006). This is 
expressed in an equation as: 
 
False Positive Rate (FPR) = 
FP
FP + TN
 
 
 
4.4.5 Macro and Micro Averaging 
It must be noted that Figure 4.4, the equations and the evaluation metrics 
described above are for two-classification problems. To be able to evaluate 
the performance of a classifier for a multi-class classification problem, the 
above performance measures must be computed for each category (Sokolova 
and Lapalme, 2009). Macro and Micro averaging measures are useful for 
multi-class evaluations where the classes number more than two. Micro-
average is said to assign equal importance to each document whereas the 
Macro-average assigns equal weight to each category (Ci…. Ck) (Sun and 
Lim, 2001) . These are expressed mathematically in equations as: 
 
Micro-average:  
〖Precision(Pr〗μ) =
∑ki=1 (TPi)
∑k
(TPi +FPi)
i=1
 
Recall (Reμ) =
∑ki=1 (TPi)
∑ki=1 (TPi  + FNi)
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Macro-average: 
Precision (Prk) =
∑ki=1 (Pri)
k
 
Recall(Rek) =
∑ki=1 (Rei)
k
 
Where, k= number of classes  
 
F-measure can then be computed for both macro and micro-averages based 
on the equation above. Similarly, overall average accuracy and 
misclassification rates can also be computed. These evaluation metrics will 
be employed to measure the performance of Machine Learning algorithms to 
be explored for the prediction of cause of death from VAs in this thesis. 
 
4.5 Issues Associated with Machine Learning Based Approaches 
The characteristics of data for developing supervised Machine Learning 
models tend to present various challenges for learning algorithms. We will 
discuss some of these challenges in this section.  
 
4.5.1 Imbalance and Sparseness 
Data is said to be imbalanced when there is an unequal distribution of labelled 
data among categories resulting in there being more instances for some 
categories and fewer instances for others. Classification algorithms tend to 
function based on the principle of Occam's razor, which means that the 
simplest hypothesis that best describes the data is to be generated and 
represented as a generalisation of the sample data (Akbani et al., 2004). 
Consequently, this results in most standard classification algorithms 
overestimating the majority category and underestimating the minority classes 
(Chawla et al., 2004). In response, various strategies have been proposed to 
solve the imbalance problem in Machine Learning at both algorithm and data 
levels. The data level suggestions deal with random oversampling of the 
minority classes and under-sampling of the majority category. At the 
algorithmic level, cost sensitive learning strategies include making 
adjustments to the cost associated with the various classes to compensate for 
the imbalance; making probability estimates at the tree leaf (for decision tree 
algorithms); and adjusting decision boundary thresholds (Chawla et al., 2004). 
These costs and adjustments can however be difficult to determine and are 
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dependent on the business case, which is the driving factor that will determine 
the trade-off between correct classification and miss-classification of 
documents. For example, the cost of misclassifying a VA document must be 
known and factored into the modelling process. This makes the data level 
approach a relatively easy strategy to implement. However, there are issues 
with either the under-sampling or oversampling of the data level based 
approaches. Under-sampling can lead to potential important information loss, 
whereas oversampling can lead to over fitting (Li et al., 2009). Notwithstanding 
the problems associated with the cost sensitive learning approach, 
comparative studies have demonstrated that it tends to outperform the data 
level approach (Japkowicz and Stephen, 2002). 
 
Data sparseness is used to describe a situation where a document 
represented as a vector for Machine Learning contains few actual feature 
values and almost all the remaining features are empty (Joachims, 1998). The 
natural consequence of this phenomenon is learning from a high dimensional 
space, which can be an expensive process and also lead to inaccurate results 
(Chawla et al., 2004). An approach which has been proposed and remains an 
active research area is feature selection, a process which aims to select 
features that are indicative of the various categories.  
 
The phenomena of data imbalance and sparseness have been noted as a 
major problem in Text Classification, which has led to the concept of the curse 
of dimensionality. This is discussed in detail in section 4.7. and has been a 
focus for research (Han et al., 2006, Nigam et al., 2000). For example, Zheng 
et al. (2004) demonstrated the ineffectiveness of employing some existing 
approaches to feature selection on imbalanced data and proposed a 
framework that tends to combine features selected from both positive and 
negative categories.  
 
4.5.2 Sources and Effects of Noise 
Noise is considered in the context of Machine Learning as any form of defect 
which tends to decrease the quality of data, and thereby affects the learning 
process of Machine Learning algorithms. This, in turn, results in performance 
problems and inaccurate predictions (Atla et al., 2011). 
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There are two main sources of noise found in data: noise originating from 
features and noise from category labels in training data (Weiss, 1995).These 
two types of noise have different behaviours and impacts on the learning 
algorithm. Feature noise has the tendency to corrupt examples in the training 
set. For example, consider a feature vector that contains a binary 
representation {11111}. Assuming the representation changes to {10011} as 
a result of feature noise such as missing data or corrupted feature values , the 
feature noise would correspond to about 40% of the changes to the original 
representation, which would thus have the tendency to change the prediction 
or learning outcome of the classifier. This type of noise tends to cause 
examples in the majority category to over shadow the examples in the minority 
category, which can lead to feature overlaps and consequently cause higher 
misclassification rates.  
 
Category label noise refers to errors occurring in labelling or annotation of 
training data. This could be problematic, especially in supervised classification 
tasks where models are developed based on the category labels under the 
assumption that they are accurate and well defined. However, as pointed out 
by Hand (2006) these errors do occur. Noise originating from category labels 
does not necessarily lead to misclassification. The tendency of 
misclassification is high if the noise is in a category that is particularly high, 
leading to the algorithm learning and attributing the learned example to a 
wrong category (Weiss, 1995). 
 
4.5.3 The Effect of Bias and Variance 
Bias and Variance are two concepts that are used to describe two related 
phenomena, and a combination of these two phenomena tends to play a key 
role in the performance of a learning algorithm. Bias is a term used to describe 
the systematic errors that are generated by a learning algorithm. Variance 
describes random behaviour of the learning algorithm that occurs as a result 
of random variations and noise in the training data (Kong and Dietterich, 
1995). In other words, Variance can be used to determine the sensitivity of an 
algorithm to the training set. An algorithm is considered less sensitive to 
variance if it is more stable to variations in training data. Bias on the contrary 
determines on average how close an algorithm is able to estimate from the 
"initial hypothesis" set by the algorithm to a "true hypothesis" as found in the 
training data in order to obtain a generalisable model (Friedman, 1997). 
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A good solution to having a better performing algorithm is to have both 
Variance and bias as low as possible. However, as indicated, because bias is 
related to the underlying design principles of the algorithm, it is important to 
take into account the selection of an algorithm for a given task. For example, 
Naïve-Bayes has been noted to have the ability to handle datasets that are 
characterised with a high degree of bias associated with them (Friedman, 
1997), while the Support Vector Machine is an example of a relatively low bias 
or unbiased algorithm (Valentini and Dietterich, 2004). In contrast, because 
Variance is associated with the degree of variations found in the training data, 
one possible solution which has been proposed is increasing the size of the 
training examples (Friedman, 1997). The concept of Ensemble Learning has 
been proposed as a possible approach to reducing bias and variance in 
Machine Learning (Valentini and Dietterich, 2004). Ensemble-based learning 
encompasses the concept of combining algorithms to allow various 
hypotheses to be generated for the various individual algorithms based on 
their properties and configurations. A voting process is subsequently 
employed to determine the best hypothesis and generalisability capabilities 
for the training data. 
 
4.6 The Curse of High Dimensionality 
Data sparseness potentially leads to high dimensionality. The curse of 
dimensionality is a term introduced to suggest the importance of filtering as 
part of the modelling process(Bellman, 1957) and has subsequently been 
explored in the literature (Kuo and Sloan, 2005). Filtering is part of the pre-
processing stage, where features that have no use in differentiating between 
documents are ignored or eliminated. This could be commonly used words 
that run through all documents and have no statistically significant or 
discriminative powers to distinguish been documents. Examples include 
function words like articles a, conjunctions and, and prepositions in. The main 
purpose of this is not only to increase system performance such as speed of 
processing by reducing the space required by the application and the 
processing resources needed, but also performance accuracy of the 
algorithm. This view is supported by an experiment performed by Lewis and 
Jones (1996), which suggested that a dataset with high dimensionality tended 
to have a negative impact on the performance. 
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Apart from the stop words, various approaches have also been developed to 
help to evaluate and obtain information in terms of the contribution of each 
word or term in a document. This includes information gain (IG), Chi-square 
(x2) and others as noted by both Hotho et al. (2005) and Forman (2003). A 
number of feature reduction methods and their effects on performance are 
explored and discussed in Chapter Seven of this thesis.  
 
4.7 Summary 
This Chapter explored the landscape of Machine Learning methods for 
carrying out classification tasks. It began with a description of the theoretical 
and the philosophical underpinnings that differentiate some selected Machine 
Learning algorithms employed in classification. We then further surveyed the 
various evaluation metrics available to evaluate the performance of a given 
algorithm. It was noted that consideration must be given to multi-class and 
imbalanced data during performance evaluation. For example, macro-
average should be the preferred choice of measure when dealing with 
imbalanced data since this tends to account for differences in category 
distribution better than micro-average. The Chapter further looked at some of 
the issues associated with Machine Learning based approaches and how 
those issues tend to impact on performance. The issues were general and 
applicable to every domain and will thus be taken into account during model 
development for cause of death prediction in VAs.  
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Chapter 5 
Surveillance Data Management and The Verbal Autopsy 
Corpus 
"Maybe stories are just data with soul", Brene Brown 
5.1 Introduction 
In Chapter One, we indicated the need for a robust registration or surveillance 
system in order to be able to identify deaths and eventually the cause of the 
deaths. However, a robust surveillance system also requires robust data 
management to ensure the smooth running of the surveillance system. In this 
Chapter, we will describe the data management system deployed that 
supported such a surveillance system and enabled the identification of deaths 
for VA to be conducted. We will then further describe the methods employed 
in building the semantically annotated corpus of VA documents that were used 
for this thesis. 
 
It must be noted that some of activities described in this Chapter were carried 
out during data collection as part of the large-scale epidemiological study 
known as the ObaapaVitA study (Kirkwood et al., 2010; Edmond et al., 2008; 
Hurt et al., 2013;Kirkwood et al., 2013). Briefly, the ObaapaVita study was led 
by Professor Betty Kirkwood of the London School of Hygiene and Tropical 
Medicine. It was a 10-year multi-million pound project jointly funded by the 
United Kingdom Department for International Development (DfID-UK), and 
United State Agency for International Development (USAID) to evaluate the 
effect of weekly supplementation of vitamin A to women of child-bearing age 
(15 - 45 years) on maternal mortality. This led to the establishment of a 
surveillance system which was used from December 2000, which facilitated 
the conducting of follow-on large scale epidemiological studies including the 
NewHints study (Kirkwood et al.,2013). Figure 5.1 shows a map of the area 
covered by the surveillance system which constituted seven contiguous 
districts, covering an area of over 240,000 Km2 predominantly rural land within 
the Brong-Ahafo region of Ghana. 
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Figure 5.1 map of Ghana showing the seven districts from which the corpus 
was generated. Adapted from the original source obtained from the 
Geography Department, University of Ghana 
 
Prior to the commencement of this PhD the author was a key member of the 
ObaapaVitA study team. The author was instrumental in all activities and was 
also responsible for some, especially those specific to this research, which 
are discussed further in this Chapter.  
 
The Chapter concludes by carrying out analysis of the cause of death as 
obtained from the annotation process and proposes three re-grouping 
schemes that would be employed when carrying out our experiments. The 
rationale and the effects for the re-groupings are also discussed. To 
differentiate between the original label, all causes of death that are derived 
from our proposed scheme are underscored (_) as part of the labelling. 
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Figure 5.1 process flow of the ObaapaVitA surveillance system 
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5.2 Data Management  
Figure 5.1 shows an outline of the process flow of the surveillance system 
deployed in Ghana which enabled the VA corpus used in this thesis to be 
captured.  
 
The basic flow of activities illustrated in Figure 5.1 is summarised briefly. 
Routine visits were made to participants of the study for data to be collected. 
The data, which included events that had occurred concerning the study 
participants (including deaths) at the time of visit were processed and stored 
in a database. A list of deaths was then generated from the database which 
triggered the VA corpus collection process to begin. Interviewers planned 
visits according to the list generated from the database indicating which 
address to visit. An Interviewer travelled to the address and identified an 
appropriate respondent according to the protocol, which suggested a close 
friend, relative or other caregiver of the deceased, deemed capable of 
providing accurate information. The interview was conducted and a 
questionnaire filled in. The Interviewer then decided to move to another 
address for another VA interview or get back to the office. Quality control 
checks (e.g. no missing information) were performed on the questionnaires by 
office-based personnel and then they were forwarded for data entry in 
batches. Any issues such as missing or incomplete information identified at 
this stage would need to be resolved by the field team before forms were sent 
to the data processing department for processing.  
 
The above process involved over 200,000 participants (women), and required 
an efficient and custom made Data Management System (DMS) to effectively 
manage the inherent complexities. The primary function of a DMS is to 
facilitate core tasks which are performed by a user: data quality control 
(cleaning, inconsistency and validation checks); store, retrieve and update 
data (Dodd, 1969). However, the design of any DMS is mainly driven by the 
functional and non-functional requirements imposed on the system by the 
users (Glinz, 2007). For example, a DMS developed for retrieval of information 
may require an efficient indexing algorithm to support that process. However, 
an updating process for example may not require the same level of complexity 
in design. The DMS developed for the surveillance system mentioned above 
required functionalities similar to an information retrieval system: it required 
an efficient retrieval of data for report generation; to support ad-hoc query 
requests; and also support batch processing of weekly updates and storage. 
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A detailed description of the DMS system can be found in the manual created 
by the author with input from the DMS team, which can be found in appendix 
B. 
 
5.3 Building the Verbal Autopsy Corpus 
5.3.1 Corpus Source and Sampling 
This corpus was obtained from the surveillance system described above. The 
sample contained all stillbirths and deaths in infants to the age of 12 months, 
which is referred to in this thesis as the infant sub-corpus. Additionally, it also 
contains text about the cause of all deaths in adult women between the age 
of 15 and 45, which is referred to in this thesis as the women sub-corpus. The 
corpus contains a total of approximately 2.5 million words in 11,741 
documents. Table 5.1 shows the breakdown of the corpus into the two sub 
corpuses.  
Table 5.1 Basic statistics of the Verbal Autopsy corpus 
Sub corpus  Number of 
documents 
Number of Cause of 
Death Categories 
Number of words 
Infant 8,212 23  1.5 million  
Women 3,529 43 1 million  
 
The infant sub-corpus contains 8212 documents which is 1.5 million words 
with 23 categories. The women sub-corpus also contains 3529 documents 
accounting for 1million words of the total corpus with 43 causes of death 
categories.  
 
5.3.2 The Interview Questionnaire 
This is a standard questionnaire originally developed by the WHO and 
adapted by Edmond et al (2008) to collect the VA data as part of a study which 
aimed to validate its diagnostic accuracy within the study area shown in Figure 
5.2. Edmond is a physician and domain expert, and was responsible for the 
adaptation and ensuring that all relevant details and symptoms of diseases 
were captured. The author of this thesis was responsible for the management 
and quality control of the data capture. The questionnaire includes 
identification, closed response and open narrative text sections. 
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Identification 
This part of the questionnaire contained basic contact details of the deceased: 
Identification number; house number; name of subject; and date of birth. 
 
Closed response part 
The closed questions have in total over 200 variables for the infants and just 
over 270 for the women questionnaire. These variables are questions to elicit 
the presence of specific symptoms during the final illness. This information is 
often accompanied by a box for recording the length of time that the deceased 
experienced those symptoms. For example question number 6.1.8 in the 
Figure 2.1, asking a mother whether she had high blood pressure during the 
pregnancy. Where questions are not applicable, a double line is drawn 
through those questions and 99 is entered into the databases as the response 
value to differentiate it from missing information. 
 
Open narrative text part 
The purpose of the open narrative text is to enrich the data collected in the 
closed response as both the open narrative text and closed responses are 
used by physicians when attempting to determine the cause of death. As 
Figure 2.2 shows, the open narrative text part gives an interpretation of the 
narration of the event from the respondent by the data collector. It is important 
to emphasise that the narrative text captured is an interpretation of the 
interview, which is conducted in a local language (Twi) and the interviewer in 
turn interprets and summarises into English. This process is in parallel with 
the process of recording answers onto the paper questionnaire, with both 
being done in the course of the interview by the interviewer. It is therefore 
important that the information captured gives a true account of what transpired 
at the interview to enable accurate diagnosis to subsequently be carried out 
by physicians. Any inaccuracy in the interview process may result in an 
inaccurate diagnosis and the wrong cause of death being assigned. This 
therefore requires a high level of skills and experience in conducting 
interviews of this nature.  
 
One notable difference between the women and the infant sub corpora that is 
worth pointing out here is that the structure of the questionnaire used for the 
infants was different from that used for the women. The narrative text part of 
the infant questionnaire had clearly defined sections that asked for specific 
information as shown in Appendix B. The women questionnaire however did 
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not have sections but had blank pages that required the interviewer to hand-
write during the interview. It is also important to note that the VA 
questionnaires were designed based on the most standard methods available 
at the time of the design. The adult women questionnaire was based on a 
validated instrument for adult deaths by Chandramohan et al.(1994) and an 
instrument for maternal deaths developed for a previous study by Campbell 
and Gipson (1993). 
 
5.3.3 The Selection and Interview Process 
As indicated, the corpus was generated as part of field trials, where routine 
visits were made to participants of the study for data to be collected. The data, 
which included events that occurred concerning the study participants 
(including deaths) at the time of visit were processed and stored in a database. 
A list of infant and adult female deaths was generated from the database to 
indicate which interviews needed to be conducted. This list was shared among 
a group of interviewers who had been trained to conduct VA interviews.  
 
An earlier study suggested that a period between one and 12 months after 
death is recommended to elicit reliable information from respondents 
(Soleman et al., 2006). Although it is probably better to conduct the interview 
as soon as possible after the death to avoid recall difficulties, the researchers 
also have to respect the family’s need to grieve and a minimum of six weeks 
was therefore set before conducting the interview.  
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 Background of the interviewers 
The interviewers recruited for the VA information collection were people who 
had completed high school, spoke the local language as well as English, and 
had attained fieldwork supervisory status with no medical training. These 
people were recruited and provided with basic training on how to administer 
the VA questionnaire. For example, interviewers were given specific training 
on how to probe in order to elicit the information relevant to enable physicians 
to arrive at the possible cause of death. There was a mixture of both male and 
female interviewers and this did not seem to influence the data collection 
process. 
 
The training of interviewers was carried out jointly by the lead author of 
Edmond et al (2008), Professor Karen Edmond and the author of this thesis. 
The training covered both questionnaire administration and the quality control 
procedures. This was to ensure data collectors understood both the 
questionnaire administration and the potential problems that could arise as a 
result of poor quality data.  
 
5.3.4 The Annotation Process  
For this research, annotation is defined as the process of reviewing the VA 
document and assigning a cause of death to it. We employed methods similar 
to the one described by Pestian et al. (2007) as a democratic principle 
approach to creating the final cause of death code for each VA document. The 
annotation process was jointly managed by the author and Karen Edmond 
(Edmond et al, 2008). I was responsible for the management, quality 
assurance processes and storage of the annotations assigned by the 
physicians. To achieve this, custom made software was developed to 
automatically identify differentials between annotations of a given VA 
document by two independent annotators as described above. Karen was 
responsible for the coordination of the activities of the process. The infant sub-
corpus annotation scheme was adapted from the Neonatal and Intra-uterine 
Death classification to Etiology - NICE (Winbo et al., 1998) and the WHO 
Neonatal Child Health Epidemiological Reference Group- CHERG (Lawn et 
al., 2006). The ICD-10 (1992) classification scheme was adopted for the 
women sub-corpus. However emphasis was placed on the expected public 
health importance of the causes of death within the context of low-resource 
settings. Thus, where specific cause of death could not be determined due to 
insufficient information, the period in which the death occurred was assigned 
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as the death outcome, referred to as Time-of-Death, which was a broad 
classification scheme that allowed deaths to be categorised. This was driven 
by the fact that having information about the period in which deaths occur is 
vitally important and more reliable than being without any information within 
the context of VA. It is also particularly useful for epidemiological studies 
(Quigley, 2005). 
 
A coding sheet was generated with ID details of each death for use by the 
physicians during their review. The coding sheets and VA document were 
duplicated and a set passed to two different physicians. Each physician 
independently reviewed the VA document and recorded their judgement as to 
the most likely cause of death on the coding sheet. The sets of documents 
were returned and the coding sheets input into a database where a 
comparison between the two assigned causes of death was made using 
custom made software. An agreed code was assigned when the two 
physicians agreed. Otherwise, the process was repeated with a third 
physician. When there was an agreement between any two of the three 
assigned causes of death, then that was accepted; but when there was no 
agreement, a meeting was held between the physicians involved with the aim 
of an agreement being reached. In the event where there was still no 
agreement, the cause of death was assigned as Unexplained or Cause 
Unknown or Not Ascertained cause of death. 
 
Alternative annotation process management models were explored to 
determine which would be least resource intensive without compromising on 
quality. The first model tried was that where annotators were given basic 
training in the annotation task; then they were given the completed 
questionnaires to review and produce the annotations at their own time and 
preferred location. In a second model, employed later, annotators were 
assembled at a central location to carry out the annotations. 
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Background of annotators. 
Medically trained professionals were employed to carry out the annotations. 
The minimum qualification required to as an annotator is must have completed 
medical school and one year post qualification experience in a hospital. To 
ensure high quality annotation and a high level of agreement, all annotators 
were trained using standard annotation guidelines developed by the project 
management team and led by paediatricians for the infants and maternal 
health experts for the women. 
 
As indicated earlier, the annotation approaches employed in this project also 
had options which could have eased the logistics burden imposed on the 
management of the process. One of the key challenges associated with the 
first approach was the difficulty in coordinating the activities to ensure that the 
processes were conducted in a timely manner. The second model however 
was relatively less difficult with regard to the coordination of activities. It was 
however logistically intensive and expensive in terms of the organisation. One 
approach that could possibly overcome these challenges is the adaptation of 
emerging annotation and text analytics tools such as GATE (Bontcheva et al., 
2010). These tools offer the flexibility to allow annotators to work from any 
location and coordination can also be carried out with ease. It however 
requires an Internet connection, which has only recently become available in 
the developing world.  
 
5.3.5 Corpus Transcription  
We define transcription as the process of converting the written open narrative 
text into machine readable format. As seen from Figure 2.2 which 
demonstrates VA open narrative information captured the VA questionnaire 
requiring transcription. This process was planned and carried out by the 
author of this thesis. The author was responsible for all the activities described 
in this process. 
 
Having recognized the need to transcribe the open narratives text into a 
machine-readable format, various options were explored to ensure the 
feasibility of its implementation, its usability and a justification for the chosen 
platform. A tailor made software tool was designed for this activity. The 
software had inbuilt spellchecking functionality that allowed typographical 
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errors to be corrected. The next section of this Chapter gives a detailed 
description of the software. 
 
 The software 
 
 
 
 
 
 
 
 
 
 
 
 
Figure 5.3 A ‘welcome’ screen of the system-the ‘gateway’ to all parts of the 
system. 
 
The transcription software for capturingVA corpus data has been developed 
on Microsoft Access 2007 platform and has the following functionalities. It has 
a 2-tier architecture, having a flat front-end with basic business rules and a 
back-end used in storing the data. The system has three main modules; Data 
Entry, Supervision and Quality Control and Security. Functionalities available 
to each of these modules are discussed below. 
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Data Entry  
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Figure 5.4 data entry screen of the transcription software 
 
Figure 5.4 shows the data entry form on the main screen used for entering the 
narratives text. It populates the form with details of the individuals 
automatically from the database. The user is then given the option to locate 
an individual using the ‘find record’ button and specifying the ID of the 
individual for the system to retrieve from the database. This user can save a 
record after entry by clicking on ‘Save record’ button. 
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Supervision Module 
 
 
 
Figure 5.5 supervision module showing text to be verified 
 
Figure 5.5 is the Supervision module which offers the opportunity for 
corrections to be made to the already entered narrative data. This is the next 
step after data entry. It has all the functionalities of the data entry screen in 
addition to data manipulating functionalities. Examples include delete, 
duplicate finder, and add new record buttons that are not present on the basic 
data entry screen. 
 
 
Spell-checking  
 
One of the requirements of the system is to have a spell-check functionality. 
This is an essential requirement, as misspelling could create potential parsing 
problems, which in turn could lead to the introduction of potential errors. The 
effect of this can be enormous as a study conducted by Ruch et al. (2003) 
demonstrated that 4% of misspellings of words translates into a 10% error at 
the sentence level.  
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Figure 5.6 spell-checker  
 
Figure 6.6 shows the spell-check functionality implemented, as part of the 
software identifying misspellings of words finds hospital in the pregnancy 
section of infant screen and offers suggestions of an appropriate spelling to 
the user. This functionality is used at the verification stage where Supervisors 
use it to verify or check on spelling errors the occurred during data entry. It 
must be noted that the spell-checker adapted for software is based on the 
generic one implemented as part of a general purpose word-processing 
application, and was therefore efficient in handling English words. However 
this meant that any VA specific words used had to be accepted by the user, 
which in this case meant the Supervisor had to update the dictionary. 
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Quality control and data security  
 
 
Figure 5.7 quality control and data security screen  
 
Figure 5.7 shows the screen shot and the functionalities available for Quality 
Control and Data Security. This is the final stage of the process where a 
sample of the processed data is generated and cross-checked against the 
original forms. This is to ensure that the verification did not miss any errors 
created during data entry. A backup of the entire database is performed after 
verification has been completed on the samples using the backup 
functionality. The ‘generate sample’ checks for records which have been 
processed within a specified period (supposed to be after verification stage as 
per the procedure) and generates 10% of these records to be checked. 
Corrections can then be made to the original data where necessary by using 
the Edit button. Finally, the backup button allows a complete backup of the 
entire database to be performed to avoid tables being corrupted or any 
unforeseen eventualities. 
 
Quality Control and Data Security 
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The method employed in transcribing the corpus was one among several 
approaches that could have been explored, for example Optical Character 
Recognition or voice-to-text generation. Another approach could have been 
to electronically capture the corpus at the point of the interview by use of 
portable devices. With hindsight these approaches could have been more cost 
effective but the operational difficulties of the environment were challenging 
and a paper data collection approach with data entry clerks transcribing the 
results was a pragmatic choice.  
 
5.3.6 Processing and storage 
The software tool used for the transcription stored the corpus in a Microsoft 
Access database. This format was not directly usable for corpus analysis 
although the corpus is now available in a digital format. Also, the cause of 
death codes assigned by the physician were stored in a separate database 
and there was the need to have all this information stored a single file. The 
two separate databases were linked together using the unique identifier, which 
was assigned at the point of registering the study participant. The resulting 
database was then exported and encoded into an XML format as that format 
allows all the individual files to be stored as a single file. An example of this is 
shown in Figure 5.8. 
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Figure 5.8 XML tags mapping to various sections of infant VA document with cause of death information merged 
<Cleaned_InfantVA_InfantVA_CoD> 
<infantid> 
KA017/1/08C1 
</infantid> 
<Pregnancy> 
I made eleven consecutive antenatal check-ups at birth xxx hospital and xxx maternity home respectively. I received two tetanus 
injections during the pregnancy and these, were the problems encountered : - painless bleeding at the initial stage of 2-3 months old 
(which I had drugs from xxx hospital for treatment), reported to have an anaemia at the age of 4 months old with headache/dizziness at 
the same time which, I had drugs and was advised to eat green vegetables. Besides these problems I had malaria (at the age of 3 
months), severe abdominal pains (6 months old) restlessness after meals of fatal movement at the left rib side at my seventh month. My 
pregnancy ended, at 11 months old at prince of peace maternity home through normal birth. 
</Pregnancy> 
<Labour> 
Labour started around 6:00am and gave birth around 1:00pm but had water (green in colour with no bad scent) breathing during labour. 
Problems had during labour were: - lower abdominal pains and the umbilical cord which came out before the child followed 
</Labour> 
<Baby> 
At birth, the child was an average in size with no malformation, but was having difficulty in breathing with blood flowing through the 
nose. 
</Baby> 
<AfterDelivery> 
At birth the blood flowing the nose was cleared, and artificial air was poured into the nose to assist him to breath well. 
</AfterDelivery> 
<IncidentToChildDeath> 
Child was having difficult breathing at birth and blood flowing through the nose as well. After clearing the blood from the nose an artificial 
air was pumped into the nose to assist him to breath well. The breathing rate was very fast and was abnormal. Even the breathing rate 
was very fast but at times, the breathing could stop for some time before it could come out again and the problems continued up to 
12:00pm (mid-day) and finally died at the maternity home. Another symptoms detected on the child was the physical colour changed 
into green at birth. 
</IncidentToChildDeath> 
<CoD> 
Neonatal-other causes 
</CoD> 
<Cleaned_InfantVA_InfantVA_CoD> 
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5.3.7 Anonymisation 
As with other clinical data and text in particular, the identity of subjects in a VA 
must be kept anonymous. However, due to time constraints on the project a 
detailed anonymisation could not be done on the open narrative free text, 
which included occasional named entity mentions such as persons and 
places. A complete anonymisation will be carried out before making the 
corpus publicly available. Nevertheless, partial anonymisation was carried 
out. To achieve this, basic details of all subjects were stored in a separate 
database and references were made to all documents using an ID which was 
allocated during the registration phase. The basic details database was 
obscured and was only accessible to the data collectors and trial management 
team. The challenge however was to find ways to deal with the named entity 
mentions and references made to individual details in the text. This challenge 
required careful handling since removing all the mentions and references in 
the text could lead to loss of potentially useful information. It was however 
found that the sensitive information, which required anonymisation found in 
the free text, could not mean much without the individual details. Even though 
there were occasional mentions of names of relatives these named entities 
could not be traced without additional information such as the location and 
address details which had already been removed. Pestian et al. (2007) made 
a similar observation in a corpus of clinical text, which was built for the 
development and evaluation of a multi-label classification shared task. 
  
5.3.8 Ethical approval 
Ethical approval was obtained from the relevant ethical committees to carry 
out the field studies and also this research. Consent was sought from the 
participants of the studies to use their data for research purposes. This 
however does not cover making the data publicly available and ethical 
approval for this purpose is therefore required.  
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5.4  Analysis of cause of death annotations  
As previously mentioned the annotation scheme for infant sub-corpus adapted 
the Neonatal and Intrauterine Death classification to Etiology - NICE (Winbo 
et al. 1998) and the WHO Neonatal Child Health Epidemiological Reference - 
CHERG (Lawn et al., 2006). The women sub-corpus also adapted the ICD-
10(1999) classification scheme.  
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Figure 5.9 cause of death distribution among infants as annotated by 
physicians. 
 
As seen from Figure 5.9 Uncertain is the most common category, 
encompassing over 20 per cent of the VAs that make up the women sub 
corpus. Antepartum stillbirth, unexplained is the leading cause of death in the 
infant sub-corpus, covering over 15 per cent. Note that the infant sub-corpus 
also has separate cause of death categories Antepartum stillbirth, other 
causes; Unexplained; Other; cause unknown; Not ascertained.  
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Figure 5.10 cause of death distribution among women as annotated by 
physicians 
 
Figure 5.10 shows a rather different distribution of cause of death in the 
women sub-corpus. Two categories, uncertain and HIV/AIDS stand out as 
most significant, each being the cause of over 21% of deaths; then there is a 
long tail of other specific medical conditions, most of which are not found in 
the infants sub-corpus. The vague categories such as Unexplained, other, 
cause unknown, and Not ascertained do not feature in the women sub-corpus; 
we assume these are covered by the uncertain category.  There are even rare 
cases of just one instance each such as obstetric haemorrhage, timing 
unknown; chickenpox; and amniotic fluid embolism found in the women sub-
corpus. To a Computational Linguist without medical training, the groupings 
may not be clear with regards to how to distinguish between all categories and 
thus require special attention by language researchers when carrying out 
computational modelling.  
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This annotation scheme employed has a hierarchical structure, which is 
illustrated in Figure 5.11. The classification scheme takes into account 
reported medical symptoms and the time in which the death occurred. 
 
Figure 5.11 schematic diagram showing the hierarchy of causes of infant 
deaths adapted from Edmond et al. (2008) 
 
As seen from Figure 5.11 Congenital Abnormality for example may be 
classified as either Antepartum or Intra-partum depending on whether the 
death occurred before the labour or during labour as explained by Edmond et 
al. (2008). Such groupings according to stage of delivery do not feature in the 
women sub-corpus cause of death annotations except for three causes of 
death involving haemorrhage at childbirth: postpartum haemorrhage, 
antepartum haemorrhage, obstetric haemorrhage, timing unknown.  
 
5.5 Cause of Death Regrouping. 
In Chapter Four it was discussed that Machine Learning algorithms tend to 
employ the Occam's Razor based principles, which were also demonstrated 
by Forman (2003) as showing that having a balanced text is a key requirement 
in Machine Learning tasks. This implies that a sample drawn from any domain 
of interest must give a balanced representation of that domain. For example, 
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in language research, one might aim to give a balanced representation of text 
type: written versus spoken. Similarly, within Text Classification, an important 
issue to consider is the semantic categories or genre types. Within the context 
of VA, one of the semantic categories which required balanced representation 
was the cause of death. However, the original cause of death showed 
imbalanced distribution, which depicted the situation in the real world within 
the population where the data was obtained. We discussed the effect of 
imbalanced training data on the performance of a Machine Learning algorithm 
and some of the strategies found in the literature that are employed in 
mitigating those effects: oversampling and undersampling of training data, 
and cost sensitive learning. The former was referred to as a data level and the 
latter was also known as an algorithmic level strategy (Chawla et al., 2004). 
Considering the fact that some causes of death could not be assigned a 
definite cause of death label due to insufficient information available to the 
physicians during annotation, it is imperative to explore strategies to deal with 
these issues. We therefore propose a scheme to deal with these issues based 
on the principle of hierarchical groupings. 
 
The principle of hierarchical groupings of category labels is not new to 
Computational Linguistics. This principle has been proposed as a means of 
dealing with ambiguity in word Part-of-Speech (PoS) categorisation by many 
language researchers, e.g. Knowles and Zuraidah Mohd (2003). Atwell et 
al.(1994) proposed this principle in Machine Learning research on 
unsupervised learning of word-clusters. It can be inferred from this that the 
deciding factor of any categorisation scheme for automatic systems is the 
usefulness of the scheme within the context of the intended application, which 
includes a cause of death classification scheme (Quigley, 2005) as discussed. 
This has resulted in various PoS-tagging schemes for English language, for 
example. The International Corpus of English (ICE) is an example of a corpus 
with multiple-level tag set (Greenbaum and Nelson, 1996); a PoS-tag consists 
of a broad category (e.g. noun) and a set of finer-grained subcategories (e.g. 
common singular noun). Drawing inspiration from the ICE tagging scheme, 
the semantic categories of the VA documents demonstrated in Figure 5.12 
could have multiple categories: Time-of-Death and Type-of-Death. Figure 
5.12 shows a proposed scheme to classify VA documents based on their 
content and the cause of death hierarchy. 
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Figure 5.12 scheme to re-classify VA document based on hierarchy 
 
The scheme as shown in this figure may enable documents to be classified at 
two levels:  Time-of-Death - Antepartum stillbirth or Type-of-Death - 
Antepartum stillbirth, congenital abnormality. Having these levels of 
classification has an advantage for Machine Learning approaches to 
automatic classification. This is because the accuracy of Machine Learning 
models tends to increase with increase in number of training examples (Banko 
and Brill, 2001). In situations where there are rare cases of specific examples 
of cause of death in the training corpus, it may be reasonable to have a VA 
document classified at a higher level (Time-of-Death) than the fine grained 
level (Type-of-Death).  
 
Based on the above proposed scheme we re-grouped the Original-groupings 
into three different groupings: Groupings1, Groupings2 and Groupings3. 
Groupings1 was derived based on the hierarchy shown in Figure 5.11. 
Groupings2 and Groupings3 were created in reaction to consultation and 
advice received from Professor Betty Kirkwood and other public health experts 
from the London School of Hygiene and Tropical medicine. These groupings 
are discussed in turns.  
 
5.5.1 Cause of Death Groupings1 
Table 5.3a and 5.3b show the Time-of-Death and Type-of-Death categories 
for the proposed Groupings1 respectively. The Time-of-Death has five 
categories: Intrapartum_stillbirth, concerned with all deaths that occurred  
during delivery. Antepartum_stillbirth are deaths that occurred before delivery. 
Non_stillbirth_unknown_cause are all the deaths that could not be determined 
by the physicians. Neonatal are all deaths that occurred within 28 days of life 
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and PostNeonatal are all deaths that occurred after 28 days. The Type-of-
Death level has 16 categories:  
 
Table 5.3a Proposed mapping of Time-of-Death categories for Groupings1 
 
Original grouping Time-of-Death 
Intrapartum stillbirth, other causes  
Intrapartum_stillbirth 
Intrapartum stillbirth, congenital 
abnormalities 
Intrapartum stillbirth, unexplained 
Intrapartum stillbirth, maternal 
haemorrhage 
Intrapartum stillbirth, obstetric 
complications 
Antepartum Stillbirth, other causes  
Antepartum_stillbirth 
Antepartum stillbirth, congenital 
abnormalities 
Antepartum stillbirth, maternal 
haemorrhage 
Antepartum stillbirth, unexplained 
Antepartum stillbirth, maternal disease 
cause unknown  
Non_stillbirth_unknown_cause 
Unexplained 
Not ascertained 
Birth asphyxia  
Neonatal 
 
Infection 
Pneumonia 
Prematurity 
Other 
Other Infections PostNeonatal 
Measles 
Diarrhoea 
Malaria 
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 Table 5.3b Proposed mapping of Type-of-Death categories for Groupings1 
 
Original grouping Type-of-Death 
Antepartum Stillbirth, other 
causes 
Stillbirth_other_causes 
Intrapartum stillbirth, other 
causes 
Antepartum stillbirth, 
congenital abnormalities 
 
Stillbirth_congenital_abnormalities 
Intrapartum stillbirth, 
congenital abnormalities 
Antepartum stillbirth, 
unexplained 
 
Stillbirth_unexplain Antepartum stillbirth, 
unexplained 
Intrapartum stillbirth, 
unexplained 
Antepartum stillbirth, 
maternal haemorrhage 
 
Stillbirth_maternal_haemorrhage 
 
Intrapartum stillbirth, maternal 
haemorrhage 
Intrapartum stillbirth, obstetric 
complications 
Stillbirth_obstetric_complications 
Antepartum stillbirth, 
maternal disease 
Stillbirth_maternal_disease 
Cause unknown  
Non_stillbirth_unknown_cause 
Unexplained 
Not ascertained 
Birth asphyxia Birth_asphyxia 
Infection Neonatal_infection 
Pneumonia Pneumonia 
Prematurity Prematurity 
other Neonatal_other_causes 
Other Infections PostNeonatal_other_infections 
Measles Measles 
Diarrhoea Diarrhoea 
Malaria Malaria 
 
We decided to keep the Non_stillbirth_unknown_cause category in this 
grouping due to the fact that negative examples tend to be useful to Machine 
Learning algorithms in order to discover the decision boundaries during 
learning for prediction (Hospedales et al., 2013). Thus, it was done under the 
hypothesis that keeping these causes of death together as one category might 
improve the algorithm's ability to distinguish between categories. 
 
72 
 
5.5.2 Cause of Death Groupings2 
Table 5.4a and 5.4b show Time-of-Death and Type-of-Death level 
categories for Groupings2 respectively.  
Table 5.4a Proposed mapping of Time-of-Death categories for Groupings2 
 
Original grouping Time-of-Death 
Intrapartum stillbirth, other causes  
Intrapartum_stillbirth Intrapartum stillbirth, congenital 
abnormalities 
Intrapartum stillbirth, unexplained 
Intrapartum stillbirth, maternal 
haemorrhage 
Intrapartum stillbirth, obstetric 
complications 
Antepartum Stillbirth, other causes  
Antepartum_stillbirth Antepartum stillbirth, congenital 
abnormalities 
Antepartum stillbirth, maternal 
haemorrhage 
Antepartum stillbirth, unexplained 
Antepartum stillbirth, maternal disease 
Birth asphyxia  
Neonatal 
 
Infection 
Pneumonia 
Prematurity 
Other 
Other Infections  
PostNeonatal 
Measles 
Diarrhoea 
Malaria 
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Table 5.4b Proposed mapping of Type-of-Death categories for Groupings2 
 
Original grouping Type-of-Death 
Intrapartum stillbirth, other causes Stillbirth_other_causes 
Intrapartum stillbirth, congenital 
abnormalities 
Stillbirth_congenital_abnormalities 
Antepartum stillbirth, unexplained  
Stillbirth_unexplain 
Intrapartum stillbirth, unexplained 
Antepartum stillbirth, maternal 
haemorrhage 
 
Stillbirth_maternal_haemorrhage 
 
Intrapartum stillbirth, maternal 
haemorrhage 
Intrapartum stillbirth, obstetric 
complications 
Stillbirth_obstetric_complications 
Antepartum Stillbirth, other causes Stillbirth_other_causes 
Antepartum stillbirth, congenital 
abnormalities 
Stillbirth_congenital_abnormalities 
Antepartum stillbirth, maternal 
haemorrhage 
Stillbirth_maternal_haemorrhage 
Antepartum stillbirth, maternal 
disease 
Stillbirth_maternal_disease 
Birth asphyxia Birth_asphyxia 
Infection Neonatal_infection 
Pneumonia Pneumonia 
Prematurity Prematurity 
other Neonatal_other_causes 
Other Infections PostNeonatal_other_infections 
Measles Measles 
Diarrhoea Diarrhoea 
Malaria Malaria 
 
 
Table 5.4a and 5.4b show the difference between Groupings1 and 
Groupings2 with the removal of the Non_stillbirth_unknown_cause category. 
As discussed in Chapter Four that noise from categories could potentially 
cause performance of a Machine Learning algorithm to deteriorate, and thus 
the removal was done to explore the effect of removing this category from the 
training set which could be a potential source of noise. 
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5.5.3 Cause of Death Groupings3 
 
Table 5.5a and 5.5b show Time-of-Death and Type-of-Death level categories 
for Groupings3 respectively. Time-of-Death consists of three categories: 
Stillbirth, Neonatal and PostNeonatal. The Type-of-Death moreover has a 
total of 10 categories.  
Table 5.5a Proposed mapping of Time-of-Death categories for Groupings3 
Original grouping Time-of-Death 
Intrapartum stillbirth, other causes  
 
Stillbirth 
 
 
 
 
Intrapartum stillbirth, congenital 
abnormalities 
Intrapartum stillbirth, unexplained 
Intrapartum stillbirth, maternal 
haemorrhage 
Intrapartum stillbirth, obstetric 
complications 
Antepartum Stillbirth, other causes 
Antepartum stillbirth, congenital 
abnormalities 
Antepartum stillbirth, maternal 
haemorrhage 
Antepartum stillbirth, unexplained 
Antepartum stillbirth, maternal disease 
Birth asphyxia  
Neonatal 
 
Infection 
Pneumonia 
Prematurity 
Other 
Other Infections PostNeonatal 
Measles 
Diarrhoea 
Malaria 
 
 
  
75 
 
Table 5.5b Proposed mapping of Type-of-Death categories for Groupings3 
Original grouping Type-of-Death 
Intrapartum stillbirth, other 
causes 
 
 
 
 
 
Intrapartum_stillbirth 
Intrapartum stillbirth, congenital 
abnormalities 
Intrapartum stillbirth, 
unexplained 
Intrapartum stillbirth, maternal 
haemorrhage 
Intrapartum stillbirth, obstetric 
complications 
Intrapartum stillbirth, obstetric 
complications 
Antepartum stillbirth, maternal 
haemorrhage 
 
 
 
 
 
Antepartum_stillbirth 
Antepartum stillbirth, 
unexplained 
Antepartum Stillbirth, other 
causes 
Antepartum stillbirth, congenital 
abnormalities 
Antepartum stillbirth, maternal 
haemorrhage 
Antepartum stillbirth, 
unexplained 
Antepartum stillbirth, maternal 
disease 
Birth asphyxia Birth_asphyxia 
Infection Neonatal_infection 
Pneumonia Pneumonia 
Prematurity Prematurity 
other Neonatal_other_causes 
Other Infections  
PostNeonatal_other_infections Measles 
Diarrhoea Diarrhoea 
Malaria Malaria 
 
As the Tables 5.5a and 5.5b show, all Stillbirth related deaths were grouped 
together for the Time-of-Death but were split into Intrapartum_stillbirth and 
Antepartum_stillbirth for Type-of-Death. It is also notable Measles and 
Other_infections have been combined to become 
PostNeonatal_other_infections as one of the Type-of-Death categories since 
they are all infection.  
76 
 
5.6 Summary 
This Chapter described a system employed to effectively manage the 
surveillance system which covered an area of over 240,000Km2 of seven 
districts in rural Ghana. This facilitated the process of identifying deaths of 
adult women and children within a population of over 200,000. The methods 
employed as part of the data management strategies to effectively and 
efficiently manage the inherent complexities of the surveillance system were 
described. 
 
Furthermore, we described in this Chapter the methods employed in building 
an annotated corpus which is suitable for the development of automatic 
methods for the analysis of VA and other language research. The methods 
employed in collecting and building the corpus have also been presented and 
include quality measures taken during the annotation process to ensure good 
quality annotation was obtained. 
 
Finally, we analysed the cause of death annotations obtained from the corpus 
and proposed three different classification schemes based on a set of 
principles and expert advice which will subsequently form the basis of our 
experiments.  
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Chapter 6 
Analysis of the Verbal Autopsy Corpus 
6.1 Introduction 
McEnery and Wilson (1996) described a modern corpus as a collection of text 
which has several characteristics: machine readability; representative 
samples; a finite size; and being a standard of reference for the language of 
the domain of which it represents. The attributes are expanded further to cover 
the storage format of the annotated corpus; and to define annotation levels. 
These attributes have been found to have effect on the use of corpora beyond 
their original purpose of creation (Cohen et al., 2005).  
 
In Chapter Five we described the corpus building process and we 
demonstrated that the corpus had been encoded in a format readable by 
machines as required. In this Chapter we analyse the corpus to demonstrate 
that the VA corpus has the general characteristics of a modern corpus as 
described above. 
 
6.2 Choice of format and encoding standards 
There are several choices available as to the format and standards in which 
a corpus can be processed and stored. However, the overriding principle 
should be to allow users the flexibility and the freedom to manipulate and 
access annotation information. A survey conducted by Cohen et al. (2005) on 
corpora formats suggested that none of the non-XML formats met 
recoverability criteria. In other words, a corpus encoded in any format other 
than XML can pose difficulties mapping between the annotations and the 
original text. XML encoding was also the recommended strategy as it enabled 
standoff storage, where the annotations were stored separately from the 
original text (Leech, 1993). The advent of various software tools and standard 
libraries in the application programming interfaces of standard programming 
languages such as Java and Python has made both inline and stand-off 
annotation with XML a more convenient encoding approach. This justified the 
decision to encode the VA corpus in an XML format with inline annotation 
where both annotation and original text were stored in a single file as shown 
in Figure 5.8. We opted for the inline strategy as it was much a convenient for 
our task.  
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6.3 Difference between Infant and Women sub-corpora 
Figures 6.1 and 6.2 show a wide spread of the length of the documents which 
make up the corpus. 
 
Figure 6.1 Distribution of document size of the infant sub corpus 
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Figure 6.2 distribution of document size of the women sub corpus 
 
Figure 6.1 indicates a spread of the infant sub-corpus, ranging between 15 
and 550 words, with an average of 182. Similarly, Figure 6.2 also gives an 
indication of the spread of document length, ranging between 33 and 2200 
words, with an average of 630 words. As already pointed out that the women 
questionnaire contained more questions than the infant one, and so it is not 
surprising to see from the Figures that the women document length was 
greater. Variation in document length plays a key role in computational 
methods and this characteristic is worth noting. For example, in document 
classification, it is important to consider normalisation during feature 
representation, which takes into account the length of the document (Leopold 
and Kindermann, 2002). 
 
The infant and women log-likelihood comparison: Table 6.1 shows a log-
likelihood key-word comparison between the infant and women sub corpora. 
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Table 6.1 Log-likelihood key-word comparison between Infant and Women 
sub corpora 
Infant Adult 
Log-likelihood  Word  Word Log-likelihood 
18457.747 i she 19381.94 
5003.486 baby her 4813.075 
2824.311 my deceased 3800.457 
2426.954 child complaining 3110.407 
1946.707 birth complained 2451.803 
1939.428 labour hospital 1264.405 
1554.711 delivered admitted 1198.602 
1508.423 pregnancy sent 1109.615 
1475.825 delivery later 932.191 
1288.805 he years 926.846 
1173.189 me for 883.649 
906.209 during died 880.077 
849.069 any complain 737.514 
779.007 when became 728.608 
738.985 normal admission 677.243 
727.43 born heart 404.027 
628.19 him typhoid 267.469 
589.087 did hypertension  120.225 
548.812 immediately accident 118.613 
538.709 average cancer 110.498 
 
The table further demonstrates some of the similarities and differences that 
exist between the two sub corpora. As observed from the table, there were 
similarities in the use of pronouns, which tended to feature prominently in both 
corpora. For example, I was the most frequent word in the infant sub-corpus 
whereas she appeared as the most frequent word in the women sub-corpus. 
This suggests a true reflection of what pertains in the discourse during VA 
interview. The 'I' appearing as the most frequent word in the infant sub corpus 
also suggests that the mother of the child was the one who mostly gave 
account of what led to the death of the child. This narrative began with the 
events that surrounded pregnancy. In contrast, the most frequent word in the 
women sub corpus she refers to the deceased, suggesting the relative giving 
the account was not as directly involved in events leading to the death. 
Observing the top 100 words from both corpora further differences can be 
established. Notably labour, delivery, and baby are all words that described 
the infant corpus, while in contrast words such as complained, accident, 
hypertension and cancer were words that frequently occurred in the women 
sub corpus.  
 
6.4 The Verbal Autopsy corpus and Zipf’s law 
The VA corpus word frequency distribution was assessed against Zipf’s law, 
also known as a Power-law distribution, which was found to occur in a range 
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of phenomena including words in human language (Newman, 2005). Zipf’s 
law establishes the relationship between the frequencies of words and the 
rank in which they occur in the list (Manning et al., 1999), where rank number 
1 represents the most frequent word in the corpus. This can be expressed 
mathematically as: R * F ≈ C, where R is the rank of a given word, and F is 
the frequency of that word and C is an approximately constant value which 
depends on the size the corpus being examined. Using Python scripts, all the 
text was extracted from the XML file into a plain text file. A natural language 
analysis toolkit called AntConc (Anthony, 2005) was applied to the entire plain 
text file to generate word frequencies and their ranks. The output of this was 
used to plot a graph in Figure 6.3, which shows Zipfian word distribution in the 
VA corpus transformed on a logarithm scale.  
 
 
Figure 6.1 word frequency distribution of the VA corpus on log scale 
 
As can be seen the graph has a negative slope, which suggests the word 
distribution phenomenon expected from Zipf’s law. The proportion of words 
with higher ranks but very low frequency has implications for lexical modelling, 
as one would have to deal with this high level of lexical sparseness. This 
characteristic is tested later in this Chapter. 
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6.5 Sparseness and Lexical Diversity 
Another property that is exhibited in most natural language text, as a side-
effect of Zipf’s law is the issue of sparseness (Goweder and De Roeck, 2001). 
A corpus is said to be sparse if many of the words in the corpus are uncommon 
or unknown. It can also mean that some word-combinations or ngrams are 
rare in the corpus (Jurafsky and Martin, 2008). The figures shown above 
suggest a high level of sparseness and imbalance in the vocabulary and also 
in the cause of death categories, which could be problematic when trying to 
apply Machine Learning: classifiers work best when features of the data and 
classification categories are reasonably frequent and balanced (Lakeland and 
Knott, 2004). 
 
 
An assessment was carried out using the word type-token ratio to ascertain 
the lexical variability that existed in the VA corpus (Youmans, 1991). The word 
type-token ratio is defined as the number of distinct words in a given text 
divided by the length of the text, and should have a value between one and 
zero. A ratio approaching one is a high ratio, which means that each word 
occurs only once in the text, and therefore the text is lexically sparse. 
Conversely, if the type-token ratio is a small fraction close to 0, then the text 
has low sparseness, which implies that there are a few words repeated many 
times in the text, which should result in a closed vocabulary text. To test this, 
we applied the experiment originally carried out by Yahya (1989) to observe 
the behaviour of word occurrence patterns in Arabic with respect to English, 
further adopted by Goweder and De Roeck (2001). For this experiment, we 
compared the type-token ratio of samples from our corpus with figures based 
on equivalent-sized samples from the Brown corpus (Francis and Kucera, 
1979). Some argue that the type-token ratio experiment should exclude stop-
words (Graesser et al., 2004). However, as pointed out by Forman (2003), 
stop-words could be domain specific since what is considered a stop-word in 
one domain could be relevant in another domain. For example the word 
during, which is regarded as a function word but also forms part of an 
expression during labour could be the discriminative word that could predict a 
document belonging to Intra-partum as opposed to Ante-partum category. The 
experiment was therefore carried out with all the words. 
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Table 6.2 Type token ratio derived from the infant sub-corpus 
Length of 
text  
VA corpus 
distinct 
words 
VA corpus  
word ratio 
Brown corpus  
distinct words 
Brown 
corpus  
word ratio  
100  63 0.63 69 0.69 
200 109 0.54 124 0.62 
400 177 0.44 165 0.41 
800 279 0.38 328 0.41 
1,600 398 0.24 621 0.38 
3,200 596 0.18 871 0.27 
6,400 839 0.13 1,361 0.21 
 
In Table 6.2 the word type-token ratio revealed an interesting characteristic of 
the VA corpus. It can be observed from the table that the majority of the values 
for the ratios were lower compared to the corresponding values found in the 
Brown corpus, which supports the intuition that the VA corpus has a relatively 
closed vocabulary since the Brown corpus comprised of a variety of genres 
and more general text. This view seems to hold as the sample text length 
increases. For example the text length of 6,400 had ratios of 0.13 and 0.21 for 
VA and the Brown corpus respectively, which suggests that the Brown corpus 
tends to be sparser or contains more uncommon words than the VA corpus. 
However, it could also be observed that there is still a significant amount of 
vocabulary variability in the VA corpus samples due to a variety of reason 
such as spelling issues; use of nonstandard and variety of ways of expressing 
concepts as outlined in table 6.3.  
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6.6 Linguistic Complexity of the Verbal Autopsy Language 
The quality of the text introduces challenges for automated Text Analyses. 
Table 6.3 is a summary of the issues identified in VA text with instances of 
spelling errors and non-standard forms of expressing medical concepts. For 
example the expression "“I visited xxx hospital on Tuesday and was given one 
bottle of water.” is describing a saline drip that was given to the child when the 
child was sent to the health facility for treatment. These expressions are a 
potential source of noise and data sparseness. The consequence of these 
results are varying degree of noise and variance, which has a further adverse 
impact on the performance of Machine Learning algorithms as discussed in 
Chapter Four. 
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Table 6.3 Catalogue of types of issues in Verbal Autopsy open narrative text 
Type of issue Example 
Grammar and spelling errors.  “Before labour waters, which look clear and without bad 
scent” 
“… she fell sick, which lauted for three days..” 
Colloquial forms in expressing concepts Baby came out 
Baby landed                      Delivery 
Gave birth  
Use of local terms to describe medical conditions Asram, Anidane 
Non-standard expressions of medical concepts “I visited xxx hospital on Tuesday and was given one bottle of 
water. ..” 
Abbreviations and acronyms  TBA = Traditional Birth Attendant 
 ANC = Antenatal care . 
Inappropriate use of punctuation marks  “Any time, she breaths, you see a hole” 
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6.6.1 Performance of Part of Speech Taggers on VA Text 
PoS tagging is a standard annotation added to corpora, and the accuracy of 
the PoS tagging is important to achieving reliable analyses. However, 
accuracy of PoS tagging is dependent on the quality of the text. We examined 
this issue by assessing the accuracy of standard PoS-taggers, from the 
Natural Language Tool Kit - NLTK (Loper and Bird, 2002). To achieve this, 
three PoS tagging algorithms were trained with a standard PoS-tagged 
English corpus, the Brown corpus (Francis and Kucera, 1979), available as 
part of the NLTK. These were subsequently used to tag a 2000 words sample 
randomly generated from the corpus.  
 
The three PoS tagging algorithms employed were: Hidden Markov Model- 
HMM (Huang, 2009); Trigram and Tags - TnT tagger (Brants, 2000); and Brill 
Transformational-Based Learning algorithm (Brill, 1992). Even though these 
are considered state-of-the-art and widely used, their underlying assumptions 
and approaches to tagging differ. The HMM and TnT are stochastic-based 
algorithms which tend to use similar approaches to tagging, as both analyse 
the sequential history of word–tag pairings in a given ‘sentence’ using Markov 
Model principles (Ghahramani, 2001). However, the TnT tagging approach 
differs from HMM based on the features it employs. For example, unlike HMM, 
orthographical features such as capitalisation are taken into account by the 
TnT algorithm. Moreover, the Brill tagger, is an example of Transformational-
Based Learning (TBL) algorithm. Like a stochastic tagger, it begins by pairing 
words with their most frequent tag observed from the corpus. It then applies 
rules derived from the corpus to correct the output of the stochastic tagger. 
Due to this process requirement, a unigram algorithm was also employed as 
a base.  
 
The outputs of the taggers were  inspected by a PoS-tagging expert (Atwell), 
see Atwell et al. (1994) and incorrectly tagged words were marked. 
Percentage accuracies of the taggers were then calculated as percentage of 
the number of correctly tagged words out of the total number (2000).  
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The output of each of the three PoS taggers was very similar with no 
significant difference in the results observed. The average performance 
accuracy obtained for each of the PoS-taggers on the VA corpus was 83 per 
cent. This result was much lower and a significant departure from the 
performance of PoS taggers on general “well-formed” English text, which is 
generally reported as about 96–97 per cent (Brants, 2000). 
 
6.7 The effect of annotation 
The VA corpus lacks linguistic or syntactic annotations; the Cause of Death 
classification of each VA is a medical semantic annotation. The findings of a 
survey suggested that a significant number of biomedical corpora tends to 
have no linguistic annotations (Cohen et al., 2005). This does not rule out the 
need for linguistically annotated corpora since this information could increase 
their usefulness, as evidenced by the popularity of some corpora over others 
within the biomedical domain. The GENIA corpus (Kim et al., 2003) for 
example has been employed in numerous tasks outside its original purpose 
in which it was built. GENIA has linguistic annotations in addition to semantic 
annotations.  
 
 
Given that our VA corpus lacked other linguistic and syntactic level 
annotations, we carried out an experiment to identify potential keywords that 
best described our semantic annotations. The experiment considered our 
proposed Groupings1 discussed in Chapter Five. This experiment in other 
words could be described as feature extraction, which is well-established 
technique in computational modelling (Worzel et al., 2007). The underlying 
hypothesis of the experiment was that there were words which should be 
specific to a particular cause of death category. These words could be the 
symptoms mentioned in the text. This experiment was meant to illustrate the 
feasibility of using corpus based methods to analyse and identify keywords in 
a text that could correlate with a given cause of death category. The 
experiment focused on the most common cause of death categories of infant 
VAs. The method employed in this experiment is fully described in Chapter 
Seven of the thesis. Table 6.4 shows a sample output obtained from the 
method.   
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Table 6.4 Log-likelihood results obtained from Time-of-Death categories for Groupings1 
Intra-partum Stillbirth Antepartum Stillbirth Neonatal  PostNeonatal Non_Stillbirth 
Unknown cause 
Word LLH Word LLH word LLH Word LLH Word LLH 
dead 410.6 dead 485.0 weak 240.9 he 138.3 bed 77.4 
still 277.9 i 386.5 cry 195.6 healthy 107.6 him 58.5 
i 246.6 womb 269.9 breathing 188.3 sent 95.0 adwoa 57.3 
out 143.7 movement 205.9 could 121.5 diarrhoea 86.2 healthy 55.6 
coming 95.0 stillbirth 191.9 died 119.5 bought 73.3 any 54.7 
stillbirth 91.9 macerated 189.6 breath 110.6 hot 73.3 problem 36.2 
came 80.4 still 176.7 incubator 108.3 him 71.7 kandege 34.6 
already 77.9 already 153.2 machine 103.9 coughing 71.6 wake 34.0 
deliver 63.0 my 109.3 oxygen 99.3 her 66.5 slept 33.5 
operation 55.5 moving 108.7 minutes 88.4 she 63.7 without 33.5 
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Table 6.4 shows the top ten words obtained from the experiment based on 
Groupings1 Time-of-Death categories. As seen from the table, the 
experimental result supported the hypothesis. All the top ranked words could 
intuitively be associated to the cause of death categories. For example it was 
not surprising to see that dead, already, coming and stillbirth appeared as the 
top ranked words for Intra-partum stillbirth but did not appear in the Non 
Stillbirth Unknown Cause category. Dead could be an indication of a baby not 
born alive and coming could be an indication of Intra-partum, suggesting that 
the baby died during delivery. Similarly, words such as cry, breathing, 
incubator, and oxygen were strong indicators for Neonatal death, suggesting 
the baby was born alive because it cried, but died later after it was kept in an 
incubator. These words however, did not appear in the Intra-partum stillbirth 
or Antepartum stillbirth categories.  
 
6.8  Discussion 
We have also demonstrated from our analysis the feasibility of employing 
corpus based approaches in the analysis of this corpus by identifying 
keywords associated with a given cause of death category. The experiment 
focused on the infant sub-corpus and on the high level of cause of death 
grouping.  
 
The comparison of the lexical diversity between the VA and the Brown corpora 
was based on convenience since the type-token ratio for the Brown corpus 
was already available to compare with. This may not be the most appropriate 
comparison considering the content of the Brown corpus is general English 
text. It could be interesting to compare these results with a corpus from the 
biomedical domain. That however does not invalidate the findings about the 
lexical diversity of the VA corpus using the type-token ratio between zero and 
one as the reference range.  
 
Several factors could account for the low performance of the PoS taggers. 
One possible factor was the language used in the VA reports. As table 6.2 
demonstrated, the grammatical structures found in the VA text differ from 
those found in standard English text such as news. For example, "before 
labour waters, which look clear and without bad scent broke" was a typical 
sentence in the VA narratives. This example clearly showed the grammatical 
problems present in the text required to be handled by the PoS tagger. Other 
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factors included: wrong use of punctuation; and unknown words. For example 
intravenous was not found in the training corpus and therefore resulted in a 
wrong PoS tag of plural noun being assigned by the PoS tagger as the default 
tag for words ending with -s. This further demonstrated the complexity of the 
language used in VA corpus. This raises questions about the robustness of 
PoS taggers developed and evaluated using standard English corpora such 
as Brown, LOB (Johansson et al., 1986), or Wall Street Journal (Paul and 
Baker, 1992) corpora. The performance suggested the need for a re-training 
of the state-of-the-art PoS algorithms with more appropriate corpora, such as 
the GENIA corpus, which contains a mixture of general news corpus plus 
biomedical domain corpus to assess their ability to deal with a wider range of 
text with various degrees of language challenges such as the VA text. Our 
experiment was conducted using the Brown corpus to train the PoS tagger, 
and potentially accuracy could have been improved if we had obtained a VA 
corpus annotated with PoS tags to serve as a training set for the PoS tagging 
process. This may be a useful approach for the re-evaluation and adaption of 
PoS taggers for VAs. 
 
The high level of imbalance found in the cause of death distribution might be 
partly due to the methods employed in collecting the samples that form the 
content of this corpus. The approach adopted was natural as this process 
replicated a real word scenario. The rare cases could be a reflection of what 
pertained in the population in which the data was collected. One option, based 
on background information, might be to target populations with high incidence 
rates of the rarer cases in order to maximise the chances of identifying these 
rare categories to make up for the numbers towards achieving a balanced 
corpus. This could be part of the preparatory phase of the corpus process 
collection process. 
 
The hierarchical classification scheme proposed may be described as a 
radical way of dealing with the skewedness found in the corpus. However, this 
approach may also be helpful to potential users once a clue can be given 
regarding the category of a specific VA document. For example having 
information that a child was born alive but died later facilitates the investigation 
process when compared with having no information at all. 
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Considering the fact that over 40 countries employ VA as an alternative 
approach to determining cause of death, this corpus creates a new dimension 
to language research within the biomedical domain. This new area of research 
could be useful to these countries. A future work could be to draw experiences 
from this project to build a corpus of multilingual content covering a range of 
countries that use VAs. 
 
6.9 Summary 
In this Chapter, an analysis of the VA corpus was conducted using various 
formal methods to describe and evaluate the corpus suitability for language 
research. The characteristics associated with the corpus were also described 
and their potential impacts on Machine Learning experiments were discussed.  
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Chapter 7 
An exploration of the problem space of the Verbal Autopsy 
open narratives text 
7.1 Introduction 
This Chapter explores the open narrative of the VA text. We start by 
establishing a baseline, which allows performance obtained from further 
experiments to be computed and contextualised. We also carry out 
experiments on various aspects of the Text Classification processes in order 
to identify suitable methods for classification of VA text. The experiments 
involved the evaluation of various feature value representation schemes and 
Machine Learning algorithms. Unlike the baseline simple majority experiment 
which considers only the distribution of the categories in the corpus, the 
experiments to identify the best performing methods mentioned considered 
the unigram feature, which is a set of unique words found in our corpus. 
 
Additionally, in Chapter Four we discussed issues with datasets that result in 
high dimensionality within the context of Machine Learning. Furthermore, in 
Chapter Six we demonstrated the possibility of high dimensionality associated 
with the VA corpus as a result of a variety of issues associated with the text. 
In this Chapter we propose a method named locally-semi-automatic approach 
as a strategy to address these problems. We examined the performance of 
this approach compared to some of the existing approaches. The experiments 
carried out in this Chapter are based on Groupings1 cause of death 
categories.  
 
It must be noted that the experiments described in this Chapter and the 
remaining thesis are based on only the infant sub-corpus. The rationale for 
this is that since the infant sub-corpus had a bigger sample as demonstrated 
in table 5.1 and also relatively smaller number of cause of death categories 
compared to the women sub-corpus, it was prudent to carry out the 
experiments on the infant sub-corpus as a proof of concept. Therefore, the 
hypothesis is that our approach should be generalisable when applied to the 
women sub-corpus.  However, this is not tested in this thesis due to time 
constraint and recommended as a future work. 
 
93 
 
7.2 Pre-processing 
During pre-processing, the text was converted to lower case and tokenised by 
whitespaces. All punctuation was also removed. Even though stop-words are 
removed during the pre-processing stage in most NLP tasks under the pretext 
that they are not informative and subsequently non discriminative, this 
removal still  has led to mixed and inconclusive results in the past (Riloff, 
1995). Also, Forman (2003) argues that stop-words tend to be domain 
specific, so the stop-words were therefore not removed from the dataset 
prepared from the corpus for this experiment.  
 
7.3 Baseline  
We employed a simple majority algorithm and applied it to the various 
Groupings of Time-of-Death and Type-of-Death categories as baseline 
algorithm. This algorithm predicts only the majority category of a given dataset 
(Witten and Frank, 2005). This was important in determining the best 
performing algorithm in relation to the simple majority algorithm. Thus, the 
expectation is that the selected algorithms and the models to be developed 
are expected to outperform the baseline algorithm. 
 
7.4 Feature Value Representation Schemes and Algorithm 
Selection 
In Chapter Four, we discussed some selected Machine Learning algorithms 
employed in classification tasks. These are: Naive Bayes, Random Forest and 
Support Vector Machine (SVM). The selection of these algorithms was 
justified as having been previously successfully applied to similar tasks and 
domain: The underlying principles of Naïve Bayes were employed by Byass 
et al (2006) to develop the InterVA as an automatic approach to analysis of 
VA based on the closed response part. Flaxman et al (2011) also employed 
Random Forest to develop an automatic approach to analysis of the closed 
response part of VA. SVM has also been successfully used in similar tasks 
and in domains in general (Cohen, 2006). However, this is the first research 
to apply SVM to the VA domain. The objective of this experiment was to 
investigate which of these algorithms would be suitable for classifying cause 
of death from VA open narrative text. Additionally, the feature value 
representation scheme investigations carried out in this thesis considered the 
standard term weighting schemes: Binary; Term Frequency; TFiDF; and 
Normalised Term Frequency, which are normalised by the length of the VA 
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document due to the varying length of the VA documents (Danso et al., 
2013a). 
 
7.5 Curse of Dimensionality: The Cure 
This section describes methods employed to solve the problem of the high 
dimensionality observed in the corpus as already discussed in Chapter Six. 
We implemented methods referred to as locally-semi-automatic and 
compared it with two standard approaches: String matching and Information 
Gain. The output of this experiment forms the basis for subsequent 
experiments described in this thesis. Since the objective of this experiment 
was to determine the most discriminative terms among the word unigrams, 
the output of this procedure will be referred to as Discriminative Word Units 
(DWU).  
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7.5.1 Our Locally-Semi-Automatic Approach 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Figure 7.1 the locally-semi-automatic approach to feature reduction 
 
 
The figure shows the procedure of the proposed method as described below: 
 
I. As seen from the figure, the method requires a corpus annotated with 
some categories of interest. 
 
II. The second stage is to identify these categories.  
 
III. The next stage is to divide the corpus into separate files according to 
the identified categories.  
 
IV. Each of the sub-corpora and the entire corpus are separately tokenised 
by whitespaces. 
 
V. A frequency of occurrence list is generated for each tokenised file. A 
log-likelihood score is calculated for each sub-corpus (category) using 
the entire corpus frequency list as a reference corpus to determine the 
Annotated Corpus 
Identify categories 
Split corpus into categories 
Tokenise 
Generate frequency list for each 
category  
Generate likelihood scores based 
on log-likelihood estimation metric 
Generate frequency list for the 
entire corpus  
Rank list for each category 
Determine various thresholds based on 
rank 
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key-words associated with each category. This must be repeated in 
turn for the number of categories.  
 
VI. The next step is to rank the likelihood list generated for each category 
by the likelihood score as shown in table 6.3 in Chapter Six.  
 
To facilitate the determination of the keywords for each category, we 
employed the log-likelihood estimation metrics (Rayson and Garside, 2000) 
due to its superiority to other metrics as pointed out by Dunning (1993), 
which has been implemented as part of the AntConc software (Anthony, 
2004). Various thresholds (top 10, 25, 50, 100, 150, 200, 250, 300, 350, and 
all words) were selected based on the rankings generated for each category 
and combined for the experiment. 
 
7.5.2 String Matching Using Medical Lexicon 
This approach explored the possibility of extracting medical terms mentioned 
in the VA open narrative text. This was based on an assumption that the 
medical terms used in describing the symptoms of deaths should be enough 
for a Machine Learning algorithm to learn and predict from. Reading samples 
of VA open narrative text suggested the medical terms used in describing the 
symptoms were simple and non-technical compared to the terms used in the 
clinical or biomedical settings. The medical terms found in the corpus could 
be described as medical terms used in everyday language - similar to those 
found in an online "kids" medical dictionary. From the findings a list of the 
terms was compiled from the online "kids" medical dictionary into a lexicon of 
lay medical terms. The compiled lexicon contained 522 unique medical terms. 
A string matching look-up algorithm was employed to extract mentions in the 
VA text used in describing cause of death. Only fully-matched terms were 
retrieved, and these were employed as features for classification. 
 
7.5.3 Feature Selection by Information Gain 
Information-gain-based approach is a global supervised feature selection 
method that can be used to select features based on the Information Gained 
metric as described in Forman (2003). This algorithm has an implementation  
available in WEKA (Witten and Frank, 2005) and remains one of the standard 
and popular feature reduction methods employed as a pre-processing step for 
the classification task (Witten and Frank, 2005). We employed this in our 
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experiments in order to determine how it performs against our proposed 
method.  
 
7.6 Experimental Setup 
Separate datasets of unigrams were prepared based on the feature value 
representations under investigation: Binary, Term Frequency; Normalised 
Term Frequency, expressed as the Term Frequency divided by the total 
number of terms found in the given document (document length); and TFiDF. 
The files were converted and stored into .arrf1, which is a format readable by 
the WEKA used in carrying out this experiment. WEKA has implementations 
of the Machine Learning algorithms discussed in Chapter Four, and these 
algorithms were employed in carrying out the experiments: the Naïve Bayes 
algorithm developed by John and Langley (1995); the Platt’s Sequential 
Minimal Optimisation(SMO), which is a variant of the standard SVM algorithm 
(Keerthi et al., 2001); and the Random Forest, also a variant of the Standard 
Decision Tree algorithm (Breiman, 2001). Furthermore, the feature reduction 
strategies described above were applied to the best performing algorithm 
based on the unigrams.  
  
7.6.1 Parameter Settings 
The default settings of Random Forest and Naïve Bayes were not changed. 
In Chapter Three we described the SVM algorithm and the parameters that 
require changing in order for it to be adaptable to the domain and the 
underlying dataset. It could be recalled that the parameter C represents data 
complexity which regulates the bias and variance properties as observed in 
the data. Several values were experimented with, taking into account the 
potential variance problems associated with the VA dataset. The values 
between 1.0 and 0.01 were experimented with in turn, with 0.05 being found 
to be the best performing parameter setting for this dataset. This value was 
observed to achieve optimum performance, which confirmed our observation 
of the high variance associated with the VA domain.  
 
                                            
1 Attribute-Relation-File-Format 
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7.6.2 Evaluation Method 
The experiments employed the 10 fold cross validation evaluation method to 
allow a random stratification by the categories into training and test sets of 10 
folds (Kohavi, 1995). A weighted average was then computed over the 10 
folds as discussed in Chapter Four. We employed macro–averaging to 
determine the overall performance due to the highly uneven distribution of the 
multi-class dataset being used, which allowed equal weights to be computed 
for each cause of death category (Forman, 2004). We also reported the 
percentage average overall accuracy discussed in Chapter four, so that it 
could be compared against a majority baseline which was pre-determined.  
 
7.6.3 Statistical Significance Testing  
We employed the Fisher's randomisation test (Box et al., 1979) to test for 
significance difference between two competing classifiers. Our choice was 
based on the underlying non-normal distribution assumption of this test, which 
made it the best for our data due to the imbalanced characteristic found in the 
VA corpus as already demonstrated in Chapter Six. To achieve this, we 
adapted the randomisation test procedure described by Smucker et al.(2007) 
and implemented it using the StatKey v. 0.3.122 software. Our procedure 
however varied in two respects: we considered difference in percentage 
overall average accuracies to be able to determine any effect in performance, 
even in situations where precision values remained the same. Changes in 
percentage overall average accuracy and macro-average f-measure values 
were also observed due to the imbalance issues associated with our corpus. 
It must be noted that Smucker et al.(2007) pointed out that the use of an 
alternative performance metric such as accuracy or f-measure has no 
difference in its method and therefore yields similar outcomes and 
conclusions.  We also generated 20,000 random samples instead of the 
100,000 used in Smucker et al.(2007)'s experiment. This was done after 
observing no change in values upon experimenting with trials between 1,000 
and 100,000 with a step of 5,000 and no change in p-values being observed. 
This was found to be consistent with observations by Jensen and Cohen 
(2000), who found a random resample of 1000 should be enough to observe 
any difference between algorithms. A right-tail test was used to determine the 
p-value (p) with a 95% confidence interval (CI= 95%) in order to reject the null 
                                            
2 http://lock5stat.com/statkey/index.html 
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hypothesis. A screen shot of a sample output from the StatKey significance 
test can be found in appendix C. 
 
7.7 Results 
7.7.1 Baseline  
As indicated, it is important to establish a baseline for the experiments and for 
the various groupings.  
 
Table 7.1a Time-of-Death results: baseline for Groupings1 
Percentage 
accuracy 
macro-average-f-
measure 
majority category 
31.3 0.14 Neonatal 
Table 7.1b Type-of-Death results: baseline for Groupings1 
 Percentage 
accuracy 
macro-average-f-
measure 
majority category 
22.1 0.08 Stillbirth_unexplain 
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Table 7.1c Time-of-Death results: baseline for Groupings2 
Percentage 
accuracy 
macro-average-f-
measure 
majority category 
35.7 0.18 Neonatal 
Table 7.1d Type-of-Death results: baseline for Groupings2 
 Percentage 
accuracy 
macro-average-f-
measure 
majority category 
25.2 0.10 Stillbirth_unexplain 
 
Table 7.1e Time-of-Death results: baseline for Groupings3 
Percentage 
accuracy 
macro-average-f-
measure 
majority category 
42.3 0.25 Stillbirth 
Table 7.1f Type-of-Death results: baseline for Groupings3 
 Percentage 
accuracy 
macro-average-f-
measure 
majority category 
24.5 0.09 Antepartum_stillbirth 
 
Tables 7.1a and 7.1b show the baseline results obtained for Groupings1 Time-
of-Death and Type-of-Death. As the tables show, an overall accuracy of 
31.3% (Neonatal) and 22.1% (Stillbirth_unexplain) with macro-average f-
measure score of 0.14 and 0.08 were obtained for Time-of-Death and Type-
of-Death respectively. Furthermore, tables 7.1c and 7.1d show the results 
obtained for Groupings2: For Time-of-Death, an overall accuracy of 35.7% 
(Neonatal) with a macro-average f-measure score of 0.18; Type-of-Death 
overall accuracy of 25.2% (Stillbirth_unexplain) with a macro-average f-
measure score of 0.10. Finally, tables 7.1e and 7.1f show the baseline results 
obtained for Groupings3: Time-of-Death, an overall accuracy of 42.3% 
(Stillbirth) with a macro-average f-measure score of 0.25; Type-of-Death 
overall accuracy of 24.5% (Antepartum_stillbirth) with a macro-average f-
measure score of 0.09. 
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7.7.2 Feature Value Representation Schemes and Classification 
Algorithms 
Tables 7.2a and 7.2b show the variations that existed in the performance of 
feature value representations. The Binary scheme achieved the worst 
performance across all the three learning algorithms. This was followed by the 
Term Frequency scheme. Normalised Term Frequency, was demonstrated to 
be superior to TFiD across all algorithms for Time-of-Death: NB (accuracy: 
4.1% (43.4 - 39.3); macro-average-f-measure: 0.5 (0.42 - 0.37); p<0.001); RF 
(accuracy: 2.4% (33.7 - 31.3); macro-average-f-measure: 0.4(0.41 - 0.37), 
p=0.001) and SVM (accuracy: 1.3% (45.0 - 43.7), macro-average-f-measure: 
0.1(0.42 - 0.41); p=0.06). Similarly, as shown in table 7.2b Type-of-Death 
categories, Binary is the least performing representation scheme, followed by 
the Term Frequency. The Normalised Term Frequency outperformed TFiD 
across all algorithms for Type-of-Death: NB (accuracy: 1.3% (26.2 - 25.1); 
macro-average-f-measure: 0.1 (0.24 - 0.23), p=0.09); RF(accuracy: 0.1% 
(22.2 - 22.1), macro-average-f-measure: 0 (0.8 - 0.8), p=0.024) and SVM 
(accuracy: 1.4% (30.1 - 26.2), macro-average-f-measure: 0.01(0.25 - 0.23), 
p<0.001).  
 
Comparing classification algorithms based on the best performing feature 
value representation (Normalised Term Frequency), Random Forest had the 
worst performance. Thus, we compare SVM and Naïve Bayes. Time-of-Death 
(accuracy: 2.1% (45.0 - 43.4), macro-average-f-measure: 0.1(0.42 - 0.41); 
p<0.05). Type-of-Death (accuracy: 1.1% (26.2 - 25.1); macro-average-f-
measure: 0.1 (0.24 - 0.23), p<0.001). SVM significantly outperformed Naïve 
Bayes as the p-values suggest.  
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Table 7.2a Time-of-Death results: performance comparison between feature value representations and classification 
algorithms.  
Table 7.2b Type-of-Death results: performance comparison between feature value representations and classification 
algorithms.  
 Term Frequency Binary Normalised Term 
Frequency 
TFiDF 
algorithm percentage 
accuracy 
macro-
average-f-
measure 
percentage 
accuracy 
macro-
average-f-
measure 
percentage 
accuracy 
macro-
average-f-
measure 
percentage 
accuracy 
macro-
average-f-
measure 
Random 
Forest(RF) 
22.1 0.08 22.1 0.08 22.2 0.08 22.1 0.08 
 Naïve Bayes(NB) 24.8 0.22 24.4 0.19 26.2 0.24 25.1 0.23 
SVM 28.6 0.23 22.1 0.08 30.1 0.25 28.7 0.24 
 Term Frequency Binary Normalised Term 
Frequency 
TFiDF 
algorithm percentage 
accuracy 
macro-
average-f-
measure 
percentage 
accuracy 
macro-
average-f-
measure 
percentage 
accuracy 
macro-
average-f-
measure 
percentage 
accuracy 
macro-
average-f-
measure 
Random Forest(RF) 31.3 0.15 31.3 0.15 33.7 0.20 31.3 0.15 
 Naïve Bayes(NB) 36.7 0.36 33.5 0.25 43.4 0.41 39.3 0.37 
SVM 42.1 0.39 31.3 0.15 45.0 0.42 43.7 0.41 
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7.7.3 Feature Reduction as a Cure to High Dimensionality: Performance 
Comparisons. 
Having identified SVM as the suitable algorithm for this task, our subsequent 
experiments considered only SVM. Tables 7.3a and 7.3b show the results 
obtained from the various feature reduction schemes employed. The locally-
semi-automatic approach describes the results obtained from various 
thresholds explored, which started with the top-ten words of each of the Time-
of-Death and Type-of-Death cause of death categories as per the log-
likelihood rankings described in the procedure above. The top-250 words 
achieved the highest performance. 
Table 7.3a Time-of-Death results: feature reduction strategy  
feature reduction strategy  
percentage 
accuracy 
macro-average-f-
measure 
SVM(unigram) 45.0 0.42 
locally-semi-automatic  45.8 0.43 
Information Gain 39.2 0.32 
String-matching 31.2 0.15 
Table 7.3b Type-of-Death results: feature reduction strategy  
feature reduction strategy  
percentage 
accuracy 
macro-average-f-
measure 
SVM(unigram) 30.1 0.25 
locally-semi-automatic 30.3 0.25 
Information Gain 23.4 0.11 
String-matching 22.1 0.08 
 
Tables 7.3a and 7.3b show the performance of the feature reduction strategies 
employed for Time-of-Death and Type-of-Death categories respectively. As 
seen from the table, the String-matching algorithm is the least performing 
strategy, achieving performance even below the SVM (unigram): there was a 
significant drop in performance for both the Time-of-Death (accuracy: -13% 
(31.2 - 45.0); macro-average-f-measure: -0.27(0.15 - 0.42) ; p<0.001 ) and the 
Type-of-Death (accuracy: -8% (22.1 - 30.1); macro-average-f-measure: -
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0.17(0.08- 0.25); p<0.001). Information Gain on the other hand significantly 
outperformed String-matching at both Time-of-Death (accuracy: 8% (39.2 - 
31.2); macro-average-f-measure: 0.27(0.32 - 0.15); p<0.001) and Type-of-
Death (accuracy: 1.3% (23.4 - 22.1); macro-average-f-measure: 0.03(0.11- 
0.08); p<0.03). It was however surprising to see a significant drop in 
performance when comparing Information Gain to SVM (unigrams) for both 
Time-of-Death (accuracy: -5.3% (39.2 - 45.0); macro-average-f-measure: -
0.10 (0.32 - 0.42); p<0.001) and Type-of-Death (accuracy: -6.7% (23.4 - 30.1); 
macro-average-f-measure: -0.14 (0.11- 0.25); p<0.001). The results further 
suggested a marginal increase (not statistically significant) in performance 
accuracy when comparing the locally-semi-automatic to SVM (unigrams) for 
both Time-of-Death (accuracy: 0.8%(45.8 - 45.0); macro-average-f-measure: 
-0.10(0.43- 0.42); p=0.18) and Type-of-Death (accuracy: 0.2%(30.3 - 30.1); 
macro-average-f-measure: 0 (0.25- 0.25); p=0.4). A significant increase in 
performance was observed when comparing locally-semi-automatic to 
Information Gain for both Time-of-Death (accuracy: 6.6% (45.8 - 39.2); macro-
average-f-measure: 0.11(0.43 - 0.32); p<0.001) and Type-of-Death (accuracy: 
6.9% (30.3- 23.4); macro-average-f-measure: 0.14(0.25- 0.11); p<0.001). 
 
7.8 Discussion 
Feature value representation and classification 
Although Random Forest has successfully been applied to classify the closed 
response part of VA data (Flaxman et al., 2011), the results obtained from this 
experiment suggest that it is not an appropriate choice for classification of VA 
open narrative text. This may be due to the  differences that exist between the 
feature vectors generated from the closed and the open narrative data may 
account for this. The closed response part data feature vector is derived from 
a controlled vocabulary with limited number of features, possibly a list of 
questions with yes and no answer options Figure 1.1 shows. In contrast, the 
uncontrolled vocabulary characteristic of VA open narrative text results in a 
large number of features. The relatively poor performance of Random Forest 
in this experiment could be explained by the deficiency which have been found 
to be generally associated with  Decision Trees based algorithms  which 
include Random Forest as being susceptible to over-fitting with training data 
of 500 or more features (Joachims, 1998).  This may have harmed the 
Random Forest algorithm since the text tends to generate a high number of 
features. The closed response part of VAs is unlikely to exceed the 500 
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features limit, whereas 12,304 features(unigram) was used in this experiment 
and may therefore be unsuitable for the Random Forest learning algorithm. 
 
Also, the independent assumption applied in Naïve Bayes may explain the 
relatively better performance compared with Random Forest, and even its 
performing better than SVM for the Binary representation scheme. This is 
because Naïve Bayes was noted to be highly sensitive to majority category, 
as it has tended to be susceptible to imbalanced data, which resulted in it 
achieving a relatively better overall accuracy for skewed data (Rennie et al., 
2003). Furthermore, Binary representation may not contain enough useful 
information for SVM to learn from.  
 
As noted from the results, with the exception of the Binary representation, the 
consistent superior performance of the SVM algorithm to both Naïve Bayes 
and Random Forest algorithms was not surprising. SVM has been consistently 
shown to have a relatively better performance in Text Classification 
experiments (Witten and Frank, 2005), and the results from this experiment 
were not an exception. The outstanding performance of SVM could be 
attributed to a number of factors: the majority of Text Classification problems 
are mostly linearly separable, and SVM employs threshold functions to 
develop margins that linearly separate the categories; SVMs also tend to use 
an over-fitting protection mechanism that is independent of the dimensionality 
of the feature space, thus, the number of features tends not to be an issue; 
and SVMs are well designed to deal with sparseness found in feature vectors. 
The Danso et al.(2013a)'s description of the VA text correlates with the 
taxonomy of issues outlined that the SVM algorithm was designed to address. 
It therefore seems natural that SVM tends to perform better than Naïve Bayes 
and Random Forest for this task.  
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Feature reduction strategy  
The String-matching strategy was also observed to have achieved 
performance equivalent to the Baseline algorithm (see table 7.1a and 7.1b). 
The reasons for this poor performance could be summarised as:  
 Less usage of medical terms: although the terms used in describing 
symptoms were known to be basic medical terms as contained in the 
lexicon created from the online "kids" medical thesaurus, the 
experiments suggest that there were not enough of these terms. As 
indicated in Chapter Six, local terms and non-standard medical terms 
were predominantly used in expressing medical concepts. The poor 
results obtained from these experiments are a confirmation of this.  
 
 Variations in spellings of medical terms: it is however worth noting that 
some variations in spelling of medical terms were observed as being 
results of misspelling and so were not taken into account for the String-
matching strategy. Normalisation of these variations should improve on 
this current result but may not be significant enough to make a 
difference due to the reasons given above.  
 
Furthermore, as the tables demonstrate the Information Gain algorithm 
outperformed the String-matching strategy. It was however surprising to 
observe that Information Gain performed worst against the SVM (unigram). 
The reason that might have accounted for this result was that the Information 
Gain employed a global feature reduction technique in determining the most 
informative terms for all categories (Forman, 2003). This approach may not 
have been effective if there were overlapping terms between the categories. 
For example, the term dead may be found in all categories, which is not 
informative enough to differentiate between intra-partum and ante-partum 
stillbirth cause of death classes.  
 
Moreover, when comparing the locally-semi-automatic with Information Gain, 
there was a significant difference in performance in favour of locally-semi-
automatic. One possible reason for the locally-semi-automatic approach 
outperforming the Information Gain is due to the fact that unlike the 
Information Gain approach, the terms obtained by the locally-semi-automatic 
approach were locally weighted against all other terms found in the corpus, 
which allowed the most informative terms for each category to be identified. 
Other terms introduced noise which potentially degraded the performance of 
the algorithms. Despite the strength of this approach, the disadvantage of it is 
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that it is error prone. This may be due to the manual selection iteration of the 
various thresholds required by the process in order to identify the threshold 
required to achieve optimal performance. Therefore, a full automation of the 
process would be beneficial.  
 
SVM's robustness to over-fitting has resulted in the argument within the 
research community that it is irrelevant to carry out feature reduction before 
algorithm training (Forman, 2003). The obtained from this experiment 
supports this claim given  the fact that no significant difference between the 
SVM (unigram) and the locally-semi-automatic which is the best performing 
feature reduction strategy among the rest considered in these experiments.. 
We would however argue that there is some additional benefit in reducing 
features as a prior step to performing learning, though this does not lead to a 
reduction in performance. The computational demand required in processing 
can be significantly reduced by cutting down the number of features (unigram). 
Only 12% (1000 out of over 12,300 terms of the unigram) of features achieved 
the performance obtained by the locally-semi-automatic approach.  This 
approach to feature reduction  may have effectively selected features  that 
have stronger correlation with the cause of death categories.  
 
7.9 Summary 
This Chapter presented results from experiments carried out to explore 
various techniques suitable for the classification of VA open narrative text: 
feature value representation; Machine Learning algorithms and feature 
reduction strategies. Our experimental results suggested that Normalised 
Term Frequency has slightly better performance over TFiDF, and significantly 
better than Binary and Term Frequency. In terms of Machine Learning 
algorithms, the SVM algorithm was found to be the best performing algorithm 
and the most suitable for the VA domain. Furthermore, this Chapter proposed 
a feature reduction method known as locally-semi-automatic, which was 
based on a log-likelihood statistical measure, and a comparison was made to 
determine the effectiveness of this method compared with other standard 
methods. The experimental results also show that employing a locally-semi-
automatic method to identify informative features resulted in a substantial 
improvement in accuracy when compared against other standard feature 
reduction approaches.  
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Chapter 8 
Linguistics and Statistically derived features for Time and 
Cause of Death prediction from Verbal Autopsy 
narratives 
"the true method of knowledge is experiment", William Blake 
8.1 Introduction 
In Chapter Seven we explored various methods and techniques that formed 
the foundations of the classification of VA text. This included how features 
should be represented, with the results suggesting Normalised Term 
Frequency as the best feature value representation scheme for our task. We 
also established SVM as the most suitable Machine Learning algorithm for 
this task. We further explored various feature reduction strategies and 
demonstrated that our method, known as the locally-semi-automatic 
approach, can be used to effectively determine the most informative words 
out of all available words, which we called the Discriminative Word Units 
(DWU) for developing models for Text Classification. We demonstrated that 
DWU achieved a marginally better performance than unigrams and a 
significantly better one than a baseline. We explained that this approach was 
particularly useful when dealing with a very noisy text such as VA.  
 
In this Chapter, we expand on the results obtained from Chapter Seven by 
describing further experiments that we carried out. The aim of these was to 
further explore the feature space in order to improve on the results obtained 
in Chapter Seven. The various features that were explored in the experiments 
and the motivation for their use is further discussed here.  We refer to the 
model developed from the experiments described in this Chapter as 
VAModel1.  We conclude by discussing the behaviours, contributions and 
effects of these features on the performance of our models.  
 
8.2 Linguistic Features 
Linguistic features are considered features with some grammatical 
information that can be derived from the context in which the words occur. We 
employed Part-of-Speech (PoS) tagging to obtain this information. This 
approach was considered to be a crude form of determining the correct sense 
of a given word in a text (Wilks and Stevenson, 1998). In Chapter Six we 
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demonstrated the performance of three PoS taggers including Brill 
Transformation-based Learning algorithm (Brill, 1995) available as part of the 
NLTK (Loper and Bird, 2002). Furthermore we established the fact that the 
standard PoS tagging approaches available have shown to achieve 
comparable results on a VA corpus. Thus, the Brill tagger was trained using 
the Brown corpus (Francis and Kucera, 1979) to tag words in the VA open 
narrative document. It is important to note that the tagging was done on all 
words found in each VA document and not just the DWU.  
 
8.2.1 Part-of-Speech Tag Patterns 
PoS tag patterns are linguistic information obtained from PoS taggers. PoS 
tags have been shown to be a useful feature in numerous Text Classification 
problems. Gamon (2004), for example, demonstrated the use of PoS trigrams 
in sentiment classification. We explored various PoS tags in our experiments 
which included unigram, bigrams and trigrams, but no significant difference 
was observed between the various approaches. This was due to the nature of 
the VA text as we have demonstrated in Chapter Five and also discussed in 
Danso et al. (2013a) and Danso et al. (2013b). The results presented in this 
thesis are therefore based on PoS unigram. 
 
8.2.2 Noun and Verb Phrase Tag Patterns 
Having obtained PoS information for every word in the text, a chunking 
technique implemented by the regular expression below were used to extract 
noun and verb phrases. The motivation to explore these features was inspired 
by the fact that domain concepts are mostly expressed using multiword 
structures (Moschitti and Basili, 2004). Furthermore, chunking allows PoS 
tags to be extracted from ill-formed sentences through shallow parsing (Clark, 
2003). Once chunking had been done, the PoS tags enabled us to extract 
various tag sequences that form noun and verb phrases.  
 
 
 
 
 
 
 
Figure 8.1 regular expression to extract noun phrase 
 
r'''NounPhrase:{<DT>?<JJ>*<NN>+} 
 
         a  normal labour 
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For example, as demonstrated in Figure 8.1, the pattern captured a multi-word 
concept a normal labour used to describe a type of labour a mother 
experienced during pregnancy, which was domain specific information. 
Similarly, because verb phrases tend to capture descriptive information about 
some action or inaction in a sentence, they tend to feature frequently in the 
VA open narrative to describe a condition due to illness. This is illustrated by 
the example in Figure 8.2. The Figure shows how the concept I lost appetite 
is extracted in the text.  
 
 
 
 
Figure 8.2 regular expression to extract verb phrase 
 
A generalised approach to capturing these types of mentions in the text is 
through extraction of these phrases, which are derived from the PoS tags. 
Another reason is that this approach tends to be a convenient method of 
extracting semantic information from the text without being overdependent on 
the actual words that appear in the running text due to variations and errors in 
the spellings, which results in further data sparseness problems. The Noun 
and Verb phrase tag sets were represented as single items as part of the 
feature set for modelling. As Figure 8.2 demonstrates, our verb chunking 
algorithm considered only past tenses, the reason being that a review of VA 
sample documents suggested tenses were mainly expressed in the past, 
which supported the intuition that VAs were concerned with past events. It is 
therefore not surprising that Smith et al.(2014) also found a similar pattern in 
the Swedish clinical narrative text. 
 
8.3 Lexical Features 
Lexical features have been defined in this thesis as information that can be 
derived from the individual words found in the VA open narrative text. We will 
now describe some of the lexical-based features and how these were 
extracted. 
 
r'''VerbPhrase:{<PPSS>?<VBD>+<NN>+} 
            
            I          lost     appetite 
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8.3.1 Statistically Derived Features 
Statistically derived features are considered to describe some form of 
phenomena that tend to occur in the use of a language but are not predictable. 
As observed by Harris (1951), “each word has a particular and roughly stable 
likelihood of occurring as argument, or operator, with a given word, though 
there are many cases of uncertainty disagreement among speakers, and 
change through time”. Collocation extraction is one technique that can be 
used to capture the phenomena described above. Collocation extraction could 
be considered a lexical-based method since it is employed to capture word-
pairs and phrases that frequently occur in the use of a language with no regard 
to their semantic or syntactic rules of use. The extracted word-pairs and 
phrases are also known to be dialect or language specific (McKeown and 
Radev, 2000).  
 
Collocation extraction-based phrases 
Collocation extraction has been employed in many applications by 
lexicographers to carry out word sense disambiguation and semantic analysis 
of text (Pearce , 2001).This therefore suggests an imperative investigation 
should be done into the potential use of collocation as a feature to identify 
patterns of co-occurrence of words that could be indicative of a phrase or 
expression of cause of death, considering the peculiar nature of colloquial text 
contained in the VA corpus. 
 
We have employed statistical methods based on log-likelihood estimation to 
determine the likelihood of co-occurrence words and phrases (Dunning, 
1993). The log-likelihood estimation was based on the entire corpus and 
estimated the likelihood of two words co-occurring as defined by the bigram 
log-likelihood statistics association measure (Pearce, 2002) to retrieve words 
from the corpus that tend to collocate with DWU subset of words already 
obtained, as described in Chapter Seven. The limitation associated with the 
bigram approach in general is that it usually takes into account the only two 
word-collocates (bigrams) (Seretan et al., 2003), which introduces data 
sparseness into the feature space. In order to reduce the impact of this and 
also maximise the additional information that can be derived from the 
collocated words, we explored levels of association observed from the corpus 
as ranked by the bigram log-likelihood statistics association measure 
algorithm. We subsequently retrieved words with the strongest association 
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with words in our DWU list. This means that the words in the corpus that 
collocate most with the DWU words were retrieved and experimented in turns 
and their impacts on performance were obtained. We illustrate our idea with 
the following example. 
 
 
 
Figure 8.3 an example of collocation extraction-based phrase 
 
Figure 8.3 shows an example with the word during which is part of the DWU 
list. This was used to retrieve the top-ranked words with the strongest 
association and their corresponding likelihood values, as ranked by the bigram 
log-likelihood statistics association measure (Dunning, 1993). As the Figure 
demonstrates, during collocated with labour more frequently and this was 
followed by pregnancy, before my, with their respective log-likelihood values. 
 
8.3.2 Simplified Relative Word Position 
Simplified relative word position is defined as the position of a given word as 
it appeared in the document. Our motivation for experimenting with this as a 
possible feature was based on one of the criticisms put forth of the bag-of-
words approach to Text Classification, which was that the bag-of-words 
approach ignored the order and structure in sentence (Scott and Matwin, 
1999).The idea of exploration of positions of words in text as possible features 
for Text Classification has been explored by various researchers (Matsumoto 
et al., 2005, Pang and Lee, 2004). Matsumoto et al.(2005), for example, 
demonstrated the usefulness of this feature by extracting word sub-
sequences and dependency sub-trees from sentences to classify movie 
reviews. We however adopted a simplified approach by exploring the relative 
positions of the words as they appeared in the text to capture the sequential 
order of events within the context of the VAs. 
 
The approach employed in this thesis considered the entire content of a VA 
document as a single string of words with an imaginary grid, where each cell 
represented a word which was a member of the string. Each cell was serially 
allocated a unique number and that represented the position of the word with 
during | 'labour'= 4150,'pregnancy'= 2901 , 'my’ = 1785 
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respect to the entire string. The position number of the word captured was 
divided by the length of the string (number of cells) to obtain its relative word 
position in the VA document.  
 
The hypothesis suggested was that there may be a logical order of events in 
the history of an individual which led to their death, and that might be a major 
factor in case profiling or an investigation process. This feature could help in 
capturing that order. To effectively illustrate this phenomenon, we considered 
an example as shown in Figure 8.4a and 8.4b where sentences were taken 
from a VA document. 
 
D1 = 
 
Figure 8.4a sample sentence extracted from a VA document 
 
D2 =  
Figure 8.4b hypothetical case of ignored word order in a VA document 
 
If the order of these words were to be ignored one possible reading could be 
the example shown in Figure 8.4b, document D2 which presented a different 
scenario and might have meant a different outcome which could have 
compromised the medical perspective. The proposed simplified relative word 
position feature aimed to avoid such a situation and preserved the order in 
which the words appeared in the VA document as illustrated in Figure 8.5. 
 
  
“In the second month of the pregnancy,…labour started 
which I was at home in the morning…” 
 
“In the second month labour started….”  
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Figure 8.5 feature vector representation of documents D1 and D2 with 
relative word position feature encoded  
 
The resulting feature vector as shown in Figure 8.5 would therefore be 
encoded as part of the feature value for that vector, which would result in 
different term weights (p1t1..p6t6) for document D1 and D2, where p = position 
and t= normalised term frequency.  
 
8.4 Cause of Death Regroupings 
It will be recalled in Chapter Six that three causes of death groupings were 
proposed. Again, in Chapter Four, the effect of category noise and the 
importance to training set with non-overlapping categories were discussed. 
This batch of experiments explored the effect of the regroupings on 
performance of our model.  
 
8.5 Results 
The meaning of a word is best known by the context in which it exists (Firth, 
1957) and this was evident in the results obtained from these experiments. 
Using various linguistic and statistically derived features, which have extra 
information about the individual words, we were able to achieve a significant 
Term D1 D2 
In p1t1 p1t1 
the p2t2 p2t2 
second p3t3 p3t3 
month p4t4 p4t4 
of p5t5 p5t5 
pregnancy p6t6  
labour   p6t6 
…   
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increase in the performance accuracy over the single words - the DWU in 
predicting cause of death. The effect of each of these features will be 
examined further now.  
 
8.5.1 The Effect of Part-of-Speech Tags 
We examined the effect of introducing PoS-tags as features.  
 
Table 8.1a Time-of-Death results: effect of PoS-Tags  
features percentage accuracy macro-average-f-measure 
DWU 45.8 0.43 
DWU+ PoS-Tags 46.8 0.44 
 
 
Table 8.1b Type-of-Death results: effect of PoS-Tags  
features percentage accuracy macro-average-f-measure 
DWU 30.3 0.25 
DWU + PoS-Tags 31.3 0.27 
 
Tables 8.1a and 8.1b show the performance obtained when the PoS-Tags 
feature was added to the DWU feature set: Time-of-Death (accuracy: 1% 
(46.8 - 45.8); macro-average-f-measure: 0.01 (0.44 - 0.43); p=0.3) and Type-
of-Death (accuracy: 1% (31.3 - 30.3); macro-average-f-measure: 0.02 (0.27 - 
0.25); p=0.1). As the figures suggest, there was a marginal increase in 
performance but not one statistically significant as the p-value suggests. 
  
8.5.2 The effect of Noun and Verb phrases 
We examined the effect of Noun and Verb phrases on the overall performance 
of our model when added as a feature to the DWU + PoS-Tags feature set 
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Table 8.2a: Time-of-Death results: effect of NounAndVerbPhrase  
features percentage accuracy macro-average -f-
measure 
DWU 
+ 
PoS Tags 
 
46.8 
 
0.44 
DWU 
+ 
PoS-Tags 
+  
NounAndVerbPhrase 
 
47.0 
 
0.45 
 
 
Table 8.2b: Type-of-Death results: effect of NounAndVerbPhrase  
 
features percentage accuracy macro-average -f-
measure 
DWU 
+ 
PoS Tags 
 
31.3 
 
0.27 
DWU 
+ 
PoS-Tags 
+ 
NounAndVerbPhrase 
 
31.3 
 
0.27 
 
 
Tables 8.2a and 8.2b contain the results obtained from the introduction of the 
NounAndVerbPhrase feature. As the results clearly demonstrate, there was 
no significant change in the results when compared against the results 
obtained prior to its addition to the DWU+PoS-Tags features. Time-of-Death 
(accuracy: 0.2% (47.0 - 46.8); macro-average-f-measure: 0.01 (0.45 - 0.44); 
p=0.47). No change in performance was observed for the Type-of-Death 
category. Also, even though a slight increase in performance was observed 
for the Time-of-Death category, this was highly insignificant as the p-value 
suggests.  
 
8.5.3 The Effect of Simplified Relative Word Positions 
We determined the effect of the simplified relative word position feature on the 
overall performance of our model.  
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Table 8.3a Time-of-Death results: effect of simplified relative word position  
 
features 
percentage 
accuracy 
macro-average-
f-measure 
DWU 
+ 
PoS-Tags 
+ 
NounAndVerbPhrase 
 
 
47.0 
 
 
0.45 
DWU 
+ 
PoS-Tags 
+ 
NounAndVerbPhrase 
+ 
Simplified-relative-word-position 
 
 
56.2 
 
 
0.55 
Table 8.3b Type-of-Death results: effect of simplified relative word position  
 
features 
percentage 
accuracy 
macro-average-f-
measure 
DWU 
 +  
PoS Tags 
+ 
NounAndVerbPhrase 
 
 
31.3 
 
 
0.27 
DWU  
+  
PoS-Tags 
+ 
NounAndVerbPhrase 
+ 
Simplified-relative-word-position 
 
 
 
36.4 
 
 
 
 
0.29 
 
 
Tables 8.3a and 8.3b show the results obtained after the introduction of the 
simplified relative word position feature to the DWU+PoS 
Tags+NounAndVerbPhrase feature set. Time-of-Death (accuracy: 9.2% (56.2 
- 47.0); macro-average-f-measure: 0.10 (0.55 - 0.45) ; p<0.001) and Type-of-
Death (accuracy: 5.1% (36.4- 31.3); macro-average-f-measure: 0.02 (0.29 - 
0.27); p<0.001). As the values suggest, there was a significant increase in 
performance for both Time-of-Death and Type-of-Death categories. 
 
8.5.4 The Effect of Collocation Extraction 
It was hypothesised that collocation based phrase extraction should enable 
the detection of phrases that are particularly used by respondents in 
describing symptoms and events of death. We investigated the effect of the 
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various levels as ranked by the collocation extraction algorithm on 
performance.  
 
Table 8.4a Time-of-Death results: effect of top-three collocates 
 
 
features 
percentage  
accuracy 
macro-average- 
f-measure 
DWU  
+  
PoS-Tags 
+ 
NounAndVerbPhrase 
+ 
Simplified-Relative-Word-Position 
 
 
56.2 
 
 
0.55 
DWU 
+ 
PoS+Tags 
+ 
NounAndVerbPhrase 
+ 
Simplified-Relative-Word-Position 
 + 
Top-One-Collocate 
 
 
 
56.8 
 
 
 
0.55 
 
 
 
 
 
DWU  
+ 
PoS+Tags 
+ 
NounAndVerbPhrase 
+ 
Simplified-Relative-Word-Position 
+ 
Top-One-Collocate 
+ 
Top-Two-Collocate 
 
 
 
57.5 
 
 
 
0.56 
DWU 
 +  
PoS Tags 
+ 
NounAndVerbPhrase  
+ 
Relative-Word-Position 
+ 
Top-Three-Collocate 
 
 
 
59.4 
 
 
 
0.57 
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Table 8.4b Type-of-Death results: effect of top-three collocates 
 
feature percentage 
 accuracy 
macro-average- 
f-measure 
DWU  
+  
PoS-Tags 
+ 
NounAndVerbPhrase 
+ 
Relative-Word-Position 
 
 
 
36.4 
 
 
 
 
0.29 
 
DWU+PoS-Tags 
+ 
NounAndVerbPhrase 
+ 
Relative-Word-Position 
+ 
Top-One-Collocate 
 
 
 
36.5 
 
 
 
 
0.29 
 
DWU  
+  
PoS-Tags 
+ 
NounAndVerbPhrase 
+ 
Relative-Word-Position 
+ 
Top-Two-Collocate 
 
 
 
37.2 
 
 
 
 
 
0.31 
 
DWU 
 +  
PoS Tags 
+ 
NounAndVerbPhrase 
+ 
Relative-Word-Position 
+ 
Top-Three-Collocate 
 
 
 
38.0 
 
 
 
0.36 
 
 
Tables 8.4a and 8.4b show the breakdown of the ranked collocates for Time-
of-Death and Type-of-Death categories respectively prior to and after the 
introduction of the collocation extraction based feature: Time-of-Death 
(accuracy: 3.2% (59.4 - 56.2); macro-average-f-measure: 0.02 (0.57 - 0.55); 
p<0.001).  Type-of-Death (accuracy 3.2% (38.0 - 35.4); macro-average-f-
measure: 0.02 (0.57 - 0.55); p=0.009). The figures show a significant increase 
in performance for both Time-of-Death and Type-of-Death. Also, in terms of 
breakdown, the tables show the contribution of the various best-ranked 
collocates and their effect on performance. A gradual progression of increase 
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in performance was observed from the introduction of the first to the third 
topmost collocates included in the feature set, which resulted in a significant 
overall increase in performance as demonstrated.  
 
8.5.5 The Effect of Cause of Death Category Regroupings 
This section examines the effect of re-grouping cause of death classes on 
performance of the classification models. This is based on all the features 
explored above.  
 
Table 8.5a Time-of-Death results: effect of category regroupings 
 
grouping percentage accuracy macro-average  
f-measure 
Groupings1 59.4 0.54 
Groupings2 65.6 0.65 
Groupings3 85.4 0.85 
Table 8.5b Type-of-Death results: effect of category regroupings 
grouping percentage accuracy macro-average 
f-measure 
Groupings1 38.0 0.36 
Groupings2 40.1 0.37 
Groupings3 46.3 0.39 
 
Tables 8.5a and 8.5b are results obtained from exploration of the impact of re-
grouping cause of death classes on performance of the classification models. 
As the tables demonstrate, significant improvements in performances were 
observed for both Time-of-Death and Type-of-Death. An initial increase in 
performance was observed between Groupings2 and Groupings1: Time-of-
Death (accuracy: 6.2% (65.6 - 59.4); macro-average-f-measure: 0.11(0.65 - 
0.54); p<0.0001). Type-of-Death (accuracy: 2.1% (40.1 - 38.0); macro-
average-f-measure: 0.01(0.37 - 0.36); p=0.008). A further significant increase 
in performance was observed when the performances of Groupings3 were 
compared against Groupings1: Time-of-Death (accuracy: 26% (85.4 - 59.4); 
macro-average-f-measure: 0.31(0.85 - 0.54); p<0.001) and Type-of-Death 
(accuracy: 8.3% (46.3 - 38.0); macro-average-f-measure: 0.3 (0.39 - 0.36); 
p<0.001). Also, a significant difference in performance was observed between 
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Groupings3 and Groupings1: Time-of-Death (accuracy: 19.8% (85.4 - 65.6); 
macro-average-f-measure: 0.30 (0.85 -0.65); p<0.001) and Type-of-Death 
(accuracy: 6.2% (46.3 - 40.1); macro-average-f-measure: 0.02 (0.39 - 0.37); 
p<0.001). This suggested that Groupings3 achieved the best performance.  
 
8.5.6  Overall Performance Achieved for Open Narrative Text 
In order to assess the overall performance accuracy obtained between the 
Time-of-Death and Type-of-Death levels of classification, we compared the 
performance difference between the baseline results and our best performing 
classification models (Groupings3).  
 
Table 8.6 demonstrates a significant increase in performance when compared 
with the performance obtained at baseline for the same groupings. Time-of-
Death (accuracy: 43.1% (85.4 - 42.3); macro-average-f-measure: 0.29 (0.25 - 
0.54); p=0.01) and Type-of-Death (accuracy: 21.8% (46.3 - 24.5); macro-
average-f-measure: 0.31(0.39 - 0.08) p =0.007). 
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Table 8.6 Overall performance comparisons: baseline vs. achieved for open narrative text  
 
 Level  percentage accuracy macro-average-f-measure 
 baseline achieved difference baseline achieved difference 
Time-of-Death 42.3 85.4 43.1 0.25 0.54 0.29 
Type-of-Death 24.5 46.3 21.8 0.09 0.39  0.30 
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8.6 Discussion 
The above results presented an interesting insight into the behaviour of the 
features and the amount of information they tended to contribute to the overall 
process of prediction. It can be inferred from the results that the most 
substantial increase in performance of the classifier was due to the simplified 
relative word position feature which tends to support the underlying intuition 
of our approach to generating these features as discussed earlier. The feature 
tended to effectively capture the patterns in the usage of words. It also 
suggested a certain pattern in the order in which these words are used in 
narrating the history of events. This feature appears to have an accurate 
representation and also mimics how physicians tend to navigate through the 
text when building up a mental picture of a given history in order to arrive at a 
judgement of the possible cause of death. 
 
 
It is important to note, however that this was a variation of the relative word 
position based features proposed in the literature for modelling Text 
Classification (Kudo and Matsumoto, 2004; Matsumoto et al., 2005) as 
previously mentioned. Those approaches required deep parsing and syntactic 
analysis of the sentence structure, which may also have thus required well-
formed sentences. However, our simplified approach did not need such 
detailed analyses of the sentences. We demonstrated that it was possible to 
represent the entire content of the document as a single string, and this 
presents useful information for Machine Learning algorithms to learn patterns 
from in the future. This was a particularly useful feature for ill-formed text in 
documents where deep linguistic analysis could not be achieved or remained 
problematic as demonstrated from the results of our experiments.  
 
The results shown above also demonstrated the usefulness of the topmost 3 
collocation extraction based feature. As hypothesised from the rationale and 
motivation for generating these features, this method enabled us to 
successfully identify and extract phrases that were indicative of the various 
causes of death, which resulted in performance improvements. Another 
significant characteristic observed about this feature was the relatively higher 
precision obtained compared to the corresponding recall and, consequently, 
narrowing the gap between recall and precision. Based on these findings it 
could be argued that the ranking and retrieving of the 3 topmost collocates 
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tended to capture a psycholinguistic phenomenon. Our results demonstrated 
the presence of this phenomenon in narrating causes of death as captured in 
the VA open narrative text. 
 
The relatively low improvements observed from the PoS tag patterns that were 
derived from linguistic analysis of the text demonstrated that the information 
obtained from PoS tags tended to contribute information required by a 
classifier. However, considering our hypothesis about the potential usefulness 
of noun and verb phrases in capturing multiword concepts, it was 
disappointing to observe no improvement in performance from the 
introduction of noun and verb phrase tag pattern feature set. However, the 
results obtained from the noun and verb phrase-based features tended to be 
consistent with other findings (Scott and Matwin, 1999) and so this area 
requires further investigations. 
 
Considering the noisy and rather unusual type of text being dealt with, there 
was the possibility that the features employed so far may have not been 
effective enough in discriminating between all causes of death. There is 
therefore the need for further exploration within the feature space of the 
narratives in order to improve on the performance obtained. This would 
include adaptation of the standard PoS taggers for this particular type of text. 
This was demonstrated by the PoS tagging experimental results obtained from 
the PoS tagger evaluation experiment we conducted (Danso et al., 2013a). It 
may be argued that the choice of the Brown corpus for training the PoS tagger 
was inappropriate considering the difference in text, which may have resulted 
in the poor performance of the linguistic features extracted from the output of 
the PoS tagger. It must however be pointed out that the choice was purely 
based on convenience as there was no linguistically annotated corpus readily 
available similar to the VA corpus. The possibilities of training the PoS tagger 
with a corpus that has linguistic annotations from either the VA or biomedical 
domain should be explored in order to observe the impact of these features 
on the overall performance of our model. For example, it would be interesting 
to see how the PoS tagger developed by Tsuruoka et al.(2005) for biomedical 
text performs on VA text. 
 
Several factors may account for the differences in performance accuracies 
observed between the two levels of classification: Groupings3, which was the 
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best performing model, had three and 10 categories for Time-of-Death and 
Type-of-Death respectively. Consequently, the amount of training data for the 
Time-of-Death category was bigger compared to the Type-of-Death category. 
As Banko and Brill (2001) demonstrated in their experiment on the effect of 
size of training data on performance of a Machine Learning algorithm, their 
experiment confirmed this phenomenon. Again, as discussed in Chapter Four, 
with regards to issues that tend to impact on Machine Learning algorithms, 
the prediction at the fined-grained (Type-of-Death) level requires features with 
greater discriminative abilities compared to the coarse-grained (Time-of-
Death) level categories. Considering the inherent problems that characterise 
the VA corpus as already discussed and summarised in table 6.2, this may 
have resulted in more overlapping and less discriminating features, which 
tended to pose problems for the Machine Learning algorithm at the fine-
grained level.  
 
We also acknowledge that the procedure regarding locally-semi-automatic 
approach to feature reduction in Chapter Seven and the collocation extraction 
based features should have been done on a separate training set for each of 
the 10-fold cross validation and not the whole corpus, to ensure terms 
extracted were mutually exclusive. We wish to state this as a limitation even 
though the difference in results may not be significant.  
 
 
8.7 Summary 
The objective of the work set out in this Chapter was to improve on the results 
obtained in Chapter Seven. Chapter Seven established the feasibility of 
predicting the cause of death from the open narrative part of VAs. This 
Chapter described experiments which that explored the feature space of the 
open narrative text, which resulted in significant improvements in performance 
over what was obtained in the previous Chapter.  
 
A detailed analysis and discussions were done on the behaviours and the 
effects of the various features that were employed in the development of the 
model. It was also found that the performance accuracy at the Time-of-Death 
level was relatively higher compared to the Type-of-Death level and the 
reasons that may have accounted for said difference were also discussed. 
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Areas that required exploration in order to improve on the current results were 
also discussed. 
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Chapter 9 
The integration of domain knowledge with linguistic and 
lexical-based features for Cause of Death prediction 
"Knowledge is of two kinds. We know a subject ourselves, or we know where we can find 
information upon it", Samuel Johnson  
9.1 Introduction 
In Chapter Eight we explored various features derived from the contextual 
information available in the open narrative text of VA documents. This 
contextual information was obtained through statistical and linguistics based 
approaches to analysis of the content of VA open narrative text. In other 
words, no specific domain knowledge was employed in obtaining these 
features.  
 
In this Chapter we consider information derived from the closed responses 
part of the VA. We argue that the closed responses part contains specific 
domain knowledge derived from physicians and VA experts. The rationale for 
this argument is that the questions are carefully designed to elicit information 
specific to the causes of death based on the knowledge physicians have about 
the diseases that result in the death. This includes associated signs and 
symptoms that may have led to the death of the individual.  
 
However, as explained in Chapter One, the closed questions are invariably 
limited in capturing all relevant information and existing automatic methods 
have also ignored the information available from the open narrative part. This 
Chapter explores the extent to which the integration of knowledge obtained 
from the both the closed response and the open narrative impacts on 
performance accuracy of our automated approach. To achieve this, two set 
experiments are described. The first set of experiments considered only the 
closed response part of the VA data which is referred to as VAModel2. The 
second set of experiments were based on the combination of the open 
narrative and closed response parts which is referred to as VAModel3. The 
experiments described in this Chapter are based on the model from Chapter 
Eight (SVM algorithm and Groupings3) due to it having been established as 
the best performing model. 
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9.2 Pre-processing and Feature Value Representation of Closed 
Response.  
It was demonstrated in Chapter Seven that there is a strong impact of feature 
value representation on the performance of Machine Learning algorithms. 
From this background, we began the experiments with investigation into the 
suitable feature value representation scheme for the closed responses part of 
VAs. We investigated two approaches in this experiment: dichotomised and 
nominal approaches. The dichotomised was one employed by Byass et al., 
(2006), where variables (features) were dichotomised as part of the pre-
processing step of classifier development. The dichotomised approach to 
representation tended to capture only positive responses to symptoms and 
ignore other response options captured. In contrast, the nominal approach 
took into account all information related to the options provided and collected 
them as part of the closed responses for training algorithms. The inclusion of 
all response options available was based on the hypothesis that those 
variables could contain additional information that may be relevant to a 
Machine Learning algorithm. We illustrated this with an example, as shown in 
Figure 9.2. All information relating to demographics was removed. Any other 
information was considered in building the model, which included the 
information (variables), recommended by WHO as the most relevant variables 
and used by some existing approaches (Byass et al., 2006). 
 
Was the baby born alive or dead 1. alive 2. dead 8.don't know 
Figure 9.1 options for closed response part of Verbal Autopsy 
 
Figure 9.1 shows a sample question contained in the closed response part of 
the VA questionnaire that sought to elicit information from a woman as to 
whether her child was born alive or stillborn with the various response options 
available. Our proposed approach adopted in this experiment represented the 
variables as captured on the VA questionnaire. 
 
 
 
Figure 9.2 WEKA arff file format of nominal feature representation 
@ATTRIBUTE BORNALIVE  {1,2,8} 
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Figure 9.3 WEKA arff file format of dichotomised feature representation.  
 
As Figure 9.2 demonstrates where all the options were considered in the 
feature value representation, the dichotomised approach considered only the 
alive option for the representation scheme with feature value 1 as shown in 
Figure 9.3. The other two options, dead and don’t know, are ignored. Two 
datasets were created based on these two approaches, which served as 
inputs to our SVM-based algorithm. 
 
9.3 Combination of Closed Response and Open Narratives Text 
This experiment aimed at exploring the extent to which open narrative text 
contributed to the overall performance accuracy of predicting cause of death 
from VA. Having established the effective feature representation scheme and 
the best performing feature set for the closed responses, we created a final 
dataset that combined the features extracted from the open narrative and the 
closed responses. The parameter settings and evaluation methods employed 
in conducting the experiments as described in Chapter Seven remained 
unchanged.  
 
9.4 Results 
9.4.1 Performance Comparison: Dichotomised vs. Nominal Feature 
Value Representation for Closed Response  
Table 9.1a Time-of-Death results: performance comparison-dichotomised 
vs. nominal representation schemes for closed responses 
representation scheme  percentage 
accuracy 
macro-average -f-
measure 
dichotomised  97 0.97 
nominal  96 0.96 
 
  
@ATTRIBUTE BORNALIVE  {1 } 
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Table 9.1b Type-of-Death results: performance comparison-dichotomised 
vs. nominal representation schemes for closed responses 
representation scheme percentage 
accuracy 
macro-average -f-
measure 
dichotomised  67 0.65 
nominal  77 0.75 
 
Tables 9.1a and 9.1b show the results obtained from an experiment that 
sought to compare the performance between the dichotomised and nominal 
representation schemes, applied to Groupings3. As the tables show, the 
performance for the dichotomised scheme was significantly better than the 
nominal approach for Time-of-Death (accuracy: 1 % (97 - 96); macro-average-
f-measure: 0.1 (0.00 - 0.96); p-value >0.001). In contrast, nominal performed 
significantly better than the dichotomised approach for Type-of-Death 
(accuracy: 10% (67 - 77); macro-average-f-measure: 0.10 (0.65 - 0.75); 
p<0.001).  
 
9.4.2 Performance Comparison: Open Narrative Text vs. Closed 
Response 
In this section we compare the performance achieved between the open 
narrative and closed response parts for both dichotomised and nominal 
representation schemes. We repeat the best results obtained for open 
narrative here to facilitate comparison. 
 
Table 9.2a Time-of-Death results: performance comparison- open narrative 
vs. closed response 
model  percentage 
 accuracy 
macro-average-f-
measure 
open narrative 85.4 0.85 
closed response - nominal 96 0.96 
closed response - 
dichotomised 
97 0.97 
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Table 9.2b Type-of-Death results: performance comparison- open narrative 
vs. closed response 
model percentage  
accuracy 
macro-average-f-
measure 
open narrative 46.3 0.39 
closed response - nominal 77 0.75 
closed response -dichotomised 67 0.65 
 
As tables 9.2a and 9.2b show, models based on the closed response part 
(both dichotomised and nominal representation schemes) performed 
significantly better than the open narrative for both Time-of-Death and Type-
of-Death. For the open narrative text and closed response part under the 
dichotomised representation scheme: Time-of-Death (accuracy: 11.6% (97 - 
85.4); 0.12 (0.97-0.85); p<0.001) and Type-of-Death (accuracy: 20.7% (67 - 
46.3); 0.26 (0.65 -0.39); p<0.001). Similar performance pattern was observed 
for the nominal representation scheme: Time-of-Death (accuracy: 10.6% (96 
- 85.4); 0.11 (0.96 -0.85); p<0.001) and Type-of-Death (accuracy: 30.7% (77 
- 46.3); 0.36 (0.75 - 0.39); p<0.001).  
 
9.4.3 Performance of Combined Model 
In this section we examine the combining of information obtained from the two 
sources: open narrative text and closed response part, referred to as 
VAModel3, the combined model. Our exploration considered the nominal 
representation for the closed response part because even though the 
dichotomised performance was better than nominal representation by 1% 
(p=0.002), nominal representation was demonstrated to be equally robust for 
Time-of-Death and even outperformed dichotomised for the Type-of-Death 
categories (p-value<0.001).  
Table 9.3a Time-of-Death results: combined model  
model percentage 
accuracy 
macro-average-f-
measure 
closed response - nominal 96 0.96 
 combined 96 0.96 
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Table 9.3b Type-of-Death results: combined model 
model percentage 
accuracy 
macro-average-f-
measure 
closed response - nominal 77 0.75 
combined 78 0.76 
 
Tables 9.3a and 9.3b show the performance obtained for the combined model 
for Time-of-Death and Type-of-Death respectively. It was observed that no 
change in performance was seen for Time-of-Death when compared against 
the closed response. However, although not statistically significant, a slight 
increase in performance was observed for Type-of-Death (accuracy: 1% (78 
- 77); 0.1 (0.76 - 0.75); p=0.09). We therefore examined this in detail at the 
category levels to gain insight into the results obtained. 
 
Table 9.4a Time-of-Death results: performance comparison - closed vs. 
combined by category 
 
Time-of-Death 
percentage accuracy macro-average-  
f-measure 
closed combined closed combined 
Neonatal 93 93 0.94 0.94 
PostNeonatal 94 95 0.93 0.93 
Stillbirth 99 99 0.99 0.99 
 
Table 9.4b Type-of-Death results: performance comparison closed vs. 
combined by category 
 
Type-of-Death 
percentage 
accuracy 
macro-average-f-
measure 
closed combined closed combined 
Neonatal_infection 68 71 0.69 0.70 
Prematurity 84 83 0.83 0.82 
Antepartum_stillbirth 93 92 0.92 0.92 
Intrapartum_stillbirth 86 87 0.87 0.88 
Pneumonia 61 64 0.60 0.63 
Diarrhoea 68 65 0.60 0.58 
PostNeonatal_other_infections 56 54 0.54 0.54 
Birth_asphyxia 82 82 0.79 0.79 
Neonatal_other_causes 37 36 0.43 0.43 
Malaria 47 47 0.49 0.50 
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Table 9.4a and 9.4b show the breakdown performance by classes of both 
Time-of-Death and Type-of-Death respectively for the combined model. The 
performance values obtained for the breakdown for Time-of-Death confirmed 
the results obtained in table 9.3a. In contrast, three different performance 
trends were observed for the Type-of-Death categories. Firstly, it was 
observed that there was an increase in performance for the combined model 
when compared with the closed response part only for: Neonatal_infection 
(accuracy: 3% (71 - 68); 0.1 (0.70 - 0.69); p=0.15); Intrapartum_stillbirth 
(accuracy: 1% (87 - 86); 0.1 (0.88- 0.87); p=0.26) and Pneumonia (accuracy: 
3% (64 - 61); 0.3 (0.63- 0.60); p=0.37). This suggested that open narrative 
text tended to improve performance for those cause of death classes. 
Secondly, no change in performance was observed between closed response 
and combined models for Malaria and Birth_asphyxia. This also suggested 
that there was no additional useful information obtained from the open 
narrative text for those cause of death classes. Finally, there was a reduction 
in performance accuracy of the combined model for other cause of death 
classes: Prematurity (accuracy: -1% (83 - 84); -0.1 (0.82 - 0.82); p-
value=0.07); Antepartum_stillbirth (accuracy: -1% (92 - 93); 0 (0.92-0.92); 
p=0.02); PostNeonatal_other_infections (accuracy: -2% (54 - 56); 0.1(0.61 - 
0.62); p=0.01); Diarrhoea (accuracy: -3% (65 - 68); -0.2(0.58 - 0.60); p<0.001); 
Neonatal_other_causes (accuracy: -1% (36 - 37); 0(0.43 - 0.43); p=0.13).This 
suggested the open narrative text did not add any useful information to the 
closed part but rather degraded the performance of the combined model.  
 
9.4.4 Error Analysis 
Our analysis has so far centred on the performance accuracy of the 
classification models. It is however imperative to examine the rate of 
misclassification in order to gain a better understanding of the performances 
of the models. As discussed in Chapter Four, false positive rates (FPR) allow 
us to perform an error analysis to determine the rate of misclassifications 
(Fawcett, 2006). A false positive suggests a prediction of cause of death that 
is not actually the cause. Thus, a good model is required to obtain a relatively 
low FPR. 
134 
 
 
 
Figure 9.4a Time-of-Death results: a comparison of FPR 
 
Figure 9.4b Type-of-Death results: a comparison of FPR 
Figures 9.4a and 9.4b show FPR of both combined and closed part models 
for Time-of-Death and Type-of-Death respectively. With regard to closed and 
combined models for Time-of-Death, it was observed that the misclassification 
rate for the closed response and combined model remained unchanged for 
Stillbirth (0.01). However, with regards to PostNeonatal category, there was a 
slight reduction in FPR for the combined (0.02) compared with closed (0.03), 
suggesting open narrative helped in avoiding some misclassification of 
PostNeonatal deaths. On the contrary, for the Neonatal category, there was a 
slight increase in FPR for the combined (0.03) compared to closed response 
(0.02), suggesting that a combination of open narrative and closed responses 
could result in some misclassifications.  
 
0.00 0.01 0.01 0.02 0.02 0.03 0.03
Neonatal
PostNeonatal
Stillbirth Combined
Closed
0.00 0.01 0.01 0.02 0.02 0.03 0.03 0.04 0.04 0.05 0.05
Neonatal_infection
Prematurity
Antepartum_stillbirth
Intrapartum_stillbirth
Pneumonia
Diarrhoea
PostNeonatal_other_infections
Birth asphyxia
Neonatal_other_causes
Malaria
Combined
Closed Response
False positive rate 
False positive rate 
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Similar patterns were observed in the Type-of-Death categories as Figure 
9.6b demonstrates. The combined model obtained slightly less FPR when 
compared to the closed, suggesting some benefit of open narratives in 
avoiding misclassifications for these classes: Malaria (combined (0.020); 
closed (0.021) ); Neonatal_other_causes (combined (0.020); closed (0.026) ); 
PostNeonatal_other_infections ( combined (0.041); closed (0.045) ) and 
Diarrhoea ( combined (0.015); closed (0.016) ), Antepartum_stillbirth 
(combined (0.033); closed (0.030) ). However, there were some marginal 
increases in the misclassification rate of the combined compared to the closed 
response model, suggesting that open narrative tends to cause some 
misclassification for some other category: Pneumonia (combined (0.032), 
closed (0.024) ), Intrapartum_stillbirth (combined (0.024), closed (0.032) ) and 
Neonatal_infection (combined (0.036), closed (0.034) ). No misclassification 
was observed between combined and closed for Birtt_asphyxia category.  
 
9.5.5 Model Reliability Test 
The 10-fold cross validation approach used in this research raises questions 
about the reliability of the models, considering the characteristics associated 
with the k-fold cross validation methods as discussed in the Chapter Four. In 
view of this argument, it is imperative to know the reliability of the models on 
different datasets and settings. To determine the reliability of our models we 
employed the kappa statistic to measure whether the level of agreement 
between the models and the gold standard was due to chance (Fielding and 
Bell, 1997). Table 9.5 gives a summary of the kappa based on Groupings3 
results. 
Table 9.5a Time-of-Death comparison of kappa statistic values 
 
Model Kappa statistic 
Baseline 0.0 
Open narrative  0.53 
Closed response 0.94 
Combined  0.94 
 
Table 9.5b Type-of-Death comparison of kappa statistic values 
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Model Kappa statistic 
Baseline 0.0 
Open narrative  0.4 
Closed response 0.71 
Combined  0.75 
 
Tables 9.5a and 9.5b show the kappa statistic values obtained for the various 
models. As the values suggest, in terms of Time-of-Death, the level of 
agreement was the same for both closed and combined models, each 
obtaining 0.94 whilst the open-narrative-based model also obtained a kappa 
score of 0.53. With regards to Type-of-Death, the combined model obtained 
a kappa score of 0.75 whereas the closed response model obtained 0.71. The 
open narrative also demonstrated a moderate agreement (0.4), which is better 
than the majority baseline (0.0). These values are discussed in section 9.6.4. 
 
9.6 Discussion 
9.6.1 Performance Difference: Closed Response Feature Value 
Representation  
The results obtained from the experiments tend to confirm our rationale for the 
need to accurately represent the responses to the closed questions for VA. 
Based on the results, it could be argued that the dichotomised representation 
scheme has the potential of missing information required by the Machine 
Learning algorithm, especially at the fine-grained level where detailed type of 
death information is critically needed. This scheme presented only positive 
responses. For example, Byass et al.(2006) method required that duration of 
illness must be calculated based on the definitions and cut-offs for acute (less 
than two weeks) and chronic (more than two weeks) for fever. In contrast, the 
nominal representation scheme was demonstrated to contain more 
information relevant to the Machine Learning algorithm. This enabled true 
patterns of response to be generated and learned by the algorithm. It is our 
view that this is an important and novel research finding for all automatic 
approaches to predicting cause of death from VAs. 
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9.6.2 Performance comparison: open narrative vs. closed response 
The relative higher performance accuracy obtained by the closed response 
part of the VA seems natural due to the following reasons:  
 As indicated, the closed response questions were carefully designed by 
the domain experts to elicit information about signs and symptoms that 
were specific to a given cause of death. The responses to the targeted 
questions were indicative of the diseases that caused the death. 
 
  The level of noise for the closed responses could be relatively low 
compared to the open history. The closed response part had fewer options 
to select from, making it relatively less prone to the introduction of noise 
into the feature space. It must however be pointed out that the limitation of 
closed response remains; the inability to capture all relevant information 
as we have partially demonstrated from the results obtained. 
Furthermore, the results obtained from the open narrative demonstrated the 
potential that exists in the use of the narratives as an alternative in predicting 
causes of death. The current results are characterised by several factors 
which may have affected the performance of the Machine Learning algorithm 
as discussed in Chapter Five of this thesis. Some of the striking problems may 
have contributed significantly to the performance accuracy and these include: 
 
 There was a lack of standardisation of the language used in the reporting 
of VA. This can be put into context when compared with the language used 
in other biomedical settings. The language used in the biomedical setting 
was constrained by the limited vocabulary of that domain. This was 
however not the case in the VA domain as discussed in Chapter Six and 
Seven. 
 
 The large proportion of contextual spelling errors observed in the VA open 
narrative could also account for the relatively low performance. Even 
though our transcription software had inbuilt spell-checker which was 
adapted from Microsoft Office word processing software, this was found to 
be ineffective upon visual inspection of a sample text as it was heavily 
dependent on the judgement of the user for correction which was 
problematic considering the large scale and the volume of the 
transcription. For example a user could mistakenly make a wrong choice 
from the list of words provided by the transcription software. As a further 
check we employed the noisy channel spelling correction algorithm to 
automatically correct any errors, but this resulted in lower performance 
accuracy. This could have been due to high false positive corrections that 
were automatically made by the algorithm. For example, spell correction 
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of a wrongly spelt "vergina" resulted in "virginia" as opposed to "vagina", 
which in turn had an adverse impact on the algorithm. Further pre-
processing such as carrying out a much more complex spell correction 
might improve the current results. Also contextual spelling errors could not 
be detected. 
 
Again, it could be argued that the open narrative corpus currently lacks 
additional knowledge apart from the domain knowledge derived from the 
cause of death annotation by the physicians. There is an additional need for 
annotations which could be obtained from the corpus through semantic 
analysis and further annotations of concepts in the text. For example the 
GENIA corpus had various annotations: Part-of-Speech; co-references; 
semantic classes and syntactic information (Tateisi et al., 2005). These 
annotations tended to make the GENIA corpus more useful, which in turn led 
to an improved performance accuracy of GENIA corpus trained models. 
Similar schemes could be adopted to enrich the VA corpus with the aim of 
improving the performance accuracy of VA trained models. 
 
Nevertheless, with these limitations and in the absence of additional 
information, it can be argued that the current performance obtained by the 
open narrative model suggests a viable alternative or complementary 
approach to the closed response approach to predicting cause of death.  
 
9.6.3 The Benefit of Domain Knowledge from Cause-of-Death Re-
Groupings 
The results obtained from the re-groupings further underscored the need for 
more domain knowledge in model development in order to improve on the 
performance accuracy. It is therefore not surprising that among the three 
groupings employed in our experiments, Groupings3, which was created with 
inputs from domain experts at the LSHTM, turned out to be the best 
performing one among the three groupings. This grouping contained 
additional information which further removed some of the category noise that 
may have been introduced during annotation and re-groupings, which could 
have caused some side-effects for the learning algorithm as discussed in 
Chapter Four.  
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9.6.4 Prediction Errors and Model Reliability 
The lack of standardised language and the vague expression of medical 
concepts, as discussed in Chapter Six, could account for the relatively higher 
misclassification rate observed for the open narrative. These expressions 
lacked precision which resulted in overlapping concepts. As discussed in 
Chapter Five, these overlapping features were potential sources of noise, and 
this could have been problematic for the learning algorithm when it was 
attempting to clearly determine the decision boundaries for the various causes 
of death within the feature space. Consequently, this resulted in the variance 
phenomena discussed in Chapter Four. One possible solution to this problem 
would be to acquire more training data as pointed out by Friedman (1997). 
 
Furthermore, the relatively low misclassification rate observed for the closed 
response part and the combined models suggests carefully tailored questions, 
which are guided by the domain knowledge of medical experts. However, the 
relatively low misclassification rate observed for some categories of the 
combined model compared to the closed response model tends to suggest 
that open narrative can be useful in avoiding a high rate of misclassification. 
Intuitively, this makes sense and is somewhat expected since the open 
narrative should contain contextual information helpful to the classifier. On the 
contrary, in cases where the relatively high misclassification rate was 
observed for combined compared to the closed, additional pre-processing and 
feature engineering would be needed. For example, carrying out a feature 
reduction as a prior step to training the classifier would be a useful step. It 
would therefore be interesting to examine this in detail using other 
Computational Linguistics methods to explore this further. 
 
With regards to the reliability of the models, Hripcsak and Heitjan (2002) 
suggested that kappa values lay between 0 and 1, where 0 was an indication 
of agreement by chance and 1 suggested a perfect agreement. However, 
negative values were also obtainable, and they indicated disagreement 
(Hripcsak and Heitjan, 2002). Moreover, the reliability of the model as 
determined by the kappa statistic values obtained could be interpreted and 
contextualised using the grading system proposed by Landis and Koch (1977) 
for the biomedical domain. The values obtained by the models suggested that 
all predictions were not by chance as per the grading system; the open 
narrative obtained a moderate agreement (0.4) whereas the closed response 
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and the combine models value suggested a significant to excellent agreement 
(0.71) and (0.75) respectively. 
 
Notwithstanding the kappa values obtained, Hripcsak and Heitjan (2002) 
cautioned that these values should be interpreted with a careful consideration 
of the domain and the context. For example, the average level of agreement 
between physicians obtained for this dataset, which is the same dataset used 
for this research, was 0.64 (0.1 - 0.9) as reported by Edmond et al.(2008). 
Also, the level of agreement observed using the interVA methods (Byass et 
al., 2006) to predict causes of death using the closed responses part was only 
kappa = 0.4. This validation was done during a workshop to review and 
analyse infant death using physicians and InterVA version four, organised by 
the World Health Organisation in Geneva. Considering the available results 
obtained from different approaches on the same dataset, it is evident that the 
results obtained are contextually reasonable and comparable to other studies 
within the VA domain, where low agreements tend to be reported (James et 
al., 2011). However, a direct comparison between our results obtained from 
our research and other studies is not a straightforward process due to the 
differences that exist between the causes of death categories. For example 
our results contained a fined-grained stillbirth sub-category, which was usually 
not reported or was combined and reported as stillbirth by other automated 
approaches.  
 
9.7 Summary 
This Chapter explored the extent to which integration of knowledge derived 
from domain experts such as physicians would help contribute to improving 
the performance accuracy of our models. From the model developed in 
Chapter Eight, which was based on only open narrative text of VA, two 
additional models were developed: one was based on only closed response 
and the other based on a combination of both open narrative and closed 
response. It was argued that the closed response model was considered to 
contain domain specific knowledge whereas the model based on the open 
narratives contained contextual information obtained from the information 
provided by the respondents. The third model, which was based on the 
combination of feature sets from the two models enabled us to observe the 
differences in performance in order to assess the impact of the information 
obtained from the open narrative  response on performance and vice versa. 
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We proposed a nominal feature value representation scheme for the closed 
response part as an alternative to the dichotomised approach employed by 
the existing automatic approaches to VA analysis discussed in Chapter Two. 
It was observed that our proposed scheme outperformed the dichotomised 
representation at the Type-of-Death level with competitive performances at 
the Time-of-Death level. The reasons that account for this were discussed.  
 
Additionally, various performance measures were explored to determine the 
performance of the models. It was shown that the model based on closed 
response on average outperformed the model based on the open narrative, 
with a marginal increase in performance for the combined model. However, a 
detailed analysis carried out also revealed the benefit of integrating 
information from open narrative and closed responses. For example, a 
combination of closed and open narrative was demonstrated to be beneficial 
for Postneonatal deaths at Time-of-Death level and Neonatal infections and 
Intrapartum stillbirth at the Type-of-Death level. 
 
Finally, it was also demonstrated that cause of death category labels 
developed based on domain knowledge tended to remove some noise that 
could exist, which resulted in further improvements in performance.  
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Chapter 10 
Conclusions and Future Work 
“If we knew what it was we were doing, it would not be called research, would it?” 
Albert Einstein 
 
10.1 Introduction 
Automatic prediction of cause of death from VA remains an active research 
area due to its potential benefits to healthcare in general and developing 
countries in particular, where VAs are predominately employed. We begin this 
Chapter by providing a summary of the issues discussed in the various 
Chapters of this thesis. 
 
Furthermore, the aims, objectives and main contributions of the PhD research 
as outlined in Chapter one are assessed to demonstrate how these were 
achieved. This Chapter finally draws conclusions from the experiments carried 
out and provides suggestions on some potential future work that could be 
carried out to improve on the results obtained from this research. 
 
10.2 Summaries of Chapters 
10.2.1 Chapter 1 
In Chapter One, we set the scene for the research project discussed in this 
thesis. A brief introduction to the domain of VAs was given, which led to the 
discussion in relation to the rationale and the motivation for the research 
project. The aims and objectives for the project were outlined, as well as the 
novelty and the contributions of this thesis to various research groups and 
also the impact on VA research.  
 
10.2.2 Chapter 2 
This Chapter provided a survey of the VA domain; an overview was given, 
which described the data collection processes and the various uses of VA 
information. A comprehensive survey of the literature was also carried out, 
which focused on the existing automatic approaches and how these 
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approaches differ from our approach, which is formulated as a Text 
Classification problem. 
 
10.2.3 Chapter 3 
In Chapter Three we explored the various approaches and processes to Text 
Classification. We particularly focused on the feature engineering phase of the 
process and identified proven methods and techniques available from the 
literature for extracting and representing features for classification of textual 
data. This Chapter concluded by conducting a survey of studies that had 
applied these techniques within the biomedical domain and text originating 
from different settings within that domain.  
 
10.2.4 Chapter 4 
In Chapter Four we explored the field of Machine Learning and the various 
Machine Learning algorithms employed in carrying out classification tasks. 
We further surveyed the literature to identify various evaluation metrics that 
were employed in determining the performance of a given Machine Learning 
algorithms and their overlaps in performance evaluation. Finally, the various 
issues that tend to adversely impact on the performance of Machine Learning 
algorithms were discussed. 
 
10.2.5 Chapter 5 
This Chapter was concerned with the surveillance system that was 
established as part of a large scale field trail which ran over a nine year period 
to facilitate the identification of the deaths which enabled the VA corpus to be 
built. A detailed description of the methods employed to generate and manage 
the VA was provided in this Chapter. We further examined the original causes 
of deaths that were obtained as part of the corpus and proposed three 
groupings based on the classification scheme originally employed and also 
advice from domain experts. These groupings formed the basis of our 
experiments.  
  
10.2.6 Chapter 6 
In Chapter Six, we carried out an analysis of the VA corpus: a detailed 
description of the language was given and the issues and their implications 
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for computational research were discussed. The issues identified in this 
Chapter informed the methodology employed in carrying out the research and 
these are subsequently summarised. 
 
10.2.7 Chapter 7 
In this Chapter we reported the initial work that was carried out to explore the 
problem space of VAs. The objectives were to determine the suitability of the 
various Machine Learning techniques identified in the course of the literature 
survey as previously discussed. The experimental results suggested the 
SMO, which is a refinement of the Support Vector Machine, as the most 
suitable Machine Learning algorithm for this VA domain among other popular 
algorithms such as the Naive Bayes and Random Forest. Various feature 
value representation schemes were also explored: Binary, Term Frequency, 
Normalised Term Frequency (NTF) and TFiD. The experimental results 
suggested NTF as the best performing representation scheme for the VA 
domain. The Chapter further described another experiment which aimed to 
identify the most predictive words for each cause of death category based on 
the log-likelihood statistical measure, referred to as locally-semi-automatic 
method feature reduction strategy. This was compared with String-matching 
and Information Gained; the locally-semi-automatic approach was 
demonstrated to have achieved better performance. 
 
10.2.8 Chapter 8 
This Chapter discussed experiments conducted to further improve on the 
performance accuracy obtained from the previous experiments. The model 
developed from this set of experiments was referred to as VAModel1.  The 
motivation and the choice of features were discussed. Furthermore, a detailed 
analysis of the behaviour and impact of the various features on the 
performance were conducted. It was observed that the simplified relative word 
position feature, which potentially captures the sequential order of words in 
the text and phrases extracted through collocation bigram based on ranked 
log-likelihood statistics (Dunning, 1993), was relatively the best performing 
feature. This was based on the top-3 ranked words from the collocate list, 
which also contributed significantly to the overall performance. The less 
performing features such as noun and verb phrase patterns were also 
observed and the reasons for their underperformance were discussed. In 
summary, this Chapter achieved the first aim set out in this thesis which was 
145 
 
to establish the feasibility of predicting cause of death from the open narrative 
text of VA.  
 
10.2.9 Chapter 9 
This Chapter reported on experiments conducted to establish the second aim 
set out in this research project, which was to assess the extent to which the 
open narrative could contribute to the performance accuracy of predicting 
causes of death from VA. To be able to carry out this assessment, there was 
the need to determine the performance accuracy obtainable using only the 
closed responses part of the VA data, called VAModel2. However, prior to this, 
initial experiments was conducted to determine the suitable feature value 
representation scheme (nominal) for the closed responses of which our 
proposed scheme outperformed the existing representation schemes 
(dichotomised). Our proposed scheme allowed all valid values to be 
represented as nominal, which differed from schemes employed by almost all 
the existing automatic approaches, where the responses were dichotomised 
(Flaxman et al., 2011; Byass et al, 2010). This Chapter further presented and 
discussed the performance difference observed between the models based 
on open narrative, closed response and a combination of the two sources 
called VAModel3. It was further established from the results that domain 
specific knowledge contributed to an increase in the performance of a 
Machine Learning algorithm, for example by carefully selecting features or 
variables based on advice from VA experts. Subsequently, it was further 
argued that the closed questions represented some form of domain 
knowledge since these were developed by physicians with experience in VA 
research, and this resulted in the closed response achieving a relative better 
performance over the open narrative. 
 
10.3 Research Aims and Objectives: Stock Taking 
Chapter One outlined the main research aims and objectives we intended to 
achieve in this research as follows: 
 
10.3.1 Aims 
We aimed to establish the feasibility of automatically predicting cause of death 
from VAs open narrative text. The cause of death was categorised into two 
levels. Time-of-Death was concerned with the period in which the death 
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occurred. This level of death information is crucial for health planners and 
researchers. The second level was concerned with the feasibility of prediction 
of Type-of-Death categories, which contain additional information about the 
type of disease or illness that led to the death. This aim was achieved through 
a series of experiments described in Chapter Seven and Eight of this thesis. 
An overall performance accuracy between baseline and achievement for 
Time-of-Death (accuracy: 43.1% (85.4 - 42.3); macro-average-f-measure: 
0.29 (0.25 - 0.54); p=0.01) and Type-of-Death (accuracy: 21.8% (46.3 - 24.5); 
macro-average-f-measure: 0.31(0.39 - 0.08) p =0.007) was recorded. 
Additionally, a reliability test using kappa statistic also suggested a value of 
approximately 0.53 and 0.4 for Time-of-Death and Type-of-Death 
respectively. These values suggested that the performance accuracies 
obtained were not by chance (Hripcsak and Heitjan, 2002).  
 
The  second aim of this research was to determine the extent to which 
information obtained from the open narrative text part of VA could improve the 
accuracy of automatic prediction of causes of death. In Chapter Nine, we 
described experiments carried out to achieve this aim. The results obtained 
suggest  that information contained in the open narrative text has the potential 
to improve prediction accuracy for some causes of death categories whereas  
information contained in the closed-response part is enough for other 
categories. For example, it was observed from the results that a combination 
of the sources of information led to an improvement in accuracy for Neonatal 
infections and Intrapartum stillbirth. However, it was pointed out that these 
results were inconclusive as there was more room for research and 
exploration of the open narrative text space, something which is discussed 
later in this Chapter.  
 
10.3.2 Objectives 
One of the objectives set out to be achieved in this research was to build a 
corpus of VA text to serve as a resource for research. In Chapter Six, a 
detailed description was given regarding how a corpus of 2.5 million words 
had been built. This corpus could be used in other language research to 
further explore areas of interest once ethical issues related to its use have 
been cleared. 
 
147 
 
Another objective that has been achieved is the findings regarding the 
Machine Learning algorithms and techniques suitable for the VA domain. This 
is the only research that has extensively investigated the various factors that 
impact on the performance of a Machine Learning based prediction model: 
algorithms; feature value representation and feature reduction strategy. For 
example, even though Machine Learning algorithms such as the Random 
Forest have previously been explored (Flaxman et al., 2011), this research 
proposed an SVM based method, which has been demonstrated to be 
superior to Random Forest and a viable Machine Learning algorithm for the 
VA domain. The experiments and the findings were subsequently discussed.  
 
We also set out to investigate the features and methods for extracting suitable 
features in order to predict causes of death from VAs open narrative text. 
Considering the fact that over 40 countries around the world use VAs with 
different language and settings, one of the motivations was to investigate 
features that could be replicated in other languages and settings. The 
objective was therefore to identify features that would be language 
independent. In Chapter Eight, we described the statistical and linguistic 
based approaches that were employed to identify and extract features used 
in building our prediction model. These features could be considered language 
independent and theoretically, should be applicable in different language 
environment and settings. However, this could not be tested and thus could 
be explored in future work. 
 
Another objective that was set out was to disseminate the findings through 
various forums: journal publications, conference proceedings, workshops and 
seminars. Presentations were made at six conferences to both Corpus and 
Computational Linguistics audiences and researchers as well as VA 
researchers and practitioners.  
 
10.4 Implications for Current Practices 
The open narrative text has been an integral part of the information collected 
for VA and has been used in determining the cause of death by physicians. 
However, as indicated in Chapter Two recent development of automatic 
approaches has so far been limited to the closed response part of the VA 
information. Consequently, there is a growing interest in how the information 
contained from the open narrative could be exploited using automated 
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approaches. The results obtained from this research have demonstrated the 
feasibility of automatically predicting from the open narrative of VA. This offers 
an alternative to predicting cause of death using the closed response only. 
Also, similar to the physician approach, this research has demonstrated the 
feasibility of using the open narrative as a complement to the closed response 
for automated approaches. 
 
However, the potential implementation of this research is dependent upon the 
quality of the open narrative text. This implies the need for the establishment 
of a robust data collection system that will ensure the open narrative text that 
is generated is of good quality. For example, lack of standardised language 
used in reporting VAs was found to be critical for our Machine Learning 
approaches. This requires the development of some glossary of terms and 
training of data collectors to use. The current collection process for the open 
narrative could be improved, and in turn could improve on the quality of the 
text and efficiency. 
 
It must be pointed out that efforts are already being made by VA researchers 
in this regard. For example, at the 2nd Global Congress on VA (14 – 16 
October 2014, Rhodes, Greece)1, where we also presented a talk titled 
“Machine Learning approaches to predicting cause of death from verbal 
autopsy open narrative text: the vector method”, a recent pilot study was also 
presented by other groups of researchers, which aimed at exploring the 
possibility of reducing the amount of text an interviewer would write during a 
VA interview. They proposed a checklist of relevant symptoms which would 
be checked by the interviewer whenever a respondent mentioned any of those 
symptoms found on the check list during narration. This approach could cut 
down on the amount of text and eventually reduce the amount of errors in text.  
 
However, the proposed approach poses practical challenges for the 
interviewers such as cognitive pressures in processing and recording the 
information at the same time without losing some of it in the process. It also 
requires a relatively higher level of education and skills set to be able to 
function effectively, which is mostly unavailable in the settings where VA is 
                                            
1http://globalva.org/conference-agenda 
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employed. It is therefore imperative to explore other cost effective and efficient 
methods of collecting the open narrative without compromising on its quality. 
For example, the method of a data collector manually writing the interview on 
the form before it is transcribed onto a computer for processing could be 
eliminated by taking advantage of voice-to-text technology. Other 
technological options could be explored in this regard. 
 
10.5 Limitations and Future Work 
10.5.1 Corpus Sample Size and Generalizability 
The results obtained from the experiments are based only on the infant 
corpus, which comprises of stillborn and children up to one year of age. Also, 
as indicated, this corpus is a sample collected from only seven districts in 
Ghana. Even though our approach aimed at developing a model that would 
be generalizable in different contexts and settings, something which the 
results obtained and the kappa statistics values suggest is true, we do 
acknowledge that this remains a limitation until further experiments can be 
carried out to determine the generalizability of our approach.  
 
Also, as indicated, in the absence of a large training set, our experiments 
employed the stratified 10-fold cross validation approach to evaluate the 
performance of our models. Although 10-fold cross validation has been 
established as a valid approach that tends to produce results comparable to 
results obtained from unseen data (Kohavi, 1995), we wish to state this as a 
limitation until an independent test data set is used for further testing.  
 
Furthermore, it was noted in Chapter Three that over 40 countries employ VA 
as an approach to determining cause of death. There is therefore an 
opportunity for further validation studies to assess the performance within 
multinational and multi-cultural settings. This would help to improve on the 
current performance and the generalizability, which would result in obtaining 
a model that is compatible with varying contexts. 
 
10.5.2 Further Annotations of Corpus 
Our current VA corpus is annotated at the document level, which limits the 
potential usefulness of the corpus. For example, in Chapter Six we pointed 
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out that the GENIA corpus has been employed in carrying out numerous 
studies outside the purpose for which it was originally built due to the various 
levels of annotation that have been incorporated (Kim et al., 2003). For 
example,Tsuruoka et al. (2005) aimed at improving the usefulness of the 
GENIA corpus by incorporating annotations of syntactic structures into a 
subset of the corpus. The potential exists to establish further types of 
annotation over the VA corpus for further annotations in order to improve its 
usefulness for NLP research.  
 
10.5.3 Opportunities for Further NLP and Machine Learning Research 
In Chapters Seven and Eight, we identified some of the opportunities for 
further research in the area of NLP and Machine Learning. We demonstrated 
that the current state-of-the-art PoS taggers could not achieve the 97% 
accuracy, which is the performance required as a component of an NLP 
system. Our results suggested the current best performing PoS tagger 
achieved 83 % accuracy, which demonstrated a clear need for adaptation and 
an evaluation study into how these taggers could be improved on the VA text. 
For example, Tsuruoka et al.(2005) again demonstrated the need to adapt a 
general purpose PoS tagger to be able to achieve the required performance 
accuracy for biomedical text. Similar approaches could be explored and a PoS 
tagger developed for VA text. 
 
Furthermore, this research employed a supervised Machine Learning 
approach to predicting causes of death from VA. However, other Machine 
Learning paradigms exist which could be explored and results compared. For 
example, considering the expensive and time consuming task of acquiring a 
gold standard dataset, unsupervised Machine Learning and semi-supervised 
methods could be explored as an alternative (Gentleman and Carey, 2008) 
and the results compared to those obtained in this research. Also, cost 
sensitive learning could be explored to ensure rare categories that are not 
equally represented by Machine Learning algorithms are not ignored, as 
discussed in Chapter Four. 
 
10.5.4 Further Exploration of Feature Space 
As has been pointed out throughout this thesis, this research established the 
feasibility of predicting cause of death from the open narrative text of VAs. It 
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is therefore imperative to note that more work is required to fully exploit the 
information available in the open narratives. This would require further feature 
engineering approaches to the exploration of the feature space of the open 
narratives. For example, the features explored in our experiments have been 
limited to only information derived from the VA text. Therefore, information 
could be obtained from external sources such as specialised ontology for VAs, 
which could be developed and used to further improve on the performance. 
The use of information obtained from external sources to enhance the 
performance of text classification models has been proven to be a useful 
approach (Gabrilovich and Markovitch, 2006). However, considering the fact 
that VA text is obtained from informal settings makes it problematic to employ 
existing resources such as ontologies as part of its model development. This 
problem has been recognised and been addressed by Smith and Fellbaum 
(2004). They addressed this problem by developing an ontology, called 
Medical WordNet, which aimed at bridging the language gap between the 
variations and vocabulary differences between experts and non-experts within 
the medical domain. This is to facilitate the development of NLP solutions and 
research within the domain. This approach could be explored within the 
context of VA. 
 
10.5.5 Other Uses of the Verbal Autopsy Corpus 
Adolphs et al.(2004) employed corpus based approaches and conversation 
analytics methods to explore the communications between health advisors 
and nurses and care seekers over telephone conversations within the United 
Kingdom's National Health System. This study helped in revealing operational 
issues regarding strategies employed by health advisors during interactions. 
The VA corpus allowed some of these approaches to be explored. This could 
serve as a means to identifying interactions between interviewers and 
respondents during VA data collection. For example cultural issues 
surrounding deaths could better be understood using corpus based methods.  
 
10.6 Summary 
In summary, this Chapter has given an overall summary of the motivation, 
aims and objectives of this research project as reported in this thesis. This 
research project has demonstrated the value of open narrative text, which has 
been ignored by automatic approaches to predicting cause of death from VAs 
till date. We also demonstrated the benefits of combining information from two 
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sources: closed responses and open narratives text sections of VAs. This was 
a novel contribution to the research community and practitioners of VAs such 
as the World Health Organisation.  
The Chapter also outlined a potential research direction that could be explored 
in order to improve on the current results. Finally, we also suggested other 
potential uses of the VA to answer interesting research questions that will 
again be beneficial to the users of VAs around the world.  
 
 
153 
 
List of References 
Adolphs, S., Brown, B., Carter, R., Crawford, P. and Sahota, O. (2004). 
Applying Corpus Linguistics in a health care context. Journal of Applied 
Linguistics,1:9-28. 
 
Agrawal, A. J. and Kakde, O. (2013). Semantic analysis of natural language 
queries using domain ontology for information access from database. 
International Journal of Intelligent Systems and Applications, 5(12):81-
90. 
 
Akbani, R., Kwek, S. and Japkowicz, N. (2004). Applying Support Vector 
Machines to imbalanced datasets. Machine Learning Lecture Notes in 
Computer Science. Springer 3201:39-50 
 
Amor, N. B., Benferhat, S. and Elouedi, Z. (2004). Naive Bayes vs. Decision 
Trees in intrusion detection systems. Association for Computing 
Machinery,pp420-424. 
 
Anthony, L. (2005) Antconc: Design and development of a freeware corpus 
analysis toolkit for the technical writing classroom. Professional 
Communication Conference, Tokyo, Japan. Institute of Electrical and 
Electronics Engineers, pp729-737. 
 
Atla, A., Tada, R., Sheng, V. and Singireddy, N. (2011). Sensitivity of different 
Machine Learning algorithms to noise. Journal of Computing Sciences 
in Colleges. 26:96-103. 
 
Atwell, E. S., Hughes, J., and Souter, D. C. (1994). Amalgam: Automatic 
Mapping Among Lexicogrammatical Annotation Models. In: The 
Balancing Act: Combining Symbolic and Statistical Approaches to 
Language-Proceedings of the Association for Computational 
Linguistics Workshop. Association for Computational Linguistics. pp21-
20 
 
Bailly-Bechet, M., Bradde, S., Braunstein, A., Flaxman, A., Foini, L., and 
Zecchina, R.(2009). Clustering with shallow trees. Journal of Statistical 
Mechanics: Theory and Experiment, 12:12010. 
 
Banko, M. and Brill, E. (2001). Mitigating the paucity-of-data problem: 
exploring the effect of training corpus size on classifier performance for 
natural language processing. Proceedings of the First International 
Conference on Human Language Technology Research, San Diego: 
Association for Computational Linguistics.pp1-5 
 
Bates, M. (1995). Models of natural language understanding. Proceedings of 
The National Academy of Sciences, 92(22):9977-9982. 
 
Bellman, R. (1957). Dynamic programming. Princeton, NJ: Princeton 
University Press 
 
154 
 
Biber, D. and Barbieri, F. (2007). Lexical bundles in university spoken and 
written registers. English for Specific Purposes, 26:263-286. 
 
Bilenko, M., Basu, S. and Mooney, R. J. (2004). Integrating constraints and 
metric learning in semi-supervised clustering. Proceedings of The 
Twenty-First International Conference on Machine Learning, Banff, 
Alberta, Canada: Association for Computing Machinery,pp11-19 
 
Bontcheva, K., Cunningham, H., Roberts, I. and Tablan, V. (2010). Web-
based collaborative corpus annotation: requirements and a framework 
implementation. New Challenges for Natural Language Processing 
Frameworks, Valletta, Malta. [Accessed 17th March 2015]. Available 
from: https://gate.ac.uk/sale/lrec2010/teamware/teamware-lrec10.pdf 
 
Box, GP, Hunter, WG, and Hunter, JS (1978), Statistics for experimenters: an 
introduction to design, data analysis, and model building, New York: 
Wiley  
 
Brants, T. (2000). TnT: A statistical Part-of-Speech tagger. Proceedings of 
The Sixth Conference on Applied Natural Language Processing, 
Seattle, Washington. Association for Computational Linguistics, pp224-
231 
 
Breiman, L. (2001). Random Forests. Machine Learning, 45:5-32. 
 
Brill, E. (1995). Transformation-based error-driven learning and natural 
language processing: a case study in Part-of-Speech tagging. 
Computational Linguistics. 21:543-565. 
 
Burman, P. (1989). A comparative study of ordinary cross-validation, v-fold 
cross-validation and the repeated learning-testing methods. 
Biometrika, 76:503-514. 
 
Byass, P., Fottrell, E., Huong, D. L., Berhane, Y., Corrah, T., Kahn, K. and 
Muhe, L. (2006). Refining a probabilistic model for interpreting Verbal 
Autopsy data. Scandinavian Journal of Public Health, 34:26-31. 
 
Byass, P., Kahn, K., Fottrell, E., Collinson, M. A. and Tollman, S. M. (2010). 
Moving from data on deaths to public health policy in Agincourt, South 
Africa: approaches to analysing and understanding Verbal Autopsy 
findings. Plos Medicine, 7. 
 
Campbell OM, Gipson R. (1993). National Maternal Mortality Survey, Egypt 
1992–93. Report of findings and conclusions. Cairo: Directorate of 
Maternal and Child Health Care, Ministry of Health and Population  
 
Chandramohan, D., Maude, G. H., Rodrigues, L. C., and Hayes, R. J. (1994). 
Verbal Autopsies for adult deaths: issues in their development and 
validation. International Journal of Epidemiology, 23(2):213-222. 
 
155 
 
Charikar, M. S. (2002). Similarity estimation techniques from rounding 
algorithms. In proceedings of the 34th Annual Symposium on Theory 
of Computing. Association for Computing Machinery, pp380-388 
 
Chawla, N. V., Japkowicz, N. and Kotcz, A. (2004). Editorial: special issue on 
learning from imbalanced data sets. Association for Computing 
Machinery SIGKDD Explorations. Newsletter, 6:1-6. 
 
Church, K. W. and Hanks, P. (1990). Word association norms, mutual 
information, and lexicography. Computational Linguistics,16(1):22-29. 
 
Clark, A. (2003). Pre-processing very noisy text. In Proceedings of 
Workshop on Shallow Processing of Large Corpora, Lancaster. 
[Accessed 17th March 2015]. Available from: 
http://bultreebank.s481.sureserver.com/SProLaC/paper02.pdf 
 
Cohen, A. M. (2006). An effective general purpose approach for automated 
biomedical document classification. Proceedings of AMIA Annual 
Symposium: American Medical Informatics Association, pp161-165 
 
Cohen, A. M. and Hersh, W. R. (2005). A survey of current work in biomedical 
text mining. Briefings in Bioinformatics, 6:57-71. 
 
Cohen, K. B., Ogren, P. V., Fox, L. and Hunter, L. (2005). Corpus design for 
biomedical natural language processing. In Proceedings of the ACL-
ISMB workshop on linking biological literature, ontologies and 
databases: mining biological semantics. Association for Computational 
Linguistics, pp38-45.  
 
Danso, S., Atwell, E., Johnson, O., ten Asbroek, G., Edmond, K., Hurt, C., 
Hurt, L., Zandoh, C., Tawiah, C., Fenty, J., Amenga-E, S., Owusu-
Agyei, S. and Kirkwood, B. R.(2013a). A semantically annotated corpus 
for automatic Verbal Autopsy Analysis. ICAME Journal of the 
International Computer Archive of Modern English, 37:37-70 
 
Danso, S., Atwell, E. and Johnson, O. (2013b). A comparative study of 
Machine Learning methods for Verbal Autopsy text classification. 
International Journal of Computer Science Issues,10(2). [Accessed 
17th March 2015]. Available from: http://arxiv.org/abs/1402.4380 
 
Debole, F. and Sebastiani, F. (2003). Supervised term weighting for 
automated text categorization. In Proceedings of the 2003 Association 
for Computing Machinery Symposium on Applied Computing. 
Association for Computing Machinery, pp784-788. 
 
Dodd, G. G. (1969). Elements of data management systems. Association for 
Computing Machinery Computing Surveys, 1:117-133. 
 
Dunning, T. (1993). Accurate methods for the statistics of surprise and 
coincidence. Computational Linguistics. 19:1-74. 
 
156 
 
Edmond, K. M., Quigley, M. A., Zandoh, C., Danso, S., Hurt, C., Agyei, S. O. 
and Kirkwood, B. R. (2008). Aetiology of stillbirths and neonatal deaths 
in rural Ghana: implications for health programming in developing 
countries. Paediatric and Perinatal Epidemiology, 22:430-437. 
 
Elebro, K., Rööst, M., Moussa, K., Johnsdotter, S., and Essén, B. (2007). 
Misclassified maternal deaths among East African immigrants in 
Sweden. Reproductive Health Matters, 15(30):153-162. 
Etzioni, O., Cafarella, M., Downey, D., Popescu, A. S. T., Soderland, S., Weld, 
D. S. and Yates, A. (2005). Unsupervised named-entity extraction from 
the web: an experimental study. Artificial Intelligence, 165:91-134. 
 
Fawcett, T. (2006). An introduction to ROC analysis. Pattern Recognition 
Letters, 27:861-874. 
 
Fielding, A. H. and Bell, J. F. (1997). A review of methods for the assessment 
of prediction errors in conservation presence/absence models. 
Environmental Conservation, 24:38-49. 
 
Firth, J.R. (1957). Papers in Linguistics 1934–51. Oxford University Press. 
 
Flaxman, A. D., Vahdatpour, A., Green, S., James, S. L. and Murray, C. J. L. 
(2011). Random Forests For VA Analysis: multisite validation study 
using clinical diagnostic gold standards. Population Health Metrics, 9. 
 
Forman, G. (2003). An extensive empirical study of feature selection metrics 
for text classification. The Journal of Machine Learning Research, 
3:1289-1305. 
 
Forman, G. (2004). A pitfall and solution in multi-class feature selection for 
text classification. In proceedings of the twenty-first International 
Conference on Machine Learning. Association for Computing 
Machinery, p38. 
 
Fottrell, E., Byass, P., Ouedraogo, T., Tamini, C., Gbangou, A., Sombie, I., 
Hogberg, U., Witten, K., Bhattacharya, S., Desta, T., Deganus, S., 
Tornui, J., Fitzmaurice, A., Meda, N. and Graham, W. (2007). 
Revealing the burden of maternal mortality: a probabilistic model for 
determining pregnancy-related causes of death from Verbal Autopsies. 
Population Health Metrics. 5 
 
Fottrell, E, and Byass P. (2010). Verbal Autopsy: methods in transition. 
Epidemiologic Reviews, 32(1):8-55. 
 
Francis, W. N. and Kucera, H. (1979). Brown corpus manual. Letters to the 
Editor, Department of Linguistics, Brown University, Providence, 5,7. 
 
Freeman, J. V., Christian, P., Khatry, S. K., Adhikari, R. K., Leclerq, S. C., 
Katz, J. and Darmstadt, G. L. (2005). Evaluation of neonatal Verbal 
Autopsy using physician review versus algorithm-based cause-of-
157 
 
death assignment in rural Nepal. Paediatric and Perinatal 
Epidemiology, 19:323-331. 
 
Friedman, J. H. (1997). On Bias, Variance, 0/1—Loss, And The Curse-of-
Dimensionality. Data Mining and Knowledge Discovery, 1:55-77. 
 
Gabrilovich, E. and Markovitch, S. (2006) Overcoming the brittleness 
bottleneck using wikipedia: enhancing text categorization with 
encyclopaedic knowledge. Association for the Advancement of Artificial 
Intelligence, 6:1301-1306. 
 
Gajalakshmi, V. and Peto, R. (2006). Commentary: Verbal Autopsy procedure 
for adult deaths. International Journal of Epidemiology, 35:748-750. 
 
Gamon, M. (2004). Sentiment classification on customer feedback data: noisy 
data, large feature vectors, and the role of linguistic analysis. In 
Proceedings of the 20th International Conference on Computational 
Linguistics. Association for Computational Linguistics, p841. 
 
Garenne, M. and Fauveau, V. (2006). Potential and limits of Verbal Autopsies. 
Bulletin of the World Health Organization, 84:164-164. 
 
Ge, G. and Wong, G. W. (2008). Classification of premalignant pancreatic 
cancer mass-spectrometry data using decision tree ensembles. BMC 
Bioinformatics, 9:275. 
 
Gentleman, R. and Carey, V. (2008). Unsupervised Machine Learning. 
Bioconductor Case Studies. Springer, pp137-157. 
 
Ghahramani, Z. (2001). An introduction to hidden markov models and 
Bayesian networks. International Journal of Pattern Recognition and 
Artificial Intelligence, 15(01):9-42. 
 
Glinz, M. (2007). On non-functional requirements. In Proceedings of 
Requirements Engineering Conference. Institute of Electrical and 
Electronics Engineers, pp 21-26. 
 
Goweder, A. and De Roeck, A. (2001). Assessment of significant Arabic 
corpus. Arabic Language Processing: Status and Prospects. In 
Proceedings of Arabic NLP Workshop at European Chapter of the 
Association for Computational Linguistics. Toulouse, France. 
[Accessed 17th March 2015]. Available from: 
http://www.elsnet.org/arabic2001/goweder.pdf 
 
Graesser, A., Mcnamara, D., Louwerse, M. and Cai, Z. (2004). Coh-metrix: 
analysis of text on cohesion and language. Behaviour Research 
Methods, 36:193-202. 
 
Greenbaum, S. and Nelson, G. (1996). The international Corpus of English 
(ICE) project. World Englishes, 15:3-15. 
 
158 
 
Quigley, M. A. (2005). Commentary: Verbal autopsies—from small-scale 
studies to mortality surveillance systems. International Journal of 
Epidemiology, 34(5):1087-1088. 
 
Han, J., Kamber, M. and Pei, J. (2006). Data Mining: Concepts and 
Techniques, San Francisco: Morgan Kaufmann Publishers 
 
Hand, D. J. (2006). Classifier technology and the illusion of progress. 
Statistical Science, 21(1):1-14 
 
Harris, Z. S. (1951). Methods in Structural Linguistics. Chicago, IL, US: 
University of Chicago Press. 
 
Hoey, M. (2007). Lexical Priming: a new theory of words and language. 
Functions of Language 14(2): 283-294 
 
Hospedales, T. M., Gong, S., and Xiang, T. (2013). Finding rare classes: 
active learning with generative and discriminative models. Knowledge 
and Data Engineering, Institute of Electrical and Electronics Engineers 
Transactions, 25(2):374-386. 
 
Hotho, A., Nurnberger, A. and Paaãb, G. (2005). A brief survey of Text Mining. 
Journal for Computational Linguistics and Language Technology, 
20:19-62 
 
Hripcsak, G. and Heitjan, D. F. (2002). Measuring agreement in Medical 
Informatics reliability studies. Journal of Biomedical Informatics, 
35:pp99-110. 
 
Huang, Z., Eidelman, V., and Harper, M. (2009). Improving a simple bigram 
HMM part-of-speech tagger by latent annotation and self-training. In 
Proceedings of Human Language Technologies: The 2009 Annual 
Conference of the North American Chapter of the Association for 
Computational Linguistics, Companion Volume: Short Papers, pp213-
216.  
 
Hurt, L., Ten Asbroek, A., Amenga-Etego, S., Zandoh, C., Danso, S., Edmond, 
K., Hurt, C., Tawiah, C., Hill, Z. and Fenty, J. (2013). Effect of Vitamin 
A supplementation on cause-specific mortality in women of 
reproductive age in Ghana: a secondary analysis from the Obaapavita 
trial. Bulletin of the World Health Organization, 91:19-27. 
 
ICD-10 (1992). International statistical classification of diseases and related 
health problems. Tenth Revision. Geneva: World Health Organization 
 
James, S. L., Flaxman, A. D. and Murray, C. J. (2011). Performance of the 
tariff method: validation of a simple additive algorithm for analysis of 
verbal autopsies. Population Health Metrics, 9:31. 
 
Japkowicz, N. and Stephen, S. (2002). The class imbalance problem: a 
systematic study. Intelligent Data Analysis, 6:29-449. 
159 
 
 
Jensen, D. D. and Cohen, P. R. (2000). Multiple comparisons in induction 
algorithms. Machine Learning, 38(3):309-338. 
 
Jiang, L., Wang, D., Cai, Z. and Yan, X. (2007). Survey of improving Naïve 
Bayes for classification. Advanced Data Mining and Applications, 
pp134-145. 
 
Joachims, T. (1998). Text Categorization with support vector machines: 
learning with many relevant features. Springer Berlin Heidelberg 
 
John, G. H. and Langley, P. (1995). Estimating continuous distributions in 
Bayesian classifiers. In Proceedings of the Eleventh Conference on 
Uncertainty in Artificial Intelligence. San Francisco: Morgan Kaufmann 
Publishers. 
 
Johansson, S., Atwell, E., Garside, R., & Leech, G. (1986). The tagged LOB 
corpus: users’ manual. Norwegian Computing Centre for the 
Humanities, Bergen. 
 
Joshi, R., Lopez, A. D., Macmahon, S., Reddy, S., Dandona, R., Dandona, L. 
and Neal, B. (2009). Verbal Autopsy coding: are multiple coders better 
than one? Bulletin of The World Health Organization, 87:1-57. 
 
Jurafsky, D. and Martin, J. H. (2000). Speech and Language Processing, 
Pearson Education India. 
 
Jurafsky, D., Martin, J. H., Kehler, A., Vander Linden, K. and Ward, N. (2000). 
Speech and Language Processing: An introduction to Natural 
Language Processing, Computational Linguistics, and Speech 
Recognition, MIT Press. 
 
Kahn, K., Tollman, S. M., Garenne, M. and Gear, J. S. S. (2000). Validation 
and application of Verbal Autopsies in a rural area of South Africa. 
Tropical Medicine and International Health, 5:824-831. 
 
Keerthi, S. S., Shevade, S. K., Bhattacharyya, C. and Murthy, K. R. K. (2001). 
Improvements To Platt's SMO Algorithm For SVM Classifier Design. 
Neural Computation, 13; pp637-649. 
 
Kim, J. D., Ohta, T., Tateisi, Y. and Tsujii, J. (2003). Genia Corpus - A 
semantically annotated corpus for Bio-Text mining. Bioinformatics, 
19:180-I182. 
 
King, G. and Lu, Y. (2008). Verbal Autopsy methods with multiple causes of 
death. Statistical Science, 23:78-91. 
 
King, G., Lu, Y. and Shibuya, K. (2010). Designing Verbal Autopsy Studies. 
Population Health Metrics, 8:p19. 
 
160 
 
Kirkwood, B. R., Hurt, L., Amenga-Etego, S., Tawiah, C., Zandoh, C., Danso, 
S., Hurt, C., Edmond, K., Hill, Z., Ten Asbroek, G., Fenty, J., Owusu-
Agyei, S., Campbell, O. and Arthur, P.(2010). Effect of Vitamin A 
supplementation in women of reproductive age on maternal survival in 
Ghana (Obaapavita): a cluster-randomised, placebo-controlled trial. 
The Lancet, 375:1640-1649. 
 
Kirkwood, B. R., Manu, A., Ten Asbroek, A. H., Soremekun, S., Weobong, B., 
Gyan, T., Danso, S., Amenga-Etego, S., Tawiah-Agyemang, C. and 
Owusu-Agyei, S. (2013). Effect of the Newhints home-visits 
intervention on neonatal mortality rate and care practices in Ghana: a 
cluster randomised controlled trial. The Lancet, 381(9884):2184-2192. 
 
Knowles, G. and Zuraidah Mohd, D. (2003). Tagging a corpus of Malay texts, 
and coping with 'syntactic drift'. In Proceedings of the Corpus Linguistics 
Conference, Lancaster, UK. [Accessed 17th March 2015]. Available 
from: http://ucrel.lancs.ac.uk/publications/cl2003/papers/knowles.pdf  
 
Kohavi, R.(1995). A study of cross-validation and bootstrap for accuracy 
estimation and model selection. In Proceedings of 14th International 
Joint Conference on Artificial Intelligence. [Accessed 17th March 
2015]. Available from: 
http://frostiebek.free.fr/docs/Machine%20Learning/validation-1.pdf 
 
Kong, E. B. and Dietterich, T. G.(1995). Error-correcting output coding 
corrects bias and variance. In proceedings of International Conference 
on Machine Learning,. Tahoe City, California, USA. [Accessed 17th 
March 2015]. Available from: 
http://www.diku.dk/OLD/undervisning/2002e/156/Lectures/Lecture11/
error-correcting-output-coding.pdf  
 
Kotsiantis, S., Zaharakis, I. and Pintelas, P. (2006). Machine Learning: a 
review of classification and combining techniques. Artificial Intelligence 
Review, 26:159-190. 
 
Kotsiantis, S. B., Zaharakis, I. and Pintelas, P. (2007). Supervised machine 
learning: a review of classification techniques. Informatica, 31:249–268 
 
Kudo, T. and Matsumoto, Y. A (2004). Boosting algorithm for classification of 
semi-structured text. In Proceedings of Conference on Empirical 
Methods in Natural Language Processing, Dekai Wu, Hong Kong. 
pp301-308. 
 
Kuo, F. Y. and Sloan, I. H. (2005). Lifting the curse of dimensionality. Notices 
of The American Meteorological Society, 52:1320-1328. 
 
Lakeland, C. and Knott, A.( 2004). Implementing a lexicalised statistical 
parser. In Proceedings of the Australasian Language Technology 
Workshop. Sydney Australia, pp47-54. 
 
161 
 
Lamontagne, L., Marchand, M., Caropreso, M. and Matwin, S. (2006). Beyond 
the bag of words: a text representation for sentence selection. 
Advances In Artificial Intelligence. Lecture Notes in Computer Science. 
Springer Heidelberg. 4013:324-335. 
 
Lan, M., Tan, C. L., Low, H. B. and Sung, S. Y. (2005). A comprehensive 
comparative study on term weighting schemes for text categorization 
with support vector machines. In Proceedingsof I14th International 
Conference on World Wide Web. ACM pp1032-1033. 
 
Lan, M., Tan, C. L., Su, J. and Lu, Y. (2009). Supervised And Traditional Term 
Weighting Methods For Automatic Text Categorization. Pattern 
Analysis And Machine Intelligence, Institute of Electrical and 
Electronics Engineers Transactions, 31:721-735. 
 
Landis, J. R. and Koch, G. G. (1977). The Measurement Of Observer 
Agreement For Categorical Data. Biometrics, pp159-174. 
 
Lang, D. (2007). Consultant report-natural language processing in the health 
care industry. Cincinnati Children’s Hospital Medical Center, Winter. 
 
Leaman, R., Wojtulewicz, L., Sullivan, R., Skariah, A., Yang, J. and Gonzalez, 
G. (2010). Towards internet-age pharmacovigilance: extracting 
adverse drug reactions from user posts to health-related social 
networks. Association for Computational Linguistics, pp117-125. 
 
Leech, G. (1993). Corpus annotation schemes. Literary and Linguistic 
Computing. 8:275-281. 
 
Leopold, E. and Kindermann, J. (2002). Text categorization with support 
vector machines. How to represent texts in input space? Machine 
Learning, 46:423-444. 
 
Lewis, D. D. (1992). An evaluation of phrasal and clustered representations 
on a text categorization task. In Proceedings of the 15th Annual 
International Conference on Research and Development in Information 
Retrieval. Copenhagen, Denmark: Association for Computing 
Machinery, pp37-50 
 
Lewis, D. D. and Jones, K. S. (1996). Natural language processing for 
information retrieval. Communications of the Association for 
Computing Machinery. 39:92-101. 
 
Li, S., Xia, R., Zong, C. and Huang, C. R. (2009). A framework of feature 
selection methods for text categorization. Association for 
Computational Linguistics, pp692-700. 
 
Li, Y., Bontcheva, K. and Cunningham, H. (2009). Adapting SVM for data 
sparseness and imbalance: a case study in information extraction. 
Natural Language Engineering, 15:241-271. 
 
162 
 
Liu, Y., Loh, H. T. and Sun, A. (2009). Imbalanced text classification: a term 
weighting approach. Expert Systems with Applications, 36:690-701. 
 
Loper, E. and Bird, S. (2002). NLTK: The Natural Language Toolkit. In 
Proceedings of the ACL-02 Workshop on Effective Tools and 
Methodologies for Teaching Natural Language Processing and 
Computational Linguistics - Volume 1. Philadelphia, Pennsylvania: 
Association for Computational Linguistics, pp63-70. 
 
Lawn, J. E., Wilczynska-Ketende, K., and Cousens, S. N. (2006). Estimating 
the causes of 4 million neonatal deaths in the year 2000. International 
Journal of Epidemiology, 35(3):706-718. 
 
Manning, C. D., Schutze, H. and Mitcognet (1999). Foundations of Statistical 
Natural Language Processing, MIT Press. 
 
Matsumoto, S., Takamura, H. and Okumura, M. (2005). Sentiment 
classification using word sub-sequences and dependency sub-trees. 
Advances in Knowledge Discovery and Data Mining, pp21-32. 
 
McCallum, A. and Nigam, K. (1998). A comparison of event models for Naive 
Bayes text classification. In Proceedings of the Association for the 
Advancement of Artificial Intelligence-98 workshop on learning for text 
categorization, Madison, Wisconsin, USA, pp41-48. 
 
McEnery, T. and Wilson, A. (1996). Corpus Linguistics, Edinburgh University 
Press. Edinburgh. 
 
Mckeown, K. R. and Radev, D. R. (2000). Collocations. Handbook Of Natural 
Language Processing. Marcel Dekker. 
 
Miller, G. A. (1995). WordNet: a lexical database for English. Communications 
of the Association for Computing Machinery, 38(11):39-41. 
 
Mitchell, T. M. (1997). Machine Learning. Mcgraw Hill International. 
 
Moschitti, A. and Basili, R. (2004). Complex linguistic features for text 
classification: a comprehensive study. Advances in Information 
Retrieval, Lecture Notes in Computer Science, 2997:181-196. 
 
Murray, C., Lopez, A., Feean, D., Peter, S. and Yang, G. (2007). Validation of 
the symptom pattern method for analysing verbal autopsy data. Plos 
Medicine, 4:1739-1753. 
 
Murray, C. J., Lopez, A. D., Black, R., Ahuja, R., Ali, S. M., Baqui, A., 
Dandona, L., Dantzer, E., Das, V. and Dhingra, U. (2011). Population 
health metrics research consortium gold standard verbal autopsy 
validation study: design, implementation, and development of analysis 
datasets. Population Health Metrics, 9: 27. 
 
163 
 
Newman, M. E. J. 2005. Power laws, pareto distributions and Zipf's Law. 
Contemporary Physics, 46: 323-351. 
 
Nigam, K., McCallum, A. K., Thrun, S. and Mitchell, T. (2000). Text 
classification from labelled and unlabelled documents using EM. 
Machine Learning, 39: 103-134. 
 
Nikfarjam, A. and Gonzalez, G. H. (2011). Pattern Mining for Extraction of 
Mentions of Adverse Drug Reactions From User Comments. AMIA 
Annual Symposium Proceedings. American Medical Informatics 
Association.2011: pp1019. 
 
Oberlander, J. and Nowson, S. (2006) Whose Thumb Is It Anyway?: 
Classifying Author Personality From Weblog Text. Proceedings Of The 
Coling/ACL on Main Conference Poster Sessions. Association For 
Computational Linguistics, pp627-634. 
 
Pakhomov, S., Shah, N., Hanson, P., Balasubramaniam, S. and Smith, S. A. 
(2008) Automatic quality of life prediction using electronic medical 
records. American Medical Informatics Association, pp545. 
 
Pakhomov, S., Weston, S. A., Jacobsen, S. J., Chute, C. G., Meverden, R. 
and Roger, V. L. (2007). Electronic Medical Records for Clinical 
Research: Application To The Identification Of Heart Failure. The 
American Journal of Managed Care, 13: pp281. 
 
Paul, D. B., and Baker, J. M. (1992). The design for the Wall Street Journal-
based CSR corpus. In Proceedings of the workshop on Speech and 
Natural Language. Association for Computational Linguistics, pp357-
362 
 
Pang, B. and Lee, L. (2004). A sentimental education: sentiment analysis 
using subjectivity summarization based on minimum cuts. In 
Proceedings of the 42nd Annual Meeting on Association for 
Computational Linguistics. Barcelona, Spain: Association for 
Computational Linguistics. [Accessed 17th March 2015]. Available 
from: http://aclweb.org/anthology/P/P04/P04-1035.pdf 
 
Pang, B. and Lee, L. (2005). Seeing stars: exploiting class relationships for 
sentiment categorization with respect to rating scales. Annual Meeting-
Association for Computational Linguistics, p115. 
 
Pearce, D. A (2002). Comparative evaluation of collocation extraction 
techniques. In Proceedings of the 3rd International Conference on 
Language Resources and Evaluation, pp1530-1536. 
 
Pearce, D. (2001). Using conceptual similarity for collocation extraction. In 
Proceedings of the Fourth Annual CLUK Colloquium. [Accessed 17th 
March 2015]. Available from: 
http://citeseerx.ist.psu.edu/viewdoc/download;jsessionid=14F65DC73
164 
 
C4B4FB2403A43BA3A436637?doi=10.1.1.12.2977&rep=rep1&type=
pdf 
 
Pereira, F., Mitchell, T. and Botvinick, M. (2009). Machine Learning Classifiers 
and FMRI: a tutorial Overview. Neuroimage, 45:199-209. 
 
Pestian, J. P., Brew, C., Matykiewicz, P., Hovermale, D., Johnson, N., Cohen, 
K. B. and Duch, W. (2007). A shared task involving multi-label 
classification of clinical free text. Association for Computational 
Linguistics, pp97-104. 
 
Platt, J. (1999). Probabilistic outputs for support vector machines and 
comparisons to regularized likelihood methods. Advances in Large 
Margin Classifiers, 10:61-74. 
 
Quigley, M., Schellenberg, J. and Snow, R. (1996). Algorithms for verbal 
autopsies: a validation study in Kenyan children. Bulletin of the World 
Health Organization, 74:147-154. 
 
Rayson, P. and Garside, R. (2000). Comparing corpora using frequency 
profiling. In Proceedings of the Workshop on Comparing Corpora. 
Hong Kong: Association for Computational Linguistics,pp1-6 
 
Reeves, B. C., and Quigley, M. (1997). A review of data-derived methods for 
assigning causes of death from Verbal Autopsy data. International 
Journal of Epidemiology, 26(5):080-1089. 
 
Rennie, J. D., Shih, L., Teevan, J. and Karger, D.(2003). Tackling the poor 
assumptions of Naive Bayes text classifiers. In Proceedings of the 
Twentieth International Conference on Machine Learning, 
Washington DC, [Accessed 17th March 2015]. Available from: 
http://www.aaai.org/Papers/ICML/2003/ICML03-081.pdf 
 
Rifkin, R. and Klautau, A. (2004). In defense of one-vs-all classification. The 
Journal of Machine Learning Research, 5:101-141. 
 
Riloff, E. (1995). Little words can make a big difference for text classification. 
In Proceedings of the 18th International Association for Computing 
Machinery, Special Interest Group on Information Retrieval Conference 
on Research and Development In Information Retrieval. Association for 
Computing Machinery, pp130-136. 
 
Roberts, A., Gaizauskas, R., Hepple, M., Demetriou, G., Guo, Y., Roberts, I. 
and Setzer, A. (2009). Building a semantically annotated corpus of 
clinical texts. Journal Of Biomedical Informatics, 42:50-966. 
 
Ruch, P., Baud, R. and Geissbühler, A. (2003) . Using lexical disambiguation 
and named-entity recognition to improve spelling correction in the 
electronic patient record. Artificial Intelligence In Medicine, 29:169-184. 
 
165 
 
Salton, G. and Buckley, C. (1988). Term-weighting approaches in automatic 
text retrieval. Information Processing and Management, 24:513-523. 
 
Samuel, A. L. (2000). Some studies in machine learning using the game of 
checkers. IBM Journal of Research and Development, 44:206-226. 
 
Scott, S. and Matwin, S. (1999). Feature engineering for text classification. 
In Proceedings of the Sixteenth International Conference on Machine 
Learning. [Accessed 17th March 2015]. Available from: 
http://comp.mq.edu.au/units/comp348/reading/scott99feature.pdf 
 
Sebastiani, F. (2002). Machine learning in automated text categorization. 
Association for Computing Machinery Computing Surveys, 34:1-47. 
 
Seretan, V., Nerima, L. and Wehrli, E.(2003). Extraction of multi-word 
collocations using syntactic bigram composition. In Proceedings of the 
Fourth International Conference on Recent Advances in Natural 
Language Processing, 10-12, Borovets, Bulgaria. pp424-431. 
 
 
Smith, B. and Fellbaum, C. (2004). Medical WordNet: a new methodology 
for the construction and validation of information resources for 
consumer health. In Proceedings of the 20th International Conference 
on Computational Linguistics. Geneva, Switzerland. Association for 
Computational Linguistics. [Accessed 17th March 2015]. Available 
from: http://delivery.acm.org/10.1145/1230000/1220409/p371-
smith.pdf 
 
Smith, K., Megyesi, B., Velupillai, S. and Kvist, M. (2014). Professional 
language in Swedish clinical text: Linguistic characterization and 
comparative studies. Nordic Journal of Linguistics, 37(02):297-323. 
 
Sokolova, M.,and Lapalme, G. (2009). A systematic analysis of performance 
measures for classification tasks. Information Processing and 
Management, 45:427-437 
 
 
Soleman, N., Chandramohan, D. and Shibuya, K. (2005). Word Health 
Organisation technical consultation on Verbal Autopsy tools. Geneva. 
Switzerland [Accessed 17th March 2015]. Available from: 
http://www.who.int/healthinfo/statistics/mort_verbalautopsy.pdf 
 
Soleman, N., Chandramohan, D. and Shibuya, K. (2006). Verbal Autopsy: 
current practices and challenges. Bulletin of the World Health 
Organization, 84:239-245 
 
 
Spasic, I., Ananiadou, S., Mcnaught, J. and Kumar, A. (2005). Text mining 
and ontologies in biomedicine: making sense of raw text. Briefings in 
Bioinformatics, 6:239-251. 
 
166 
 
Sriurai, W., Meesad, P., and Haruechaiyasak, C. (2010). Improving web page 
classification by integrating neighbouring pages via a topic model. In 
Proceedings of 10th International Conference on Innovative Internet 
Community Systems. GI-Lecture. pp238-246 
 
Sun, A. and Lim, E. P. (2001). Hierarchical text classification and evaluation. 
Computer Society, Institute of Electrical and Electronics Engineers, pp 
521. 
 
Tateisi, Y., Yakushiji, A., Ohta, T. and Tsujii, J. I. (2005). Syntax annotation 
for the GENIA corpus. In Proceedings of Second International Joint 
Conference on Natural Language Processing. Lecture Notes in 
Artificial Intelligence, Springer, 3651:222-227. 
 
Telishevka, M., Chenet, L., and McKee, M. (2001). Towards an understanding 
of the high death rate among young people with diabetes in 
Ukraine. Diabetic Medicine, 18(1):3-9. 
 
Tsuruoka, Y., Tateishi, Y., Kim, J. D., Ohta, T., Mcnaught, J., Ananiadou, S. 
and Tsujii, J. I. (2005). Developing a robust Part-of-Speech tagger for 
biomedical text. Advances in Informatics. Lecture Notes in Computer 
Science, Springer, 3746:382-392 
 
Turney, P. D. (2002). Thumbs up or thumbs down?: semantic orientation 
applied to unsupervised classification of reviews. In Proceedings of the 
40th Annual Meeting on Association for Computational Linguistics. 
Philadelphia, Pennsylvania: Association for Computational Linguistics, 
pp417-424. 
 
Valentini, G. and Dietterich, T. G. (2004). Bias-variance analysis of support 
vector machines for the development of SVM-based ensemble 
methods. The Journal of Machine Learning Research, 5:725-775. 
 
Vapnik, V. N. (1999). An overview of statistical learning theory. Neural 
Networks, Institute of Electrical and Electronics Engineers 
Transactions,10:988-999. 
 
Wallis, S. and Nelson, G. (2001). Knowledge Discovery In Grammatically 
Analysed Corpora. Data Mining and Knowledge Discovery, 5:305-335. 
 
Wang, P. and Domeniconi, C. (2008). Building semantic kernels for text 
classification using Wikipedia. In Proceeding of the 14th Association 
for Computing Machinery International Conference on Knowledge 
Discovery and Data Mining. Association for Computing Machinery, 
pp713-721  
 
Weiss, G. M. (1995). Learning with rare cases and small disjuncts. In 
Proceedings of International Conference on Machine Learning, Tahoe 
City, California, USA. [Accessed 17th March 2015]. Available from: 
http://www.aaai.org/Papers/AAAI/2000/AAAI00-102.pdf 
 
167 
 
Wilks, Y. and Stevenson, M.(1998). Word sense disambiguation using 
optimised combinations of knowledge sources. In Proceedings of the 
17th International Conference on Computational Linguistics-. 
Association for Computational Linguistics, 2:1398-1402 
 
Witten, I. H. and Frank, E. (2005). Data mining: practical machine learning 
tools and techniques, Morgan Kaufmann. 
 
I. Witten, G. Paynter, E. Frank, C. Gutwin, and C. Nevill-Manning (1999). KEA: 
practical automatic keyphrase extraction. In Proceedings of the Fourth 
. Association for Computing Machinery Conference on Digital Libraries. 
. Berkeley, CA, USA. Association for Computing Machinery, pp254–
255 
 
Winbo, I. G., Serenius, F. H., Dahlquist, G. G., and Källén, B. A. (1998). NICE, 
a new cause of death classification for stillbirths and neonatal deaths. 
International journal of epidemiology, 27(3):499-504 
 
World Health Organisation (2004). World Report on Knowledge for Better 
Health: Strengthening Health Systems, Geneva: World Health 
Organization. [Accessed 17th March 2015]. Available from: 
http://www.who.int/rpc/meetings/en/world_report_on_knowledge_for_
better_health2.pdf 
 
World Health Organisation (2012). Verbal Autopsy Standards: 2012 World 
Health Organization Verbal Autopsy Instrument, Geneva, World 
Health Organization. [Accessed 17th March 2015]. Available from: 
http://www.who.int/healthinfo/statistics/WHO_VA_2012_RC1_Instrum
ent.pdf 
  
Worzel, W., Almal, A. and Maclean, C. (2007). Lifting the curse of 
dimensionality. Notices of the American Mathematical Society. 
52:1320-1328 
 
Wu, H. C., Luk, R. W. P., Wong, K. F. and Kwok, K. L. (2008). Interpreting TF-
IDF term weights as making relevance decisions. Association for 
Computing Machinery Transactions on Information Systems, 26:1-37 
 
Yahya, A. (1989 ) On the complexity of the initial stages of Arabic text 
processing. Great Lakes Computer Science Conference, Kalamazzo, 
Michiga. U.S.A 
 
Youmans, G. (1991). A new tool for discourse analysis: the vocabulary-
management profile. Language. 67(4):763-789 
 
Zheng, Z., Wu, X. and Srihari, R. (2004). Feature selection for text 
categorization on imbalanced data. ACM SIGKDD Explorations 
Newsletter, 6. pp80-89. 
 
 
 
168 
 
 
 
169 
 
List of Abbreviations 
CSMF     Cause-Specific Mortality Fractions  
CHERG   Neonatal Child Health Epidemiological Reference Group-  
DT     Decision Tree 
DWU      Discriminative Word Units  
FRP     False Positive Rate 
ICE     International Corpus of English 
NB     Niave Bayes  
NICE     Neonatal and Intrauterine Death Classification to Etiology 
NTF     Normalised Term Frequency   
PoS     Part-of-Speech 
SMO     Sequential Minimal Optimisation  
SVM     Support Vector Machine 
CoD    Cause of Death 
TFiD     Term Frequency Inverse Document Frequency 
TF    Term Frequency 
VA     Verbal Autopsy  
WHO    World Health Organisation  
 
 
 
 
 
 
  
170 
 
Appendix A - Data Management Manual 
This document shows the manual which provides detailed information 
regarding the system that was setup to manage data obtained from the 
surveillance system that was established as part of a large-scale 
epidemiological study – the ObaapaVita study. The ObaapaVita study 
required individuals to routinely collect data, including Verbal Autopsies from 
200,000 participants over the course of approximately 10-years, which 
amounted to over one million records that were handled by the data 
management system.  
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Introduction 
The Data Management System (DMS) is developed to handle complex data 
on around 200,000 women. The large number of different forms that are 
processed creates a huge potential for error if the data is not managed in an 
efficient manner. This document describes the DMS processes and 
functionalities developed to ensure quality data was obtained. Database 
schema of the DMS is as shown in Figure 1 below. 
Database Schema of the DMS. 
 
Figure 1. Database schema of the DMS  
Figure 1 shows the database tables and relationships used in driving the 
system at various stages of the process.  
 
Scheduling of fieldwork and distribution of forms 
The DMS scheduling functionality is used to instruct each fieldworker which 
women they to visit each day and which forms need to be administered to 
each woman. The scheduling reports and forms are distributed from KHRC 
support office to the field site offices in the 7 districts in which the study was 
carried out, and the offices distributes the forms to fieldworkers via their field 
team coordinators and supervisors. 
 
 
Data Entry 
The DMS screens are designed to look the same as the fieldworkers’ forms. 
The DMS runs on a network which is managed using a windows server. The 
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protocol demands that each form is double entered by two different data entry 
clerks. Data entry occurs independently and verification checks are not 
performed as data was entered. This is because on-line verification was tried 
and was found to slow the process down too much to be feasible. The DMS 
temporally stores the data first for second streams of data entry to be stored 
on the server in sub-directory “A” and “B” respectively. These instructions are 
given to data entry clerks prior to entry. Data entry clerks work in teams to 
each clerk would always enter their data into the same stream. As a rule of 
thumb, data entry clerks should are to enter the data into the computer exactly 
as it appear on the form and must never change the information on the form. 
Data entry clerks do not specialize in entering particular forms. Each clerk 
enters all types of form. These forms are then stored in their respective tables 
within the DMS. 
 
Data Verification 
Data verification functionality of the DMD allows typographical errors to be 
corrected. This process detects errors made during data entry on computer 
but not errors made when the forms are completed. The data supervisors 
correct these errors and then repeat the verification check. After a verification 
check is performed the record is saved so that if necessary it can later be 
proved that the verification check was performed. Once the stream A and 
stream B entries are seen to be identical there should be no remaining errors 
created by mistakes in data entry. The data can then be passed on to the data 
managers for further cleaning. 
 
Data Validation 
Data validation functionality of the DMS allows range and logically inconsistent 
check to be performed. This is to ensure that the data is realistic. Range 
checks identify answers which are not possible. For example: one item on the 
Month questionnaire records how many capsules the woman in question has 
remaining from the last distribution. She could have 0, 1, 2, 3 or 4. These 
answers are acceptable, as is “8” to indicate the vial was not seen. The answer 
“9”, which is often used to denote not applicable is not acceptable as this 
question is always applicable. “5”, “6” or “7” are also impossible answers, as 
they fall outside the range of acceptable answers and thus are picked up with 
range checks. Logical inconsistencies are slightly different. Here is an 
example of a logical inconsistency:  
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In one question it is recorded that a woman answered that she had never given birth 
but in a subsequent question she answered that she has two children.  
 
When some of these unacceptable entries or inconsistencies are identified, 
they complete query forms which are referred to the support office and 
subsequently to the field for checking and correction. 
 
Database Updates and production of reports 
At the end of each week the databases is updated. There are four databases 
which combine information from the questionnaire forms. These are:  
 woman.dbf: lists all women enrolled in the study. This database is used 
for producing listings for the Month(standard), Month(pregnancy), 2-
Week Postpartum, 6-Week Postpartum, Adult Verbal Autopsy, 
Adherence and Profile questionnaires. 
 female10_14.dbf: lists women who are aged 10 to 14 years. This 
database can be used to update the women database as these women 
become old enough to enter the study. 
 active_infants.dbf: lists infants who are currently being followed up. 
This database is use to produce listings for the Infant forms and will be 
used for the Infant Verbal Post-Mortem questionnaires. 
 compounds.dbf: lists all compounds from the initial survey pre-
recruitment. This database was used for performing geographical 
information system mapping to allocate compounds into clusters. 
The DMS reports are generated based on these databases. This process is 
essential to ensure that every woman is visited at the correct time and that the 
correct questionnaires are administered. As the number of women in the study 
is extremely high the system for producing the reports must be robust. Various 
database management techniques are employed to efficiently manage this 
process within the DMS.  
 
Additional progress reports and data analysis 
An additional requirement of the DMS is to facilitate the analysis of the data 
collected and generate progress reports for key indicators. For flexibility the 
DMS system allow for the following options to be selected in terms of 
generating output: A Visual FoxPro Report, CSV (Comma Separated Values) 
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file, Excel File. This is done each week and sometimes on ad-hoc basis as 
and when required. Reports include the following: 
Information type Details 
1. Number of women visited   Number (%) successfully seen 
 Number who died 
 Number of these deaths that occurred within 
the post-partum period 
 Number who became pregnant 
 Number of pregnancies ended 
 Number of births recorded 
2. Number of babies born  Number of deaths recorded  
 
3. Number of infant visits 
made  
 Number (%) successfully completed 
 Number of infant deaths 
4. Summaries  Registered in trial 
 Currently active 
 Died 
 Withdrew 
 Lost to follow-up (moved/prolonged absence) 
 Number of women moved within study area 
 Completed pregnancies 
 Registered births 
 Number of maternal deaths 
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Appendix B – The VA Questionnaire 
This section provides a complete example of VA questionnaire used when 
collecting the data for this project. Personal details written on the 
questionnaire have been redacted for anonymity. 
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Appendix C – Screen Shot of Statistical Significance Testing Using StatKey Software 
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Appendix D- Transcription Work in Pictures  
These are pictures showing the transcription of Verbal Autopsy documents carried out by the staff of the computer 
department at the Kintampo Health Research Centre in Ghana between November, 2011 and May, 2013 
 
 
 
 
 
 
 
 
Staff of computer department asking questions 
about project 
 
The author of this thesis (first on the left) Introducing the research to staff of computer department 
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Data entry clerk attempting to use the software.  
 
Computer department staff entering the 
transcription of narrative. 
 
