We formulate the integer factorization problem via a formulation of the searching problem for the ground state of a statistical mechanical Hamiltonian. The first passage time required to find a correct divisor of a composite number signifies the exponential computational hardness.
of a certain class separate from NP-complete problems, and this problem is considered to be of a different hardness to NP-complete problems. In fact, in the field of computational complexity theory, the factorization problem is categorized as being of the NP ∩ co NP class. 5 If this problem were NP-complete, however NP = co NP would be concluded. The NP vs co NP problem is considered to be as formidable as the P vs NP problem. In fact, the factorization problem can be solved in quasi-exponential time on average using certain algorithms, such as the elliptic curve method 6 or the number sieve method. 7 Furthermore, the spin-glass approach to the integer factorization problem provides a penetrative insight into further consequences of average complexity.
The integer factorization problem itself is also of interest in the field of quantum computation. Shor has proposed a quantum algorithm that can solve this problem in polynomial time. 8 However, controversy exists as to which aspect of quantum mechanics is crucially responsible for the obtained acceleration. Investigating the behaviors of various quantum algorithms while focusing on a particular problem leads to broader viewpoints from which quantum properties in computing can be reconsidered. For example, quantum annealing [9] [10] [11] is an alternative algorithm, which utilizes fictitious quantum fluctuation to find an optimal solution by searching for the minimum of the Hamiltonian in question. The quasi-adiabatic behavior in the quantum annealing can be mapped into a quasi-equilibrium property with the common Hamiltonian. 12 As regards the estimation of quantum annealing efficiencies, the classical and quantum phase-transition properties of corresponding statistical mechanical models provide useful insights. On the basis of the size dependence of the minimum energy gap, which characterizes the quantum phase transition, and the various consequences of the adiabatic theorem, extensive studies have been conducted on the relationship between computational hardness and phase transitions. 13, 14 As shown in a series of previous studies, the analysis of a statistical mechanical model in equilibrium can be a witness of the computational power of its quantum annealing counterpart. 12, 15 The statistical mechanical study of the factorization problem involves a crossover of two research avenues: spin-glass theory and quantum annealing. In this present study, we formulate the integer factorization problem as a combinatorial optimization problem and treat it as a statistical mechanical model. The structure of the energy landscape and the phase transitions, as monitored from the density of states and the specific heat, are discussed in detail.
The organization of the present paper is as follows: In the Sect.2, the integer factorization problem is formulated as a statistical mechanical model. In the Sect.3, we perform numerical experiments to investigate the computational complexity of the integer factorization problem by Monte-Carlo simulation. Hence, we identify a peculiar phase-transition behavior in the statical mechanical model. In the Sect.4, we analyze the phase transition in terms of various factors. The section 5 is devoted to a discussion of the future direction of our present topics of research.
Models and Implementations
Let N = p 1 × · · · p l × · · · p m be a composite number that can be factorized into prime numbers p 1 , · · · , p m . We formulate the problem of finding a divisor (in general, regardless of whether or not the divisor is a prime number) of N in terms of statistical mechanical models.
A situation in which N is divided by a randomly chosen integer d is considered. First, d is represented by a combination of binary variables s 1 , · · · , s n ∈ {0, 1}, such that
Then, d can take any integer value in {2, 3, · · · , 2 n +1} through the combination of {s i }. We can regard n = ⌈ log 2 √ N ⌉ as the system size of the model, where ⌈a⌉ means the smallest integer greater than the real number a. Second, we impose extensivity with n on the cost function (Hamiltonian) H; this allows the thermodynamic quantities or phase-transition phenomena to be discussed naturally. Indeed, under this condition, the internal energy is extensive, i.e., H β ∝ n, where the brackets denote the thermal average. As an additional condition, the Hamiltonian takes its lowest value, H({s i }) = 0, if and only if d is one of the correct divisors of N; otherwise, H({s i }) > 0. We consider Hamiltonians that satisfy the above requirements by focusing on the remainder of N divided by d,
where σ j ∈ {0, 1}, and by considering the maximum digits or the sum of the binary expansion coefficient. We define the maximum-digit-based model
and the summation-based model
The microscopic state d is represented by binary (or spin) variables {s i }.
In this paper, we consider the cases in which N is composed of two large prime numbers,
. p 1 and p 2 are chosen such that ⌈log 2 p 1 ⌉ = n + 1 and ⌈log 2 p 2 ⌉ = n − 1.
In these cases, the model has a unique ground state.
Supposing that we find d corresponding to any correct divisor of a given N by updating each variable s i , we then measure the density of states over two macroscopic quantities, the energy H {s i } and the Hamming distance, which is defined aŝ
Here, {s * i } is the binary representation of the correct divisor. The quantityQ {s i } is analogous to the overlap function in the context of the spin-glass theory. Each elemental process of local updating is changing the Hamming distance by 1. In other words,Q {s i } simply indicates the smallest number of flips required to reach a ground state.
We measure the density of states that take the valuesQ
where S (E, Q) is the microcanonical entropy as a function of (E, Q). Using W(E, Q), we define the probability of finding (E, Q),
and the statistical ensemble, · · · β = n E=0 n Q=0 (· · · )P(E, Q|β) with fixed temperature. In addition, we discuss in this paper the sample average, averaged over various instances of N, of the quantities. The average over N is noted as [· · · ].
For the numerical simulation, we employ the replica-exchange Monte Carlo method 16 in order to sample the histogram on (E, Q) at each temperature T = 1/β and W(E, Q). The simulation method is explained in detail in the Appendix.
Numerical Results
In this and the next section, basically, the result for the Hamiltonian (3) are reported.
Those for the Hamiltonian (4) is reported in the last part of Sect. 4 for comparison. The n dependence of the first passage time τ is shown in Fig. 1 , where an exponential dependence on n is apparent. This result is consistent with preliminary investigations. 17 To understand the computational difficulties as indicated by τ from the perspective of statistical mechanics, we further perform the numerical sampling of the static quantities up to N ≃ 2 512 , i.e., for n = 256.
In Fig. 2 , the value of log[ W(E, Q) ]/n, the annealed average, is plotted on the (E/n, Q/n) The distribution of the scaled Hamming distance, which is defined as
, where the bin width ∆q is set to be ∆q = 1/n and q = Q/n, has a two-peak structure for each n, as shown in Fig. 5(b) . In addition, the average probability 
Linear Microcanonical Entropy Profile
To understand the phase-transition behavior corresponding to the slope in [S (E)], we utilize a simple model to demonstrate the behavior of the thermodynamic quantity involved in the linear profile of S (E). In this section, on the basis of the random-energy model, we compute the free energy of the simplified model of the factorization problem. The E of the random-energy model is generated in accordance with the Gaussian distribution. However, instead of the Gaussian distribution, we define the probability distribution of E as
where θ(x) = 1 (x > 0) and 0 (x ≤ 0), a is a coefficient of the linear shape of the microcanonical entropy, and b indicates the maximum value of E/n. The probability distribution of E, P(E), is related to the density of states according to 1 2 n
where we define the effective Hamiltonian of our model as H eff ({s i }). In other words, the definition of the probability distribution reflects on the linear shape of the microcanonical entropy. We evaluate the partition function following the description of the statistical mechanics
We then substitute the identity of the integral of the delta function 1
into the definition of Z and obtain
where e = E/n. The saddle-point method leads to the free energy per single spin f as
This computation is identical to the case of the random-energy model in the context of the spin-glass theory. In the model (3), the slope value takes a = log 2. The normalized internal energy of this random-energy model, e * , is
Therefore, the linear slope of S (E) in the model (3) exhibits a discontinuous jump in [ E β ].
Furthermore, [c(β)] has an infinitely strong peak at the transition point. We should state that the phase transition at β fp = a( = log 2) is the first-order transition. Indeed, we have confirmed the discontinuous jump in [ E β ] from the numerical results, and also confirmed the peak of [c(β)]. Note that the above calculation was performed on a simplified model with a linear slope in S (E). We just elucidate the feature of the thermodynamic behavior of the factorization problem. It would be interesting to seek a spin model with the same property as the above simplified model, similar to the case of the random-energy model, which corresponds to the p-body interacting spin-glass model. 18, 19 We focus on the phase transition of the factorization problem below, while comparing the findings to the conventional behavior of the first-order phase transition. Let us examine the behavior of the specific heat closely, so as to determine the occurrence of the first-order phase transition. We show the profile of the sample-averaged specific heat [c(β)] in Fig. 4 . The height of the first peak of [c(β)] grows proportionally to n, while the values in the vicinity of the peak decrease [see Fig. 4(a) ]. As shown in Fig. 7(a) , the β dependence of the Binder ratio
[B] = E 4 / E 2 2 exhibits a non decaying peak at the (inverse) transition temperature. This behavior indicates that there is a macroscopic spread in the energy density distribution at this β. This peak and the size dependence of the peak in [c(β)] confirm that a macroscopic jump of the internal energy occurs with this transition.
However, the linear slope of [S (E)] exhibits a peculiar behavior that is involved in the phase transition. Note that, while in the case of the ordinary first-order transition, P E (E|β) = E P(E, Q | β) in the energy region between the two most dominant E values decreases, eventually approaching the shape shown in Fig. 6(e) , as n increases. On the other hand, in our with increased n. Furthermore, this transition also differs from the so-called weak first-order transition, in the sense that the broad region spans a broad range of the E region. In Fig.   7 (b), the broad region even seems to expand as n increases, whereas, in the case of the weak first-order transition, the weak valley spans a narrow E region. The disappearance of the curvature of S (E) associated with the jump in the internal energy is partially similar to that of second-order transitions with the critical exponent α > 0. However, note that, for the present transition, the region with ∂ 2 s/∂ǫ 2 = 0 seems to have a finite range; however, this region remains only a single point in ordinary second-order transitions. Therefore, in our case, the states are sampled from an energy region that is significantly broader than that of an ordinary second-order transition. From these observations, we discard the possibility of the standard second-order phase transition. We again emphasize that discontinuity in the macroscopic quantity is observed, as in the ordinary first-order phase transition; however, the dynamical properties involved in the phase transition, such as the discontinuous jump and hysteresis, differ significantly from those of the ordinary first-order phase transition.
The origin of the linear slope can be explained as follows. First, the value of mod(N, d) can [c] In order to confirm the generality of the behavior generated by our model, we investigate another model that is also constructed on the basis of the remainder and that has extensive- exhibit a sharp peak and a shoulder, corresponding to the first peak at β fp and the smeared dip characterized by the convex kink in Fig. 4 , respectively. Although common features that are expected to induce the same computational properties exist for both models, features that
are not apparent in model (3) are also obtained. In the high-E region, the slope is connected to the clearly convex profile with a positive curvature. Another convex kink in Fig. 9 (a) also appears. Correspondingly, for [c(β)], another shoulder that decays with O(n −1 ) is obtained.
Summary and Discussion
In this study, we have proposed two statistical mechanical models of the integer factorization problem and numerically investigated the static properties of these models. The ground state of each model was isolated from other low-energy states by the Hamming distance ≃ 0.5n. In the microcanonical entropy profile, we observed a peculiar shape with a convex kink and a linear slope. These features were intensively discussed and related to a mechanism for marked changes in the sampling. In particular, the linear slope of the microcanonical entropy exhibits a first-order phase transition in the macroscopic quantity, but a different behavior is observed in the energy distribution and the dynamics at the transition point. A detailed interpretation of the behavior of the observed features as regards the computational hardness is left as a topic for further study. However, at least, we can state that the linear shape has both aspects involved in the ordinary first-and second-order phase transitions in some sense, i.e., a discontinuous jump and disappearance of the microcanonical entropy curvature, respectively. As observed from the modeled trajectory, the sampled state can easily move in the intermediate-energy region at the transition point. This dynamical property differs significantly from the behavior of the ordinary first-order phase transition. Concerning the phase transition, we conclude that the relaxation to the equilibrium state is significantly easier than in the case with the ordinary first-order phase transition.
In the models proposed here, we observe only the behavior that confirms the hardness of the problem, at least in the context of the classical search problem. However, further investigation, or modification, of the model with regard to the unique classical computational prop-erty of the integer factorization problem, which differs from that of NP-complete problems, remains of considerable interest. For example, we may find some trace of reduced computational hardness, to some extent, in the detailed observation of the structure of the free-energy landscape. While the solution space of the 3-SAT problem has a hierarchically clustered feature, that of the number partitioning problem is merely random and no significant structure is observed. It has been proposed that these differences may reflect some difference in manner in which the computational hardness is enclosed in these problems. 22 In addition, our present conclusion includes an interesting part as a classical counterpoint to quantum annealing. In quantum annealing, the quantum phase transition plays an important role as regards the determination of the hardness of a computational problem. In the case of the first-order transition, the gap between the ground state and the lowest excited state vanishes exponentially with increasing system size, whereas, in the case of the second-order transition, the gap vanishes polynomially with increasing system size. Indeed, the quantum first-order transition is observed in quantum Hamiltonians of NP-complete problems. On the basis of this fact, the transition examined in this paper may represent the computationally remarkable feature of the prime factorization problem, namely, the fact that it can be solved in quasi-exponential time with effective classical algorithms. To further explore this interesting subject, The behavior of the minimal gap of the Hamiltonian used in this paper is worth investigating with respect to the system size in the quantum annealing case, [23] [24] [25] [26] annealed, and modified-quenched averages of S (E, Q) with n = 91 is shown in Fig. A·1(b) .
In the figure, the quantitative differences between log[W(E, Q)] and [S (E, Q)] are small. distribution in the simulation, is modified. The method proposed here is similar to the method in the papers of Mitsutake et al., 28, 29 in the sense that it is a hybrid of the multicanonical 30, 31 or entropic sampling 32 and the replica exchange. However, the proposed method is slightly different from them. In the method of this paper, each simulation weighted by a different factor exp(−γ (l) S (E, Q)) samples (E, Q)-states inhabiting different value regions of the microcanonical entropy itself. At γ > 1, entropically rare states are preferably sampled, while typical states are preferred at γ ≤ 1.
In the case of Hamiltonian (3) respectively. Then, we use the homothetic of [log(1+W(E, Q; n 1 ))] as the potential for a larger system size n 2 , V(E, Q; n 2 ), by substituting it as V(E, Q; n 2 ) = [log(1+W(rE, rQ; n 1 ))], where r = n 2 /n 1 , to compute [log(1 + W(E, Q; n 2 ))] and [S (E, Q; n 2 )] by the Monte Carlo method.
Thereafter, we recursively perform this procedure and gradually increase the system size of the simulation with V(E, Q; n) in the same manner.
The histograms sampled with each replica, h l (E, Q), are integrated to estimate the number 
of states W(E, Q) by the multiple histogram reweighting method. W(E, Q) is obtained as

W(E, Q)
where Equation (B·5) is originally derived in the study of Ferrenberg and Swendsen, 33 and the inference interpretation is proposed in another study. 34 Finally, as for Fig. 7(c) , we use the same local updating as Eq. (B·1) with β = β fp without replica exchange or any reweighting potential.
