Motivation: Current software tools are moderately effective in predicting genetic structure (exons, introns, intergenic regions, and complete genes) 
Introduction
The Human Genome Project, along with various projects in the pharmaceutical, agricultural, aquacultural, and forestry industries, is creating an explosion of DNA sequence data. With this abundance of data, there is a growing need for more effective software tools to extract vital information from raw DNA sequences. Tools for identifying protein coding regions and predicting complete genes are of particular importance. Since the early 1990s, a number of computer programs for eukaryotic gene identification have been developed, tested, and described in the literature. These include: SORFIND (Hutchinson and Hayden, 1992) , GeneID (Guigó et al., 1992) GENMARK (Borodovsky and McIninch, 1993) , Xpound (Thomas and Skolnick, 1994) , FGENEH (Solovyev and Salamov, 1997; Solovyev et al., 1994) , GRAIL2 (Xu et al., 1994) , GeneParser (Snyder and Stormo, 1995) , Genie (Kulp et al., 1996) , GeneWise (Birney, 1996) , GENSCAN (Burge and Karlin, 1997) , INFO (Laub and Smith, 1998) , and Procrustes (Gelfand et al., 1996; Mironov et al., 1998) . Most of these programs make use of sophisticated pattern recognition techniques such as linear discriminant analysis, neural networks, or Hidden Markov models to identify coding regions. Some programs also make use of database sequence alignment methods, such as BLAST or XBLAST (Altschul et al., 1990) , to further improve their predictions. Burset and Guigó (1996) compared many of these programs with a large test set of 570 vertebrate sequences using several accuracy measures. Among those methods not using database searches, the average correlation coefficient (CC) at the nucleotide level varied from 0.65 to 0.80 while the average specificity and sensitivity (Avg) at the exon level varied from 0.17 to 0.63. Among those methods that used database searches as an adjunct to exon prediction, their CC ranged from 0.85 to 0.87 while their Avg ranged from 0.57 to 0.71. To date the best results reported for exon prediction belong to the GENSCAN program described by Burge and Karlin (1997) . This method, which does not use explicit database alignments, yields a CC of 0.92 and an Avg of 0.80 when tested on the dataset of Burset and Guigó. These results suggest that, while definite progress has been made, there is still room for improvement.
The gene prediction program described here originated in the development of new statistical classification and regression techniques. Reference point logistic (RPL) regression (Hooper, 1999b ) is a generalization of logistic regression (Cox and Snell, 1989 ) that can be used in complex classification problems to model the conditional probability that an item belongs to a specified class given features observed for the item. Reference point logistic regression is closely related to a classification technique in which reference points are used to construct piecewise linear classification boundaries (Hooper, 1999a) . As an illustration, Figure 1 shows artificial data for a two-group classification problem with two features. The piecewise linear boundary represents an RPL classifier based on four reference points, two for each class. The linear boundary segments are perpendicular to lines joining pairs of reference points (not shown in the plot). The position of the linear segments, relative to the reference points, is controlled by additional parameters. The reference points and additional parameters are determined using a training algorithm similar to a neural network backpropagation algorithm. A corresponding RPL regression model represents the conditional probability of a class given the observed features as a smooth function of the location in the plot. The estimated probability for class 1 is close to 1 at points well below the boundary, close to 0 at points well above the boundary, and close to 0.5 at points on the boundary.
Initially, we investigated the effectiveness of RPL classifiers in identifying 5 and 3 splice sites. The accuracy was relatively high compared with other methods (see Table 8 ). We then considered how splice site predictions could be combined with content statistics to predict genetic structure. This led to the use of RPL regression models as components of a larger probabilistic model to predict gene structure.
Our gene prediction program has two stages. In the first stage, RPL regression models are used to calculate scores for potential functional sites at exon boundaries. These are combined with scores for interval content, length, and state, via a Generalized Hidden Markov Model, to determine a score for each possible parse of a sequence into exons, introns, and intergenic regions. Potential functional sites are screened, eliminating the majority of pseudo-sites and reducing the number of sequence parses under consideration. An optimal parse is then found using a dynamic programming algorithm. In the second stage, protein sequence alignment methods are applied to improve accuracy of the parse. We refer to the first stage of the program as GRPL (pronounced grapple) and to the full program as GRPL+.
Computation in the first stage of the program is very fast (1 s on a 360 MHz CPU for a 16 kb sequence) and its predictive accuracy (CC = 0.91, Avg = 0.78) is similar to that of GENSCAN. Computation in the second stage is slower, but the final predictions are more accurate (CC = 0.96, Avg = 0.83). GRPL has been designed to handle partial, single, and multi-gene sequences. It is also capable of predicting the genetic structure of vertebrate, invertebrate, and plant DNA with nearly equal accuracy. We also report on four other investigations arising from this work: a regression technique to model the effects of varying C+G content, methods to prevent overfitting of smaller training sets, an assessment of the GRPL screening step in functional site identification, and an evaluation of how the size of the protein database and the accuracy of the initial GRPL predictions affect the accuracy of the final GRPL+ predictions.
Results and Discussion

Accuracy measures
The accuracy of gene structure predictions was evaluated on test sets as follows. For each sequence in the test set, the predicted exons were compared with the annotated exons (GenBank 'CDS' key). Standard measures of predictive accuracy per nucleotide and per exon were calculated for each sequence and averaged over all sequences for which they were defined. For a given sequence, let TP (true positive) be the number of nucleotides correctly predicted to be in coding regions, let TN (true negative) be the number of nucleotides correctly predicted to be in noncoding regions, let FP (false positive) be the number of nucleotides incorrectly predicted to be in coding regions, and let FN (false negative) be the number of nucleotides incorrectly predicted to be in non-coding regions. These four values can be arranged in a 2 × 2 array. The row and column totals are: PP = TP + FP (predicted positive), PN = TN + FN (predicted negative), AP = TP + FN (actual positive), and AN = TN + FP (actual negative). There are four ratios of potential interest. Sensitivity is defined as Sn = TP/AP. Specificity is usually defined as TN/AN, but the alternative definition TP/PP has become standard in the gene structure prediction literature (Burset and Guigó, 1996) . We argue that the former definition has merit when considering the effect of coding proportion, but we adopt the gene prediction definition Sp = TP/PP to avoid confusion. We set Sq = TN/AN and Sr = TN/PN. Note that (Sq, Sr) is equivalent to (Sn, Sp) with the roles of coding and non-coding regions interchanged. Two additional measures are reported: the correlation coefficient
and the approximate correlation AC = −1 + 2(Sn + Sp + Sq + Sr)/4. Usually CC and AC have similar values but, if one of the four ratios has zero denominator, then CC is undefined while AC is redefined using the average of the other three ratios (Burset and Guigó, 1996) . Two measures are calculated at the exon level. Let XTP (exon true positive) be the number of actual exons that exactly match predicted exons. Exon sensitivity XSn is XTP divided by the number of actual exons. Exon specificity XSp is XTP divided by the number of predicted exons.
Comparisons with other programs
There is growing interest in the analysis of invertebrate and plant DNA. Since genetic structure varies substantantially among organisms, any gene prediction program can be improved by tayloring its parameters for specific families of organisms. GENSCAN (Burge and Karlin, 1997) , Genie (Kulp et al., 1996) , and GeneID (Guigó et al., 1992) each provides options for organism type. We developed three versions of GRPL, with human, Drosophila, and Arabidopsis training sets, and evaluated these using five test sets. Detailed descriptions of the Burge and Karlin (1997) . Genie results are from Kulp et al. (1996) . The remaining results are from Burset and Guigó (1996) Tables 2  and 3 contain performance results using the GeneParser test sets of human DNA sequences, described in Snyder and Stormo (1995) . The 'organism' option was set to vertebrate or human in GENSCAN, GeneID, and Genie, and the default in Grail2 and Xpound. Results for GRPL(Hu) and GENSCAN are again similar. Our findings differ in some respects from those of Burge and Karlin (1997, Table  2 ). The differences may be related to several factors: possible improvements in some of the programs being tested, minor changes in some of the GenBank sequences, and a different convention used for averaging statistics. † Web sites: GENSCAN server: http://gnomic.stanford.edu/GENSCANW.html Genie server: http://www-hgc.ibl.gov/projects/genie.html Grail server: http://compbio.ornl.gov/Grail-bin/EmptyGrailForm GeneID-3 server: http://apolo.imim.es/geneid.html Xpound program: ftp://igs-server.cnrs-mrs.fr/pub/Banburg/xpound/ Table 4 contains performance results for a test set of 32 Drosophila sequences. The human and Drosophila versions of GRPL were tested here. The 'organism' option was set to vertebrate in GENSCAN and GeneID, Drosophila in Genie, and the default in Grail2 and Xpound. Results for GRPL(Dr) and GENSCAN are similar, and only slightly better than those for GRPL(Hu). The presence of nonconsensus splice sites in four of the test sequences (see the Methods section) adversely affected performance at the exon level for all methods. Table 5 contains performance results for a test set of 32 Arabidopsis sequences. The human and Arabidopsis versions of GRPL were tested here. The 'organism' option was set to Arabidopsis in GENSCAN, human or other in Genie, plants in GeneID, and the default in Grail2 and Xpound. While GRPL(Hu) performed reasonably well here, GRPL(Ar) did substantially better. It appears that the use of a specialized training set is more effective for Arabidopsis than for Drosophila. The improvement in GRPL(Ar) over GRPL(Hu) in Table 5 is greater than the improvement in GRPL(Dr) over GRPL(Hu) in Table 4 . This result may be related to differences in average C+G content: 49% for the Burset/Guigó test set, 53% and 52% for the GeneParser test sets, 47% for the Drosophila test set, and 39% for the Arabidopsis test set.
The comparisons reported above are for sequences containing a single complete gene. We carried out a small additional study based on four multigene sequences: Z83317 (Caenorhabditis elegans, 2 genes, 12 exons, 32 kb), Z47352 (mouse, 4 genes, 7 exons, 14 kb), Z38015 (mouse, 1 full and 1 partial gene, 17 exons, 12 kb), and AB008545 (Schizosaccharomyces pombe, 2 genes, 4 exons, 4 kb). Our results using GRPL(Hu) were: Sn = (0.93, 0.95, 0.94, 1.00) and Sp = (0.70, 0.56, 0.95, 1.00). Our results using GENSCAN were: Sn = (0.65, 0.83, 0.94, 0.96) and Sp = (0.52, 0.50, 0.97, 1.00).
Effect of coding proportion on accuracy
With the rapid movement towards large-scale 'shotgun' sequencing projects of entire genomes or chromosomes (Churcher et al., 1997; Wendl et al., 1998; Rounsley et al., 1998) , it is increasingly likely that the proportion of DNA actually coding for exons will be substantially less than that typically seen among gene sequences deposited in GenBank. Indeed, if one assumes there are approximately 3 billion nucleotides in the human genome coding for approximately 100 000 genes and that each gene is about 1500 bases long, then the average coding proportion for randomly sampled human DNA would be about 0.05. On the other hand, the average coding proportion for vertebrate data deposited in GenBank is about 0.21 (Burset and Guigó, 1996) . Given the increasing likelihood that gene prediction algorithms will soon have to analyze massive amounts of data with substantially less coding information than what they were trained on, it is of interest to consider how well the accuracy results reported for these programs will hold up to sequence data with much lower coding levels.
Referring to the notation preceding expression (1), we denote the sequence coding proportion by CP = AP/(AP + AN). Before examining the empirical results, consider a hypothetical experiment. Suppose we have a sequence containing a single gene, with large non-coding regions on each end. The locations of the exons are known. We apply a gene prediction program to this sequence and evaluate the accuracy measures Sn, Sp, Sq, and Sr. We then remove a portion of the non-coding regions on each end, apply the gene prediction program to the trimmed sequence, and reevaluate the accuracy measures. How does trimming affect accuracy? Note that AP remains unchanged and the coding proportion CP increases. Exon predictions are determined locally, at least to some extent, so we expect predictions for the actual coding nucleotides to remain about the same; i.e. we expect TP and FN to remain about the same while FP and TN decrease. If this is so then Sn remains about the same, Sp increases, and Sr decreases. If FP and TN decrease by the same factor, then Sq remains the same. Similar effects might be expected if a portion from the center of a large intron is removed. Table 6 summarizes accuracy of GRPL(Hu) for subsets of the Burset/Guigó test set determined by coding proportion. The data follow the patterns suggested above. As CP increases, Sp increases, Sr decreases, and Sn and Sq remain comparatively stable. These observations have an important implication. Averaging Sn and Sq over the entire test set may have some relevance to sequences with lower coding proportions, but this is definitely not true for Sp or Sr. Fortunately, there is a simple way to estimate the conditional mean of Sp and Sr given CP. Some algebraic manipulation yields:
.
Given their stability, one might average Sn and Sq over the test set and then use the expressions above to estimate the conditional mean of Sp and Sr for a range of coding proportions. For example, substituting Sn = 0.93 and Sq = 0.984 in (2) yields Sp = 0.75, 0.87, 0.94 given CP = 0.05, 0.10, 0.20. These estimates are in approximate agreement with Table 6 . Extrapolation beyond the range of the observed data is always hazardous, but this approach seems preferable to ignoring the effect of CP on Sp.
We recommend reporting Sq along with, or perhaps replacing, Sp.
The preceding analysis can be applied to other accuracy measures such as overlap quality, defined by Gelfand et al. (1996) as OQ = TP/(TP + FP + FN). Our heuristic argument suggests that, as CP increases, both TP and FN will remain roughly constant, FP will decrease, and hence OQ will increase. This conjecture is supported by an examination of the GRPL(Hu) results on the Burset/Guigó test set. The overall mean of OQ is 0.87, but the conditional mean varies from 0.69 for CP < 0.05 to 0.90 for CP > 0.20.
Effect of C+G content
It has been shown in a number of previous studies (Xu et al., 1994; Lopez et al., 1994; Snyder and Stormo, 1995; Burset and Guigó, 1996) that the accuracy of gene prediction programs tends to increase with the proportion of C+G content. Some programs, such as GENSCAN, compensate for this problem by grouping sequences into distinct C+G 'rich and 'poor' categories. By adjusting the program parameters on the basis of these categories, it is possible to improve their overall performance while maintaining accuracy across C+G isochores (Burge and Karlin, 1997) . Rather than arbitrarily grouping sequences, we have found that a continuous model of C+G content can be used to good effect. The interval content, length, and state scores used by GRPL are conditioned on C+G content. GRPL shows a stability across isochores similar to that of GENSCAN. Burge and Karlin (1997) evaluated accuracy measures on four subsets of the Burset/Guigó sequences determined by proportion of G+C content: (< 0.40, 0.40-0.50, 0.50-0.60, > 0.60). Their GENSCAN CC averages were (0.93, 0.91, 0.92, 0.90). Our corresponding GRPL(Hu) CC averages were (0.90, 0.92, 0.90, 0.92) .
One might expect lower Sp levels for lower C+G content, since C+G content and coding proportion CP are positively correlated. The apparent absence of such an effect may be due to the relatively weak association between CP and C+G content within the Burset/Guigó test set. Table 6 shows only a slight increase in average C+G content as CP increases. The low correlation of 0.31 between CP and C+G content can be explained by the fact that this test set contains single gene fragments with relatively short margins. Introns and intergenic regions both tend to be longer in C+G poor isochores, but the length of intergenic regions has a much greater effect on coding proportion (Guigó and Fickett, 1995; Burge and Karlin, 1997) . The composition of the Burset/Guigó test set does not allow this effect to be taken into account. The preceding observation suggests a caveat for the stability claim given above: accuracy remains stable across isochores provided the coding proportion remains stable. Burge and Karlin (1997) reported a run time for GENSCAN of approximately 5 + n s on a SUN SPARC10 workstation. Snyder and Stormo (1995) reported a run time for GeneParser of 600 s to analyse an n = 5 kb sequence on a 50 MHz R4000 SGI Indigo workstation. It should be noted that the GENSCAN times are for the simultaneous analysis of both DNA strands, while the GRPL and GeneParser times are for the analysis of a single strand. Times for very long sequences can be reduced by imposing upper bounds on exon and intron lengths. We did not implement such bounds because most of the sequences in our training and test sets are too short to make such bounds useful. It may also be possible to reduce times for long sequences by using an alternative dynamic programming algorithm (Guigó, 1998) . Database sequence alignment methods are much slower. The time required to complete the database search and all requisite translation, alignment, and comparison steps in GRPL+ for a typical query sequence (300 residues) is about 250 s on a 180 MHz SUN SPARC5 workstation. Tables 1-5 show modest improvements in GRPL+ over GRPL. More substantial improvements may be difficult to attain, given the high levels of accuracy achieved by GRPL alone. To investigate the improvements attainable in GRPL with sequence alignment, we asked two questions. (1) How does the level of percentage sequence identity between the predicted exon (or predicted protein sequence) and the most similar database sequence affect GRPL+ accuracy? (2) How much of a difference would sequence comparison make to the accuracy of previously published or more poorly performing algorithms?
Effectiveness of sequence alignment
To answer the first question, we assessed the improvement of the overall CC in GRPL+ over GRPL relative to the percentage identity of the initial sequence matches. For 657 different gene sequences spanning a range of percentage identities (50.0-99.6%) we observed an essentially constant improvement of 0.05 in the CC score (data not shown). Curiously, this improvement did not vary in any predictable way with the percentage sequence identity of the matching protein sequence (Mironov et al., 1998) . However, when database matches were somewhat less than 50% identical, the performance of GRPL+ was generally degraded to the point that it performed worse than GRPL.
To answer the second question, we employed damaged versions of GRPL in which functional site scores and content statistics were contaminated with random errors. Table 7 shows accuracy results for initial predictions (1) and final predictions (2) after sequence alignment. Note that improvements in Sn and XSn are relatively small compared with improvements in Sp and XSp. Based on these results it appears that sequence alignment is most effective in removing non-coding segments from predicted genes (mainly by trimming some predicted exons and removing others). Sequence alignment is less effective in adding coding segments. Predicted exons can be extended but exons that are not initially predicted by GRPL are often not recovered Based on these results, a question that one might ask is: Does the effectiveness of sequence alignment decrease or increase as the accuracy of initial prediction increases? We would argue that effectiveness appears to increase, given a reasonable definition of effectiveness. We examined several plots (not shown) constructed from the data in Table 7 . We found a negative association between the improvement M2 − M1 and M1 for performance measures M = Sp, CC, and XSp, and no association for M = Sn and XSn. These results are largely a consequence of the measures being bounded by a maximum value of 1. Also, there is little improvement in Sn or XSn when initial predictions are poor. Plots of proportional improvement (M2 − M1)/(1 − M1) versus M1 reveal a different picture. In each plot there is a strong positive association. The slope is steepest for M = Sn, shallowest for M = XSn and XSp. These observations seem reasonable. We would expect a strong relationship between Sn1 and proportional improvement in Sn. As Sn1 increases, fewer exons are missed entirely and sequence alignment is more effective in improving sensitivity. Slopes for M = XSn and XSp are shallow because the denominators (1 − M1) remain relatively large. Plots for M = Sp and CC are very similar. Values for AC are nearly the same as CC, and so are omitted from Table 7 . Several authors (Burset and Guigó, 1996; Snyder and Stormo, 1995) have commented on a serious difficulty in comparing programs that incorporate sequence alignment: performance depends on the database being searched. We investigated the extent and nature of this dependency by applying GRPL+ using randomly selected subsets of varying size from the OWL database. We found an approximately linear relationship between each performance measure (Sn, Sp, Sq, CC, AC, XSn, XSp) and the logarithm of the subset size. Figure 2 displays a plot of CC versus subset size, with a logarithmic curve fitted to the points. We also found that, for measures at the nucleotide level, the GRPL results were improved by sequence alignment when only a small subset of the database was used. For measures at the exon level, however, a subset of 100 000 sequences (half of the database) was required before an improvement was seen. XSn and XSp were made worse by sequence alignment when smaller subsets were used.
Identification and analysis of functional sites
The computational efficiency of GRPL is due largely to a preliminary screening step that reduces the number of parses considered in the dynamic programming algorithm. The screening step considers four types of sites exhibiting weak consensus: sites preceding an ATG (translation initiation), sites following a stop codon (translation termination), sites preceding a GT (5 splice), and sites following an AG (3 splice). In this article the term 'consensus site' is used in this weak sense and should not be confused with more restrictive definitions, such as AG/GTRAGT and polyY-NCAG/ for 5 and 3 splice sites. At least 99% of splice sites are consensus sites (Senapathy et al., 1990; Jackson, 1991) and GRPL does not attempt to identify non-consensus sites. A consensus site can be either a functional site (of the type specified) or a pseudo-site. Two consensus sites of different types can occur at the same location. For each consensus site, GRPL calculates features describing patterns in the immediate vicinity of the site and in adjacent regions as well. Different sets of features are calculated for different types of consensus sites. Screening is based on an estimated log likelihood ratio for these features. A detailed description of this statistic is given in Methods (Functional Site Scores). The consensus site is classified as a pseudo-site if its log likelihood ratio is less than a specified cut-off value. Table 8 presents misclassification probabilities for rules defined by various cut- off values. We used a cut-off of −3 for the GRPL screening step. This eliminates the majority of the pseudo-sites while keeping nearly all of the functional sites.
The results in Table 8 compare favorably with results of other methods reported in the literature. In a comparison by Rogozin and Milanesi (1997) of 10 methods for detecting 5 splice sites, the method of Solovyev et al. (1994) was best with p 1 ≈ 10% and p 2 ≈ 3%. Note, however, that the misclassification probabilities in Table  8 can create a falsely optimistic impression, particuarly if the huge number of pseudo-sites is not taken into account. For example, with cutoff = 0 for 5 splice sites, 97% of the functional sites are identified, but only 25% of consensus sites classified as functional sites are correctly classified. Functional site predictions are greatly improved by incorporating additional information via a Generalized Hidden Markov Model. Burge and Karlin (1997) used their maximal dependence decomposition method to investigate dependencies among nucleotide positions at 5 splice sites. Their statistical analysis revealed subtle properties related to biochemical interactions (base-pairing with U1 snRNA): a 5 /3 compensation effect, an adjacent base-pair effect, and a G 3 preference effect. These effects can also be observed by examining parameters in an RPL regression model. The analysis is described in Hooper (1999b) .
Conclusion
The use of RPL classification and regression, both alone and in combination with other techniques, represents a novel approach to functional site identification and gene prediction. Comparisons with other methods indicate that RPL can identify 5 and 3 splice sites with greater accuracy than other methods (Rogozin and Milanesi, 1997) . Furthermore, by combining RPL classification with more established approaches (dynamic programming, Generalized Hidden Markov Models, and database sequence alignment) we have shown that it is possible to match (using GRPL) or exceed (using GRPL+) the performance of many of the best gene prediction programs (Burset and Guigó, 1996; Burge and Karlin, 1997) . Importantly, the exceptional performance of GRPL is not compromised by computational speed. Indeed, we estimate that GRPL is typically five to ten times faster than other high-performing methods. Additionally, GRPL has been adapted to deal with partial, single, and multi-gene sequences from a wide range of eukaryotic organisms, including vertebrates, invertebrates, and plants. This combination of speed, accuracy, and versatility should make GRPL (and GRPL+) a useful tool for analyzing gene structure in large-scale sequencing projects.
Methods
Training and test sets
Three versions of GRPL were evaluated, trained on separate sets of human, Drosophila, and Arabidopsis sequences. GRPL(Hu) was trained on 367 human DNA sequences. These were selected from 380 sequences (238 multi-exon genes and 142 single-exon genes) compiled by Burge and Karlin (1997) . We dropped 13 of the single-exon genes where the translation initiation and/or termination sites were too close to the end of the sequence to be useful for modeling the functional sites. When estimating the coding region model for GRPL(Hu), the training set was augmented by 1618 human cDNA sequences. These were selected from 1619 human cDNA sequences compiled by Burge and Karlin (1997) . One cDNA sequence HSCA2VR was dropped because it did not begin with ATG or end with a stop codon.
We assembled a set of 171 Drosophila DNA sequences from GenBank (October, 1998) . GRPL(Dr) was trained on the first 139 sequences, sorted by name, and the remaining 32 sequences were assigned to a test set. Fourteen sequences (10 in the training set and four in the test set) contain nonconsensus splice sites (21 of the 5 splice sites and 15 of the 3 splice sites). We suspect that most of the nonconsensus sites are due to errors. There is usually a consensus site in close proximity to the reported site. The nonconsensus sites appear to have little effect on prediction accuracy measured at the nucleotide level. The effect at the exon level is more substantial, since GRPL does not predict exons with nonconsensus sites.
We assembled a set of 272 Arabidopsis DNA sequences from GenBank (October, 1998) , where all splice sites were consensus sites. A test set was created with the first 32 sequences, sorted by name, and GRPL(Ar) was trained on the remaining 240.
Three additional test sets were used: the 570 vertebrate DNA sequences assembled by Burset and Guigó (1996) , and the two test sets (28 and 34 human DNA sequences) originally assembled to evaluate performance of GeneParser by Snyder and Stormo (1995) We obtained more recent versions of the GeneParser test sequences from GenBank (October, 1998). There appear to be minor changes in several of these sequences.
Model of genomic structure
GRPL is based on a Generalized Hidden Markov Model, similar in structure to models employed by the programs GENSCAN (Burge and Karlin, 1997) and Genie (Kulp et al., 1996) . We use a single-stranded genomic sequence model with 10 states: intergenic region, intron (with phase 0, 1, or 2), internal exon (with phase 0, 1, or 2), initial exon, terminal exon, and single-exon gene. We refer to sites of transition from one state to the next as functional sites. The following transitions are permitted:
• At translation initiation sites, intergenic regions are followed by initial exons or single-exon genes.
• At 5 splice sites, initial or internal exons are followed by introns.
• At 3 splice sites, introns are followed by internal or terminal exons.
• At translation termination sites, terminal exons or single-exon genes are followed by intergenic regions.
Phase was defined by Burge and Karlin (1997) as a means for keeping track of the reading frame. A phase 0 intron is positioned between two codons. A phase 1 intron splits a codon between the first and second nucleotide. A phase 2 intron splits a codon between the second and third nucleotide. The phase of an internal exon is defined as the phase of the preceding intron. The phase of a terminal exon can also be defined as the phase of the preceding intron. Because the length of the combined gene is divisible by 3, a terminal exon of length m and phase t must have m + t divisible by 3.
A sequence parse is defined to be a partition of the sequence into nonoverlapping intervals, with each interval assigned to one of the ten states. A parse must be consistent with the permissable state and phase transitions described above. A Generalized Hidden Markov Model is used to define a score for each parse as a sum of scores for intervals with specified states. The score for an interval is the sum of four terms:
• State score: a log initial probability for the state of the first interval, and a log transition probability for the state of each subsequent interval.
• Length score: a log likelihood for interval length.
• Content score: a log likelihood ratio for nucleotide content, determined by models for coding and noncoding regions.
• Functional site score: a log likelihood ratio for features associated with the downstream functional site of the interval.
This scoring scheme was motivated on the basis that we simply wish to find the sequence parse that is most probable, given the observed sequence data. The conditional probability of a parse given the data can be expressed as a product of two terms: (i) the probability of the parse given the C+G content of the sequence; (ii) the conditional probability of the sequence data given the parse and the C+G content. Each term is approximated by a product of probabilities related to the intervals comprising the parse. The first product includes: a probability for the state of the first interval, conditional probabilities for states of subsequent intervals given the states of preceding intervals, and probabilities for interval length given their state. The second product includes conditional probabilities for interval content given their state, and probabilities for features associated with the functional sites. These second-product probabilities are not modeled directly. It is more convenient to model probability ratios; i.e. the conditional probability given a sequence parse divided by the conditional probability given a null parse (an intergenic region with no exons). The use of probability ratios facilitates the application of RPL regression models for functional sites. The logarithm function converts a product into a sum. The logarithms of the probabilities in the first product define the state and length scores. The logarithms of the probability ratios in the second product define the content and functional site scores. Further details are provided below.
The GRPL algorithm
The GRPL algorithm for finding an optimal sequence parse begins with the calculation of three cumulative content score vectors, one for each potential reading frame. These cumulative scores allow rapid evaluation of the content scores for intervals. Preliminary log likelihood ratio scores are then calculated for each consensus site. Those sites with preliminary score less than −3 are screened out. To improve accuracy, the preliminary site scores are based on an extended set of features including content scores for regions adjacent to the site. Following this initial screening, a dynamic programming algorithm (Snyder and Stormo, 1995) is applied to find a parse with the maximum score. The algorithm employs two nested loops to determine the optimal parse up to position j ending in an interval with state k, for all ( j, k) satisfying the screening restriction. The functional site scores used in this optimization are based on a smaller set of features that does not include content scores. Regions adjacent to potential functional sites are thus given appropriate weight, and are not counted twice. The double loop structure implies that computation time increases quadratically with sequence length. Memory storage requirements are approximately 24 bytes per nucleotide.
The dynamic programming algorithm can be applied with various constraints placed on the solution. Our performance results were obtained assuming only that the sequence begins and ends in non-coding regions. The optimal parse can predict multiple or partial genes. Many gene prediction programs restrict their solution to a single complete gene or a null parse with no exons (Burset and Guigó, 1996) . All of the sequences in our test sets contain a single complete gene, so one would expect this restriction to improve prediction accuracy. We found that imposing the single gene restriction in GRPL led to only a slight improvement at the nucleotide and exon levels. For the Burset/Guigó test set (see Table 1 ) this restriction produced Sn = 0.94, Sp = 0.93, CC = 0.92, AC = 0.92, XSn = 0.79, XSp = 0.79. The restriction had a greater effect at the level of the complete gene, with 37% of genes correctly predicted without the restriction and 51% with the restriction.
Initial and transition probabilities
Initial and transition probabilites for human DNA are based on data from Burge and Karlin (1997 , Table 3 ). Initial probabilities for introns, conditioned on C+G content, are obtained directly from this source. The complementary initial probabilities are assigned to intergenic regions; i.e. exons are assigned zero initial probability.
Transition probabilities appear to be affected only slightly by C+G content, so unconditional probabilities are used. Assuming that 10% of genes are single-exon genes, the respective probabilities of transition from intergenic region to initial exon and to single-exon gene are 0.9 and 0.1. The number of introns in a multiexon gene is modeled as a geometric random variable with mean 5, so the respective probabilities of transition from intron to internal exon and to terminal exon are 0.8 and 0.2. The remaining permissible transitions are assigned probability 1.
State length distributions
Non-coding region lengths are modeled as exponential random variables, with mean θ conditioned on C+G content. Let z denote the proportion of C+G usage in the first 10 kb of the sequence, or the entire sequence if the length is less than 10 kb. For human DNA, we estimate the conditional mean length for introns to bê θ = exp(9.97 − 6.13z), and for intergenic regions to bê θ = exp(18.00 − 16.78z). These formulae were obtained by fitting regression models to data from Burge and Karlin (1997 , Table 3 ).
Exon lengths are modeled as log-normal random variables; i.e. the natural logarithm of the length is modeled as a normal random variable with mean µ and standard deviation σ . Normal probability plots of exon log lengths suggest that the log-normal model is an adequate approximation. The following parameter estimates were obtained from the human DNA training set: (μ,σ ) = (4.60, 0.83) for initial exons, (4.89, 0.47) for internal exons, (4.91, 0.77) for terminal exons, and (6.95, 0.57) for single-exon genes.
These parameter estimates for interval length and state scores were used in the analysis of the human, vertebrate, and Drosophila sequences. Separate estimates were used for the Arabidopsis sequences, where the C+G content is substantially lower.
Content scores
Content scores are based on models for coding regions and non-coding regions. Coding regions are modeled using an inhomogeneous 3-periodic fifth-order Markov model, following Borodovsky and McIninch (1993), Gelfand (1995) , and Burge and Karlin (1997) . Non-coding regions are modeled using a fifth-order Markov model. Our approach differs from others by incorporating dependence on C+G content in a continuous manner.
Let h = (b 1 , . . . , b 6 ) denote a hexamer observed at some point in the sequence. Let t ∈ {0, 1, 2, 3} be a value, determined by a sequence parse and the location of b 1 in the sequence, defined as follows. If b 1 is in a coding region determined by the parse then let t + 1 be the position of b 1 in the codon containing b 1 . We refer to t as the hexamer phase because it determines the hexamer's position in the reading frame in the same way that the phase determines an exon's position in the reading frame. If b 1 is in a non-coding region then set t = 3. Let z be the C+G proportion in a 20 kb (or smaller) window containing the hexamer. Under our model, the conditional distribution of b 1 given the parse and given the sequence downstream from b 1 depends only on (b 2 , . . . , b 6 , z, t). Equivalently, the conditional distribution of b 6 given the parse and given the sequence upstream from b 6 depends only on (b 1 , . . . , b 5 , z, t). We work with symmetrized log likelihood ratio functions,
where p 1 and p 6 denote the downstream and upstream conditional probability functions. The functions s (t, h, z) are modeled as linear functions of z, with coefficients depending on t and h:
Given estimatesβ 0 (t, h) andβ 1 (t, h), the content score for an exon is defined as
The summation is over all hexamers h in an interval covering most of the exon. Up to three nucleotides are excluded at each end of the exon. The hexamer phase t varies with the location of h, cycling through {0, 1, 2}. There are three possible content scores for an exon, depending on its phase. The C+G proportion z also varies with the location of h, but very gradually. The content scores for introns and intergenic regions are 0. This can be seen by substituting t = 3 in expression (3). The β coefficients are estimated using a combination of several statistical techniques: Bayes estimates for binomial proportions, weighted least squares regression, and shrinkage of regression coefficients toward zero. The techniques control overfitting, a serious problem when estimating 3 × 4096 pairs of coefficients. The statistical details are omitted here, but are available from the authors as supplementary material. Separate sets of β coefficients were estimated using the human, Drosophila, and Arabidopsis training sets. The shrinkage technique is more important in the latter two applications, where the training sets are smaller. Kleffe et al. (1998) described alternative methods suitable when predicting the genetic structure for less well-studied organisms for which suitable training sets are small.
Functional site scores
The functional site scores are perhaps the most important and problematic element in determining a combined score for a parse. A number of methods have been used to model the likelihood for a fixed neighborhood of a functional site. The weight matrix method (Staden, 1984) assumes independence among nucleotide positions. The weight array method (Zhang and Marr, 1993) allows for dependencies between adjacent positions. The maximum dependence decomposition method (Burge and Karlin, 1997) allows for a wider variety of dependencies. A limitation of this fixed-neighborhood approach is its inability to account for signals occurring a variable distance from the site, such as branch point, promoter, and polyadenylation signals. These signals can be accomodated in the model by adding states to the Generalized Hidden Markov Model; e.g. states for promoter signals, 5 untranslated regions, 3 untranslated regions, and polyadenylation signals (Burge and Karlin, 1997) . Our preference is to use fewer states and to adopt models for functional site signals that are more flexible in their inclusion of features. Potential advantages include improved accuracy from better site prediction and improved computation speed from preliminary screening.
Functional site scores are defined for all consensus sites in the sequence (see Table 8 ). A vector of features is evaluated for each consensus site S. The dimensionality and composition of the vector depend on the type T of the site (see below). The functional site score for S is the logarithm of an estimate of the ratio of two probabilities: the conditional probability of the observed features given that S is a functional site of type T , and the conditional probability of the observed features given that S is a pseudo-site of type T . The ratio is estimated by reversing the conditioning and applying an RPL regression model (Hooper, 1999b) .
Some notation is needed to describe the RPL regression model. Let u denote the vector of features for site S and let y be a variable defined as follows: y = 1 if S is a functional site of type T , and y = 2 if S is a pseudo-site of type T . The functional site score is an (adjusted) estimate of log{ p(u | 1)/ p(u | 2)}. Suppose S was randomly sampled from a population of consensus sites of type T , with functional sites and pseudo-sites sampled with equal probability. We then have
where the interpretation of p(u | y) and p(y | u) depend implicitly on their arguments. The RPL regression model for p(y | u) is based on exponential functions of squared distance from reference points:
and p(2 | u) = 1 − p(1 | u). The reference points ξ k are vectors with the same dimensionality as u. The other parameters τ and γ k are scalars. Parameters are estimated by minimizing the training risk:
where E Train represents the expected value when pairs (u, y) are evaluated on consensus sites of type T randomly sampled from the training set, with functional sites and pseudo-sites sampled with equal probability. The Table 9 . Numbers of reference points used in RPL models splice  10  5  6  3  2  1  3 splice  8  8  2  2  2  2  Initiation  2  2  1  1  1  1  Termination  1  1  1  1  1  1 minimization is carried out using a training algorithm similar to a neural network back-propagation algorithm. It should be noted that our sampling design does not select consensus sites with equal probability. In reality (see Table 8 ) there are more than 100 pseudo-sites for each functional site. Our sampling design selects the two classes, functional sites and pseudo-sites, with equal probability and then samples uniformly within each class. The two classes are thus given equal weight when estimating the likelihood ratio.
The complexity of the RPL model depends on the numbers K 1 and K 2 of reference points assigned to the two classes. If K 1 = K 2 = 1 then the RPL models are equivalent to logistic regression models (Hooper, 1999b) . We find that larger models are usually needed to fully exploit the functional site signal provided by the features. Values for K 1 and K 2 are selected using cross-validation, in an attempt to minimize E Test {− log p(y | u)}; i.e. minimize the expected value when sampling from an independent test set. Cross-validation prevents overfitting of the training data. Simpler models are typically selected for smaller training sets. The reference point numbers used with our training sets are listed in Table 9 .
While the optimality criterion (8) is the usual criterion adopted in logistic regression, it does not necessarily produce an estimatorp(y | u) that is optimal for the gene prediction problem. We found that direct use of these estimates in the functional site scores resulted in low sensitivity relative to specificity. To improve accuracy, we adjusted the log likelihood ratio as follows:
The values 2.8 and 1.2 were selected by tuning the gene prediction algorithm on our training sets. Features used for each of the four types of functional sites are described next. The majority of the features are indicators of nucleotide usage at specified positions; e.g. 1 if A occurs at position −3 relative to the site, and 0 otherwise. There are four such indicators for each position. Detailed descriptions of other features are available from the authors. Briefly, the 31 features for the translation initiation site were: indicators at positions −7 to −1 (preceding the site), a statistic measuring the evidence of a cap site some distance upstream (Bucher, 1990) , log distance upstream to the first ATG codon, and log distance downstream to the first stop codon in the reading frame. The 15 features for the translation termination site were: indicators at positions +1 to +3 (following the site), statistics measuring the evidence of a polyadenylation site some distance downstream, and the log distance upstream to the first stop codon in the reading frame. The 28 features for the 5 splice site were indicators at positions −3 to −1 and +3 to +6. The 16 features for the 3 splice site were: indicators at positions −3 and +1, a statistic measuring the evidence of a branch point site a short distance upstream, statistics measuring pyrimidine density between the branch point and 3 splice site, and the log distance upstream to the first AG dinucleotide.
The preliminary screening step adds to the abovementioned features several content statistics measuring evidence of a coding region on the appropriate side of the site. These include local content score statistics (5) and a log chi-square statistic measuring dependence between nucleotide usage and reading frame position (Fickett, 1982) . Separate RPL models are fit for the expanded feature vectors u, and consensus sites are screened out if log{p(1 | u)/p(2 | u)} < −3.
The same sets of features were used for human, Drosophila, and Arabidopsis sequences. It seems likely that accuracy can be improved by tayloring features for specific organisms. For instance, Brendel et al. (1998) have suggested context statistics suitable for analysing plant DNA. Additional useful features may be constructed for translation initiation and termination sites through an analysis of the TransTerm database (Dalphin et al., 1999) .
Database sequence alignment in GRPL+
It has previously been shown that comparisons of predicted exons with protein sequence databases can improve both the sensitivity and specificity of the overall prediction (Guigó et al., 1992; Snyder and Stormo, 1995; Gelfand et al., 1996; Laub and Smith, 1998; Mironov et al., 1998) . Based on these earlier results, we implemented a database search component into GRPL to serve as a final 'knowledge-based' refinement stage. Predicted exon locations, including the predicted exon start, exon end, and reading frame, were first obtained from GRPL. The predicted exons were then spliced and translated to create a single tentative protein sequence. This initial sequence was searched against the OWL protein database (Bleasby et al., 1994 ) using a slightly modified form of the FAST ALIGN program (Wishart et al., 1994) . OWL (release 29.4) is a non-redundant protein sequence database containing 198 742 peptide and protein sequences. FAST ALIGN is a global alignment algorithm that uses n-tuple comparisons, similar to FASTA (Pearson and Lipman, 1988) and BLAST (Altschul et al., 1990) , to identify initial sequence matches followed by a global alignment using dynamic programming (Needleman and Wunsch, 1970) with generous gap insertion and extension penalties. Those sequences with global alignment scores exceeding an empirically determined cut-off value (Abagayan and Batalov, 1997) were kept for further analysis. To simulate the situation where the query sequence is novel and not yet deposited in the database, we selected only the highest scoring, non-identical sequence from our initial 'hit' list of similar sequences. The sequence identity relative to the query sequence for these high-scoring hits ranged from 50.0 to 99.6%. Note that, because we used a non-redundant, non-duplicated protein sequence database (OWL), we were able to avoid the problems of duplicated sequences interfering with the evaluation and analysis of this portion of the algorithm. If no sequence homologue was found in the first pass, a second search was performed wherein each exon was translated (all three reading frames) and searched against the OWL database using the same scoring and selection criteria. If this follow-up search also failed to identify a significant match in the database, the original GRPL prediction was kept without further modification.
Once a 'second-best' protein homologue was identified from the translated exons, a second pairwise comparison was performed. Specifically, the protein homologue would be aligned against all three translated reading frames of the GRPL predicted (spliced) gene using a standard Needleman-Wunsch alignment algorithm. The significance of each alignment was assessed using the same empirically derived cut-offs as before. Predicted exons were then extended, shortened, linked, or combined to more closely match the database protein sequence. This three-frame comparison also allowed rapid identification and correction of mistaken GRPL predictions, indels, or frameshift errors. If a portion (three or more residues) of the protein sequence was found to be missing, the region of the gene that mapped (approximately) to the missing segment would be translated (in all three frames) and a pairwise alignment performed with the corresponding segment from the database sequence to identify the missing exon or exon fragment. To remove any alignment bias that might be introduced by the presence of remotely related sequences, the final refinement step was performed only if the global pairwise sequence identity between the database homologue and the translated query sequence exceeded 40%. The time required to complete the database search and all requisite translation, alignment and comparison steps in GRPL+ is about 250 CPU seconds (180 MHz SUN SPARC5) for a typical query sequence of 300 residues.
