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a b s t r a c t
We show the main features of the MATLAB code HOFiD_UP for solving second order
singular perturbation problems. The code is based on high order finite differences, in
particular on the generalized upwind method. Within its simplicity, it uses order variation
and continuation for solving any difficult nonlinear scalar problem. Several numerical tests
on linear and nonlinear problems are considered. The best performances are reported on
problems with perturbation parameters near the machine precision, where most of the
codes for two-point BVPs fail.
© 2012 Elsevier B.V. All rights reserved.
1. Introduction
Singular perturbation problems are challenging examples to test and stress methods and codes for two-point Boundary
Value Problems. These problems are in general characterized by a second order scalar ODE
F (x, y, y′, y′′) = 0, x ∈ [a, b], (1)
where the second derivative term ismultiplied by a very small perturbation parameter ϵ, and Dirichlet boundary conditions
g(y(a), y(b)) = 0. (2)
Functions F and g are supposed to be sufficiently smooth in order a unique solution of (1)–(2) exists.
Such kind of problems have in general a solution with narrow (depending on the value of ϵ) regions of fast variation
(called layers) and wide regions where the solution is almost constant. This means that the applicable methods must have
good stability properties and stepsize variation must be done with care.
Depending on the definition of the equation and the boundary conditions, layers may be at (both) the end point of [a, b]
or internal: Cash and Mazzia in [1] have collected several linear and nonlinear test problems in a web page where they also
show some codes which have been tried out on these examples. Almost all the test problems are scalar, i.e., their solution
y ∈ R.
To sum up, at this moment a set of Fortran and MATLAB codes are available, each one with some particular features
of interest: the Fortran codes are TWPBVP [2,3], based on mono-implicit Runge–Kutta methods, and its variants ACDC
[4,5] and TWPBVPL [6,7], based on the more stable Lobatto Runge–Kutta formulae, MIRKDC and its new implementation
BVP_SOLVER [8], COLSYS [9], COLNEW [10] and COLMOD [5] which enables a continuation strategy and a different error
estimation which is more suitable for stiff problems; the MATLAB codes are BVPTWP [11] which implements MATLAB
versions of TWPBVP/TWPBVPC, TWPBVPL/TWPBVPLC, ACDC and ACDCC, a new version of ACDCwith amesh selection based
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on conditioning, using Lobatto and mono-implicit Runge–Kutta formulae, BVP4c and BVP5c [12] which exploit collocation
methods to approximate the solution with a C1 piecewise cubic polynomial, and TOM [13,14], based on high order BVMs
(see [15]).
In the last few years we have proposed to solve second order ODE problems by means of difference schemes of high
order. Despite their simplicity, these schemes have good stability properties which make possible the solution of very hard
problems. The original idea is proposed in [16] where it is suggested, following an analogous strategy for PDEs, to discretize
each derivative separately. This allows to avoid the transformation of (1) in an equivalent first order systemand to choose the
best discretization for each derivative. In [17] the solution of initial value problems is also considered: even if the proposed
schemes are not convenient to solve problems without y′-term, they have been applied successfully to problems with very
small steady-state solutions. Finally, in [18,19] the solution of regular and singular Sturm–Liouville problems has also been
investigated obtaining very promising results.
Forwhat concerns the solution of two-point BVPs [20,21], in [22] it is proposed to use a generalization of upwindmethods,
i.e., it is suggested to discretize the first derivative termdepending on the sign of the coefficientmultiplying it. The idea is the
same used for solving hyperbolic PDEs, where it is required that the numerical method behaves similarly to the continuous
problem and one-step methods are considered for the first derivative. In two successive papers [23,24], some peculiarities
of the schemes concerning a possible code have been investigated. In particular, it is stated that deferred corrections may
be applied to correctly estimate the global error, and a simple stepsize variation strategy based on the equidistribution of
the error is sufficient to guarantee an accurate solution on a finer mesh.
In this paper we show the main features of the new code HOFiD_UP (here we propose a MATLAB version) based on
these high order difference schemes. Its main drawback derives from the fact that it is only applicable to scalar second order
equations since upwindmethods exploit the scalar coefficient of the first derivative. Anyway, despite the fact that difference
schemes require a stepsize smaller than the width of the layer to make the error approach 0, this paper clearly shows that
few steps are sufficient to localize the layer and hence it is quite simple to concentrate points where needed.
The paper is organized as follows: in the next sectionwe introduce difference schemes that lead to a global approximation
of the continuous problem. In the third section we state the main properties which allow to fix the parameters considered
in the stepsize variation strategy. Finally, the last section is devoted to various test examples, chosen among those in [1].
The proposed code is compared with the existing MATLAB codes in terms of the final meshlength and the number of vector
function evaluations.
This paper is dedicated to the memory of Donato Trigiante who was a leading numerical analyst of the last decades. One
of the several ideas he pursued was the application of Boundary Value Methods to Initial and Boundary Value problems
(see [15]). In particular, his initial proposal was to define linear multistep methods for IVPs which are able to overcome the
Dahlquist barrier, that is to obtain ‘‘A-stable’’ methods of any high order. Later on he understood that, even if in a different
manner, the same methods could be conveniently applied both to IVPs and BVPs. In order to overcome the problem of
applying LMMs with a number of steps greater than two, he suggested to combine a main method with additional methods
having the same order but different number of initial/final conditions and hence to give the solution in a closed form on all
the considered gridpoints, without requiring additional values beyond those given by the continuous problem. This last idea
is essential in this paper since we consider k-step formulae with k > 2.
2. Generalized upwind method
Let us consider the solution of problem (1)–(2) on a grid of general non-equispaced points
X = {a = x0 < x1 < · · · < xn = b}. (3)
We discretize each derivative by means of k-step difference schemes







s+j yi+j, i = 1, . . . , n− 1, (4)
where ν = 1, 2, hi = xi − xi−1, the integer s depends on the choice of the number of initial conditions of the formula and
the coefficients α(ν,s)s+j depend on the stepsizes ratio and are computed by imposing maximum-order conditions, that is by
solving Vandermonde linear systems.
As said previously, the used formulae (4) also depend on the problem, in particular for ν = 1 on the derivative
(∂F /∂y′)(xi), (5)
and on i. The idea of choosing unbalanced formulae which depend on the sign of the term multiplying y′ is the basic of
the upwind methods which were historically used to solve hyperbolic PDEs (i.e., the wave equation) since they are able to
numerically simulate more properly the direction of propagation of information in a flow field. For second order ODEs (1)
the first derivative represents the diffusion term and, especially in case of singular perturbation problems with parameters
ϵ ≈ 0, must be treated with care. In fact, as we will see in the next section, stable formulae are not sufficient when stepsizes
used near the layer are too large.
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For a given even order p of the method, the first derivative is approximated by choosing k = p and
s =

k/2+ 1 if sign((∂F /∂y′)(xi)) < 0,
k/2− 1 otherwise. (6)
These formulae are called high order generalized backward and forward difference schemes (GBDFs andGFDFs, respectively,
see [25]) since they generalize the well known BDFs and FDFs. In the endpoints of (3), when it is not possible to use schemes
with the proper value of s, we use different schemes (with a different choice of s) called initial and final schemes. In particular,
for i = 1, . . . , p/2− 1 and i = n− p/2+ 1, . . . , n− 1, we approximate y′(xi) by using s = i and s = i+ k− n, respectively;
for i = p/2 we choose
s =

k/2 if sign((∂F /∂y′)(xi)) < 0,
k/2− 1 otherwise, (7)
while for i = n− p/2 we choose
s =

k/2+ 1 if sign((∂F /∂y′)(xi)) < 0,
k/2 otherwise, (8)
according to the best possible choice for s.
As a result, the first derivative is approximated by means of a set of schemes that in block form reads as Y ′ ≈ H−1BY ,
where H is a diagonal matrix containing the stepsizes, B is a banded matrix containing the coefficients, and Y ′ and Y are
column vectors containing y′(xi) and yi, for i = 0, . . . , n, respectively.
For what concerns the second derivative, in previous papers [23,24] we have always exploited symmetric schemes since
they have the best stability properties. Anyway, since for ν = 2 formula (4) has order k only if s = k/2 and the stepsizes hi
are constant, here we switch to schemes with k = p+1 (odd number of steps) and a strategy similar to (6) used for the first
derivative. Essentially, we take advantage of the sparsity structure of B to increase the order of approximation of the second
derivative. The obtained formulae are anyway such that, when constant stepsize is used, then the additional coefficient is
zero and the others are symmetric. By considering p/2 initial and final schemes to approximate y′′(xi) for i = 1, . . . , p/2
and i = n− p/2+ 1, . . . , n− 1, we obtain the global approximation Y ′′ ≈ H−2AY , where A has a band structure similar to
Bwith one additional nonnull diagonal and Y ′′ is the analogous of Y ′ for the second derivative.
In summary, problem (1) is approximated on the grid (3) by the nonlinear system of equations of size n− 1
F (X, Y ,H−1BY ,H−2AY ) = 0. (9)
The coefficients of the formulae with constant stepsize are in [16,26]. For variable stepsize the computation of the
coefficients could be a drawback of this approach since they require accurate solution of Vandermonde linear systems
of dimensions k + 1 for each derivative and each index i (i.e., for each row of the matrices A and B). For this reason, we
impose that stepsize is constant in the first and last p + 4 steps (initial and final schemes use constant stepsize) and it
may change only once every p + 4 steps. This means that each main scheme has at most one stepsize variation inside and
the solution of the Vandermonde linear system only depends on at most one parameter (the ratio between two consecutive
stepsizes). Therefore, all possible coefficients of the formulae have been computed in symbolic and stored. Just as an example,














where the coefficients α′j+4 and α
′′
j+4 are obtained solving linear systems which depends on a symbolic parameter. In
general, let jmin and jmax be the extreme of the summation, we have to compute jmax − jmin − 1 sets of coefficients. If
jmin + 1 ≤ r ≤ jmax − 1, the (r − jmin)th Vandermonde coefficient matrix is generated by the vector
(−t1,−t1 + 1, . . . , 0, . . . , 0) v + r + (0, . . . , 0, 1, . . . , t2) , if r < 0 v = h
′
h′′
(−t1,−t1 + 1, . . . , 0, . . . , 0)+ r + (0, . . . , 0, 1, . . . , t2) v, if r ≥ 0 v = h
′
h′′
where v is the symbolic parameter, t1 = r − jmin, t2 = jmax − r and the stepsizes involved are
(h′, . . . , h′  
t1
, h′′, . . . , h′′  
t2
).
The r.h.s. are null vectors with only the second element equal to 1 (for the coefficients of y′) and the third element equal to
2 (for y′′).
Fig. 1 represents the sparsity structure of the matrix obtained approximating a problem with first derivative term
changing sign (Test Problem 6 in [1]) by means of the generalized upwind method of order 6. The number of nonnull
diagonals is 8, apart few elements in the first and last two rows. The stepsize variations in the grid correspond to an increase
of the number of coefficients required by the second derivative (see Fig. 1).
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Fig. 1. Sparsity structure of the coefficient matrix obtained by a order 6 method in the solution of Test Problem 6 in [1]. ‘×’-mark and ‘+’-mark represent
the coefficients used to approximate the second and the first derivative, respectively.
3. Stability properties of the formulae
In [16], where the original idea is proposed, a simple conditioning analysis is carried out on the considered methods. In
short, given a linear BVP (with separated boundary conditions in the endpoints)
y′′ + γ y′ + µy = 0,
where γ and µ < 0 are constant coefficients, we consider a grid of equispaced points and approximate each derivative by
means of the schemes defined in the previous section. The result is that the nonlinear problem (9) is equivalent to a linear






is almost banded Toeplitz (since µ is constant, we use one between GBDF and GFDF) and the r.h.s. F has only the first and
the last elements different from 0. If the size ofM is sufficiently large (in order to make negligible the influence of the initial
and final schemes), the well conditioning of the discrete problem derives from the roots of the associated characteristic
polynomial. The analysis in [16] states that not only the upwindmethod always provides a well conditionedmatrix, but also
the choice of a symmetric scheme for the first derivative should be appropriate.
Anyway, this result is not sufficient when singular perturbation problemswith very small ϵmust be solved with stepsize
h not very small, i.e., when |γ | and |µ| are large. In fact, in [22] it is shown that in this case, using central differences for the
first derivative, the leading root of the characteristic polynomial is negative, and this creates oscillations that completely
modify the numerical solution (see example 3.1 in [22]). This bad behavior does not happen with the upwind method (the
leading root is positive) and therefore, even with a very small number of points, the numerical solution well approximates
the continuous one. This is the reason why, if no other information is known, the code always starts with 20 equispaced
points and these points are sufficient to understand where it is necessary to reduce the stepsize.
Actually, since some secondary roots of the characteristic polynomial are less then 0, even the solution with the upwind
method contains someoscillations, but these are confined in points near the layer and becomenegligible soon. The only hitch
is that, in order to avoid oscillations (that keep the infinite norm of the error large), it is necessary to consider stepsizes less
than the width of the layer, i.e., it is necessary to insert points inside the layer. But this is a known drawback of all difference
schemes.
The need for considering very small stepsizes near the layer implies the use of methods with variable stepsize. Because
of the position made in the previous section (stepsize may change at most every k+ 4 steps), we have only to compute the
maximum stepsize variation for each considered order of accuracy.
These values have been tentatively obtained (see Table 1) in order they work for any parameters γ and µ. If we fulfil
these limitations, we are sure that the matrix
M = H−2A+ γH−1B+ µI,
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Table 1
Maximum ratio among the stepsizes in the grid.
Order 4 6 8 10
Max ratio 15 10 7 5
where H is a diagonal matrix containing the stepsizes, is well conditioned and the first and the last columns of M−1 have
elements with essentially the same sign. We note that, since stepsize variation depends on the error, these maximum
variations are used rarely. Moreover, when the order changes, the code needs to update the grid to achieve these
requirements.
4. Numerical tests
In this sectionwe propose the newMATLAB code HOFiD_UP (High Order Finite Differences based on the upwindmethod)
to solve two-point singular perturbation problems. The code is based on the previous formulae and uses order variation and,
when helpful, continuation. At this moment, as input parameters it requires a set of tolerances for the considered orders
and, possibly, a set of values ϵi for the continuation strategy
HOFiD_UP(‘testprob’, [ϵ1, . . . , ϵr ], [tol1, . . . , tolk], [ord1, . . . , ordk], n0)
where ϵ1 > ϵ2 > · · · > ϵr−1(> ϵr) specify possible continuation values of the perturbation parameter ϵr of the problem
(1)–(2) to be solved, tol1 > tol2 > · · · > tolk are the tolerances associated to the orders ordi = 2(i+ 1), i = 1, . . . , k, and
n0 + 1 is the initial number of equispaced points. If continuation is used, the solution is computed in sequence for each ϵi,
i = 1, 2, . . . , r − 1 with the method of order 4 (the smallest considered in the code) and tol1. As default for the successive
tests we have chosen to avoid continuation, n0 = 20 and tol1 = 10−2, tol2 = 10−5 and tol3 = 10−8 as limit tolerances
for the orders 4, 6 and 8, respectively. This means that when the desired exit tolerance is 10−4, then just orders 4 and 6 are
employed. Only for the last example have we considered some steps of continuation and tol1 = 10−3 to obtain a sufficiently
good initial guess when ϵ is very small.
In the following numerical tests, we compare the performance of HOFiD_UP with other MATLAB codes in terms of final
number ofmesh points and the required function evaluations.Wehave selected the codes in [11]which enable step variation
by using the conditioning parameters (twpbvpc_m, twpbvpc_l, acdcc) since these codes outperform the corresponding ones
without conditioning for very small values of ϵ. Executions have been performed on a personal computer with MATLAB 7.9
(release 2009b). Some small differences have been observed with other MATLAB versions. The maximum number of mesh
points has been set to 100,000.
Some remarks must be emphasized: HOFiD_UP is the only code which does not transform the continuous problem into
a first order one; this means that we expect its function evaluations to be less expensive. Moreover, since y and y′ are both
unknowns for the codes in [11] we have set the exit error tolerance only for y (as in HOFiD_UP). We have not considered
the other MATLAB codes because they cannot use this trick and would be therefore unfavored in the comparisons. Finally,
all the involved codes use vectorization for function and Jacobian evaluations and the exact expression for the Jacobian.
We have selected some of the most difficult problems in the Test Set [1] (also considered in [2,7]). The first one is linear
with the coefficientmultiplying y′ that changes sign in the x-domain. The second one is linearwithout the y′ term. The others
are nonlinear problems solved with or without continuation. We essentially concentrate our attention on very small values
of ϵ since, in general, for these tests, some of the known codes fail to reach a correct solution or require a very large number
of mesh points.




|y(p+2)i − y(p)i |
1+ |y(x(p+2)i )|
< tol,
where y(k)i is the order k approximation of y(xi). We evaluate the true error (if known, y(xi) substitutes y
(p+2)
i in the previous
formula), theminimum stepsize hmin used, number of points of the final mesh, total number of mesh points (ntot) and vector
function evaluations, which are more relevant in a MATLAB environment.
Problem 1. The linear singularly perturbed problem
ϵy′′ + xy′ = −ϵπ2 cos(πx)− πx sin(πx), y(−1) = −2, y(1) = 0
is named Test Problem 6 in [1]. The exact solution
y(x) = cos(πx)+ erf(x/√2ϵ)/erf(1/√2ϵ)
has a shock layer of width o(
√
ϵ) in the turning point region near x = 0 where the coefficient multiplying y′ changes sign.
Therefore, HOFiD_UP uses both GBDFs and GFDFs for the discretization.
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Table 2
Solution of Problem 1 with the HOFiD_UP code. Results obtained for different ϵ and exit tolerances.
ϵ Tol. Order Error hmin n+ 1 ntot f eval.
10−3 10−4 4–6 1.82e−05 1.05e−02 65 247 12
10−8 4–6–8 4.36e−09 3.67e−03 145 622 18
10−5 10−4 4–6 3.36e−05 1.26e−03 111 463 14
10−8 4–6–8 1.11e−08 5.09e−04 183 921 20
10−7 10−4 4–6 8.23e−06 9.67e−05 169 857 18
10−8 4–6–8 6.46e−09 4.74e−05 261 1516 24
10−9 10−4 4–6 2.60e−05 1.24e−05 229 1149 20
10−8 4–6–8 5.78e−09 4.68e−06 305 1965 26
10−11 10−4 4–6 1.54e−05 1.07e−06 271 1607 24
10−8 4–6–8 8.77e−09 4.26e−07 380 2608 30
10−13 10−4 4–6 6.20e−05 1.18e−07 297 1966 26
10−8 4–6–8 6.93e−09 4.19e−08 447 3157 32
10−15 10−4 4–6 8.12e−06 9.76e−09 383 2737 30
10−8 4–6–8 2.25e−09 4.25e−09 528 4199 36
10−17 10−4 4–6 5.41e−05 9.35e−10 457 3601 34
10−8 4–6–8 4.30e−10 2.60e−10 635 5851 42
Table 3
Solution of Problem 1 with the HOFiD_UP code and tol = 10−8 . Meshlengths obtained by the variable stepsize/order strategy.
ϵ Meshlengths
10−3 Order 4: 20, 33 – order 6: 30, 38, 61, 85 – order 8: 89, 121, 145
10−7 Order 4: 20, 29, 46, 74, 91, 124, 143 – order 6: 161, 169 – order 8: 190, 208, 261
10−11 Order 4: 20, 28, 41, 70, 91, 122, 150, 173, 189, 206 – order 6: 246, 271, 299 – order 8: 322, 380
10−13 Order 4: 20, 29, 46, 74, 91, 121, 151, 182, 214, 220, 234 – order 6: 287, 297, 340 – order 8: 404, 447
10−15 Order 4: 20, 29, 46, 74, 91, 121, 158, 182, 213, 229, 252, 272, 304 – order 6: 363, 383 – order 8: 454, 480, 528
10−17 Order 4: 20, 29, 46, 74, 91, 121, 151, 182, 214, 220, 242, 278, 320, 344, 375 – order 6: 437, 457, 485 – order 8: 549, 581, 635
Fig. 2. Solution of Problem 1 (ϵ = 10−15) with the HOFiD_UP code and tol = 10−8 . Error and minimum stepsize with respect to the meshlength obtained
at each step of the variable stepsize/order strategy.
In Tables 2–3 we consider some values of ϵ which also include those in [2,7]. As for the other problems, the number
of meshpoints does not increase too much for ϵ going to 0 since the condition number of the associated linear systems is
independent of ϵ.
In Table 3 we report the meshlengths obtained by the variable order code. Order 4 method is conveniently used until
the stepsize is larger than the width of the layer while order 6 and 8 are employed for few steps to reach the prescribed
tolerance.
In Fig. 2 we plot the error and the minimum stepsize with respect to the number of mesh points for ϵ = 10−15 and
tol = 10−8. As already observed, stepsize decreases even if the infinite norm of the error remains constant when hmin is
larger than the width of the layer, while in the last steps of the algorithm error decreases even if the minimum stepsize
remains almost constant.
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Fig. 3. Solution of Problem 1 (Test Problem 6 in [1]) with the considered MATLAB codes and tol = 10−8 . Final number of mesh points (left) and total
number of vector function evaluations (right) obtained for the perturbation parameters ϵ = 10−1, . . . , 10−17 .
Table 4
Solution of Problem 2 with the HOFiD_UP code. Results obtained for different ϵ and exit tolerances.
ϵ Tol. Order Error hmin n+ 1 ntot f eval.
10−3 10−4 4–6 2.71e−05 1.46e−02 54 181 10
10−8 4–6–8 1.28e−09 5.84e−03 112 455 16
10−5 10−4 4–6 3.70e−06 1.08e−03 94 395 16
10−8 4–6–8 7.53e−09 7.11e−04 135 639 20
10−7 10−4 4–6 2.34e−05 8.65e−05 111 357 14
10−8 4–6–8 8.79e−10 5.59e−05 184 806 20
10−9 10−4 4–6 2.07e−06 5.94e−06 152 533 16
10−8 4–6–8 8.93e−09 6.98e−06 209 742 18
10−11 10−4 4–6 8.94e−07 4.68e−07 186 710 18
10−8 4–6–8 9.09e−10 5.36e−07 262 972 20
10−13 10−4 4–6 4.29e−07 3.55e−08 220 900 20
10−8 4–6–8 1.59e−10 4.13e−08 318 1218 22
10−15 10−4 4–6 1.04e−06 4.89e−09 256 1066 22
10−8 4–6–8 2.90e−09 5.72e−09 354 1420 24
10−17 10−4 4–6 2.89e−07 3.32e−10 336 1701 32
10−8 4–6–8 1.12e−07 3.97e−10 455 2156 34
Comparisons in Fig. 3 show that HOFiD_UP is superior to all the other codes in terms of length of the final mesh when ϵ
goes to 0. Vice versa, the total number of vector function evaluations is clearly much lower because each step of HOFiD_UP
only requires two vector function evaluations.
Problem 2. The linear problem
ϵy′′ − y = −(ϵπ2 + 1) cos(πx), y(−1) = y(1) = 0
is named Test Problem 14 in [1]. The exact solution
y(x) = cos(πx)+ exp((x− 1)/√ϵ)+ exp(−(x+ 1)/√ϵ)
has layers of width O(
√
ϵ) near x = −1 and x = 1. Since this problem has not the y′ term, we can choose the additional
coefficient to increase the order of accuracy of the second derivative either to the left or to the right of the symmetric stencil.
In Tables 4–5 we consider some values of ϵ which again include those in [2].
For this kind of problem (in general, for all the problems without y′), if points are far from the layer, the computed error
is very small (when no points are in the layer, error is inversely proportional to the distance from the layer itself, see Fig. 4).
This is just due to the absence of the first derivative term that generates oscillations near the layer. Hence, if one needs to
know the profile of the solution, then very few points are sufficient. When the stepsize becomes smaller than the width of
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Table 5
Solution of Problem 2with the HOFiD_UP code and tol = 10−8 . Meshlengths obtained by the variable
stepsize/order strategy.
ϵ Meshlengths
10−3 Order 4: 20, 25, 39 – order 6: 43, 66 – order 8: 66, 84, 112
10−7 Order 4: 20, 24, 24, 37, 57, 84, 111 – order 6: 126 – order 8: 139, 184
10−11 Order 4: 20, 24, 24, 35, 56, 84, 123, 158, 186 – order 8: 262
10−13 Order 4: 20, 24, 25, 40, 58, 84, 105, 145, 179, 220 – order 8: 318
10−15 Order 4: 20, 24, 32, 40, 56, 73, 87, 119, 153, 206, 256 – order 8: 354
10−17 Order 4: 20, 24, 24, 48, 43, 49, 58, 65, 73, 91, 119, 146, 154, 194, 257, 336 - Order 8: 455
Fig. 4. Solution of Problem 2 (ϵ = 10−15) with the HOFiD_UP code and tol = 10−8 . Error and minimum stepsize with respect to the meshlength obtained
at each step of the variable stepsize/order strategy.
Fig. 5. Solution of Problem 2 (Test Problem 14 in [1]) with the considered MATLAB codes and tol = 10−8 . Final number of mesh points (left) and total
number of vector function evaluations (right) obtained for the perturbation parameters ϵ = 10−1, . . . , 10−17 .
the layer, error goes again down very quickly. For this reason, order 6 is sometimes not used and the codemoves from order
4 to 8.
Fig. 5 compares HOFiD_UP with the other codes. The final number of mesh points is approximately the same as acdcc,
but the number of vector function evaluations is much lower (and acdcc is the worst code). As a conclusion of these two
linear problems and of all the examples where the exact solution is known, the estimated error computed by HOFiD_UP by
means of two consecutive even orders well approximates the true one.
Problem 3. The nonlinear problem
ϵy′′ − exp(y)y′ − π/2 sin(πx/2) exp(2y) = 0, y(0) = y(1) = 0
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Table 6
Solution of Problem 3 with the HOFiD_UP code. Results obtained for different ϵ and exit tolerances.
ϵ Tol. Order Error hmin n+ 1 ntot f eval.
10−3 10−4 4–6 1.89e−05 3.25e−04 72 310 42
10−8 4–6–8 6.44e−09 1.06e−04 139 668 82
10−5 10−4 4–6 1.95e−05 3.22e−06 123 697 53
10−8 4–6–8 5.74e−09 1.04e−06 185 1213 93
10−7 10−4 4–6 1.94e−05 3.28e−08 192 1279 60
10−8 4–6–8 1.99e−09 9.07e−09 261 2000 102
10−9 10−4 4–6 5.17e−05 4.13e−10 228 1872 72
10−8 4–6–8 1.48e−09 8.72e−11 333 2861 114
10−11 10−4 4–6 7.39e−05 4.59e−12 278 2600 79
10−8 4–6–8 5.31e−09 1.03e−12 382 3386 106
10−13 10−4 4–6 6.18e−05 4.33e−14 329 3463 87
10−8 4–6–8 7.45e−10 7.89e−15 461 4842 130
10−15 10−4 4–6 2.10e−05 3.34e−16 415 4924 99
10−8 4–6–8 2.99e−09 9.58e−17 504 5950 132
10−17 10−4 4–6 3.14e−05 3.63e−18 432 5846 110
10−8 4–6–8 1.35e−09 8.63e−19 580 7579 153
Table 7
Solution of Problem 3 with the HOFiD_UP code and tol = 10−8 . Meshlengths obtained by the variable stepsize/order strategy.
ϵ Meshlengths
10−3 Order 4: 20, 28, 36, 41 – order 6: 49, 63, 80 – order 8: 100, 112, 139
10−7 Order 4: 20, 31, 42, 53, 64, 81, 94, 108, 116, 134 – order 6: 164, 178, 189 – order 8: 220, 245, 261
10−11 Order 4: 20, 31, 42, 53, 65, 81, 91, 104, 114, 129, 152, 156, 165, 181, 200, 220 – order 6: 255, 279, 310 – order 8: 356, 382
10−13 Order 4: 20, 31, 42, 53, 65, 81, 91, 104, 114, 129, 152, 157, 169, 181, 197, 211, 220, 235, 261 – order 6: 306, 327, 369 – order 8: 424, 442, 461
10−15 Order 4: 20, 31, 42, 53, 65, 81, 91, 104, 114, 129, 152, 157, 167, 181, 197, 211, 221, 238, 250, 255, 275, 302, 361 – order 6: 410, 411, 435 –
order 8: 493, 504
10−17 Order 4: 20, 31, 42, 53, 65, 81, 91, 104, 114, 129, 152, 157, 169, 181, 197, 214, 223, 237, 247, 262, 269, 288, 296, 311, 320, 335 – order 6:
407, 443, 465 – order 8: 538, 558, 580
is named Test Problem 19 in [1]. For ϵ → 0 the asymptotic solution
y(x) = − ln((1+ cos(πx/2))(1− exp(−x/(2ϵ))/2))+ o(ϵ)
has a boundary layer at x = 0. This solution cannot be used to compute the true error and for this reason the error in Table 6
is only estimated. Also for this example the meshlength of HOFiD_UP does not blow up as ϵ goes to 0 (as it happens for
twpbvpc_m). The code does not require continuation but needs several steps to reduce h to the width of the layer (Table 7).
Anyway, the number of vector function evaluations remains much lower than that of the other codes (see Fig. 6).
Problem 4. The nonlinear problem
ϵy′′ + yy′ − y = 0, y(0) = 1, y(1) = 1/3
is named Test Problem 27 in [1]. A correct expression for the theoretical solution is unknown but it has a boundary layer at
x = 0 and a corner layer at x = 2/3. This problem is quite difficult to solve and the code HOFiD_UP is not able to compute
the solution for ϵ < 10−9 without continuation. The results in Tables 8–9 have been always obtained with the continuation
strategy described at the beginning of this section (ϵi = 10−i, i = 1, . . . , r − 1, for ϵ ≡ ϵr = 10−r ).
HOFiD_UP is the only code which is able to compute a solution for ϵ < 10−15. Since the use of continuation seems to be
necessary to obtain the solution with very small values of ϵ, comparisons in Fig. 7 have been performed against acdcc.
5. Conclusion
We have proposed the new MATLAB code HOFiD_UP for efficiently solving second order scalar singular perturbation
problems. Conversely to the other MATLAB codes which include the first derivative of the solution among the unknowns,
HOFiD_UP seems to run for any choice of ϵ and the required number of meshpoints does not blow up when ϵ goes to 0.
The two main objectives for the near future are the optimization of this MATLAB code (which will be available soon on
theweb page of the authors) in order tomake possible a fair comparisonwith the otherMATLAB codes in terms of execution
time too, and the development of an associated Fortran code.
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Fig. 6. Solution of Problem 3 (Test Problem 19 in [1]) with the considered MATLAB codes and tol = 10−8 . Final number of mesh points (left) and total
number of vector function evaluations (right) obtained for the perturbation parameters ϵ = 10−1, . . . , 10−17 .
Table 8
Solution of Problem 4 with the HOFiD_UP code. Results obtained for different ϵ and exit tolerances.
ϵ Tol. Order Error hmin n+ 1 ntot f eval.
10−3 10−4 4–6 1.13e−05 3.34e−04 116 645 51
10−8 4–6–8 9.70e−09 1.21e−04 190 1,132 64
10−5 10−4 4–6 1.07e−05 3.27e−06 186 1,637 85
10−8 4–6–8 7.71e−10 9.69e−07 300 2,721 104
10−7 10−4 4–6 4.84e−05 4.79e−08 235 2,664 117
10−8 4–6–8 4.05e−09 1.20e−08 381 4,262 174
10−9 10−4 4–6 4.26e−05 4.63e−10 293 4,164 149
10−8 4–6–8 3.56e−09 8.17e−11 486 7,512 193
10−11 10−4 4–6 1.26e−05 3.45e−12 406 6,169 186
10−8 4–6–8 6.29e−09 6.87e−13 705 11,241 238
10−13 10−4 4–6 2.08e−05 3.87e−14 467 8,089 217
10−8 4–6–8 3.82e−09 6.23e−15 623 12,518 267
10−15 10−4 4–6 1.93e−05 3.80e−16 567 10,456 249
10−8 4–6–8 6.53e−09 5.40e−17 794 16,004 310
10−17 10−4 4–6 5.70e−05 3.27e−18 651 12,697 277
10−8 4–6–8 6.82e−09 6.19e−19 835 17,805 312
Table 9
Solution of Problem 4 with the HOFiD_UP code and tol = 10−8 . Meshlengths obtained by continuation and the variable stepsize/order strategy.
ϵ Meshlengths
10−3 Order 4: (10−1) 20, 25, (10−2) 25, 34, 45, (10−3) 45, 59, 79, 96 – order 6: 101, 128 – order 8: 132, 153, 190
10−7 Order 4: (10−1) – (10−3), (10−4) 96, 130, 138, (10−5) 138, 167, 170, (10−6) 170, 183, 197, (10−7) 197, 202, 213 – order 6: 235, 270, 288, 320 –
order 8: 339, 381
10−11 Order 4: (10−1) – (10−7), (10−8) 213, 226, 237, (10−9) 237, 257, (10−10) 257, 272, 289, 321, (10−11) 321, 339 – order 6: 365, 388 – order 8:
420, 470, 503, 538, 579, 609, 624, 642, 705
10−13 Order 4: (10−1) – (10−11), (10−12) 339, 335, 383, (10−13) 383, 379 – order 6: 405, 446 – order 8: 484, 503, 518, 538, 574, 599, 611, 623
10−15 Order 4: (10−1) – (10−13), (10−14) 379, 382, 479, (10−15) 479, 467 – order 6: 486, 540 – order 8: 581, 629, 658, 694, 691, 760, 768, 794
10−17 Order 4: (10−1) – (10−15), (10−16) 467, 510, 547, (10−17) 547, 572, 651 – order 6: 636, 643 – order 8: 697, 725, 765, 807, 835
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Fig. 7. Solution of Problem 4 (Test Problem 27 in [1]) with the considered MATLAB codes and tol = 10−8 . Final number of mesh points (left) and total
number of vector function evaluations (right) obtained for the perturbation parameters ϵ = 10−1, . . . , 10−17 .
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