In recent years,many efforts have been devoted to image segmentation. Although for a man general image segmentation is considered an easy task, for computers it is still considered to be difficult, computationally intensive and still unresolved task. This work presents an innovative algorithm combining theory of artificial intelligence and knowledge of human eye anatomy. The resulting algorithm has not ambitions to be universal like human brain but can be trained and perform on selected domain. The effectiveness of the algorithm is demonstrated on the selected examples.
Introduction
In recent years, many efforts have been devoted to image segmentation [1] [2] [3] . Although for a human the segmentation is relatively easy task, for computer it is still complex, difficult, and computationally intensive and it is still considered to be unresolved task.
Recently, there have been several efforts, which were trying to create general segmentation algorithmthat is trying to perform like a human [4, 5] . These approaches are computationally very intensive and also the accuracy is not very high for most of the cases.
In many applications of the segmentation algorithmse.g. in the production line cases -there is not necessary to perform well on general tasks. Specialized algorithms can offer better accuracy and often lower computation demands.
The main contribution of this paper is a novel image segmentation method, which combines current state-ofhe-art artificial intelligence algorithms with a finding in the field of biology of the human eye. The algorithm is demonstrated on a selected task and compared with thresholding and statistical region merging segmentation [6] . The resulting software was published online and provided under open source license. 1 The rest of the paper is structured as follows. Section 2 describes in more detail the problem being solved in this paper, section 3 describes proposed segmentation model, section 4 describes feature extraction from image data, section 6 demonstrates performance of the model on selected topics and section 7 concludes the paper.
Problem Definition
As indicated earlier in the text, although the segmentation is an easy task for a human, for computers it is quite difficult. In Figure 1 a correct segmentation by a human and incorrect segmentation performed by a statistical region merging [6] is depicted. When a man processes image, many aspects are taken into consideration including the known and expected shape of the object.
In this paper a segmentation method based only on pixel information and some feature extraction methods will be used.
Segmentation Model
The overall principle of the model is depicted in Figure  2 . It can be divided into two parts: a training part and a performing part.
An objective of the training part is to prepare a trained model, which can be then usedfor classification in the performing part in future. When the training part is compared to the performing part it is often relatively computationally intensive.It can take from a few seconds to many hours of training.
An input of the training part is some training data. These data are often called training data. On these data usually a domain expert (e.g. in case of medical or some specific domain data) has to classify the parts of training data which are positive and which are negative. The outcome of this process is so called labelled data. In order to obtain more information about the image pixels, some feature extraction methods have to be performed on the training images. The methods used for feature extraction are described in detail in the section 4.
When the labelled training data and extracted features are available, the image data can be transformed into training data in a structured form. The structured form data are considered a table data where each row stands for each training sample (i.e. training point in the training image) and each column stands for different feature extracted from the image.
When the training data are ready, the learning algorithm can be used. For computer vision one of the most interesting algorithms are: Decision Tree [7] , Support Vector Machines [8] , Random Forest [9] and k-Nearest Neighbours [10] . 
Feature Extraction
In order to retrieve more information about the image and their pixels so-called feature extraction was applied. The feature extraction about each pixel was motivated by findings known from anatomy of human eye, which is depicted in Figure 3 . As seen from the figure, the density of light receptors in the human eye has the highest density in the centre of the eye. Further from the centre of the eye the receptors are denser and the picture there is more and more blurred.
Model Optimization
In order to achieve better accuracy, forward selection, backward selection was used in order. The forward selection adds attributes to the model one at a time. At each step, each attribute that is not already in the model is evaluated for inclusion in the model. The attribute with the best impact on the evaluation metrics is added to the model. This is repeated until adding of new attributes has no any improvement effect.
Backward selection starts with all candidate attributes, tests the deletion of each attribute using a chosen model comparison criterion and deletes the attribute (if any) that improves the model the most. This is repeated until no further improvement is achieved.
The idea behind cross-validation is to divide the data sample into a number of k folds. Most often the number of k equals 10 or equals the number of data samples (in this case it is called leave-one-out cross-validation). We train a learning model on k -1 folds and the trained model is appliedand evaluated on the fold, which were missing during the training. This is repeated k-times so the each fold is being left and evaluated. The resulting evaluation is summarized results of the kevaluations. n stands for number of true positively classified pixels, TN n stands for number of true negatively classified pixels, FP n stands for number of false positivelyclassified pixels, FN n stands for number of false positively classified pixels, n stands for number of all classified pixels, ˆi y stands for true value (-1 or +1) and stands for classification and the confidence about the classification (real number in interval -1 to +1).
Experiments and Evaluation
The evaluation examples of the proposed algorithm are depicted in the figure 4. In the first example there is depicted segmentation of data taken from Google Earth application in order to automate a measurement of buildup area. The measurement takes about 30 seconds for an image of dimension 1128x661 pixels.
The second example is biomedical data taken from high resolution microscope depicting brain structure of Drosophila [13] . The task here is to segment membrane from the rest of the images in order to be able to analyse micro-and macro-electrical circuits in the brain. Since a single cubic millimetre contains for about 50 thousands connection, for a human it is very time consuming task.
There is also another successful work that uses the presented algorithms such as [14, 15] .
Conclusion
In this paper an innovative work dealing with trainable image segmentation was presented. The work uses different feature extraction, machine learning and optimization methods. The work [11-13|] is able produce high accuracy segmentation models for variety of specific tasks and was released as an open-source model 2 .
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