Abstract. In this paper we introduce a family of polynomials indexed by pairs of partitions and show that if these polynomials are self-orthogonal then the centre of the Iwahori-Hecke algebra of the symmetric group is precisely the set of symmetric polynomials in the Murphy operators.
Introduction
In [4] Murphy showed that for any field F the centre of the group algebra of the symmetric group S n on n symbols is the set of symmetric polynomials in the Murphy operators. One consequence of this result is a relatively easy proof of the Nakayama conjecture for FS n .
Given an invertible element q in a ring R let H = H R;q (S n ) be the associated IwahoriHecke algebra. Then H contains elements which are q-analogues of the Murphy operators of the symmetric group and once again the symmetric polynomials in these elements belong to the centre of H . It is natural therefore to make the following conjecture. Dipper and James [2, Theorem 2.14] have proved this conjecture in the case where H is semisimple; unfortunately, there is a gap in their proof for the non-semisimple case. As for the symmetric group, one of the reasons why this conjecture is interesting is that as a corollary one can prove the Nakayama conjecture for H (this was proved by Gordon James and the author in [3] , with one direction being done previously in [2] ).
In this paper we reduce Conjecture 1.1 to a purely combinatorial problem of showing that certain polynomials are orthogonal. To the best of our knowledge these polynomials have not appeared in the elsewhere in the literature; it seems likely that they will be of independent interest.
One of the reasons why the conjecture for H is more difficult to prove than in the symmetric group case is that the multiplication in H is much more complicated. In the first section of this paper we overcome this difficulty by proving a combinatorial result which allows us to rewrite an arbitrary product of Murphy operators as a linear combination of less complicated products (modulo "unimportant" terms). In the second section we apply this result towards Conjecture 1.1.
Rewriting rules for Murphy operators
Throughout this paper we fix a positive integer n and let S n = S(f1; 2; : : :; ng) be the symmetric group on f1; 2; : : :; ng.
Let R be a commutative ring with 1 and q an invertible element of R. Then the IwahoriHecke algebra H = H R;q (S n ) is the unital associative R-algebra with generators T 1 ; T 2 ; : : :; T n?1 and relations T 2 i = (q ? 1)T i + q;
T j T j+1 T j = T j+1 T j T j+1 ;
T i T j = T j T i if ji ? jj > 2, for all 1 j < i < n.
Given an integer i, where 1 i < n, let s i = (i; i + 1); then fs 1 ; s 2 ; : : :; s n?1 g is the (standard) set of Coxeter generators for the symmetric group S n . Suppose that w 2 S n and write w = s i1 s i2 : : :s ik ; this expression for w is reduced if k is minimal, in which case we say that w has length`(w) = k. Given such a reduced expression for w let T w = T i1 T i2 : : :T ir ; the relations in H ensure that T w is independent of the choice of reduced expression for w. Moreover, f T w j w 2 S n g is a basis for H . 
Proof: When i = 1 there is nothing to prove. Therefore, by induction and using the fact thatT iT(i;j)Ti =T (i+1;j) when j = 1; 2; : : :
We remark that the easiest way to verify Lemma 2. The relevance of the proposition to Theorem 2.7 is revealed by the following corollaries. 
Corollary 2.12

0;
otherwise.
The result now follows easily by induction on k. The corollary tells us which decreasing elements of S n appear in a product of distinct Murphy operators. We now turn to the general case, which will follow by essentially expanding part (ii) of the lemma below.
Lemma 2.15
Suppose i 1 and that r 1. Then
Proof: First consider (i). When r = 1 the formula reduces to the observation that
proving (i). For (ii), note thatT ?1 i =T i ? , so using (i) twice we find We remark that even though it would have been more natural to define a(0) to be the 0-polynomial it is much more convenient to have it equal to 1. Also note that because 2 = q?2+q ?1 both a(s) and b(s) are actually Laurent polynomials in q (rather than q 1 2 ).
The closed forms for a(s) and b(s) were noticed by John Graham; all that we really need however is that they are the polynomials determined by the recurrence formulae below. Proof: The first two statements follow from the definitions using the well-known identity ? s t = ? s?1 t + ? s?1 t?1 ; the final two statements then follow from (i) and (ii) and induction.
We now return to the expansion of L r i+1 . The next lemma reveals the origin of the a-polynomials. We are now ready to compute the needed inner of products of the form hT w ; hi where h is a product of Murphy operators. By induction the inner products on the right hand side are zero if`(w) > k so the result follows.
As a corollary we obtain Theorem 2.7. 
Corollary 2.22
Symmetric polynomials
In this section we return to Conjecture 1.1 and reduce it to the conjecture that Even thoughM (n) 6 =M (m) for n 6 = m, these elements look the same as far as decreasing elements of length k are concerned. Recall the permutation u from Definition 2.4.
Theorem 3.2
Suppose that is a partition of n and that is a partition of k where k < n. Thus, v 2 S k+l and we can consider v as an element of S n whenever n k + l. In particular, v 2 S 2k for any partition of k. Proof: By Remark 2.14, for any partitions and of k, the inner product hT v ; M (n)i in H R; q is equal to the polynomial q`( v ) hT v ;M (n)i evaluated at q = q (note that m is a polynomial in 2 = q ? 2 + q ?1 ). Thus we may work in the generic Hecke algebra and then specialize q to q. Now, by assumption the matrixM k has full rank. Consequently the rank ofM k (n) is greater than or equal to the number of partitions of k such that v 2 S n (0 k < n). So, jc (k) j is equal to the number of compositions in C (k) such that = ; more generally, jc j is the number of refinements of into compositions such that = .
Conjecture 3.7
The inverse matrix ofM k is C kMk C k .
In particular this implies Conjecture 3.5 and hence, by Theorem 3.6, Conjecture 1.1.
It is not hard to show that C 2 k = I for all k; in fact this reduces to the well-known identity The reader may check that det ? k = 1 and that ? 2 k = I as we have claimed. We have checked Conjecture 3.7 for k 7.
