A feature-based fitness function is applied in a genetic programming system to synthesize stochastic gene regulatory network models whose behaviour is defined by a time course of protein expression levels. Typically, when targeting time series data, the fitness function is based on a sum-of-errors involving the values of the fluctuating signal. While this approach is successful in many instances, its performance can deteriorate in the presence of noise and/or stochastic behaviour. This paper explores a fitness measure determined from a set of statistical features characterizing the time series' sequence of values, rather than the actual values themselves. Through a series of experiments involving modular gene regulatory network models based on the stochastic π-calculus, it is shown to successfully target oscillating and non-oscillating signals. This practical and versatile fitness function offers an alternate approach, worthy of consideration for use in algorithms that evaluate noisy or stochastic behaviour.
§1 Introduction
Gene regulatory networks (GRNs) are complex biological systems governing gene expression which serve to control important cellular processes. Considerable research efforts have been put forth in recent years to model and learn the dynamic behaviour of these networks. 28, 48) The ability to automatically construct GRN models provides biologists with a tool for discovery and insight, perhaps suggesting unforeseen relationships or providing explanations for observed phenomena.
Stochasticity has been recognized as an influential element in these systems due to the small number of molecules involved.
11) Lately, stochastic gene expression has been an active area of study, and it is anticipated that future research will yield significant, exciting discoveries.
39)
A stochastic model based on gene gates which represent biological interactions as expressed by the stochastic π-calculus has been developed.
3) The modularity of this model points to genetic programming (GP) as a favourable algorithm for model inference. However, effective evaluation of candidate GP programs can be hindered by the stochastic element present in the model. The standard approach, which is based on a sum-of-errors between the target behaviour and actual time course values of the candidate expression, can suffer in performance due to the presence of noise. There is a need to develop effective methods to measure fitness when dealing with behaviour which is not deterministic.
This paper explores an alternate fitness function which is based on characterizing behaviour by a set of statistical features. The use of features is a practical approach which can be easily tailored to suit a variety of behaviours. For each problem at hand, a subset of features is chosen from a larger, comprehensive set of time series features, and incorporated into a fitness function which determines a sum-of-errors between the subset and corresponding targeted feature values to evaluate a candidate expression's behaviour. Through a series of 3 experiments involving gene gate models with varying complexity, the effectiveness and versatility of this feature-based fitness function is demonstrated by considering both oscillating and non-oscillating systems.
Subsequent sections are laid out as follows. A review of related work is found in Section 2, followed by background information regarding the stochastic gene gate model (Section 3) and genetic programming (Section 4). Section 5 provides details on the feature-based fitness function. The series of 3 GP experiments and their results are presented in Sections 6 through 8. Section 9 states the conclusions and suggests future work. §2 Related Work Much research has been performed in evolutionary computation to learn models describing the dynamic behaviour of GRNs using data derived from simulations ("in silico"). These models can be categorized as being either deterministic or stochastic.
Deterministic models are those which generate exactly the same time course of values each time the model is simulated. A sampling of papers which use evolutionary algorithms (other than GP) to evolve temporal GRN models include 14, 22, 24, 25) . Among evolutionary algorithms, GP is widely used to evolve both the structure and parameters of temporal gene networks and other bionetworks containing similar mechanisms. 1, 7, 26, 45, 47) Stochasticity has been recognized as an influential element in GRNs be-cause of the small number of molecules involved. 11, 39) Probabilistic models are subject to stochastic variation during interpretation resulting in time courses of gene expression levels which differ each time they are simulated. Learning of probabilistic GRN models has been the subject of several recent studies, particularly to evolve oscillating, switching or bistable behaviours. Leier et al. 29) and Leier & Burrage 30) used the Gillespie algorithm to stochastically simulate a set of elementary reactions using set-based GP, targeting oscillating and switching behaviours respectively. Chu 8) used the Gibson-Bruck algorithm to simulate a set of reactions and rates obtained from an evolutionary algorithm, targeting oscillating behaviour. These studies used single features to evolve models exhibiting oscillating behaviour. Further studies involving probabilistic models include 10, 37) . In the more general field of learning dynamic systems, Ross 42) used grammar-guided GP to evolve stochastic π-calculus expressions, targeted to generate certain monotonic behaviours. Borrelli et al. 5) used GP with noise added to the target behaviour to develop models for financial forecasting purposes. Their multi-objective fitness function incorporated a small set of statistical features in some of the objectives. Other works which deal with learning noisy dynamic models using evolutionary computation include 18, 40, 41, 46) . The analysis of time series data is also an active topic in biological literature. Bar-Joseph 2) surveys research in analyzing time series gene expression data, identifying a number of important characteristics contributing to the problem of time series analysis. For example, experimental design decisions regarding the sampling rates of time series data can have drastic influence on results due to the temporal nature of the phenomena being studied, the expense and availability of data, and other factors. This in turn profoundly impacts the effectiveness of actual network model construction. Since in this work, data is artificially generated in silico, there is complete control over sample rates and duration of the time series studied. Data is cheap, easy to construct, and can be generated in whatever resolution is desired. This allows the experiments to concentrate on the synthesis of network structures.
Another critical aspect identified by Bar-Joseph is the form of network to be realized. Logic gate networks (used in this paper), Bayesian networks, sub-networks, and systems of differential equations are formalisms used to denote GRNs. Different formalisms have their strengths and weaknesses, and it is beyond the scope of this paper to make a critical comparison of these techniques. An advantage of logic gate networks is their modularity, which is naturally denoted by the GP representation of expressions, as well as by the GP reproduction operators. This work is comparable to other machine learning techniques, for example, Bayesian learning, that analyze small networks. Such work circumvents the considerable technical problem of handling tens of thousands of gene expression data, say, from microarrays. In the future, should this genetic programming approach be applied to real-world laboratory data, the issues of sample rates and duration of time series data will have to be addressed, as well as the high dimensionality arising when thousands of time series are generated.
Tasks such as clustering, classification and search and retrieval, often related to data mining activities, make use of similarity measures. Features have been widely used as a basis for these similarity measures, for example 9, 23) . The inspiration behind the feature-based fitness function approach can be attributed to the work of Wang et al. 49) which made use of statistical features to cluster several benchmark time series data-sets, and Nanopoulos et al. 34) who used statistical features as input to a neural network to classify control chart patterns. Statistical features drawn from these two papers established the full set of 17 features from which a subset was subsequently chosen for incorporation in the feature-based fitness function.
The fitness function approach developed in this paper is more thoroughly documented in 19) . It has been successfully applied in recent GP systems involving symbolic regression with added noise, 20) and in 43, 44) where raw stochastic π-calculus expressions were evolved in contrast to the level of abstraction introduced by the modular gene gates. §3 Stochastic Gene Gate Model Gene regulatory networks describe cellular interactions involving DNA, RNA transcription and protein synthesis. Currently, modelling and learning these networks is a large area of study. Two recent surveys 13, 48) described ways in which bionetworks, including gene networks, are modelled outlining approaches such as reaction rate equations, Boolean networks, Bayesian networks, Petri nets and process calculi.
The gene regulatory network model focused on in this research is taken from recent work by Blossey et al. 3) . They have developed a modular approach built upon elements called "gene gates." Recognizing that the presence of noise and stochasticity are essential in gene networks, the gates are composed of stochastic π-calculus expressions. It is an executable model in that the expression can be interpreted in a stochastic π-calculus simulation environment (SPiM 35) ). Upon execution, this model yields a sequence of events with causal relationships which defines the network behaviour. Its modularity allows for varying degrees of abstraction in that biological detail can be omitted or added to the definition of a gate without changing the topology of the network.
Gene gates model the basic regulatory mechanism which involves the production of proteins (translation) from DNA through the production of RNA (transcription). In the gene gate definitions used in this work, transcription and translation are considered a single action. Further interactions and actions incorporated in the model include repression, activation, degradation and stochastic delay. 6, 31) 
Gene Gates and Other Network Elements
Gene gates are modular constructs which when combined in parallel create the gene regulatory network model. Depending on their complexity, they can be parameterized by elements such as interaction sites, rates and transcription factors.
The gates and other network elements used in the GP experiments are outlined below. As defined by the underlying stochastic π-calculus, most of these elements provide multiple possible behaviours which are probabilistically-chosen during network simulation. A complete description, including the stochastic π-calculus represented by each gate, can be found in 4, 19) .
• 
Gene Gate Expressions
Gene gates are combined in parallel to produce expressions which model the gene regulatory network. The gene product from one gate can self-regulate or serve as a regulator to other gates, forming complicated relationships and interactions. This, in conjunction with the stochastic rates, make it very difficult to predict the behaviour of an expression.
Once a gene gate expression is pieced together, it can be simulated to produce a time course tracking the change in gene product quantities. A simulator for the stochastic π-calculus called the Stochastic Pi Machine (SPiM) is available to execute gene gate expressions. 35) This simulation is based on the Gillespie algorithm 16) which is a Monte Carlo procedure to stochastically simulate a system of chemical reactions. During the simulation of an expression, SPiM determines the set of possible reactions among all processes which are operating in parallel. There is a probability associated with each of these reactions as defined by their corresponding rates. The next reaction and associated time increment are then chosen stochastically according to this set of reactions and their probabilities. While repeating this procedure, the protein (gene product) population levels are recorded and time courses are produced.
A more thorough discussion of the stochastic π-calculus and its simulation via SPiM is found in the supplementary material associated with 4) . §4 Genetic Programming
Genetic Programming (GP) is an evolutionary computational algorithm which offers a framework to automatically synthesize programs aimed to produce a targeted behaviour. 27) Programs are expressed in the form of trees, constructed from a set of specified building blocks consisting of functions and terminals. Through a series of generations, genetic operations such as crossover and mutation are applied to selected individuals from a population of programs. Since selection favours those which score better fitness values, the population progressively evolves to more closely behave like the target. GP is capable of building programs of variable length and structure. Its tree construct allows for nesting of modular components, and readily accommodates typing constraints or adherence to a grammar. Since the algorithm involves a random element, solutions generated by a run are not guaranteed to be optimal. However, this may be regarded as a positive feature when dealing with real-world problems in that it can be used as a tool for discovery of relevant relationships or configurations, not always evident through observation.
GP is considered well-suited to learn this particular gene gate model because of its modular nature and parameterized gates. The components of the gene gate model have a 1:1 correspondence with the GP building blocks such that a GP run will generate expressions with the same notation as the target gene gate expression. §5 Feature-based Fitness Function
In the GP algorithm, each individual is assigned a fitness value which reflects how closely it behaves relative to the target. A common approach for evaluating time series is based on a sum-of-errors where the error is the difference between the value of the dependent variable produced by the candidate expression and the corresponding target value. Since stochastic effects and noise can introduce phase shift and signal variation, the performance of this standard approach can be significantly degraded. As well, the random element produces a different trajectory during each simulation, making it difficult to maintain a consistent measure of fitness for the same expression.
To illustrate the degree of signal variation introduced by stochasticity, Fig. 1 overlays the results of 2 simulations of the same species and expression for one of the targets in the subsequent experiments. This graphs clearly demonstrates how a fitness function based on the sum-of-errors of the signal would result in a dismal score even when the target expression is encountered.
To overcome the deficiency of the standard fitness function approach, a fitness function based on statistical features of the signal is proposed. Using features to characterize the signal has many benefits. They are practical, easy to implement, robust against noise, and reduce the dimensionality of the data.
In order to determine which features to include in the fitness function, Fig. 1 Signal from Protein "GFP" from Two D016 Simulations a full set of features to draw from was first defined. Considering that there are an infinite number of features which could be selected for this task, it was decided to start with those with a track record of success for other researchers. An expressive set of 17 statistical features listed in Table 1 was adopted from previous work by Wang et al. 49 ) (all 13 features) and Nanopoulos et al. 34) (first order features). Descriptions of these features are provided in 19) . Tailored to suit the specific problem at hand, a subset of this full set of features was selected for direct use in the fitness function. Favourable features had low coefficients of variation and were judged to be relevant to the target behaviour, as well as non-redundant. The coefficient of variation is the ratio of the standard deviation over the mean. It provides a measure reflecting the stability of the values of a feature over several evaluations of the same expression.
The number of features in the subset was initially determined based on the degree of difficulty of the target expression as reflected by the probability of randomly generating the target expression. Simpler expressions tended to perform adequately with a smaller subset. If the chosen subset produced comparable fitness values for several other expressions as well as the target, further features were added to the subset to more definitively identify the target when it was reached.
Given a time course of values, the fitness is determined by first calculating the subset of features for the data, and then performing a sum-of-errors on the features through the following formula:
where F i,target is the target value of feature i, F i is the value of feature i for the candidate solution, n is the number of features, and N orm i is the normalization factor for feature i. Normalization was applied in order to bring the errors into a range that was common between the features, thus preventing individual features from dominating the fitness evaluation. In these experiments, feature differences were normalized by either the average of the target feature, F i,target , or by the standard deviation of the target feature, σ i,target . Normalizing by average expresses the error as a fraction of the target value, whereas normalizing by standard deviation takes into account the variation inherent in the target feature itself, analogous to the standard or z-score (
x − mean σ ).
33)
Every simulation of a single expression is subject to stochastic effects, yielding a different set of feature values for each evaluation. This produces overall fitnesses which vary from simulation to simulation. A common approach to reduce variation due to noise is to repeat evaluations and average the resulting fitnesses. 21) In the experiments, it was necessary to keep this number low for runtime considerations.
The combination of choosing stable features, normalization and repeating evaluations served to combat the main challenge in designing this fitness function: reducing the effect of stochasticity and noise in the final fitness value. §6 Repressilator Experiment
Target Network
The repressilator is a well-known synthetic oscillating network which behaves like a biological clock. It was described in 12) and stochastically simulated using gene gates in 3) and 4) . The repressilator gene network is illustrated in Fig. 2 (with notation per Fig. 3 6) ) and is described by the following gene gate expression:
Its behaviour is characterized by alternating cycles of expression of three proteins present in a system of three gates arranged such that a cascading effect is created when the product of one gate represses the protein production of another.
There are 4 rates associated with this network: production rate ( ), inhibition rate (η), degradation rate (δ) and channel reaction rate (r). A parameter analysis in 4) identified constraints on these rates which lead to regular and unperturbed oscillation. Rates for the target network were selected in accordance with these constraints and set at = 0.1, η = 0.001, δ = 0.0001, and r = 100.0. Behaviour of the repressilator network simulated with this set of rates is illustrated in Fig. 4 . Since the repressilator network offered a straightforward expression and behaviour for GP to evolve, it served as a test bed for the feature-based fitness function before moving on to more complex targets.
Fitness Function
Fitness was based on the production of a single transcription factor from the SPiM simulation of the candidate expression. Preferential order of the transcription factor used in the fitness function was first "a", "b", then "c". In all experiments, the first 5% of the data from every simulation was ignored when determining the features. During the start-up of a SPiM simulation, there is a "warm-up" period which doesn't reflect the subsequent behaviour of the model.
Features from a set of 200 simulations of the target expression were examined and 5 features were selected for use in the evaluation. The features along with their mean and standard deviation are listed in Table 2 . Target values for the features were calculated from the 200 simulations. Feature differences in the fitness function were normalized by the target feature's standard deviation. The fitness score for a candidate expression was set to the average fitness of 4 SPiM simulations. 
GP Function and Terminal Sets
For the repressilator target, the gene gate expression as well as the rates were evolved. Since the network behaviour depends on the value of the rates relative to each other, one of the rates, , was fixed at 0.1 (as was done in 4) ), and the remaining 3 rates (δ, r, η) were included in the GP tree. The strongly-typed GP function set, in which the arguments have defined types, 32) is described in Table 3 . The root of the tree was of type root whose 2 branches consisted of a gene gate expression branch and a rate branch. There was only one terminal type for the gene gate expression, channel with type ch, which represented a channel and could take on the value of a, b, or c.
Rates were represented by the integer value of their exponent (with base 10). Within the GP, the rates were restricted to the following ranges: 
Target Expression
Corresponding to the function and terminal set, the target expression was:
a) with rates (−4, 2 and −3).
Based on a minimum tree depth of 3, the probability of randomly constructing a tree representing the target expression and rates was calculated to be 1 81, 648 . Table 4 lists parameters used for the repressilator GP runs. Most of the parameters are standard in GP literature; refer to 27) and 19) for definitions. A Table 4 Repressilator GP Parameters population 200 maximum no. of generations 30 probability of crossover 0.9 probability of standard mutation 0.05 probability of shrink mutation 0.1 probability of reproduction 0.0 selection tournament (size 3) initial population grow min. and max. initial tree depth 3, 6 maximum tree depth 9 prob. crossover point is branch 0.6 duration of SPiM simulation 2,000,000 no. points collected per simulation 1000 no. simulations fitness score averaged over 4 normalization factor in fitness function std. dev.
GP Parameters and Settings
tree with a depth equal to the minimum initial depth of 3 would contain a single neg gate.
Results and Discussion
The GP was run 20 times, along with 20 baseline runs in which the tournament size was set to one, such that trees were subject to mutation and crossover without selection. GP runs for all experiments were performed on Open BEA-GLE software, 15) and feature calculations made use of the R library. As previously mentioned, Blossey et al. 4) identified a set of rate constraints which result in regular and unperturbed oscillation. Preliminary analyses of the repressilator found it unable to differentiate between the behaviour of several networks whose rates met these constraints. Consequently, it could be misleading to judge the success of the GP solely based on whether the exact target was found or not.
To help assess the results, a set of rate combinations whose corresponding fitnesses could not be discerned from those of the exact target was identified as determined by two sample t-tests with confidence levels exceeding 95%. In all, 9 rate combinations were deemed "indiscernible" from the target. Refer to 19) for a more indepth discussion.
A comparison of the results between the GP and baseline runs is presented in Table 5 . In this table, the result from each run is grouped into one of the following 4 categories according to their degree of success:
1. Target expression and correct set of rates were found. 2. Target expression was found, but set of rates were off-target. With this rate combination, fitnesses are indiscernible from the target. 3. Target expression was found, but set of rates were off-target. Fitness was favourable (<= 7), but with this rate combination, fitnesses are discernible from that of the target. 4. Target expression was not found or fitness >7.
Note that the average fitness of the target, obtained from 200 simulations, was 2.2 with a standard deviation of 0.8. As such, any expression with fitness greater than 7 would not stand out when examining top individuals during any GP run. The fitness function proved capable of assigning favourable fitnesses to the target network. Only a limited number of expressions composed of 3 gates, other than the target expression, obtained fitnesses less than 7. Furthermore, the average generation that category 1 and 2 trees were found in the full-fledged GP runs was 8.1, compared to 15.0 for the baseline runs. Although these values are based on 7 and 5 runs respectively, it suggests that selection, powered by the feature-based fitness function, caused the target to be synthesized at a faster rate.
It could be argued that the repressilator target was too simple of a problem for GP. The probability of randomly constructing a solution that lies in either category 1 or 2 is 1 8165
. This is high considering that a single GP run evaluates 6,000 individuals in total. As well, the small population size of 200, chosen to compensate for the system's simplicity, may have hindered performance in that it may not have offered a large enough pool for the GP operators to perform effectively. Despite these concerns, the results indicated that features were successfully characterizing the stochastic behaviour, leading the way for the following 2 experiments which involved more complex networks. §7 D016 Experiment
Target Network
D016 is a synthetic network which was experimentally identified in 17) to behave like a logical NOR gate (in the lac − strain), with inputs defined by two probes referred to as inducers and with output indicated by a fluorescent signal produced by a protein product called GFP. This network was stochastically simulated using gene gates in 3) , generating the same logical behaviour exhibited in the experimental results. The D016 network is illustrated in Fig. 6 What is curious about this circuit is how the addition of aTc affects GFP production even though the gate it represses is seemingly not connected to the elements producing the GFP. The biological explanation for this behaviour has been discussed, but not determined.
3) The stochastic gene gate model offers a useful tool for further investigation.
This circuit was designed to be probed by two repressing proteins, aTc and IPTG, which when applied in a Boolean manner (with either the absence or presence of each inducer) leads to 4 combinations of inputs. Since there are 4 proteins (channels) in the network and the application of each of the possible 4 probe combinations changes the behaviour of the network, a rich set of information is available to base the fitness function on.
Initial experiments found that the fitness function with features taken from two combinations could more definitively differentiate between the target and near-target expressions, compared to the single combination without inducers. Consequently, the following 2 of the possible 4 combinations of probes were incorporated into the fitness function for this experiment: Sample simulations of these combinations are found in Figs. 7 and 8.
Fitness Function
To determine one fitness value for a candidate expression, 2 SPiM simulations were required, one for each probe combination incorporated in the fitness function. From these simulations, 8 time courses of gene expression levels, one from each channel, were available upon which to obtain the features. The average (µ), standard deviation (σ) and inverse coefficient of variation ( µ σ ) of the features resulting from a series of 200 simulations of the target expression were examined and 17 features were selected for use in the fitness function. These features are listed in Table 6 . Average target feature values used in the fitness function were taken from these simulations as well. For this particular experiment, two different normalization approaches were considered: normalization by the target feature's average and normaliza- tion by the target feature's standard deviation. As well, the number of sets of simulations over which the fitness was averaged was varied. Two situations were tested: 1 and 4 simulations. In all, 4 sets of GP runs were carried out.
GP Function and Terminal Sets
For this target, patterns in the negp gates allowed for simplification, such that the number of parameters could be reduced. It was decided to build the transcription factors into the gate, along with the inducer protein and the rates. This lead to negp gates with parameters limited to channels only. The resulting strongly-typed GP function set is described in Table 7 . The root of each expression was of type gate. There was a single terminal type, ch, which represented a channel and could take on the values of a, b, c, or d, representing GFP, LacI, lcI, and TetR respectively. 
Target Expression
Corresponding to this function and terminal set, the target expression was:
The probability of randomly generating this target expression with a minimum tree depth limit of 3 imposed, was calculated to be 1 139, 810 .
GP Parameters and Settings
The parameters used for the D016 GP runs which differ from those used in the repressilator experiment are listed in Table 8 . A minimum initial tree depth of 3 means that all initial trees are composed of at least 2 gates in parallel. 
Results and Discussion
Twenty runs for each of the 4 sets were performed and results are listed in Table 9 . Median population fitness and best-of-generation fitness by generation averaged over all runs are shown in Fig. 9 . Twenty baseline runs with tournament size 1 (as opposed to 3) were also completed. Among the 20 baseline runs, the target expression was constructed only once. The GP algorithm was successful in repetitively evolving the target expression with the feature-based fitness function. Results from the baseline runs and the random tree probability analysis confirmed that the target expression was not too simple for the population size, such that it could have been constructed randomly without the help of the GP operators. With a population This experiment considered two approaches to normalization (average versus standard deviation) and also varied the number of simulations averaged to obtain the fitness score (one versus four). Because the four combinations each registered successes in such close proportion, it would require far more runs than the 20 performed here to identify any significant statistical difference in the results via a proportional comparison test. A closer examination of the fitness scores for the target (when it was found), and the fitness scores for the best-ofrun individuals when the target wasn't found, indicated that normalizing by the standard deviation and averaging the score over 4 simulations enabled the fit-ness measure to more definitively distinguish between the target and non-target expressions. Further details of this analysis can be found in 19) . §8 D038 Experiment
Target Network
D038 is another synthetic network which was described in 17) and stochastically simulated using gene gates in 3) . Similar to D016, this circuit was designed to be probed by two repressing proteins, aTc and IPTG. In the lac − strain, it behaves like a logical NOT IF gate marked by appreciable GFP production only when the inducer combination is [with aTc, without IPTG]. The D038 network is illustrated in Fig. 10 and is described by the following gene gate expression:
where η 1 = 0.25 and η 2 = 1.0 Note that the "rep" gates are the probing inducers, and most rates have been omitted as parameters since they remain constant for this system at = 0.1, δ = 0.001, r = 1.0 for TetR, LacI, lcI, GFP (the channels), and r = 100.0 for aTc and IPTG (the inducers).
Preliminary experiments found that the single combination of inducers [with aTc, without IPTG], which produces significant levels of GFP, contained sufficient information for the fitness function to identify the target expression. Behaviour of this network with this combination of inducers is shown in the sample simulation found in Fig. 11 . Although not always the case with a stochastic model, a Boolean description can be used to explain the network behaviour 17) : When aTc is present, TetR levels are low, enabling production of LacI. This in turn inhibits expression of lcI and allows production of GFP. 
Fitness Function
Features from a set of 200 simulations of the target expression were examined and 10 features were selected for use in the evaluation. These features, along with their statistical information, are listed in Table 10 . For this experiment, feature differences in the fitness function were normalized by the target feature's standard deviation. The fitness score for a candidate expression was set as the average fitness taken over 4 SPiM simulations. 
GP Function and Terminal Sets
A more modular and detailed GP language was applied to this target compared to the D016 experiment. Here, the negp gate is used in its general form, and the transcription factors become parameterized with proteins and nested. The strongly-typed GP function set is described in Table 11 . The root was of type gate. A new type, tf , representing a transcription factor was introduced in this function set. As well, an inducer terminal type was added, resulting in two terminal types:
1. Channel, ch, could take on the value of a, b, c, or d, corresponding to GFP, LacI, lcI, and TetR respectively 2. Inducer, ind, could take on the value of e or f, corresponding to aTc and IPTG respectively
For every candidate expression throughout the GP run, the rates were fixed per Table 12 . 
Target Expression
The probability of randomly generating this tree with the specified function and terminal sets and a minimum tree depth of 4, was determined to be 1 2, 236, 962 . Table 13 lists parameters used for the D038 GP runs which differ from those used in the repressilator experiment. The minimum initial tree depth corresponds to a network composed of at least 2 gates in parallel. 
GP Parameters and Settings

Results and Discussion
The target expression was found in 8 of the 20 GP runs which were performed. With 95% confidence, this corresponds to a success rate between 22% and 61%. On average, the target expression was identified in the 21st generation. Median population fitness and best-of-generation fitness by generation averaged Fig. 12 . Twenty baseline runs with tournament size 1 were also completed. Among these 20 baseline runs, the target expression was never constructed.
The GP successfully evolved the target expression for D038 in 40% of the runs. This reduction in proportion of successful runs compared to the D016 experiment can be attributed to the increased difficulty of the target, as reflected by the lower probability of randomly constructing the target tree. These positive results demonstrate the effectiveness and ability of GP to synthesize networks from the modular gene gate constructs, making use of the feature-based fitness function to guide the search.
The fitness function incorporated a subset of 10 features from 4 channels of information. Closer examination of the fitness scores from the GP runs which did and did not find the target suggested that it would be beneficial to add further features to the fitness function so that it could more definitively distinguish the target from other expressions. The behaviour of off-target expressions receiving good scores could suggest which features to add. §9 Conclusion A feature-based fitness function was developed to evaluate stochastic time series in which the score was calculated as a sum-of-errors from a set of statistical features characterizing the temporal data. The set of features was drawn from a comprehensive set of 17 statistical features, preferring those which exhibited stability amid the stochastic effects. This approach produced a measure which is easy to interpret and implement, and versatile in that it can be tailored to describe a variety of behaviours.
With the use of this fitness function, a GP system successfully evolved several targeted expressions in experiments involving modular gene regulatory network models based on the stochastic π-calculus. The targeted expressions were of varying complexity and included both oscillating and non-oscillating behaviour.
Stochastic and noisy behaviour can significantly compromise the perfor-mance of the standard fitness function approach, which involves taking the sumof-errors directly from the values of the time series. This feature-based fitness function offers an alternative fitness measure when dealing with systems containing such uncertainties. A natural extension of this research is to use this fitness function to discover networks which exhibit a desired behaviour. In this way, it can be readily employed by search and optimization algorithms, providing a tool for scientists to construct and explore models which incorporate more complex, real-life phenomena. For instance, in a GP system, the target feature values can be adjusted to evolve networks which are more robust against noise. As well, since the GP algorithm generates sets of candidate solutions, this approach can be used to identify alternate network designs, each of which display behaviour similar to the target. There is plenty of further work that can be performed to explore the capabilities of this fitness function and to improve its performance:
• Develop a more rigorous feature subset selection method to identify a suitable set of features for the fitness function which optimizes its performance.
• Challenge the fitness function with problems of increased difficulty. For the stochastic gene gate model, more sophisticated models containing further biological detail could be targeted; for example, evolve the delay and reaction rates in addition to the expression. Another suggestion is to add automatically defined functions (ADFs) to the GP system such that the stochastic π-calculus within the gene gates can be evolved concurrently with the gene gate expressions.
• Consider other features such as multivariate statistics when dealing with concurrent signals.
