Abstract. New accelerated nonlinear conjugate gradient algorithms which are mainly modifications of the Dai and Yuan's for unconstrained optimization are proposed. Using the exact line search, the algorithm reduces to the Dai and Yuan conjugate gradient computational scheme. For inexact line search the algorithm satisfies the sufficient descent condition. Since the step lengths in conjugate gradient algorithms may differ from 1 by two order of magnitude and tend to vary in a very unpredictable manner, the algorithms are equipped with an acceleration scheme able to improve the efficiency of the algorithms. Computational results for a set consisting of 750 unconstrained optimization test problems show that these new conjugate gradient algorithms substantially outperform the Dai-Yuan conjugate gradient algorithm and its hybrid variants, Hestenes-Stiefel, Polak-Ribière-Polyak, CONMIN conjugate gradient algorithms, limited quasi-Newton algorithm LBFGS and compare favourable with CG_DESCENT.
Introduction
Conjugate gradient methods represent an important class of unconstrained optimization algorithms with strong local and global convergence properties and modest memory requirements. A survey on their definition including 40 conjugate gradient algorithms for unconstrained optimization is given by Andrei [6] . A discussion of development of different versions of nonlinear conjugate gradient methods, with special attention to global convergence properties is presented by Hager and Zhang [21] . In this paper we suggest new nonlinear conjugate gradient algorithms which are mainly modifications of the Dai and Yuan [16] conjugate gradient computational scheme. In these algorithms the direction is computed as a linear combination between and i.e. The paper has the following structure. In Section 2 we present the development of the conjugate gradient algorithms with sufficient descent condition as modifications of the DaiYuan computational scheme, while in section 3 we prove the global convergence of these algorithms under strong Wolfe line search conditions. In Section 4 we present the accelerated algorithms, showing their global convergence and in Section 5 we compare the computational performance of the new conjugate gradient schemes against the Dai and Yuan method and its hybrid variants [17] , Hestenes and Stiefel [22] , Polak-Ribière [27] and Polyak [28] , CG_DESCENT by Hager and Zhang [20] , CONMIN by Shanno and Phua [30] , as well as LBFGS by Liu and Nocedal [23] , using 750 unconstrained optimization test problems from the CUTE [12] library along with some other large-scale unconstrained optimization problems presented in [8] . Using the Dolan and Moré performance profiles [19] we prove these new accelerated conjugate gradient algorithms outperform the Dai-Yuan algorithm as well as its hybrid variants, Hestenes-Stiefel, Polak-Ribière-Polyak, CONMIN, LBFGS and compare favourable with CG_DESCENT by Hager and Zhang.
Modifications of the Dai-Yuan conjugate gradient algorithm
For solving the unconstrained optimization problem
where is continuously differentiable and bounded below we consider a nonlinear conjugate gradient algorithm:
where the stepsize α k is positive and the directions are computed by the rule:
3) where 
where is a descent direction and 0 1 ,
where N k β is given by (2.4) satisfies the sufficient descent condition 
Using (2.9) in (2.8) we get (2.7).
To conclude, the sufficient descent condition from (2.7), the quantity 1 
To determine the parameter θ k +1 in (2.3) we suggest the following two procedures.
A) When the initial point 0
x is near the solution of (2.1) and the Hessian of function f is a nonsingular matrix we know that the Newton direction is the best line search direction. Therefore, to get a good algorithm for solving (2.1) this is a very good motivation to choose the parameter k θ in such a way that for every
3) be the Newton direction. Therefore, from the equation
10) after some algebra we get
Observe that the choice (2.11) does not imply that This leads us to:
.
Observe that if B) The second procedure is based on the conjugacy condition. Dai and Liao [14] introduced the conjugacy condition where is a scalar. This is indeed very reasonable since in real computation the inexact line search is generally used. However, this condition is very dependent on the nonnegative parameter , for which we do not know any formula to choose in an optimal manner. Therefore, even if in our developments we use the inexact line search we adopt here a more conservative approach and consider the conjugacy condition This leads us to:
As above, if 
From the second Wolfe condition it follows that 1 1 ,
Since by the Wolfe condition , it follows that
Convergence analysis
In this section we analyze the convergence of the algorithm (2.2), (2.3), (2.4) and (2.12) or (2.13) where . In the following we consider that
, otherwise a stationary point is obtained. Assume that:
( 
where ρ and σ are positive constants such that 0 1 .
For any conjugate gradient algorithm with strong Wolfe line search, we have the following results given by lemma 3.1 and lemma 3.2, which were first proved by Zoutendijk [33] and Wolfe [31, 32] . For completeness, we present them here without proofs. ) .
Based on these results, for conjugate gradient method (2.2) where 
Proof. Since for any ,
since for all we have
On the other hand, from (3.5) we get
Since is a descent direction, it follows that
From the strong Wolfe condition we have that 
However, this contradicts (3.12) from the corollary 3.1, i.e. the corollary 3.1 is true. ¦ 
Theorem 3.1. Suppose that the assumptions (i) and (ii) hold and consider the algorithm (2.2), (2.3), (2.4) and (2.12) or (2.13), where
Since is a descent direction it follows that
. 
Hence, from corollary 3.1 it follows that lim inf 0
AMDYN and AMDYC Algorithms
Nocedal [25] pointed out that in conjugate gradient methods the step lengths may differ from 1 in a very unpredictable manner. They can be larger or smaller than 1 depending on how the problem is scaled. This is in very sharp contrast to the Newton and quasi-Newton methods, including the limited memory quasi-Newton methods, which accept the unit steplength most of the time along the iterations, and therefore usually they require only few function evaluations per search direction. Numerical comparisons between conjugate gradient methods and the limited memory quasi Newton method by Liu and Nocedal [23] show that the latter is more successful [7] . One explanation of efficiency of this limited memory quasi-Newton method is given by its ability to accept unity step lengths along the iterations. In this section we take advantage of this behavior of conjugate gradient algorithms and consider an acceleration scheme of the above conjugate gradient algorithms. Basically the acceleration scheme modifies the step length k α in a multiplicative manner to improve the reduction of the function values along the iterations (see [5, 9] and [10] ). In accelerated algorithm instead of (2.2) the new estimation of the minimum point is computed as
. Therefore, using the definitions of Step 2. Test for continuation of iterations. If g k ∞ − ≤ 10 6 , then stop, else set k k = +1.
Step 3. Line search. Compute α k satisfying the Wolfe line search conditions (2.5) and (2.6).
Step 4. Compute:
Step 5. Compute:
, and .
Step Step 8. Direction computation. Compute , where
10 ,
, set k k = +1 and continue with step 2.
It is well known that if f is bounded along the direction then there exists a stepsize d k α k satisfying the Wolfe line search conditions (2.5) and (2.6). In our algorithm when the angle between and d − + g k 1 is not acute enough, then we restart the algorithm with the negative gradient [11] . More sophisticated reasons for restarting the algorithms have been proposed in the literature [29] , but we are interested in the performance of a conjugate gradient algorithm that uses this restart criterion, associated to a direction satisfying the sufficient descent condition. Under reasonable assumptions, conditions (2.5), (2.6) and (4.1) are sufficient to prove the global convergence of the algorithm. . This selection, was considered for the first time by Shanno and Phua in CONMIN [30] . It is also considered in the packages: SCG by Birgin and Martínez [11] and in SCALCG by Andrei [1] [2] [3] [4] 7] . For uniformly convex functions, like in [10] , we can prove that the sequence generated by AMDYN or AMDYC converges linearly to the solution of the problem (2.1). 
Numerical results and comparisons
In this section we present the computational performance of a Fortran implementation of the AMDYN and AMDYC algorithms on a set of 750 unconstrained optimization test problems. We selected 75 large-scale unconstrained optimization problems in extended or generalized form [8] . (5.1) and the number of iterations, or the number of function-gradient evaluations, or the CPU time of ALG1 was less than the number of iterations, or the number of function-gradient evaluations, or the CPU time corresponding to ALG2, respectively. All codes are written in double precision Fortran and compiled with f77 (default compiler settings) on an Intel Pentium 4, 1.8GHz workstation. All these codes are authored by Andrei.
In the first set of numerical experiments we compare AMDYN versus AMDYC. In Table 1 we present the number of problems solved by these two algorithms with a minimum number of iterations (#iter), a minimum number of function and its gradient evaluations (#fg) and the minimum cpu time. Both algorithms have similar performances. However, subject to cpu time metric, AMDYN proves to be slightly better. In the following we shall compare AMDYN versus some known conjugate gradient algorithms.
In the second set of numerical experiments we compare AMDYN algorithm with the Dai and Yuan (DY) algorithm. Figure 1 presents the Dolan-Moré performance profile for these algorithms subject to the cpu time metric. We see that AMDYN is top performer, being more successful and more robust than the Dai and Yuan algorithm. When comparing AMDYN with the Dai and Yuan algorithm (Figure 1 ), subject to the number of iterations, we see that AMDYN was better in 619 problems (i.e. it achieved the minimum number of iterations in 619 problems). DY was better in 27 problems and they achieved the same number of iterations in 60 problems, etc. Out of 750 problems, only for 706 of them does the criterion (5.1) hold.
Dai and Yuan [17] studied the hybrid conjugate gradient algorithms and proposed the following two hybrid methods:
where showing their global convergence when the Lipschitz assumption holds and the standard Wolfe line search is used. The numerical experiments of Dai and Ni [15] proved that the second hybrid method (hDYz) is the better, outperforming the PolakRibière [27] and Polyak [28] method. In the third set of numerical experiments we compare the Dolan-Moré performance profile of AMDYN versus Dai-Yuan hybrid conjugate gradient subject to the cpu time metric, as in Figure 2 . Observe that the differences are substantial. Again AMDYN is top performer. In the fourth set of numerical experiments, in Figure 3 , we compare the Dolan-Moré performance profile of AMDYN versus Dai-Yuan hybrid conjugate gradient subject to the cpu time metric. Again observe that AMDYN is top performer. In the sixth set of numerical comparisons we consider AMDYN versus the PolakRibière-Polyak conjugate gradient algorithm ( ). Figure 5 presents the performance profiles of these algorithms subject to cpu time metric. The PRP method, like HS, posses a very important built-in restart feature that addresses directly to jamming. The idea is that PRP (and HS) method automatically adjust the value of the parameter β to avoid jamming. In general, the performance of these methods (PRP and HS) is better than the performance of some other conjugate gradient methods (for example DY) [21] . However, from Figure 5 observe that AMDYN is top performer again among these algorithms. AMDYN inherits some convergence properties from the Newton method (see (2.10)). In the next set of numerical experiments we compare AMDYN versus CG_DESCENT by Hager and Zhang [20] . Figure 6 presents the Dolan and Moré cpu time performance profile of AMDYN versus CG_DESCENT with Wolfe line search. Presently CG_DESCENT is the practical conjugate gradient algorithm with more reputation. CG_DESCENT is a modification of HS and was devised in order to ensure sufficient descent, independent of the accuracy of the line search. Hager and Zhang [20] proved that the direction in their algorithm satisfies the sufficient descent condition One explanation is that the linear algebra in the LBFGS code to update the search direction is more time consuming than the linear algebra in AMDYN. On the other hand the steplength in LBFGS is determined at each iteration by means of the line search routine MCVSRCH, which is a slight modification of the routine CSRCH written by Moré and Thuente [24] .
Conclusion
We have presented a new conjugate gradient algorithm for solving large-scale unconstrained optimization problems. The parameter β k is a modification of the Dai and Yuan computational scheme in such a manner that the direction generated by the algorithm satisfies the sufficient descent condition, independent of the line search. Under strong Wolfe line search conditions we proved the global convergence of the algorithm. We present computational evidence that the performance of our algorithms AMDYN and AMDYC was higher than that of the Dai and Yuan conjugate gradient algorithm and its hybrid variants, Hestenes-Stiefel, Polak-Ribière-Polyak, CONMIN, LBFGS (m=3) and compare favourable with CG_DESCENT, for a set consisting of 750 unconstrained optimization problems.
