Let A be an n by n matrix with numerical range W (A) := {q * Aq : q ∈ C n , q 2 = 1}. We are interested in functionsf that maximize f (A) 2 (the matrix norm induced by the vector 2-norm) over all functions f that are analytic in the interior of W (A) and continuous on the boundary and satisfy max z∈W (A) |f (z)| ≤ 1. It is known that there are functionsf that achieve this maximum and that such functions are of the form B • φ, where φ is any conformal mapping from the interior of W (A) to the unit disk D, extended to be continuous on the boundary of W (A), and B is a Blaschke product of degree at most n − 1. It is not known if a functionf that achieves this maximum is unique, up to multiplication by a scalar of modulus one. We show that this is the case when A is a 2 × 2 nonnormal matrix or a Jordan block, but we give examples of some 3 × 3 matrices with elliptic numerical range for which two different functionŝ f , involving the same conformal mapping but Blaschke products of different degrees, achieve the same maximal value of ||f (A)||2.
Introduction
Let A be an n by n matrix with numerical range W (A) := {q * Aq : q ∈ C n , q 2 = 1}. M. Crouzeix conjectured that the ratio,
referred to here as the Crouzeix ratio, is always less than or equal to 2 [5] , and he proved that it is always less than or equal to 11.08. Later M. Crouzeix and C. Palencia reduced this bound to 1 + √ 2 [3] , but the conjectured bound of 2 still has not been established. The supremum in (1) is over all functions f analytic in the interior of W (A) and continuous on the boundary, and || · || 2 denotes the matrix norm induced by the vector 2-norm; that is, the largest singular value. Many numerical experiments support Crouzeix's conjecture. See [7] , for instance, where a numerical optimization code was used to try to minimize the inverse of the ratio in (1) .
It is known from Pick-Nevanlinna theory [4] that there are extremal functionsf that attain the supremum in (1) and that such functions are of the form µB • φ, where µ is a nonzero scalar, φ is any conformal mapping from the interior of W (A) to the unit disk D, extended to be continuous on the boundary, and B is a Blaschke product of degree at most n − 1:
Without loss of generality, we may assume thatf has H ∞ -norm 1 on W (A) and then µ = 1 andf is a function of the form B • φ that satisfieŝ
It is not known if a functionf that satisfies (3) is unique, up to multiplication by a scalar of modulus 1. Note that iff :=B • φ is one such function and if ψ is a different conformal mapping from the interior of W (A) to D (mapping a different point to the origin), then φ = B 1 • ψ for some degree 1 Blaschke product B 1 , so thatf can be written in the form (B • B 1 )•ψ, whereB • B 1 is another Blaschke product of the same degree asB. Thus, to study the uniqueness off , we can fix a conformal mapping φ and ask whether the Blaschke productB associated with φ is unique (where we always mean up to multiplication by a scalar of modulus 1).
In the following sections we show that for 2 × 2 matrices and for Jordan blocks, an extremal Blaschke product (i.e., a Blaschke productB such thatf :=B • φ satisfies (3), for a given conformal mapping φ) is unique, but we give examples of some 3 × 3 matrices with elliptical numerical range for which two different Blaschke products of different degrees both satisfy (3). Since we show a range of parameters for which the extremal Blaschke product has degree 1 instead of 2, this result supports numerical observations that the extremal Blaschke productB sometimes appears to have degree strictly less than n − 1 [1] .
Examples of Uniqueness

2 by 2 Nonnormal Matrices
For any 2 by 2 matrix W (A) is an ellipse, and Crouzeix [4] proved that an exact expression for the supremum in (1) is
and ǫ is eccentricity of the ellipse W (A). Here we give an equivalent expression for the bound C(W (A), 2) and prove thatB (orf ) is unique. It can be shown that, after a proper translation and rotation, any 2 × 2 matrix A = cI (trivial case) is unitarily similar to a matrix of the form
where a > 0, d ≥ 0. If a < d, it is equivalent to consider A T , so without loss of generality we can assume a ≥ d ≥ 0. The matrix A is normal if and only if a = d, and in this case ||f (A)|| 2 ≤ max z∈W (A) |f (z)|; otherwise, W (A) is an ellipse. G. Szegö [9] showed that the conformal mapping of the interior of an ellipse with foci points ±1 onto D, with the origin mapping to itself, is
Here sn(z) is one kind of Jacobi elliptical function, k is the elliptical modulus and K is the quarter period. We can multiply A by the scalar k/(ad) and write
where 0 ≤ b = d a ≤ 1 and 0 < k = k(b 2 ) < 1, and then, the conformal mapping maps A to itself, since it maps the eigenvalues of A, ± √ k, to themselves.
Since ||T || 2 = 1 and κ(V ) = k/b, for any Blaschke product B
by von Neumann's inequality [8] , and the equality holds when
We will show that α must be 0. From Theorem 5.1 in [2] , an extremal Blaschke product B satisfies
and u * 1 v 1 = 0, where u 1 and v 1 are the first left and right singular vectors of B(φ(A)). Taking
which gives us α =ᾱk.
When 0 < b < 1, we know 0 < k < 1 and α = 0;
when b = 1, we know k = 1 and matrix A is normal.
Jordan Blocks
We know that for the n by n Jordan block
is a disk centered at the origin of radius cos( π n+1 ), and the conformal mapping φ that maps W (J) to the unit disk D is
We can rewrite
Since ||J|| 2 = 1, by von Neumann's inequality,
and we know for any Blaschke product B
and
To prove uniqueness, suppose the extremal B(z) takes the form
Here p j is 1/j! times the j th derivative of B(z) and can be expressed in terms of α j 's:
. . .
We know that the p j 's satisfy ||P || 2 ≤ 1,
with equality in both places if B is extremal. Suppose that the first right and left singular vectors of D −1 P D are v 1 and u 1 respectively, i.e.,
Then equality holds in (5) only when ||P || 2 = 1, u 1 is parallel to the first right singular vector of D −T = D −1 , that is e 1 ( e j 's are the standard basis), v 1 is parallel to the first right singular of D (i.e., e n ), D −1 u 1 is parallel to the first left singular vector of P , and Dv 1 is parallel to the first right singular vector of P . Thus, we have
gives us p j = 0, j = 0, 1, · · · , n − 2.
Further, p 0 = 0 means B(0) = 0, from which we get some α j = 0. Without loss of generality, take α 1 = 0. Then
differentiating B(z) we can see B ′ (0) = 0 (i.e., p 1 = 0), which implies that one of the remaining α's is 0, i.e.,
Do this step by step, and finally we get
That is,B(z) = z n−1 is the only extremal Blaschke product.
3 by 3 elliptical case with one parameter
Since W (J 3 ) is a disk, we can construct a matrix A
and from the previous discussion W (A) is an ellipse. C. Glader, M. Kurula, and M. Lindstrm argued that Courzeix's conjecture holds in this case [6] . We give the exact upper bound and prove uniqueness here.
Scale A by the factor
, thus
The eigenvalues of A are 0 and the two foci of W (A), ±1. The conformal mapping φ is the same as equation (4), i.e.,
We can check that ||T || 2 = 1,
When b → 0, t → 1 2 , i.e., b = 0 is a removable singularity of t. By von Neumann's inequality, for any Blaschke product we have
we can achieve the extremal Blaschke product. That is, for this class of matrix
To prove uniqueness, assume the extremal Blaschke product is in the form
Since the minimum polynomial of T is On the other hand,
with equality in both places if and only if B is extremal. Then, we must have Without loss of generality, taking x 13 = 1, we can obtain
, and B(T ) =B(T ).
Combining with expressions (6) for p 0 and p 1 in terms of α 1 and α 2 , we have
One can double check that the expression (6) for p 2
is also satisfied. In sum, the extremal Blaschke product is unique
Further, we can find the relation of 
Proof. We know that the Jacobi theta functions satisfy
and we can rewrite them in terms of the Dedekind eta function
where q = exp(πiτ ). Substituting all θ j into equality (7) , we find
It follows that
Expressing η(4τ ) and η( τ 2 ) in terms of η(τ ) and η(2τ ) on the left hand side, we have an identity
This can be written in terms of θ j ,
which is equivalent to the equality k(q 2 ) = k(q) 
One Example of Nonuniqueness
W (A) is a disk centered at the origin with radius
The conformal mapping φ that maps W (A) to the unit disk D is
Then, for any Blaschke product B we can obtain
Taking B 1 (z) = z, we find
and taking B 2 (z) = z 2 , we find
In addition, on the interval [0,
decreases monotonically as t increases, and we find the point t 0 where ||B 1 (φ(A))|| 2 starts to exceed ||B 2 (φ(A))|| 2 by solving
which gives us
When t ≤ t 0 , the extremal Blaschke product is z 2 ; when t ≥ t 0 , it is z; at the point t 0 , both Blaschke products (z and z 2 ) give us the same extremal result Suppose that the first right and left singular vectors of DB(J 3 )D −1 are v 1 and u 1 respectively, i.e.,
We can see that u 1 must be parallel to the first right singular vector of D T = D (i.e., e 1 ), v 1 should be parallel to the first right singular vector of D −1 (i.e., e 2 or e 3 ). In fact, the choices of v 1 (v 1 = e 2 or v 1 = e 3 ) correspond to different extremal Blachke products z and z 2 , respectively. 
Conclusion
In the discussion above, we focused on decomposing the conformal mapping of matrix A,
where the condition number of D, κ(D), is no more than 2 and C is a contraction (||C|| 2 ≤ 1), and using von Neumann's inequality to argue that for any Blaschke product B, we have B(φ(A)) 2 ≤ κ(D) ≤ 2, since B(C) 2 ≤ 1. The construction of matrix D is the key to argue the exact bound, the extremal Blaschke product and its uniqueness. We may extend this decomposition to more general cases in the future.
