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Abstract
Gradient coding is a technique for straggler mitigation in distributed learning. In this paper we design novel
gradient codes using tools from classical coding theory, namely, cyclic MDS codes, which compare favourably with
existing solutions, both in the applicable range of parameters and in the complexity of the involved algorithms.
Second, we introduce an approximate variant of the gradient coding problem, in which we settle for approximate
gradient computation instead of the exact one. This approach enables graceful degradation, i.e., the `2 error of the
approximate gradient is a decreasing function of the number of stragglers. Our main result is that the normalized
adjacency matrix of an expander graph can yield excellent approximate gradient codes, and that this approach allows
us to perform significantly less computation compared to exact gradient coding. We experimentally test our approach
on Amazon EC2, and show that the generalization error of approximate gradient coding is very close to the full
gradient while requiring significantly less computation from the workers.
Index Terms
Gradient Descent, Distributed Computing, Coding theory, Expander graphs.
I. INTRODUCTION
Data intensive machine learning tasks have become ubiquitous in many real-world applications, and with the
increasing size of training data, distributed methods have gained increasing popularity. However, the performance of
distributed methods (in synchronous settings) is strongly dictated by stragglers, i.e., nodes that are slow to respond
or unavailable. In this paper, we focus on coding theoretic (and graph theoretic) techniques for mitigating stragglers
in distributed synchronous gradient descent.
The coding theoretic framework for straggler mitigation called gradient coding was first introduced in [23]. It
consists of a system with one master and n worker nodes, in which the data is partitioned into k parts, and one
or more parts is assigned to each one of the workers. In turn, each worker computes the partial gradient on each
of its assigned partitions, linearly combines the results according to some predetermined vector of coefficients, and
sends this linear combination back to the master node. Choosing the coefficients at each node judiciously, one
can guarantee that the master node is capable of reconstructing the full gradient even if any s machines fail to
perform their work. The storage overhead of the system, which is denoted by d, refers to the amount of redundant
computations, or alternatively, to the number of data parts that are sent to each node (see example in Fig. 1).
The importance of straggler mitigation was demonstrated in a series of recent studies (e.g., [13] and [25]). In
particular, it was demonstrated in [23] that stragglers may run up to ×5 slower than the typical worker performance
(×8 in [25]) on Amazon EC2, especially for the cheaper virtual machines; such erratic behavior is unpredictable
and can significantly delay training. One can, of course, use more expensive instances but the goal here is to use
coding theoretic methods to provide reliability out of cheap unreliable workers, overall reducing the cost of training.
The work of [23] established the fundamental bound d ≥ s + 1, provided a deterministic construction which
achieves it with equality when s+1|n, and a randomized one which applies to all s and n. Subsequently, deterministic
constructions were also obtained by [6] and [7]. These works have focused on the scenario where s is known prior
Parts of this work were presented at the International Conference on Machine Learning (ICML), Stockholm, Sweden, 2018.
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any two→ g1 + g2 + g3
W1 W2 W3
Fig. 1: Gradient coding for n = 3, k = 3, d = 2, and s = 1 [23]. Each worker node Wi obtains two parts Si1 , Si2
of the data set S = S1 ∪ S2 ∪ S3, computes the partial gradients gi1 , gi2 , and sends their linear combination back
to the master node M . By choosing the coefficients judiciously, the master node M can compute the full gradient
from any two responses, providing robustness against any one straggler.
to the construction of the system. Furthermore, the exact computation of the full gradient is guaranteed if the
number of stragglers is at most s, but no error bound is guaranteed if this number exceeds s.
The contribution of this work is twofold. For the computation of the exact gradient we employ tools from classic
coding theory, namely, cyclic MDS codes, in order to obtain a deterministic construction which compares favourably
with existing solutions; both in the applicable range of parameters, and in the complexity of the involved algorithms.
Some of these gains are a direct application of well known properties of these codes.
Second, we introduce an approximate variant of the gradient coding problem. In this variant, the requirement
for exact computation of the full gradient is traded by an approximate one, where the `2 deviation of the given
solution is a decreasing function of the number of stragglers. Note that by this approach, the parameter s is not a
part of the system construction, and the system can provide an approximate solution for any s < n, whose quality
deteriorates gracefully as s increases. In the suggested solution, the coefficients at the worker nodes are based on
an important family of graphs called expanders. In particular, it is shown that setting these coefficients according
to a normalized adjacency matrix of an expander graph, a strong bound on the error term of the resulting solution
is obtained. Moreover, this approach enables to break the aforementioned barrier d ≥ s+ 1, which is a substantial
obstacle in gradient coding, and allows the master node to decode using a very simple algorithm.
This paper is organized as follows. Related work regarding gradient coding (and coded computation in general) is
listed in Section II. A framework which encapsulates all the results in this paper is given in Section III. Necessary
mathematical notions from coding theory and graph theory are given in Section IV. The former is used to obtain an
algorithm for exact gradient computation in Section V, and the latter is used for the approximate one in Section VI.
Experimental results are given in Section VII.
II. RELATED WORK
The work of Lee et al. [12] initiated the use of coding theoretic methods for mitigating stragglers in large-scale
learning. This work is focused on linear regression and therefore can exploit more structure compared to the general
gradient coding problem that we study here. The work by Li et al. [16], investigates a generalized view of the
coding ideas in [12], showing that their solution is a single operating point in a general scheme of trading off
latency of computation to the load of communication.
Further closely related work has shown how coding can be used for distributed MapReduce, as well as a similar
communication and computation tradeoff [15], [17]. We also mention the work of [10] which addresses straggler
mitigation in linear regression by using a different approach, that is not mutually exclusive with gradient coding.
In their work, the data is coded rather than replicated at the master node, and the nodes perform their computation
on coded data.
3The work by [6] generalizes previous work for linear models [12] but can also be applied to general models
to yield explicit gradient coding constructions. Our results regarding the exact gradient are closely related to the
work by [7], [8] which was obtained independently from our work. In [7], similar coding theoretic tools were
employed in a fundamentally different fashion. Both [7] and [6] are comparable in parameters to the randomized
construction of [23] and are outperformed by us in a wide range of parameters. A detailed comparison of the
theoretical asymptotic behaviour is given in the sequel.
Remark 1. None of the aforementioned works studies approximate gradient computations. However, we note that
subsequent to this work, two unpublished manuscripts [3], [14] study a similar approximation setting and obtain
related results albeit using randomized as opposed to deterministic approaches. Furthermore, the exact setting was
also discussed subsequent to this work in [26] and [27]. In [26] it was shown that network communication can be
reduced by increasing the replication factor, and respective bounds were given. The work of [27] discussed coded
polynomial computation with low overhead, and applies to gradient coding whenever the gradient at hand is a
polynomial.
III. FRAMEWORK
This section provides a unified framework which accommodates straggler mitigation in both the exact and
approximate gradient computations which follow. The uninformed reader is referred to [22] for an introduction to
machine learning, and in particular, to stochastic gradient descent [22, Sec. 14]. In order to distribute the execution of
gradient descent from a master node M to n worker nodes {Wj}nj=1 (Algorithm 1), the training set S is partitioned
by M to n disjoint subsets {Si}ni=1 of size1 mn each, that are distributed among {Wj}ni=1, and every node computes
the partial gradients ∇LSi(w) of the empirical risks of the Si-s which it obtained. In iteration t ∈ [T ], every node
evaluates its gradients in the current model w(t), and sends to M some linear combination of them. After obtaining
responses from at least st workers, where st is the number of responses that M should wait for in iteration t,
M aggregates them to form the gradient ∇LS(w(t)) of the overall empirical risk at w(t). In the exact setting the
value of st will be fixed for every t, whereas in the approximate setting this value is at the discretion of the master,
in correspondence with the required approximation error.
To support mitigation of stragglers in this setting, the following notions are introduced. Let B ∈ Cn×n be a matrix
whose i-th row Bi contains the coefficients of the linear combination
∑n
j=1Bi,j · ∇LSj (w(t)) that is sent to M
by Wi. Note that the support supp(Bi) contains the indices of the sets Sj that are to be sent to Wi by M . Given a
set of non-stragglers K ∈ P(n), where P(n) is the set of all nonempty subsets of [n], a function A : P(n)→ Cn
provides M with a vector by which the results from {Wi}i∈K are to be linearly combined to obtain the vector vt. For
convenience of notation, assume that supp(A(K)) ⊆ K for all K ∈ P(n). In most of the subsequent constructions,
the matrix B and the function A will be defined over R rather than over C.
Different constructions of the matrix B and the function A in Algorithm 1 enable to compute the gradient either
exactly (which requires the storage overhead d to be at least st + 1 for all t ∈ [T ]) or approximately. In what
follows, the respective requirements and guarantees from A and B are discussed. In the following definitions, for
an integer a let 1a be the vector of a ones, where the subscript is omitted if clear from context, and for K ⊆ [n]
let Kc , [n] \K.
Definition 2. A matrix B ∈ Cn×n and a function A : P(n) → Cn satisfy the Exact Computation (EC) condition
if for all K ⊆ [n] such that |K| ≥ maxt∈[T ] st, we have A(K) ·B = 1.
Definition 3. For a non-decreasing function  : [n − 1] → R≥0 such that (0) = 0, A and B satisfy the -
Approximate Computation (-AC) condition, if for all K ∈ P(n), we have d2(A(K)B, 1) ≤ (|Kc|) (where d2 is
Euclidean distance).
Notice that the error term  in Definition 3 is a function of the number of stragglers since it expected to increase if
more stragglers are present. The conditions which are given in Definition 2 and Definition 3 guarantee the exact and
1For simplicity, assume that m|n. The given scheme could be easily adapted to the case m - n. Further, the assumption that the number
of partitions equals to the number of nodes is a mere convenience, and all subsequent schemes can be adapted to the case where the number
of partitions is at most the number of nodes.
4Algorithm 1: Gradient Coding
1 Input: Data S = {zi = (xi, yi)}mi=1, number of iterations T > 0, learning rate schedule ηt > 0, straggler
tolerance parameters {st}t∈[T ], a matrix B ∈ Cn×n, and a function A : P(n)→ Cn.
2 Initialize w(1) = (0, . . . , 0).
3 Partition S = ∪ni=1Si and send {Sj : j ∈ supp(Bi)} to Wi for every i ∈ [n].
4 for t = 1 to T do
5 M broadcasts w(t) to all nodes.
6 Each Wj sends 1n
∑
i∈supp(Bj)Bj,i · ∇LSi(w(t)) to M .
7 M computes vt = A(Kt) · a, where ai is the response from Wi if it responded and 0 otherwise, for
each i, and Kt is the set of non-stragglers in the current iteration.
8 M updates w(t+1) , w(t) − ηtvt
9 end
10 return w(T+1).
approximate computation by the following lemmas. In the upcoming proofs, let N(w) be the matrix of empirical
losses –
N(w) , 1
n
·

∇LS1(w)
∇LS2(w)
...
∇LSn(w)
 . (1)
Lemma 4. If A and B satisfy the EC condition, then for all t ∈ [T ] we have vt = ∇LS(w(t)).‘
Proof. For a given t ∈ [T ], let B′ be the matrix whose i-th row B′i equals Bi if i ∈ Kt, and zero otherwise. By the
definition of a it follows that a = B′ ·N(w(t)), and since supp(A(Kt)) ⊆ Kt it follows that A(Kt)B′ = A(Kt)B.
Therefore, we have
vt = A(Kt) · a = A(Kt) ·B′ ·N(w(t))
= A(Kt) ·B ·N(w(t)) = 1 ·N(w(t))
=
1
n
n∑
i=1
∇LSi(w) =
1
n
n∑
i=1
1
m/n
∑
z∈Si
∇`(w(t), z)
=
1
m
∑
z∈S
∇`(w(t), z) = ∇LS(w(t)).
The next lemma bounds the deviance of vt from the gradient of the empirical risk at the current model w(t)
by using the function  and the spectral norm ‖·‖spec of N(w). Recall that for a matrix P the spectral norm is
defined as ‖P‖spec , maxx:‖x‖2=1‖Ax‖2.
Lemma 5. For a function  as above, if A and B satisfy the -AC condition, then d2(vt,∇LS(w(t))) ≤ (|Kct |) ·
‖N(w(t))‖spec.
Proof. As in the proof of Lemma 4, we have that
d2(vt,∇LS(w(t))) =
= d2(A(Kt) ·B′ ·N(w(t)), 1 ·N(w(t)))
= d2(A(Kt) ·B ·N(w(t)), 1 ·N(w(t))
= ‖(A(Kt)B − 1) ·N(w(t))‖2
≤ d2(A(Kt)B, 1) · ‖N(w(t))‖spec
≤ (|Kct |) · ‖N(w(t))‖spec.
5Due to Lemma 4 and Lemma 5, in the remainder of this paper we focus on constructing A and B that satisfy
either the EC condition (Section V) or the -AC condition (Section VI).
Remark 6. In some settings [23], it is convenient to partition the data set S to {Si}ki=1, where k < n. Notice that
the definitions of A and B above extend verbatim to this case as well. If A and B satisfy the EC condition, we
have that A(K)B = 1n for every large enough K ⊆ [n]. Hence, by omitting any n − k columns of B to form a
matrix Bˆ, we have that A(K)Bˆ = 1k, and hence a scheme for any partition of S to k parts emerges instantly. This
new scheme (A, Bˆ) is resilient to an identical number of stragglers s and has lesser or equal storage overhead
than (A,B). Similarly, if A and B satisfy the -EC condition for some , then the scheme (A, Bˆ) has lesser or
equal storage overhead, and an identical error function , since d2(A(K)Bˆ, 1k) ≤ d2(A(K)B, 1n) ≤ (|Kc|) for
any K ∈ P(n).
IV. MATHEMATICAL NOTIONS
This section provides a brief overview on the mathematical notions that are essential for the suggested schemes.
The exact computation (Sec. V) requires notions from coding theory, and the approximate one (Sec. VI) requires
notions from graph theory. The coding theoretic material in this section is taken from [21], which focuses on finite
fields, and yet the given results extend verbatim to the real or complex case (see also [19], Sec. 8.4).
For a field F ∈ {R,C} an [n, κ] (linear) code C over F is a subspace of dimension κ of Fn. The minimum
distance δ of C is min{dH(x, y) : x, y ∈ C, x 6= y}, where dH denotes the Hamming distance dH(x, y) ,
|{i|xi 6= yi}|. Since the code is a linear subspace, it follows that the minimum distance of a code is equal to the
minimum Hamming weight wH(x) , ‖x‖0 = | supp(x)| among the nonzero codewords in C. The well-known
Singleton bound states that δ ≤ n − κ + 1, and codes which attain this bound with equality are called Maximum
Distance Separable (MDS) codes.
Definition 7. [21, Sec. 8] A code C is called cyclic if the cyclic shift of every codeword is also a codeword, namely,
(c1, c2 . . . , cn) ∈ C ⇒ (cn, c1, . . . , cn−1) ∈ C.
The dual code of C is the subspace C⊥ , {y ∈ Fn|y · c> = 0 for all c ∈ C}. Several well-known and easy to
prove properties of MDS codes are used throughout this paper.
Lemma 8. If C ⊆ Fn is an [n, κ] MDS code, then
A1. C⊥ is an [n, n− κ] MDS code, and hence its minimum Hamming weight is κ+ 1.
A2. For any subset K ⊆ [n] , {1, . . . , n} of size n− κ+ 1 there exists a codeword in C whose support (i.e., the
set of nonzero indices) is K.
A3. The reverse code CR , {(cn, . . . , c1)|(c1, . . . , cn) ∈ C} is an [n, κ] MDS code.
Proof. For A1 the reader is referred to [21, Prob. 4.1]. The proof of A3 is trivial since permuting the coordinates
of a code does not alter its minimum distance. For A2, let G ∈ Fκ×n be the generator matrix of C, i.e., a matrix
whose rows are a basis to C. By restricting G to the columns indexed by Kc we get a κ× (κ− 1) matrix, which
has a nonzero vector y in its left kernel, and hence yG is a codeword in C which is zero in the entries that are
indexed by Kc. Since the minimum distance of C is n − κ + 1, it follows that yG has nonzero values in entries
that are indexed by K, and the claim follows.
Two common families of codes are used in the sequel—Reed-Solomon (RS) codes and Bose-Chaudhuri-Hocquen-
ghem (BCH) codes. An [n, κ] RS code C is defined by a set of n distinct evaluation points α1, . . . , αn ∈ F as
C = {(f(α0), f(α1), . . . , f(αn−1)) : f ∈ F<κ[x]}, where F<κ[x] is the set of polynomials of degree less than κ and
coefficients from F. Alternatively, RS codes can be defined as {yV |y ∈ Fκ}, where V ∈ Fκ×n is a Vandermonde
matrix on {αi}n−1i=0 , i.e., (V )i,j = αi−1j for every (i, j) ∈ [κ] × [n]. It is widely known that RS codes are MDS
codes, and in some cases, they are also cyclic.
In contrast with RS codes, where every codeword is a vector of evaluations of a polynomial, a codeword in a
BCH code is a vector of coefficients of a polynomial; that is, a codeword c = (c0, c1, . . . , cn−1) is identified by
c(x) , c0 + c1x + . . . + cn−1xn−1. For a field K that contains F and a set R ⊆ K, a BCH code C is defined
as C = {c ∈ Fn|c(r) = 0 for all r ∈ R}. The set R is called the roots of C, or alternatively, C is said to be a
6BCH code on R over F. For example, a set of complex numbers R ⊆ C defines a BCH code on R over R, which
is the set of real vectors whose corresponding polynomials vanish on R.
Lemma 9. [19], [21] If all elements of R ⊆ C are roots of unity of order n, then the BCH code C on R over R
is cyclic.
Proof. If c(x) is a codeword in C, then its cyclic shift is given by c˜(x) , c(x) ·x mod (xn− 1) = x · c(x)− cn−1 ·
(xn − 1). Since every r ∈ R is a root of unity of order n, it follows that
c˜(r) = α · c(r)− cn−1 · (rn − 1) = r · c(r) = 0,
and hence c˜ is a codeword in C.
Further, the structure of A may also imply a lower bound on the distance of C.
Theorem 10. (The BCH bound) [19], [21] If R contains a subset of D consecutive powers of a primitive root of
unity (i.e., a subset of the form ωb, ωb+1, . . . , ωb+D−1, where ω is a primitive n-th root of unity), then the minimum
distance of C is at least D + 1.
In the remainder of this section, a brief overview on expander graphs is given. The interested reader is referred
to [9] for further details. Let G = (V,E) be a d-regular, undirected, and connected graph on n nodes. Let AG ∈ Rn×n
be the adjacency matrix of G, i.e., (AG)i,j = 1 if {i, j} ∈ E, and 0 otherwise. Since AG is a real symmetric matrix,
it follows that it has n real eigenvalues λ1 ≥ λ2 ≥ . . . ≥ λn, and denote λ , max{|λ2|, |λn|}. It is widely known [9]
that λ1 = d, and that λn ≥ −d, where equality holds if and only if G is bipartite. Further, it also follows from AG
being real and symmetric that it has a basis of orthogonal real eigenvectors v1 = 1, v2, . . . , vn, and w.l.o.g assume
that ‖vi‖2 = 1 for every i ≥ 2. The parameters λ and d are related by the celebrated Alon-Boppana Theorem.
Theorem 11. [9] An infinite sequence of d regular graphs on n vertices satisfies that λ ≥ 2√d− 1 − on(1),
where on(1) is an expression which tends to zero as n tends to infinity.
Constant degree regular graphs (i.e., families of graphs with fixed degree d that does not depend on n) for
which λ is small in comparison with d are largely referred to as expanders. In particular, graphs which attain the
above bound asymptotically (i.e., λ ≤ 2√d− 1) are called Ramanujan graphs, and several efficient constructions
are known [18], [5].
V. EXACT GRADIENT CODING FROM CYCLIC MDS CODES
For a given n and s, let C be a cyclic [n, n − s] MDS code over F that contains 1 (explicit constructions
of such codes are given in the sequel). According to Lemma 8, there exists a codeword c1 ∈ C whose support
is {1, . . . , s+ 1}. Let c2, . . . , cn be all cyclic shifts of c1, which lie in C by its cyclic property. Finally, let B be
the n × n matrix whose columns are c1, . . . , cn, i.e., B , (c>1 , c>2 , . . . , c>n ). The following lemma provides some
important properties of B.
Lemma 12. The matrix B satisfies the following properties.
B1. ‖b‖0 = s+ 1 for every row b of B.
B2. Every row of B is a codeword in CR.
B3. The column span of B is the code C.
B4. Every set of n− s rows of B are linearly independent over F.
Proof. To prove B1 and B2, observe that B is of the following form, where c1 , (β1, . . . , βs+1, 0, . . . , 0).
β1 0 · · · 0 βs+1 βs . . . β2
β2 β1 0 · · · 0 βs+1 . . . β3
...
...
. . . . . .
...
. . . . . .
...
βs βs−1 · · · β1 0 · · · 0 βs+1
βs+1 βs · · · β2 β1 0 · · · 0
0 βs+1 · · · β3 β2 β1 · · · 0
...
...
. . .
...
...
...
. . .
...
0 · · · 0 βs+1 βs βs−1 · · · β1

.
7To prove B3, notice that the leftmost n − s columns of B have leading coefficients in different positions, and
hence they are linearly independent. Thus, the dimension of the column span of B is at least n − s, and since
dimC = n− s, the claim follows.
To prove B4, assume for contradiction that there exist a set of n− s linearly dependent rows. Hence, there exists
a vector v ∈ Fn of Hamming weight n − s such that vB = 0. According to B3, the columns of B span C, and
hence the vector v lies in the dual code C⊥ of C. Since C⊥ is an [n, s] MDS code by Lemma 8, it follows that
the minimum Hamming weight of a codeword in C⊥ is n− s+ 1, a contradiction.
Since CR is of dimension n−s, it follows from parts B2 and B4 of Lemma 12 that every set of n−s rows of B are
a basis to CR. Furthermore, since 1 ∈ C it follows that 1 ∈ CR. Therefore, there exists a function A : P(n)→ Fn
such that for any set K ⊆ [n] of size n− s we have that supp(A(K)) = K and A(K) ·B = 1.
Theorem 13. . The above A and B satisfy the EC condition (Definition 2).
In the remainder of this section, two cyclic MDS codes over the complex numbers and the real numbers are
suggested, from which the construction in Theorem 13 can be obtained. These constructions are taken from [19]
(Sec. II.B), and are given with a few adjustments to our case. The contributions of these codes is summarized in
the following theorem.
Theorem 14. For any given n and s there exist explicit complex matrices A and B that satisfy the EC-condition with
optimal d = s+ 1. The respective encoding (i.e., constructing B) and decoding (i.e., constructing A(K) given K)
complexities are O(s(n− s)) and O(s log2 s+ n log n), respectively. In addition, for any given n and s such that
n 6= s mod 2 there exist explicit real matrices A and B that satisfy the EC-condition with optimal d = s+ 1. The
encoding and decoding complexities are O(min{s log2 s, n log n}) and O(gs+s(n−s)), where gs is the complexity
of inverting a generalized Vandermonde matrix.
A. Cyclic-MDS Codes Over the Complex Numbers
For a given n and s, let i =
√−1, and let A , {αj}n−1j=0 be the set of n complex roots of unity of order n,
i.e., αj , e2piij/n. Let G ∈ C(n−s)×n be a complex Vandermonde matrix over A, i.e., Gk,j = αkj for any j ∈
{0, 1, . . . , n− 1} and any k ∈ {0, 1, . . . , n− s− 1}. Finally, let C , {xG|x ∈ Cn−s}. It is readily verified that C
is an [n, n − s] MDS code that contains 1, whose codewords may be seen as the evaluations of all polynomials
in C<n−s[x] on the set A.
Lemma 15. C is a cyclic code.
Proof. Let c ∈ C be a codeword, and let fc ∈ C<n−s[x] be the corresponding polynomial. Consider the poly-
nomial fc′(x) , fc(e2pii/n · x), and notice that deg fc′ = deg fc. Further, it is readily verified that any j ∈
{0, 1, . . . , n − 1} satisfies that fc′(αj) = fc(αj−1), where the indices are taken modulo n. Hence, the evaluation
of the polynomial fc′ on the set of roots A results in the cyclic shift of the codeword c, and lies in C itself.
Corollary 16. The code C is a cyclic MDS code which contains 1, and hence it can be used to obtain the matrices A
and B, as described in Theorem 13.
Given a set K of n − s non-stragglers, an algorithm for computing the encoding vector A(K) in O(s log2 s +
n log n) operations over C (after a one-time initial computation of O(s2 + s(n − s))), is given in Appendix A.
The complexity of this algorithm is asymptotically smaller than the corresponding algorithm in [6] and [7] when-
ever s = o(n). Furthermore, the cyclic structure of the matrix B enables a very simple algorithm for its construction;
this algorithm compares favorably with previous works for any s, and is given in Appendix A as well.
Remark 17. Note that the use of complex rather than real matrix B may potentially double the required bandwidth,
since every complex number contains two real numbers. A simple manipulation of Algorithm 1 which resolves this
issue is given in Appendix C. This optimal bandwidth is also attained by the scheme in the next section, which uses
a smaller number of multiplication operations. However, it is applicable only if n 6= s mod 2.
8B. Cyclic-MDS Codes Over the Real Numbers
If one wishes to abstain from using complex numbers, e.g., in order to reduce bandwidth, we suggest the following
construction, which provides a cyclic MDS code over the reals. This construction relies on [19] (Property 3), with
an additional specialized property.
Construction 18. For a given n and s such that n 6= s mod 2, define the following BCH codes over the reals. In
both cases denote ω , e2pii/n.
1) If n is even and s is odd let s′ , b s2c, and let C1 be a BCH code which consists of all polynomials in R<n[x]
that vanish over the set R1 , {ωn/2−s′ , ωn/2−s′+1, . . . , ωn/2+s′}.
2) If n is odd and s is even let n′ , bn2 c, and let C2 be a BCH code which consists of all polynomials in R<n[x]
that vanish over the set R2 , {ωn′−s/2+1, ωn′−s/2+2, . . . , ωn′+s/2}.
Lemma 19. The codes C1 and C2 from Construction 18 are cyclic [n, n− s] MDS codes that contain 1.
Proof. According to Lemma 9, it is clear that C1 and C2 are cyclic. According to the BCH bound (Theorem 10),
it is also clear that the minimum distance of C1 is at least |R1|+ 1 = s+ 1, and the minimum distance of C2 is
at least |R2|+ 1 = s+ 1. Hence, to prove that C1 and C2 are MDS codes, it is shown that their code dimensions
are n− s.
Since the sets R1 and R2 are closed under conjugation (i.e., r is in Ri if and only if the conjugate of r is in Ri)
it follows that the polynomials P1(x) ,
∏
r∈R1(x− r) and P2(x) ,
∏
r∈R2(x− r) have real coefficients. Hence,
by the definition of BCH codes it follows that
{P1(x) · L(x)|L(x) ∈ R<n−s[x]} ⊆ C1
{P2(x) · L(x)|L(x) ∈ R<n−s[x]} ⊆ C2, (2)
and hence, dimC1 ≥ n− s and dimC2 ≥ n− s. Let d(C1) and d(C2) be the minimum distances of C1 and C2,
respectively, and notice that by the Singleton bound [21] (Sec. 4.1) it follows that
dimC1 ≤ n− d(C1) + 1 ≤ n− (s+ 1) + 1 = n− s
dimC2 ≤ n− d(C2) + 1 ≤ n− (s+ 2) + 1 = n− s,
and thus C1 and C2 satisfy the Singleton bound with equality, or equivalently, they are MDS codes. To prove that 1
is in C1 and C2, we ought to show that 1(r1) = 1(r2) = 0 for every r1 ∈ R1 and r2 ∈ R2, which amounts to
showing that
∑n−1
j=0 r
j
1 =
∑n−1
j=0 r
j
2 = 0. It is well-known that the sum of the 0’th to (n− 1)’th power of any root
of unity of order n, other than 1, equals zero. Since
1 ≤ n
2
− ⌊s
2
⌋
=
n
2
− s′ < n
2
− s′ + 1
< · · · < n
2
+ s′ =
n
2
+
⌊s
2
⌋ ≤ n− 1 if n is even and s is odd, and
1 ≤ ⌊n
2
⌋− s
2
+ 1 = n′ − s
2
+ 1 < n′ − s
2
+ 2
< · · · < n′ + s
2
=
⌊n
2
⌋
+
s
2
≤ n− 1 otherwise,
it follows that 1 /∈ R1 and that 1 /∈ R2. Hence, we have that 1(r1) = 1(r2) = 0 for every r1 ∈ R1 and r2 ∈ R2,
which concludes the claim.
Algorithms for computing the matrix B and the vector A(K) for the codes in this subsection are given in
Appendix B. The algorithm for construction B outperforms previous works whenever s = o(n), and the algorithm
for computing A(K) outperforms previous works for a smaller yet wide range of s values.
VI. APPROXIMATE GRADIENT CODING FROM EXPANDER GRAPHS
Recall that in order to retrieve that exact gradient, one must have d ≥ s + 1, an undesirable overhead in many
cases. To break this barrier, we suggest to renounce the exact retrieval of the gradient, and settle for an approximation
of it. Note that trading the exact gradient for an approximate one is a necessity in many variants of gradient descent
9(such as the acclaimed stochastic gradient descent [20, Sec. 14.3]), and hence our techniques are aligned with
common practices in machine learning.
Setting B as the identity matrix and A as the function which maps every K ∈ P(n) to its binary characteristic
vector 1K , clearly satisfies the -AC scheme for (K) =
√|Kc|, since
d2(A(K)B, 1) = d2(1K ,1) =
√
|Kc|. (3)
It is readily verified that this approach (termed hereafter as “trivial”) amount to ignoring the stragglers, which is
essentially equivalent to the scheme given in [4]. We show that this can be outperformed by setting B to be a
normalized adjacency matrix of a connected regular graph on n nodes, which is constructed by the master before
dispersing the data, and setting A to be some carefully chosen yet simple function.
The resulting error function (s) depends on the parameters of the graph, whereas the resulting storage overhead d
is given by its degree (i.e., the fixed number of neighbors of each node). The error function is given below for a
general connected and regular graph, and particular examples with their resulting errors are given in the sequel. In
particular, it is shown that taking the graph to be an expander graph provides an error term  which is asymptotically
less than
√
s (Eq. (3)) whenever s = o(n). In some cases, smaller error term is also obtained for larger values of s.
For a given n let G be a connected d-regular graph on n nodes, with eigenvalues λ1 ≥ . . . ≥ λn and corresponding
(column) eigenvectors v1 = 1, v2, . . . , vn as described in Subsection IV. Let B , 1d ·AG, and for a given K ⊆ [n]
of size n− s, define uK ∈ Rn as
(uK)i =
{
−1 i /∈ K
s
n−s i ∈ K
. (4)
Lemma 20. For any K ⊆ [n] of size n− s, uK ∈ 〈v2, . . . , vn〉.
Proof. First, observe that 〈v2, . . . , vn〉 is exactly the subspace of all vectors whose sum of entries is zero. This
follows from the fact that {1, v2, . . . , vn} is an orthogonal basis, hence v>i · 1 = 0 for every i ≥ 2, and from the
fact that {v2, . . . , vn} are linearly independent. Since the sum of entries of uK is zero, the result follows.
Corollary 21. For any K ⊆ [n] there exists α2, . . . , αn ∈ R such that uK = α2v2 + . . . + αnvn, and ‖uK‖2 =√∑n
i=2 α
2
i =
√
ns
n−s .
Proof. The first part follows immediately from Lemma 20. The second part follows by computing the `2 norm
of uK in two ways, once by its definition (4) and again by using the representation of uK as a linear combination
of the orthonormal set {v2, . . . , vn}.
Now, define A : P(n) → Rn as A(K) = uK + 1, and observe that supp(A(K)) = K for all K ∈ P(n). Note
that computing A(K) given K is done by a straightforward O(n) algorithm. The error function  is given by the
following lemma.
Lemma 22. For every set K ⊆ [n] of size n− s, d2(A(K)B, 1) ≤ λd ·
√
ns
n−s , (s).
Proof. Notice that the eigenvalues of B are µi , λid , and hence µ , max{|µ2|, |µn|} equals λd . Further, the
eigenvectors are identical to those of AG. Therefore, it follows from Corollary 21 that
d2(A(K)B, 1) = d2((1+ uK)
>B, 1)
= d2((1+ α2v2 + . . .+ αnvn)
>B, 1)
= d2(1+ α2µ2v2 + . . .+ αnµnvn,1)
= ‖α2µ2v2 + . . .+ αnµnvn‖2,
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and since {v2, . . . , vn} are orthonormal, it follows that
‖α2µ2v2 + . . .+ αnµnvn‖2
=
√√√√ n∑
i=2
µ2iα
2
i ≤
√√√√ n∑
i=2
µ2α2i
= µ
√√√√ n∑
i=2
α2i =
λ
d
√
ns
n− s.
Corollary 23. The above A and B satisfy the -AC condition for (s) = λd
√
ns
n−s . The storage overhead of this
scheme equals the degree d of the underlying regular graph G.
It is evident that in order to obtain small deviation (s), it is essential to have a small λ and a large d. However,
most constructions of expanders have focused in the case were d is constant (i.e., d = O(1)). On one hand,
constant d serves our purpose well since it implies a constant storage overhead. On the other hand, a constant d
does not allow λ/d to tend to zero as n tends to infinity due to Theorem 11.
To present the contribution of the suggested scheme, it is compared to the trivial one. Clearly, for any given
number of stragglers s, it follows from (3) and from Lemma 22 that our scheme outperforms the trivial one if
λ
d
√
n
n− s < 1. (5)
Since any connected and non-bipartite graph satisfies that λ < d, it follows that Eq. (5) holds asymptotically for
any s = o(n). The following example shows the improved error rate for Margulis graphs (given in [9], Sec. 8),
that are rather easy to construct.
Example 24. For any integer n there exists an 8-regular graph on n nodes with λ ≤ 5√2. For example, by using
these graphs with the parameters n = 500, d = 8, s = 50, we have that (s) = λd
√
ns
n−s ≤ 5
√
2
8
√
500·50
500−50 ≈ 6.59,
whereas
√
s ≈ 7.07, an improvement of approximately 6.8%.
Several additional examples for Ramanujan graphs, which attain much better error rate but are harder to construct,
are as follows.
Example 25. [18] Let p and q be distinct primes such that p = 1 mod 4, q = 1 mod 4, and such that the Legendre
symbol
(
p
q
)
is 1 (i.e., p is a quadratic residue modulo q). Then, there exist a non-bipartite Ramanujan graph
on n = q(q
2−1)
2 nodes and constant degree p+ 1.
1) If p = 13 and q = 17 then n = 2448 and d = 14. E.g., for s = 100 we have (s) ≤ 5.26, whereas √s = 10,
an improvement of approximately 47%.
2) If p = 5 and q = 29 then n = 12180 and d = 6. E.g., for s = 200 we have (s) ≤ 10.63, whereas √s ≈ 14.14,
an improvement of approximately 25%.
Restricting d to be a constant (i.e., not to grow with n) is detrimental to the error term in (5) due to Theorem 11,
but allows lower storage overhead. If one wishes a lower error term at the price of higher overhead, the following
is useful.
Example 26. [1] There exists a polynomial algorithm (in n) to produce a graph G with the parameters (n, d, λ) =
(2m,m − 1,
√
m log3m). For this family of graphs, the relative error term (5) goes to zero as n goes to infinity
for s = δn, 0 < δ < 1.
A. Bipartite expanders.
The above approximation scheme can be applied over graphs G that are bipartite. However, such graphs satisfy
that λ = d, and hence the resulting error function (s) =
√
ns
n−s is superseded by the error function of the trivial
11
scheme (3). However, in what follows it is shown that bipartite graphs on 2n nodes can be employed in a slightly
different fashion, and obtain (s) = λbipartited
√
ns
n−s , where λbipartite = max{|λ2|, |λ2n−1|} < d.
To this end, we require the notion of singular value decomposition, which implies that any matrix P ∈ Rn×n
can be factored as P = UDV >, where D ∈ Rn×n is a diagonal matrix, and U and V are orthonormal matrices
(i.e., UU> = V V > = In, where In is the identity matrix of order n). The elements {σi}ni=1 on the diagonal
of D are called the singular values of P , the columns {ui}ni=1 of U are called left-singular vectors of P , and the
columns {vi}ni=1 of V are called right-singular vectors of P . The singular values and singular vectors of P can be
arranged in triples {(ui, vi, σi)}ni=1 such that for all i ∈ [n] we have Pvi = σiui and P>ui = σivi, which implies
that P>Pvi = σ2i vi and PP
>ui = σ2i ui.
Let G = (L ∪ R,E) be a d-regular (in both sides) and connected bipartite graph on 2n nodes (and hence
|L| = |R| = n), with an adjacency matrix
AG =
(
0 C
C> 0
)
for some n × n real matrix C, and eigenvalues λ1 = d ≥ λ2 ≥ · · · ≥ λ2n = −d. Let {(ui, vi, σi)}ni=1 be
the set of triples of left-singular vectors, right-singular vectors, and singular values of C, as explained above,
where σ1 ≥ · · · ≥ σn ≥ 0. The next lemma presents the connection between the singular values of C and the
eigenvalues of AG.
Lemma 27. {λi}2ni=1 = {σi}ni=1 ∪ {−σi}ni=1.
Proof. For any i ∈ [n] we have that
(u>i , v
>
i )
(
0 C
C> 0
)
= (v>i C
>, u>i C) = σi(u
>
i , v
>
i ),
and hence σi ∈ {λi}2ni=1. It is an easy exercise to verify that the eigenvalues of a bipartite graph are symmetric
around zero, and hence it follows that −σi ∈ {λi}2ni=1 as well.
Conversely, for any i ∈ [2n] let (si, ti) be an eigenvector of AG with a corresponding eigenvalue λi, where si, ti ∈
Rn. Since (si, ti)AG = λi(si, ti), it follows that{
tiC
> = λisi
siC = λiti
, and hence
{
tiC
>C = λ2i ti
siCC
> = λ2i si
.
Therefore, it follows that λ2i ∈ {σ2i }ni=1, and thus λi ∈ {σi}ni=1 ∪ {−σi}ni=1.
From Lemma 27, the following corollaries are easy to prove.
Corollary 28.
A. (1, 1, d) ∈ {(ui, vi, σi)}ni=1.
B. σ2 = λbipartite < d.
Proof.
A. Repeat the second part of the proof of Lemma 27 with i = 1, namely, with (si, ti) = (1, 1) and λi = d.
B. Since σ1 ≥ . . . ≥ σn, it follows from Lemma 27 that λbipartite = max{|λ2|, |λ2n−1|} = σ2. Further, since G is
connected, it follows that λ2 < d, and hence σ2 < d.
Given Corollary 28.A, we may assume without loss of generality that u1 = v1 = 1, and that ‖vi‖2 = ‖ui‖2 = 1
for every i ∈ {2, . . . , n}. Now, for a given set K ⊆ [n] of size n− s, let uK and A(K) be as in Section VI. Notice
that since {ui}ni=1 is an orthonormal basis, and since 1 is orthogonal to uK , it follows that uK ∈ 〈u2, . . . , un〉.
Hence, there exist real α2, . . . , αn such that uK =
∑n
i=2 αiui. Further, it follows that
‖uK‖2 =
√
ns
n− s =
√√√√ n∑
i=2
α2i .
By setting B , 1dC, we have the following lemma, which may be seen as the equivalent of Lemma 22 to the
bipartite case.
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Proposition 29. For every set K ⊆ [n] of size s, d2(A(K)B, 1) ≤ λbipartited ·
√
ns
n−s .
Proof. By Corollary 28, and since {vi}ni=2 is an orthonormal set, it follows that
d2(A(K)B, 1) = ‖(1+ uK)> · 1dC − 1>‖2 = ‖1du>KC‖2
= ‖1d
(
n∑
i=2
αiu
>
i
)
C‖2 = ‖1d
n∑
i=2
αiσivi‖2
=
1
d
√√√√ n∑
i=1
σ2i α
2
i ≤
σ2
d
√
ns
n− s
=
λbipartite
d
√
ns
n− s
Applying the above lemma on several constructions of bipartite expanders provides the following examples.
Example 30. Let p and q be distinct primes such that p = 1 mod 4, q = 1 mod 4, and such that the Legendre
symbol
(
p
q
)
is −1. Then, there exists a bipartite Ramanujan graph on 2n = q(q2 − 1) nodes with λbipartite ≤ 2√p.
1) If p = 5 and q = 13 then n = 21842 = 1092 and d = 6. E.g., for s = 150 we have (s) ≤ 9.83,
whereas
√
s ≈ 12.25, an improvement of approximately 19.7%.
2) If p = 13 and q = 5 then n = 1202 = 60 and d = 14. E.g., for s = 20 we have (s) ≤ 2.83, whereas
√
s ≈ 4.47,
an improvement of approximately 36.4%.
B. Lower bound.
Finally, we have the following lower bound on the approximation error of any Approximate Computation (AC)
scheme, that establishes asymptotic optimality (up to constants) of our scheme when used with Ramanujan graphs.
Lemma 31. Consider any B ∈ Rn×n with each row having at most d non-zeros. Then, for any s > d there exists
a set K ⊆ [n] of size n− s such that
min
a∈Rn
supp(a)⊆K
d2(aB, 1) ≥
√⌊s
d
⌋
. (6)
Proof. We can associate a bipartite graph G = (W,P, E) with B as follows: Consider n left vertices corresponding
to n workers W = {W1,W2, . . . ,Wn}, and n right vertices corresponding to n partitions P = {P1, . . . , Pn}. We
add an edge (i, j) ∈ E between worker Wi and partition Pj (with i, j ∈ [n]) iff Bij 6= 0. For any set of vertices
A, let N (A) denote the neighbors of A in G. Also, for any vertex v, let d(v) denote its degree.
Now, one can observe that there exists a set of right vertices (partitions) Q ⊆ P with |Q| ≥ b sdc such that
|N (Q)| ≤ s. To see this, start with an empty set Q = {φ}. Now, note that ∃ i ∈ [n] s.t. d(Pi) ≤ d (since
1
n
∑n
i=1 d(Pi) ≤ d, by double counting edges using degrees of left and right vertices). Remove Pi from P and its
neighbors N(Pi) from W , and add Pi to Q. Since its degree is at most d, we lose at most d (worker) vertices
in W . Now, consider this new subgraph induced by the left-right vertex sets (W \ N (Q),P \ Q). Repeating the
same argument, we can remove another vertex and its neighbors, add the vertex to Q (and lose at most d more
worker vertices). Repeating this another
⌊
s
d
⌋ − 2 times, we get |Q| = ⌊ sd⌋ with |N (Q)| ≤ ⌊ sd⌋ d ≤ s. Also, note
that |W \ N (Q)| ≥ (n− s). Finally, for any a ∈ Rn with supp(a) ⊆W \N (Q), we will have supp(aB) ⊆ P \Q.
Thus, d2(aB, 1) ≥
√|Q| ≥√⌊ sd⌋.
The above lemma establishes asymptotic optimality (up to constants) of our scheme, when used with Ramanujan
graphs. Recall that for Ramanujan graphs λ ≤ 2√d. Thus, using our above proposed scheme, we can get an A
and B that satisfy the -AC condition for (s) ≤ 2√
d
√
s
1−(s/n) which goes to 2
√
s
d as s/n→ 0.
VII. EXPERIMENTAL RESULTS
In this section, we present experimental results of our proposed approximate gradient coding scheme (Sec. VI).
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Fig. 2: `2-error for recovery of 1 using normalized adjacency matrices of random d-regular graphs.
A. `2-Error
We measured the performance of our approximate coding schemes in terms of the `2-error for the recovery of 1.
We chose the normalized adjacency matrix of a random d-regular graph on n vertices as the matrix B. We randomly
chose n− s rows of B to be the surviving workers in any particular iteration, where s is the number of stragglers.
For the decoding vector A(K), we chose the vector in (4), (called the linear decoder), as well as the optimal least
squares solution (called the optimal decoder):
A(K) = min
a∈Rn−s
‖aB(K, :)− 1‖2, (7)
where B(K :) is the submatrix of B which consists of the rows that are indexed by K. Note that even though we
have no additional theoretical guarantees for the optimal decoder, it is always possible to compute it in cubic time,
e.g., by the singular value decomposition of B(K :).
Figure 2 presents the results using graphs on n = 30, 50 vertices, and various values of s and d. The results
shown are averaged over multiple samples of K and multiple draws of the matrix B. Figures 2a, 2b, 2d, and 2e
show the `2-error versus number of stragglers s. As the number of stragglers increases, the recovery gets worse
for a fixed degree d.
Figures 2c and 2f show the `2-error versus the degree d. As d increases, the recovery error gets better for a fixed
number of stragglers s. Also, as expected, in all cases, the optimal decoder does better than the linear decoder in
terms of the `2-error. Interestingly, we can also observe that on average both the linear decoder and the optimal
decoder are better than the theoretical upper bound in our paper. One could even think of exploiting this empirically
by randomizing the assignment of the rows of B to the different workers in every iteration.
B. Generalization Error
In this section, our approximate gradient coding (AGC) scheme is compared to other approaches. We compare
against gradient coding from [23] (GC), as well as the trivial scheme (IS), where the data is divided equally among
all workers, but the master only uses the first n− s gradients.
We measured the performance of our coding schemes in terms of the area under the curve (AUC) on a validation
set for a logistic regression problem, on a real dataset. The dataset we used was the Amazon Employee dataset
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from Kaggle. We used 26, 200 training samples, and a model dimension of 241, 915 (after one-shot encoding with
interaction terms), and used gradient descent to train the logistic regression. For GC we used a constant learning
rate, chosen using cross-validation. For AGC and IS we used a learning rate of c1/(t + c2), which is typical for
SGD, where c1 and c2 were also chosen via cross-validation.
All our methods were implemented in python using MPI4py (similar to [23]). We ran our experiments using
t2.micro worker instance types on Amazon EC2 and a c3.8xlarge master instance type. The results for n =
30, 50 are given in Fig. 3 and Fig. 4, in which AGC corresponds to our approximation schemes with the optimal
decoder, whereas AGC (Linear), termed AGCL is our full proposed approximation scheme.
We observe that both these approaches are only slightly worse than GC, which utilizes the full gradient, and are
quite better than the IS approach. Compared to each other, AGC and AGCL seem equivalent, however AGC was
marginally better. That being said, AGCL can be faster since computing the linear decoder only requires O(n)
time, in contrast to O(n3) time for the optimal decoder.
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Fig. 3: Generalization error versus number of iterations using n = 30 t2.micro worker instances on EC2,
with d = 3, and s = 5. Note that in case of Gradient Coding [23], the computational overhead here is ×6 times
(instead of ×3 in our approach).
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Fig. 4: Generalization error versus number of iterations using n = 50 t2.micro worker instances on EC2,
with d = 5, and s = 10. Note that in case of Gradient Coding [23], the computational overhead here is ×11 times
(instead of ×5 in our approach).
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APPENDIX A
In this section, efficient algorithms for encoding (i.e., computing the matrix B) and decoding (i.e., computing
the vector A(K) given a set K of non-stragglers) are given for the scheme in Section V-A.
Since the matrix B is circulant, it suffices to compute only its leftmost column. Further, the leftmost column c1
of B is a codeword in an [n, n − s] Reed-Solomon code whose evaluation points are all roots of unity of
order n, denoted {αi}n−1i=0 . Hence, to find c1, one may define the polynomial m(x) ,
∏n−1
j=s+1(x − αj) and
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Algorithm 2: Computing the decoding vector A(K) for the scheme in Subsection V-A.
1 Data: Any vector x′ ∈ Cn such that x′B = 1.
2 Input: A set K ⊆ [n] of n− s non-stragglers.
3 Output: A vector A(K) such that supp(A(K)) ⊆ K and A(K)B = 1.
4 Find f ∈ Cs such that fVKc = −x′Kc ·D−1Kc .
5 Let y , f · V D.
6 return A(K) = y + x′
evaluate it over α0, α1, . . . , αs, which is possible in O(s(n − s)) operations. This compares favorably with the
respective O(n2 log2(n)) of [6] (Sec. 5.1.1) for any s.
As for decoding, for a given set K of n − s non-stragglers we present an algorithm which computes A(K)
in O(s log2 s+n log n) operations over C. This outperforms the respective O((n−s) log2(n−s)) in [6] (Sec. 5.2.1)
whenever s = o(n), and the respective O((n − s)2) of [7] for any s < δn with δ < 1. The central tool in this
section is the well-known Generalized Reed-Solomon (GRS) codes. A code C ⊆ Cn is called an [n, s] GRS code if
C =
{
(`1f(α1), `2f(α2), . . . , `nf(αn)) : f ∈ C[x]<s
}
,
where {αi}ni=1 are pairwise distinct evaluation points, and {`i}ni=1 ⊆ C are nonzero column multipliers. It is readily
verified that any RS code (Section IV) is a GRS code.
Lemma 32 ([21], Prop. 5.2). If C ⊆ Fn is a GRS code then its dual C⊥ is a GRS code with identical evaluation
points.
Let C be the code from Subsection V-A, and notice that it is a GRS code whose column multipliers are all equal
to 1. By Lemma 32, it follows that the generator matrix of C⊥ is V ·D, where
V =

1 1 . . . 1
α1 α2 . . . αn
α21 α
2
2 . . . α
2
n
...
...
...
...
αs−11 α
s−1
2 . . . α
s−1
n

and D = diag(`1, . . . , `n) is a diagonal matrix which contains the nonzero column multipliers of C⊥. In Algorithm 2,
for a subset K ⊆ [n] let VK be the matrix of columns of V that are indexed by K, and let DK = diag(`i)i∈K . In
addition, for a vector x ∈ Cn, let xK be the vector which results from deleting the entries of x that are not in K.
Correctness of Algorithm 2. Since y ∈ C⊥, it follows that yB = 0, and hence A(K)B = (y + x′)B = 1. In
addition, for every i /∈ K we have that yi = −x′i, hence A(K)i = 0, and therefore supp(A(K)) ⊆ K.
Complexity of Algorithm 2. Notice that –
1) Since DKc is diagonal, computing its inverse requires s inverse operations in C.
2) Solving the equation fVKc = −x′Kc · D−1Kc amounts to an interpolation problem, i.e., finding a degree (at
most) s−1 polynomial which passes through s given points. This is possible in O(s log2 s) operations by [11].
3) Given f , computing the product fV reduces to evaluation of a degree (at most) n polynomial on all roots
of unity of order n. This is possible in O(n log n) operations by utilizing the famous Fast Fourier Transform
(FFT) [2].
Hence, the total complexity of Algorithm 2 is O(s log2 s+ n log n).
The pre-computation of x′ may be done by finding x′′ ∈ Cn−s such that x′′B′ = 1, where B′ is the upper-left
(n− s)× (n− s) submatrix of B, and padding x′′ with s zeros. Since B′ is a lower-triangular matrix in which the
support of every column is of size at most s+1, the equation x′′B′ = 1 can be solved by a simple O(s2+s(n−s))
back-substitution algorithm. The computation of x′ can be done at the encoding phase (described above), and at a
comparable complexity.
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Algorithm 3: Computing the decoding vector A(K) for the scheme in Subsection V-B.
1 Data: Any vector x′ ∈ Rn such that x′B = 1.
2 Input: A set K ⊆ [n] of n− s non-stragglers.
3 Output: A vector A(K) such that supp(A(K)) ⊆ K and A(K)B = 1.
4 Compute V −1Kc .
5 Let f , −x′Kc · V −1Kc .
6 Let y , f · V .
7 return A(K) = y + x′.
APPENDIX B
As in the complex number case (Subsection V-A and Appendix A), an algorithm for computing the matrix B
and the vector A(K) for the scheme in Subsection V-B is given. In either of the cases of Construction 18, the
resulting code C consists of all codewords (seen as coefficients of polynomials in R[x]<n) with s mutual roots.
That is, the code can be described as the right kernel of
V ,

1 α1 α
2
1 . . . α
n−1
1
1 α2 α
2
2 . . . α
n−1
2
...
...
...
. . .
...
1 αs α
2
s . . . α
n−1
s
 ,
where {αi}si=1 are the roots of the code.
As in Appendix A, to compute the matrix B it suffices to find the codeword c1, which in this case is a lowest
weight codeword in a BCH code. It is readily verified that c1 may be given by the coefficients of the generator
polynomial G(x) ,
∏s
i=1(x − αi) (denoted by P1 and P2 in Eq. (2)) . Finding these coefficients is possible by
evaluating G(x) in s + 1 arbitrary and pairwise distinct roots of unity of order n, and solving an interpolation
problem in O(s log2 s) by [11]. However, evaluating G(x) at s + 1 points requires O(n log n) operations using
the FFT algorithm. Hence, the overall complexity of computing B is O(min{s log2 s, n log n}), an improvement
over [6] whenever s = o(n).
In Algorithm 3, for a given K ⊆ [n], let VK be the matrix of columns of V that are indexed by K. The complexity
of this algorithm outperforms [6] whenever s = o(log2 n), and outperforms [7] whenever s = o(n2/3).
Correctness of Algorithm 3. First, note that VKc is an invertible matrix, since C⊥ is an MDS code by Lemma 8
and Lemma 19. Second, since y is in the left image of V it follows that y ∈ C⊥, and further, yi = −x′i for
every i ∈ Kc. Hence, supp(A(K)) ⊆ K and A(K)B = 1.
Complexity of Algorithm 3. As in the complexity analysis of Algorithm 2, the complexity is clearly O(γs+s(n−s)),
where γs is the complexity of inverting a generalized Vandermonde matrix. While explicit formulas for inverting a
generalized Vandermonde matrix were discussed in [24], for simplicity, one may employ the trivial O(s3) algorithm.
APPENDIX C
BANDWIDTH REDUCTION IN SUBSECTION V-A
In step t ∈ [T ] of Algorithm 1, each node Wj transmits 1n
∑
i∈supp(Bj)Bj,i ·∇LSi(w(t)) = Bj ·N(w(t)) back to
the master node. In the scheme which is suggested in Subsection V-A, this step requires transmitting a vector in Cp,
where p is the number of entries of w(t). Since the gradient vectors ∇LSi(w(t)) are real, the resulting bandwidth is
larger than the actual amount of information by a factor of 2. In this section it is shown that the optimal bandwidth
can be attained by a simple manipulation of the gradient vectors.
For p′ , dp2e and any t ∈ [T ], denote the columns of the matrix N(w(t)) ∈ Rn×p by Nt,1, . . . , Nt,p, and
let N ′t ∈ Cn×p
′
be the matrix whose columns are2 Nt,1 + iNt,2, Nt,3 + iNt,4, . . . . To obtain optimal bandwidth,
2The rightmost column of N ′t is Nt,p−1 + iNt,p if p is even and Nt,p otherwise.
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replace the transmission Bj · N(w(t)) ∈ Cp of Wj at iteration t of Algorithm 1 by Bj · N ′t ∈ Cp
′
. In addition,
replace the definition of w(t+1) by w(t) − ηte(vt), for e : Cp′ → Rp that is defined as
e(v) , (<(v1),=(v1),<(v2),=(v2), . . .),
where <(y) and =(y) are the real and imaginary parts of a given y ∈ C, respectively.
Since A and B of Subsection V-A satisfy the EC condition, it follows that A(K)BN ′t = 1 ·N ′t for every set K
of n− s non-stragglers and every t ∈ [T ]. Further, we have that
e(1N ′t) = e (1(Nt,1 + iNt,2),1(Nt,3 + iNt,4), . . .)
= e (1Nt,1 + i1Nt,2),1Nt,3 + i1Nt,4), . . .)
= (1Nt,1,1Nt,2, 1Nt,3 . . .) = 1N(w
(t)),
and hence the correctness of Algorithm 1 under the scheme from Subsection V-A is preserved. Under this framework,
the transmission from Wj to the master node contains p′ complex numbers (i.e., 2p′ real numbers) rather than p
complex numbers (i.e., 2p real numbers), and it is clearly optimal.
Note that this improvement does not diminish the contribution of the scheme in Subsection V-B. In the current
section, to compute the transmission BjN ′t , any worker node Wj performs dp′ multiplication operations over C,
i.e., 4dp′ ≈ 2dp multiplication operations over R. In contrast, the scheme in Subsection V-B requires any Wj to
perform only dp multiplications over R.
