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Abstract
An existence theorem is obtained for periodic solutions of nonautonomous second order Hamil-
tonian systems with a change sign potential by the minimax methods in critical point theory.
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1. Introduction and main results
Consider the second order Hamiltonian systems
{
u¨(t) + b(t)∇V (u(t)) = 0 a.e. t ∈ [0, T ],
u(0) − u(T ) = u˙(0) − u˙(T ) = 0, (1)
where T > 0, b ∈ C([0, T ],R) and V ∈ C1(RN,R). When b changes its sign, there are
many existence results of nontrivial periodic solutions for problem (1) (see [1–11]). All of
them assume that
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0
b(t) dt = 0
except for [1,2]. When V is convex and homogeneous, Lassoued [2] consider problem (1)
without this assumption. Recently Chen and Long [1] consider the case that
T∫
0
b(t) dt = 0, b ≡ 0, (2)
when V is neither convex nor homogeneous. They obtain the following theorem.
Theorem A [1]. Suppose that (2) holds and V (x) = a|x|µ + W(x), where a > 0, µ > 2,
W ∈ C2(RN,R) satisfying that
(W1) There exist α0 ∈ (0,2π2/(4π2 + T 2)) and r0 > 0 such that∣∣W(x)∣∣ α0|x|2
for all |x| r0 and a.e. t ∈ [0, T ].
(W2) There exist ρ ∈ (0, r0/C0) and r1 > 0 such that∣∣∇W(x)∣∣ α1
B+(1 + |x|) , ∀|x| r1,
α1 ≡
(
2π2
4π2 + T 2 − α0
)
ρ2 − aBT Cµ0 ρµ > 0,
where B+ = max{b(t) | 0  t  T }, B = max{|b(t)| | 0  t  T }, C0 is the
Sobolev’s constant from W 1,2T to C0.
(W3) There exist r2 > 0 and d > 0 such that
max
1i,jN
∣∣W ′′xixj (x)∣∣ d|x|µ−2, ∀|x| r2.
Then problem (1) has at least one nontrivial solution.
Motivated by this theorem we have the following result, which generalizes that men-
tioned above, by using the minimax methods in critical point theory.
Theorem 1. Suppose that (2) holds and V (x) = a|x|µ + W(x), where a > 0, µ > 2,
W ∈ C1(RN,R) satisfying that there exist α0 ∈ (0,2π2/T 2) and r0 > 0 such that∣∣W(x)∣∣ α0|x|2 (3)
for all |x| r0 and a.e. t ∈ [0, T ]. Assume that there exists a positive constant g0 such that∣∣∇W(x)∣∣ g0 (4)
for all x ∈ RN . Then problem (1) has at least one nonzero solution.
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more freedom in (3) than in (W1). Secondly, (W2) implies that |∇W(x)| → 0 as |x| → ∞,
but in our (4) we only need the boundedness of |∇W(x)|. At last, we dropped up (W3)
completely and we only need W ∈ C1(RN,R). There are functions F satisfying our The-
orem 1 and not satisfying the results in [1–11]. For example, let a > 0, µ > 2,
b(t) = sinωt, W(x) = sin(1 + |x|2)1/2,
where ω = 2π/T . Then V (x) = a|x|µ +W(x) satisfies our Theorem 1, but we cannot use
the results in [1–11], because that ∫ T0 b(t) dt = 0, it does not satisfy those in [3–11]; V is
not homogeneous, it does not satisfy that in [2]; |∇W(x)| → 0 as |x| → ∞, it does not
satisfy that in [1].
Theorem 1 is an easy consequence of the following more general result with H(t, x) =
b(t)W(x).
Theorem 2. Suppose that F(t, x) = b(t)|x|µ + H(t, x), where µ > 2, b ∈ C([0, T ],R)
satisfying (2) and H : [0, T ] × RN → R, H(t, x) is measurable in t for every x ∈ RN and
continuously differentiable in x for a.e. t ∈ [0, T ], such that
T∫
0
H(t, x) dt  0 (5)
for all x ∈ RN . Assume that there exist g ∈ L1(0, T ), α0 ∈ (0,ω2/2) and r0 > 0 such that∣∣∇H(t, x)∣∣ g(t) (6)
for all x ∈ RN and a.e. t ∈ [0, T ], and∣∣H(t, x)∣∣ α0|x|2 (7)
for all |x| r0 and a.e. t ∈ [0, T ], where ω = 2π/T . Then problem{
u¨(t) + b(t)|u(t)|µ−2u(t) + ∇H(t,u(t)) = 0 a.e. t ∈ [0, T ],
u(0) − u(T ) = u˙(0) − u˙(T ) = 0, (8)
has at least one nonzero solution.
2. Proof of theorems
Let H 1T be a Hilbert space given by
H 1T =
{
u : [0, T ] → RN | u is absolutely continuous,
u(0) = u(T ) and u˙ ∈ L2(0, T ;RN)}
with the norm defined by
‖u‖ =
( T∫ ∣∣u(t)∣∣2 dt +
T∫ ∣∣u˙(t)∣∣2 dt
)1/2
for u ∈ H 1T .
0 0
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u¯ = (1/T )
T∫
0
u(t) dt, u˜(t) = u(t) − u¯,
and H˜ 1T be the subspace of H
1
T given by
H˜ 1T =
{
u ∈ H 1T | u¯ = 0
}
.
The one has
T∫
0
∣∣u(t)∣∣2 dt  T 2
4π2
T∫
0
∣∣u˙(t)∣∣2 dt (Wirtinger’s inequality) (9)
for all u ∈ H˜ 1T . It follows from Sobolev’s inequality
‖u‖2∞ 
T
12
T∫
0
∣∣u˙(t)∣∣2 dt, ∀u ∈ H˜ 1T ,
that there exists a positive constant C such that
‖u‖∞  C‖u‖ (10)
for all u ∈ H 1T , where ‖u‖∞ = max0tT |u(t)|.
It follows that the functional ϕ on H 1T given by
ϕ(u) = 1
2
T∫
0
∣∣u˙(t)∣∣2 dt −
T∫
0
b(t)
∣∣u(t)∣∣µ dt −
T∫
0
H
(
t, u(t)
)
dt
is continuously differentiable on H 1T (see [12]). Moreover one has
〈
ϕ′(u), v
〉 =
T∫
0
(
u˙(t), v˙(t)
)
dt −
T∫
0
b(t)
∣∣u(t)∣∣µ−2(u(t), v(t)) dt
−
T∫
0
(∇H (t, u(t)), v(t)) dt
for all u,v ∈ H 1T . It is well known that u ∈ H 1T is a solution of problem (8) if and only if u
is a critical points of ϕ.
Now we give the proof of the main result.
Proof of Theorem 2. First, we prove that ϕ satisfies the (PS) condition, that is, un has
a convergent subsequence whenever it satisfies ϕ′(un) → 0 as n → ∞ and {ϕ(un)} is
bounded. Arguing then as in Proposition 4.1 in [12], we only need prove that (un) is
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if necessary, that
‖un‖ → ∞
as n → ∞. Set vn = un/‖un‖. Then (vn) is bounded so that it has a subsequence, see (vn),
which weakly converges to v0. By Proposition 1.2 in [12], (vn) converges to v0 uniformly
in [0, T ]. Hence one has
v¯n → v¯0. (11)
It follows from (6) that
µ
T∫
0
H(t,un) dt −
T∫
0
(∇H(t,un), un)dt
 µ
T∫
0
1∫
0
(∇H(t, sun), un)ds dt + µ
T∫
0
H(t,0) dt +
T∫
0
∣∣∇H(t,un)∣∣|un|dt
 µ
T∫
0
1∫
0
∣∣∇H(t, sun)∣∣|un|ds dt + µ
T∫
0
H(t,0) dt +
T∫
0
g(t)|un|dt
 µ
T∫
0
1∫
0
g(t)|un|ds dt + µ
T∫
0
H(t,0) dt + ‖g‖L1‖un‖∞
 (µ + 1)‖g‖L1‖un‖∞ + µ
T∫
0
H(t,0) dt
 C(µ + 1)‖g‖L1‖un‖ + µ
T∫
0
H(t,0) dt
for all n ∈ N . Thus we have(
µ
2
− 1
)
‖u˙n‖2L2 = µϕ(un) −
〈
ϕ′(un), un
〉
+ µ
T∫
0
H(t,un) dt −
T∫
0
(∇H(t,un), un)dt
 µϕ(un) −
〈
ϕ′(un), un
〉
+ C(µ + 1)‖g‖L1‖un‖ + µ
T∫
H(t,0) dt0
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have v˜n → 0 in H 1T as n → ∞. Moreover, it follows from (11) that
vn → v¯0
as n → ∞. Hence v0 = v¯0 and ‖v0‖ = 1. From (6) we obtain
µ
∣∣∣∣∣
T∫
0
b(t)
∣∣vn(t)∣∣µ−2(vn(t), v(t)) dt
∣∣∣∣∣
 ‖un‖1−µ
∣∣−〈ϕ′(un), v〉∣∣+ ‖un‖2−µ
∣∣∣∣∣
T∫
0
(
v˙n(t), v˙(t)
)
dt
∣∣∣∣∣
+ ‖un‖1−µ
∣∣∣∣∣−
T∫
0
(∇H (t, un(t)), v(t)) dt
∣∣∣∣∣
 ‖un‖1−µ
∥∥ϕ′(un)∥∥‖v‖ + ‖un‖2−µ‖vn‖‖v‖ + ‖un‖1−µ‖v‖∞
T∫
0
g(t) dt → 0
as n → ∞, which implies that
T∫
0
b(t)|v0|µ−2
(
v0, v(t)
)
dt = 0
for all v ∈ H 1T . By the arbitrariness of v, one has
b(t)|v0|µ−2v0 = 0
for a.e. t ∈ [0, T ]. Because that v0 = v¯0 = 0, we have
b(t) = 0
for a.e. t ∈ [0, T ]. It follows from the continuity of b that b = 0, which contradicts the
condition that b ≡ 0. Hence ϕ satisfies the (PS) condition.
We now prove that ϕ satisfies the other conditions of the generalized mountain pass
theorem (see Theorem 5.29 in [13]). By (7), (9) and (10), we have
ϕ(u) = 1
2
T∫
0
∣∣u˙(t)∣∣2 dt −
T∫
0
b(t)
∣∣u(t)∣∣µ dt −
T∫
0
H
(
t, u(t)
)
dt
 1
2
T∫
0
∣∣u˙(t)∣∣2 dt − ‖u‖µ∞
T∫
0
∣∣b(t)∣∣dt − α0
T∫
0
∣∣u(t)∣∣2 dt
 1
2
(1 − α0ω−2)
T∫ ∣∣u˙(t)∣∣2 dt −Cµ‖u‖µ
T∫ ∣∣b(t)∣∣dt0 0
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4
(1 − α0ω−2)min{ω2,1}‖u‖2 − Cµ‖u‖µ
T∫
0
∣∣b(t)∣∣dt
for all u ∈ H˜ 1T with ‖u‖ C−1r0. Choose ρ > 0 small enough such that
α  1
4
(1 − α0ω−2)min{ω2,1}ρ2 −Cµρµ
T∫
0
∣∣b(t)∣∣dt > 0.
Then one has
ϕ(u) α > 0 (12)
for all u ∈ H˜ 1T with ‖u‖ = ρ.
It follows from (2) and (5) that
ϕ(x) = −
T∫
0
b(t)|x|µ dt −
T∫
0
H(t, x) dt  0 (13)
for all x ∈ RN .
By properties of b there exists t0 ∈ (0, T ) such that b(t0) > 0. It follows from the conti-
nuity of b that there exist t1 ∈ (0, t0), t2 ∈ (t0, T ) such that
b(t) 1
2
b(t0) > 0 (14)
for all t ∈ [t1, t2]. Choose e ∈ H˜ 1T such that e(t) = 0 for all t ∈ [0, T ] \ [t1, t2], e ≡ 0 and
T∫
0
b(t)e(t) dt = 0. (15)
Let
ϕ1(u) = 12
T∫
0
∣∣u˙(t)∣∣2 dt, ϕ2(u) = −
T∫
0
b(t)
∣∣u(t)∣∣µ dt
and
ϕ3(u) = −
T∫
0
H
(
t, u(t)
)
dt
for all u ∈ H 1T . Then ϕ = ϕ1 + ϕ2 + ϕ3. It follows from (6) that
∣∣ϕ3(x + re) − ϕ3(x)∣∣=
∣∣∣∣∣
T∫
0
1∫
0
(∇H (t, x + sre(t)), re(t))ds dt
∣∣∣∣∣

T∫
g(t)r
∣∣e(t)∣∣dt  r‖e‖∞‖g‖L1
0
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ϕ3(x + re) r‖e‖∞‖g‖L1 (16)
for all x ∈ RN and r  0.
It follows from (15) and Hölder’s inequality that
t2∫
t1
b(t)
(|x|2 + r2∣∣e(t)∣∣2)dt =
t2∫
t1
b(t)
∣∣x + re(t)∣∣2 dt

( t2∫
t1
b(t)
∣∣x + re(t)∣∣µ dt
)2/µ( t2∫
t1
b(t) dt
)(µ−2)/µ
for all x ∈ RN and r  0. Hence we have
ϕ2(x + re) = −
T∫
0
b(t)
(∣∣x + re(t)∣∣µ − |x|µ)dt
= −
t2∫
t1
b(t)
∣∣x + re(t)∣∣µ dt +
t2∫
t1
b(t)|x|µ dt
−
( t2∫
t1
b(t)
(|x|2 + r2∣∣e(t)∣∣2)dt
)µ/2( t2∫
t1
b(t) dt
)(2−µ)/2
+
t2∫
t1
b(t)|x|µ dt (17)
 0 (18)
for all x ∈ RN and r  0. Therefore one has, by (18) and (16),
ϕ(x + re) = ϕ1(x + re) + ϕ2(x + re) + ϕ3(x + re)
 1
2
r2
T∫
0
∣∣e˙(t)∣∣2 dt + r‖e‖∞‖g‖L1
for all x ∈ RN and r  0, which implies that there exists r3 > 0 such that
ϕ(x + re) α
2
(19)
for all x ∈ RN and r ∈ [0, r3]. Let
h(R, r)−
( t2∫
b(t)
(
R2 + r2∣∣e(t)∣∣2)dt
)µ/2( t2∫
b(t) dt
)(2−µ)/2
+
t2∫
b(t)Rµ dtt1 t1 t1
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∂h
∂r
(R, r) = −rµ
t2∫
t1
b(t)
∣∣e(t)∣∣2 dt
( t2∫
t1
b(t)
(
R2 + r2∣∣e(t)∣∣2)dt
)µ/2−1
×
( t2∫
t1
b(t) dt
)(2−µ)/2
−rµRµ−2
t2∫
t1
b(t)
∣∣e(t)∣∣2 dt (20)
for all R  0 and r  0. It is obvious that h(R,0) = 0. Hence one has, by (20),
h(R, r)−1
2
r2µRµ−2
t2∫
t1
b(t)
∣∣e(t)∣∣2 dt (21)
for all r  0 and R  0. Note that there exists R1 > ρ > 0 such that
T∫
0
∣∣e˙(t)∣∣2 dt − µRµ−2
t2∫
t1
b(t)
∣∣e(t)∣∣2 dt − 2
r3
‖e‖∞‖g‖L1 (22)
for all R R1. Hence we have, by (17), (16), (21) and (22),
ϕ(x + re) = ϕ1(x + re) + ϕ2(x + re) + ϕ3(x + re)
 1
2
r2
T∫
0
∣∣e˙(t)∣∣2 dt + h(R, r) + r‖e‖∞‖g‖L1
 1
2
r2
T∫
0
∣∣e˙(t)∣∣2 dt − 1
2
r2µRµ−2
t2∫
t1
b(t)
∣∣e(t)∣∣2 dt + r‖e‖∞‖g‖L1
− r
r3
(r − r3)‖e‖∞‖g‖L1  0
for all |x| = R, r ∈ [r3,R] and R R1. Moreover by (19) we have
ϕ(x + re) α
2
(23)
for all |x| = R, r ∈ [0,R] and R R1.
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f (x,R)−
( t2∫
t1
b(t)
(|x|2 + R2∣∣e(t)∣∣2)dt
)µ/2( t2∫
t1
b(t) dt
)(2−µ)/2
+
t2∫
t1
b(t)|x|µ dt
for all x ∈ RN and R  0. It follows from (17) that
ϕ2(x + Re) f (x,R) (24)
for all x ∈ RN and R  0. Moreover one has
∂f
∂R
(x,R) = −µR
t2∫
t1
b(t)
∣∣e(t)∣∣2 dt
( t2∫
t1
b(t)
(|x|2 + R2∣∣e(t)∣∣2)dt
)µ/2−1
×
( t2∫
t1
b(t) dt
)(2−µ)/2
−µRµ−1
( t2∫
t1
b(t)
∣∣e(t)∣∣2 dt
)µ/2( t2∫
t1
b(t) dt
)(2−µ)/2
which implies that, by the fact that f (x,0) = 0,
f (x,R)−Rµ
( t2∫
t1
b(t)
∣∣e(t)∣∣2 dt
)µ/2( t2∫
t1
b(t) dt
)(2−µ)/2
(25)
for all x ∈ RN and R  0. By (24), (25) and (16) we have
ϕ(x +Re) 1
2
R2
T∫
0
∣∣e˙(t)∣∣2 dt − Rµ
( t2∫
t1
b(t)
∣∣e(t)∣∣2 dt
)µ/2( t2∫
t1
b(t) dt
)(2−µ)/2
+ R‖e‖∞‖g‖L1
for all x ∈ RN and R  0, which implies that there exists R2 > R1 such that
ϕ(x +Re) 0 (26)
for all x ∈ RN and R R2.
Now, let S = {u ∈ H˜ 1T | ‖u‖ = ρ} and Q = {x + re | x ∈ RN, |x|R, r ∈ [0,R]} with
R R2. Then we have
ϕ|S  α > 0
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ϕ|∂Q  12α
by (13), (23) and (26). Hence Theorem 2 is proved by the generalized mountain pass the-
orem (see Theorem 5.29 in [13]). 
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