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Dynamical systems associated to translation surfaces naturally arise in families equipped with
a topological structure. How is the topological structure on the family related to the dynamical
properties of the individual systems? We investigate this question for three types of families of
dynamical systems associated to translation surfaces.
The collection of translation surfaces of finite type has a natural stratification based on the
number and type of cone points. Each stratum has a topology with respect to which the stratum
consists of between one and three connected components. We investigate how which connected
component of a stratum a translation surface belongs to determines how many invariant compo-
nents any translation flow on that surface may have. Specifically, we characterize the numbers
of minimal and periodic components possible for translation flows on surfaces in the hyperelliptic
connected components of strata.
The group SL(2,R) acts on each stratum of translation surfaces. The horocycle flow is the
action of the one-parameter subgroup of matrices ht =
(
1 t
0 1
)
. For any fixed translation surface M ,
we examine how the closures of the orbits under the horocycle flow of the surface rθ ·M are related
to each other, where rθ =
( cos θ − sin(θ)
sin(θ) cos(θ)
)
. We show that for a residual set of angles θ, the closure of
the orbit of rθ ·M under the horocycle flow is equal to the closure of the orbit of M under SL(2,R).
We then apply this result to obtain a new characterization of lattice surfaces in terms of minimal
sets for the horocycle flow.
A large class of translation surfaces of infinite type can be thought of as “limits” of a sequence
of translation surfaces of finite type. Analogously to the way Rauzy diagrams describe the renor-
malization dynamics (and first return maps to a transversal of the translation flow) of finite type
translation surfaces, Bratteli diagrams encode the renormalization dynamics (and first return maps
to a transversal of the translation flow) for these surfaces of infinite type. Finite truncations of
Bratteli diagrams correspond to surfaces of finite type, so Bratteli diagrams hint at a “moduli space”
encompassing translation surfaces of both finite and infinite type. We investigate how the transla-
tion flow on the “limit” surface of infinite type is related to the translation flows on the finite type
surfaces in the associated sequence. We prove that any finite entropy, measure-preserving flow on a
standard Lebesgue space is measurably isomorphic to the translation flow on a translation surface
of infinite type.
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INTRODUCTION
A translation surface is a closed, orientable surface endowed with a metric such that the surface
is flat except at a set of isolated conical singularities and the linear holonomy group of the surface is
trivial. The collection of all translation surfaces of finite type forms a space that has a natural strat-
ification based on the number and type of singularities of the flat metrics; a stratum H(k1, . . . , kn)
of the moduli space of translation surfaces consists of all translation surfaces with cone points of
orders k1, . . . , kn.
The flow in a fixed direction on a translation surface S determines a decomposition of S into
closed invariant sets called components, each of which is either periodic or minimal. In chapter
2, we study this decomposition for translation surfaces in the hyperelliptic connected components
Hhyp(2g − 2) and Hhyp(g − 1, g − 1) of the corresponding strata of the moduli space of translation
surfaces. Specifically, in Theorem 2.1.1 we characterize the pairs of nonnegative integers (p,m)
for which there exists a translation surface in Hhyp(2g − 2) or Hhyp(g − 1, g − 1) with precisely p
minimal components and m minimal components. This result extends work by Naveh ([Nav08]),
who obtained tight upper bounds on number of invariant components for each stratum as a whole.
The group SL(2,R) acts on strata via postcomposition with manifold charts of a translation
surface. The stabilizer in SL(2,R) of a translation surface S is called the Veech group of S. A trans-
lation surface whose Veech group is a lattice (has finite co-volume in SL(2,R) is said to be a lattice
surface. In Chapter 3, which is based on joint work with Jon Chaika, we prove a characterization
of lattice surfaces in terms of the horocycle flow, which is the action of the one parameter subgroup(
1 t
0 1
)
, t ∈ R. Specifically, Theorem 3.3.1 proves that a translation surface M is a lattice surface if
and only if every subset of the closure of orbit of M under SL(2,R) that is a minimal set for the
horocycle flow is a periodic orbit of the horocycle flow. This result adds an additional entry to the
list of equivalent characterizations of lattice surfaces presented in [SW10]. We also prove that for
every translation surface M , for all but a meager set of angles θ, the closure of the horocycle orbit
of r−θ ·M (here r−θ ·M denotes M “rotated” by the angle −θ) equals the SL(2,R)-orbit closure of
M .
Chapter 4, which is based on joint work with Rodrigo Trevin˜o, explores dynamical systems asso-
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ciated to translation surfaces of infinite type – generalized versions of translation surfaces in which
the requirements that the genus and cone points of the surface be finite are dropped. In this chap-
ter, we present a general setting for constructing and studying infinite type surfaces. Our method
connections between translation flows on infinite type translation surfaces, adic transformations
defined on Bratteli diagrams, and cutting-and-stacking transformations. We do so by introducing a
technique which takes an adic transformation and constructs a flat surface whose vertical transla-
tion flow admits a cross section for which the first return map is measurably isomorphic to the adic
transformation. Theorem 4.6.1 proves that any finite entropy, measure-preserving flow on a stan-
dard Lebesgue space is measurably isomorphic to the translation flow on a flat surface obtained
through our technique. We present specific examples of infinite type flat surfaces such that the
vertical translation flows on these surfaces exhibit dynamical properties that cannot be realized by
translation flows on finite type translation surfaces.
ix
Chapter 1
Background
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Translation surfaces arise in numerous contexts, and there are several equivalent ways of defin-
ing them. In §1.1, we describe translation surfaces as being surfaces constructed by “gluing” to-
gether polygons cut from sheets of “graph paper.” In §1.2, we approach translation surfaces from
the point of view of complex analysis, thinking of translation surfaces as coming from quadratic
differentials on Riemann surfaces, and we connect these to elements of the cotangent space to
Teichmu¨ller space.
1.1 Euclidean geometry definition of translation surfaces
Definition 1.1.1. A translation surface is a 2-real-dimensional manifold S with a subset Σ ⊂ S such
that the restriction to S \ Σ of each transition map between charts of S is a translation.
The statement that “the restriction to S \Σ of each transition map between charts of S is a transla-
tion” means that if φ : U → V is a transition map between charts of the manifold S, with U, V ⊂ R2,
then restriction φ|U\Σ can be written as φ|U\Σ(z) = z+ c for and some c ∈ R2 and all z in U \Σ. We
will denote such a translation surface by the pair (S,Σ) or, in cases where the set Σ is clear from
the context, simply by S.
Requiring a translation surface to have this particular type of manifold atlas immediately gives
rise to two additional structures on the surface: a metric and a set of “directions” or foliations.
• The canonical Euclidean metric on (S,Σ). This condition on the manifold transition maps
implies that the Euclidean metric on the restriction to S \Σ of each manifold chart is invariant
under transition maps, resulting in a well-defined metric on S \ Σ. Identifying the metric
completion of this metric on S \Σ with S yields the “canonical Euclidean metric” on S, when
such an identification is possible. For any two points x1, x2 ∈ S, we define d(x1, x2) to be the
infimum of the lengths (with respect to the canonical Euclidean metric) of rectifiable paths in
S connecting x1 to x2.
• The foliation Fθ of (S,Σ) in direction θ. Since translations in R2 preserve “direction” (e.g.
the “vertical direction,” etc.), “directions” are well-defined on S \ Σ. Consequently, for any
direction θ ∈ S1 = R mod 2pi, there is a well-defined foliation Fθ of S in direction θ, defined
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by pulling back the straight-line foliation in direction θ on the images in R2 of the manifold
charts.
One way of reformulating these two observations is to state that the tangent space T (S \Σ) has
a canonical global trivialization, i.e. T (S \Σ) can be identified in a canonical way with (S \Σ)×R2.
Consequently, a translation surface has trivial linear holonomy. That is, the group of linear maps on
the tangent space Tp(S \ Σ) induced by parallel transport of an element of Tp(S \ Σ) along closed
loops in S \ Σ based at p is trivial.
Figure 1.1: A translation surface formed by identifying opposite sides of an octagon embedded in
the plane. Letters indicate the side identifications. Black vectors in the surface indicate a portion
of the orbit of a point under the vertical translation flow. All vertices of the octagon are identified
to form a single cone point. The cone angle at the cone point is 6pi; circling around the cone point
on the dotted lines, one passes through a total angle of 6pi relative to the cone point.
Definition 1.1.2. An orientation-preserving homeomorphism ψ : (S1,Σ1) → (S2,Σ2) such that
ψ(Σ1) = Σ2 and such that the restriction ψ|S1\Σ1 is affine in each chart is called an affine iso-
morphism. We denote by D(ψ) the linear part (in GL(2,R)) of an affine isomorphism ψ. An affine
isomorphism whose linear part is the identity is called a translation equivalence.
We consider two translation surfaces to be equivalent if there exists a translation equivalence
between them.
Definition 1.1.3. A half-translation surface is a 2-real-dimensional manifold S with a subset Σ ⊂ S
such that the closure S \ Σ = S and the restriction to S \ Σ of each transition map between charts of
S has the form z 7→ ±z + c for some c ∈ R2.
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A half-translation equivalence is an affine isomorphism whose linear part is ±Id. Two half-
translation surfaces are considered equivalent if there is a half-translation equivalence between
them. Unlike in the case of translation surfaces, “directions” on half-translation surfaces are only
defined up to ±Id.
The definition of a translation surface (or half-translation surface), in its full generality, allows
for some very complicated objects; in order to restrict our consideration to translation surfaces
that are more “manageable,” we shall wish to impose some finiteness conditions. Some possible
restrictions for a translation surface (S,Σ) include: Σ is a finite or discrete set of points in S,
(S,Σ) has finite area (with respect to the canonical Euclidean area form), S is compact, S has no
boundary, or S is of finite genus. The class of translation surfaces which have been studied the most
are translation surfaces of finite type, which, perhaps unsurprisingly, satisfy all of the conditions
listed above.
Definition 1.1.4. A translation surface or half-translation surface (S,Σ) is of finite type if S is a
closed, connected surface of finite genus and Σ is a finite set of distinct points of S. A translation
surface that is not of finite type is said to be of infinite type.
Figure 1.2: Two different depictions of a neighborhood of a cone point with cone angle 6pi. The
image at left depicts how this neighborhood might look if built from pieces of paper in R3. The cone
angle of 6pi is achieved by making the surface “ripple” around the cone point. The image a right
is a more abstract representation of the neighborhood in R2; each of six sectors is assigned a cone
angle of pi. The arrows on the lines that divide the sectors indicate the positive vertical direction.
4
Points in Σ are called singularities. In general, the geometry of a translation surface near
singularities can be quite wild (see, for example, [BV13]). A cone point of a translation surface
is an isolated singular point which has a neighborhood that is isometric to a neighborhood of the
ramification point of a finite-sheeted cover of the Euclidean plane ramified at a point. The cone
angle of a cone point of a translation surface is the total angle around the cone point, which is
equal to 2pi times the number of sheets in the ramified cover, can be written as 2pi(1 + n) for some
nonnegative integer n; n is said to be the order of the cone point.
A cone point of a half-translation surface is similar, except it may have a cone angle that is
any nonnegative integer multiple of pi. There is some debate in the literature over whether a cone
point of a half-translation surface with cone angle 2pi(1 + n/2) should be said to have order n or
order n/2. For the sake of consistency between the Euclidean geometry approach to translation
surfaces and half-translation surfaces, we will adopt the convention that a half-translation surface
with a cone point of cone angle 2pi(1 + n/2) is of order n/2.
A saddle connection is a finite-length leaf of the foliation in some direction which has a cone
point a both ends. The Gauss-Bonnet Theorem implies that if (S,Σ) is a translation surface of finite
type, every point in Σ is a cone point, and
∑
p∈Σ
(cone angle of p− 2pi) = 2pi(2g − 2),
or, equivalently, ∑
p∈Σ
order(p) = 2g − 2,
where g is the genus of the underlying topological surface.
Delaunay triangulations are a tool for for decomposing translation surfaces into a collection of
polygons. (Although we will define Delaunay triangulations only for translation surfaces of finite
type, the notion of Delaunay triangulations can be generalized to some types of translation surfaces
of infinite type.)
Definition 1.1.5. Let (S,Σ) be a translation surface of finite type. For each cone point σ ∈ Σ, the
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Voronoi cell Vσ is the set
Vσ = {x ∈ S | d(x, σ) = inf
p∈Σ
d(x, p)}.
The Voronoi diagram of (S,Σ) is the tuple of cells (Vσ)σ∈Σ
Since for finite type surfaces Σ is a finite set and the metric d is defined in terms of the lengths
of geodesic paths, it follows that each cell of a Voronoi diagram for a translation surface is a closed,
connected subset of S containing a unique cone point and that the boundary of each Voronoi cell
is composed of a finite number of geodesic line segments.
Definition 1.1.6. A Delaunay triangulation of a translation surface (S,Σ) of finite type is a trian-
gulation of S determined by taking the graph G in S (with edges that are saddle connections) that
is dual to the Voronoi diagram of (S,Σ), and, if necessary, subdividing any tile with more than three
edges into triangles by adding to G additional saddle connections contained entirely within this tile.
Figure 1.3: A Delaunay triangulation of a translation surface of genus 2 with one cone point. Letters
indicate the edge identifications.
Because the triangulation of Definition 1.1.6 is constructed from the Voronoi diagram, it is clear
that Delaunay triangulations exist for all finite type translation surfaces. By construction, each
triangle of a Delaunay triangulation has a boundary consisting of three saddle connections and
has no cone points in its interior. If each vertex of the Voronoi diagram has exactly three incident
edges, the Delaunay triangulation is unique; if four or more edges of the Voronoi diagram meet at
a vertex, a finite number of possible Delaunay triangulations exist for the surface, corresponding
to the different possible ways to subdivide the corresponding tile into triangles. In any case, we
see that any finite type translation surface can be triangulated in such a way that all vertices of the
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triangles are cone points, all edges of the triangles are saddle connections, and the interiors of the
triangles contain no cone points.
A Delaunay triangulation of (S,Σ) may also be defined as a triangulation of S by geodesic
paths with endpoints in Σ such that no point of Σ is in the interior of an isometrically immersed
disk circumscribing the vertices of any triangle in the triangulation. This approach to Delaunay
triangulations, which is equivalent to ours, is described in [MS91] and [Bow12].
The discussion of Delaunay triangulations shows that any translation surface of finite type can
be thought of as a collection of polygons embedded in the Euclidean plane. This leads to another
equivalent definition of a translation surface of finite type:
Definition 1.1.7. Let P1, . . . , Pn be a collection of (not necessarily convex) Euclidean polygons em-
bedded in the Euclidean plane, and assign the counter-clockwise orientation to the boundary of each
polygon. Partition the set of edges of all polygons Pi into pairs so that each pair consists of parallel
oppositely-oriented edges of the same length. Identify pairs of edges via translations, and identify ver-
tices of the polygons only when forced to by a series of edge identifications. The resulting object is a
translation surface of finite type.
1.2 Complex analysis approach to translation surfaces
The analogues of translation surfaces and half-translation surfaces in complex analytic language
are Abelian differentials and quadratic differentials on Riemann surfaces, respectively.
Definition 1.2.1. An Abelian differential ω on a Riemann surface X is holomorphic 1-form on X.
We may reformulate Definition 1.2.1 in terms of local coordinates on X: if X has charts φi :
Ui → Vi, a holomorphic 1-form is a collection of holomorphic functions wi : Vi → C such that for
any local coordinates zj and zk,
ωj(aj)dzj = ωk(ak)dzi
whenever aj = φj(p) and ak = φk(p) for p ∈ Uj ∩ Uk.
Definition 1.2.2. A quadratic differential on a Riemann surface X is a global section of the tensor
square of the sheaf of holomorphic 1-forms on X.
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Definition 1.2.2 may also be stated in terms of local coordinates: denoting the the charts of X
by the maps φi : Ui → Vi, a quadratic differential ω on X is a collection of holomorphic functions
ωi : Vi → C such that for any local coordinates zj on Vj and zk on Vk,
ωj(aj)dz
2
j = ωk(ak)dz
2
k
whenever aj = φj(p) and ak = φk(p) for p ∈ Uj ∩ Uk.
One type of “finiteness condition” commonly used in complex analysis is the condition that
the Riemann surface on which a collection of Abelian or quadratic differentials is defined is of
finite type. (A Riemann surface is of finite type if it is conformally equivalent to a compact surface
from which at most finitely many points have been removed.) In this setting, Abelian or quadratic
differentials may have poles at the surface’s punctures. For a compact Riemann surface X of genus
g and a meromorphic 1-form ω on X, the number of zeros of ω minus the number of poles of ω,
counted with multiplicity, is 2g − 2.
In order to obtain translation or half-translation surfaces of finite type, we will need to impose
restrictions on the differentials themselves. There is a natural norm on the vector space of quadratic
differentials on a Riemann surfaceX of finite type, given by ||q||1 :=
∫
X |q|. Similarly, for an Abelian
differential α, we can define ||α||1 :=
∫
X |α2|.
Definition 1.2.3. Let X be a Riemann surface of finite type. An Abelian differential α on X is inte-
grable if ||α||1 <∞. A quadratic differential q on X is integrable if ||q||1 <∞.
One can compute that a quadratic differential q on a hyperbolic Riemann surface of finite type
is integrable if and only if q has at worst simple poles at the punctures of X.
We will describe how integrable Abelian and quadratic differentials on Riemann surfaces of
finite type determine translation and half-translation surface structures, respectively.
Let X be a Riemann surface of finite type, together with an integrable Abelian differential ω
on X; we will use ω to construct a translation surface structure on X. For a smooth path γ in X,
the integral
∫
γ ω(zi)dzi is well-defined. Thus, the map ϕx0 : x 7→
∫ x
x0
ω(z)dz determines a bijection
between a neighborhood Ux0 of a regular point x0 in X to a neighborhood of 0 in C. Using a
different nearby basepoint, say x1, determines a bijection ϕx1 of the form x 7→
∫ x
x1
ω(z)dz from a
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neighborhood Ux1 to a neighborhood of 0 in C. Notice that for x ∈ Ux0 ∩ Ux1 , we have
ϕx0(x) + ϕx0(x1) = ϕx1(x).
In other words, ϕx0 and ϕx1 determine manifold charts such that the transition map between these
charts is a translation. In this way, ω determines an atlas of charts on X \ {zeros of ω} such that
transition maps between these charts are translations. The completion of this manifold with respect
to the canonical Euclidean metric on these charts can then be identified with X, yielding a marked
translation surface.
We now consider the case when ω is an integrable quadratic differential on X, and show that
this defines a half-translation surface. Each regular point p has a neighborhood U on which a
single-valued branch of
√
ω can be chosen. So for a path γ from p to a point x contained entirely
within U , we can compute
∫
γ
√
ω(z)dz using either of the branches. If Φ1(x) and Φ2(x) are the two
possible integrals, we evidently have Φ1(x) = ±Φ2(x) + c for some constant c ∈ C. Furthermore,
since either branch of
√
ω is holomorphic in U , the integrals are path independent, i.e. if γ1 and
γ2 are two smooth paths from p to x in U , then
∫
γ1
√
ω(z)dz =
∫
γ2
√
ω(z)dz. Thus, the integral Φ
(using any branch of the square root) defines a local coordinate, say w, on U centered at p:
w(x) :=
∫ x
p
√
ω(z)dz.
Then dw =
√
ω(z) and squaring we obtain dw2 = ω(z)dz2. This means that in terms of the
parameter w, ω has the representation given identically by 1. If w˜ is another parameter near p with
this property, then dw2 = dw˜2 implies w = ±w˜+ const. w is called the canonical parameter near p.
Note that the norm || · ||1 corresponds to the Euclidean area of the associated translation or
half-translation surface.
Integrable quadratic differentials also arise in complex analysis as elements of the cotangent
(or tangent) space to Teichmu¨ller space. Although remainder of this manuscript does not explicitly
use this connection to Teichmu¨ller theory, the idea that quadratic differentials describe a family
of complex structures foreshadows the construction of spaces of half-translation surfaces in §1.3.
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We will briefly present this approach to quadratic differentials in the specific context of hyperbolic
Riemann surfaces of finite type; our presentation follows [Hub06].
For a Riemann surface X, we will denote by L∞∗ (TX, TX) the Banach space of measurable
C-antilinear bundle maps ν : TX → TX with the norm
||ν||∞ = ess supx∈X |νx| <∞,
where |νx| is the operator norm of the restriction of ν to the fiber TxX. (A map f : V →W between
complex vector spaces is said to be C-antilinear if f(ax + by) = af(x) + bf(x) for all a, b ∈ C and
x, y ∈ V .)
Definition 1.2.4. An L∞ Beltrami form on a Riemann surface X is an element of the open unit ball
of L∞∗ (TX, TX). The space of Beltrami forms on X, which we denote by M(X), is the open unit
ball of L∞∗ (TX, TX).
Theorem 1.2.5 (The Mapping Theorem). For any open subset U ⊂ C and µ ∈ L∞(U) with ||µ||∞ <
1, there exists a quasiconformal map f : U → C such that
∂f
∂z
= µ
∂f
∂z
, (1.1)
and that any other quasiconformal solution to Equation (1.1) differs from f by composition with a
conformal map.
Consequently, for a Riemann surface X and a Beltrami form µ on X, we can apply the mapping
theorem to each chart ϕi : Ui → Vi of X to obtain a quasiconformal map fi : Vi → C so that
∂fi
∂z = µ
∂fi
∂z ; the maps fi ◦ϕi : Ui → C thus determine an atlas for the Riemann surfaceXµ. Hence,
the space of Beltrami formsM(X) parametrizes a family of Riemann surfaces. The universal curve
M(X)×X is an analytic Banach manifold whose atlas of charts Ψi :M(X)×Ui →M(X)×C are
given by (µ, x) 7→ (µ, fi ◦ ϕi(x)).
We may think of the space of quadratic differentials Q(X) as being dual to the space of Beltrami
forms M(X). In a local coordinate z, a Beltrami form µ ∈ L∞∗ (TX, TX) is written µ(z)dzdz , and a
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quadratic differential q ∈ Q(X) is written q(z)dz2, so the product is
qµ = q(z)µ(z)dzdz = q(z)µ(z)|dz|2.
Thus, we can define 〈µ, q〉 := ∫X qµ.
Definition 1.2.6. A quasiconformal surface is a ∼qc-equivalence class in the space of triples (ϕ :
S → X) such that S is a topological surface, X is a Riemann surface, and ϕ : S → X is a homeomor-
phism, where ∼qc is the equivalence relation defined by
(ϕ1 : S1 → X1) ∼qc (ϕ2 : S2 → X2)
if and only if there exists a quasiconformal homeomorphism h : X1 → X2.
Note that the equivalence relation ∼qc in Definition 1.2.6 does not explicitly depend on the
topological model surface S or map ϕ, although the requirement that the maps ϕi : Si → Xi be
homeomorphisms implies that the model surfaces S1 and S2 be homeomorphic, and hence the same
topological surface. Hence, the quasiconformal surface qc(X) associated to a Riemann surface X
is well-defined.
For a quasiconformal surface S = qc(X), whereX is a Riemann surface, we will define the space
of Beltrami forms on S,M(S) to beM(X). This definition is well-defined in that if ϕ1 : S1 → X1
and ϕ2 : S2 → X2 are two representatives of S, the map
(ϕ2 ◦ ϕ−11 )∗ :M(X1)→M(X2)
is an analytic isomorphism. Thus, we may represent an element of S by a pair ((ϕ : S → X), µ),
where X is a Riemann surface representing the quasiconformal surface S and µ ∈M(X).
For a quasiconformal surface S, we will denote by QC(S) the group of quasiconformal home-
omorphisms of S, and by QC0(S) the subgroup of quasiconformal homeomorphisms of S that fix
I(S) and are isotopic to the identity rel I(S). (Since any quasiconformal map between two Riemann
surfaces extends to a homeomorphism between their closures, the ideal boundary I(S) can be de-
fined as I(X) for any Riemann surface X with qc(X) = S. In the case that X is of finite type, I(X)
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is empty.) The groupQC(S) acts on S via precomposition with the “marking” map: for f ∈ QC(S)
and m ∈ M(S) represented by ((ϕ : S → X), µ), then f · S is represented by ((ϕ ◦ f : S → X), µ).
If S is of finite type, MCG(S) is just the set of homotopy classes of orientation-preserving homeo-
morphisms of S that fix the punctures, if any.
Definition 1.2.7. Let S be a quasiconformal surface, and define a map ΦS onM(S) by
ΦS (((ϕ : S → X), µ)) := (ϕ : S → Xµ).
The Teichmu¨ller space TS of S is the quotient space
{ΦS(m) | m ∈M(S)}/ ∼QC0 ,
where ∼QC0 is the equivalence relation ΦS(m1) ∼QC0 ΦS(m2) if and only if there exists f ∈ QC0(S)
such that m1 = f ·m2.
We now comment on Definition 1.2.7. The Teichmu¨ller space TS consists of all Riemann surfaces
of a given quasiconformal type. Representing an element of TS by a triple (ϕ : S → Xµ), the map
ϕ serves to identify the Riemann surface structure Xµ with the topological model surface S. Since
elements of QC0 fix the ideal boundary I(S), quotienting out by the equivalence relation ∼QC0
means that the “marking” provided by ϕ is consistently defined on I(S) and on the punctures of S
(which are not in S) but is only defined up to isotopy rel I(S) on the interior of S. Thus, TS consists
of all Riemann surfaces “marked” by punctures and elements of I(S), of a given quasiconformal
type.
The Mapping Class Group of a quasiconformal surface S is the quotient group MCG(S) :=
QC(S)/QC0(S). When S is of finite type, MCG(S) is a discrete group.
Definition 1.2.8. Let S be a quasiconformal surface. The moduli space of S, denoted Moduli(S), is
the quotient space TS/MCG(S).
Quotienting out by MCG(S) in the definition of Moduli(S) allows us to “forget” the “markings” on
the surfaces. Thus, Moduli(S) may be thought of as consisting of all “unmarked” Riemann surfaces
of a given quasiconformal type.
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Proposition 1.2.9. Let τ ∈ TS be represented by ϕ :→ X. The pairing L∞∗ (TX, TX) ×Q1(X) → C
given by
(v, q) 7→
∫
X
vq (1.2)
induces a pairing TτTS ×Q1(X)→ C. This pairing induces an isomorphism TτTS → (Q1(X))⊥.
1.3 Spaces of translation surfaces
Definition 1.3.1. A marked translation surface of finite type is a triple ((Z,Σ′), f, (S,Σ)) consist-
ing of
1. a closed, connected topological surface Z of finite genus with a set Σ′ of distinct points of Z,
2. a translation surface (S,Σ) of finite type, and
3. a homeomorphism f : Z → S with f(Σ′) = Σ.
Since closed, connected, orientable topological surfaces are classified their genus, we will con-
sider any two marked translation surfaces of finite type with the same genus to have the same
underlying topological model surface Z (the “marking” is the identification of Z with the trans-
lation surface). Two marked translation surfaces of finite type that a built on the same “model
surface” (Z,Σ′), say
((Z,Σ′), f1, (S1,Σ1)) and ((Z,Σ′), f2, (S2,Σ2)),
are considered to be equivalent if there exists a translation equivalence h : (S1,Σ1)→ (S2,Σ2) such
that h ◦ f1 is isotopic rel Σ′ to f2.
Definition 1.3.2. The set of marked translation surfaces of genus g and n marked points is the set
H˜(Zg,Σ′n) consisting of all marked translation surfaces ((Zg,Σ′n), f, (S,Σ)) where Zg is a closed,
connected, orientable surface of genus g with a set Σ′n of n distinct points.
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A marked half-translation surface of finite type is defined similarly, and the set of marked
half-translation surfaces of genus g with n marked points is denoted Q˜(Zg,Σ′n).
The set of all marked (half-)translation surfaces of a given type admits a natural stratification
based on the number and type of cone points.
Definition 1.3.3. Let k1, ..., kn be natural numbers such that
∑n
i=1 ki = 2g−2 for some g ∈ N, and let
Zg be a closed, connected, orientable topological surface of genus g with a set Σ′n of n marked points.
The stratum H˜(k1, ..., kn) of the space of marked translation surfaces consists of the set of marked
translation surfaces ((Zg,Σ′n), f, (S,Σ)) whose cone points have orders k1, . . . , kn.
Definition 1.3.4. Let k1, ..., kn be elements of the set {−12 } ∪ {12 , 22 , . . . , 4g−42 } such that
∑n
i=1 ki =
2g− 2 for some nonnegative integer g, and let Zg be a closed, connected, orientable topological surface
of genus g with a set Σ′n of n marked points. The stratum Q˜(k1, ..., kn) of the space of marked
half-translation surfaces consists of the set of marked half-translation surfaces ((Zg,Σ′n), f, (S,Σ))
whose cone points have orders k1, . . . , kn.
Given a path γ on a marked translation surface, define the holonomy coordinates of γ to be
hol(γ) =
(∫
γ
dx,
∫
γ
dy
)
.
Holonomy coordinates determine a map from a stratum H˜(k1, . . . , kn) of marked translations sur-
faces to H1(Z,Σ′n;R2) as follows. We may think of an element of H1(Z,Σ′n;R2) as assigning a
number in R2 to each homotopy (rel Σ′n) class of paths in Z. Given a marked translation surface
((Zg,Σ
′
n), f, (S,Σ)), define the corresponding element of H
1(Zg,Σ
′
n;R2) to be the element that as-
signs to each relative homotopy class [γ] of paths in Zg the holonomy coordinates of the path f ◦ γ
in S. Thus, holonomy defines a map
H˜(k1, . . . , kn)→ H1(Zg,Σ′n;R2) ' R2(2g+n−1).
This map defines a topology and local coordinates on the stratum of H˜(k1, . . . , kn) of marked trans-
lation surfaces. A slightly perturbed marked translation surface has the same combinatorial trian-
gulation, but the sidelengths of the triangles are slightly different. However, the surface may be
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deformed enough that it no longer admits the same combinatorial triangulation; hence holonomy
provides local, but not global, coordinates on H˜(k1, . . . , kn).
Definition 1.3.5. The mapping class group MCG(Z,Σ′) of a closed topological surface Z with a
finite set Σ′ of (distinct) marked points in Z is the group of isotopy classes of homeomorphisms of
(S,Σ′) (homeomorphisms of S that preserve Σ′ as a set).
The group MCG(Z,Σ′) acts on each stratum of the set of marked surfaces H˜(Z,Σ′) by precom-
position with the marking map – i.e. the image of a marked translation surface
((Z,Σ′), f, (S,Σ))
under the action an element [β] of MCG(Z,Σ′) represented by a map β is the marked translation
surface
((Z,Σ′), f ◦ β, (S,Σ)).
The group MCG(Z,Σ′) acts properly discontinuously on each stratum of finite type marked (half)-
translation surfaces. We can “forget” the markings on a marked translation surface by identifying
all marked translation surfaces which differ by precomposition with an element of the mapping
class group:
Definition 1.3.6. Let k1, ..., kn be natural numbers such that
∑n
i=1 ki = 2g − 2 for some g ∈ N,
and let Z be a closed, connected, orientable topological surface of genus g with a set Σ′n of n marked
points. The stratum H(k1, ..., kn) of the moduli space of translation surfaces is the quotient
H˜(k1, . . . , kn)/MCG(Zg,Σ′n).
Definition 1.3.7. Let k1, ..., kn be elements of the set {−12 } ∪ {12 , 22 , . . . , 4g−42 } such that
∑n
i=1 ki =
2g − 2 for some nonnegative integer g, and let Z be a closed, connected, orientable topological surface
of genus g with a set Σ′n of n marked points. The stratum Q(k1, ..., kn) of the moduli space of
half-translation surfaces is the quotient Q˜(k1, . . . , kn)/MCG(Zg,Σ′n).
We will sometimes find it convenient to consider only (half)-translation surfaces of area 1. We
will denote by H˜1(k1, . . . , kn), H1(k1, . . . , kn), Q˜1(k1, . . . , kn), and Q1(k1, . . . , kn), the subsets of
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H˜(k1, . . . , kn), H(k1, . . . , kn), Q˜(k1, . . . , kn), and Q(k1, . . . , kn), respectively, consisting of surfaces
of area 1.
The stratumH(k1, . . . , kn) of the moduli space of translation surfaces is naturally endowed with
the quotient topology coming from H˜(k1, . . . , kn). The stratum H(k1, . . . , kn) is thus an orbifold of
real dimension 2 · dim (H1(Z,Σ′n;R2)) = 2(2g + |Σ| − 1).
Although the topology of most strata (of unmarked translation surfaces) is still rather mysteri-
ous, the connected components of each stratum were classified in [KZ03]. Connected components
are characterized by whether or not they are “hyperelliptic components” and, in the case all cone
points are of even orders, by the parity of the spin structure associated to a surface.
For every g ∈ N, the strataH(2g−2) andH(g−1, g−1) each have a connected component which
is called the hyperelliptic component of that stratum and denotedHhyp(2g−2) andHhyp(g−1, g−1),
respectively. Each half-translation surface S ∈ Q(l1, ..., ln) that is not itself a translation surface is
associated in a canonical way with a translation surface T . T is the “orientation double cover” of
the half-translation surface, and is constructed as follows. At any regular point of a half-translation
surface, “direction” is defined up to ±Id, so there are two possible local choices for the “positive”
vertical direction. We form an isometric double cover Sˆ of S \ Σ so that the fiber over each point
consists of two points, corresponding to the two choices of “positive” direction. This cover is trivial
near a cone point if and only if the cone angle at that point is an integer multiple of 2pi. Hence, we
compactify Sˆ by adding two points to the fiber over a singular point x in S if the cone angle at x is
an integer multiiple of 2pi, and adding one point if the cone angle at x is of the form (2n− 1)pi for
some n ∈ N; the resulting surface is T . We are interested in the following two special cases of this
map:
Q((−1/2)2gT+1, gT − 3/2)→ H(2gT − 2)
Q((−1/2)2gT+2, gT − 1)→ H(gT − 1, gT − 1).
(The exponential notation Q((−1/2)2g′+1, g′ − 3/2) refers to half-translation surfaces with 2g′ + 1
cone points of order −1/2 and one cone point of order g′ − 3/2.) In these two cases, the map is an
injective immersion, the dimension of the domain equals the dimension of the range, and the do-
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main is a nonempty, connected stratum whose elements are topological spheres. The hyperelliptic
component Hhyp(2g − 2) consists of the image of the map Q(−12g+1, 2g − 3) → H(2g − 2). The
hyperelliptic component Hhyp(g− 1, g− 1) consists of the image of the map Q(−12g+2, 2g− 2)→
H(g − 1, g − 1).
Each surface in any hyperelliptic component admits a unique hyperelliptic involution - an
affine equivalence φ from the surface to itself with D(φ) = −Id and which fixes precisely 2g + 2
points, where g is the genus of the surface. We will refer to those points in a hyperelliptic surface
which are fixed by the hyperelliptic involution as Weierstrass points; the Weierstrass points that
are not cone points of the translation surface correspond to cone points of angle pi (or, equivalently,
simple poles of the quadratic differential) in the half-translation surface which is the quotient of
the translation surface by the hyperelliptic involution.
Recall that a saddle connection in a translation surface is a geodesic path in the surface whose
end points are (not necessarily distinct) cone points of the surface. We will call a saddle connection
whose midpoint is a Weierstrass point a Weierstrass edge. Note that these are precisely the saddle
connections which are invariant (as a set) under the hyperelliptic involution.
The parity of the spin structure associated to a translation surface is defined only for transla-
tion surfaces whose cone points all have even order. It takes values in Z/2Z and is invariant under
continuous deformation of a translation surface within a stratum. We describe here a topological
approach to the computation of the parity of spin structure.
Let S be a translation surface whose cone points are all of even order. Choose smooth, oriented,
simple closed curves {αi, βi}i=1,...,g representing a basis for H1(S,Z) that is symplectic with respect
to geometric intersection number. Define ind(αi) to be the winding number of that loop (i.e. the
integer number of times the tangent vector to the path spins around as you travel once around the
loop). Then the parity of the spin structure associated to S is defined as
g∑
i=1
(ind(αi) + 1)(ind(βi) + 1) (mod 2).
Theorem 1.3.8. ([KZ03]) All connected components of any stratum of Abelian differentials on a curve
of genus g ≥ 4 are described by the following list:
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1. The stratum H(2g − 2) has three connected components: the hyperelliptic one, Hhyp(2g − 2),
and two other components: Heven(2g− 2) and Hodd(2g− 2) corresponding to even and odd spin
structures.
2. If g is odd, the stratum H(g − 1, g − 1) has three connected components: the hyperelliptic one,
Hhyp(2l, 2l), and two other components: Heven(2l, 2l) and Hodd(2l, 2l).
3. If g is even, the stratum H(g − 1, g − 1) has two connected components: one of them, Hhyp(g −
1, g − 1), is hyperelliptic; the other, Hnonhyp(g − 1, g − 1), is not.
4. All other strata of the form H(2l1, ..., 2lj), where all li ≥ 1, have two connected components:
Heven(2l1, ..., 2lj) and Hodd(2l1, ..., 2lj), corresponding to even and odd spin structures.
5. All the other strata of Abelian differentials on the curves of genera g ≥ 4 are nonempty and
connected.
Theorem 1.3.9. ([KZ03])
1. The moduli space of Abelian differentials on a curve of genus g = 2 contains two strata: H(1, 1)
and H(2). Each of them is connected and coincides with its hyperelliptic component.
2. Each of the strata H(2, 2), H(4) of the moduli space of Abelian differentials on a curve of genus
g = 3 has two connected components: the hyperelliptic one and the one having odd spin structure.
The other strata are connected for genus g = 3.
For a finite type translation surface (S,Σ), let systole(S,Σ) denote the length of a shortest
saddle connection in (S,Σ). For any  > 0, and any stratumH of (unmarked) finite type translation
surfaces, the set
C := {(S,Σ) ∈ H | systole(S,Σ) ≥ }
is compact.
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1.4 Dynamics
There are two primary “levels” of dynamics associated to translation surfaces: translation flows on
a fixed translation surface, and the action of SL(2,R) on a stratum of translation surfaces. These
two “levels” of dynamics are intimately related.
Definition 1.4.1. The translation flow in direction θ on a translation surface (S,Σ) is the unit-speed
(with respect to the canonical Euclidean metric) parametrization of the flow on S \ Σ along the leaves
of Fθ.
A theorem of Kerchoff, Masur, and Smillie ([KMS86]) asserts that for any finite type trans-
lation surface (S,Σ) and for almost every direction θ ∈ S1, the translation flow in direction θ is
uniquely ergodic. However, in some directions, the translation flow in a fixed direction determines
a decomposition of S into more than 1 closed, invariant sets called components. There are two
types of components: minimal components and periodic components. A periodic component is
the closure of a maximal cylinder of periodic orbits. A minimal component is the closure of a
non-periodic orbit. (See [Bos88] for a proof that any interval exchange map admits a partition of
the interval into finitely many subintervals, each of nonzero width, such that every subinterval of
this partition belongs to a unique minimal or periodic component of the interval exchange map.
Since the first return map to a cross-section of a flow in a fixed direction on a translation surface is
an interval exchange map, this proves the statement that the flow has finitely many invariant com-
ponents, each of which are minimal or periodic.) The boundaries of these invariant components
necessarily consist of saddle connections in the direction of the flow.
The group SL(2,R) (or GL(2,R) acts on the collection of translation surfaces as follows. Given
A ∈ SL(2,R) and a translation surface (S,Σ), the flat surface given by A · (S,Σ) is given by post-
composing the charts of S with A. The actions of two subgroups of SL(2,R) on strata are of
particular importance. The Teichmu¨ller flow or geodesic flow is the action of the one-parameter
subgroup consisting of all matrices of the form
gt :=
 et/2 0
0 e−t/2
 , t ∈ R.
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The horocycle flow is the action of the one-parameter subgroup consisting of all matrices of the
form
ht :=
 1 t
0 1
 , t ∈ R.
The theorem of Kerckhoff, Masur and Smillie, like many other theorems about dynamics on
translation surfaces, uses the tool of renormalization. A key idea is that the geodesic flow acts
on translation surfaces by contracting the vertical direction and thus “speeding up” the vertical
translation flow, so that the asymptotic behavior of the trajectory gt · (S,Σ) provides information
about the dynamics of the vertical translation flow.
Masur’s criterion states that if the vertical flow on a translation surface (S,Σ) of finite type is
not uniquely ergodic, then the geodesic flow gt · (S,Σ) is divergent in the stratum of moduli space
(i.e. it leaves every compact set of the stratum).
Definition 1.4.2. Let (S,Σ) be a (unmarked) translation surface of finite type. The Veech group of
(S,Σ), which we denote by SL(S,Σ), is the stabilizer in SL(2,R) ⊂ GL(2,R) of (S,Σ).
Equivalently, if Aff+(S,Σ) is the group of affine automorphisms of (S,Σ), SL(S,Σ) is the group of
derivatives of elements of Aff+(S,Σ).
Definition 1.4.3. A translation surface (S,Σ) is a lattice surface if SL(S,Σ) is a lattice, i.e. has
finite co-volume in SL(2,R).
Theorem 1.4.4 (The Veech Dichotomy.). If (S,Σ) is a lattice surface, then for every direction θ ∈ S1,
precisely one of the following is true:
1. (S,Σ) admits a cylinder decomposition in direction θ, or
2. the translation flow in direction θ on (S,Σ) is uniquely ergodic.
Definition 1.4.5. A translation surface (S,Σ) is said to be
• periodic in direction θ if (S,Σ) admits a cylinder decomposition in direction θ,
• completely periodic if (S,Σ) is periodic in every direction in which (S,Σ) has at least one
cylinder,
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• uniformly completely periodic if (S,Σ) is completely periodic and there exists c > 0 such that
for any direction θ for which (S,Σ) is periodic, the ratio of lengths of any two saddle connections
in direction θ is at most c.
• parabolic in direction θ if (S,Σ) is periodic in direction θ and the moduli of all the cylinders in
direction θ are commensurable.
• uniformly completely parabolic if (S,Σ) is uniformly completely periodic and (S,Σ) is parabolic
in every periodic direction.
Smillie and Weiss prove the equivalence of a long list of characterizations of lattice surfaces,
which includes the following characterizations:
Theorem 1.4.6 ([SW10]). The following are equivalent for a finite type (unmarked) translation
surface (S,Σ):
• (S,Σ) is a lattice surface.
• (S,Σ) is uniformly completely periodic.
• (S,Σ) is uniformly completely parabolic.
• (S,Σ) has “no small triangles” (see [SW10] for a precise definition).
• The SL(2,R) orbit of (S,Σ) is closed.
• There is a compact subset K of the stratum H containing (S,Σ) such that for any α ∈ SL(2,R),
the orbit of α · (S,Σ) under the geodesic flow intersects K.
A closed SL(2,R) orbit (in a stratum of unmarked finite type translation surfaces) is called a
Teichmu¨ller curve. Attempting to classify those translation surfaces which generate Teichmu¨ller
curves has been a major area of inquiry in the past two decades. Although there has been some
success for surfaces of low genus (see e.g. [McM07, Cal04, McM06]), a complete classification is
still not known.
While we may not know which translation surfaces have closed SL(2,R) orbits, a recent result
of Eskin, Mirzakhani and Mohammedi yields insight into the structure of the closures of arbitrary
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SL(2,R) orbits. We will first state the theorem, and then define the term affine invariant submani-
fold.
Theorem 1.4.7 ([EMM]). Let (S,Σ) be a finite type translation surface in a stratum H. Then, the
orbit closure SL(2,R) · (S,Σ) is an affine invariant submanifold of H.
In §1.3, we defined the holonomy map
hol : H˜(k1, . . . , kn)→ H1(Zg,Σ′n;R2).
This map, when we identify R2 with C and interpret an element of H1(Zg,Σ′n;R2) as an element
of H1(Zg,Σ′n;C), defines period coordinates on H˜. For any neighborhood U˜ ⊂ H over which the
bundle H1(Zg,Σ′n;C) is trivializable, we represent the period coordinates on U˜ by a map
Φ˜ : U˜ → H1(Zg,Σ′n;C) ' Cn,
and this descends to a map
Φ : U → H1(S,Σ;C) ' Cn
for a neighborhood U inH = H˜/MCG(Zg,Σ′n of (S,Σ), using the trivialization of theH1(Zg,Σ′n;C)-
bundle over U˜ to identify it with U ×H1(S,Σ;C). Such a map Φ defines local period coordinates
on U ⊂ H.
Recall that H1(k1, . . . , kn) consists of the subset of surfaces in H(k1, . . . , kn) that have area 1.
For (S,Σ) ∈ H1(k1, . . . , kn), we denote by R(S,Σ) the set of surfaces inH(k1, . . . , kn) that are (S,Σ)
“scaled” uniformly by a factor of r ∈ R+.
Definition 1.4.8. An ergodic SL(2,R)-invariant Borel probability measure ν1 on H1(k1, . . . , kn) is
affine if the following hold:
1. The support M1 of ν1 is an immersed submanifold of H1(k1, . . . , kn), meaning there exists a
manifold N and a proper continuous map f : N → H1(k1, . . . , kn) so thatM1 = f(N ).
2. The self-intersection points of M1 (i.e. the set of points of M which do not have a unique
preimage under f) is a closed subset ofM of ν-measure 0.
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3. Each point in N has a neighborhood U such that locally Rf(U) is given by a complex linear
subspace defined over R in the period coordinates.
4. Denote by ν the measure supported on RM such that dν = dν1da, where a is the area of a
translation surface. Each point in N has a neighborhood U such that the restriction to Rf(U)
is a linear measure in the period coordinates on Rf(U), i.e. it is, up to normalization, the
restriction of Lebesgue measure to the subspace Rf(U).
Definition 1.4.9. An affine invariant submanifold ofH1(k1, . . . , kn) is a suborbifoldM1 ofH1(k1, . . . , kn)
that is the support of an affine ergodic SL(2,R)-invariant Borel probability measure onH1(k1, . . . , kn).
In particular, an affine invariant submanifold is a closed subset of H1(k1, . . . , kn) which is in-
variant under SL(2,R) and which, in local period coordinates, is an affine subspace.
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Chapter 2
Counting invariant components
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2.1 Chapter Overview
As described in §1.4, the translation flow in a fixed direction on a translation surface S determines
a decomposition of S into closed invariant sets, each of which is either periodic or minimal. (See
Figure 2.1.) In this chapter, we study this decomposition for translation surfaces in the hyperelliptic
connected componentsHhyp(2g−2) andHhyp(g−1, g−1) of the corresponding strata of the moduli
space of translation surfaces. Specifically, Theorem 2.1.1 characterizes the pairs of nonnegative
integers (p,m) for which there exists a translation surface in Hhyp(2g − 2) or Hhyp(g − 1, g − 1)
with precisely p periodic components and m minimal components. The content of this chapter was
previously published in [Lin13].
Theorem 2.1.1. Let g, m, and p be nonnegative integers such that g ≥ 2 and m and p do not vanish
at the same time.
1. There exists a translation surface in the hyperelliptic component Hhyp(2g − 2) with precisely p
periodic components and m minimal components if and only if
3m+ 2p− 1 ≤ 2g.
2. There exists a translation surface in the hyperelliptic componentHhyp(g−1, g−1) with precisely
p periodic components and m minimal components if and only if
3m+ 2p− 2 ≤ 2g.
An interesting feature of Theorem 2.1.1 is that when trying to maximize the number of invariant
components of surfaces in the hyperelliptic components, minimal components “count” one and a
half times as much as periodic components do against an upper bound. Theorem 2.1.1 extends
results (Theorems 2.1.2 and 2.1.3 below) by Naveh ([Nav08]), who obtained tight upper bounds
on m and, for each fixed value of m, on m+p, with the bounds taken over each stratum as a whole.
Naveh’s bounds in the cases of the strata we are considering are as follows:
1. Over the stratum H(2g− 2), the tight upper bound on m is g− 1, and for each fixed 0 ≤ m ≤
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g − 1 the tight upper bound p is g −m.
2. Over the stratum H(g − 1, g − 1), the tight upper bound on m is g. When m = g, p = 0. For
each fixed value of m with 0 ≤ m ≤ g − 1, the tight upper bound on p depends on the parity
of g. If g is odd, the tight upper bound on p is g+ 1−m. If g is even and m = g− 1, the tight
upper bound on p is 1. If g is even and m < g − 1, the tight upper bound on p is g + 1−m.
In contrast, Theorem 2.1.1 gives p ≤ g+ 12 − 3m2 for the componentHhyp(2g−2) and p ≤ g+1− 3m2
for the componentHhyp(g−1, g−1). This shows that, except in the cases for which Naveh’s bounds
coincide with those of Theorem 2.1.1, the surfaces constructed in [Nav08] which realize Naveh’s
bounds are not hyperelliptic.
Figure 2.1: A surface in H(2) composed of one periodic component and one minimal component
f(or the vertical translation flow). The minimal component is formed by taking a vertical “tube”
and gluing the top of the tube to the bottom of the tube via an irrational twist. A vertical “slit” is
cut in the tube, and we glue the ends of a horizontal cylinder - the periodic component - to the
sides of this slit.
The idea underlying the proof of Theorem 2.1.1 is to decompose translation surfaces into sub-
surfaces, each of which represents an invariant component, and analyze how these subsurfaces
are “glued” together. In Section 2.2 we introduce invariant component diagrams, graph-like objects
which describe how a surface in a hyperelliptic component of moduli space decomposes into invari-
ant components. By relating the Euler characteristic of a surface with the number of edges in the
associated invariant component diagram, we obtain restrictions describing which invariant compo-
nent diagrams are possible for surfaces in a given hyperelliptic component of moduli space. Propo-
sition 2.2.10 uses this relationship to show that every surface in a hyperelliptic component must
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satisfy the inequalities in Theorem 2.1.1. In Section 2.3, we use invariant component diagrams as
“blueprints” for constructing surfaces with specified numbers of periodic and minimal components.
We create a toolbox of “pieces,” i.e. closed hyperelliptic subsurfaces Pn and Mn, which can be
linked together to build the surfaces described certain invariant component diagrams. Proposition
2.3.3 proves that for any m, p, and g which satisfy the requirements of Theorem 2.1.1, we can
construct a surface in the target hyperelliptic component with that number of periodic and minimal
components. The proof of Theorem 2.1.1, located at the end of Section 2.3, combines these two
propositions.
Related Results
The Poincare´-Bendixson Theorem implies that every minimal component of a translation surface
has genus at least one. A classical result states that a continuous flow on a closed, orientable surface
(not necessarily a translation surface) of genus g has at most g distinct sets which are orbit closures
of non-periodic, recurrent points. Moreover, any such surface admits a continuous flow which
achieves this bound [Mar70]. Naveh discovered the following two theorems.
Theorem 2.1.2. ([Nav08]) Let H = H(k1, ..., kn) be a stratum in the moduli space of translation
surfaces of genus g.
1. If ki ≤ g − 1, i = 1, . . . , n, then for every flat surface in H an upper bound on the number of
minimal components is g, and this bound is tight.
2. Otherwise, for every flat surface in H an upper bound on the number of minimal components is
g − 1, and this bound is tight.
Theorem 2.1.3. ([Nav08]) Let H = H(k1, ..., kn) be a stratum in the moduli space of translation
surfaces of genus g ≥ 2. Denote B = {i : ki is odd}. Fix 0 ≤M ≤ g − 1 and denote m = max{0,M −
[g − 1 − |B|/2]}. Then, if there exists a surface in H with M minimal components and P periodic
components, it satisfies
M + P ≤ g − 1 + n−m.
27
Furthermore, for each M such that 0 ≤M ≤ g − 1, this bound is tight (meaning there exists a surface
in H with M minimal components and g − 1 + n − m −M periodic components). If M = g, then
P = 0 and M + P = g.
2.2 Invariant component diagrams and upper bounds
In this section, we develop a theory of invariant component diagrams for surfaces in the hyperel-
liptic connected components. These graph-like objects describe how the subsurfaces corresponding
to the various invariant components of a translation surface “sit next to each other” in the surface.
A key observation is that every invariant component of such a surface is invariant (as a set) under
the hyperelliptic involution (Lemma 2.2.1). In fact, if we cut along the boundaries of an invari-
ant component C of a surface S and then “heal” the cuts by gluing together edges of C that are
paired by the hyperelliptic involution of S, the resulting “piece” is itself a hyperelliptic translation
surface consisting of a single invariant component (Lemma 2.2.3). Since the quotient of surface
in a hyperelliptic connected component by the hyperelliptic involution has genus 0, it follows that
these “pieces” are arranged in a tree (Corollary 2.2.5). There is an easy formula relating the Euler
characteristic (or total cone angle) of a surface associated to an invariant component diagram to
the numbers of various types of edges in the diagram (Lemma 2.2.9). Proposition 2.2.10 uses this
formula to establish a lower bound on the genus a surface in a hyperelliptic connected component
with specified numbers of minimal and periodic components may have.
We will adopt the convention that the translation flow on a surface is in the vertical direction
unless otherwise specified.
Lemma 2.2.1. For any g > 0, let S be a translation surface in Hhyp(2g − 2) or Hhyp(g − 1, g − 1),
and denote by γ the hyperelliptic involution of S. Then γ(C) = C for every invariant component C of
S.
Proof. If g = 1, the translation surface S has no saddle connections and so consists of a single
invariant component. If S consists of a single invariant component the conclusion is immediate,
regardless of g.
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So assume g ≥ 2 and assume S has more than one invariant component (in the vertical di-
rection). Let A be the maximum of the areas (with respect to the flat metric) of the invariant
components of S. For t > 0, let Mt ∈ GL2(R) be the matrix
(
t 0
0 1
)
. For t > 0, denote by St the
surface made by gluing together S − C and Mt(C) in the same way as in the original surface S.
(The boundary of C in S consists of vertical saddle connections, and the matrices Mt preserve the
direction and lengths of vertical saddle connections, so we can still glue along the vertical saddle
connections to form St.)
Pick p > 1 such that the area of Mp(C) is greater than A. The surfaces Sp and S are in the
same connected component of moduli space, the hyperelliptic component, since {St : 1 ≤ t ≤ p}
forms a path in moduli space from S to Sp. Let γp be the hyperelliptic involution of Sp. Since γp is
an isometry which maps vertical geodesics to vertical geodesics, γp maps minimal components to
minimal components and periodic components to periodic components (of the same area). Since
area(Mp(C)) > A, we must have γp(Mp(C)) = Mp(C). Hence γp(Sp −Mp(C)) = Sp −Mp(C).
Now we will use γp to construct a hyperelliptic involution γ1 on S. On S − C, let γ1 = γp. On
C, let γ1 = M−1p ◦γp ◦Mp. Since γp is an involution and has 2g− 2 fixed points, so does γ1. Thus γ1
is a hyperelliptic involution on S. Since hyperelliptic involutions are unique for surfaces of genus
g ≥ 2, γ = γ1. Thus γ(C) = γ1(C) = C.
For any invariant component C, we will refer to a vertical saddle connection (recall we are
assuming the flow to be in the vertical direction) in the boundary of C as a boundary edge of C.
Lemma 2.2.2. Let C and D be invariant components of a surface S in Hhyp(2g − 2) or Hhyp(g −
1, g − 1). Then the number of boundary edges of C that are glued to D is even, and the hyperelliptic
involution interchanges pairs of these boundary edges.
Proof. Assume there exists a boundary edge e1 of C which is glued to D. Let p be the midpoint of
e1 and let γ be the hyperelliptic involution of S. Suppose γ(e1) = e1. Then since γ is an isometry, γ
restricted to e1 is either the identity or rotation about the midpoint of e1. Since γ has only finitely
many fixed points in S, γ cannot be the identity. Hence p is a Weierstrass point, and in a small
neighborhood of p in S, γ acts as a rotation around p by pi radians. Since γ(C) = C by Lemma
2.2.1, this means a small disk about p is contained in C, contradicting the fact that p ∈ e1 is in the
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boundary of C.
Therefore γ(e1) 6= e1. Let e2 = γ(e1). Since both C and D are fixed by γ, e2 is also a boundary
edge of C that is glued to D. Since γ is an involution γ(e2) = e1.
We will now define the dissection Sˆ of a hyperelliptic surface S in Hhyp(2g − 2) or Hhyp(g −
1, g − 1). The first step in constructing Sˆ is to cut along all boundary edges of all the invariant
components of S. This results in a number of “pieces” (surfaces with boundary) – one for each
invariant component of S. Each boundary edge of an invariant piece C is paired with another
boundary edge ofC by the hyperelliptic involution by Lemma 2.2.2. The second step in constructing
Sˆ is to glue the paired edges together via translations. This yields a union of closed connected
surfaces, say S1, ..., Sk, where k is the number of invariant components of S. We will call each
surface Si a piece of the dissection Sˆ. (Lemma 2.2.3 will show that each Si is a translation surface,
as opposed to a half-translation surface). Define the set of augmented cone points to be the set
consisting of all preimages in S1 ∪ ... ∪ Sk of the cone points of S. (Every cone point in any surface
Si is the preimage of a cone point of S, but not every preimage in a Si of a cone points of S is
a cone point (i.e. has cone angle > 2pi) of Si.) The dissection Sˆ of S is the collection of pieces
{S1, ..., Sk} together with the set of augmented cone points.
For example, suppose S is a surface in H(1, 1) which consists of two minimal tori glued along
a vertical slit. To construct the dissection Sˆ, the first step would cut along the slit. This yields two
tori, each of which has a slit cut in it. Second, since the hyperelliptic involution interchanges the
sides of each slit, we would “heal” (glue together the sides of) the slit in each torus. This yields
two minimal tori S1 and S2 (without slits); these are the two pieces of Sˆ. The set of augmented
cone points consists of four points: the points in each torus that were the endpoints of the slit. The
dissection Sˆ consists of the two pieces S1 and S2, along with the set of the four augmented cone
points.
Define an augmented saddle connection of Sˆ to be a geodesic path in one of the Si whose end-
points are both augmented cone points. If C is an invariant component of S, each pair of boundary
edges of C becomes a vertical augmented saddle connection in the piece SC in Sˆ corresponding to
C. Furthermore, the restriction of the hyperelliptic involution to SC defines an isometric involution
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on SC for which the midpoint of this augmented saddle connection is a fixed point.
Lemma 2.2.3. Each piece Si of the dissection Sˆ is a translation surface.
Proof. To show that Si is a translation surface, as opposed to a half-translation surface, it suffices
to show that when we describe Si as a finite collection of polygons embedded in R2 whose bound-
aries are given a counter-clockwise orientation, edges which are identified are parallel and have
opposite orientations. (Edge identifications for polygons comprising a half-translation surface are
not required to identify oppositely-oriented edges.)
Represent S by a finite collection P of polygons embedded in R2 whose boundaries are oriented
counter-clockwise, along with “gluing rules” which identify pairs of parallel, oppositely-oriented
edges. Without loss of generality, we may assume the hyperelliptic involution interchanges pairs of
congruent polygons. We may further assume that each polygon is contained in a unique invariant
component of S. Let Pi ⊂ P be the subset consisting of polygons which make up the invariant
component of S which corresponds to piece Si.
Every edge identification of polygons in P satisfies the requirement that edges have opposite
orientation. The only edges of polygons in Pi which are not glued (in S) to other edges of polygons
in Pi are those that belong to the boundary of the invariant component corresponding to the piece
Si. To form the piece Si, we glue (via translations) pairs of these edges interchanged by the hyper-
elliptic involution. Thus, the restriction of the hyperelliptic involution to Si fixes the midpoint of
such a pair of identified edges, and in a neighborhood of this point, acts as a rotation by pi radians
about this point. Since the hyperelliptic involution interchanges pairs of congruent polygons, this
implies that the embeddings in R2 of paired congruent polygons differ by a rotation by pi radi-
ans. Consequently, if e1 and e2 are edges of polygons in Pi such that e1 and e2 are contained the
boundary edges of the invariant component Si ⊂ S and e1 and e2 are paired by the hyperelliptic
involution, then e1 and e2 have opposite orientations. Therefore Si is a translation surface.
Lemma 2.2.4. Let S be an element of Hhyp(2g − 2) or Hhyp(g − 1, g − 1).
1. The quotient of each piece Si of the dissection Sˆ by the isometric involution that is the restriction
of the hyperelliptic involution of S to the piece Si has genus 0.
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2. The pieces of Sˆ are arranged in a tree.
Proof. Let S1,...,Sn be the pieces of Sˆ. Let S∗ denote the quotient surface S/γ, and let S∗1 , ..., S∗n
denote the quotient of the pieces by the isometric involutions which are the restrictions of the
hyperelliptic involution γ of S to each piece. The surface S is formed from the pieces S1, ..., Sn by
cutting along and gluing pairs of augmented saddle connections in the pieces. Let p1, ..., pm be a
list of the pairs of augmented saddle connections which are joined together to form S. Let p∗1, ..., p∗m
be a list of the pairs of geodesic segments in S∗1 , ..., S∗n which are the images of p1, ..., pm. Then the
quotient surface S∗ is formed from S∗1 , ..., S∗n but cutting along and gluing the pairs p∗1, ..., p∗m.
We will express the Euler characteristic χ(S∗) in terms of the Euler characteristics χ(S∗1), ..., χ(S∗n).
We have that χ(S∗) = 2 by the definition of a hyperelliptic surface. The surface obtained by cutting
along and gluing a pair of segments p∗i is homeomorphic to the connected sum of the two quo-
tient pieces. The Euler characteristic of the connected sum of any two surfaces X1 and X2 equals
χ(X1) + χ(X2)− 2. Therefore,
2 = χ(S∗) = −2m+
n∑
i=1
χ(S∗i ). (2.1)
Denote the genus of S∗i by g
∗
i . Then χ(S
∗
i ) = 2 − 2g∗i . In order to connect all the pieces S1, ..., Sn,
we must have that m ≥ n− 1. Thus,
−2m+
n∑
i=1
χ(S∗i ) ≤ −2(n− 1) +
n∑
i=1
χ(S∗i ) = 2−
n∑
i=1
2g∗i . (2.2)
Combining equations (2.1) and (2.2) yields
2 ≤ 2−
n∑
i=1
2g∗i ,
implying g∗i = 0 for all i. This proves part 1 of the proposition.
Using the fact that g∗i = 0 for all i, we have
2 = χ(S∗) = −2m+
n∑
i=1
χ(S∗i ) = −2m+ 2n−
n∑
i=1
2g∗i = 2(n−m).
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Hence, m = n − 1. Since we have n pieces connected along m = n − 1 slits, the pieces must be
arranged as a tree, proving part 2 of the proposition.
Combining Lemmas 2.2.3 and 2.2.4 yields the following classification of surfaces in the hyper-
elliptic components Hhyp(2g − 2) and Hhyp(g − 1, g − 1):
Corollary 2.2.5. Each translation surface in Hhyp(2g − 2) or Hhyp(g − 1, g − 1) with n invariant
components consists of n hyperelliptic translation surfaces which have slits cut along augmented Weier-
strass edges, and these hyperelliptic translation surfaces are glued together in a tree configuration by
identifying pairs of slits via translations.
We now define the invariant component diagram associated to a surface S in Hhyp(2g − 2)
or Hhyp(g − 1, g − 1), a graph-like object that describes how the pieces of Sˆ can be connected to
form S. (Figures 2.2 and 2.3 illustrate examples of an invariant component diagram.) The graph
has n vertices, where n is the number of pieces of Sˆ, and a bijection relates the vertices with the
pieces of Sˆ. The graph has a number of half-edges, line segments which have one end at a vertex
and the other end free-floating. There are two different types of half-edges, which we will call solid
half-edges and dotted half-edges. Two solid half-edges incident to two distinct vertices may joint to
form a full solid edge.
Each solid half-edge incident to a vertex represents a vertical augmented saddle connection
on the corresponding piece of Sˆ. Each dotted half-edge incident to a vertex represents a pair of
augmented critical leaves of the vertical foliation of the corresponding piece of Sˆ which do not form
an augmented saddle connection (i.e. a dotted half-edge represents a “broken” augmented saddle
connection). Define a bijection relating the half-edges of the graph and the augmented saddle
connections (intact or “broken”) of the pieces of Sˆ.
To form S from the pieces of Sˆ, we cut along some of the vertical augmented saddle con-
nections in the pieces, turning these augmented saddle connections into slits, and then we glue
together pairs of slits. For each pair of these slits which are glued together to form S, connect the
corresponding two solid half-edges in the graph so that they form a full solid edge.
Algorithmic definition of the invariant component diagram associated to S:
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1. Draw n labeled vertices, where n is the number of pieces of the dissection Sˆ. Say that vertex
vi represents piece Ci of the dissection Sˆ.
2. For each i, draw ki solid half-edges incident to vertex vi, where ki is the number of augmented
vertical saddle connections in the surface Ci.
3. For each i, draw ji dotted half-edges incident to vertex vi, where ji is the number of aug-
mented “broken” vertical saddle connections in the surface Ci. (A “broken” saddle connection
means a pair of critical leaves of the vertical foliation which are of infinite length and do not
form a saddle connection.)
4. For each pair of vertical saddle connections in the original surface S which were boundary
edges of components Cm and Cn (and which we cut when forming the dissection Sˆ), connect
a pair of solid half-edges incident to vertices vm and vn to form a full solid edge between
these two vertices.
Lemma 2.2.6. Let S be in Hhyp(2g − 2) or Hhyp(g − 1, g − 1). Denote by ni the number of half-edges
incident to the ith vertex of the invariant component diagram associated to S. Then the total cone angle
of S equals 2pi
∑
i ni.
Proof. A cone point with cone angle kpi has k vertical rays (going either “up” or “down”) which
emanate from the cone point. A vertical (possibly augmented) saddle connection requires two
such rays (one going up, one going down, meeting in the middle). A “broken” saddle connection
(i.e. a pair of non-closed augmented critical leaves of the vertical foliation) also requires two such
rays. Each half-edge incident to a vertex in the invariant component diagram represents a vertical
augmented (possibly broken) saddle connection in the corresponding piece of the dissection Sˆ.
Hence, 2pi multiplied by the number of half-edges incident to a fixed vertex equals the sum over the
augmented cone points in that piece of the cone angle at those points. Hence, the total cone angle
of S equals the sum over all the augmented cone points in all the pieces in Sˆ of the cone angle at
those points.
Lemma 2.2.7. Let S be a translation surface such that every critical leaf of the vertical foliation is
closed. Then S admits a cylinder decomposition in the vertical direction.
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Proof. Assume every critical leaf of the vertical foliation of S is closed. Let x be a point in S that is
located some small distance  in the horizontal direction from a vertical saddle connection. Then
every point of the leaf passing through x of the vertical foliation is also  away from a vertical
saddle connection. Because S has finitely many vertical saddle connections, each of which is of
finite length, the leaf passing through x must be periodic. As x was arbitrary, this implies every
vertical saddle connection has a neighborhood of periodic points. Since the boundaries between
invariant components of S are vertical saddle connections, this implies every regular point of S is
periodic.
Dotted half-edges in the invariant component diagram represent “broken” saddle connections,
so Lemma 2.2.7 immediately implies:
Figure 2.2: A simple example of an invariant component diagram.
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Corollary 2.2.8. Each vertex in the invariant component diagram which corresponds to a minimal
component in S has at least one incident dotted half-edge.
Lemma 2.2.9. Let S be a translation surface inHhyp(2g−2) orHhyp(g−1, g−1) which hasmminimal
components and p periodic components. Then the total cone angle of S is at least 2pi(3m+ 2p− 2).
Proof. The invariant component diagram associated to S must have
1. m + p vertices (of which m represent minimal components and p represent periodic compo-
nents),
2. at least one dotted half-edge incident to each of the “minimal” vertices, and
Figure 2.3: An example of an invariant component diagram.
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3. enough solid full edges to make the graph connected.
The diagram may have additional half-edges, which may be either solid or dotted. At a minimum,
then, the diagram has m dotted half-edges, and m + p − 1 solid full edges. Each of the solid full
edges consists of two half-edges. Thus the total number of half-edges in the invariant component
diagram is at least m+ 2(m+ p− 1) = 3m+ 2p− 2. By Lemma 2.2.6, the total cone angle of S is
therefore at least 2pi(3m+ 2p− 2).
Proposition 2.2.10 follows immediately from Lemma 2.2.9 and the fact that the total cone angle
(the sum of the cone angles at the singularities) of a surface in H(2g − 2) is 2pi(2g − 1) while the
total cone angle of a surface in H(g − 1, g − 1) is 2pi(2g).
Proposition 2.2.10. Fix g ∈ N. Let (p,m) be a pair of nonnegative integers, at least one of which is
nonzero.
1. If there exists a translation surface in the hyperelliptic component Hhyp(2g − 2) with precisely p
periodic components and m minimal components then
3m+ 2p− 1 ≤ 2g.
2. If there exists a translation surface in the hyperelliptic componentHhyp(g−1, g−1) with precisely
p periodic components and m minimal components then
3m+ 2p− 2 ≤ 2g.
2.3 Constructing surfaces with specific numbers of periodic and min-
imal components
We will use invariant component diagrams as “blueprints” for constructing surfaces in Hhyp(2g−2)
and Hhyp(g − 1, g − 1) with specific numbers of periodic and minimal components. First, we will
construct the “building blocks” we will be using – hyperelliptic surfaces with given numbers of
Weierstrass edges and “broken” saddle connections.
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The proof of the following lemma is left to the reader.
Lemma 2.3.1. Let X = R/Z and Y = R/Z with the standard ordering on [0, 1). Fix n distinct points
x0 < x1 < ...xn−1 in X. For each i ∈ {0, . . . , n − 1}, define yi ∈ Y by yi = −xi (mod 1), and define
ϕi be the translation sending the closed interval [xi, xi+1] ⊂ X to the closed interval [yi+1, yi] ⊂ Y . Let
∼ be the equivalence relation on X ∪Y generated by the relations x ∈ X ∼ y ∈ Y if there exists i such
that ϕi(x) = y. Then
1. if n is odd, {x0, ..., xn−1, y0, ..., yn−1}/ ∼ consists of a single equivalence class,
2. if n is even, {x0, ..., xn−1, y0, ..., yn−1}/ ∼ consists of two equivalence classes, each of which has
n preimages.
For each natural number n, we will define hyperelliptic surfaces Pn and Mn. Pn will consist of
a single periodic component and Mn will consist of a single minimal component. The surface Pn
will have n vertical Weierstrass edges, and Mn will have n − 1 vertical Weierstrass edges. (In the
cases n = 1 and n = 2, Pn and Mn have no true cone points, but we will think of them as having
n augmented cone points. P1 has one vertical augmented Weierstrass edge, M1 has no vertical
augmented Weierstrass edges (and will not be used), P2 has two vertical augmented Weierstrass
edges, and M2 has one vertical augmented Weierstrass edge.) If n is even, Pn and Mn will be genus
n
2 surfaces in Hhyp(n2 − 1, n2 − 1). If n is odd, Pn and Mn will be genus n+12 surfaces in Hhyp(n− 1).
The surfaces Pn and Mn do not have boundary. To connect two such surfaces together, we will
cut along a vertical Weierstrass edge in each, and glue along the resulting slits.
The surfaces Pn: For n ∈ N, define Pn as follows. Begin with a flat rectangle which measures
n units in the vertical direction and 1 unit in the horizontal direction. Partition each of the vertical
sides into n disjoint segments of length 1. On the left side of the rectangle, label the segments
s1, ..., sn, in order, with s1 at the top and sn at the bottom. On the right side of the rectangle, again
label the segments s1, ..., sn, but use the opposite order: label the top segment sn, and the bottom
segment s1. For each i, identify the two vertical segments labeled si via a translation. Identify the
two horizontal sides of the rectangle via a translation in the vertical direction (so that the vertical
sides of the rectangle each become a closed curve). This surface is Pn. (See Figure 2.4.)
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The only cone point(s) in Pn are formed by identifying the endpoints of the segments si. By
Lemma 2.3.1, if n is odd all the endpoints of the si’s are identified to form a single cone point. If n
is even, Lemma 2.3.1 shows that the endpoints of the si’s form two distinct cone points with equal
cone angle. The total cone angle of Pn is 2pin, so Pn has genus n+12 if n is odd and genus
n
2 if n
is even. It is easy to see that Pn admits an isometric involution with 2g + 2 fixed points: rotating
the entire rectangle by a half-turn fixes the midpoint of each si, the midpoint of the rectangle, the
midpoint of the horizontal sides of the rectangle, and the unique cone point if n is odd. Thus, Pn
admits a hyperelliptic involution.
The surfaces Mn: For n ∈M , define Mn as follows. Begin with the rectangular representation
of the surface Pn defined above. Perform a vertical shear (apply a matrix
(
1 0
t 1
)
) so that the two
segments labeled s1 on the vertical sides of the rectangle are at the same vertical height. Then the
horizontal path from the top of the left s1 segment to the top of the right s1 segment is a closed
horizontal curve, as is the horizontal path from the bottom of the left s1 segment to the bottom of
the right s1 segment. Apply an irrational horizontal shear (a matrix
(
1 α
0 1
)
where α is irrational)
to the rectangle whose vertical sides are the two s1 segments and whose horizontal sides are the
closed horizontal curves connecting the endpoints of the s1 segments. The resulting surface is Mn.
(See Figure 2.4.)
Since Mn is obtained by continuously deforming Pn and Pn is in the hyperelliptic connected
component, Mn is also in the hyperelliptic connected component. Mn has the same number and
type of cone points as Pn. The irrational twist on the rectangle whose vertical edges are s1 destroys
one vertical Weierstrass edge and makes the vertical foliation of Mn minimal.
We now describe how to construct surfaces associated to certain invariant component diagrams
(those in which every vertex has at most one incident dotted half-edge). A vertex with n ∈ N
incident (half-)edges corresponds to a surface Pn if all (half-)edges are solid and corresponds to a
surface Mn if precisely one of the (half-)edges is dotted. For each solid full edge which connects
two vertices, cut along a vertical Weierstrass edge in each to form slits, and glue the slits together
via a translation. (Recall that for n = 1 and n = 2, we interpret the surfaces Pn and Mn to
have n augmented cone points, and use the augmented Weierstrass edges instead of true saddle
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Figure 2.4: Polygonal representations of the surfaces P3 (left) and M3 (right).
connections.)
We will now define two families of invariant component diagrams. For each k ∈ N and each
pair of nonnegative integers (p,m), at least one of which is nonzero and such that 3m+ 2p− 2 ≤ k,
we will define two invariant component diagrams: the p-central diagram Dper(k,p,m) and the m-central
diagram Dmin(k,p,m).
Construct the p-central diagramDper(k,p,m) as follows: Draw one central vertex. Now drawm+p−1
other vertices and connect each of these vertices to the central vertex with a full solid edge. Add a
dotted half-edge to m of the non-central vertices. Add y = k− (3m+ 2p− 2) solid half-edges to the
central vertex.
Construct the m-central diagram Dmin(k,p,m) as follows: Draw one central vertex. Now draw m +
p − 1 other vertices and connect each of these vertices to the central vertex with a full solid edge.
Add a dotted half-edge to the central vertex and to m − 1 of the non-central vertices. Add y =
k − (3m+ 2p− 2) solid half-edges to the central vertex.
Lemma 2.3.2. Fix an integer k ≥ 3. The translation surface associated to an invariant component
diagram Dper(k,p,m) or Dmin(k,p,m) has one cone point if k is odd and two cone points having the same
multiplicity if k is even.
Proof. Fix any integer k ≥ 3 and any such diagram D. Let p′ be the number of non-central periodic
vertices of D, let m′ be the number of non-central minimal vertices of D, and let y′ be the number
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of half-edges (either dotted of solid) incident to the central vertex which are not part of a full
edge. Regardless of whether D is m-central or p-central, we have k = 2p′ + 3m′ + y′. The central
component is either a Pn or a Mn building block for some n ∈ N. Each of the p′ periodic non-central
vertices represents a periodic cylinder glued to a Weierstrass edge in the central component. Gluing
a cylinder to a Weierstrass edge in the central component forces the marked points at the top and
bottom of the Weierstrass edge to coalesce. Thus, for each of the p′ cylinders attached to the
central component, the number of marked points on the two vertical boundaries of the rectangle
representing the central component decreases by one. Gluing a minimal slit tori along a Weierstrass
edge does not cause any marked points to coalesce.
The total number of half-edges (counting a full edge as two half-edges) inD is k. Of these k half-
edges, 2p′ are used to connect the central vertex to the non-central periodic vertices, and another
2m′ of the half-edges are incident to non-central minimal vertices (each of the m′ non-central
minimal vertices has a dotted half-edge and a half-edge contained in the full edge connecting the
vertex to the central vertex.) Thus, the number of half-edges incident to the central vertex which
do not represent Weierstrass edges whose top and bottom points are forced by cylinders to coalesce
is y′ +m′ = k− 2p′ − 2m′. This is the number of distinct marked points on each of the two vertical
boundaries of the rectangle representing the central component. By Lemma 2.3.1, these marked
points are identified to form one marked point if k − 2p′ − 2m′ is odd and two marked points with
equal numbers of preimages if k−2p′−2m′ is even. (The condition that k ≥ 3 excludes the diagram
consisting of two vertices connected by a solid full edge; in this case the total surface is a torus and
has no cone points.) Since 2p′ + 2m′ is even, the total surface therefore has one cone point if k is
odd and two equal cone points if k is even.
Proposition 2.3.3. Fix an integer k ≥ 3 and a pair of nonnegative integers (p,m), at least one of which
is nonzero and such that 3m + 2p − 1 ≤ k. A translation surface surface associated to the invariant
component diagram Dper(k,p,m) or Dmin(k,p,m) is in Hhyp(k2 − 1, k2 − 1) if k is even and is in Hhyp(k− 1) if k
is odd. Furthermore, such a surface has precisely p periodic components and m minimal components.
Proof. Let S be the translation surface associated to one of these diagrams. Every building block B
used to construct S is a hyperelliptic surface with hyperelliptic involution γB which fixes 2gB + 2
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points, where gB is the genus of B. When we glue two building blocks B1 and B2 together, we cut a
slit along a Weierstrass edge in each; this destroys one fixed point in each building block. Since γB1
and γB2 agree along the slits, we can define an involution γB1unionsqB2 on the total surface by defining
γB1unionsqB2 piecewise as whichever of γB1 and γB2 is defined. Thus γB1unionsqB2 fixes 2(gB1 + gB2) + 2 points
and is the hyperelliptic involution on the total surface.
Similarly, when gluing together n building blocks B1, ..., Bn along Weierstrass edges, we can de-
fine a hyperelliptic involution γunionsqiBi on the total surface by defining γunionsqiBi piecewise to be whichever
γBi is defined. The involution γunionsqiBi fixes 2(gB1 + ... + gBn) + 2 points. Since every invariant com-
ponent diagram Dper(k,p,m) or Dmin(k,p,m) is a tree, the genus of any surface associated to such a diagram
is the sum of the genera of the building blocks. Consequently γunionsqiBi fixes 2g + 2 points, where g is
the genus of the total surface.
The integer k is the total number of half-edges (counting a full edge as two half-edges) in the
invariant component diagram. By Lemma 2.2.6, the total cone angle (the sum over the cone points
of S of the cone angle at that point) of S is 2pik. A translation surface in the stratum H(2g− 2) has
total cone angle 2pi(2g − 1) and a translation surface in the stratum H(g − 1, g − 1) has total cone
angle 2pi(2g). Then by Lemma 2.3.2, if k is odd, the surface S has genus k+12 and is in Hhyp(k− 1);
if k is even, the surface S has genus k2 and is in Hhyp(k2 − 1, k2 − 1).
Proof of Theorem 2.1.1. The upper bounds in Theorem 2.1.1 are given in Proposition 2.2.10. Propo-
sition 2.3.3 proves that given any hyperelliptic connected component (Hhyp(2g − 2) or Hhyp(g −
1, g − 1)) for the moduli space of translation surfaces of genus g ≥ 2, and any pair (p,m) satisfying
the upper bounds, there exists a translation surface in that hyperelliptic connected component with
precisely p periodic components and m minimal components.
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Chapter 3
Lattice surfaces and the horocycle flow
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3.1 Chapter Overview
This content of this chapter is based on joint work with Jon Chaika. In this chapter, we address
the question: how are horocycle orbit closures related to SL(2,R) orbit closures? Theorem 3.2.1
asserts that for any translation surface, the SL(2,R) orbit closure equals the “horocycle orbit in
direction θ” orbit closure for a residual set of directions θ ∈ S1. Theorem 3.3.1 characterizes
lattice surfaces in terms of their minimal sets for the horocycle flow in every direction. Throughout
this section, we denote by G the group GL(2,R) and we denote by H the subgroup of SL(2,R)
consisting of the upper triangular matrices associated to the horocycle flow.
Although strata are not homogeneous spaces for the action of SL(2,R), one might wonder
which results from homogeneous dynamics also hold for the SL(2,R) action on strata. (Only
the stratum H(0) is a homogeneous space for SL(2,R). One important result in the theory of
homogeneous dynamics is the Mautner phenomenon, which, in the case of SL(2,R), may be stated
as follows:
Proposition 3.1.1 (The Mautner phenomenon). Let H be a Hilbert space and let φ : SL(2,R) →
U(H) be a continuous unitary representation on H. Then any element v ∈ H that is invariant under
the subgroup H = {( 1 ∗0 1 )} is also invariant under SL(2,R).
(The statement “φ : SL(2,R) → U(H) is a continuous unitary representation on H” means φ is
a homomorphism into the group of unitary automorphisms U(H) of H such that for every v ∈ H,
the element φ(g)(v) ∈ H depends continuously on g ∈ SL(2,R). References for the Mautner
phenomenon include, e.g. [Ein06, Moo80, Wit03].)
The action of SL(2,R) on a stratum H1 with an SL(2,R)-invariant probability measure µ1
determines a continuous unitary representation on H = L2(H1, µ1) defined by
α ∈ SL(2,R) 7→ (f ∈ H 7→ f ◦ α ∈ H) ∈ U(H).
For flows, ergodicity can be characterized as the condition that “the only invariant elements of
L2(H1, µ1) are constant functions.” Consequently, a SL(2,R)-invariant measure on H is ergodic for
the horocycle flow if and only if it is ergodic for the SL(2,R) action. Thus, from the viewpoint of
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analogy with homogeneous dynamics, the assertion in Theorem 3.2.1 that the horocycle flow in
“most” directions has the same orbit closure as the SL(2,R) action is not surprising.
An immediate observation relating the horocycle flow with the dynamics of SL(2,R) is that the
closure in a stratum H of any SL(2,R) orbit contains a horocycle flow orbit closure, and hence by
[SW04] in fact contains a minimal set for the horocycle flow. (A minimal set for the action of a
group A on a space X is a nonempty, closed, A-invariant subset of X that is minimal with respect
to inclusion.)
Smillie and Weiss classified the minimal sets in a stratum H or Q for the horocycle flow in
[SW04].
Proposition 3.1.2 ([SW04]). Any closed invariant set for the horocycle flow contains a minimal set,
and a minimal set is compact.
Proposition 3.1.3 ([SW04]). Let S be a half-translation surface that is periodic in the horizontal
direction. Let O = H · S. Then
1. S admits a cylinder decomposition S = C1 ∪ · · · ∪Cr, where each Ci is a cylinder whose interior
is a union of horizontal core curves.
2. There is an isomorphism between O and a d-dimensional torus, where d is the dimension of the
Q-linear subspace of R spanned by the moduli of C1, . . . , Cr. This isomorphism conjugates the
H-action on O with a one-parameter translation flow.
3. The restriction of the H-action to O is minimal.
Theorem 3.1.4 ([SW04]). If S is a half-translation surface such that H · S is contained in a compact
subset of a single stratum, then the flow along any leaf of the horizontal foliation is periodic. In
particular, any minimal set for the horocycle flow is as described in Proposition 3.1.3.
This characterization of minimal sets for the horocycle flow iss an ingredient in Wright’s proof
of the “cylinder deformation theorem” ([Wri]).
Given a collection of horizontal cylinders C of a surfaceM , we define ηC ∈ TM (M) ⊂ H1(S,Σ;C)
to be the derivative (with respect to t) of hCt at M in local period coordinates, where hCt is the
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“cylinder shear” which applies the matrix ht to the cylinders of C and leaves the rest of the surface
unchanged. Denote by aCt the “cylinder stretch” which applies the matrix at =
(
1 0
0 et
) ∈ GL(2,R) to
the cylinders of C and leaves the rest of the surface unchanged.
Definition 3.1.5. Let M be a flat surface andM = G ·M . Two cylinders of M are
1. M-parallel if they are parallel at M and at every nearby surface M ′ ∈M.
2. M-collinear if their core curves α, β ∈ H1(M,Σ;Z) have collinear images in TM (M).
Wright observes in [Wri] that 1.4.7 implies that two cylinders areM-parallel if and only if they
areM-collinear.
Lemma 3.1.6 (Lemma 4.11, [Wri]). For any horizontally periodic surface M ∈ M and equivalence
class C ofM-parallel horizontal cylinders, ηC ∈ TM (M).
3.2 Relating SL(2,R) and horocycle orbit closures
For any subgroup Y of SL(2,R) acting on a stratum H, denote the closure in H of the y-orbit of a
surface M ∈ H by Y ·M . Denote by H ⊂ SL(2,R) the horocycle flow.
A subset A of a topological space X is meager if it can be expressed as the union of countably
many nowhere dense subsets of X. A residual set is the complement of a meager set.
Theorem 3.2.1. For any translation surface M , there exists a residual set A ⊂ S1 such that
Hrθ ·M = SL(2,R) ·M
for all θ ∈ A.
We state Theorem 3.2.1 here without proof. The proof will appear in a forthcoming joint re-
search paper with Jon Chaikia.
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3.3 A characterization of lattice surfaces in terms of the horocycle
flow
In this section, we use Theorem 3.2.1 to prove Theorem 3.3.1.
Theorem 3.3.1. The following are equivalent:
1. M is a lattice surface.
2. For every angle θ, every H-minimal subset of Hr−θ ·M is a periodic H-orbit.
3. Any H-minimal subset of G ·M is a periodic H-orbit.
Proof. We prove Theorem 3.3.1 in a series of Lemmas. Lemma 3.3.2 is the implication (1) implies
(2), Lemma 3.3.3 is (2) implies (3), and Lemma 3.3.12 is (3) implies (1).
Lemma 3.3.2. (1) implies (2)
Proof. Fix a lattice surface M and angle θ. Let L be any surface in any H-minimal subset A of
Hr−θ ·M . Since a lattice surface has, by definition, a closed SL(2,R) orbit, L is the image of M
under some element of SL(2,R), and hence L is also a lattice surface. By Theorem 3.1.4, L is
periodic in the horizontal direction, and by Theorem 1.4.6 L is uniformly completely parabolic, so
the moduli of all the horizontal cylinders of L are commensurable. Hence, by Proposition 3.1.3, A
is the periodic orbit of L under H.
Lemma 3.3.3. (2) implies (3)
Proof. Assume (2) holds for the flat surface M . Let A be an H-minimal subset of G ·M . Then A
has the formA = H ·N for some flat surface N ∈ G ·M . We may assume without loss of generality
that N is in SL(2,R) ·M (all the surfaces in A necessarily have the same area, so we may rescale
them to have the same area as that of M , and this subset of rescaled surfaces will still be an
H-minimal set). By Theorem 3.2.1, there exists an angle θ such that Hr−θ ·M = SL(2,R) ·M .
Thus
A ⊂ SL(2,R) ·N ⊂ SL(2,R) ·M = Hr−θ ·M.
By (2), A is a periodic H-orbit.
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Lemma 3.3.4. (3) implies that for any surface N ∈ G ·M , N is parabolic in every periodic direction.
Proof. Suppose N is periodic in direction θ and the moduli of the cylinders (in direction θ) are not
rationally related. Then Hr−θ ·N is a H-minimal set that is not periodic.
Lemma 3.3.5. (3) implies that for any surface N ∈ G ·M , N is completely periodic.
Proof. Suppose there is a direction θ in which N has at least one cylinder and at least one minimal
component. Without loss of generality, we assume this direction is the horizontal direction. By
Theorem 3.1.4, fix a surface N ′ ∈ H ·N ⊂ G ·M with a horizontal cylinder decomposition, and let
C be the cylinders in N ′ which “came from” the horizontal cylinders of N . Clearly the cylinders of
N ′ which are not in C are not in the sameM-equivalence class as any of the cylinders of C. Thus,
by Lemma 3.3, ηC ∈ TN ′(M). Following the approach in [Wri], for some small  > 0, there exists a
surface N ′′ ∈M corresponding to [ω] + iηC , where [ω] is element of H1(S,Σ;C) corresponding to
N ′, that is horizontally periodic and such that the moduli of the cylinders of N ′′ that “came from”
C are not rationally related to the moduli of the cylinders of N ′′ that did not “come from” C. Hence
N ′′ is horizontally periodic but not parabolic, and by Lemma 3.3.4 this contradicts (3).
Corollary 3.3.6. (3) implies that for any surface N ∈ G ·M and any direction θ that is periodic for
N , N has a uniqueM-equivalence class of cylinders.
Proof. Suppose N has at least two M-equivalence classes of cylinders in a periodic direction θ.
Without loss of generality, assume assume θ is the horizontal direction. By Lemma , we can stretch
the cylinders in one of these equivalence classes vertically while keeping the rest of the surface
unchanged to obtain a horizontally periodic surface N ′ ∈ M which has at least two horizontal
cylinders whose moduli are not rationally related, violating the conclusion of Lemma 3.3.4.
Corollary 3.3.7. (3) implies dimCp(TN (M)) = 2, where N is any point inM = G ·M .
Proof. This follows immediately from Lemma 3.3.5 and Wright’s Theorem 1.7, which says that if
dimCp(T (M)) > 2 then there exist translation surfaces in M which are not completely periodic.
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Corollary 3.3.8. (3) implies that for any surface N ∈ G ·M = M and for any direction θ that is
periodic for N , N has a uniqueM-equivalence class of cylinders in direction θ.
Definition 3.3.9. Let M ∈ M be horizontally periodic. The twist space of M at M is the subspace
Twist(M,M) of TM (M) of cohomology classes in TM (M) which are zero on all horizontal saddle
connections.
Definition 3.3.10. Let M ∈ M be horizontally periodic. The cylinder preserving space ofM at M
is the subspace of Pres(M,M) of TM (M) of cohomology classes which are zero on the core curves of
all horizontal cylinders.
Lemma 3.3.11. (3) implies dim(TS(M)) = 2, for any point S ∈M.
Proof. Pick a horizontally periodic surface N ∈M = G ·M with the maximal number of cylinders.
By Wright’s Lemma 8.6, Twist(N,M) = Pres(N,M), and by Wright’s Corollary 8.3, Twist(N,M) =
span(ηCi)
n
i=1, where C1, . . . , Cn are the horizontal cylinders.
The subspace Pres(N,N ) is defined by the equations α∗i = 0, i = 1, . . . , n, where α, . . . , αn are
the elements of H1(N,Σ;C) corresponding to the core curves of the cylinders. Thus,
dim (Pres(N,M)) + dim (TN (M) ∩ span(α∗i )) = dim (TN (M)) .
Hence,
dim
(
TN (M) ∩ span(ηCi)ni=1)
)
+ dim
(
TN (M) ∩ span(α∗i )ni=1
)
= dim
(
TN (M)) .
The horizontal cylinders of N are belong to a unique M-equivalence class by Lemma 3.3.8.
Thus, all horizontal cylinders of N areM-collinear. Hence, dim (span(α∗i ) ∩ TN (M)) = 1.
Now suppose dim
(
TN (M) ∩ span(ηCi)
) ≥ 2. Then we could vertically stretch some of the hor-
izontal cylinders of N while leaving the other horizontal cylinders unchanged to obtain a surface
N ′ ∈M with at least two horizontal cylinders whose moduli are not rationally related, contradict-
ing Lemma 3.3.4. Hence dim
(
TN (M) ∩ span(ηCi)
)
= 1.
Lemma 3.3.12. (3) implies (1).
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Proof. The statement dim(TS(M)) = 2, for any point S ∈ M, asserts thatM is a closed SL(2,R)
orbit. Thus, Lemma 3.3.11, in conjunction with Theorem 3.1.4, implies that each point ofM is a
lattice surface.
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Chapter 4
Translation surface models of ergodic
systems
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4.1 Chapter Overview
The content of this chapter is based on joint work with Rodrigo Trevin˜o. In this chapter, we intro-
duce a new method for constructing and describing infinite type translation surfaces of finite area,
and then use this technique to investigate the dynamics of the vertical translation flow on such
surfaces.
The existing body of scientific literature contains isolated examples of infinite type finite area
translation surfaces, with each example or class of examples apparently coming from a different
construction. In this chapter, we propose a general setting and technique for describing and con-
structing infinite type finite area translation surfaces.
Finite type translation surfaces can be described using finite interval exchange maps and the
“zippered rectangle” construction (see e.g. Viana). The zippered rectangle approach involves a
finite collection of rectangles with vertical and horizontal sides of specified widths and heights,
and a finite interval exchange map which describes how to glue the “tops” of the rectangles to the
“bottoms” of the rectangles (the interval exchange map is the first return map to a transversal of
the vertical translation flow). Additional data specifies how to glue other edges. Rauzy induction
allows us to describe how the surface evolves under the geodesic flow by describing the associated
sequence of interval exchange maps.
Building finite type translation surfaces using the the zippered rectangle construction may be
viewed as a special case of building a flow under a function, along with some additional data
describing the surface from the point of view of the horizontal flow, where the base transformation
is the interval exchange map, and the “function” is the heights of the rectangles. Thus, a natural
setting for a general constructive theory of infinite type translation surfaces is the setting of flows
built under functions where the base transformation is an interval exchange with infinitely many
intervals, and the height function is piecewise constant. But how do we “glue” the vertical sides? A
simple way is to define a second infinite interval exchange on the union of the vertical sides of the
rectangles. The construction we propose in this chapter uses a finite collection of rectangles with
specified heights and widths and a pair of infinite interval exchange transformations. One of these
interval exchange transformations is defined on the union of the horizontal sides of the rectangles,
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and specifies how to glue the horizontal sides together, and the other is defined on the union of the
vertical sides, and specifies how to glue the vertical sides together.
Infinite interval exchange maps may be described by a cutting and stacking process, which itself
may be described by a Bratteli diagram. We define a generalization of a Bratteli diagram – we call
it simply a diagram – each of which determines a pair of infinite interval exchange maps and a
collection of rectangles. These, together, define a translation surface. Consequently, each diagram
determines a translation surface. We propose diagrams as a general setting for constructing and
defining a large class of infinite type translation surfaces.
A nice feature of diagrams is that they give rise to a natural analogue of Rauzy-Veech induc-
tion. The analogous renormalization map on the level of diagrams is defined simply by “shifting”
the indices on the levels of the diagram by 1. (This process is described in detail in §4.5.) Conse-
quently, the evolution of the associated translation surface under the geodesic flow (and the vertical
translation flow on the surface) has a nice description in terms of the geometric structure of the
diagram.
By developing a dictionary between the languages of diagrams and translation surfaces, we can
translate various theorems and techniques from ergodic theory into the translation surface world.
In particular, we prove the existence of translation flows which are mixing (§4.6.1), construct
concrete specific examples of translation surfaces for which the vertical translation flow has positive
topological entropy (§4.6.2.3), surfaces whose translation flow is minimal and has uncountably
many ergodic invariant probability measures (§4.6.2.2), and surfaces for which the first return map
to a transversal of the translation flow is measure-theoretically mixing (§4.6.2.1). These properties
are not possible for surfaces of finite type. We prove in Theorem 4.6.1 that any finite entropy,
finite measure-preserving flow on a standard Lebesgue space is realizable (measure-theoretically
isomorphic to) as the translation flow on a translation surface surface.
4.2 Bratteli diagrams
Bratteli diagrams were introduced in [Bra72] to study C∗-algebras; Vershik associated dynamical
systems to these diagrams in [Ver89]. These maps, which are called Bratteli-Vershik or adic trans-
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formations, are defined on the space of infinite paths starting at a root vertex in a Bratteli diagram;
the transformation maps a path to its successor (when possible) under a given ordering. Vershik
showed that every measure-preserving transformation on a Lebesgue space is measure-theoretically
isomorphic to an adic transformation ([Ver89]). In §4.2.1, we review some of the theory of Bratteli
diagrams. In §4.2.2, we introduce bi-infinite generalizations of Bratteli diagrams. Definition 4.2.29
defines a diagram, a bi-infinite Bratteli diagram together with some additional data; diagrams are
the basic combinatorial objects we will associate to infinite type translations surfaces.
4.2.1 Bratteli diagrams
In this section we present some background and definitions in the study of Bratteli diagrams. For
more information on the theory of Bratteli diagrams and associated dynamical systems, see, for
example, [HPS92, BKM09, DHS99].
Definition 4.2.1. A Bratteli diagram B = (V,E) is a connected infinite directed graph together with
partitions of the vertex set V and edge set E of the graph into countable unions of pairwise disjoint
nonempty finite sets
V =
⊔
i≥0
Vi and E =
⊔
i>0
Ei
such that s(Ei) = Vi−1 and r(Ei) = Vi for all i > 0, where s and r are the associated source and
range maps (s, r : E → V ), respectively.
The set Vi of vertices is called the ith level of the Bratteli diagram. We will denote |Vi| by ci.
Note that the conditions s(Ei) = Vi−1 and r(Ei) = Vi for all i > 0 imply that every vertex in V0 is
the source of an edge in E1 and every vertex v ∈ Vi for i > 0 is both the source vertex of an edge in
Ei+1 and the range vertex of an edge in Ei.
Given a Bratteli diagram B, for i > 0, the incidence matrix Fi = [f iv,w] is a ci × ci−1 matrix
whose entries f iv,w are the number of edges between the vertices v ∈ Vi and w ∈ Vi−1:
f iv,w = |{e ∈ Ei | r(e) = v and s(e) = w}|.
It follows from the conditions s(Ei) = Vi−1 and r(Ei) = Vi for all i > 0 that none of the
54
matrices Fk have a row or column which consists of all zero entries. Given an initial vector
h0 = (h01, . . . , h
0
|V0|) ∈ R
|V0|
+ with all positive entries, for each i ≥ 0, we define (recursively) a
height vector hi = (hi1, . . . , h
i
ci) ∈ Rci . The height vectors are then given by the recursive formula
hi+1 = Fih
i. (4.1)
For nonnegative integers k < l, a finite path from a vertex in Vk to a vertex in Vl is a set of
edges ek+1, . . . , el, such that ei ∈ Ei and r(ei) = s(ei+1) for all i. We will denote such a path by
(ek, . . . , el). For a path p = (ei, . . . , ej), we define s(p) = s(ei) and r(p) = r(ej).
For a Bratteli diagram B, we denote by XB the set of all infinite paths in B which start at a
vertex in V0. For a point x ∈ XB, denote by xi the ith edge of the path x. We topologize XB by
specifying a clopen basis of all cylinder sets
U(e1, . . . , en) := {x ∈ XB | xi = ei for all i ∈ {1, . . . , n}},
where (e1, . . . , en) is a finite path starting at a vertex in V0. As such, XB is a compact, Haudorff,
zero-dimensional space with a countable basis of clopen sets.
Definition 4.2.2. An ordered Bratteli diagram (B,≤r) is a Bratteli diagramB = (V,E) together with
a partial order ≤r on E so that edges e and e′ are comparable under ≤r if and only if r(e) = r(e′).
To pass from Bratteli diagrams to cutting and stacking maps (and flat surfaces) in a canonical
way, we will want an additional partial order that compares edges with the same source vertex.
Thus, we define fully ordered Bratteli diagrams:
Definition 4.2.3. A fully ordered Bratteli diagram (B,≤r,s) is an ordered Bratteli diagram (B,≤r)
together with a partial order ≤s on E ∪ V0 so that any two edges e, e′ are comparable under ≤s if and
only if s(e) = s(e′), ≤s is a total order on V0, and edges are not comparable with vertices.
The partial order ≤r in an ordered Bratteli diagram (B,≤r) induces a lexicographic partial
order on the set of all finite paths from Vi to Vj for any j > i. Namely, we write
(ei+1, ei+2, . . . , ej) <r (fi+1, fi+2, . . . , fj)
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if and only if the exists k ∈ {i+ 1, . . . , j} such that el = fl for k < l ≤ j and ek <r fk. Two infinite
paths x and y in XB are comparable under ≤r if the agree after some some level n (xk = yk for all
k > n) and xn 6= yn; then we define x <r y if and only if xn <r yn.
An infinite path x ∈ XB is maximal under ≤r if xi is a maximal edge according to ≤r for all
i ∈ N. Denote by Xmax the set of maximal paths in XB; Xmin is defined similarly. Given any path
x ∈ XB \Xmax, there exists a smallest integer i such that xi is not maximal. Since there exist only
finitely many (finite) paths from a vertex in V0 to the vertex r(xi), the infimum inf{y ∈ XB | y >r x}
is achieved by a path in XB.
Definition 4.2.4. Let (B,≤r) be an ordered Bratteli diagram. For a point x ∈ XB \Xmax, define the
successor of x to be
α = inf{y ∈ XB | y >r x}
Definition 4.2.5. Let (B,≤r) be an ordered Bratteli diagram. The Bratteli-Vershik or adic transfor-
mation T : XB\Xmax → XB\Xmin is the map which sends a point x ∈ XB\Xmax to its successor.
Definition 4.2.6. Let B = (V,E) be a Bratteli diagram. The tail equivalence relation is a relation ∼
on XB defined by
x ∼ y if and only if ∃N ≥ 0 such that xk = yk for all k > N.
Note that the tail equivalence relation is independent of the many possible choices of orders
≤r,s on a Bratteli diagram.
Definition 4.2.7. A Bratteli diagram is aperiodic if every tail equivalence class of XB is infinite. In
this case any adic transformation defined on XB is also called aperiodic.
Definition 4.2.8. A Bratteli diagram is completely periodic if every tail equivalence class of XB is
finite. In this case any adic transformation defined on XB is also called completely periodic.
The notion of complete periodicity will be made more clear in the decomposition (4.2) below.
Remark 4.2.9. Whenever |Xmin| = |Xmax| <∞, the adic transformation can be extended to all ofXB
and defines a homeomorphism. In particular, any finite tail equivalence class has a unique maximal
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path and a unique minimal path in XB; in this case, it is natural to extend the adic transformation so
that it maps this maximal path to this minimal path. Thus, the (natural extension of the) adic map
on a completely periodic Bratteli diagram (defined in Definition 4.2.8) is periodic.
Definition 4.2.10. A minimal subset X ′ of XB, for a Bratteli diagram B = (V,E), is a set that is
closed under the tail equivalence relation ∼ and is minimal among such sets with respect to inclusion.
A Bratteli diagram B is minimal if XB has no proper minimal subsets.
Remark 4.2.11. Definition 4.2.10 is equivalent to the following condition: XB is minimal if for any
x = (x1, x2, . . . ) ∈ XB, k > 0, and v ∈ Vk, there exists an integer j > k and a path (ek+1, . . . , ej),
with ei ∈ Ei for all i, such that s(ek+1) = v and r(ej) = s(xj+1).
Definition 4.2.12. A Borel probability measure µ on XB is an invariant measure for the tail equiva-
lence relation if for any two infinite paths p1 = (e1, e2, . . . ) and p2 = (f1, f2, . . . ) in XB with p1 ∼ p2
and for any l ∈ N such that ek = fk for all k > l, we have µ(U(e1, . . . , el)) = µ(U(f1, . . . , fl)).
Remark 4.2.13. For an ordered Bratteli diagram B, a Borel probability measure on XB that is in-
variant with respect to the adic transformation is also an invariant measure for the tail equivalence
relation. The converse is not true: the support of a Borel probability measure which is invariant for the
tail equivalence relation could be contained in Xmax for some order ≤r; this set has empty intersection
with the domain of the adic transformation. In fact, it is possible that every invariant Borel probability
measure for the tail equivalence relation have a support contained in Xmax. See §4.6.2.4 for an exam-
ple of an adic transformation which admits no invariant Borel probability measure but does admit an
invariant infinite Borel measure.
Using the Compact Representation Lemma [AS13] with the Krylov-Bogolyubov theorem we
obtain the following basic result (see also [PS97]).
Proposition 4.2.14. Let (B,≤r) be an ordered Bratteli diagram. Then there is at least one Borel
probability measure on XB which is invariant for the adic transformation defined by the partial order
≤r.
For any Bratteli diagram B, there is a decomposition of XB as
XB = XP
⊔
XM , (4.2)
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where
XP =
⊔
i
⋃
x∈XiP
x
where each XiP is a finite tail-equivalence class, called a periodic component. The set XM consists
of the minimal components
XM =
⊔
i
XiM ,
where each XiM is a minimal subset. This decomposition will be analogous to the decomposition of
a flat surface into minimal and periodic components. If a Bratteli diagram is not made up only of
a single minimal component, there is a clear obstruction to ergodicity of any adic transformation
defined from it.
Definition 4.2.15. A weight function for a Bratteli diagram B = (V,E) is a map w : V0∪E → (0,∞)
such that
1. for any vertex v ∈ V and any two positively oriented finite paths (e1, . . . , ej) and (f1, . . . , fj)
from vertices in V0 to v,
w(s(e1)) ·
j∏
i=1
w(ei) = w(s(f1)) ·
j∏
i=1
w(fi).
2. for any v ∈ V , ∑
e∈s−1(v)
w(e) = 1,
3. for any infinite path x = (x1, x2, . . . ) ∈ XB that does not belong to a finite tail equivalence class
(i.e. is an element of a minimal component),
lim
n→∞w(s(x1)) ·
n∏
i=1
w(xi) = 0.
For a weight function w and v ∈ Vk with k > 0, we can define the the quantity w(v) by
w(v) = w(s(e1)) ·
j∏
i=1
w(ei) (4.3)
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for any path (e1, . . . , ek) with r(ek) = v from V0 to v. By (i) in Definition 4.2.15, it is independent
of the path (e1, . . . , ek) taken.
Definition 4.2.16. A weight function w on a Bratteli diagram B = (V,E) is said to be a probability
weight function if ∑
v∈V0
w(v) = 1
and is said to be a finite weight function if
∑
v∈V0
w(v) <∞.
The following lemma, whose proof is straightforward and is left to the reader, records the fact
that weight functions on Bratteli diagrams correspond to invariant measures for the tail equivalence
relation. This correspondence between a measure µ and weight w to which we refer is obtained by
setting w(v) = µ(v) for v ∈ V0 and w(e) = µ(r(e))µ(s(e)) for e ∈ E.
Lemma 4.2.17. A probability weight function w on a Bratteli diagram B = (V,E) determines a
unique invariant Borel probability measure for the tail equivalence relation. Conversely, an invariant
Borel probability measure for the tail equivalence relation determines a unique probability weight
function on B.
Remark 4.2.18. In section §4.4, we will develop a correspondence between weighted, fully ordered
Bratteli diagrams and cutting and stacking maps (§4.3). Each vertex v ∈ Vi in Bratteli diagram
B = (V,E) will correspond to a tower in the stack Si, and the value assigned to a vertex by the Borel
measure associated to a weight function (as in Lemma 4.2.17) will be the width of the levels of that
tower. We will see that condition 1 means that two subtowers of Si which are stacked on top of each
other to form a tower of stack Si+1 have the same width. Condition 2 reflects the fact that the sum
of the widths of the subtowers into which a given tower is cut must equal the width of that tower.
Condition 3 says that the widths of the stacks which limit to a minimal set for the limit map must go
to zero.
Definition 4.2.19. Let B = (V,E) be a Bratteli diagram. Let m,n be distinct non-negative integers
with m < n, and for each i, m ≤ i ≤ n, let ei be an edge in Ei such that r(ej) = s(ej+1) for
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all m ≤ j < n. The ordered sequence em, em+1, . . . , en is a positively oriented path in B, and the
sequence en, en−1, . . . , em is a negatively oriented path in B.
Denote by Em,n the set of positively oriented finite paths connecting vertices in Vm with vertices
in Vn, and denote by En,m the set of negatively oriented finite paths connecting vertices in Vn with
vertices in Vm.
Definition 4.2.20. Let B = (V,E) be a Bratteli diagram and let
0 = m0 < m1 < m2 < · · ·
be an increasing sequence in N . For l ∈ N and k ∈ {0, . . . , l − 1}, we define another Bratteli diagram
B′ = (V ′, E′) by setting V ′0 = V0, V ′n = Vmn for all n ∈ N, and E′n is identified with Emn−1,mn . Then
B′ = (V ′, E′) is called the telescoping of B to {mn}n≥0.
With the notation used in the definition of telescoping, the incidence matrices F ′n for B′ =
(V ′, E′) are given by
F ′n = FmnFmn−1 . . . Fmn−1+1.
4.2.2 Bi-infinite Bratteli diagrams
Definition 4.2.21. A bi-infinite Bratteli diagram B = (V, E) is an infinite directed graph together
with partitions of the vertex set V and edge set E of the graph into countable unions of pairwise disjoint
nonempty countable sets
V =
⊔
i∈Z
Vi and E =
⊔
i∈Z\{0}
Ei
with associated range and source maps r, s : E → V such that s(Ei) = Vi−1 and r(Ei) = Vi for all
i ∈ N and s(Ei) = Vi and r(Ei) = Vi+1 for all i < 0.
Remark 4.2.22. We will henceforth use uppercase letters in calligraphy font B,V, E ,F to refer to
bi-infinite Bratteli diagrams, while we will use regular uppercase letters B, V,E, F to refer to “singly-
infinite” Bratteli diagrams. If an adjective “bi-infinite” or “singly-infinite” is not explicitly stated, we
will rely on font to make it clear which type of diagram we are referring to.
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Definition 4.2.23. For a bi-infinite Bratteli diagram B = (V, E), the positive half of B, denoted
B+ = (V+, E+), is the restriction of B to the vertices in Vi for i ≥ 0 and the edges in Ei for i > 0. The
negative half of B, denoted B− = (V−, E−), is the restriction of B to the vertices in Vi for i ≤ 0 and
the edges in Ei for i < 0.
For m < n, denote by Em,n the set of positively oriented finite paths connecting vertices in Vm
with vertices in Vn, and denote by En,m the set of negatively oriented finite paths connecting vertices
in Vn with vertices in Vm. An (unoriented) infinite path x in B consists of a map x : Z\{0} → E
such that x(i) ∈ Ei and r(x(i)) = s(x(i + 1)) for all i ∈ Z. Denote the set of (unoriented) infinite
paths in B by XB. For x ∈ XB, we will use xi to denote the edge x(i).
The set XB has a natural product structure: let B+ = (V +, E+) be the Bratteli diagram defined
by the positive part B+ of B and B− = (V −, E−) be the Bratteli diagram defined by the negative
part B− (interchanging the role of the source and range maps when we switch between B− to B−
since we must switch between the indices taking values in −N and N). Since |V +0 | = |V −0 |, we can
identify each vertex in V +0 with one in V
−
0 and make the identification
XB = {(x, y) ∈ XB+ ×XB− : s(x(0)) = s(y(0))} (4.4)
since V +0 = V
−
0 .
A bi-infinite Bratteli diagram B formed from two Bratteli diagrams B+ and B− in this way, for
some choice of a bijection between V +0 and V
−
0 , is called a joining of B
+ and B−. If (B+,≤+r,s) and
(B−,≤−r,s) are both fully ordered Bratteli diagrams with |V +0 | = |V −0 |, there is a canonically chosen
joining of B+ and B− determined by the partial orders ≤±s : since the vertices of V ±0 are totally
ordered by ≤±s , we identify each vertex in V +0 with the vertex in V −0 that has the same relative
place in the orders (i.e. the vertex in V +0 that is the greatest with respect to ≤+s is identified with
the vertex in V −0 that is the greatest with respect to ≤−s , etc.). In this case, we call the joining of
B+ and B− determined by ≤±s the joining:
Definition 4.2.24. The bi-infinite Bratteli diagram B that is the joining of two fully ordered Bratteli
diagrams (B+,≤+r,s) and (B−,≤−r,s) according to the identifications determined by ≤±s is the joining
of B+ and B− and we will denote it by B = B(B+, B−).
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When joining two diagrams B+ and B−, the 0th level vertices of both B+ and B− “fuse” to into
the vertex set V0 of B = B(B+, B−), the ith level vertices of B+, for i ∈ N, are identified with the
ith level vertices of B, and the ith level vertices of B−, for i ∈ N, are identified with the (−i)th level
vertices of B. The edges in E±i are identified with those in E±±i for i ∈ N while the range and source
maps of B− are reversed for the negative part: for e ∈ E−i , v ∈ V−i , v′ ∈ V−i+1, we have r(e) = v′ and
s(e) = v if and only if r(e) ∈ V−i and s(e) ∈ Vi−1.
Definition 4.2.25. A fully ordered bi-infinite Bratteli diagram (B,≤r,s) is a Bratteli diagram B =
(V, E) together with partial orders ≤r and ≤s on E so that edges e, e′ are comparable under ≤r if and
only if r(e) = r(e′) and are comparable under ≤s if and only if s(e) = s(e′).
Remark 4.2.26. The joining B = B(B+, B−) of two fully ordered Bratteli diagrams (B+,≤+r,s) and
(B−,≤−r,s) is itself a fully ordered bi-infinite Bratteli diagram. Since the range and source maps are
reversed for the negative part B− when joining two diagrams B+, B−, the orders on the negative part
of B are also reversed: the orders ≤−r and ≤−s at v ∈ V −i become the orders ≤s and ≤r, respectively, at
v ∈ V−i.
The definition of the incidence matrices Fi for Bratteli diagrams generalizes to the case of bi-
infinite Bratteli diagram. In particular, when joining two Bratteli diagrams B+, B− with matrices
F+i , F
−
i to obtain B(B+, B−), the matrices Fi are Fi = F+i for i > 0 and Fi = (F−−i)T for i < 0. The
notion of telescoping also extends to bi-infinite Bratteli diagrams: for any sequence {mn}n∈Z with
m0 = 0 and mi < mj if and only if i < j, the telescoping of B to {mn} is obtained by telescoping
the positive and negative parts of B, respectively, to the positive and negative parts of {mn}.
Definition 4.2.27. A probability weighted bi-infinite Bratteli diagram is a bi-infinite Bratteli diagram
B = (V, E) together with a pair of weight functions w+ : V0 ∪ E+ → (0,∞), w− : V0 ∪ E− → (0,∞)
such that
1. w+ is a probability weight function for B+ = (V+, E+),
2. w− is a finite weight function for B− = (V−, E−),
3. ∑
v∈V0
w+(v) · w−(v) = 1
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Remark 4.2.28. Definition 4.2.27 involves a choice of normalization; we chose to make the w+ weight
a probability weight, while only requiring that the w− weight be finite and satisfy condition 3. We will
see in Section §4.4 that condition 3 means that the associated flat surface has area 1.
Definition 4.2.29. A diagram is a bi-infinite, fully-ordered, probability weighted Bratteli diagram
(B, w±,≤r,s) .
4.3 Cutting and Stacking
Cutting and stacking is a basic tool in ergodic theory used to construct infinite I.E.T.s. This tech-
nique is described in, for example, [AOW85] and [Sil08]. We will review the cutting and stacking
technique here.
A cutting and stacking transformation T is defined by constructing a sequence of maps T0, T1, T2, . . .
on subsets of the real line such that for all i
domain(Ti) ⊆ domain(Ti+t)
and
Ti+1|domain(Ti) = Ti.
We set
domain(T ) =
⋃
i
domain(Ti)
and then define T to be the pointwise limit of the maps Ti.
We will always require that the range and domain of a cutting and stacking map be equal except
for countably many points, i.e. there exist countable sets P and P ′ such that
domain(T ) \ P = range(T ) \ P ′.
Associated with each map Ti is a stack Si consisting of a finite number ci ∈ N of columns
Ci,1, . . . , Ci,ci . A column Ci,j , consists of a finite number hi,j of open subintervals Ii,j,1, . . . , Ii,j,hi,j
of the real line, all of equal, finite measure. The intervals Ii,j,k, for k ∈ {1, . . . , hi,j}, are called
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the levels of column Ci,j . We require that for every n, all levels of all columns of the stack Sn are
pairwise disjoint. We think of the levels of a column Ci,j as being “stacked” with level Ii,j,1 at the
bottom of the column and level Ii,j,(hi,j) at the top of the column.
The domain of the map Ti is the union of all levels of all columns of the stack Si except for the
top levels of the columns of Si. That is,
domain(Ti) =
ci⊔
j=1
(hi,j)−1⊔
k=1
Ii,j,k.
For any point x ∈ domain(Ti), we define Ti(x) to be the point directly “above” x in the stack. In
other words, if x is a point in the level Ii,j,k, then Ti(x) is the point y in the level Ii,j,k+1 such that
λ([ai,j,k, x]) = λ([ai,j,k+1, y]), where λ denotes the Lebesgue (or other) measure and ai,j,k is the
left endpoint of the interval Ii,j,k. (The reason domain(Ti) does not include the top levels of Si is
because there are no levels in the stack Si above the top levels for Ti to map points into.)
The stacks Si (and thus the transformations Ti) are defined inductively. The initial data that
defines a cutting and stacking map is the stack S0 along with “rules” for the inductive steps, spec-
ifying how to obtain each stack Si+1 from stack Si for each i. The “rules” consist of three types of
moves.
The first type of move is “cutting” columns into finitely many subcolumns of specified positive
widths. We take these intervals to be open, and specify that the endpoints of these open intervals
are not in the domain of subsequent maps Tj for j > i. For example, a column may be cut into
two subcolumns of equal width (measure). To do this, divide each level of the column into two
open subintervals of equal width – a “left half” and a “right half.” Now, all the “left halves” form
a subcolumn (keeping the stacking order of the levels) and all the “right halves” for a subcolumn
(with the same order).
The second type of move is adding spacers. The ith step spacers are open intervals in R which
are disjoint from the union of all levels in Si (and disjoint from each other), and which are added
above a subcolumn of Si with the same width as that of the spacer. Finitely many spacers may
be added (in a specified order) to the top of any subcolumn. The “rules” would specify which
subinterval(s) in R is (are) “stacked” above which subcolumn.
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The third type of move is stacking (sub)columns (possibly containing ith-step spacers) of Si to
form the columns of Si+1. (For example, if a column is cut into two subcolumns of equal width,
we could stack the left subcolumn under the right subcolumn. The resulting column, which is a
column of Si+1, is half as wide and twice as tall as the original column. The left half of the top level
of the original column is no longer a top level of the new column, and so is in domain(Ti+1)). We
require that (sub)columns which are stacked on top of each other have equal width.
4.3.0.1 Truncating cutting and stacking processes
The cutting and stacking process may be viewed as taking the limit of a sequence of periodic maps.
The domain of each map Ti is the union of all levels except the top level of the corresponding stack
Si. For a fixed i ∈ N, it is possible to extend Ti to a homeomorphism T˜i of the union of all the
levels of the stack Si by specifying that T˜i maps the top level of Si to the bottom level of Si in an
isometric, orientation-preserving way. The map T˜i is periodic; the period under T˜i of a point in Si
is the height of Si.
For a typical cutting and stacking construction, the width of a level in the stack Si converges to
0 as i goes to∞, so the limit map T is defined up to a set of measure 0. However, we will want to
consider cutting and stacking processes in which only finitely many stacks S1, . . . , SN are defined,
and the width of a level in SN is nonzero. We consider this case to be the same as the case in
which infinitely many stacks Si are defined but Sm = Sn for all m,n > N for some N ∈ N. Thus,
throughout the paper, we will adopt the convention that in this case the “limit” map determined by
the cutting and stacking process is the periodic map T˜N .
Remark 4.3.1. In Section §4.4, we will make use of correspondence between the adic map on Bratteli
diagrams and cutting and stacking maps. Beyond some finite level of the Bratteli diagramB, all infinite
paths in a periodic component of XB merge since the tail equivalence class is finite. The restriction of
the adic map to this periodic component of XB is not a priori defined on the maximal path in this
component, but admits a natural extension that sends the maximal path in the periodic component
to the minimal path in the periodic component. (Compare with Remark 4.2.9.) Therefore, we want
the analogous cutting and stacking map - a map associated to a finite tower - to send the top level of
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the tower to the bottom level of the tower. Thus, a periodic component of XB will be associated to a
periodic cutting and stacking map of the form T˜N for some N .
4.4 The Dictionary
In this section we present a construction that associates a flat surface to a diagram, and develop a
dictionary between diagrams and flat surfaces constructed from them. The dictionary is summa-
rized in Table 4.1 at the end of the section.
4.4.1 Interpreting a diagram as a flat surface
The core idea of the technique is to interpret each “half” of a diagram (B, w±,≤r,s) as determining
an interval exchange map (likely with infinitely many intervals), i.e., a piecewise isometry of a
finite interval. One of these interval exchange maps will determine the dynamics of a “first return
map” to a transversal of the vertical flow, and the other interval exchange map will determine the
dynamics of the first return map to a transversal of a horizontal flow. We will divide our description
of how to define this map into two steps: first we will describe how to construct a flat surface from
a pair of interval exchange maps and a collection of rectangles, and second we will describe how
to interpret a diagram as a pair of interval exchange maps together with a collection of rectangles.
4.4.1.1 Obtaining a flat surface from a pair of interval exchange maps and a collection of
rectangles
By rectangle R, we mean a subset of R2 of the form I1 × I2, where I1 and I2 are closed intervals.
Using this notation, we will refer to the Euclidean length of I1 as the width ofR and to the Euclidean
length of I2 as the height of R.
Fix n ∈ N, and real numbers b1, b2 > 0. Write the interval [0, b1] as a union of n intervals
X1, . . . , Xn which overlap only at endpoints, i.e., Xi ∩ Xi+1 consists of one point, and write the
interval [0, b2] as a union of n intervals Y1, . . . , Yn which also overlap only at endpoints. Now for
each i = 1, . . . , n, define the rectangle Ri = Xi×Yi. Thus, R1, . . . , Rn is a collection of n rectangles,
arranged diagonally in R2, whose widths sum to b1 and whose heights sum to b2. (See Figure 4.1.)
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Let T be an interval exchange transformation defined on the interval [0, b1] and let S be an
interval exchange transformation defined on the interval [0, b2]. Each point x˜ ∈ [0, b1] is the x-
coordinate of a unique point on the “top” edge of one of the rectangles R1, . . . , Rn (unless x˜ belongs
to an edge of an interval Xi), and we denote this point top(x). Denote by bottom(y˜) the unique
point on the “bottom” edge of one of the rectangles R1, . . . , Rn whose y-coordinate is y˜ (unless y˜
is on an edge of some interval Yi). The functions bottom and left are defined analogously. More
precisely, if we define the functions τ, ρ defined in the interior of the intervals X1, . . . , Xn and
Y1, . . . , Yn, respectively, to be the functions such that τ(x) = i if and only if x ∈ Xi and ρ(y) = i if
and only if y ∈ Yi, then
top(x) =
x, τ(x)∑
i=1
|Yi|
 and bottom(x) =
x, τ(x)−1∑
i=1
|Yi|
 ,
right(y) =
ρ(y)∑
i=1
|Xi|, y
 and left(y) =
ρ(y)−1∑
i=1
|Xi|, y
 .
Define
Σt = {x ∈ [0, b1] | T is not continuous at x},
Σr = {y ∈ [0, b2] | S is not continuous at y}.
For each i ∈ {1, . . . , n}, let
G+i =
⋃
x∈Xi−Σt
top(x) ∪ bottom(T (x))
G−i =
⋃
y∈Yi−Σr
right(y) ∪ left(S(y))
and define
Σ = Ci ∪ ∂
(
n⋃
i=1
Ri
)
\
n⋃
i=1
(
G+i ∪G−i
)
where Ci are all the corners of the rectangle Xi × Yi.
The flat surface associated to the pair (T, S) and the collection of rectangles R1, . . . , Rn is the
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Figure 4.1: Constructing a flat surface from an interval exchange transformation T and a set of
three rectangles R1, R2, R3.
surface obtained by (⋃
i
Ri \ Σ
)
/ ∼, (4.5)
where ∼ is the equivalence relation defined, for x ∈ (Xi − (Σt ∪ ∂Xi)),
top(x) ∼ bottom(T (x)) and right(y) ∼ left(S(y))
for y ∈ (Yi − (Σr ∪ ∂Yi)). See Figure 4.1.
The associated holomorphic 1-form α on this surface is defined such that its vertical foliation
coincides with lines locally of the form x = const. and horizontal foliation locally of the form
y = const. when representing the surface as in (4.5).
4.4.1.2 Interpreting a diagram as a pair of interval exchange maps and a collection of rect-
angles
Let (B, w±,≤r,s) be a diagram. We will use it to define a collection of rectangles and two interval
exchange maps; we will then use the construction introduced in §4.4.1.1 to construct a flat surface
S(B, w±,≤r,s) from the obtained interval exchange transformatins.
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We will define a collection of c0 = |V0| rectangles. Let v1, . . . , vc0 be the vertices in V0. For each
integer i, 1 ≤ i ≤ c0, we will define a rectangle Ri of width w+(vi) and height w−(vi), and we
arrange these rectangles “diagonally.” That is,
Ri =
∑
j<i
w+(vj),
∑
j≤i
w+(vj)]
×
∑
j<i
w−(vj),
∑
j≤i
w−(vj)
 . (4.6)
We will describe how to obtain a cutting and stacking map from an weighted, fully ordered
Bratteli diagram (B,w,≤r,s). We will then apply this construction to the positive half of (B, w±,≤r,s
) to determine the map which we will associate to the union of the horizontal sides of the rectangles,
as well as apply it to the negative half of (B, w±,≤r,s) to determine the map which we will associate
to the union of the vertical sides of the rectangles. Recall that when considering the negative part
(B, w±,≤r,s) of a diagram as a Bratteli diagram (B−, w,≤−r,s), the orders ≤r,s are switched to obtain
≤−r,s (see Remark 4.2.26).
We aim to interpret a weighted ordered Bratteli diagram (B,w,≤r,s) as combinatorial descrip-
tion of “cutting and stacking” instructions. We wish to construct a measure-preserving map φ from
XB to a real interval minus a countable set of points so that φ conjugates the adic map on XB to
a cutting-and-stacking map on the interval. A point in XB and its successor (which is determined
by the partial order ≤r) must be mapped by φ to a point and the point directly “above” it in the
cutting and stacking process. However, this requirement does not determine a unique cutting and
stacking process, since it does not, for example, specify whether a given subcolumn is to the left
or right of the other subcolumns which comprise a column. Thus, the order ≤r on the Bratteli dia-
gram determines a family of measurably isomorphic cutting-and-stacking maps. The partial order
≤s will be used to pick out a unique such map. Namely, we will use ≤s to give the relative orders
of subcolumns of a column, as well as the order of the 0th level intervals.
By the decomposition (4.2), it will suffice to describe the construction for minimal components
and for periodic components of XB.
Assume B is minimal and let I = [0,
∑
v∈V0 w(v)]. We will define a family of injective maps
fi : Di → I, Di ⊂ I, indexed by i ∈ N, such that
1. Di ⊂ Di+1 for all i,
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2.
⋃
iDi = I \ Σ for some set Σ ⊂ I of Lebesgue measure 0,
3. the restrictions fi|Dj = fj for all j < i.
We will then define the map f : I \ Σ→ I to be the pointwise limit f = limi→n fi|I\Σ. This will be
an interval exchange transformation, i.e., a piecewise isometry of an interval.
By our order ≤s we have an order on the level V0. Therefore, for vi ∈ V0, 1 ≤ i ≤ |V0|, we
define the “(stage 0) column over vi” to be the interval
J0i =
 i−1∑
j=1
w(vj),
i∑
j=1
w(vj)
 . (4.7)
Up to finitely many points, these intervals cover I. For each fixed vi ∈ V0, denote by ei1, . . . , ein the
edges coming out of vi in increasing order with respect to ≤s. Partition the level 0 tower over vi
into open subintervals
J1(vi) = (j0, j1), J2(vi) = (j1, j2), . . . , Jn(vi) = (jn−1, jn)
with
∑
j<iw(vj) = j0 < j1 < ... < jn =
∑
j≤iw(vj) and such that the Lebesgue measures of the
intervals J1(vi), ..., Jn(vi) are, respectively,
w(ei1), w(e
i
2), . . . , w(e
i
n).
Thus, each edge eij is associated to one subinterval of the column over vi.
For each vertex v ∈ V1, we will form the “(stage 1) column over v” as follows. Let e′1, . . . , e′m
denote the edges that terminate at v in increasing order with respect to ≤r. Stack the subintervals
from the level 0 columns associated with the edges e′1, .., e′m in order, so that the subinterval asso-
ciated with e′1 is the bottom of the stack, and the subinterval associated with e′m is at the top of the
stack.
The domain D1 of the map f1 will be the union over all v ∈ V1 of all but the top level of the
stage 1 column over v. Because the weight function w is compatible with XB, all subintervals in a
stack will have the same width. The map f1 is defined by mapping a point x in a subinterval to the
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corresponding point in the subinterval directly above it.
We define Dk and fk by induction on k. Assume the (stage k) columns over the vertices in
Vk have been defined. For each vertex vi ∈ Vk, denote by ei1, . . . , ein the edges coming out of vi
in increasing order with respect to ≤s. Cut each level of the (stage k) column over vi into open
subintervals such that the relative lengths of the subintervals (in increasing order from left to right)
are, respectively,
w(ei1), w(e
i
2), . . . , w(e
v
n).
In this way, for each j the edge eij is associated to the subset (a “subcolumn”) of the column over
vi consisting of the jth subinterval of each level of the column over vi.
For each vertex v′ in Vk+1 we will form the “(stage k + 1) column over v′” as follows. Let
e′1, . . . , e′m denote the edges coming into v′ in increasing order with respect to ≤r. Each edge e′i
is associated to a subset of a stage n column. Stack the subcolumns associated with the edges
e′1, . . . , e′m in order, so that the subcolumn associated with e′1 is on the bottom of the column and
the subcolumn associated to e′m is on the top of the column.
The domain Dk+1 of the map fk+1 is the union over all vertices v′ ∈ Vk+1 of all but the top
level of the (stage k + 1) column over v′. Because the Bratteli diagram is compatibly weighted, all
levels of each stage k+ 1 column will have the same width. The map fk is defined by mapping any
point x in a non-maximal level of any stage k + 1 column to the corresponding point in the level
immediately above it.
Define
Σ =
∞⋂
k=1
TopLevels(k) (4.8)
where TopLevels(k) denotes the union over v ∈ Vk of the top level of the (stage k) tower over v.
Since B is minimal, by (iii) in Definition 4.2.15, we have that Σ has Lebesgue measure 0. Note that
the set Σ is in bijection with Xmax. The sets TopLevels(k) are nested; for any x ∈ I \Σ, there exists
n ∈ N such that N > n implies x is in some non-top level of a stage N tower. Thus, limn→∞ fn(x)
is well-defined for all x ∈ I \ Σ. Thus, the pointwise limit function f = limn→∞ fn is well-defined
on I \ Σ. Furthermore, f is injective and Lebesgue measure-preserving.
Let us now assume that B consists of a single periodic component according to (4.2), i.e.,
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|XB| <∞. The finite set of paths of XB is ordered by the ordering ≤r in r−1(v∗), where v∗ ∈ Vk is
the first vertex after which all paths in XB coincide. As such, there are |XB| open intervals of length
|XB|−1, bijectively identified to paths starting at V0 and ending at v∗ which are permuted by the
map according to the order≤r. The interval corresponding to the maximal path inXB is mapped to
the one corresponding to the minimal path. Therefore we have defined a periodic interval exchange
transformation f : I\Σ → I\Σ of period |XB|, where Σ = { i|XB | : i ∈ {0, . . . , |XB|}}. Note that
mapping the maximal path in a periodic component to the minimal path in that periodic component
agrees with the convention established in subsection §4.3.0.1 of interpreting finitely many steps
(or an infinite process with only finitely many nontrivial steps) of a cutting and stacking process as
determining a periodic map.
Let (B,w,≤r,s) be any fully ordered, weighted Bratteli diagram and assume that w is a proba-
bility weight function. We can define an injective map f : I\Σ → I by definining a map on each
minimal component XiM and periodic component X
i
P as above. Since (4.2) is a decomposition
into invariant subsets of the tail equivalence relation, the union of the maps for each component
gives the map on I\Σ which corresponds to the cutting and stacking transformation defined on I
by weigthed, fully ordered Bratteli diagram (B,w,≤r,s).
Let (B, w±,≤r,s) be a probability weighted, fully ordered Bratteli diagram. By the construction
above we have two interval exchange maps T± defined on full measure subsets of I+ = [0, 1]
and I− constructed as cutting and stacking transformations. Using the construction from §4.4.1.1,
using these maps along with the rectangles (4.6), we can build a unique flat surface S(B, w±,≤r,s)
associated to (B, w±,≤r,s).
Remark 4.4.1. It follows from condition 3 of Definition 4.2.27 that a surface constructed from a
diagram has surface area 1. The adjective “probability” in condition 1 of the same definition implies
that the sum of the areas of the rectangles is 1.
4.4.1.3 Conventions for drawing diagrams
We now establish conventions for representing a diagram (B, w±,≤r,s) as a picture, and we will
adhere to these conventions throughout the paper. Dots representing vertices in the same level
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of B will be drawn in a horizontal row. Vertices in negative levels will be towards the “top” of the
picture, and vertices in positive levels will be towards the “bottom” of the picture. Vertices in V0 will
be arranged from left to right in ascending order according to ≤s. Edges whose source is a vertex
v will be drawn coming out of v in order from left to right according to ≤s (i.e., in a neighborhood
immediately “below” v in the picture, edge e1 will be to the left of e2 if e1 ≤s e2). Edges whose
range is a vertex v will be drawn entering v in order from left to right according to ≤r (i.e. in a
neighborhood immediately “above” v in the picture, edge e1 will be to the left of e2 if e1 ≤r e2).
Weights assigned to each vertex v in V0 by w+ (resp. w−) will be written just below (resp. above)
the dot in the picture corresponding to v. Weights assigned to edges in E+ by w+ and to edges in
E− by w− will be written next to those edges.
4.4.2 First examples: constructing surfaces from diagrams
We present two basic examples illustrating how to interpret diagrams as flat surfaces. The Brat-
teli diagram for Chamanara’s surface (4.4.2.1) is one of the simplest diagrams, and is thus a good
“warm up” before considering more complicated constructions. The Chaco´n middle third example
(4.4.2.2) is included here because it illustrates how to represent “spacers” in a cutting and stack-
ing process using a diagram. This will illustrate our unified point of view through the dictionary
developed.
4.4.2.1 Chamanara’s Surface
In this section we present five different descriptions of the dyadic odometer and its connection to
one of the first and best-known examples of a flat surface of infinite genus and finite area which
was given by Chamanara [Cha04]; we obtain this surface via a suspension of the dyadic odometer.
Description 1. The dyadic odometer is the map Φ : X → X, where X = {0, 1}N, defined as
addition by 1 in base two of .1000 . . . with infinite carry to the right. The dyadic odometer is a
minimal, non weak-mixing, and uniquely ergodic transformation of the Cantor set X.
Description 2. The directed graph B in Figure 4.2 is the Bratteli diagram for the dyadic odome-
ter. The space X can be identified with the space of all infinite paths starting at the vertex and
moving uniformly downwards along the diagram. Labeling the left and rights edges at every level
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Figure 4.2: A Bratteli diagram and corresponding cutting-and-stacking representation for the
dyadic odometer
in B with 0 and 1, respectvely, it can be easily seen that X and XB are in fact the same sets. The
dyadic odometer can be defined as a homeomorphisms of the space of all infinite paths on this
diagram. This transformation is in fact the adic transformation corresponding to the orders coming
from Figure 4.2.
Description 3. Define a map B : X → [0, 1] by B(a) = ∑∞i=1 ai2−i. Outside a countable set
of X, this mapping is a bijection onto I = [0, 1]\P , where P is some countable subset of [0, 1].
Consider the map R : I → I defined by R(x) = B ◦ Φ ◦ B−1(x). It is a restriction to I of the map
R¯ : [0, 1]→ [0, 1] defined by
R¯(1− 2−n + x) = 2−(n+1) + x for 0 ≤ x < 2−(n+1), n ∈ N (4.9)
and R¯(1) = 0. The map R¯ is also known as the Van der Corput map. It is a piecewise isometry of
the unit interval which can also be described as an interval exchange transformation on infinitely
many intervals.
Description 4. The map R¯ can also be constructed via the process of cutting and stacking as
follows (see Figure 4.2). Consider the interval [0, 1] and cut it into the two disjoint intervals [0, 12)
and [12 , 1). Consider the map T1 : [0,
1
2)→ [0, 1] defined as the unique isometry sending 0 to 12 . This
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Figure 4.3: Construction of the surface Sp.
map can also be seen as the map defined by “stacking” the interval [12 , 1) over the interval [0,
1
2),
thereby creating a “tower” made up of two intervals, and mapping a point x ∈ [0, 12) to the point
directly above it in the upper level of the stack.
We now define a map T2 : [0, 34) → [0, 1] with the property that T2|[0, 12 ) = T1. Considering the
tower consisting of the interval [12 , 1) over the interval [0,
1
2), we cut this tower into 4 intervals of
equal length: [0, 14) and [
1
4 ,
1
2) on the bottom and [
1
2 ,
3
4) and [
3
4 , 1) on top. We now stack the two
rightmost intervals ([14 ,
1
2) and
3
4 , 1]) on top of the tower created by the leftmost intervals, thereby
creating a tower consisting of 4 intervals of length 14 . The map T2 is defined, for a point x on the
three bottom intervals, as its image by moving up one level on the tower. As such it is a piecewise
isometry and it satisfies T2|[0, 1
2
) = T1.
We can continue this process indefinitely and create a sequence of maps Tk : [0, 2
k−1
2k
) → [0, 1]
with the property that Tk+1|[0, 2k−1
2k
]
= Tk. Let T : [0, 1] → [0, 1] be the pointwise limit of this
sequence of maps which maps 1 to 0. The limiting map T coincides with the Van der Corput map
(4.9).
Description 5a. Let us consider the suspension flow φt for the map R¯: it is the vertical flow
generated by the vector field ∂y on the surface S′ obtained by gluing edges of unit square [0, 1]2
through the identifications (x, 1) ∼ (R(x), 0). Identifying the vertical edges {0, 1} × [0, 1] of S′2−1
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Figure 4.4: A diagram (left) that gives rise to one of Chamanara’s surfaces (right).
through (1, y) ∼ (0, R(y)) gives us a surface S2−1 (the 2 denotes the fact that we used the dyadic
odometer to construct it) on which the horizontal flow generated by the vector field ∂x is conjugated
to the vertical flow φt through the involution i : (x, y) 7→ (y, x). The surface S2−1 is a non-compact
surface of infinite topological type, has finite area, and has a flat metric almost everywhere.
Description 5b. Let us now consider the construction due to Chamanara of an infinite family of
flat surfaces of infinite genus parametrized by p ∈ (0, 1) [Cha04] (see Figure 4.3). Let S = ABA′C
be a square centered at the origin in C such that its sides have length one and the diagonal BC is on
the real line. Set B0 = B and C0 = C. For i ≥ 1 define Bi (respectively B−i, Ci and C−i) to be the
point on the interval BA (respectively BA′, CA and CA′) such that the length of ABi (respectively
A′B−i, ACi, and A′C−i) is pi for some 0 < p < 1. The sides BiBi+1 and C−(i+1)C−i are identified
by a translation. This identifies all the points of the form B2k+1 and C2k and the points of the form
B2k and C2k+1. We denote the identification map by Qp. The resulting surface obtained from the
above is denoted by Sp = Qp(S) and it is clear that it is a flat surface of finite area. It is shown in
[Cha04, Proposition 9] that it is an infinite genus surface with one end. It is also easy to see that
it is the geometric limit of finite genus surfaces: let Sn be the subset of S bounded from above by
CnBn and below by C−nB−n. Then for each n, Snp = Qp(S) is a translation surface of genus n with
two singularities of order n− 1. Then limiting surface Snp −→ Sp is our infinite genus surface with
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singularities of infinite order.
Now let B be the diagram whose positive and negative parts are the same and are the Bratteli
diagram B corresponding to the dyadic odometer. The surface S associated to this diagram through
the construction described in §4.4.1 can be seen to be the same as Chamanara’s surface S2−1 in
Figure 4.4 by rotating the former by pi/4. In fact, for any prime p, any Sp−1 can be constructed in a
similar way by suspending the p-adic odometer (defined as addition by 1 in base p) as we did for
the dyadic odometer. In other words, the adic transformation defined on a half-diagram B± with
the 1×1 transition matrix [p] at every level is isomorphic to the p-adic odometer and to the interval
exchange transformation defined as the first return map to a transversal of a translation flow on
Sp−1 . Through this identification we are therefore able to go from statements of the dynamics of
translation flows on flat surfaces of infinite topological type to statements about the dynamics of
the p-adic odometers.
4.4.2.2 The Chaco´n middle third transformation
A well-known example of a transformation which is mild mixing but not light mixing is the Chaco´n
middle third transformation. Figure 4.5 gives the first few steps of the Bratteli diagram and cutting-
and-stacking construction for this map. The union of all spacers used in the construction has
measure 1/3; at each stage, the unused spacers correspond to the rightmost vertex of each level
in the Bratteli diagram. Start with a single interval of with 2/3; at each stage in the cutting-
and-stacking process, cut the column in three equal subcolumns, put a spacer over the middle
subcolumn, and stack the subcolumns from left to right (with left on the bottom).
It should be noted that the tail equivalence relation is not minimal. Indeed, the path x∞ in
Figure 4.5 consisting of the right-most edge at every level is in its own tail equivalence class.
This means that the decomposition (4.2) for this diagram has one minimal component and one
periodic component consisting of x∞. As such the tail equivalence is not uniquely ergodic: there
is one invariant probability measured supported at x∞ and another one supported on the minimal
component which is the unique invariant measure on XB\{x∞}. The extra point x∞ in Figure
4.5 is somewhat artificial byproduct of encoding cutting and stacking transformations with spacers
using Bratteli diagrams. See §4.6.2.4 for another phenomenon which occurs when encoding the
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Figure 4.5: The first parts of the Bratteli diagram and cutting-and-stacking steps for the Chaco´n
middle third transformation.
use of spacers in a Bratteli diagram.
4.4.2.3 The Arnoux-Yoccoz-Bowman surface
In the early 80’s, Arnoux and Yoccoz [AY81] constructed a family of flat surfaces, one of every
genus g ≥ 3. These served as examples of surfaces carrying pseudo Anosov maps, which where
not well-understood as the theory was still in its infancy. It was eventually shown that the Veech
groups of these surfaces are quite peculiar: they do not contain parabolic elements [HL06]. One
usually expects that if the Veech group of a flat surface has an infinite subgroup of hyperbolic au-
tomorphisms, then it is generated by parabolic elements. For the Arnoux-Yoccoz family of surfaces,
this was shown not to be the case.
Bowman [Bow12] has taken the geometric limit of this family of surfaces as the genus goes
to infinity. The limiting surface will be referred to as the Arnoux-Bowman-Yoccoz surface, and it is
depicted in Figure 4.6. Bowman proved that the vertical and horizotal flows on this surface are
uniquely ergodic. This surface has finite area and, much like its finite-genus “subsurfaces”, the
Veech group of this surface contains no parabolic elements. In fact Bowman showed that the Veech
group of this surface is isomorphic to Z× Z2, where the infinite subgroup is generated by the map
which expands the horizontal direction by a factor of 2 while contracting the vertical by a factor of
1
2 (as shown in figure 4.6).
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Figure 4.6: The Arnoux-Yoccoz-Bowman surface: The Bratteli diagram defining it and its rectangle
representation as in (4.6).
.
4.5 Renormalization
In this section we develop a mechanism which will serve as a renormalization tool for the verti-
cal flow on flat surfaces S(B, w±,≤r,s) constructed from diagrams (B, w±,≤r,s). The spirit of the
procedure is that as we deform the surface S(B, w±,≤r,s) by the Teichmu¨ller deformation, we can
perform a step of cutting and stacking on our surface and arrive at another surface which corre-
sponds to the surface constructed from the shift of the diagram (B, w±,≤r,s). This is summarized
in Propositiong 4.5.2. The 1-parameter deformation along with the renormalization maps can be
seen as a generalization of Rauzy-Veech induction (see [Via06]).
Let (B, w±,≤r,s) be a diagram whose positive part is not completely periodic. Throughout this
section, we will assume that, if the positive part of B is not aperiodic, then the invariant measure
determined by w+ assigns zero value to periodic components. Recall that we can define hkv = w
−(v)
for v ∈ Vk with k > 0 using (4.1) and w+(v) using (4.3). Define
`kv = w
+(v) and hkv = w
−(v) (4.10)
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for v ∈ Vk, i ∈ N. Notice also that
∑
v∈V0 `
0
v = 1 by assumption.
We will define a sequence of maps
Rk : S(B, w±,≤r,s)→ S(B′k, w±k ,≤kr,s)
taking surfaces constructed from diagrams to other such surfaces. The data defining the surfaces
will be related as follows. For B = (V, E), B′k = (V ′, E ′) is obtained by shifting B: V ′i = Vi+k and
E ′i = Ei+k along with their orders ≤r,s and w±k = e±tkw±, where the tk belong to the sequence of
renormalization times
tk ≡ − log
∑
v∈Vk
`kv
 = − log
∑
v∈Vk
w+(v)
 (4.11)
for k > 0. By (iii) in Definition 4.2.15, we have that tk → ∞ if B+ is aperiodic. Moreover, up
to telescoping, we can assume that infk(tk − tk−1) > 0. The renormalized heights and widths are
obtained from (4.10) and (4.11) by
h¯kv = e
−tkhkv and ¯`
k
v = e
tk`kv (4.12)
for any v ∈ Vk.
Let (B, w±,≤r,s) be a diagram and S(B, w±,≤r,s) be the flat surface constructed from it through
the construction in §4.4.1.2. Let
St(B, w±,≤r,s) = gtS(B, w±,≤r,s)
be the surface obtained by deforming S(B, w±,≤r,s) using the Teichmu¨ller flow. Consider the
surface St1(B, w±,≤r,s), for t1 defined in (4.11).
Choose some vertex vi ∈ V0. By our deformation of the surface, the interior of every deformed
rectangle gt1Ri in (4.6) corresponding to the vertex vi in V0 is isometric to (0, ¯`0i )× (0, h¯0i ). We cut
the rectangle gt1Ri (associated to the tower over vi) into sub-rectangles of width ¯`
0
viw(e) and height
h¯0vi using the order ≤s on vi for every e is an edge with s(e) = vi. Doing this for every vertex vi ∈ V0
we have |E1| subrectangles corresponding to edges in E1 which were obtained as subrectangles of
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the Rj .
Now we stack our sub-rectangles into |V1| new towers using the orders given by the order in
r−1(v) for each v ∈ V1. For some v ∈ V1, let (e1, . . . , en) be the ordered set of edges in r−1(v). For
all i ∈ {1, . . . , |r−1(v)|−1}, we identify the interior of the top of the sub-rectangle corresponding to
the edge ei to the interior of the bottom edge of the sub-rectangle corresponding to the edge ei+1.
Denote the surface obtained by the process of deforming and cutting and stacking described above
as DS(B, w±,≤r,s) and define
R : S(B, w±,≤r,s) −→ DS(B, w±,≤r,s) (4.13)
to be the map taking one surface to the other by this process. We point out that the map between
St1(B, w±,≤r,s) and S(B′, w±1 ,≤1r,s) is an isometry: the cutting and stacking does not change the
flat metric in any way.
Definition 4.5.1 (Shifting). The diagram (B′, w±1 ,≤′r,s) with B′ = (V ′, E ′) is the shift of (B, w±,≤r,s)
with B = (V, E) if it can be constructed as follows. V ′i = Vi+1 for all i ∈ Z and E ′i = Ei+1 for all
i 6= −1. For i = −1, E ′−1 = E1. As such, there is a bijection σ : B′ → B corresponding to this shift.
Let w±1 : V ′0 ∪ E ′ → (0, 1) be the weight function obtained from (B, w±) as follows: for v ∈ V ′0,
w±1 (v) = e
±t1w±(σ(v)), w+1 (e) = w
+(σ(e)) for any e ∈ σ(E+)\E ′−1, and w−1 (e) = w−(σ(e)) for any
e ∈ σ(E−). Let ≤′r,s be defined on B′ by e ≤′r,s f if and only if σ(e) ≤r,s σ(f) on B.
We will denote by σ(B, w±,≤r,s) the shift of (B, w±,≤r,s), and by σk the process of shifting k
times. It is straightforward to check from the definition that if (B, w±,≤r,s) is a diagram, then so is
σ(B, w±,≤r,s).
Proposition 4.5.2. Let (B, w±,≤r,s) be a diagram. Then
S(σ(B, w±,≤r,s)) = R(S(B, w±,≤r,s)),
where R is the map defined in (4.13).
Proof. The construction of the mapRwas done through uniform deformation in addition to cutting
and stacking. It is straightforward then by the definition of the shift σ that S(σ(B, w±,≤r,s)),
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through the construction described in §4.4.1.2, has the same number of rectangles of the same
widths as those in R(S(B, w±,≤r,s)). Moreover, the identifications on the top and bottom edges of
S(σ(B, w±,≤r,s)) coincide with those ofR(S(B, w±,≤r,s)). It remains to show that the heights and
left/right identifications of S(σ(B, w±,≤r,s)) coincide with those of R(S(B, w±,≤r,s)).
Let (B−,≤r,s) be the negative part of (B,≤r,s), indexed now by N ∪ {0} so that the orders ≤r,s
are reversed. Let B′ be the negative part of σ(B,≤′r,s), also indexed now by N ∪ {0}. The shifting
operation σ has the following effect: The V1 vertices, along with their orders, go to V0 vertices
while the ones in V0 go to V−1 vertices. This means that when we consider the negative part B′
of the shifted diagram, the ≤r orders at V1 become ≤′s orders at V0(B′) and the ≤s orders at V0
become ≤′r orders at V1(B′).
Let Y be the (ordered) path space consisting of all oriented infinite paths starting from V1(B′),
the first level of vertices inB′. There is an order-preserving bijection between Y andXB− . Consider
the adic transformation T : XB′ → XB′ . For x = (x1, x2, . . . ) ∈ XB′ , suppose that x1 is maximal
(with respect to the order ≤′r used to define the adic transformation). Then the map at the point
x depends only on the tail starting at x2, that is, on the path (x2, x3, . . . ). Therefore, the map here
coincides with the adic transformation on XB− through the order-preserving conjugacy. In other
words, the cutting and stacking operations dictated by B′ (after the first stage) coincide with those
of B−.
Suppose for x = (x1, x2, . . . ), x1 is not maximal. Then the adic transformation sends x 7→
(x1 + 1, x2, . . . ). But the order ≤′r at V0(B′) came from the ≤s order at V0, meaning that the order
in which the columns are stacked in the first step of cutting and stacking for B′ comes from the
order in which we cut the rectangles (4.6) for (B, w±,≤r,s). Therefore, the geometry is compatible
with the combinatorics of the first step of cutting and stacking. Since the cutting and stacking
steps of B′ (after the first stage) agree with those of B−, the left/right edge identifications for
S(σ(B, w±,≤r,s)) given by the limit map f ′ (obtained from the cutting-and-stacking operations)
used to define them agree with with those obtained by deforming the surface and cutting and
stacking, i.e., the ones for the surface R(S(B, w±,≤r,s)).
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Table 4.1: A diagram-translation surface dictionary.
Diagram (B, w±,≤r,s) Translation Surface S = S(B, w±,≤r,s)
|V0| Number of rectangles used to draw S
Positive part of (B, w±,≤r,s) geometry & dynamics of vertical translation flow
on S
Negative part of (B, w±,≤r,s) geometry & dynamics of horizontal translation
flow on S
A vertex v ∈ Vk, k ∈ N ∪ {0} A rectangular subset of S of width w+(v) and
height w−(v) obtained from k steps of cutting and
stacking.
Weight functions w± Transverse measures to vertical/horizontal folia-
tions
Minimal/periodic components in the decomposi-
tion (4.2) of the positive (resp. negative) part of
(B, w±,≤r,s)
Minimal/periodic components of the vertical
(resp. horizontal) translation flow on S.
Shift operator σ Teichmu¨ller deformation
The shift σ on a Bratteli diagram yields a sequence of surfaces
Sk(B, w±,≤r,s) := S(σk(B, w±,≤r,s)) = (Bk, w±k ,≤kr,s)
which are obtained as a shift on the starting Bratteli diagram B and by rescaling the weights in the
shifted diagram by the appropriate quantities. We will denote by Rk the map satisfying
Rk(S(B, w±,≤r,s)) = S(σk(B, w±,≤r,s)), (4.14)
which is obtained through composition of maps of the type defined in (4.13). By Proposition 4.5.2,
for each k the surface Sk(B, w±,≤r,s) is obtained by deforming S(B, w±,≤r,s) for time tk and then
cutting and stacking.
4.6 Dynamical properties of the translation flow
In this section we will exhibit flat surfaces whose translation flows exhibit a variety of phenomena
which cannot occur for translation flows on flat surfaces of finite type. It is known that translation
flows for compact flat surfaces are not mixing [Kat80], have zero topological entropy, and admit
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finitely many ergodic invariant measures [Vee78]. We show that these limitations do not apply to
flat surfaces of infinite type and finite area. We show the existence of flat surfaces of infinite type
and finite area whose translation flow is mixing (Corollary 4.6.2 of §4.6.1), flat surfaces whose
translation flows have positive topological entropy (§4.6.2.3), and translation flows which are min-
imal and admit uncountably many ergodic invariant measures (§4.6.2.2). In fact, Theorem 4.6.1
shows that any finite entropy, ergodic aperiodic flow on a finite measure Lebesgue space can be
realized by the translation flow of a flat surface.
4.6.1 The range of dynamical behaviors of translation flows
The main goal of this subsection is to establish the following theorem:
Theorem 4.6.1. Let ϕt be a measurable ergodic aperiodic flow on a finite measure Lebesgue space
(X,µ) with finite entropy h(ϕ1). Fix p, q > 0 such that p/q is irrational and h(S1) < 2p+q . Then there
exists an ordered, weighted Bratteli diagram (B, w±,≤r,s) with |V0| = 2 such that the vertical flow on
S(B, w±,≤r,s) is isomorphic to ϕt.
Theorem 4.6.1 shows that translation flows on flat surfaces of infinite type exhibit a wide range
of measure-theoretic dynamical properties (in marked contrast to the much more restricted range
of behaviors possible for finite type flat surfaces). In particular, for example, if we take ϕt to be
the horocycle flow on the unit tangent bundle of a compact Riemann surface of constant negative
curvature, we obtain the following result.
Corollary 4.6.2. There exist translation flows on flat surfaces of infinite genus that are mixing.
We note that although Corollary 4.6.2 proves that there exist mixing translation flows on sur-
faces on infinite type, at this time we do not know of any concrete example of a mixing transfor-
mation flow on a translation surface.
A flow built under a function is given by a quadruple (B, T,m, f), where B, the base, is a
non-atomic Lebesgue space with measure m (either finite or σ-finite), T is a measure-preserving
automorphism of B, and f : B → R+ is an m-measurable map from B to R+ with∑∞i=0 f(T i(b)) =
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∞ for all b ∈ B and ∫B fdm = 1. On the set
Ω = {(b, x) : b ∈ B, 0 ≤ x < f(b)}
a measure is given by the restriction of the completed product measure m ·λ to Ω, where λ denotes
Lebesgue measure. The measure-preserving flow ϕt is defined by
ϕt(b, x) =
T i(b), x+ t− i−1∑
j=0
f(T j(b))
 ,
where i is the unique integer such that
i−1∑
j=0
f(T j(b)) ≤ x+ t <
i∑
j=0
f(T j(b)).
Consider the simplest case, that of a flow built under a constant function on the unit interval
with Lebesgue measure, say ([0, 1], T1, λ, c). Clearly, if T1 is measurably isomorphic to some other
transformation T2 of the base, then the flows ([0, 1], T1, λ, c) and ([0, 1], T2, λ, c) are measurably
isomorphic.
Ambrose characterized the flows isomorphic to those built under a constant function: those
whose corresponding unitary group has eigenfunction with nonzero eigenvalue ([Amb41]).
Theorem 4.6.3. ([AOW85]) Any measure-preserving automorphism of a unit measure Lebesgue space
is measurably isomorphic to a cutting and stacking map on the unit interval with Lebesgue measure.
Combining these two results we immediately yields a characterization of flows on flat surfaces
built from a single rectangle according to our construction.
Corollary 4.6.4. Let ϕt be a measure-preserving flow on a unit measure Lebesgue space. Then the
flow ϕt is measurably isomorphic to the vertical flow on some surface S(B, w±,≤r,s) corresponding to
a fully-ordered finite-weighted diagram (B, w±,≤r,s) with |V0| = 1 if and only if the unitary group
corresponding to ϕt has an eigenfunction with nonzero eigenvalue.
Ambrose ([Amb41]) proved that if ϕt is a measurable, measure-preserving ergodic flow on a
Lebesgue space of finite measure, then there is a flow built under a function (B, T,m, f) such that
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m(B) < ∞ and f is bounded strictly away from 0 and ∞ that is isomorphic to ϕt. A stronger
version of this theorem proved by Rudolph ([Rud76]) shows that the function f can be chosen so
that it takes on only two values, and the associated partition is generating:
Theorem 4.6.5. ([Rud76]) Let ϕt be a measurable ergodic aperiodic flow on a finite measure Lebesgue
space (X,µ) with finite entropy h(ϕ1). Fix p, q > 0 such that p/q is irrational and h(ϕ1) < 2p+q .
Then there is a finite measure-preserving flow built under a function (B, T,m, pχP + qχP c) with
m(B) = m(P ∪ P c) = 1, that is isomorphic to ϕt, and (P, P c) is a generating partition for T on B.
We recall some definitions. For a measurable dynamical system (X,A, T, µ) and a partition
Q = {Q1, . . . , Qk} of X, the partition Q is said to be generating for T if
∨∞
j=0 T
−j(Q) = A. Given a
Rohlin tower with height n and base B, and a finite partition P, purifying the tower with respect to
P means partitioning the base B into sets Bm, 1 ≤ m ≤ M such that for for all 0 ≤ j < n, the set
T j(Bm) is contained within one set of the partition P. The configurationBm, T (Bm), . . . , Tn−1(Bm)
is called a pure column with respect to P.
We will use Theorem 4.6.5 to prove Theorem 4.6.1. Theorem 4.6.3 gives us that any flow
satisfying the conditions of Theorem 4.6.5 is isomorphic to a flow built under a function where the
base transformation is a cutting and stacking map and the function takes only the values p and
q. However, we need the height function to be constant on each interval of the infinite interval
exchange map on the base determined by the cutting and stacking map. The property in Theorem
4.6.5 that the partition (P, P c) is generating for T enables us to make this assertion:
Proposition 4.6.6. Let ϕt be a measurable ergodic aperiodic flow on a finite measure Lebesgue space
with finite entropy h(ϕ1). Fix p, q > 0 such that p/q is irrational and h(ϕ1) < 2p+q . Then there
is a finite measure-preserving flow built under a function (B, T,m, pχP + qχP c) such that m(B) =
m(P ∪ P c) = 1, T is a cutting and stacking transformation on [0, 1], and pχP + qχP c is constant
on each interval of the infinite interval exchange map T on B associated to the cutting and stacking
transformation.
Proof. By Theorem 4.6.5, we may assume that ϕt is a flow built under a function
(B, T,m, pχP + qχP c)
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such that m(B) = m(P ∪ P c) = 1 and (P, P c) is generating for T . We need to show that T
can be taken to be an infinite interval exchange transformation and that the height function can
be taken to be constant on each interval of this interval exchange transformation. To do this,
we now mimic the proof of Theorem 4.6.3 in [AOW85], with these goals in mind. Since ϕt is
aperiodic, (B,A,m, T ) is also an aperiodic measure-preserving dynamical system (here A denotes
the σ-algebra m-measurable subsets of B).
Following [AOW85], we denote by T (L, n, ) a Rohlin tower of height n and base L with resid-
ual set of measure , so that the sets
L, T (L), . . . , Tn−1(L)
are disjoint and µ(|T |) = 1 − , where we define |T (L, n, )| := ⋃n−1j=0 T j(L). We fix a sequence of
Rohlin towers {T (Lj , nj , j)}n∈N such that nj ↗∞, ↘ 0, and for each j ∈ N,
(|Tj+1| \ (Lj ∪ Tnj−1(Lj))) ⊃ |Tj |,
where Lj denotes the base level of Tj . That such a sequence of Rohlin towers exists is proven in
[AOW85].
Define a sequence of partitions {Pi}i∈N of B by setting P1 = (P, P c) and for i > 1 setting
Pi =
i−1∨
j=1
(|Tj |, |Tj |c)
 ∨
i−1∨
j=0
(
T−j(P ), T−j(P c)
) .
Each Pi is a finite partition of B, Pi+1 is a refinement of Pi, and
∨∞
i=1 Pi = A because (P, P c) is
generating for T .
We will now use the Rohlin towers Ti to define a cutting and stacking process on a real interval
I = [0, 1]. We will use Si to denote the ith stack in the process.
To determine the stack S1, we first purify the Rohlin tower T1 with respect to P1. In other
words, partition L1 into maximal sets L1,1, . . . , L1,M1 so that for all 0 ≤ n ≤ n1 and all 1 ≤ k ≤M1,
the set Tn(L1,k) lies entirely within a single set of P1. For each 1 ≤ k ≤ M1, form a column C1,k
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in S1 of height n1 and width m(L1,k). Thus S1 consists of M1 columns, each with n1 levels, and
there is a measure-preserving bijection (call the bijection φ1) between the set of levels of S1 and
the set of levels of the P1-pure columns comprising T1. Furthermore, φ1 preserves the property of
one level being immediately above another level, i.e. a level A1 is immediately above a level A2 in
a P1-pure column of T1 if and only if φ1(A1) is immediately above φ(A2) in a column of S1.
To determine the stack S2, we first purify the Rohlin tower T2 with respect to P2. This de-
termines a partition of L2 into maximal sets L2,1, . . . , L1,M2 so that for all 0 ≤ n ≤ n2 and all
1 ≤ k ≤ M2, the set Tn(L2,k) lies entirely within a single set of P2. Each P2-pure column in T2
contains “blocks” from |T1| (i.e. n1 successive levels consisting entirely of points from T1), as well
as levels contained in |T1|c. Since P2 is a refinement of P1, each of these“blocks” is a subset of a
single P1-column in T1. The condition that
|T2| \ (L2 ∪ Tn2−1(L2)) ⊃ |T1|
ensures that each block is a whole n1 levels – it does not run off the top or bottom of the P2-pure
column. For each 1 ≤ k ≤ M2, we will form a column C2,k in S2 of height n2 and width m(L1,k)
as follows. For each level of the P2-pure column over L2,k that is contained in T c1 , add a “spacer”
level of width m(L2,k), and for each “block” of levels which is a subset of a P1-pure column of T1,
cut and use a width-m(L2,k) subcolumn of the column in S1 corresponding via φ1 to that P1-pure
column of T1. Thus S2 consists of M2 columns, each of height n2, and there is a measure-preserving
bijection between the set of levels of S2 and the set of levels of the P2-pure columns comprising T2.
Furthermore, the bijection φ2 preserves the property of one level being immediately over another
level. We note also that S2 is obtained from S1 via cutting and stacking.
This procedure is repeated inductively, yielding a sequence of stacks Si obtained via cutting and
stacking such that Si consists of Mi columns, each of height ni, and there is a measure-preserving
bijection φi between the set of levels of Si and the set of levels of the Pi-pure columns comprising
Ti, and φi preserves the property of one level being immediately above another level. Define R to
be the limiting map on I defined by the cutting and stacking process.
The fact that
∨
i Pi = A, together with the maps φi, determines an measure-preserving embed-
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ding of A into the σ-algebra of Borel subsets of the interval I with Lebesgue measure. The measure
space (B,A,m) is a standard Lebesgue space. As such, each point x ∈ B is the intersection of a de-
creasing sequence of sets {Ci}i∈N where Ci is a level of a pure column comprising Ti. The sequence
{φi(Ci)}i∈N is a decreasing sequence of nested intervals, say I1, I2, . . . , whose intersection ∩∞i=1 has
measure 0, and is thus a point a ∈ I. We can thus define φ(x) = a. The map φ : B → I is thus
a measurable, measure-preserving isomorphism between the systems (B,A,m, T ) and (I,B, λ,R),
where B denotes the Borel σ-algebra on I.
The stacks Si have been constructed so that each level of each stack is in bijection with some
level of a Pj-pure column, for some j. Define a function f whose domain is the collection of levels
of the columns Si for all i, by f(A) = (pχP + qχP c)(φ−1j (A)) for a level A in stack Sj . (The function
f is well-defined because pχP + qχP c is constant on the set φ−1j (A), since it is a level of a Pj-
pure column, and hence contained in either P or P c.) It follows immediately that the flows built
under functions (T,B,m, pχP +qχP c) and (R, I, λ, f) are isomorphic, and (R, I, λ, f) is the desired
system.
Lemma 4.6.7. The sets P and P c in the statement of Proposition 4.6.6 may be assumed to each consist
of a single subinterval of B.
Proof. It did not matter which specific subintervals of I were used to form the stacks Si in the proof
of Proposition 4.6.6. The inductive nature of the construction of the stacks Si provides an order on
the intervals – we simply order them according to the order in which we first use an interval when
performing the cutting and stacking process. Thus, we might, for example, take the intervals on
which f takes the value p starting from the left side of I, and take the intervals on which f takes
the value q starting from the right side of I, and work toward the middle.
The proof of Proposition 4.6.6 yields the construction of a cutting and stacking map from an
measure preserving transformation. Each one of the steps of this construction can be recorded as
the positive part of an ordered Bratteli diagram B. Combining Proposition 4.6.6 and Lemma 4.6.7
immediately proves Theorem 4.6.1.
Remark 4.6.8. Various theorems strengthening Ambrose’s initial result exist. Ambrose and Kakutani
([AK42]) weakened the requirement of ergodicity; they called a flow ϕ proper if there is no measurable
89
set A with µ(A) > 0 such that for all measurable A′ ⊂ A and all t the symmetric difference A′4ϕtA′
has µ-measure 0. They proved that any proper flow can be realized by (i.e. is measurably isomorphic
to) a flow built under a function (not bounded below) if one allows m to be σ-finite.
A sequence of two papers by first Rudolph ([Rud76]) and then Krengel ([Kre76]) strengthened this
theorem so that the height function f can be chosen to take on only two prescribed values and with
prescribed frequency:
Theorem 4.6.9. ([Kre76]) Let ϕt be a measurable, measure-preserving aperiodic flow on a finite
measure Lebesgue space (Σ, µ), and fix p, q > 0 with p/q irrational and 0 < ρ < ∞. Then there
exists a quadruple (B, T,m, f) as above such that m is finite, f takes only the values p and q, m({b ∈
B : f(b) = p}) = ρ ·m({b ∈ B : f(b) = q}) and such that ϕt is isomorphic to the flow built under
(B, T,m, f).
As observed in [Kre76], this result implies that all aperiodic measure-preserving flows on Lebesgue
spaces of measure 1 admit a representation on the same Ω and differ only by the automorphism T of
the base. However, Krengel’s theorem does not touch on the question of whether the two-set partition
determined by p and q generates the σ-algebra of measurable sets; our proof of Proposition 4.6.6
requirement that the partition be generating.
4.6.2 Examples of surfaces which exhibit certain dynamical properties
4.6.2.1 Suspensions of staircase transformations
We mention a specific class of examples of cutting and stacking transformations which are known
to be mixing. Informally, a staircase transformation is a cutting and stacking transformation with a
sequence {rn} of natural numbers with rn → ∞ as n → ∞ so that at the nth stage the nth stack,
which consists of a single column, is cut into rn subcolumns {cn,1, . . . , cn,rn} of equal widths and
sn,j spacers are added over the subcolumn cn,j before stacking the subcolumns in order from left
to right. In this setup it is always assumed that the sequences rn, sn,j are such that the limiting
transformation is defined over a set of finite measure. The first staircase transformation explicitly
shown to be mixing [Ada98] was Smorodinsky’s staircase, where rn = n+ 1 and sn,j = j, although
Ornstein had proved that for a family of staircases defined over some parameter space, the typ-
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Figure 4.7: The first parts of the Bratteli diagram and cutting-and-stacking steps for the Pascal adic
transformation.
ical staircase transformation is mixing [Orn72]. In [CS10] there is a characterization of mixing
staircase transformations in terms of uniform convergence of certain averages of partial sums of
the spacer sequence {sn,j}. In particular, the authors show that all polynomial staircase transfor-
mations (roughly, sn,j is a polynomial pn(j), where the degree and coefficients of pn are bounded
uniformly for all n with some additional conditions) are mixing.
Since staircase transformations use spacers, they can be encoded in Bratteli diagrams (B,w+,≤r,s
) where each level has two vertices, one corresponding to the spacers, one for the rest (see §4.4.2.2
for a concrete example).
4.6.2.2 The Pascal adic transformation
Let ci = i+ 1 for each integer i ≥ 0. (Recall ci := |Vi|.) Denote the elements of Vi by vi1, . . . , vici and
order them accordingly. For each i ∈ N, define the incidence matrix Fi = [f iv,w] to be the ci × c(i−1)
matrix with entries
f i
vi−1j ,v
i
k
=

1 if k = j or k = j + 1
0 otherwise
Define the partial orders ≤s and ≤r as indicated in Figure 4.7, using the left-right ordering
convention described in §4.4.1.3. The Vershik map T : X \Xmax → X \Xmin is called the Pascal
adic transformation.
For any p ∈ (0, 1), define a weight function ωp on the set of edges by
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ωp(e) =

p if k = j
(1− p) if k = j + 1
where j and k are defined by S(e) = vi−1j and R(e) = v
i
k.
It is well known that the invariant ergodic Borel probability measures for the Pascal adic trans-
formation are precisely the measures ωp (which are called Bernoulli measures) (see [MP05]). In
fact, the Pascal adic transformation is totally ergodic (every power Tn is ergodic) for each ωp.
(However, whether or not the Pascal adic transformation is weak mixing is an open question.)
Consider the flat surface S(B, w±,≤r,s) where the positive part of (B,≤r,s) coinsides with the
Pascal Bratteli diagram in Figure 4.7. Then by the remark above, the translation flow on this
surface is minimal and has uncountably many ergodic, finite invariant measures. This phenomenon
(having infinitely many ergodic invariant probability measures) does not occur for translation flows
on surfaces of finite type.
4.6.2.3 Chaotic translation flows
We will review the concept of independent cutting and stacking, considered in [Shi73] to construct
cutting and stacking transformations with chaotic properties. Consider a collection of columns of
intervals C0 = {C1, . . . , Cq}, where each Ci is a ordered collection of h(Ci) intervals of the same
width w(Ci), each one stacked on top of the previous with the condition that
∑
i h(C
i)w(Ci) = 1.
Denote by Ci ∗ Cj the stacking of column Cj on top of column Ci (for which it is necessary that
w(Ci) = w(Cj)). We will denote w(C0) :=
∑
iw(C
i).
Independent stacking is done as follows. Starting with the q intervals (columns of height 1)
C0 = {C1, . . . , Cq} of the same width, cut each column Ci into 2q subtowers Cij , j = 1, . . . , 2q, and
stack them into q2 towers C1 = {Cˆi,j}i,j≤q by
Cˆi,j = Cij ∗ Cjq+i 1 ≤ i ≤ q 1 ≤ j ≤ q.
Note that
∑
l w(C
l) = 2
∑
i,j w(Cˆ
i,j). Iterating the independent cutting and stacking procedure,
we obtain a sequence of collections of towers Ck where a map is defined on all but the top levels.
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This map limits to a piecewise isometry of the unit interval T (C0), since the iterative construction
depends on the starting tower C0.
Let Pn be the partition of the unit interval making up Cn. The following summarizes the
properties of transformations obtained through independent cutting and stacking.
Theorem 4.6.10 ([Shi73]). The following hold for independent cutting and stacking.
1. Pn is a Markov partition for T (C0).
2. If two columns of some Ck have height which differ by 1 or, more generally, if for some k the
greatest common divisor of the heights of the columns of k is 1, then T (C0) is mixing, and
therefore Bernoulli.
3. The topological entropy of T (C0) is w(C0) log(q0), where q0 is the number of towers in C0.
Any independent cutting and stacking procedure can be written as a weighted, ordered Bratteli
diagram (B+, w−,≤+r,s).
Corollary 4.6.11. Let (B, w±,≤r,s) be a Bratteli diagram whose positive part is realized by an inde-
pendent cutting and stacking transformation and negative part given by the |C0|×|C0| identity matrix.
Then the vertical flow on S(B, w±,≤r,s) has topological entropy w(C0) log(q0), where q0 = |C0| is the
number of towers in C0.
4.6.2.4 The Hajian-Kakutani skyscraper
Cutting and stacking can also be used to define ergodic transformations on infinite intervals. The
Hajian-Kakutani Skyscraper is an example of an infinite measure-preserving, invertible, rank-one,
ergodic transformation. We briefly review the cutting and stacking procedure to define this trans-
formation.
Starting with the interval [0, 1) (our zeroth tower), we cut it into two intervals of equal length,
place 2 spacers over the second interval, and define the first map as the “moving up one level”
linear map on the first tower obtained by stacking [12 , 1) and the two spacers above it above [0,
1
2).
The map is now defined on [0, 32). Proceding inductively, we may define the (k+1)
st map by cutting
the kth tower into two subtowers of equal width, adding 2k spacers above the second subtower, and
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Figure 4.8: The Bratteli diagram corresponding to the Hajian-Kakutani skyscraper.
stacking that over the first subcolumn. It can be easily checked that the kth map is defined on 4k−1
intervals of length 2−k. Therefore, the limiting map is defined on [0,∞).
Let us now describe this transformation using an ordered Bratteli diagram. See Figure 4.8,
where the weight function on each edge emanating from each left-most vertex is 1/2. By Propo-
sition 4.2.14, there is a probability measure which is invariant for the tail equivalence relation for
the corresponding diagram. In fact, there is a unique probability invariant measure – the atomic
measure supported entirely on the point x∞, by which we denote the point in the diagram corre-
sponding to the path passing through the rightmost vertex at every level. From the point of view
of cutting and stacking, the point x∞ is artificial – it represents the “fake” column (interval) from
which we take the spacers used in the cutting and stacking process.
Although the Hajian-Kakutani skyscraper is thus naturally an infinite measure preserving trans-
formation, it is closely linked to a previously discussed finite measure preserving transformation:
the dyadic odometer. On the interval [0, 1), the first return map to [0, 1) is precisely the dyadic
odometer – thus, the Hajian-Kakutani skyscraper is just the dyadic odometer with extra spacers
stuck in. Consequently, since the dyadic odometer is ergodic, the Hajian-Kakutani skyscraper is
also ergodic. (See [HK70] for the original construction, and for example, the appendix in [AP00]
for background on skyscrapers in general.)
Although an investigation of arbitrary infinite type translation surfaces of infinite area is beyond
the scope of this work, this example suggests how some such surfaces could be constructed from
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infinite σ-finite measure-preserving transformations. By controlling the dynamics of the finite mea-
sure base transformation of a skyscraper, we may control the dynamical properties of the vertical
flow on a infinite measure, infinite type translation surface.
95
BIBLIOGRAPHY
[Ada98] Terrence M. Adams, Smorodinsky’s conjecture on rank-one mixing, Proc. Amer. Math. Soc.
126 (1998), no. 3, 739–744. MR 1443143 (99e:28023)
[AK42] Warren Ambrose and Shizuo Kakutani, Structure and continuity of measurable flows, Duke
Math. J. 9 (1942), 25–42. MR 0005800 (3,210f)
[Amb41] Warren Ambrose, Representation of ergodic flows, Ann. of Math. (2) 42 (1941), 723–739.
MR 0004730 (3,52c)
[AOW85] Pierre Arnoux, Donald S. Ornstein, and Benjamin Weiss, Cutting and stacking, interval
exchanges and geometric models, Israel J. Math. 50 (1985), no. 1-2, 160–168. MR 788073
(86h:58087)
[AP00] Steve Alpern and V. S. Prasad, Typical dynamics of volume preserving homeomorphisms,
Cambridge Tracts in Mathematics, vol. 139, Cambridge University Press, Cambridge,
2000. MR 1826331 (2002i:37006)
[AS13] Jon Aaronson and Omri Sarig, Exponential chi-squared distributions in infinite ergodic the-
ory, Ergodic Theory and Dynamical Systems FirstView (2013), 1–20.
[AY81] Pierre Arnoux and Jean-Christophe Yoccoz, Construction de diffe´omorphismes pseudo-
Anosov, C. R. Acad. Sci. Paris Se´r. I Math. 292 (1981), no. 1, 75–78. MR 610152
(82b:57018)
96
[BKM09] S. Bezuglyi, J. Kwiatkowski, and K. Medynets, Aperiodic substitution systems and their
Bratteli diagrams, Ergodic Theory Dynam. Systems 29 (2009), no. 1, 37–72. MR 2470626
(2009m:37020)
[Bos88] Michael D. Boshernitzan, Rank two interval exchange transformations, Ergodic Theory Dy-
nam. Systems 8 (1988), no. 3, 379–394. MR 961737 (90c:28024)
[Bow12] Joshua Bowman, The complete family of Arnoux–Yoccoz surfaces, Geometriae Dedicata
(2012), 1–18, 10.1007/s10711-012-9762-9.
[Bra72] Ola Bratteli, Inductive limits of finite dimensional C∗-algebras, Trans. Amer. Math. Soc. 171
(1972), 195–234. MR 0312282 (47 #844)
[BV13] Joshua P. Bowman and Ferra´n Valdez, Wild singularities of flat surfaces, Israel J. Math. 197
(2013), no. 1, 69–97. MR 3096607
[Cal04] Kariane Calta, Veech surfaces and complete periodicity in genus two, J. Amer. Math. Soc. 17
(2004), no. 4, 871–908. MR 2083470 (2005j:37040)
[Cha04] R. Chamanara, Affine automorphism groups of surfaces of infinite type, In the tradition of
Ahlfors and Bers, III, Contemp. Math., vol. 355, Amer. Math. Soc., Providence, RI, 2004,
pp. 123–145. MR 2145060 (2006b:30077)
[CS10] Darren Creutz and Cesar E. Silva, Mixing on rank-one transformations, Studia Math. 199
(2010), no. 1, 43–72. MR 2652597 (2011e:37015)
[DHS99] F. Durand, B. Host, and C. Skau, Substitutional dynamical systems, Bratteli diagrams
and dimension groups, Ergodic Theory Dynam. Systems 19 (1999), no. 4, 953–993. MR
1709427 (2000i:46062)
[Ein06] M. Einsiedler, Ratner’s theorem on SL(2,R)-invariant measures, ArXiv Mathematics e-
prints (2006).
[EMM] Alex Eskin, Maryam Mirzakhani, and Amir Mohammadi, Isolation, equidistribution, and
orbit closures for the SL(2,R) action on moduli space.
97
[HK70] Arshag B. Hajian and Shizuo Kakutani, Example of an ergodic measure preserving trans-
formation on an infinite measure space, Contributions to Ergodic Theory and Probability
(Proc. Conf., Ohio State Univ., Columbus, Ohio, 1970), Springer, Berlin, 1970, pp. 45–52.
MR 0269807 (42 #4702)
[HL06] Pascal Hubert and Erwan Lanneau, Veech groups without parabolic elements, Duke Math.
J. 133 (2006), no. 2, 335–346. MR 2225696 (2007d:37055)
[HPS92] Richard H. Herman, Ian F. Putnam, and Christian F. Skau, Ordered Bratteli diagrams,
dimension groups and topological dynamics, Internat. J. Math. 3 (1992), no. 6, 827–864.
MR 1194074 (94f:46096)
[Hub06] John Hamal Hubbard, Teichmu¨ller theory and applications to geometry, topology, and dy-
namics. Vol. 1, Matrix Editions, Ithaca, NY, 2006, Teichmu¨ller theory, With contributions
by Adrien Douady, William Dunbar, Roland Roeder, Sylvain Bonnot, David Brown, Allen
Hatcher, Chris Hruska and Sudeb Mitra, With forewords by William Thurston and Clifford
Earle. MR 2245223 (2008k:30055)
[Kat80] Anatole Katok, Interval exchange transformations and some special flows are not mixing,
Israel J. Math. 35 (1980), no. 4, 301–310. MR 594335 (82e:58060)
[KMS86] Steven Kerckhoff, Howard Masur, and John Smillie, Ergodicity of billiard flows and
quadratic differentials, Ann. of Math. (2) 124 (1986), no. 2, 293–311. MR 855297
(88f:58122)
[Kre76] Ulrich Krengel, On Rudolph’s representation of aperiodic flows, Annales de l’Institut Henri
Poincare´ (B) Probabilite´s et Statistiques 12 (1976), no. 4, 319–338 (eng).
[KZ03] Maxim Kontsevich and Anton Zorich, Connected components of the moduli spaces of Abelian
differentials with prescribed singularities, Invent. Math. 153 (2003), no. 3, 631–678. MR
2000471 (2005b:32030)
[Lin13] Kathryn A. Lindsey, Counting invariant components of hyperelliptic translation surfaces,
ArXiv Mathematics e-prints http://arxiv.org/abs/1302.3282 (2013).
98
[Mar70] Nelson G. Markley, On the number of recurrent orbit closures, Proc. Amer. Math. Soc. 25
(1970), 413–416. MR 0256375 (41 #1031)
[McM06] Curtis T. McMullen, Prym varieties and Teichmu¨ller curves, Duke Math. J. 133 (2006),
no. 3, 569–590.
[McM07] , Dynamics of SL2(R) over moduli space in genus two, Annals of Mathematics 165
(2007), no. 2, 397–456.
[Moo80] Calvin C. Moore, The Mautner phenomenon for general unitary representations, Pacific J.
Math. 86 (1980), no. 1, 155–169. MR 586875 (81k:22010)
[MP05] Xavier Me´la and Karl Petersen, Dynamical properties of the Pascal adic transformation,
Ergodic Theory Dynam. Systems 25 (2005), no. 1, 227–256. MR 2122921 (2005k:37012)
[MS91] Howard Masur and John Smillie, Hausdorff dimension of sets of nonergodic measured folia-
tions, Ann. of Math. (2) 134 (1991), no. 3, 455–543. MR 1135877 (92j:58081)
[Nav08] Yoav Naveh, Tight upper bounds on the number of invariant components on translation
surfaces, Israel J. Math. 165 (2008), 211–231. MR 2403621 (2009a:37077)
[Orn72] Donald S. Ornstein, On the root problem in ergodic theory, Proceedings of the Sixth Berke-
ley Symposium on Mathematical Statistics and Probability (Univ. California, Berkeley,
Calif., 1970/1971), Vol. II: Probability theory (Berkeley, Calif.), Univ. California Press,
1972, pp. 347–356. MR 0399415 (53 #3259)
[PS97] Karl Petersen and Klaus Schmidt, Symmetric Gibbs measures, Trans. Amer. Math. Soc. 349
(1997), no. 7, 2775–2811. MR 1422906 (99a:28016)
[Rud76] Daniel Rudolph, A two-valued step coding for ergodic flows, Math. Z. 150 (1976), no. 3,
201–220. MR 0414825 (54 #2917)
[Shi73] Paul Shields, Cutting and independent stacking of intervals, Math. Systems Theory 7 (1973),
1–4. MR 0322138 (48 #502)
99
[Sil08] C. E. Silva, Invitation to ergodic theory, Student Mathematical Library, vol. 42, American
Mathematical Society, Providence, RI, 2008. MR 2371216 (2009d:37001)
[SW04] John Smillie and Barak Weiss, Minimal sets for flows on moduli space, Israel J. Math. 142
(2004), 249–260. MR 2085718 (2005g:37067)
[SW10] , Characterizations of lattice surfaces, Invent. Math. 180 (2010), no. 3, 535–557.
MR 2609249 (2012c:37072)
[Vee78] William A. Veech, Interval exchange transformations, J. Analyse Math. 33 (1978), 222–272.
MR 516048 (80e:28034)
[Ver89] A. M. Vershik, A new model of the ergodic transformations, Dynamical systems and ergodic
theory (Warsaw, 1986), Banach Center Publ., vol. 23, PWN, Warsaw, 1989, pp. 381–384.
MR 1102733 (92g:28032)
[Via06] Marcelo Viana, Ergodic theory of interval exchange maps, Rev. Mat. Complut. 19 (2006),
no. 1, 7–100. MR 2219821 (2007f:37002)
[Wit03] D. Witte Morris, Ratner’s Theorems on Unipotent Flows, ArXiv Mathematics e-prints (2003).
[Wri] Alex Wright, Cylinder deformations in orbit closures of translation surfaces, preprint.
100
