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Abstract 
We show that the following two problems are undecidable: given two square matrices, decide 
whether the semigroup that they generate contains the zero matrix, and whether it contains a ma- 
trix having a zero in the right upper comer. @ 1998-Elsevier Science B.V. All rights reserved 
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1. Introduction 
Many simply formulated natural problems on integer matrices are known to be un- 
decidable. For example, given a finite set M of square integer matices of the same 
dimension, it is undecidable whether the semigroup generated by M contains a matrix 
having a zero in the right upper comer, contains the zero matrix, or is free, cf. [7], [9] 
or [5], respectively, or [3]. Each of these problems remains undecidable even if only 
3 x 3 matrices are considered, while they are open for 2 x 2 matrices. 
These results are based on the fact that free semigroups can be embedded into the 
semigroup of matrices, or even into that of 2 x 2 matrices with nonnegative entries. 
This allows to encode the Post Correspondence Problem into these problems. Moreover, 
since the PCP remains undecidable even for instances of size 7, cf. [8], the cardinality 
of the set of matrices can be bounded in each of the above cases. The exact bounds 
depend on actual encodings but can be chosen to be at most 18, cf. [3]. 
In this note we employ simple matrix-theoretic tricks to show that the first two of 
these problems are actually undecidable even for matrix semigroups containing only 
two generators. These results are the best that can be expected: the problem of deciding 
whether some power of a given integer matrix contains a zero in the right upper comer 
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is a classical open problem, sometimes referred to as Skolem’s problem, cf. [ 1, lo], 
while the problem of deciding whether some power of a given integer matrix is zero 
is decidable. The latter follows, for example, from the fact that it is decidable whether 
a finitely generated matrix semigroup is finite, cf. [4,6]. 
From one of the results described above we obtain easily the following interesting 
semigroup-theoretic fact. It is undecidable whether a given 2-generator semigroup S 
contains the zero element. Here the word “given” means that S is given as a subsemi- 
group of a larger semigroup, namely the semigroup of all integer matrices of a certain 
fixed dimension. 
We are not able to prove any similar result, with any number of generators, where 
instead of the zero it is asked whether S contains the unit or an idempotent. Also the 
freeness problem avoided our attempts to decrease the number of generators into two 
or some other small number. 
2. Reduction to two generators 
2.1. Zero matrix 
Let us first consider the problem of deciding the presence of the zero matrix, also 
known as the “mortality problem”. We present here a simple trick to represent a matrix 
semigroup with n generators of dimension d in a semigroup with only two generators 
in dimension nd. Applying it to the undecidability result in [9], we get the following 
theorem. 
Theorem 1. Given two square matrices A and B with integer entries, it is undecidable 
whether the semigroup generated by {A,B} contains the zero matrix. 
Proof. It is known that the presence of the zero matrix is undecidable for a semigroup 
T generated by several d x d matrices Ml, M2, . . ., M,, with d = 3 and n = 15 [9,3,8]. 
We will construct two matrices A and B of dimension nd such that the semigroup S 
generated by {A,B} contains the zero matrix if and only if T contains it too. Since an 
algorithm to decide this property for two-generator semigroups could then be turned 
into an algorithm for any finitely generated semigroup, this shows that the problem is 
undecidable even with only two generators. 
The construction is quite simple. A and B are defined with d x d blocks, using the 
matrices Mi, the d x d identity I, and the d x d zero. A is block-diagonal, and B is a 
permutation matrix: 
A= 
‘M, 0 ‘.’ 0 
0 M2 ‘.. i I and B= 
0 0 ... 0 I 
IO 0 . ..o 
0 I 0 . ..o 
1 : . . . . . . : . . . . . 
\o ‘.. 0 IO 
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Then, for any index 1 <i <n, the element Ci = B”-‘+‘AB’-’ of the semigroup S is 
block-diagonal like A but with the blocks circularly permuted, namely its diagonal is 
M;, M,,I, ..‘, IV,,, MI, . . ., b4_1. Moreover, any element of the semigroup S can be 
written as B”C. C- ,, . . . Cjm with m 30, using the relation B” = Ind. 
Suppose firs;’ that the zero matrix is an element of S. Then, since B is invertible, 
we have 0 == C;, CiZ . . C ,“,, and the left upper block is 0 = Mi,Mi, . . . A4im, which 
means that 0 is an element of T. Conversely, suppose that T contains the zero matrix, 
0 = A4i, M;, . . /Vim. Then let D, = C;, _j+l Ciz_;+l Ci,_j+l for 1 <j < II, where indices 
are taken modulo n. The matrix Dj is block-diagonal, and its j-th diagonal block is 
Mi, A4;? A4im = 0. Therefore, the product DjD2 D,, an element of S, is the zero 
matrix. 0 
Note. Theorem 1 was independently proved by Blonde1 and Tsitsiklis [2], using a 
nearly identical construction. They also studied the bounded version of the same 
problem (considering only products of bounded length, which of course makes the 
problem decidable), showing that it is NP-complete. Although it is not new, we 
present this proof here as it helps understanding the more difficult proof of 
Theorem 2. 
2.2. Zero in the right upper corner 
The same construction cannot be applied to prove a similar result for the existence 
of a zero in the right upper comer, using the undecidability result of [7]. However, this 
can be achieved with a somewhat more complicated construction, using 3 additional 
lines and columns. 
Theorem 2. Given two square matrices A’ and B’ with integer entries, it is undecidable 
whether the semigroup generated by {A’,B’} contains an element with a zero as the 
right upper corner entry. 
Proof. Given a semigroup T with n generators Ml, Mz, , M,, in dimension d, we 
construct as above the two matrices A and B of dimension nd. Let X and Y be, 
respectively, a row vector and a column vector of dimension d, defined by 
X=(1 0 ... O)andY= 
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so that XA4Y is the right upper comer entry of the matrix M, and let U and Y be 
respectively a row vector and a column vector of dimension nd defined by 
u=(x ... x) and 
We can now construct the matrices A’ and B’, of dimension nd + 3, by adding three 
lines and three columns to A and B: 
A’ = 
0 0 A V 
0 0 0 0 
Note the difference in the second diagonal entry. 
Let C’ be an element of the monoid generated by {A’, B’}. Then 
0 * * * 
cl= ( 0 2 0 * 0 0 c 1 ’ *  0  0 
where the *‘s represent unimportant values, C is an element of {A,B)*, and 1 is 1 if 
C’ is a power of B’, and 0 otherwise. 
Consider now any element of S’, the semigroup generated by {A’,B’}, other than 
the generators. It can be written as PC’Q, where P and Q are equal to A’ or B’: 
and C’ is an element of {A’, B’}*. The product expands to 
where the right upper entry is A+ UCV. If C’ is a power of B’, then C is a power of 
B, i = 1 and UCV = 0, hence the right upper entry of PC’Q is 1. Otherwise, I = 0 
and this comer entry is UCV = C:=, XN, Y where the Ni’s are the n d x d matrices 
that form the first block column of C. As in the proof of Theorem 1, we can write 
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C = Bk Cj, C,, Cim with m 2 1. The initial Bk only permutes lines, so the Ni’S are also, 
in a different order, the elements of the first block column of C,, Ci, . . . Cim, i.e. one 
of them is A4 = Mi,Mi,... Mi,n E T and the n - 1 others are zero blocks. Therefore 
the right upper comer entry of PC’Q is AMY, i.e. the right upper comer entry of M, 
which can be any element of T. This entry can be zero in S’ if and only if this is also 
the case in T. 0 
The difference of complexity between the two proofs is quite understandable. First, 
the presence of the zero matrix is a more natural property than the existence of a zero 
entry at a given position. The first and the last additional rows and columns in the 
proof of Theorem 2 are needed only to bring an eventual zero to this position. 
Second, the problem with the zero matrix could as well have been stated for monoids 
instead of semigroups. This is not the case for the zero in the comer problem, which 
is trivial for matrix monoids. To ensure that the comer entry of the identity matrices 
used in our permutation matrix B are never taken into account, we had to add the 
second additional row and column, with the diagonal entry A which is equal to 0 when 
only a power of B is considered. 
2.3. Dimension considerations 
Theorems I and 2 are stated for matrices of any dimension, but in fact we have 
shown that the problems are still undecidable when the dimension of the matrices is 
fixed, provided that it is larger than or equal to a certain value. This value depends on 
the number of generators needed to get an undecidable problem in dimension 3, which 
in turn depends on the size k of instances for which PCP is undecidable. 
The current state of the art [8] is that PCP is undecidable for instances of size k = 7. 
Consequently, in dimension 3, the freeness problem is undecidable for 2k + 4 = 18 
generators [5,3], the presence of the zero matrix is undecidable for 2k + 1 = 15 
generators [9,3] and the existence of a matrix having a zero in the right upper corner 
is undecidable for k = 7 generators. 
In the proof of Theorem 1, we have transformed an instance with n generators of 
dimension d into an instance with 2 generators of dimension nd. Therefore, the zero 
matrix problem is undecidable for 2 generators of dimension 6k + 3 = 45. Similarly, 
the proof of Theorem 2 transforms an instance with n generators of dimension d into 
an instance with 2 generators of dimension nd + 3, therefore the zero in the comer 
problem is undecidable for 2 generators of dimension 3k + 3 = 24. 
These dimensions are probably far from optimal. The zero matrix problem with 2 
generators is decidable in dimension 2 (this is not very difficult to prove, observing 
that in a minimal-length zero product, non-invertible generators occur only as the first 
and last factors), but its decidability is currently open in dimensions 3 to 44. The 
decidability of the zero in the comer problem for 2 generators is open in dimensions 
2 to 23. 
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3. The zero element in a semigroup 
When talking about zeros in semigroups, one should be careful to indicate in which 
semigroup the considered element is a zero. This is why in the previous section we 
used the phrase “zero matrix” to refer to the zero of the semigroup of all matrices. 
Indeed, a matrix semigroup (i.e. a subsemigroup of the semigroup of all matrices) can 
have a zero element which is not the zero matrix. For instance, this is the case of the 
semigroup generated by a non-zero idempotent matrix. 
However, our undecidability result for the presence of the zero matrix in a two- 
generator matrix semigroup can easily be turned into an undecidability result for the 
existence of a zero element in such a semigroup. 
Theorem 3. Given two square matrices A and B with integer entries, it is undecidable 
whether the semigroup S generated by {A,B} has a zero element. 
Proof. Suppose that a decision algorithm exists. If the result of this algorithm is nega- 
tive, then S cannot contain the zero matrix, since it would then be the zero element. If 
the result is positive, then the zero element exists, and it can be effectively computed 
by testing every element of S until the zero is found. Indeed, this can be done since 
X is the zero element if and only if AX = X4 = BX = XB = X. Since the zero is 
unique, the zero matrix is in S if and only if the computed zero is indeed the zero 
matrix. This would then contradict Theorem 1. 0 
The same argument works also for the identity problem: an algorithm to decide the 
existence of a unit in a matrix semigroup can be turned into an algorithm to test the 
presence of the identity matrix. Unfortunately, no instance of the identity problem is 
known to be undecidable, although this problem seems at first very similar to other 
decision problems for matrices such as the freeness problem. 
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