Abstract-We consider the robust precoder design for multiuser multiple-input single-output (MU-MISO) systems where the channel state information (CSI) is fed back from the single antenna receivers to the centralized transmitter equipped with multiple antennas. We propose to compress the feedback data by projecting the channel estimates onto a vector basis, known at the receivers and the transmitter, and quantizing the resulting coefficients. The channel estimator and the basis for the rank reduction are jointly optimized by minimizing the mean-square error (MSE) between the true and the rank-reduced CSI. Expressions for the conditional mean and the conditional covariance of the channel are derived which are necessary for the robust precoder design. These expressions take into account the following sources of error: channel estimation, truncation for rank reduction, quantization, and feedback channel delay. As an example for the robust problem formulation, vector precoding (VP) is designed based on the expectation of the MSE conditioned on the fed-back CSI. Our results show that robust precoding based on fed-back CSI clearly outperforms conventional precoding designs which do not take into account the errors in the CSI.
I. INTRODUCTION
We consider a MU-MISO system or vector broadcast channel (BC), i.e., a multiple antennas transmitter and several single-antenna receivers. For this setup, dirty paper coding (DPC) schemes designed according to signal-to-interference-plus-noise ratio (SINR) criteria are able to approach the sum capacity [1] , [2] . Similar to [3] - [5] , these contributions, however, only consider the ideal case where the CSI at the transmitter is perfectly known. In the more practical case, where only an estimate of the CSI is available at the transmitter, the capacity region of the vector BC has not been found yet. First, the application of DPC is questionable, since it is unclear up to now how DPC can be used with erroneous CSI. Second, it is unclear how to systematically include the uncertainties in the SINR criterion (see the discussion in [6] and the attempt in [7] for statistical CSI).
As shown in [8] , the SINR and MSE achievable regions for MU-MISO systems are tightly related. Additionally, minimum MSE (MMSE) allows for a robust precoder design by considering a conditional expectation of the cost function [9] - [12] . Hence, we focus on the MMSE precoder design. By taking the expectation of the MSE conditioned on the available CSI, robust linear precoding (LP), robust Tomlinson-Harashima precoding (THP), and robust VP evolve from the MMSE designs for error-free CSI of LP in [13] , [14] , THP in [5] , and vector precoding (VP) in [15] , respectively.
Most of the work on precoding with erroneous CSI was motivated by a time division duplex (TDD) setup, where the transmitter estimates the CSI during the transmission in the opposite direction (e.g., [11] ). This approach, however, is difficult due to the need of very good calibration [16] . Contrarily, we focus on the more difficult case where the CSI is obtained by the receivers and fed back to the transmitter. In this case, calibration errors are estimated as being part of the CSI and, therefore, no special problems arise from calibration. Additionally, the feedback of CSI enables precoding in frequency division duplex (FDD) systems, where the transmitter is unable to obtain the CSI during reception, because the channels are not reciprocal. Since the data rate of the feedback channels is limited [17] , the CSI must be compressed. Moreover, when the CSI is not perfectly known by the receiver, it is a matter of discussion what kind of information has to be sent from the receiver to the transmitter and the way of recovering it at the transmitter side.
In order to properly design robust precoders for the MU-MISO system described in Section II, it is necessary to obtain an adequate statistical characterization of the errors in the fed-back CSI. The following sources of error are considered: channel estimation, truncation (rank reduction), quantization, and feedback channel delay. In the considered system, the observations of pilot symbols sent from all the transmit antennas enable the receivers to estimate their respective vector channels. These estimates are reduced to a low-dimensional representation by projecting them onto a basis depending only on the channel statistics which are assumed to be known also to the transmitter. In Section III-A, the joint design of estimation and rank-reduction based on an MMSE criterion is outlined (see [18] ). Since the delayed and truncated estimates are jointly Gaussian distributed with the channels, the analysis of the respective errors follows a conventional MSE approach [19] , as shown in Section III-B.
In Section III-C, the result obtained for the estimation, rank reduction, and feedback delay errors is extended by the quantization error, where a uniform scalar quantizer is assumed. This suboptimal quantizer has the advantage that it is not necessary to adapt it to changing channel statistics. Moreover, it leads to closed-form expressions for the mean and covariance matrix of the channel conditioned on the delayed, truncated, and quantized channel estimate that are necessary for the robust precoder design presented for the example of robust VP in Section IV. The MMSE receivers and the used training data are discussed in Section V. Simulations are presented in Section VI.
The K 2 K identity matrix is denoted by IK and 0K is a K-dimensional zero vector. We use E[], <(), =(), () 3 , () T , () H , tr(), det(), , 3, and kk 2 for expectation, real and imaginary part, complex conjugation, transposition, conjugate transposition, trace, determinant of a matrix, Kronecker product, convolution, and Euclidean norm, respectively. The ith element of a vector x x x is x i . If x x x 2 m is circularly symmetric complex Gaussian distributed with the mean x x x 2 m and the covariance matrix C C C x x x 2 m2m , we use the no-
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h results from the model in [21] .
Note that the channel h h h k [n] is stationary, because h h h w;k [n] is modelled to be stationary. Realistic channels are often non-stationary, e.g., the location of the receiver can change. Consequently, the channel covariance matrix must be tracked in real situations. As the estimation of the channel statistics is not in the focus of this correspondence, we assume that the channel statistics are perfectly known at the transmitter and the receiver, based on the assumption that the channel statistics change very slowly compared to the channel itself.
III. BAYESIAN MODEL FOR IMPERFECT CSI
The CSI errors result not only from estimation but also from compression by rank reduction, quantization, and feedback delay. In the following subsections, we will model the errors by the probability density function (PDF) of the channel vector conditioned on the fed-back coefficients that will be the basis of our robust precoder design.
A. Design of Channel Estimation and Rank Reduction
The vector y y y k [n] comprising the N tr pilot symbols received by user k in time slot n is passed through the estimator G G G k 2 d2N which also performs a rank reduction: 
. Note that we have included the constraint in (3) that the columns of V V V k are orthonormal. The filter G G G k can be found by setting to zero the derivative of the cost function w.r.
where it can be seen that G G G MMSE;k is decomposed into the ordinary MMSE channel estimator G G G MMSE-estim;k and V V V H k due to the projection onto the basis. Substituting the optimum G G G MMSE;k into the cost function of (3) yields MSE k (G G
Now, the optimization (3) only depends on V V V k . With the KKT conditions of (3), it can be shown that [18] V
i.e., the columns of V V To reconstruct the channel, the transmitter needs the basis V V V MMSE;k besides the fed-back coefficients. Since the channel statistics change very slowly compared to channel states, V V V MMSE;k can be fed back with a scheme as in [22] with negligible amount of feedback due to the possibility to spread this feedback over time. Alternatively, the channel covariance matrix can be estimated at the transmitter with a scheme as proposed in [23] to be able to compute the basis V V V MMSE;k . With either of the two methods, only the coefficients of the reduced rank approximation have to be sent frequently from the receiver to the transmitter to track the fast variations of the channel.
B. Estimation, Rank Reduction, and Feedback Delay Errors
Based on the MSE minimization of the previous subsection, the coefficients of the rank-reduced channel estimate have the diagonal covari-
When the transmitter processes L feedback vectors, the available channel information is given bỹ
where Di;i = 1;...;L, is the delay expressed as the number of slots for the ith vector.
With the properties of h h where we introduced 9 9 9 k = 8 8 
9 k + I L 8 8
respectively. In the sequel, we will denote C C 
C. Quantization Error
Although vector quantization (VQ) clearly outperforms scalar quantization (SQ) (see, e.g., [24] ), we employ SQ due to its simplicity in two aspects. First, the quantization operation has smaller complexity which is preferable, as the mobiles must quantize the CSI. Second, if the channel statistics change, the update of the codebook is simple and a negligible overhead for the communication between the respective mobile and the base station is necessary. Moreover, we restrict to uniform quantizers to be able to obtain closed-form expressions for the conditional moments necessary for the robust precoder design (see Section IV). From now on, we will drop the time index for notational brevity.
In Appendix A, it is shown that 
The first term comes from the erroneous knowledge about h h h k , if we had h h h k . But since onlyh h h Q;k is available, the variance of the error increases due to the second term.
IV. ROBUST PRECODER DESIGN
Based on the model for the uncertain knowledge about the channel at the transmitter expressed by the conditional PDF obtained in the previous section, a robust precoder is designed in the sequel. This goal is achieved by extending the classical precoder optimizations with a mean with respect to the channel conditioned on the fed-back information. A similar problem was considered for THP design in [10] and [11] and for linear precoder design in [12] , where the reciprocity of the channel in a TDD system was exploited. Although a precoder design with different weights would lead to a better performance, we use the restriction in the precoder design that all receivers employ the same weight. Contrary to the case with different weights, this restriction in the design leads to a solution in closed form and enables to see how the conditional mean introduces a regularization of the solution that makes it robust to CSI errors. Nevertheless, as explained in Section V, the receivers apply an MMSE weight afterwards to correct the phase and the amplitude of the received signals prior to detection. Therefore, there is a slight mismatch between the receivers model for the precoder design and the final system receivers.
When taking the conditional mean of the MSE, we need the conditional moments [see (14) and (15) 
A. Vector Precoding
As an illustrative example for the robust precoder design, we discuss the design of VP based on the conditional mean of the sum MSE. When the receivers are equipped with modulo operators as in Fig. 1 , the transmitter has the freedom to add a perturbation signal a a a 2 K + j K to the data signal u u u prior to the linear transformation with the precoder F F F , where denotes the constant associated with the modulo operator M(). The freedom of adding a a a is optimally exploited by VP [15] , [25] , whose robust MMSE optimization reads as (18) 
V. MMSE RECEIVER AND TRAINING SYMBOLS
Due to the errors in the CSI at the transmitter, it is impossible that the precoding operation completely suppresses the interference between the data streams. Additionally, using the common weight g at the receivers [or even for different weights g 1 ; . . . ; g K in the optimization (see Fig. 1 ).
The estimation of c y;k is straightforward, i.e., it can be found via averaging over time, but the estimation of c k is more delicate because it depends on the precoder type being used. For robust vector precoding, we have
Similarly, c Rlin; 8 01 (see [5] ). It is apparent that the receivers are unable to compute c k because neither the precoder nor the perturbation signal are known to the receivers. We propose to precode the training symbols such that the overall channel, i.e., the combination of the channel and the precoder in the training channel, is equal to c k . For example, the dedicated pilot symbols for receiver k are precoded with F F F RTHP C C C v v v(IK 0 B B B)P P Pe e e k for robust THP.
As a consequence, the proposed system with robust precoding can be implemented using two training signals. First, dedicated pilot signals are sent to each receiver to allow an estimation of the channel and precoder combination. This estimate is necessary for the receiver's MMSE design which corrects the phase and the amplitude of the received signal. Second, distinct common pilot signals must be transmitted from the transmit antennas to enable an estimation of the channel vectors at the single-antenna receivers. With these channel vector estimates, the receivers can find the channel covariance matrices via time averaging. Since the channel covariance matrix changes slowly, the rank-reduction basis changes slowly [see (5) and (6)] and the feedback of the basis only uses little resources in the feedback channel. Whenever the CSI must be fed back to the transmitter, the receiver computes the coefficients via the projection onto the rank-reduction basis and transmits the index found by the quantizer to the transmitter.
VI. SIMULATIONS
Performance is evaluated in terms of uncoded bit error rate (BER) versus signal-to-noise ratio (SNR) for a MU-MISO system with N = 4 antennas at the transmitter and K = 4 single antenna users. We averaged over 100 channel covariance matrices with 5000 channel realizations per scenario and 50 QPSK modulated symbol vectors per channel realization. The channel estimation is based on N tr = 6 common pilot symbols and the respective errors are considered in the robust design. Rank reduction is applied and only d = 2 complex coefficients are transmitted through the feedback channel. The feedback delay is D = 2 slots, the receivers move with 10 km/h, the slot period is f slot = 1500 Hz, and the center frequency is 2 GHz. The channel statistics result from the 3GPP spatial channel model in [21] . We assume an error-free estimation in the dedicated pilot channel (see Section V).
In Fig. 2 , robust LP, robust THP, and robust VP based on the feedback of 12 bits per user are compared for the urban microcell (lowest correlations), the urban macrocell, and the suburban macrocell environment (highest correlations). Since the proposed feedback scheme relies on the correlations of the channel, all three precoding schemes gain from higher correlations. With the robust design, LP is always outperformed by THP and VP leads to the best BER performance for any environment and SNR. However, the gain of VP w.r.t. THP is small taking into account the high complexity of the search (20) . Thus, we focus on the suboptimal THP in the sequel.
The influence of the number of fed-back bits on the performance of non-robust and robust THP based on the proposed feedback scheme is shown in Fig. 3 In contrast, the proposed scalar quantization is just a rounding operation per real and imaginary part of every coefficient. As expected, Fig. 3 shows that all schemes gain from an increasing number of fed-back bits. Except for N bit = 4, RVQ outperforms the proposed scheme with rank reduction and scalar quantization at moderate and high SNR. The BERs of the non-robust precoders increase with the SNR in the high SNR regime, since the CSI errors are neglected in the design. As can be inferred from the results in [15] , [25] , an uncoded BER of 10 01 suffices to have a coded BER below 10 05 using simple turbo codes. Therefore, the considered schemes do not work for N bit = 4. For N bit = 8, the non-robust design fails to reach the target BER of 10 01 contrary to the proposed robust design. For N bit = 12, the proposed scheme with SQ reaches the BER of 10 01
nearly at the same SNR as the RVQ scheme.
VII. CONCLUSION
In this correspondence, we have investigated the robust precoder design based on fed-back CSI for a MU-MISO system. The robust design has followed a Bayesian formulation where four sources of errors have been considered: channel estimation, rank reduction, scalar quantization, and feedback delay. The robust VP solution has been presented which can easily be transformed into the robust LP and robust THP solutions. Additionally, we have briefly discussed the problem of equalizer design in a broadcast setup. The simulations have shown that the proposed feedback scheme with SQ is competitive with RVQ schemes although the complexity for SQ is much smaller than that for VQ. Moreover, the robust precoders based on the Bayesian formulation outperform the non-robust designs.
APPENDIX A CHANNEL PDF CONDITIONED ON FED-BACK DATA
According to Bayesian theory, we have that Substituting f h h h (h h h k ), (22) , and this result into (21) gives (13) . where k;i (b) is defined in (25) .
APPENDIX B RECTANGULAR MULTIVARIATE GAUSSIAN

