ABSTRACT. In this work, we consider the existence of nonoscillatory solutions of variable coefficient higher order linear neutral differential equations with distributed deviating arguments. We use the Banach contraction principle to obtain new sufficient conditions, which are weaker than those known, for the existence of nonoscillatory solutions.
Introduction
In this work, we study the higher-order neutral functional differential equations with distributed deviating arguments of the form Recently, there has been an interest in establishing the nonoscillatory behavior of first, second and higher order neutral functional differential equations. The existence of nonoscillatory solutions of first-order linear neutral delay differential equations of the form
have been investigated by Zhang et.al. [1] . The existence of nonoscillatory solution of second-order linear neutral delay differential equation of the form
has been studied by Kulenović and Hadžiomerspahić [2] , which were extended higher-order linear neutral delay differential equation of the form d
by Y. Zhou and B. G. Zhang [3] . We refer the reader to the papers [4] [5] [6] for recent contributions concerning the distributed deviating arguments and books [7] [8] [9] [10] [11] .
Here we give sufficient conditions for the existence of a nonoscillatory solution of (1.1). We present four theorems for Eq. (1.1) depending on the range of the coefficient P (t).
Let m = max{b, d, τ }. By a solution of Eq. (1.1) we mean a function x ∈ C([t 1 − m, ∞), R), for some t 1 t 0 , such that x(t) + P (t)x(t − τ ) is n times continuously differentiable on [t 1 , ∞) and such that Eq. (1.1) is satisfied for t t 1 .
As is customary, a solution of Eq. (1.1) is said to be oscillatory if it has arbitrarily large zeros. Otherwise the solution is called nonoscillatory.
Main results
For simplicity let us assume
Ì ÓÖ Ñ 2.1º Assume that 0 P (t) p < 1 and 
sufficiently large such that
where M 1 and M 2 are positive constants such that
Let Λ be the set of all continuous and bounded functions on [t 0 , ∞) with the sup norm. Set
Consider the operator
Clearly T x is continuous. For t t 1 and x ∈ A, using (2.3) we have
and taking (2.4) in to account, we have
These show that T A ⊂ A. Since A is a bounded, closed, convex subset of Λ, in order to apply the contraction principle we have to show that T is a contraction mapping on A. Thus, if x 1 , x 2 ∈ A and t t 1 ,
which implies with the sup norm that
Thus, we see that T is a contraction mapping on A and therefore there exists a unique solution, obviously a positive solution of (1.1), x ∈ A of T x = x. This completes the proof of Theorem 2.1.
Ì ÓÖ Ñ 2.2º Assume that 1 < p P (t) p 0 < ∞ and that (2.1) holds, then (1.1) has a bounded nonoscillatory solution.
P r o o f. In view of (2.1), we can choose a t 1 > t 0 ,
where M 3 and M 4 are positive constants such that
Define a mapping T : A −→ Λ as follows
Clearly T x is continuous. The remaining part of the proof is similar to that of Theorem 2.1, therefore it is omitted. This completes the proof of Theorem 2.2.
Ì ÓÖ Ñ 2.3º Assume that −1 < p P (t) < 0 and that (2.1) holds, then (1.1)
has a bounded nonoscillatory solution.
P r o o f. Because of the hypotheses, we can choose a t 1 > t 0 sufficiently large satisfying (2.2) such that
where M 5 and M 6 are positive constants such that
Consider the operator T : A −→ Λ defined by
Clearly T x is continuous.The remaining part of the proof is similar to that of Theorem 2.1, therefore it is omitted. Thus the proof of Theorem 2.3 is complete.
Ì ÓÖ Ñ 2.4º Assume that −∞ < p 0 P (t) p < −1 and that (2.1) holds, then (1.1) has a bounded nonoscillatory solution.
P r o o f. By using (2.1) one can choose a t 1 > t 0 sufficiently large satisfying (2.5) such that
where M 7 and M 8 are positive constants such that
Clearly T x is continuous. The remaining part of the proof is similar to that of Theorem 2.1, therefore it is omitted. Thus the proof of Theorem 2.4 is complete. and note that n = 3, P (t) = e −t −1 e 2 , q 1 (t, ξ) = ξe −(t+ξ) and q 2 (t, µ) = e −(t+µ) .
A straightforward verification yields that the conditions of Theorem 2.3 are satisfied. We note that x(t) = exp(−t) is a nonoscillatory solution of (1.1).
