ABSTRACT This paper presents the parametric design approach to the second-order quasi-linear (SQ) systems by using dynamic compensator and multi-objective optimization. Based on the solutions to a type of the second-order generalized Sylvester equations (SGSEs), the generally parametric form of the dynamic compensator is established, the completely parameterized expressions of left and right eigenvector matrices are obtained, and it also provides two groups of arbitrary parameter matrices. With the parametrized method, the closed-loop system is converted into a linear constant one. Simultaneously, it also investigates a novel technique to multi-objective design and optimization. Multiple performance indexes, such as regional pole assignment, low sensitivity, disturbance attenuation, robustness degree, and low gains, are formulated by arbitrary parameters. Based on the above indexes, robustness criteria and low gain criteria can be expressed by a synthetic objective function which includes each performance index weighted. By using the degrees of freedom (DOFs) in arbitrary parameters, a dynamic compensator can be established by solving a multi-objective optimization problem. Finally, the spacecraft rendezvous problem is proposed to verify the feasibility and effectiveness of the parametrized approach.
I. INTRODUCTION
As we all know, second-order nonlinear system represents the dynamical performances of most physical systems in the real-world, thus, it is widely applied in various practical applications, such as multi-agent systems [1] , [2] , DC-DC converters [3] , networked Lagrangian systems [4] , and so on [5] , [6] . Actually, SQ system is a type of special secondorder nonlinear system, that is, the system maintains the essential properties of nonlinearity, but can be written in linear format. A representative example is that three-link planar manipulator is modeled as [7] M θ (θ )θ + C(θ,θ )θ + G θ (θ ) = u θ + F T θ µ, moreover, attitude control [8] , spacecraft rendezvous [9] , etc., also can be regarded as the successful applications of SQ system. In the past studies, there is a string of achievements
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for quasi-linear system [10] - [13] . In these researches, Duan creatively puts forward the parameterized method which solves the basic control problem and realizes the performance optimization by using the degrees of freedom in parameters, which opens up the whole new field of research [14] , [15] . However, these results aim at first-order quasi-linear systems. Further, Gu et al. expand parametrized approach to SQ systems, which avoids the ill-conditioned matrices and guarantees the original physical meaning [16] . Noteworthy, the significant merits of parametric method are as follows. Firstly, it simplifies the computational complexity and reduces the difficulties when implementing controller. Secondly, it converts the closed-loop system into a linear constant one with expected eigenstructure. Thirdly, it can provide the flexibility in design process because of the DOFs in arbitrary parameters.
Nevertheless, we can clearly know that the general technique in the above references [14] - [16] is to design state feedback or static output feedback through parametric method.
Its inconveniences focus on two aspects. On the one hand, due to the complex and varied work condition on site, the state variables cannot be all measured such that it is difficult to implement the state feedback. On the other hand, static output feedback cannot configure all poles arbitrarily, which results in that the control effects of static output feedback controller are limited. Hence, we design a dynamic output feedback controller, called dynamic compensator, to deal with the above flaws. For dynamic compensator, there exists a series of achievements [17] - [21] . However, these approaches all aim at first-order systems rather than second-order systems, and are also inflexible and without DOFs in design process. In this study, the degrees of freedom can be increased because of the high order provided by dynamic compensator such that we can achieve the multi-objective design, which is also the benefit of parametric method.
Note that optimization has become an essential problem to be urgently solved when implementing the basic requirements of control systems. In practical engineering, multi-objective control problems are difficult and remain mostly open to this date. Therefore, a large number of works have been devoted to multi-objective optimization methods. For example, Lim et al. consider a novel surrogateassisted multi-objective optimization algorithm to optimize the torque amplitude, torque ripple, and magnet usage simultaneously for IPMSM, which can reduce the noise, vibration, and cost [22] . Hashem et al. present a divide and conquer technique to realize multi-objective optimization based on the solution to the Pareto front, under this method, a more intuitive and more high-speed procedure can be obtained to handle conflict design objectives for a plug flow reactor [23] . Zhou et al. transform MTMV problem into a multiobjective optimization problem and present a cooperative multi-objective quantum-behaved particle swarm optimization algorithm, which is better than other machine-learning algorithms, to solve the multi-objective optimization problem [24] . For more see other relative references [25] , [26] , the most notable fact is that variables to be optimized in the above methods possess physical meanings such that it can be only optimized in a given region, that is, local optimal solution. However, in this paper, these variables to be optimized are arbitrary parameters provided by the proposed parametric approach, which have no physical meanings, therefore, the optimized interval is greatly expanded such that it is a benefit to find a globally optimal solution.
This study presents a parametric design technique to SQ systems based on dynamic compensator and multi-objective optimization. This parametrized method applies the solution of SGSEs [27] , [28] , also lets closed-loop system have a linear constant eigenstructure. More specifically, the parametric technique aims to implement a linear constant closedloop system with anticipant eigenstructure decided by an arbitrarily constant matrix which has expected closed-loop eigenvalues, and gives the generally parametrized expressions of left and right closed-loop eigenvector matrices, it also provides two groups of arbitrary parameters, then, the generally explicitly parametric form of dynamic compensator is established with respect to and arbitrary parameters. Further, a multi-objective optimization is also investigated, which utilizes the degrees of freedom in parameters to optimize a synthetical objective function containing each design objective weighted, an approximately globally optimal solution can be obtained easily to solve conflicts among design objectives and to reduce the difficulties when implementing dynamic compensator.
The main contributions of the present work are highlighted in the following three aspects. Firstly, the proposed work puts forward a parametric technique to convert the closed-loop system into a linear constant one with anticipant eigenstructure and gives the DOFs in arbitrary parameters in design process. Secondly, we design a type of dynamic output feedback controller, called dynamic compensator, which can effectively deal with the drawbacks of state feedback and static output feedback. Thirdly, we also investigate a novel method to multi-objective design and optimization such that it is benefit to realize the control requirements of industrial applications. The most momentous advantage is that the variables to be optimized are without physical meanings such than the optimization interval is greatly expanded, which can be easy to implement a globally optimal solution.
The remainder of this paper is divided into the following sections. In Section II, we present the problem formulation of parametric technique to SQ systems by dynamic compensator, and also give some assumptions and lemmas. A string of preliminary preparations to solve the parametrized design problem is provided in Section III. Section IV provides the completely generally parametric form of dynamic compensator aiming at SQ systems in two cases. Further, a multi-objective optimization problem is considered in Section V, which utilizes the DOFs in parameters provided by parametrized approach to formulate the robustness criteria and low gain criteria, and the general procedure to solve the problem of dynamic compensator and multi-objective design based on eigenstructure is also given. In Section VI, a spacecraft rendezvous problem is proposed to verify the parametric approach is feasible. Section VII summarizes the proposed work and prospects the future work.
II. PROBLEM FORMULATION
In this study, we investigate a class of SQ systems as follows
where x ∈ R n , u ∈ R r , y i ∈ R m i , i = 0, 1 and m = m 0 + m 1 respectively indicate the state vector, the control input and the measured output, A 2 (θ, x), A 1 (θ, x), A 0 (θ, x) ∈ R n×n , B(θ, x) ∈ R n×r and C i (θ, x) ∈ R m i ×n , i = 0, 1 are the coefficient matrices of system (1), and are also piecewise continuous functions of x and θ , where θ is a time-varying parameters satisfying
where is a compact set.
are uniformly bounded in relation to x and θ .
Assumption 3:
For the SQ system (1), design a dynamic compensator as Generally, the SQ system (1) using the dynamic compensator (3) is equivalent to
where
meanwhile,
Then, the closed-loop system can be obtained as
wherē
based on Equation (5), the closed-loop system (19) can be transformed into the following first-order onē
.
Corollary 1:
Given the SQ system (20) , T c (θ, x) and V c (θ, x) in Lemmas 1 and 2, we have
if and only if
with
and
Hence, the above Problem 1 can be converted into the following Problem 2.
Problem 2 (DC-II): Given the SQ system (17) and an arbitrarily constant matrix , exist the left and right eigenvector matrices T c (θ, x) and V c (θ, x), and obtain the static output feedback gain matrices K 0 (θ, x) ∈ R (r+p)×(m 0 +p) and
III. PRELIMINARY RESULTS

A. RIGHT COMPRIME FACTORIZATION
A pair of right comprime factorization (RCF) for the SQ system (1) is given as
where A(θ, x, s) is defined in Equation (2) , and
Then, N (θ, x, s) and D(θ, x, s) can be written as
Another pair of RCF is also given as
where 
Then, H (θ, x, s) and L(θ, x, s) can be written as
Lemma 3: Given the SQ system (1) satisfying Assump-
are two groups of polynomial matrices satisfying RCFs (26) and (28), letN
B. SOLUTION TO SECOND-ORDER GENERALIZED SYLVESTER EQUATIONS
TakingĀ c i (θ, x) into Equation (21), we possess
then, Equations (33) and (34) can be transformed into the SGSEs
be two pairs of polynomial matrices satisfied RCF (32), the generally parametrized expressions of for (38) and (39) can be provided as
where Z b ∈ C (m+2p)×2(n+p) and Z c ∈ C (r+p)×2(n+p) represent the freedom degrees in these solutions.
IV. SOLUTION TO PROBLEM DC A. CASE OF ARBITRARY
Based on the above deduction, we provide the following Theorem to deal with the Problem 2 (DC-II).
be two pairs of polynomial matrices satisfied RCFs (26) and (28) 
where (44) 2. When satisfying the above condition, the left and right eigenvector matrices T c (θ, x) and V c (θ, x) can be obtained as
, and
3. Based on the above deduction, the generally parametrized solutions of the static output feedback gain matrices K 0 (θ, x) and K 1 (θ, x) can be obtained as
Proof. First of all, takingĀ c 1 (θ, x) and W b1 (θ, x) into Equation (22), we possess
combining Equations (53), (23) and (24), we have
substituting the parametric solutions (40) and (41) given in Lemma 4 into Equation (54), we possess
Therefore, Equation (55) can be written as Equation (42), thus, the first conclusion is proven. Then, the parametrized solutions
are given in Lemma 4 (see [27] , [28] ), and considering Equation (30) , V (θ, x) can be written as
so, Equation (48) is proven, similarly, we can prove Equation (47), thus, the second conclusion is proven. Finally, based on Lemma 4 and Equation (30) , W c (θ, x) can be written as
then, Equation (52) is proven, similarly, we can obtain Equation (51) easily. Note that the condition for Equations (49) and (50) to be held is that we need to prove Equations (35) and (36) 
From Equation (22), we have
combining Equation (24), we possess
thus, the third conclusion is proven.
With the above deduction, the proof of Theorem 1 is completed.
B. CASE OF DIAGONAL
In practical systems, the matrix is usually chosen to be a diagonal one as follows
where λ i ∈ C − , i = 1, 2, . . . , 2(n + p) are a set of selfconjugate complex poles. In this situation, the generally parametric solutions (40) and (41) can be written as
where z b i ∈ C m+2p and z c i ∈ C r+p . Further, Equations (47), (48) and (51), (52) can be given as follows
where z b0 i ∈ C m , z b1 i , z b2 i ∈ C p and z c0 i ∈ C r , z c1 i ∈ C p are two groups of arbitrary parameter vectors representing the degrees of freedom in these solutions.
In this case, we present the following Theorem to deal with the Problem 2 (DC-II). 
2. When satisfying the above condition, the left and right eigenvector matrices T c and V c can be obtained as
3. Based on the above deduction, the generally parametrized solutions of the static output feedback gain matrices K 0 (θ, x) and K 1 (θ, x) can be obtained in Equation (49) or (50).
Proof. According to Theorem 1, when the matrix is chosen in the diagonal form of Equation (61), the parametric matrices T (θ, x), W b (θ, x) and V (θ, x), W c (θ, x) can be the form of columns given in Equations (62)-(65). It is easy to prove the Theorem 2.
V. MULTI-OBJECTIVE OPTIMIZATION BY UTILIZING DEGREES OF FREEDOM IN PARAMETERS
Multi-objective optimization is considered because there are often a great number of conflicting design objectives in multiple variables control system design. In this study, we successfully solve the Problem 2 (DC-II) through Theorems 1 and 2, further, there are degrees of freedom in arbitrary parameters provided by the parametric approach, which can be utilized to improve the comprehensive performances of closed-loop system.
A. REGIONAL POLE ASSIGNMENT
We aim to locate these eigenvalues λ i , i = 1, 2, . . . , 2(n + p) in an admissible set to satisfy the practical requirements of control systems. Actually, if placing these closed-loop eigenvalues within a small interval around the expected location, it can reduce the difficulties and improve flexibility when implementing controller. Generally, we choose the form λ i < λ i < λ i , where λ i , λ i ∈ C are the lower and upper bound. Then, the closed-loop eigenvalues can be defined as [29] 
which shows that all closed-loop eigenvalues can utilize arbitrary parameters to move in the region of s-plane defined by the lower and upper bounds during the design process, that is, the arbitrary parameters play an important pole in defining the location of closed-loop eigenvalues. Thus, parameter vectors z c i , i = 1, 2, . . . , 2(n + p) become decision variables in the multi-objective optimization problem.
B. ROBUSTNESS CRITERIA 1) LOW SENSITIVITY
In order that maintaining the stability robustness and performance robustness when parameters perturbations, a general method is to minimize the sensitivity function of closedloop eigenvalues, under general circumstances, we choose the overall eigenvalues sensitivity as [30] 
which gives an overall measurement of the condition for eigen-problem.
2) DISTURBANCE ATTENUATION
Considering the influence of non-modeled dynamics and external disturbances on closed-loop system, a bounded disturbanceḠw(t) is led into closed-loop system as
for the above system, we can obtain the relation of Y and w(t)
based on H 2 control theory, the value of Y w (θ, x, s) 2 can be exploited to measure the effort of disturbance on output. According to the disturbance attenuation theories [32] , we can clearly know that
where ϒ = υ ij 2(n+p)×2(n+p) , and
Thus, we choose the following index
3) ROBUSTNESS DEGREE
Consider a matrix measure µ( ) as
where ∈ C n×n , for system (20), we can transform it into a nominal system aṡ
then, we define robustness degree as [33] ρ
which quantitatively indicates that the ability of system to overcome model errors, nonlinear terms, external disturbances and other uncertainties. Through the above equation, we can clearly see that the robustness degree is related to coefficient matrices of system and output feedback gain matrices. Thus, we choose
Based on the above deduction, we establish an object function as
which expresses the robustness of closed-loop system.
C. LOW GAIN CRITERIA 1) LOW CONTROL GAIN
As we know, low control gain is an important index when designing controller. Under the low control gain, the series amplifier can be reduced and it is difficult to produce selfoscillation, which is benefit for physical realization. Thus, we choose the following index as
2) LOW COMPENSATION GAIN From Equations (3) and (4), we can know that consumption of energy is depended on compensation vectors. It is noteworthy that the smaller the compensation vector, the less energy consumed. To further reduce the energy loss during transient process, we choose the following index
Based on the above deduction, an object function can be established as
which can be used to express the low gain of dynamic compensator. In summary, a synthetic object function can be formulated as
which indicates the comprehensive performance of control system. Further, a multi-objective optimization problem can be established as
(43), (62), (69). (77)
D. GENERAL PROCEDURE
Based on the results of Sections IV and V, we give the general procedure to deal with the design problem of dynamic compensator (3) to second-order quasi-linear systems (1).
Step 1: Design an arbitrary matrix with expected eigenstructure.
Generally speaking, we choose the arbitrary matrix to be a diagonal one. Based on the pole assignment theory [34] - [36] , it is required that is a Hurwitz matrix, that is, all closed-loop eigenvalues should be located in the left-half s-plane
which satisfies Equation (61).
Step
2: Obtain tow groups of RCFs N (θ, x, s),D(θ, x, s) and H (θ, x, s),L(θ, x, s) .
From Equation (32), two groups of solutions can be given by
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Step 3: Establish a multi-objective problem. According to practical requirements of control systems, establish optimization objectives as
then, an objective function indicating the comprehensive performance can be formulated as
where ε i ∈ [0, 1], i = 1, 2, . . . , l are weight coefficients satisfying
Then, establish a multi-objective optimization problem in the following form min J , s.t. (43), (62), (69), (80), (80) it is noted that the optimization problem is related to the design parameters Z b , Z c and .
Step 4: Find parameters. By seeking the optimal or sub-optimal parameters Z b , Z c and to solve the above multi-objective optimization problem (80), we can realize a satisfactory performance for practical engineering.
Step 5: Compute the output feedback gain matrices K 0 (θ, x) and K 1 (θ, x) and achieve the coefficient matrices of dynamic compensator (47), (48), (51), (52) or (62)- (65), K 0 (θ, x) and K 1 (θ, x) are computed by Equation (49) or (50), further, these coefficient matrices
VI. EXAMPLE -SPACECRAFT RENDEZVOUS PROBLEM
Consider spacecraft rendezvous system [16] shown in Figure 1 , its mathematical model can be written as
where k = µ/(Rω 2 ) 3 2 is a constant value. Actually, the x − z subsystem and the y subsystem are independent. In order to verify the feasibility and effectiveness, we choose the x − z subsystem then, the system (82) can be transformed into the following form
Design a dynamic compensator in the form of Equation (3), let p = 2, then, we can obtain the closed-loop system like Equation (4) . Meanwhile, a bounded disturbanceḠw(t) is led into asḠ (26) and (28), two groups of solutions can be obtained for system (84) as 
Based on RCFs
choose
based on Equation (48), we have 
according to Equation (52), we obtain W c (θ, q), as shown at the bottom of the previous page. Further, based on Equation (42) 
, as shown at the bottom of this page. Then, based on Equation (49) or (50), we possess K 0 (θ, q) and K 1 (θ, q) in Equation (88) 
by using controller (88) Then, based on Equation (49) or (50), we possess K 0 (θ, q) and K 1 (θ, q) in Equation (93) 
C. SIMULATION AND COMPARISON
Choose the initial values as
we possess the following Figures 2-11 . From Figures 2-5 , the optimized dynamic compensator leads to a better transient performance than non-optimized dynamic compensator. In Figures 6-11 , we can clearly see that the compensation vectors and control signals provided to optimized dynamic compensator are smaller than that of non-optimized dynamic compensator, which means that can utilize less energy to implement a better performance. The closed-loop system is always stable whether the dynamic compensator is optimized or not, which is an obvious advantage of the parametric method. Let J n represent the non-optimized index and J o represent the optimized index, we have J n = 5294.5906, J o = 57.6941, J o < J n , which means that the comprehensive performances of closed-loop system have been significantly improved through multi-objective optimization.
VII. CONCLUSIONS
In this study, a parametric technique is put forward to design dynamic compensator for SQ systems, this presented technique gives the generally parametric form of a dynamic compensator decided by matrix which contains expected closed-loop eigenvalues, meanwhile, providing the completely parametrized expressions of the left and right closedloop eigenvector matrices. A vital result of the dynamic compensator is that we transform the closed-loop system into a linear constant one with anticipant eigenstructure. Simultaneously, two groups of parameters Z b and Z c are obtained to establish some performance indexes. Based on these performance indexes, a synthetic objective function is formulated to express the robustness criteria and the low gain criteria. By utilizing the degrees of freedom in Z b and Z c to realize the multi-objective optimization, an optimized dynamic compensator can be found to satisfy the robustness criteria and the low gain criteria such that it can implement a string of practical requirements of control systems. The contribution of such a dynamic compensator for spacecraft rendezvous problem, attitude control of combined spacecrafts and other practical applications can be momentous.
In the future, the major work focuses on three aspects. Firstly, the proposed results will be extended to high-order quasi-linear systems. Secondly, the minimal-order problem of dynamic compensator will be investigated, which can simplify the computation and physical implementation. Finally, a unified multi-objective design idea to tackle the multiobjective optimization problem will be considered. 
