Abstract. An H-function with complex parameters is defined by a Mellin-Barnes type integral. Necessary and sufficient conditions under which the integral defining the H-function converges absolutely are established. Some properties, special cases, and an application to integral transforms are given.
Introduction. Let k(s) =
We remark that such a contour Λ c always exists. Geometrically, the poles of each gamma function in the numerator of k(s) lie on a half-line, and the conditions on Λ c ensure that the contour does not cut any of these half-lines.
We define the H-function with complex parameters as a Mellin-Barnes type integral, (see [2] The integral in (1.4) with complex p j (1 ≤ j ≤ P ), q j (1 ≤ j ≤ Q), but the parameters α j (1 ≤ j ≤ P ) and β j (1 ≤ j ≤ Q) are all real, was introduced in [13] and its theory was developed in [2, 12] . The conditions for its existence which are indicated in [4, Section 1.19] were first proved in [3] . Different conditions for the existence of the integral in (1.4), with real α j (1 ≤ j ≤ P ) and β j (1 ≤ j ≤ Q), for two contours other than Λ c , were given in [14, Section 8.3 .1] and [15] .
In a series of papers, Meijer [11] studied the properties of the function defined by (1.4) when α j = ±1, (1 ≤ j ≤ P ), and β j = ±1, (1 ≤ j ≤ Q). This function turned out to be a generalization of the generalized hypergeometric function p F q (z) (see [1, 4] ) and is called the Meijer G-function. In 1961, Fox [5] considered the integral (1.4) for real α j (1 ≤ j ≤ P ) and β j (1 ≤ j ≤ Q) as an example of a symmetric Fourier kernel. Subsequently, when α j and β j are restricted to be real numbers, the function defined by (1.4) was called the Fox H-function. It includes not only the G-function, but also functions such as the Mittag-Leffler function. The Meijer G-function and Fox H-function play an important role in applications and many works have been devoted to the study of those functions [4, 7, 8, 9, 10, 14, 15, 16] .
The H-function (1.4), where α j (1 ≤ j ≤ P ) and β j (1 ≤ j ≤ Q) are complex numbers, is not considered in the literature. In this case the gamma functions in the numerator of (1.4) have poles in many directions that are not necessarily horizontal. This case is interesting and important since many functions can be expressed as H-functions with complex parameters but not as H-functions in the classical sense.
We determine necessary and sufficient conditions (Theorem 3.2), intrinsically related to the parameters, under which the integral defining the H-function converges absolutely. The conditions we derive, naturally, reduce to those of the classical case where the α j 's and β j 's are real [4] . It is striking that the integral in (1.4) converges only if
Im β j = 0, or roughly speaking, if (α) P and (β) Q are almost "real" vectors. The integral may, in general, converge conditionally under weaker conditions. As examples of the H-function with complex parameters we list, in Section 5, some well-known integrals that are not special cases of the classical Fox H-function. In Section 6, we consider the H-function with complex parameters as a Fourier kernel of some integral transform.
In what follows, we determine sufficient conditions that enable us to compute the H-function as a sum of residues at the right or the left poles of k(s). There we compute the H-function in particular cases and give applications to integral transforms.
Asymptotic expansion of the integrand k(s). We write
On the other hand, we write f (z) g(z), as |z| → ∞, within the sector α ≤ arg z ≤ β, if there are positive constants W 1 and W 2 such that
In what follows, we use Arg w to denote the principal argument of w, that is, −π < Arg w ≤ π , and adapt the convention that Arg(0) = 0. 
where
Proof. We use the asymptotic expansion of the gamma function Γ (a + s) for |s| → ∞ and a being bounded, (see [4] ),
Observe that if z ≠ 0 and w are complex numbers, then If Re s ≥ 0 and Re α < 0, then replacing α and p in (2.7) by −α and 1−p, respectively, we obtain the asymptotic expansion of Γ (1 − p − αs), and since by the reflection formula of the gamma function, (see [4] ),
we obtain for Re s ≥ 0 and Re α < 0,
Now, suppose that Re α = 0 and Im α > 0. To study the asymptotic behaviour of |Γ (p+αs)|, as |s| → ∞, in the half-plane Re s ≥ 0, we consider separately this behaviour for s in the fourth and first quadrants.
(i) Im s < 0 (s is in the fourth quadrant). In this case Arg(p + αs) ≤ π − ε, and the expansion is
(2.10)
(ii) Im s ≥ 0 (s is in the first quadrant). In this case the expansion is
Combining (2.10) and (2.11) we obtain for Re α = 0 and Im α > 0;
If Re s ≥ 0, Re α = 0, and Im α < 0, then (2.12) with p and α replaced by 1 − p and −α, respectively, yields the asymptotic expansion of Γ (1 − p − αs), and with the aid of the reflection formula (2.8) we obtain for Re α = 0 and Im α < 0,
Combining (2.7), (2.9), (2.12), and (2.13) we obtain (2.2).
Applying (2.2) gives, as |s| → ∞ and Re
(2.14)
We obtain a similar expansion for | Q j=1 Γ (q j + β j s)|, as |s| → ∞ and Re s ≥ 0. Now, we are ready to obtain the asymptotic expansion of |k(s)|, but in order to simplify the expression we first observe that
Im α j Arg s
Re α j .
It is clear that Arg(αS(α, s) Re α) = Arg(α signRe α) Re α, for all α, and therefore
Re q j ,
Im q j Arg s 
Then, the integral 
Thus, (3.4) implies that
Similarly, since lim t→−∞ ϕ(t) = ∞, if α > 0 and I ≥ I 1 , we see that the integral (3.2) is divergent if α > 0. We have shown that (3.2) is divergent if α ≠ 0.
Suppose now that α = 0 and β < |γ|. If γ ≥ 0, then β − γ < 0, and therefore, lim t→−∞ ϕ(t) = ∞. If γ < 0, then β + γ < 0, and therefore, lim t→∞ ϕ(t) = ∞. Hence, as before, the integral (3.2) is divergent.
Suppose that α = 0, |γ| ≤ β, and p ≥ −1. In this case,
and hence, the integral (3.2) is divergent since
2 sin π q j − b j t dt = ∞, when γ ≤ 0,
If α = 0 and |γ| < β, then there is an A > 0 such that
Since | sin π(q j − b j t)| ≤ 1 + sinh 2 π Im q j , then (3.9) shows that
If α = 0, β = |γ|, and p < −1, then β|t|+γt = |γ||t|+γt ≥ 0 for all t and
The proof of Lemma 3.1 is now complete.
Theorem 3.2. Let k(s) be as in (1.1). Let c be an arbitrary real number satisfying (1.2), and let Ω c denote a contour from c − i∞ to c + i∞ not passing through any pole of the function k(s). If M and µ are as defined in (2.19) and (2.20), and if
Re β j , 14) where the path of integration Ω 0 is the horizontal shifting of the contour Ω c by c units. 
Proof. Making the change of variable s → s − c we see that
It, therefore, follows from (3.17) and (3.22) that
It is evident that Y (s) 1. Therefore, if s = it, t is a real number, then Lemma 2.2, formula (3.24), and the fact that (Im s) Arg s = (π /2)|t| show that, as |t| → ∞,
and since |t| (1 +|t|), as |t| → ∞, we obtain
Now, if s = it, t is a real number, and z ≠ 0, and arg z is an argument of z, then
Applying Lemma 3.1 gives the conclusion of Theorem 3.2. Because Λ c is a special case of the contour Ω c we have the following theorem. 
The change of variables s → s − γ gives
(4.2)
Reflection property.
We have
This follows easily from the fact that 
Examples. (a) It is clear from the definition that the Meijer G-function and Fox H-function are special cases of the H-function with complex parameters (1.4).
(b) In the formula 6.421.2 of [6] ,
1) and t, β are real; put x = −is, then
Thus, 
is a bounded integral transform from L 2 (R + ) onto itself, and the inverse transform has the form 
where f * is the Mellin transform of f .
Due to the assumption on k(s), and the fact that f 6) where the integral is understood in the sense of This completes the proof of the theorem.
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