Abstract A simulation based study on model fitting for sensory neurons from stimulus/response data is presented. The employed model is a continuous time recurrent neural network (CTRNN) which is a member of models with known universal approximation features. This feature of the recurrent dynamical neuron network models allow us to describe excitatory-inhibitory characteristics of an actual sensory neural network with any desired number of neurons. This work will be a continuation of [10] where the parameters associated with the sigmoidal gain functions are not taken into account. In this work, we will construct a similar framework but all parameters associated with the model are estimated. The stimulus data is generated by a Phased Cosine Fourier series having fixed amplitude and frequency but a randomly shot phase. Various values of amplitude, stimulus component size and sample size are applied in order to examine the effect of stimulus to the identification process. Results are presented in tabular and graphical forms at the end of this text. In addition a comparison of the results with previous researches including [10] will be presented.
Introduction

General Discussion
Theoretical and computational neuroscience is expected to be a major component of general neuroscience or neurobiology study in a near future. The signs of that developments first noted when the famous mathematical models such as Hodgkin-Huxley [15] , Fitzhugh-Nagumo [12] and Morris-Lecar [21] were developed and refereed several times by numerous researchers worldwide. These models can adequately describe the bursting behaviors of firing neurons. They are highly nonlinear models and their main state variable is the membrane potential. In addition they are more or less involves certain physical components such as channel conductances etc (except Fitzhugh-Nagumo which only has membrane potential as a physical component). In addition one also has firing rate based models [17, 20] which are thought to be of more truly a computational type. These are useful, if only the rate of firing and/or interspiking intervals (ISI) of the spikes are thought to be important in neural information coding [13] . The efficiency and usability of these models depend on the aim of the research and the limitations set by the simulation/experiment environment. In experiments related to computational neuroscience field, one such limitation may arise from the measurement capability. In vivo experiments, does not allow the real time measurement of the membrane potential. An attempt to achieve this will likely to interrupt the propagation of action potentials due to a change in the axial membrane physical properties at the location of electrode. There is even the risk of a damage to the neuron. So, a feasible and safe way to collect data from a living neuron (in vivo) can be the placement of an electrode at a nearby location and by that one is able to record the firing instants of the interested neuron. Only disadvantage in doing that is the lack of continuous time dependent data. Another tackling feature of the neural spiking phenomena is that, it is not a deterministic event. The stochasticity of the ion channels [14] and synaptic noise led to the fact that the data transmitted along the neurons is a stochastic process. In studies such as [24] , it can be noted that, this stochasticity of neural spiking obeys the famous Inhomogeneous Poisson Process at least for the sensory neurons. Those findings suggest the possible usage of a likelihood functions derived from point process theory [11, 3] . This likelihood is a function of parameters and temporal location of individual spikes. Such approaches are expected to provide a better identification results than direct usage of the Poisson Mass Function instead [8] . The latter only requires the number of spikes rather than their locations.
There are certain challenges in this research. First of all, we will most probably not be able to have a reasonable estimate just from a single spiking response data set as we do not have a continuous response data. This is also demonstrated in the related kernel density estimation research such as [22, 26, 25, 16] . From these sources, one will easily note that repeated trials and superimposed spike sequences are required to obtain a meaningfully accurate firing rate information from the neural response data. In a realistic experimental environment, repeating the trials with same stimulus profile will not be appropriate as the corresponding responses of the repeated stimuli are found to be attenuated.
Because of this issue, a new stimulus should be provided at each excitation. This can be provided by choosing a fixed amplitude and frequency but randomly shot phase angle for our Fourier Series stimulus. Secondly, in the likelihood estimation, the complete data from the beginning will be used in the likelihood optimization. This will be a computational challenge as a very large data will be accumulated in each computation step. When considering an experiment we collect the data only by providing a random stimulus entry to the animal (experiment subject) and record the spike counts and locations. As animal is not involved in the computational part of the random stimuli based experiments an high performance computing (HPC) facility can be involved without a need of any wet experimental element. In this research, we are employing the high performance computing facilities (TRUBA/TR-GRID) of the National Academic Information Center (ULAKBIM) of Turkish Scientific and Technological Research Institution (TUBITAK).
Previous Studies
This work is a fairly novel attempt. There are very few studies in the literature that have a similar goal. Some examples can be given as [2, 3, 5, 23, 27] . The work in [2] presents a system identification study based on maximum likelihood estimation of the internal parameters of an integrate and fire neuron model. Likelihood function is derived from firing probabilities through local Bernoulli approximation. [5] aims at the detection of the functional relationships between neurons. Rather than modeling an individual neuron, it involves a characterization of the neural interactions through maximum likelihood estimation. [23] is somehow similar to [2] . A thorough explanation of maximum likelihood explanation is presented with an application to a linear-nonlinear Poisson cascade and an integrate and fire model generalized linear model. It also presents a comparison with traditional spike triggered average estimator.
[27] presents a similar work to that of [2] and [23] with a different model. The model involve an estimation of a conditional intensity function modulated by an unobservable latent state-space process. Study also involves the identification of the latent process. Both estimation approaches are based on maximum likelihood method. [23] and [27] applies expectation maximization method in the solution of the maximum likelihood problems. For a more general discussion on the application of statistical techniques and their challenges in theoretical and computational neuroscience interested readers can apply to the reference [29] .
This research has some common grounds with [2] and [23] due to the application of maximum likelihood method to a neural network identification problem. However the model used in this research is quite different from the ones in those sources. Instead of an integrate and fire model we prefer a more general continuous time recurrent neural network due to their universal approximation capability which is expected to be an advantage to model a multi-cellular region of the nervous system. In addition their dynamical properties are closer to network models such as Hodgkin-Huxley or Moris-Lecar equations.
Research such as [6, 7] implements a generic neural network model which is of the a static feed-forward type. Based on all these, one can say that this study can be considered as a novel contribution to the neuroscience literature. In addition the work done in [2, 3, 5, 23, 27] are too elaborate in statistical theory with a very limited discussion on how to apply the theory to neuron modeling. This restricts the reproducibility of those research. This text concentrates also on how to apply the theory on the identification problem using computational tools such as MATLAB to increase its reproducibility.
Summary of This Work
In this research, we will perform a study similar to that of [10] . In that work, the parameters associated with the sigmoidal gain functions are assumed to be known. This brings a critical issue as in most of the cases the parameters of gain functions are not known or vaguely known. Because of that we will need to include them in the set of estimated parameters. This will increase the computational complexity but this difficulty can largely be solved thanks to the High-Performance-Computing facilities provided by TRUBA system. There will be total of 14 parameters to estimate. The mean values and percent errors of the estimates are presented in forms of tables whereas their variances are presented graphically to reveal its variation.
Materials & Methods
Continuous Time Recurrent Neural Networks (CTRNN)
The continuous time recurrent neural networks have a similar structure to that of the discrete time counterparts that are often met in artificial intelligence studies. These models can have any number of neurons and a mathematical model can be expressed as shown below [1] :
Like that of [10] , a second order CTRNN is examined in this work:
In the above the subscripts e refers to excitatory neurons (or neurons having excitatory synapses), i refers to inhibitory neurons (or neurons having inhibitory synapses). The definitions of the variables and parameters are given in the following table ( Table 1) . In the estimation studies, it will be easier if the time constants are moved to the right:
The functions g e (V e ) and g i (V i ) are sigmoidal gain functions and expressed as:
where e and i refers to the excitatory and inhibitory neurons respectively. The definitions of the parameters in (4) are presented in Table 1 . It should also be noted that, the weights in (3) are all assumed as positive coefficients and they have signs in the equation. So negative signs indicate that originating neuron is inhibitory (tend to hyper-polarize the other neurons in the network). 
Inhomogeneous Poisson spike model
The theoretical response of a neuron model will be the firing rate of excitatory or inhibitory neuron. In this research, we collect the data from excitatory neuron. So our response will theoretically be:
In the actual environment, the neural spiking due to the firing rate r e (t) is available instead. While introducing this research, it is stated that this spiking events conform to an inhomogeneous Poisson process which is defined below:
where
is the mean number of spikes based on the firing rate r e (t) which varies with time, and N (T ) indicates the cumulative total number of spikes up to time T , so that N (t + ∆t) − N (t) is the number of spikes within the time interval [t, t + ∆t). In other words, the probability of having k number of spikes in the interval (t, t + ∆t) is given by the Poisson distribution above. Consider a spike train (t 1 , t 2 , . . . , t K ) in the time interval (0, T ) (here 0 ≤ t 1 ≤ t 2 ≤ . . . ≤ t K ≤ T so t and ∆t become t = 0 and ∆t = T ). Here the spike train is described by a list of the time stamps for the K spikes. The probability density function for a given spiking train (t 1 , t 2 , . . . , t K ) can be derived from the inhomogeneous Poisson process [11, 3] . The result reads:
This probability density describes how likely a particular spike train (t 1 , t 2 , . . . , t K ) is generated by the inhomogeneous Poisson process with the rate function r e (t, x, θ)., Of course, this rate function depends implicitly on the network parameters and the stimulus used.
Maximum Likelihood Methods and Parameter Estimation
The network parameters to be estimated are listed below as a vector:
which includes the time constants and all the connection weights in the excitatory-inhibitory network of (3). The maximum-likelihood estimation of network parameters is based on the likelihood function given by (8) , which takes the individual spike timings into account. It is well known from estimation theory is that maximum likelihood estimation is asymptotically efficient, i.e., reaching the Cramér-Rao bound in the limit of large data size. To extend the likelihood function in (8) 
where r (m) e is the firing rate in response to the m-th stimulus. Note that the rate function r (m) e depends implicitly on the network parameters θ and on the stimulus parameters. The left-hand side of (10) emphasizes the dependence on network parameters θ, which is convenient for parameter estimation. The dependence on the stimulus parameters will be discussed in the next section.
We assume that the responses to different stimuli are independent, which is a reasonable assumption when the inter-stimulus intervals are sufficiently large. Under this assumption, the overall likelihood function for the collection of all M spike trains can be written as
By taking natural logarithm, we obtain the log likelihood function:
Maximum-likelihood estimation of the parameter set is given formally bŷ
Stimulus
As discussed in Section 1.1, we will model the stimulus signal by a phased cosine Fourier series as shown below:
where A n is the amplitude, ω n = 2πf 0 n is the frequency of the n-th Fourier component in radians/sec, and φ n is the phase of the component. Here the amplitude A n and the base frequency f 0 (in Hz) are fixed but the phase φ n will be a randomly chosen from a uniform distribution between [−π, π] radians. The amplitude parameter A n is fixed for all mode n as A n = A max . 
Results
Model Details
In this section, we will summarize the functional and numerical details of the neural network parameter estimation algorithm. In the example application, the algorithms presented in Section 2.3 are applied to probe an excitatory-inhibitory network. In order to verify the performance of the parameter estimation we have to compare the estimates with their true values. So we will need a set of reference values of the model parameters in (3) and (4) . These are shown in Table 2 . This set of parameters ( Table 2 ) allows the network to have a unique equilibrium state for each stationary input. This set of parameters ( Table  2 allows the network to have a unique equilibrium state for each stationary input. The numerical values of the parameters are exactly the same as that of [10] so that we can make a comparison between the results. In addition certain details of the model such as wide and narrow pulse responses, response to the Fourier series stimulus with different component sizes (N U ), mean firing rate response and dynamic range can be found in the same reference [10] . These will not be presented here in order to save space and not to dilute the interest of the readers.
Stimulus and Response
The stimulus to be used in this example is given in (14) . In this application, A n will be constant for all mode n (n = 1 . . . N U ). The phase angles φ n will be assigned randomly (uniformly distributed between [−π, π]) at each iteration. It should be noted that we do not intend to provide a random stimulus here. The phase angles will be randomly drawn at the beginning of each iteration and stays constant till the new iteration starts. Due to the random assignment they will be different for each iteration. This will yield a different Fourier series stimulus at each iteration. In the case of an experiment, this is critical as the response of a neuron may cease after repeating the stimulation with the same stimulus profile a few times.
Spike Generation
As we have discussed in Section 1.1, we will not have any measurement of membrane potential V e (t) or V i (t). Instead, we will record the spike timings of the neuron and try to solve a maximum likelihood estimation of network parametersθ using the likelihood function in (11) . Because of that, the simulation needs a method to generate the spike timings of the neurons. As we know from [24] that the spikes obey an inhomogeneous Poisson distribution, one can obtain the spike timings from a simulation of an inhomogeneous Poisson process of which event or firing rate is given by:
There are numerous methodologies to generate the Poisson events given the event rate r e (t). These ranging from discrete simulation [11] to thinning [18] . Discrete simulation may be beneficial when one solves the dynamical models by fixed step solvers such as Euler Integration or Runge-Kutta methods. The only disadvantage of this approach is that, it confines the spikes into discrete time bins.However, if one has a sufficiently small discrete time bin such as ∆t = 1 ms, the statistical distribution of the spikes should approach to that of an Inhomogeneous Poisson Process [11] . Discrete simulation of neural spiking can be summarized as shown below:
1. Given the firing rate of any neuron as r(t) 2. Find the probability of firing at time t i by evaluating p i = r(t i )∆t where ∆t is the integration interval. It should be as small as 1 ms. 3. Compute a random variable by drawing a sample from a distribution which is uniform between 0 and 1. Define this as x rand = U [0, 1] where U stands for uniform distribution. 4. If p i > x rand fire a spike at t = t i , else do nothing. 5. Collect spikes as S = [t 1 , . . . , t Ns ] where N s will be the number of spikes obtained at a single run of simulation.
3.4
Step-by-step description of the Problem and Simulation
The working principles in the example problem can be described in a step-by-step fashion as shown below:
1. A single run of simulation will last for T f = 3 seconds.
2. The neuron model in (3) will be simulated at the true value of parameters which are given in Table  2 and firing rate data is stored as r m (t) where m is the current number of simulation. 3. Firing rate data r m (t) is used to generate neural spikes S m in the m th run using the methodology defined in Section 3.3. This data will be used to compute the likelihood. The number of spikes will be K m at the m th run. 4. Repeat the simulation N it times to obtain enough number of spikes. 5. The spiking data needed by (12) will be obtained at the 4 th step. However, the firing rate component of (12) should be computed at the current iteration of the optimization. 6. Run an optimization algorithm of which objective computes the firing rate at the current iterated value of the parameters but the spikes from Step 4.
Optimization Algorithm
Theoretically, any optimization algorithm ranging from gradient descent to derivative free simulated annealing can be utilized in computational parts of this research. Most of these algorithms are provided as ready made routines in the optimization and global optimization toolboxes of MATLAB. Regardless of the type of algorithm, all of the methods converge to a local optimum and requires an initial guess. As a result, one needs to start from multiple initial guesses to have a adequate amount of local optimum that will allow us to detect the global one. If we have a convex problem, different initial guesses are expected to converge to same local optimum and this is the desirable situation. However, this may not always be the case in problems similar to that of this research. In any case, the main criteria on the choice of the algorithms is the speed of convergence. Though we have a HPC computing facility we should choose the fastest algorithm as we need to collect a huge amount of data to conclude about the efficiency of the project. Some initial evaluations suggested that local optimizer routines provided by MATLAB's fmincon should be preferred concerning speed and computational resource considerations. The MATLAB provided global optimization algorithms such as genetic algorithms, simulated annealing or pattern search may also be utilized to solve the same problem. However they seem to be computationally more intensive and they are also designated officially as local optimizers. Thus one may need to repeat the trials a few times to find an optimum. This is not desired if we adapt this research to an experiment. The fmincon algorithm needed gradient information but it can be provided by itself through finite difference approximations. There will be 14 (this number equals to the number of cores in a local machine) initial Table 3 Typical data related to the simulation scenario. guesses and each initial run will be performed on one core. The whole optimization will be run parallel by the parfor parallel for loop structure of MATLAB. The initial guesses are generated randomly from a uniform distribution.
Simulation data
The nominal data in the current problem are given in Table 3 . In order to reveal the effect of different number of stimulus components N U , amplitude level A max and number of trials N it we will repeat the problem for a set of different values of those parameters. The different values of those parameters are provided in Table 4 . The initial levels of membrane potentials of excitatory and inhibitory neurons are V e (0) = 0 and V i (0) = 0. As we will most probably not know the true values of those conditions assumption of zero values should be sufficient. We will repeat the simulation 10 times for each case, so that we will have sufficient number of results to perform a statistical analysis.
Presentation of the results
In this section, the numerical results of the maximum likelihood estimation of the parameters of our neuron model in (3) using maximum likelihood estimation through the maximization of (12) against parameters in (9) . The optimization is performed using the gradient based interior-point method provided by MATLAB's fmincon algorithm. All the cases in Table 4 are examined under the conditions in Table  3 . The overall results are presented in the following forms:
1. Mean estimated values are displayed as tables. 2. To be used in comparison, variation of percent estimation errors will be presented in graphical form. 3. Graphical results that presents the variances of estimates and whole variation of percent errors against changing number of stimulus components N U , amplitude parameter A max , number of trials N it and base frequency f 0 will also be given.
Variation of the estimates against stimulus component size (N U )
One can see the variation of mean estimated values of the parameters in (9) and their associated percent estimation errors in Tables 5 and Figure 1 . The variation of their mean square estimation errors against varying N U is available in Figure 2 .
Variation of the estimates against stimulus amplitude parameter (A max )
One can see the variation of mean estimated values of the parameters in (9) and their associated percent estimation errors in Tables 6 and Figure 3 . The variation of their mean square estimation errors against varying A max is available in Figure 4 . Table 6 The values of the mean estimated parametersθ against increasing stimulus amplitude Amax (in µA). The other conditions are N U = 5, N it = 100 and f 0 = 3.3333 Hz. Table 7 The values of the mean estimated parametersθ against increasing sample size (number of iterations) N it . The other conditions are Amax = 100 µA, N U = 5 and f 0 = 3.3333 Hz. One can see the variation of mean estimated values of the parameters in (9) and their associated percent estimation errors in Tables 7 and Figure 5 . The variation of their mean square estimation errors against varying N it is available in Figure 6 . Table 8 The values of the mean estimated parametersθ against increasing stimulus base frequency f 0 in Hz. The other conditions are Amax = 100 µA, N U = 5 and N it = 100. One can see the variation of mean estimated values of the parameters in (9) and their associated percent estimation errors in Tables 8 and Figure 7 . The variation of their mean square estimation errors against varying f 0 is available in Figure 8 .
Discussion & Conclusion
General Discussion
In this paper, we have performed a theoretical (or simulation based) study the stimulus-response relationship of sensory neurons which generate a discontinuous noisy data. Knowing the fact that the response data obeys an inhomogeneous Poisson process, one will be able to fit a model through a point process maximum likelihood estimation (derived from local Bernoulli approximation). The stimulus is modeled as a phased cosine Fourier series of which fundamental amplitude and frequency are assigned as constant parameters but phases are shot randomly. The simulations are repeated several times with different amplitude A max , frequency f 0 , stimulus component size N U and sample sizes N it to examine the influence of their variation on estimation performance (percent and mean square estimation errors against true parameter values in Table 2 ).
This study has a similar framework to that of [10] except the fact that, we attempt to estimate the parameters of the sigmoidal gain functions (Γ e , Γ i , a e , a i , h e , h i ) together with the reciprocal time constants (β e , β i ) and network weights (c e , c i , w ee , w ei , w ie , w ii ). Inclusion of more parameters to the estimation procedure is expected to improve the universal approximation capability of the CTRNN in consideration. However, that will bring an extra computational complexity and issues such as parameter confounding.
Here, we will first specifically evaluate the findings od this research. After its completion, we will attempt to compare the results with that of [10] and similar previous studies in the literature.
Evaluation of the Results
Estimation performance against changing stimulus component size N U
Increasing, the stimulus component size N U do not yield an overall improvement of the estimation performance. This result can be noted from the variation of the percent and mean square estimation errors (Figures 1 and 2) . For some parameters such as c i percent estimation errors decrease with increasing stimulus component size. Contrary to that, we have a reversed behavior associated with the parameter w ie . For almost all parameters mean square errors of estimation do not display a considerable variation. Considering the computational complexity of the study, it is reasonable to keep N U in the range 5-20. 
Estimation performance against changing stimulus amplitude parameter A max
Concerning the stimulus amplitude one can make the following comments. Figure 4 revealed that, there is a general improvement in the mean square errors of estimation when the stimulus amplitude parameter A max is kept in the range 25-100 µA. Variation of the percent estimation errors ( Figure 3 ) display a mixed behavior. For example percent error associated with the parameter w ee shows an improvement whereas that of h i degrades with increasing amplitude. Compilation of the two findings related to the errors suggests that, the stimulus amplitude parameter A max should be kept in the range 25-50 µA.
Estimation performance against changing sample size N it
An interesting result of this work is related to the sample size N it . Theoretically speaking, when sample size increases the estimation errors are expected to decrease. A similar result is also noted in [10] . However, Figures 5 and 6 shows that increasing sample size does not necessarily improve the estimation performance. Concerning the mean square errors, except for w ii and Γ e increasing the sample size in the range 25 -100 improves the estimation ( Figure 6 ) but not when this range is exceeded. Same comments can not be made for the percent estimation errors ( Figure 5) . The above situation may be linked to parameter confounding issue. That is an undesired phenomenon in statistics that can render the experimental data useless and ruin its results. [4, 19] states that a parameter will be called a confounder (also called as confounding or lurking parameter) if it influences both an independent and a dependent variable. This will cause a spurious association between them. The major peculiarities related to a parameter confounding phenomenon will be increased variance and bias. Inclusion of sigmoidal gain ( (4)) parameters in the estimation procedure increases the level of parameter confounding. The problem in [10] also has a level of confounding but it is not as severe as in the case of this research. A related discussion on parameter confounding can be found in [9] . In that, the discussed model is same as that of [10] and the current research. Shortly, if we expand the second order CTRNN model in (3) as shown below:
Γ e β e w ee 1 + exp(−a e (V e − h e ))
One can see that the triplet [β e , w ee , Γ e ] and [β i , w ei , Γ i ] has a similar effect on the dyanmics of V e . Same situation appears for variable V i due to the parameter triplets [β i , w ie , Γ e ] and [β i , w ii , Γ i ]. In addition to those the threshold and slope parameters (h e , a e , h i , a i ) have a lower but similar influence. These correlations should be behind the existing confounding issue.
Estimation performance against stimulus base frequency f 0
Concerning the variation of estimation performance against changing stimulus base frequency f 0 , one should refer to Figures 7 and 8 . The results do not seem to reveal a definite variation profile. Specifically speaking, to have comparably lower percent estimation errors for most parameters the base frequency f 0 should be relatively low ( 1 /3 − 7 /3) Hz. Concerning the mean square error, same discussion can be made for midrange frequencies ( 7 /3 − 10 /3) Hz. So it is reasonable to chose the frequency at f 0 = 7 /3 Hz.
Comparison to other studies
It would be convenient to compare the findings of this research to that of [10] . In that, only 8 parameters θ p = [β e , β i , c e , c i , w ee , w ei , w ie , w ii ] are estimated. So we will need to compare the estimation performance related to these parameters.
Changing N U
When the simulation conditions are set as f 0 = 3.3333 Hz, N it = 100, A max = 100 µA and N U is varied in the range [5, 10, 20, 30, 40, 50] , the mean square errors associated with the parameters θ p stays smaller in [10] . Also, like in this work variation of N U does not lead to a distinct profile in [10] .
Changing A max
Concerning the stimulus amplitude A max , a comparison study will reveal that overall mean square errors associated with θ p stays smaller in [10] . Conditions are f 0 = 3.3333 Hz, N it = 100 and N U = 5. In both cases A max varied in the range [25, 50, 100, 200 , 400] and the amplitudes in the mid-range (A max in the range 100-200 µA) seemed to provide smallest mean square error among all.
Changing N it
In [10] , increasing the number of samples leads to a decrease in the mean square errors. In this study, this behavior is not seen for all parameters (see Section 4.2.3). In that section, possible reasons are also discussed. Overall mean square errors are smaller in [10] . In both cases the conditions are same and they are f 0 = 3.3333 Hz, A max = 100 and N U = 5.
Changing f 0
Concerning the base frequency of stimulus f 0 [10] shows a decreasing behavior in the mean square errors among a large range of frequencies ( 1 /3 ≤ f 0 ≤ 10 /3 Hz). In this research, a similar behavior can be seen for a few parameters such as β e however for most parameters this behavior is not seen. Looking at Figure 8 , it is reasonable to stay in the range 1 ≤ f 0 ≤ 10 /3 Hz. The conditions are same for both studies i.e. N it = 100, N U = 5 and A max = 100.
General comparison to previous research
It will be beneficial to compare the results of this study to a few different studies in the neuroscience literature. Examples are [27, 30, 28] . As done in this paper, those studies worked on estimation of neural model parameters by maximum likelihood methods. [27] estimates two models, one with 23 parameters and one with 4 parameters. In both attempts, some mean estimates appeared to deviate as much as 25% from their true parameters values. The error levels vary from parameter to parameter and lies in the range [0.3%, 24.7%]. However, most of the parameters have error levels larger than 10%. In [30] , the error levels seems to be improved and they lie in the range [0.3%, 5%]. However, this model has fewer parameters (only three) and thus it might be a trivial result. In [28] , some time dependent variables are being estimated using likelihood methods. Based on the results obtained in the mentioned research, one can say that the error levels vary with the region of the signals in consideration. Although the trials are repeated 120 times to perform model fitting, the percent estimation error stays around 30% or larger. Based on the results of this research and the compiled ones above, we can deduce that:
1. The level of efficiency of the estimation algorithm is definitely acceptable. The estimation error levels are comparable to that of various researches performed before. 2. Large estimation percent errors appear only for few parameters in this research, whereas works such as [27] appear to have larger percent estimation errors for many parameters. Moreover, Figure 7 suggests that a choice of frequency like f 0 = 1 Hz yields lower percent estimation errors than that of those studies.
Parameter confounding is likely the reason behind the larger mean square errors in this work.
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