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We report measurements of Υ meson production in p + p, d +Au, and Au+Au collisions using the STAR 
detector at RHIC. We compare the Υ yield to the measured cross section in p + p collisions in order to 
quantify any modiﬁcations of the yield in cold nuclear matter using d +Au data and in hot nuclear matter 
using Au+Au data separated into three centrality classes. Our p + p measurement is based on three times 
the statistics of our previous result. We obtain a nuclear modiﬁcation factor for Υ (1S + 2S + 3S) in the 
rapidity range |y| < 1 in d + Au collisions of RdAu = 0.79 ± 0.24(stat.) ± 0.03(syst.) ± 0.10(p + p syst.). 
A comparison with models including shadowing and initial state parton energy loss indicates the 
presence of additional cold-nuclear matter suppression. Similarly, in the top 10% most-central Au + Au
collisions, we measure a nuclear modiﬁcation factor of RAA = 0.49 ± 0.1(stat.) ± 0.02(syst.) ± 0.06(p + p
syst.), which is a larger suppression factor than that seen in cold nuclear matter. Our results are 
consistent with complete suppression of excited-state Υ mesons in Au + Au collisions. The additional 
suppression in Au + Au is consistent with the level expected in model calculations that include the 
presence of a hot, deconﬁned Quark–Gluon Plasma. However, understanding the suppression seen in 
d + Au is still needed before any deﬁnitive statements about the nature of the suppression in Au + Au
can be made.
© 2014 The Authors. Published by Elsevier B.V. This is an open access article under the CC BY license 
(http://creativecommons.org/licenses/by/3.0/). Funded by SCOAP3.1. Introduction
In the study of the properties of the Quark–Gluon Plasma (QGP) 
an extensive effort has been devoted to measuring quarkonium 
yields since these have been predicted to be sensitive to color 
deconﬁnement [1]. Studies have mainly focused on charmonium, 
but with the high collision energies available at the Relativistic 
Heavy Ion Collider (RHIC) and the Large Hadron Collider (LHC) we 
can now study bottomonium in hot nuclear matter with suﬃcient 
statistics. For a recent review of quarkonium in-medium, see e.g. 
Ref. [2, Section 5]. One prediction is that excited quarkonium states 
are expected to dissociate at or above temperatures near that of 
the crossover to the deconﬁned QGP phase, Tc ≈ 150–190 MeV
[3–5]. The more tightly bound ground states are expected to disso-
ciate at even higher temperatures. The details of the temperature 
dependence of the dissociation of the excited states and of the 
feed-down pattern of the excited states into the ground state lead 
to a sequential suppression pattern of the inclusive upsilon states 
with increasing temperature [6]. The binding energy of the Υ (2S)
state (∼540 MeV) is about half that of the Υ (1S) state (∼1.1 GeV); 
the Υ (3S) is still more weakly bound at ∼200 MeV. Recent studies 
take into account not only the Debye screening effect on the heavy 
quark potential but also an imaginary part of the potential which 
modiﬁes the widths of the various quarkonia states (e.g. [7–10]). In 
Ref. [8] it is estimated that the Υ (2S) state will melt at a temper-
ature of T ≈ 250 MeV, whereas the ground state Υ (1S) will melt 
at temperatures near T ≈ 450 MeV.
We focus here on the measurement of bottomonium mesons 
in collisions at 
√
sNN = 200 GeV. An observation of suppression 
in the bottomonium sector in hot nuclear matter is important 
* Corresponding author.for two reasons. First, it would be evidence for color deconﬁne-
ment in the produced matter since the aforementioned effects are 
all ultimately based on studies of the high temperature phase of 
Quantum Chromodynamics (QCD) done on the lattice, where color 
is an active degree of freedom. Second, bottomonium suppression 
provides a way to estimate model-dependent bounds on the tem-
perature with the bounds depending on the particular suppression 
pattern seen.
The cross section for bottomonium production is smaller than 
that of charmonium [11–13] making the experimental study of Υ
production challenging. However, the theoretical interpretation of 
bottomonium suppression is less complicated than that of charmo-
nium for several reasons. While charmonium production at RHIC 
and higher energies can be affected by the statistical recombi-
nation of charm quarks that are produced in different nucleon–
nucleon collisions within the same nuclear interaction event, this 
effect is negligible for bottomonium due to the much smaller 
bb¯ production cross section (σbb¯ is measured to be in the range 
1.34–1.84 μb [14] and calculated to be 1.87+0.99−0.67 μb [15], com-
pared to σcc¯ ≈ 550–1400 μb [16,17]). Another complication in the 
charmonium case is that even in a purely hadronic scenario, char-
monium mesons can be suppressed due to their interaction with 
hadronic co-movers [18,19]. The cross section for inelastic colli-
sions of Υ (1S) with hadrons is small [20]. Hence, absorption in the 
medium by the abundantly produced co-moving hadrons is pre-
dicted to be minimal. The cold-nuclear-matter (CNM) effects on Υ
production, which are those seen in p + A collisions and can be 
due to shadowing of the parton distribution functions in the nu-
cleus or energy-loss in the nucleus, can still be important. There 
is evidence of some Υ suppression in ﬁxed target experiments at 
800 GeV/c lab momentum from E772 [21]. However, the CNM sup-
pression observed for Υ is smaller than that for J/ψ reported by 
130 STAR Collaboration / Physics Letters B 735 (2014) 127–137NA50 [22]. For all these reasons, the Υ family is expected to be 
a cleaner and more direct probe of hot QCD, and of the corre-
sponding color deconﬁnement effects.
In this letter we present measurements of Υ production in 
p + p, d + Au, and Au + Au collisions at √sNN = 200 GeV via the 
e+e− decay channel obtained by the STAR experiment. We extract 
invariant cross sections for all three collision systems studied. Us-
ing this p + p measurement as a baseline we obtain the nuclear 
modiﬁcation factor (RdAu and RAA ) of the three states combined: 
Υ (1S + 2S + 3S). The ratio RAA is used to quantify deviations of 
the yields in d +Au and Au+Au compared to those expected from 
a superposition of elementary p + p collisions. The data were taken 
during 2008 (d + Au), 2009 (p + p) and 2010 (Au + Au) at RHIC, 
and correspond to integrated luminosities of 28.2 nb−1, 20.0 pb−1, 
and 1.08 nb−1, respectively. All three datasets were taken with the 
same detector conﬁguration. For this reason the data from our pre-
vious p + p result (2006) was not included in this analysis; the 
amount of material in the detector at that point was substantially 
larger than it was in the three datasets discussed here. We com-
pare our data to model calculations of the cross section based on 
perturbative QCD (pQCD) [23], and to recent models of Υ produc-
tion in d + Au and Au+ Au collisions [24–29].
2. Experimental methods
The main detectors used are the STAR Time Projection Cham-
ber (TPC) [30] for tracking and the STAR Barrel Electro-Magnetic 
Calorimeter (BEMC) [31] for triggering. Both the TPC and BEMC are 
used for particle identiﬁcation. The starting point is the STAR Υ
trigger whose main components are a fast hardware Level-0 
(L0) trigger, which ﬁres when a tower in the BEMC has energy 
EL0−BEMC ≥ 4.2 GeV, and a software Level-2 (L2) trigger, which 
requires the presence of two high-energy clusters in the BEMC 
(> 4.5 GeV and > 3.0 GeV). The cluster pair must also have 
an opening angle greater than 90◦ and an invariant mass above 
5 GeV/c2 (6.5 GeV/c2) in p + p (d + Au). Note that energy mea-
sured at the triggering level is partially calibrated leading to small 
but random biases. Hence, triggering thresholds are not precise in 
energy. The Υ trigger is required to be in coincidence with the 
STAR minimum bias trigger. For p + p collisions the minimum bias 
trigger is based on the STAR Beam-Beam Counters, while for d +Au
and Au + Au it is based on the STAR Zero-Degree Calorimeters 
(ZDC) and the Vertex-Position Detectors (VPD). The L0–L2 combi-
nation was used for the d + Au data in 2008 and for p + p data 
in 2009. In the Au + Au 2010 run, an upgrade to the STAR data 
acquisition system allowed the processing of all the L0 triggers 
above the EL0−BEMC = 4.2 GeV threshold, thus removing the need 
for a Level-2 trigger.
Some of the key components common to all these analyses are 
the tracking, matching between TPC tracks and BEMC L0 and L2 
clusters, and electron identiﬁcation techniques. The main differ-
ences between the three datasets are summarized as follows. For 
Au + Au collisions we use the charged particle multiplicity mea-
sured in the TPC in order to determine the centrality of the colli-
sion. Using a Glauber model simulation, the multiplicity classes in 
the collision are used to estimate the average number of partici-
pants (Npart) and number of binary collisions (Ncoll). The trigger, 
tracking, and electron identiﬁcation eﬃciencies in the Au+Au case 
were studied as a function of centrality (see Table 1). The presence 
of the underlying Au + Au event background increases the energy 
measured in the calorimeter towers and results in a slight increase 
in the trigger eﬃciency with increasing Npart (more central colli-
sions). Similarly, the increase in the track density in the TPC results 
in a decrease in the tracking eﬃciency which is especially notice-
able at high Npart. We used the speciﬁc ionization of the tracks Table 1
Upsilon reconstruction eﬃciency in Au + Au. The total eﬃciency includes trigger-
ing eﬃciency, tracking eﬃciency, electron identiﬁcation eﬃciency, and geometrical 
acceptance.
Centrality Npart Rapidity Eﬃciency
0–60% 162±9 |y| < 0.5 0.122
0.5< |y| < 1.0 0.055
|y| < 1.0 0.088
0–10% 326±4 |y| < 0.5 0.089
0.5< |y| < 1.0 0.039
|y| < 1.0 0.064
10–30% 203±10 |y| < 0.5 0.125
0.5< |y| < 1.0 0.055
|y| < 1.0 0.089
30–60% 80±10 |y| < 0.5 0.126
0.5< |y| < 1.0 0.056
|y| < 1.0 0.091
in the TPC gas (dE/dx) for electron identiﬁcation. In addition, the 
projection of the track onto the location of the BEMC shower max-
imum position was required to match the measured BEMC cluster 
position. Once a track was matched to a calorimeter cluster, the 
ratio of the energy of the cluster to the TPC momentum (E/p) 
was also used for electron identiﬁcation. The combined acceptance 
times eﬃciency for detecting an Υ at mid-rapidity (|y| < 0.5) in 
Au + Au taking into account all aforementioned effects was found 
to vary from ∼12% in peripheral collisions to ∼9% in central colli-
sions.
The cuts used in these analyses were chosen such that the 
tracking and electron identiﬁcation eﬃciencies would be similar 
across the three datasets, allowing the systematic uncertainties 
to approximately cancel in the measurement of RAA . For further 
detail, the techniques used in these Υ measurements were de-
scribed extensively for our previous p + p measurement [13] based 
on a 7.9 pb−1 dataset. All evaluated sources of systematic uncer-
tainty are summarized in Table 2. An important effect in addition 
to those discussed in [13] is the change in tracking and mass res-
olution with increasing detector occupancy. Simulated Υ events 
were embedded in real data and their reconstructed line shapes 
were studied as a function of collision system and detector occu-
pancy. In p + p collisions, we ﬁnd a mass resolution of 1.3% for 
reconstructed Υ (1S). Due to additional TPC alignment errors for 
the d +Au and Au+Au data the mass resolutions of the Υ (1S) in-
creased to 2.7% in d +Au and peripheral Au+Au collisions and 2.9% 
in central collisions. This decreased mass resolution was accounted 
for in the binary scaling estimates of Υ (1S + 2S + 3S) yields (see 
gray bands in Figs. 1 and 4). Systematic uncertainties in those scal-
ing estimates (line shapes) are included in the errors in Table 2. For 
all results we quote, the Υ data are integrated over all transverse 
momenta.
3. Results and discussion
Fig. 1 shows the invariant mass distributions of electron pairs 
for p + p (top) and d +Au (bottom) in the kinematic region |yΥ | <
0.5. Unlike-sign pairs are shown as red ﬁlled circles and like-sign 
pairs as hollow blue circles.
The data are ﬁt with a parameterization consisting of the 
sum of various contributions to the electron-pair invariant-mass 
spectrum. The ﬁt is performed simultaneously with the like-sign 
and unlike-sign spectra using a maximum-likelihood method. The 
lines in Fig. 1 show the yield from the combinatorial background 
(dashed blue line), the result of adding the physics background 
from Drell–Yan and bb¯ pairs (dot-dashed green line), and ﬁnally 
the inclusion of the Υ contribution (solid red line). The shape of 
the Drell–Yan continuum is obtained via a next-to-leading order 
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Systematic uncertainties affecting the cross sections and ratios. Uncertainties stem-
ming from TPC momentum resolution are included in the line shape uncertainties.
Source Relative uncertainty
Luminosity, Vernier scan (p + p) ±7%
BBC eﬃciency ±9%
ZDC-Au trig. eff. (d + Au) ±3%
Vertex ﬁnding eff. (p + p) ±1%
Vertex ﬁnding eff. (d + Au) ±0.1%
Vertex ﬁnding eff. (Au+ Au) ±0.1%
d + Au min. bias σ ±4%
Glauber model params. +0.9%, −0.5%
Acceptance +1.7%, −3.0%
L0 ADC threshold +8.7%, −2.3%
L2 Ecluster +1.2%, −0.6%
L2 cos θ cut ∼0%
L2 mass cut ∼0%
Tracking eﬃciency ±2× 5.88%
Track-to-tower matching eff. +0.2%, −1.1%
E/p cut eﬃciency ±3%
dE/dx cut eﬃciency ±2× 2.2%
d + Au excited state ratio +0%, −2%
Au+ Au excited state ratio +1%, −2%
Υ p + p line shape +6.0%, −4.1%
Υ d + Au line shape +1.8%, −1.2%
Υ Au+ Au line shape +0.8%, −0.9%
Υ p⊥ shape ±1.7%
Υ (1S) purity, d + Au and Au+ Au +0%, −7.5%
Total syst., σpp +21.1%, −19.0%
Total syst., σdAu +17.5%, −15.6%
Total syst., σAuAu +16.0%, −14.1%
Common normalization syst. +12.9%, −12.2%
RdAu, syst. +3.5%, −3.8%
RdAu(1S), syst. +3.5%, −8.4%
RAA , syst. +3.2%, −3.6%
RAA(1S), syst. +3.2%, −8.3%
(NLO) pQCD calculation from Vogt [32]. PYTHIA 8 was used to cal-
culate the shape of the bb¯ contribution [33]. We model each of 
the Υ states with a Crystal Ball function [34], which incorporates 
detector resolution and losses from bremsstrahlung in the detector 
material.
The ﬁt is done to the unlike and like-sign data simultaneously. 
The ﬁt to the combinatorial background component extracted from 
the like-sign data is shared by the functional form used to param-
eterize the unlike-sign data. In the usual like-sign subtraction pro-
cedure some information would be lost. In contrast, by performing 
a simultaneous ﬁt to both the like-sign and unlike-sign signals we 
optimize the statistical power of our data. The L2 trigger condi-
tion has the effect of cutting off the lower invariant masses. This 
cut-off shape is parameterized in the ﬁts using an error function.
We integrate the unlike-sign invariant mass distribution in the 
region 8.8–11 GeV/c2 and subtract from the data the ﬁt to the 
combinatorial, Drell–Yan, and bb¯ background components in order 
to obtain the yield of Υ (1S + 2S + 3S). After accounting for eﬃ-
ciencies and sampled luminosity, we calculate a production cross 
section in p + p collisions of: Bee ×dσ/dy||y|<0.5 = 64 ± 10(stat.+
ﬁt)+14−12 pb. Our previous result of 114 ± 38+23−24 pb [13] is consistent 
with our new measurement. The greater sampled luminosity and 
decreased detector material in 2009 led to improved statistics and 
lower systematic uncertainties in the present measurement.
In Fig. 1(b), the gray band shows the expected signal from the 
p + p data scaled by the number of binary collisions. Due to dif-
ferences in detector occupancy and detector calibrations the width 
of the Υ signal differs between collision systems and centralities. 
As discussed in the previous section, a misalignment in the TPC 
in the d + Au and Au + Au datasets led to a broadening of the Υ
line shapes compared to the p + p dataset. This can be seen by Fig. 1. (Color online.) Invariant mass distributions of electron pairs in the region 
|yee| < 0.5. (a): p + p. (b): d + Au. Unlike-sign pairs are shown as red ﬁlled circles 
and like-sign pairs as hollow blue circles. The gray band shows the expected yield 
if RdAu = 1 including resolution effects. See text for description of yield extraction.
examining the line shapes for the Υ states in Fig. 1(a) (p + p) 
and Fig. 1(b) (d + Au). The average detector occupancy is compa-
rable between the two systems, however the d + Au dataset has 
a noticeably broader line shape due to the aforementioned dif-
ferences in calibration. The effects of the broadening of the line 
shapes are taken into account in systematic uncertainties (Table 2). 
The comparison of the gray band with the d +Au data in panel (b)
indicates a suppression of Υ production with respect to binary-
collision scaling.
A similar procedure is followed for the region 0.5 < |yΥ | < 1
in p + p collisions. We combine the results to obtain the differen-
tial cross section: Bee × dσ/dy||y|<1 = 58 ± 12(stat.+ ﬁt)+12−11 pb. In 
d + Au collisions, we analyze the yields separately in the regions 
−1 < yΥ < −0.5 and 0.5 < yΥ < 1 because the d + Au system 
is not symmetric about y = 0. Hence, averaging between forward 
and reverse rapidities is not warranted as it is in p + p. Through-
out this paper, the positive rapidity region is the deuteron-going 
direction, and the negative rapidity region is the Au-going direc-
tion. Integrating over our measured range (|yΥ | < 1), the cross 
section in d + Au collisions is found to be Bee × dσ/dy||y|<1 =
19 ± 3(stat.+ ﬁt) ± 3(syst.) nb.
We extract the Υ (1S) yield directly by integrating over a nar-
rower mass window (8.8–9.8 GeV/c2). This mass window was cho-
sen due to its high acceptance rate for Υ (1S) and its high rejection 
rate for the excited states. To account for sensitivity to the shape of 
132 STAR Collaboration / Physics Letters B 735 (2014) 127–137Fig. 2. (Color online.) (a) Bee × dσ/dy vs. y for p + p collisions (blue stars) and for 
d + Au collisions (red, ﬁlled circles; scaled down by 103). Note that the hollow star 
at y = −0.75 is a reﬂection of the ﬁlled one at y = 0.75 since these are not inde-
pendent measurements. Results obtained by PHENIX are shown as ﬁlled diamonds. 
Systematic errors are shown as boxes around the data. The shaded bands are from 
next-to-leading-order pQCD color evaporation model calculations. The d + Au pre-
diction uses the EPS09 nPDF which includes shadowing [24]. (b) RdAu vs. y for STAR 
(red stars) and PHENIX (green diamonds) results. The band on the right shows the 
overall normalization uncertainty for the STAR results due to systematic uncertain-
ties in the p + p measurement. The shaded band shows the prediction for RdAu from 
EPS09 and its uncertainty. The dashed curve shows suppression due to initial-state 
parton energy loss and the dot-dashed curve shows the same model with EPS09 
incorporated [26].
the Υ signal, we varied the parameters of the line shape obtained 
from simulations and data-driven methods discussed previously by 
their measured uncertainties and varied the excited states from 
unsuppressed to completely suppressed. We then recalculated both 
eﬃciency and purity (see Table 2, Υ (1S) purity). Those variations 
were taken into account as additional systematics when quoting 
Υ (1S) results.
Fig. 2(a) shows the extracted Υ (1S + 2S + 3S) cross section for 
p + p and d +Au as a function of rapidity. The p + p measurements 
are shown as blue stars and the d + Au measurements as red cir-
cles. The p + p result in the region 0.5 < |yΥ | < 1.0 is displayed as a star at y = 0.75 and also as a hollow star at y = −0.75 to illus-
trate that the latter is not an independent measurement. The data 
from PHENIX at forward rapidity for p + p (ﬁlled blue diamonds) 
and d + Au (hollow red diamonds) are also shown [35].
The cross sections in p + p are compared to an NLO pQCD 
calculation of Υ production in the Color Evaporation Model 
(CEM) [23], which is consistent with our data within the statistical 
and systematic uncertainties. The same calculation is performed 
for d + Au including shadowing effects [24]. The EPS09 set of nu-
clear Parton Distribution Functions (nPDF) [36] were used. The 
model is in agreement with our data except for the mid-rapidity 
point which is lower than the prediction. To study this observation 
for d + Au further, we make a closer comparison to models and to 
previous measurements of Υ production in p + A collisions.
To focus on expected shadowing effects, we obtain the nu-
clear modiﬁcation factor RdAu as a function of rapidity. The nuclear 
modiﬁcation factor is deﬁned in nucleus–nucleus collisions as
RAA = 1σAA
σpp
× 1〈Ncoll〉 ×
Bee × (dσAAdy )Υ
Bee × (dσppdy )Υ
where the ﬁrst factor accounts for the difference in inelastic cross 
section in p + p to d + Au or Au+ Au collisions. The second factor 
accounts for the average number of nucleon collisions in a d + Au
or Au + Au collision as calculated by a Glauber model. The third 
factor accounts for the measured Υ production in p + p, d + Au
or Au + Au. We used the following total inelastic cross sections: 
σpp = 42 mb, σdAu = 2.2 b, and σAuAu = 6 b.
Our results for RdAu are shown in Fig. 2(b) and summarized 
in Table 3. Our data (red stars) are compared to CEM calculations 
with the uncertainty from the EPS09 nPDF shown as the shaded 
region. Note that this prediction for RdAu, which includes modiﬁ-
cation of the nuclear PDFs but does not include absorption, implies 
a modiﬁcation factor of RdAu ≈ 1.1. A calculation in Ref. [25] ex-
plored various nPDFs (EKS98, EPS08, and nDSg) and also gave RdAu
values above 1 with enhancements in the range of 5–20%. The 
models are in agreement with the data except in the y ∼ 0 region. 
An additional effect which can suppress the Υ yield is initial-state 
parton energy loss. A calculation by Arleo and Peigné [26] incor-
porating this effect is shown as the dashed line. The calculation 
for a combination of energy loss and shadowing using EPS09 is 
shown as the dashed–dotted line. The energy-loss model is also in 
agreement with the data except for the mid-rapidity point. The 
model from [26] does not include absorption from interactions 
with spectator nucleons. However, those effects only play a role in 
the rapidity region y  1.2, where the Υ mesons would be closer 
to the frame of the Au spectators. Therefore, the suppression at 
mid-rapidity is indicative of effects beyond shadowing, initial-state 
parton energy loss, or absorption by spectator nucleons.
We compare our measurements with results from E772 at √
sNN = 40 GeV, where suppression of the Υ states in p + A was 
observed. This is illustrated in Fig. 3(a), which shows the ratio of 
the cross section in d + Au collisions for STAR (p + A for E772) 
to that of p + p collisions normalized by the mass number A. 
E772 plotted a ratio of extracted cross sections normalized by the 
data where the proton beam hit a liquid deuterium target (A = 2). 
Assuming that the cross section scales as σpA = Aασpp , and us-
ing their p + d result as the baseline, the solid line shows that 
the ratio should scale as (A/2)α−1. Our measurement in d + Au
for the Υ (1S) state (red star) is consistent with the ﬁt to the 
E772 data, shown as hollow blue circles for Υ (1S) and hollow 
green squares for Υ (2S + 3S). Our results cover the rapidity range 
|y| < 1 whereas the E772 measurements were in the forward re-
gion 0 < y < 1.05. To better compare our rapidity coverage, we 
plot the α value as a function of Feynman-x (xF ) in Fig. 3(b). The 
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Table of RdAu and RAA results. The results are listed in the form a ± b ± c ± d ± e where a is RdAu or RAA , b is the d + Au or Au+ Au statistical uncertainty, c is the p + p
statistical uncertainty, d is the d + Au or Au+ Au systematic uncertainty, and e is the p + p systematic uncertainty.
System Centrality States Rapidity RAA,dA
d + Au Min. bias 1S+ 2S+ 3S −1.0< yΥ < −0.5 0.84± 0.62± 0.18± 0.03± 0.10
|yΥ | <0.5 0.48± 0.14± 0.07± 0.02± 0.06
0.5< yΥ < 1.0 1.42± 0.82± 0.30± 0.05± 0.17
|yΥ | < 1.0 0.79± 0.22± 0.10± 0.03± 0.09
1S −1.0< yΥ < −0.5 0.74± 0.43± 0.16+0.03−0.06 ± 0.09
|yΥ | < 0.5 0.63± 0.18± 0.09+0.02−0.05 ± 0.08
0.5< yΥ < 1.0 1.31± 0.63± 0.28+0.05−0.11 ± 0.16
|yΥ | < 1.0 0.83± 0.20± 0.11+0.03−0.07 ± 0.10
Au+ Au 0–10% 1S+ 2S+ 3S |yΥ | < 0.5 0.46± 0.05± 0.07± 0.02± 0.05
|yΥ | < 1.0 0.49± 0.13± 0.07± 0.02± 0.06
1S |yΥ | < 0.5 0.69± 0.05± 0.10+0.02−0.06 ± 0.08
|yΥ | < 1.0 0.66± 0.13± 0.10+0.02−0.05 ± 0.08
10–30% 1S+ 2S+ 3S |yΥ | < 0.5 0.69± 0.16± 0.10± 0.02± 0.08
|yΥ | < 1.0 0.82± 0.20± 0.12± 0.03± 0.10
1S |yΥ | < 0.5 0.85± 0.16± 0.13+0.03−0.07 ± 0.10
|yΥ | < 1.0 1.07± 0.20± 0.16+0.03−0.09 ± 0.13
30–60% 1S+ 2S+ 3S |yΥ | < 0.5 0.74± 0.22± 0.11± 0.03± 0.09
|yΥ | < 1.0 0.82± 0.22± 0.12± 0.03± 0.10
1S |yΥ | < 0.5 1.22± 0.22± 0.18+0.04−0.10 ± 0.15
|yΥ | < 1.0 1.19± 0.22± 0.18+0.04−0.10 ± 0.14
0–60% 1S+ 2S+ 3S |yΥ | < 0.5 0.62± 0.11± 0.09± 0.02± 0.07
|yΥ | < 1.0 0.66± 0.09± 0.10± 0.02± 0.08
1S |yΥ | < 0.5 0.85± 0.11± 0.13+0.03−0.07 ± 0.10
|yΥ | < 1.0 0.88± 0.09± 0.13+0.03−0.07 ± 0.11larger suppression we observe at mid-rapidity is also consistent 
with the larger suppression seen in E772 for xF ∼ 0.
We next turn to the measurements in Au + Au collisions. The 
Au+Au invariant mass spectrum is ﬁt in 3 centrality bins: 30–60% 
(Fig. 4(a)), 10–30% (Fig. 4(b)), and 0–10% (Fig. 4(c)). As in Fig. 1 we 
show the ﬁts including, in succession, combinatorial background 
(dashed blue line), the physics background from Drell–Yan and bb¯
pairs (dot-dashed green line), and the Υ contribution (solid red 
line). The absence of the L2 trigger in the Au+Au dataset removes 
the cut-off effect. One can therefore see the background (modeled 
as the sum of two exponentials), dominated by the combinatorial 
component, rising at lower invariant mass. Measured cross sections 
are summarized in Table 4. The gray bands in the Au + Au ﬁgure 
illustrate the expected signal from the p + p data scaled by the 
number of binary collisions. There is a clear suppression of the 
expected yield in Au+ Au collisions.
This suppression is quantiﬁed in Fig. 5, which displays the 
nuclear modiﬁcation factor, RAA , plotted as a function of Npart
with the 0–10% most-central collisions corresponding to 〈Npart〉 =
326 ± 4. Fig. 5(a) shows the data for all three states in the rapidity 
range |y| < 1, while Fig. 5(b) is for the narrower |y| < 0.5 range. 
Fig. 5(c) shows RAA and RdAu for the ground state Υ (1S) in the 
range |y| < 1.0. The data conﬁrm that bottomonia are indeed sup-
pressed in d + Au and in Au + Au collisions. For d + Au collisions, 
we ﬁnd RdAu(1S +2S +3S) = 0.79 ±0.22(d +Au stat.) ±0.10(p + p
stat.) ± 0.03(d + Au syst.) ± 0.09(p + p syst.) in the range |y| < 1. 
We use a total inelastic cross section for p + p collisions of 42 mb, 
for d +Au collisions of 2.2 b, and 〈Ncoll〉 = 7.5 ± 0.4 for calculating 
RdAu. In the same rapidity range and for the 0–10% most-central 
Au+Au collisions, we ﬁnd RAA(1S +2S +3S) = 0.49 ±0.13(Au+Au
stat.) ± 0.07(p + p stat.) ± 0.02(Au + Au syst.) ± 0.06(p + p syst.), 
which is ≈ 4.5σ away from unity. The results are summarized in 
Table 3.
In the narrower rapidity range (Fig. 5(b)), we see an indication 
of a lower RdAu as discussed earlier. Our data and the E772 data show a larger suppression at y ∼ 0 or xF ∼ 0 than that expected 
from shadowing. The level of suppression we observe for |y| < 0.5
stays approximately constant from d +Au up to central Au+Au col-
lisions. This suggests that suppression in d + Au in this kinematic 
range needs to be understood before interpreting the suppression 
in Au+ Au.
For d + Au collisions we ﬁnd RdAu(1S) = 0.83 ± 0.20(d + Au
stat.) ± 0.11(p + p stat.)+0.03−0.07(d + Au syst.) ± 0.10(p + p syst.)
in the range |y| < 1.0. For the 0–10% most-central collisions 
we ﬁnd RAA(1S) = 0.66 ± 0.13(Au + Au stat.) ± 0.10(p + p
stat.)+0.02−0.05(Au + Au syst.) ± 0.08(p + p syst.). Similar suppression 
is found by CMS in Pb + Pb collisions (RAA(1S) ≈ 0.45 at simi-
lar Npart) [37–39]. We observe the nuclear modiﬁcation factor for 
the Υ (1S) as a function of Npart to be consistent with unity in 
d +Au through mid-central Au+Au collisions (see Fig. 5(c)). In the 
most central Au + Au collisions, we see an indication of suppres-
sion of the Υ (1S) at the 2.7σ level. In the context of suppression 
of the excited states, if the feed-down fraction remains ∼49% as 
measured at higher energies and high-p⊥ , it is possible that an 
RAA(1S) as low as 0.51 could be due solely to suppression of the 
excited states [43].
One can relate the RAA of the combined states to that of the 
ground state via the equation RAA(1S + 2S + 3S) = RAA(1S) ×
(1 + NAA(2S + 3S)/NAA(1S))/(1 + Npp(2S + 3S)/Npp(1S)). The ra-
tio of the excited states to the ground state can be obtained from 
measurements by CMS and Fermilab experiments [40,41] and al-
ternatively from combining theoretical calculations [23] with mea-
sured branching ratios from the PDG [42]. In the case where 
NAA(2S + 3S) = 0, RAA(1S + 2S + 3S) ≈ RAA(1S) × 0.7. This is con-
sistent with our observed RAA values, and can also be inferred by 
examining the mass range 10–11 GeV/c2 in Fig. 4, where no sig-
niﬁcant 2S or 3S signals are seen.
By applying the methods described in [44], we can calculate 
an upper limit on the RAA of the combined 2S and 3S states. 
Using the ﬁt to Drell–Yan and bb¯ (dashed, green curve) as the 
134 STAR Collaboration / Physics Letters B 735 (2014) 127–137Fig. 3. (Color online.) Comparison of our d + Au measurements to the pA measure-
ments from E772. (a): Ratio of Υ production in pA to pp scaled by mass number 
as a function of mass number. Shown are the 1S (hollow blue circles) and 2S + 3S
(hollow green squares) Υ measurements from E772 and our 1S measurement (red 
star). Also shown is the model used by E772 where σpA = Aασpp . E772 found 
α = 0.962 ± 0.006 [21]. (b): Exponent α as a function of xF . The vertical, dashed 
red lines at the bottom of the plot denote the width of the xF bins for the STAR 
measurements. Note that the STAR data points are offset within the bins for clarity.
background, we ﬁnd an upper limit of 29 signal counts with 95% 
conﬁdence in the mass range 10–11 GeV/c2 for 0–60% central-
ity collisions. To transform this upper limit into an upper limit 
on RAA(2S + 3S), we assumed that the purity of excited states in 
this mass range is the same as in the p + p case. While the ex-
cited states are likely more suppressed than the ground state in 
the Au+Au case, using the p + p purity gives us an upper limit in 
the Au + Au purity which can be used to calculate an upper limit 
on the RAA . The 2S + 3S cross section in p + p was extracted from 
the full cross section, assuming the purity can be obtained based 
on the PDG branching ratios [42] and the relative production cross 
sections of the three states. In the centrality range of 0–60%, we 
thus obtain a 95%-conﬁdence upper limit of RAA(2S + 3S) < 0.32
(see Fig. 6).
Our data are also compared to model calculations incorporat-
ing hot-nuclear-matter effects for Au + Au [27–29]. These aim to 
incorporate lattice-QCD results pertinent to screening and broad-Fig. 4. (Color online.) Invariant mass distributions of electron pairs in the region 
|yee| < 1.0 for the centrality selections 30–60% (a), 10–30% (b), and 0–10% (c). 
Unlike-sign pairs are shown as ﬁlled red circles and like-sign pairs as hollow blue 
circles. Fits are described in the text. The gray band shows the expected signal as-
suming scaling of the p + p yield with the number of binary collisions including 
resolution effects.
ening of bottomonium and to model the dynamical propagation of 
the Υ meson in the colored medium. Both models are in agree-
ment with the level of suppression seen in Au + Au. The model 
proposed by Emerick, Zhao, and Rapp (EZR), Ref. [28], includes 
possible CNM effects, modeled as an absorption cross section of 
up to 3 mb which can account for a value of RAA as low as 0.7. 
In this model the additional suppression to bring RAA down to 
≈ 0.5 is due to hot-nuclear-matter effects. The calculation by Liu 
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Υ production cross sections in Au+ Au collisions. The ﬁrst uncertainty listed is the 
combination of the statistical and ﬁt uncertainties and the second is the systematic 
uncertainty.
Centrality Rapidity dσ/dy (nb)
0–60% |yΥ | < 0.5 2170±357± 349
|yΥ | < 1.0 2180±250± 351
0–10% |yΥ | < 0.5 3950±416± 636
|yΥ | < 1.0 3990±1020±642
10–30% |yΥ | < 0.5 3040±676± 489
|yΥ | < 1.0 3430±827± 552
30–60% |yΥ | < 0.5 905±225± 146
|yΥ | < 1.0 950±198± 153
et al. [29] in Fig. 5(c) is for the inclusive Υ (1S) RAA , using the 
internal energy as the heavy-quark potential and an initial temper-
ature of the ﬁreball of T = 340 MeV, which given the input from 
lattice QCD results, is not hot enough to melt the directly produced 
Υ (1S). Hence, the suppression is mostly driven by the dissociation 
of the excited states (both the S-states and the P-states). The initial 
temperature used in the EZR model is 330 MeV (with a formation 
time of 0.6 fm/c). The temperatures of the QGP needed in Strick-
land’s model, Ref. [27], are in the range 428–442 MeV. However, it 
should be noted that neither the Strickland model, nor the calcu-
lation from Liu et al. include any CNM effects.
Considering two possible sources of suppression, CNM and QGP 
effects, we used a Monte Carlo pseudoexperiment to compare our 
results to different possible sources of suppression. We investi-
gated four possible scenarios: (1) No suppression compared to 
p + p; (2) Suppression due to CNM effects only; (3) QGP suppres-
sion only; (4) Suppression from both CNM and QGP effects. We 
simulated Υ production in p + p, d +Au, and Au+Au collisions via 
a Poisson generator. CNM effects were included via the suppres-
sion parametrization used by E772 [21] and presented in Fig. 3(a). 
We used the predictions from the Strickland model [27] to esti-
mate suppression from QGP effects. For scenario (4), the expected 
suppression is simply taken to be the product of the suppression 
from scenario (2) and scenario (3). For this pseudoexperiment we 
assumed a ﬂat prior based on the allowed RAA given in Strickland–
Bazow [27], depicted as the band for this calculation in Fig. 5, 
stemming from the choice of 1 < 4πη/S < 3.
A summary of the pseudoexperiment results is shown in Fig. 7. 
Panel (a) shows our result for RdAu in the range |y| < 1.0 com-
pared to scenarios (1) and (2), shown as the solid line and 
dotted histogram, respectively. The ‘no-cold-suppression-scenarios’ 
(1 and 3) are excluded while the CNM effects from E772 parame-
terization are consistent with our observation. Panel (b) shows R AA
for the most-central Au+Au bin in the range |y| < 1.0. By compar-
ing the results of the pseudoexperiments with our measurements, 
we are able to exclude scenario (1) at a ∼5σ conﬁdence level. Fi-
nally, we see that hypothesis (4) (dot-dashed curve), including both 
hot and cold nuclear effects, is consistent with our measurements 
when both the d + Au and Au+ Au results are taken into account.
We repeated this procedure for the rapidity range |y| < 0.5. 
The results are shown in Figs. 7(c) and (d). In the mid-rapidity 
range we ﬁnd a larger amount of suppression in d + Au than what 
we observe in the range |y| < 1.0. Furthermore, RdAu is compa-
rable to RAA in 0–10% for this rapidity range. This could indicate 
that suppression of bottomonium already occurs in d + Au colli-
sions. However, given the uncertainties in our current results, no 
particular model of Υ suppression in d +Au is favored. Hence, fur-
ther investigation of cold-nuclear-matter effects on Υ production 
is highly warranted. The suppression effects seen in d + Au, which Fig. 5. (Color online.) Nuclear modiﬁcation factor for Υ (1S +2S +3S), in |y| < 1.0 (a) 
and in |y| < 0.5 (b), and Υ (1S) in |y| < 1.0 (c), in d +Au (green square) and Au+Au
(black circles) collisions as a function of Npart . The boxes around unity show the 
statistical (shaded) and systematic (ﬁlled) uncertainty from the p + p measurement. 
The gray bands around the data points are the systematic uncertainties. The data 
are compared to calculations from Refs. [27–29].
are not explained by the models discussed here, still need to be 
understood before the Au+ Au results can be fully interpreted.
4. Conclusions
In conclusion we studied Υ (1S + 2S + 3S) production in p + p, 
d + Au, and Au + Au collisions at √s = 200 GeV. We measured 
the cross section in p + p collisions to be Bee × dσ/dy||y|<1 =
136 STAR Collaboration / Physics Letters B 735 (2014) 127–137Fig. 6. (Color online.) Nuclear modiﬁcation factor of quarkonium states as a function 
of binding energy as measured by STAR. The horizontal line of the Υ (2S +3S) upper 
limit spans the range from the 3S to 2S binding energy; the arrow is placed at 
the weighted average of the binding energies. The high-pT J/ψ results are from 
Ref. [45].
61 ±8(stat.+ﬁt)+13−12(syst.) pb and ﬁnd it to be consistent within er-
rors with NLO calculations. The cross section in d +Au collisions is 
found to be Bee ×dσ/dy||y|<1 = 19 ±3(stat.+ﬁt) ±3(syst.) nb. We 
obtain a nuclear modiﬁcation factor in this rapidity region (|y| < 1) 
of RdAu(1S + 2S + 3S) = 0.79 ± 0.22(d + Au stat.) ± 0.10(p + p
stat.) ± 0.03(d +Au syst.) ± 0.09(p + p syst.). Models of Υ produc-
tion in cold nuclear matter, which include shadowing and initial-
state partonic energy loss, are consistent with the cross-sections 
we observe in our d + Au data. Higher statistics d + Au data are 
required to further investigate the 3σ deviation we observe at 
|y| < 0.5. We measured the Υ (1S + 2S + 3S) nuclear modiﬁcation 
factor in Au + Au collisions at √sNN = 200 GeV as a function of 
centrality. In the range |y| < 1 and in 0–10% most-central colli-
sions we ﬁnd RAA(1S + 2S + 3S) = 0.49 ± 0.13(Au + Au stat.) ±
0.07(p + p stat.) ± 0.02(Au+ Au syst.) ± 0.06(p + p syst.), indicat-
ing additional Υ suppression in hot nuclear matter compared to 
cold nuclear matter. In 0–60% centrality we ﬁnd a 95%-conﬁdence 
upper limit on the nuclear modiﬁcation of the excited states of 
RAA(2S + 3S) < 0.32. Calculations of the centrality dependence 
of Υ RAA using models based on lattice QCD calculations of bot-
tomonium melting in a hot medium are found to be consistent 
with our data. Therefore, the suppression seen in central Au + Au
collisions is indicative of the presence of deconﬁned matter in 
heavy-ion collisions. It would be desirable to have a higher statis-
tics d +Au dataset in order to strengthen the conclusions regarding 
cold-nuclear modiﬁcations to Υ production before a stronger con-
nection between parton deconﬁnement, Debye screening, and the 
observed Υ suppression in Au+ Au can be made.
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