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Zusammenfassung
Die Bildung neuen Nervenzellen im erwachsenen Gehirn—adulte Neurogenese—ist bei Säugetieren
auf spezifische Regionen beschränkt. Eine der beiden bekannten ist der Hippokampus, eine
Gehirnstruktur, die eine wichtige Rolle beim Lernen sowie der Gedächtnisbildung spielt. Ein
Reservoir von neuralen Stammzellen befindet sich in der subgranulären Zone des hippokam-
palen Gyrus dentatus. Diese Zellen teilen sich fortwährend und bilden neue Nervenzellen. Die
Regulation adulter hippokampaler Neurogenese wird sowohl von der Umgebung beeinflusst als
auch von mehreren Genen gesteuert. In der vorliegenden Arbeit wurden mittels Hochdurchsatz-
Genexpressionsverfahren die an der Neurogenese beteiligten Gene identifiziert und ihr Zusam-
menspiel untersucht. Anhand von genetischen, umgebungsbedingten und zeitlichen Angaben
und Variationen wurde ein vielseitiger Datensatz erstellt, der einen multidimensionalen Blick
auf den proliferativen Phänotyp verschafft. Netzwerke aus Gen-Gen und Gen-Phänotyp Inter-
aktionen wurden beschrieben und in einer mehrschichtigen Ressource zusammengefasst. Ein
Kern-Netzwerk bestehend aus immerwiederkehrenden Modulen aus verschiedenen Ebenen wurde
anhand von Proliferation als Keim-Phänotyp identifiziert. Aus diesem Kern-Netzwerk sind neue
Gene und ihre Interaktionen hervorgegangen, die potentiell bei der Regulierung adulter Neuro-
genesis beteiligt sind.
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Abstract
Neurogenesis, the production of new neurons, is restricted in the adult brain of mammals to only
a few regions. One of these sites of adult neurogenesis is the hippocampus, a structure essential
for many types of learning. A pool of stem cells is maintained in the subgranular zone of the
hippocampal dentate gyrus which proliferate and can differentiate into new neurons, astrocytes
and oligodendroctytes. Regulation of adult hippocampal neurogenesis occurs in response to en-
vironmental stimuli and is under the control of many genes. This work employs high-throughput
gene expression technologies to identify these genes and their interactions with each other and
the neurogenesis phenotype. Harnessing variation from genetic, environmental and temporal
sources, a multi-faceted dataset has been generated which offers a multidimensional view of the
neural precursor proliferation phenotype. Networks of gene-gene and gene-phenotype interac-
tions have been described and merged into a multilayer resource. A core subnetwork derived from
modules recurring in the different layers has been identified using the proliferation phenotype as
a seed. This subnetwork has suggested novel genes and interactions potentially involved in the
regulation of adult hippocampal neurogenesis.
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Of recreation there is none
So free as fishing is alone;
All other pastimes do no less
Than mind and body both possess:
My hand alone my work can do,
So I can fish and study too.
The Compleat Angler
Isaak Walton
v
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Preface
This study is concerned with the way groups of gene products interact and how information
about genetic networks might be used to predict novel relationships between genes and clinically
pertinent phenotypes. A wealth of data exist that provide an insight into the function of individual
genes, much of which is publicly available in a standardised format. There are currently a range
of tools available to aid in the analysis of such data, but none, as yet, appears to truly make use
of all the information to yield testable hypotheses about the biological action of a gene. The use
of many complementary data sources not only offers support for the inter-gene relationships, but
the comparison of gene regulatory networks could also lead to new insights into the dynamics
of the transcriptome at many levels. I believe there is considerable merit in work that seeks to
understand the behaviour of transcriptional genetic networks in their own right, and such studies
have made enormous progress in recent years. There has been, however, less success in translating
these advances into physiologically relevant proposals which can be tested in the laboratory. It
is hoped that this work will introduce interpretations and methodology that will help to fill this
gap and perhaps allow us to begin taking the rapidly-expanding field of informatics into the ‘wet’
laboratory and the clinic. This study is thus not confined to a discussion of theory and seeks to
provide real answers to a specific physiological problem. To this end, the work presented here
focusses on neurogenesis in the adult murine hippocampus. This system offers a clearly-defined
problem that is nevertheless ‘complex’ from the point of view of transcription control and thus
presents considerable difficulties for traditional genetic approaches. The data analysed here stem
from a number of sources that can be broadly placed into several categories. Published primary
data, specifically histological neurogenesis phenotypes; (secondary) informatics data, such as that
from PubMed, Entrez, the Gene Ontology, STRING, and self-curated databases from published
sources; and primary experiments done specifically for this study. Analysis of these data has
been carried out with the goal of identifying transcriptional regulatory networks that modulate
neurogenesis in our adult murine model. Genes associated with the predicted networks are now
being tested in the laboratory to build a picture of their role in the neurogenic process.
The work in the chapters that follow explores the genetic regulation of adult hippocampal
neurogenesis from five different viewpoints. Each of these parts aims, independently, to identify
genes which affect proliferation of neural precursor cells or their differentiation into new-born
neurons. Thus, each chapter may be considered a complete study in its own right—indeed the
publication of these results is closely following the division laid out below. Reflecting this division,
each chapter is presented as a self-contained paper with an abstract, introduction, separately
numbered figures, and a discussion of the results. The final chapter, also complete in itself,
can be considered a meta-analysis of the data from the preceding five chapters. In addition
to this collection of papers, and because the scope of the work covers a number of diverse
fields of research, a General Introduction provides a brief background to those topics with which
the reader might be unfamiliar. Likewise, a General Discussion addresses themes which are
generally applicable to all sections, or which arise from the work as a whole. In contrast, both
the Methods and References, for which a great deal of overlap between the projects exists, have
been consolidated.
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General Introduction
Adult Neurogenesis
Historical setting
The prevailing understanding at the time the neuron doctrine paved the way for the modern
study of neurophysiology was that some tissues were regenerative and others, such as the brain,
were not (Bizzozero, 1894). Fuelled by the now ubiquitous quote from the great neuroscientist
Ramón y Cajal—“In the adult brain, nervous pathways are fixed and immutable; everything
may die, nothing may be regenerated” (Cajal, 1928)—this view remained current theory for
most of the 20th century until a series of studies by Joseph Altman provided evidence that, in
certain areas of the adult brain, new neurons are indeed generated (Altman, 1962a,b, 1963a,b;
Altman and Das, 1964, 1965; Altman, 1969). Presaging work that was not to be confirmed
until several decades later, he also correctly surmised that the new neurons are the result of
proliferation of a population of glia-like progenitors with stem cell properties (Altman, 1962a).
Further work by other pioneers in the field has led to general acceptance of adult neurogenesis
in many mammalian species, including human.
Neurogenesis exists in two regions of the adult mammalian brain
Postnatal neurogenesis is not ubiquitous, but rather is restricted, in mammals at least, to only
two stem cell pools in the subventricular zone (SVZ; lining the wall of the lateral ventricles and
giving rise to neurons which migrate to the olfactory bulb), and the subgranular zone (SGZ) of
the hippocampus (Altman, 1963a). Although there have also been reports of adult neurogenesis
in the cortex (Gould et al., 1999; Bernier et al., 2002; Dayer et al., 2005), the evidence is not
yet persuasive (Kornack et al., 2001; Ehninger and Kempermann, 2003; Koketsu et al., 2003)
and remains to be established (Rakic, 2002). Under pathological conditions, the situation is
somewhat less clear, and proliferation has been demonstrated in typically non-neurogenic sites in
response to trauma (Altman, 1962a; Magavi et al., 2000; Scharff et al., 2000). Transplantation
studies, however, confirm that only the canonical neurogenic regions are capable of supporting
neural stem cell proliferation in healthy brain tissue (Gage et al., 1995; Herrera et al., 1999).
Implications of neurogenesis in the hippocampus
Why has the discovery of neurogenesis in the adult hippocampus aroused such excitement among
neuroscientists and the lay public alike? As will be addressed in more detail below, the hippocam-
pus, with its key role in learning and memory, is a central part of who we are. Hippocampal
function declines with age, and diseases affecting this region of the brain invariably cause debil-
itating cognitive decline—affecting our very sense of self. The possibility that new neurons are
generated that could improve cognitive performance, and perhaps even aid in neurodegenerative
recovery, is certainly an attractive proposal, and one which has deservedly stolen the public’s
attention. Furthermore, the extent of the plasticity of adult neurogenesis, regulated by genetic,
1
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environmental, dietary and pharmacological effectors, has put a degree of control over this phe-
nomenon in our own hands. There is a real hope that understanding the process of new neuron
production in the adult hippocampus will help reverse many causes of cognitive decline—literally
changing the way we think.
The Hippocampal Formation
Function of the hippocampus in learning and memory
One of the first real clues about the function of the hippocampus came from the detailed
study of Henry Molaison (known in the literature as H.M.) who suffered anterograde amnesia
after his hippocampi were surgically removed to cure intractable epilepsy (Scoville and Milner,
1957). Later work confirmed the essential role of the hippocampus in the early stages of memory
consolidation (see Squire et al., 2004 for review). Several human diseases affecting hippocampal
function also highlight its crucial role in cognition. Much of what we know about human
hippocampal function comes from such special cases of injury or drastic surgery, but for studies
in experimental animals, more invasive approaches are possible.
The functional role of adult neurogenesis
There is still much debate surrounding the possible functions of neurogenesis in the adult. After
the dogmatic stance of “no new neurons” softened, it was argued that the production of new
neurons postnatally, a process that rapidly declines with age beginning shortly after birth (Altman
and Das, 1965; Kuhn et al., 1996), was simply a remnant of the neurogenic activity required for
the formation of the hippocampus during development. The explosion of research in the field
in the last decade, however, has made a compelling case for a vital non-developmental role for
this process. Indeed, the evidence now available points toward a critical role for naive, highly
plastic new neurons in the ability of the hippocampus to respond to changes in the external
environment by altering the connectivity of the granule cell layer (Toni et al., 2007).
Anatomy of the hippocampal formation
The hippocampal formation is a part of the medial temporal lobe, consisting of the hippocampus,
subiculum, presubiculum, parasubiculum and entorhinal cortex. The hippocampus proper is
comprised of the dentate gyrus, hilus, and the ram’s horn-shaped structure traditionally known
as Ammon’s horn (cornus ammonis, CA) which is subdivided into three regions, CA1–3. Principal
afferent inputs to the hippocampus are via the perforant path from the entorhinal cortex, which
provides synaptic input to the granule cells of the dentate gyrus. These neurons connect via
the mossy fibre tract to cells in the CA3 which in turn synapse with CA1 neurons. This well
characterised path, known as the trisynaptic circuit, is thought to be primarily responsible for
pattern matching of information from the entorhinal afferents before long term consolidation in
the cerebral cortex via the subiculum (Rolls, 1987; see Aimone et al., 2011; Sahay et al., 2011
for discussion). Both the dentate gyrus and CA region also contain only one layer of principal
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neurons, making the hippocampus an attractive subject for the study of cortical lamination (see
Förster et al., 2006 for review).
Neural Precursor Biology
The subgranular zone as a neurogenic niche
The border of the granule cell layer of the hippocampus and the hilus is known as the subgranular
zone (SGZ)—a region special in that it supports a population of stem cells capable of generating
new neurons throughout the life of the organism. The SGZ is highly structured (Seri et al.,
2004) and the precursor cells are associated with a dense microvasculature (Palmer et al., 2000).
What properties of the SGZ make it a neurogenic niche are still not fully understood, but
transplantation studies have shown that only this region (and the subventricular zone of the
lateral ventricles) are capable of supporting correct neurogenic development (reviewed in Seki,
2003).
Neuronal maturation is a multi-step pathway
Adult neurogenesis is not a discrete program, but rather is comprised of a number of component
processes associated with the transition from stem cell to mature granule cell neuron (Kemper-
mann et al., 2004; Overall et al., 2012; figure 1.1). The slow-dividing radial glia-like stem cells
give rise to transiently amplifying progenitors which begin to migrate into the granule cell layer
of the dentate gyrus. The migrating neuroblasts then enter a stage in which they are receptive
to synaptic input which, if received, triggers further maturation into a neuronal phenotype and
functional integration into the granule cell neural network (Tozuka et al., 2005; Wang et al.,
2005; Babu et al., 2009). In the absence of activity-dependent synaptic input at this stage,
the new-born neuroblasts will be eliminated by apoptosis (Seki, 2002; Sun et al., 2004). These
processes seem to be under distinct regulation such that different external factors—such as envi-
ronment, pharmacological agents, and brain activity—influence different stages of neurogenesis
to varying degrees (Kempermann et al., 1997a; Kronenberg et al., 2003; Kempermann et al.,
2006; Olson et al., 2006).
Regulation of Adult Neurogenesis
Neurogenesis is modulated by age
Far from being a static phenomenon, adult neurogenesis is subject to the influence of many
intrinsic and extrinsic factors. One of the most strongest modulators of neurogenesis in the
adult brain is age. Work in mice has shown that the rate of precursor division peaks shortly after
birth and thereafter decays rapidly to a low—but detectable—level until the end of the animal’s
lifespan (Kuhn et al., 1996; Bondolfi et al., 2004; Ben Abdallah et al., 2010). The association of
this decrease in neurogenesis with age-related cognitive decline (reviewed in Klempin and Kem-
permann, 2007) has lent clinical importance to findings that both physical activity (Kronenberg
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et al., 2006) and environmental enrichment (Kempermann et al., 2002) are able to at least partly
restore new neuron production to younger levels.
Neurogenesis is modulated by environmental factors
As for any physiological process, a plethora of exogenous regulatory influences exist. Many dietary
factors (far too numerous to mention here) have been shown to affect levels of neurogenesis (see
Zainuddin and Thuret, 2012 for review)—although, whatever the food, it should at least be
well-chewed! (Mitome et al., 2005)—and caloric restriction has also has been shown to have a
regulatory role (Bondolfi et al., 2004). In addition, many pharmacological agents exert profound
effects on neurogenesis. Particularly intriguing are those in the class of antidepressants, such
as fluoxetine (Santarelli et al., 2003)—whether cause or effect, the tight relationship between
depression and neurogenesis remains of intense clinical interest (Jacobs et al., 2000; Kempermann
and Kronenberg, 2003; Samuels and Hen, 2011).
The first investigation of the effect of environment on cellular proliferation in the adult brain
came from a pilot study by Joseph Altman and colleagues (Altman and Das, 1964) building
on an earlier discovery by Donald Hebb that an enriched environment leads to an improvement
in cognitive ability in rats (Hebb, 1949; Hymovitch, 1952). But it was the seminal report by
Gerd Kempermann (Kempermann et al., 1997b) that established a link between environmental
enrichment and adult hippocampal neurogenesis. Early experiments on the effects of enriched
environments included running wheels, but later work demonstrated that wheel running alone was
sufficient to robustly increase adult neurogenesis (van Praag et al., 1999a,b). This finding led to
the appreciation that physical activity and environmental complexity exert different effects on the
proliferation and survival of neuronal precursors (Kronenberg et al., 2003; Olson et al., 2006)—a
distinction which will be discussed in detail in chapter 4. Not only are higher levels of neurogenesis
associated with enhanced cognitive ability (Kempermann et al., 1997b; Kempermann and Gage,
2002a; Aimone et al., 2006; Saxe et al., 2006; Ziebarth et al., 2012), but the act of learning
itself has been shown to positively modulate adult neurogenesis (Gould et al., 1999).
Recent work has unearthed a more complex layer of interaction with the environment by
indicating that adult animals’ responses to environmental enrichment are modulated by individual
differences (Leal-Galicia et al., 2007; Freund et al., 2013)—likely as a result of variation in early-
life experience. Indeed, parental influence, beyond the contribution of heritable factors, has been
demonstrated to affect adult hippocampal neurogenesis both at the prenatal (Lemaire et al.,
2000; Bick-Sander et al., 2006) and postnatal (Koehl et al., 2012) stages.
Neurogenesis is modulated by genetic background
Another major factor controlling the rate of adult neurogenesis at the interindividual level is,
naturally, the individual’s genetic background. Baseline neuronal precursor proliferation and new
neuron survival have been shown to exhibit wide variation across different laboratory mouse
strains (Kempermann et al., 1997a; Hayes and Nowakowski, 2002; Kempermann and Gage,
2002a,b; Kempermann et al., 2006; Schauwecker, 2006; Huang et al., 2010; Clark et al., 2011),
wild mouse strains (Amrein et al., 2004) and rats (Kronenberg et al., 2007). In particular, the
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strains C57BL/6 and DBA/2 differ markedly in both proliferation of precursor cells (Kempermann
and Gage, 2002a; Huang et al., 2010; Clark et al., 2011) as well as new-born neuron number
(Kempermann and Gage, 2002a; Kempermann et al., 2006) and thus provide an excellent model
for the study of the genetic basis of these phenotypes.
Genetics of the BXD RI Cross
C57BL/6 and DBA/2
The experimental genetic work described in the following chapters is based around the two
common laboratory mouse strains C57BL/6 and DBA/2. These two inbred strains exhibit a
number of striking neuroanatomical and behavioural differences that will be explored in some
detail in the work to follow, so will be briefly introduced here. C57BL/6 is perhaps the most
widely used laboratory mouse strain and is therefore also the best characterised. This is the
strain initially sequenced by the mouse genome project (Mouse Genome Sequencing Consortium
et al., 2002) and thus acts as a reference for other murine sequencing and SNP mapping projects.
DBA/2 was the first inbred mouse strain and has, on the 100th anniversary of its establishment,
also recently been sequenced to a depth of at least 10× (Drs Lu Lu and Robert Williams,
personal communication; Keane et al., 2011) making the BXD cross, described in detail below,
more powerful than ever before. The strains C57BL/6 and DBA/2 lie at almost opposite ends
of the spectrum with regard to several traits relevant to this study. Specifically, C57BL/6 mice
have been distinguished from DBA/2 by high brain weight—even after body weight correction
(Belknap et al., 1992), large hippocampus (Lu et al., 2001), and differences in mossy fibre tract
anatomy (Barber et al., 1974; Crusio et al., 1987; Romer et al., 2011). The two strains also differ
in a wide range of behavioural phenotypes (reviewed in Crawley et al., 1997) where the C57BL/6
strain is notable for its more rapid learning of spatial navigation tasks (Ammassari-Teule and
Caprioli, 1985; Upchurch and Wehner, 1988; Ammassari-Teule et al., 1993; Kempermann and
Gage, 2002a). Indeed, DBA/2 performance in the Morris water maze—a classic assessment of
spatial learning ability—has even been likened to that of rats with hippocampal lesions (Upchurch
and Wehner, 1988). Importantly for the current work, C57BL/6 is also characterised by a high
rate of adult hippocampal neurogenesis relative to DBA/2 (Kempermann and Gage, 2002a;
Kempermann et al., 2006).
Recombinant Inbred Lines
Much of the work described in this study either utilises the BXD recombinant inbred panel di-
rectly or can be considered preparatory for such experiments. The BXD panel is a collection
of recombinant inbred (RI) mouse strains derived from the two parental strains C57BL/6 and
DBA/2 described above. Following a technique originally developed by Donald Bailey (1971),
generation of RI lines involves crossing the inbred (homozygous at every genetic locus) parental
strains to produce F1 hybrids, and then undertaking an F2 intercross from these. The F2 animals
are then inbred over many generations (typically greater than 20) to yield new (recombinant)
inbred lines. These new animals are genetically diverse between RI lines, resulting from a ‘shuf-
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fling’ of the parental genomes due to meiotic crossover events at each generation, but have the
important characteristic that all animals within a line are genetically identical—and remain so
over subsequent generations. This latter fact means that, for each trait, multiple subjects from
the same genetic background may be phenotyped, thus reducing uncertainty in the measure-
ments, enabling estimates of trait heritability and allowing data for many traits to be compared.
These benefits more than compensate for the relatively enormous investment required for the
establishment and maintenance of RI lines when compared with, for example, an F2 population.
A limitation of the method just described is that only a certain number of recombination events
will become fixed in the initial cross. To help overcome this, the advanced intercross (AI) strat-
egy may be used in which several additional rounds of intercrossing are undertaken prior to the
start of inbreeding (Darvasi and Soller, 1995). This approach has the effect of reducing the con-
fidence interval of the estimated mapping location over a similar study using standard RI strains.
However, even using advanced breeding approaches, only genomic sequence differing between
the progenitor strains can be informative. This issue can be tackled by increasing the number of
progenitor strains and thus the starting genetic diversity—the solution chosen by the eight-way
Collaborative Cross effort currently being undertaken (Churchill et al., 2004). As always though,
the choice of genetic population will be determined by the needs of the experiment and available
resources.
The BXD panel
The BXD RI panel was developed by Benjamin Taylor in the early 1970s as a tool for gene
linkage mapping (Taylor, 1978) and has since been expanded by the addition of RI (Taylor et al.,
1999) and AI (Peirce et al., 2004) lines to a current size of over 80. These days, such panels are
primarily of interest to researchers carrying out complex trait analysis and quantitative trait locus
(QTL) mapping as described below. In light of the differences between the progenitor strains
outlined above, it should be clear that this panel presents an exceptional genetic resource for the
study of hippocampal function and, in particular, adult hippocampal neurogenesis (Kempermann
and Gage, 2002a; Kempermann et al., 2006). There are currently data available from the BXD
panel for 3734 measured phenotypes as well as many microarray expression datasets, including 3
for whole brain and 4 for hippocampus (http://www.genenetwork.org/). Particularly pertinent
to the current work are histological neurogenesis traits in 27 of the BXD strains (Kempermann
et al., 2006) and hippocampal mRNA expression measurements for over 16000 unique genes in
69 strains (Overall et al., 2009).
Quantitative genetics
After the rediscovery, in 1900, of Gregor Mendel’s work (Mendel, 1866), a flurry of interest in the
combinatorial effects of alleles affecting phenotypes ensued, leading to the publication, in 1918,
of an important paper by Ronald Fisher (Fisher, 1918) which could be considered the birth of
quantitative genetics. Building on this and other studies, a method was developed by Karl Sax
that allowed quantitative phenotypes to be mapped to genomic intervals (Sax, 1923)—the first
use of quantitative trait locus mapping. Refinements on this technique have made use of mapped
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markers, typically microsatellites or single nucleotide polymorphisms (SNPs), to identify positions
in the genome which are likely to modulate expression of a quantitative trait. With quantitative
mapping methods further advanced through work such as that of John Thoday (Thoday, 1961),
it became possible to locate influential loci affecting quantitative phenotypes with increasing
accuracy. The introduction of interval mapping techniques (Lander and Botstein, 1989) allowed
even better estimates of QTL position and effect by relating markers to a genetic map rather than
considering each marker in isolation. The algorithm used in the current work (Peirce et al., 2006)
is an implementation of a flanking marker regression method (Haley and Knott, 1992) which
uses permutations to estimate linkage likelihood (Churchill and Doerge, 1994)—an approach
which is considerably less computationally intensive that full interval mapping. To keep the
mathematical problem tractable, however, these methods all have made the assumption of only
one major-effect locus affecting the trait—a serious limitation when dealing with known polygenic
phenotypes. More advanced methods for the discovery of multi-locus linkage and detection of
epistatic interactions between minor-effect QTLs are also being developed—in particular, the
use of random forests to detect multiple loci simultaneously (Michaelson et al., 2009) has been
shown to outperform (Michaelson et al., 2010) the common interval mapping based approaches.
Increasingly larger and more powerful genetic reference populations (Peirce et al., 2004; Churchill
et al., 2004) mean that multi-locus mapping techniques are beginning to be able to detect
epistasis with sufficient statistical power. This is especially true for large expression data sets
(for example Overall et al., 2009) which, for the reasons described below, have been the first to
exploit the expanded genetic populatons.
Microarray Analysis
The concept of ‘whole genome’ expression analysis
Once the scale of the eukaryotic transcriptome began to be appreciated, new methods were
required to measure the expression of very many RNA transcripts simultaneously. In the early
1990s, fuelled by technical advances in nucleic acid amplification and visualisation, a technique
known as differential display was established (Liang and Pardee, 1992)—enabling transcript
expression patterns of arbitrarily large numbers of transcripts to be compared in different samples.
During the same period, an even more powerful methodology was being developed in which
complementary DNA of known target sequences could be immobilised on glass slides to allow
quantitative expression analysis of multiple targets in a compact assay (Southern et al., 1992;
Schena et al., 1995). Building on methods for automated and scalable array generation (Fodor
et al., 1991) and rapid advances in miniaturisation, the first oligonucleotide microarrays were
brought to market by Affymetrix in 1994. Since then, microarrays have been the dominant mode
of high-throughput RNA expression analysis, and data on the expression of thousands of genes—
essentially the entire known transcriptome—can be obtained rapidly and for very little cost. The
issues with technical noise, sensitivity and reproducibility associated with early microarrays (see
Draghici et al., 2006 for review) have largely been overcome, although some limitations remain—
discussed in detail below. The very fact that all transcripts are being surveyed simultaneously
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is an enormous advantage over other techniques, such as quantitative PCR, as the combined
expression milieu acts as an internal control allowing paired statistics to be used on an otherwise
impossible scale. Only recently has quantitative RNA (‘deep’) sequencing begun to present a
cost-equivalent challenge to the supremacy of microarrays in whole-genome expression analysis.
As will be discussed, there are still a number limitations associated with microarrays, and the
analysis of RNA in general, but for the ability to cover the entire genome in one experiment,
microarrays remain the state of the art.
Technical considerations
At the time of writing, there are several microarray platforms commercially available, each with
characteristics making them more or less suitable for different applications. Two of the major
platforms were used in the current work, and here I would like to briefly discuss the rationale and
implications of these choices. Affymetrix was among the first companies to make microarrays
commercially available in the 1990s and it remains the most-used platform today. It relies on a
technology in which probe sequences are immobilised on glass slides which fluoresce when bound
to DNA in the sample (Lipshutz et al., 1999). Until recently, the dominant array available for the
study of the mouse transcriptome was the Affymetrix M430 v2, which contains over 45000 probes
covering c. 16500 unique known genes. Affymetrix probes are 25 bp in length and designed in
groups of 11 probes—a ‘probeset’. Probes are typically designed to target the 3′ region of a
transcript—a reflection of the common use of 3′ poly-A priming in cDNA production—and target
genes are selected from the list of known genes at the time of array design with remaining array
space being filled by EST (expressed sequence tag) sequences. There are two main considerations
when using this platform. Firstly, the short probe length makes hybridisation very sensitive
to strain-specific polymorphisms—the probes have been designed against the mouse genome
sequence, based on C57BL/6, so will not always perfectly match RNA from other strains. To
address this issue, it is desirable to remove probes targeting polymorphic sequence. This is
possible for the BXD cross, which only contains alleles from C57BL/6 (the reference genome
sequence) and DBA/2, and this has been done for the data presented in this work (for details
see the Methods section). For more complex crosses involving several different strains, other
solutions are required—these are not directly relevant to this work, however, and will not be
discussed further here. The other issue worth noting is the annotation of the probe sequences
used—in other words, which transcripts are actually being measured. Inaccurate probe mapping
and changing annotation of the mouse genome means that often probes which had been ascribed
to one gene are later thought to be actually targeting a different gene, several genes at once, or
even non-transcribed sequence. The arrays used here have therefore been reannotated using the
latest available mouse genome sequence.
The other platform used in the current work, the Illumina beadarray system, makes use of
a slightly different technology—with probes attached to glass beads which are then randomly
arrayed on slides for hybridisation. The longer probes used, 50 bp, mean that single nucleotide
polymorphisms (SNPs) are likely to have much less influence on probe hybridisation—for this
reason, the Illumina array data shown below have not been corrected for SNP content. All
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Illumina arrays were, however, reannotated using a custom workflow (see Methods) to bring
them up-to-date with the current genome assembly.
Theoretical considerations
Microarrays are rightly popular because of their whole-genome scope and accessible cost—this
has led to them being relied upon heavily—almost exclusively—in providing surveys of cellular
activity. It is clear, however, that RNA transcription is not the whole story and that many
other, albeit less easily measured, processes need to be considered if the molecular system as
a whole is to be understood. Most mammalian genes (estimated at 95 %) undergo alternative
splicing—meaning that the total number of RNA species present in a cell is far larger than
estimates of total gene number (for a recent review see Kornblihtt et al., 2013). While it
is possible to detect some transcript variants, most are comprised of reassembled exons of
similar sequence and are thus indiscernible through probe hybridisation. In addition, it has
been repeatedly shown that messenger RNA abundance is a relatively poor predictor of cellular
protein levels (Anderson and Seilhamer, 1997; Gygi et al., 1999; Ghaemmaghami et al., 2003;
Ghazalpour et al., 2011) What is less often appreciated is that transcript expression, as it is
measured by microarrays, does not even provide the whole picture of RNA activity in the tissue
studied. Transcript expression studies typically make use of whole tissues including a range of cell
types but, even at the single-cell level, transcriptional dynamics can result in diverse phenotypes
between different cells within an isogenic population (McAdams and Arkin, 1997; Golding et al.,
2005; Rosenfeld et al., 2005). Such variation generally remains unseen as RNA expression
measurements are bundled into a single snapshot summary. Until techniques become available,
however, to measure protein abundance at the ‘whole-proteome’ scale, and to detect dynamic
changes in transcriptome expression, microarrays offer a powerful tool which has not yet been
exploited to its fullest potential. Without detracting from the enormous value of microarrays in
biological research, it is important to at least keep their limitations in mind when interpreting
the resulting data.
Current Analytical Methods
Microarray experiments typically employ a simple factorial design—often of a before-and-after-
treatment type. Analysis is then concerned with discovering a set of genes that are under- or
over-enriched with respect to a control group. Individual candidates may then be identified for
‘validation’ and follow-up studies, or broad impressions of the underlying system gained by calcu-
lating enrichment of the enriched gene set for a particular gene class. Several resources exist for
identifying gene classes, such as KEGG (http://www.genome.jp/kegg/) for molecules involved in
a common pathway, or the Gene Ontology (http://www.geneontology.org/) in which genes are
annotated to a hierarchy of functional categories. Due to the expense of early microarrays, many
older studies used limited biological replicates for hybridisation, with samples often pooled, and,
with information on variance thus lost, analysis was restricted to ‘fold changes’—an error-prone
approach that necessitated confirmation by PCR or other methods. Thankfully it is now within
reach financially to include sufficient replicates in a microarray screen to obtain robust estimates
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of variance, and appropriate statistical tests can be used to determine differential expression. A
number of variations on this theme have been devised—mostly aimed at coping with the problem
of correction for multiple comparisons. A typical microarray assays around 20000–40000 probes
with the result that, using a p-value threshold of 0.05, up to 2000 ‘regulated’ genes might be
expected purely by chance. While traditional analytical methods can be useful for addressing
specific types of questions, many researchers are now seeking to make full use of the whole-
genome scope of their data and are embracing systems genetic approaches. ‘Systems genetics’ is
a term that broadly refers to the study of genes and gene expression as interacting systems, rather
than as individual genes in isolation (Sieberts and Schadt, 2007). With published transcriptomes
now available for many tissues and organisms (mouse hippocampus for example Overall et al.,
2009), ‘genetical genomics’ (Jansen and Nap, 2001) approaches which link transcript expression
to genes and other transcripts can be used to reconstruct networks of gene-gene interactions
(for example Chesler et al., 2005; Overall et al., 2009; Li et al., 2005; Zhang et al., 2013).
Network Analysis
Network Description and Terminology
In a formal sense, a network is simply a description of a collection of entities together with
information that connects these entities to one another. The use of networks has spread over
several disciplines and so a number of terminology conventions exist. The work here will refer
to the theoretical representation as a network (also termed a ‘graph’ in graph theory—the field
of mathematics that provides the most advanced tools for network description and analysis).
I will use network graph to refer to visual renderings of a network. A network is made up
of nodes (also known as vertices) which are connected by edges (also often called links).
Network representations have been used in many situations ranging from the physical to the highly
abstract. One of the first recorded instances of the use of network theory to solve a mathematical
problem dates back to Euler in the 18th century. Representing physical space, this network was
used to solve the Seven Bridges of Königsberg problem which had stumped other thinkers of
the time. Other possibilities include physical connections, such as the telephone network where
individual telephones are connected by telephone lines, or theoretical representations such as
social networks, where people are the nodes and edges are defined as being present between any
two people if they are friends and absent otherwise.
Graph Theory
Once a system has been represented as a network, a range of analytical methods become available
(see Gross and Yellen, 2005) which allow an understanding of the flow of information through the
system that is not possible by looking at the individual components alone. A link between A and
B, for example, may be discovered via the indirect interaction A-C-B, even though the direct link
A-B were not measured. Global network properties such as the degree distribution or clustering
coefficient give an idea of whether nodes are connected randomly or agglomerated around hubs
(Watts and Strogatz, 1998; Barabasi and Albert, 1999). Other topological measures such as the
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shortest path between two nodes, network diameter (the longest of the shortest paths within a
network) and degree centrality (the ‘hub’ status of a node) also describe important characteristics
of a network (Albert et al., 2000; Featherstone and Broadie, 2002; Barabási and Oltvai, 2004).
All of these properties can only be derived from a complete network model and not from analysis
of the individual components alone.
Multiple-Network Comparison
Often a single network, based on a discrete edge type, will not contain enough information to
approach a particular problem, and other edge types may need to be incorporated. A layer in
the terminology I use here is thus a network based around one particular edge type. Layers with
common nodes may then be merged to obtain a fuller picture of the system under study (von
Mering et al., 2005; Baker et al., 2009).
This concept provides a central theme for the current work. Thus, the results from each of
the following chapters will be summarised in an interaction network. The final chapter (chapter
6) will then be concerned with merging these layers into a multi-layer network—the common
nodes being provided by the genes studied in each sub-experiment.
Biological networks
Types of Biological Network
Creating networks based on genetic information can be achieved in a number of ways, but
a logical approach—and the one I will use in this work—is to base the networks around the
genes themselves. This is the unchangeable component of the study, the backbone that will be
present in each of the different experiments and which will enable integration of data from the
different layers. The links between genes—the edges—may then be based on any characteristic
that can be measured and compared between a pair of genes. Networks have been generated
from covariation of transcript (Chesler et al., 2005; Overall et al., 2009), micro-RNA (Su et al.,
2011) and protein (Foss et al., 2011) expression across genetically diverse populations. More
complex genetic interactions have also been explored, such as QTL dependency (Li et al., 2005)
and dosage suppression (Magtanong et al., 2011). Large-scale protein binding datasets lend
themselves well to treatment as networks (Stelzl et al., 2005; Venkatesan et al., 2009). Even
more abstract sources such as co-mention in the literature (Jenssen et al., 2001; Homayouni
et al., 2005) can be used to link genes.
All network interactions can be classed into fundamental types based on two factors—
directed/undirected and weighted/unweighted. Edges for which the causal direction is known are
referred to as directed whereas undirected edges are used when this information is unknown—
for example the correlation networks primarily used in this work. An edge is described as
weighted if the interaction can be quantitatively measured or unweighted where only pres-
ence or absence of the edge can be recorded. For weighted networks, interactions are calculated
as ‘distances’—although in biology these almost always represent some form of abstract simi-
larity rather than physical proximity. These distances are calculated from the source data and,
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for most sources, there exist a number of ways of performing this calculation. Examples found
commonly in biology include unit distances based on presence/absence of a characteristic (e.g.
protein binding), count values reflecting the number of instances of a characteristic common be-
tween two traits (as in literature co-mentions), and correlation scores (such as between transcript
expression patterns).
One of the goals of this work is to provide a framework for building and integrating net-
works generated from genetic interactions measured in a diverse range of experiments that are
nevertheless focussed on the same biological question. A recurring theme in the following work
will be the search for clusters of genes that are linked by their expression patterns, with the un-
derstanding that these patterns reflect underlying biological interactions between the clustered
genes (Eisen et al., 1998). Edges between genes are created when an interaction between the
genes is present (or above a certain threshold). Interpretation of these edges, and the gene
clusters, is thus dependent on the nature of the interaction.
Sources of Network Data
Networks can also be categorised according to how they sample the theoretical ‘space’ of all
possible interactions—a distinction I refer to as ‘bias’. What I have termed biased information,
here in the context of gene networks, is that which does not cover a random sample of the
genome. In this category can be placed most published biochemical pathways, functional anno-
tations and other databases that have been curated from the published literature. My reasoning
for this designation is that such data will reflect those processes that have been studied in more
depth, or at all, and discard untested hypotheses as negative results—a sort of confirmation bias
(Klayman and Ha, 1987). Such data sources are extremely valuable, and will play an increasingly
important role in future studies as the databases mature and offer a more complete picture of
the actual molecular environment in the cell, but they should not be over-analysed. In contrast,
unbiased data refers to either whole-genome studies or work that analyses randomly-selected
gene subsets. This category includes most high-throughput primary observations such as gene
expression studies, gene sequences, protein interaction data and so forth. Although one could
argue that even whole-genome studies are somewhat biased because we do not know the full
extent of the genome yet, such datasets still include genes without hypothesis which play the
role of negative control. I will return to this distinction in later sections and in the General
Discussion as it plays an important part in the handling of particular networks.
Biological Significance of Networks
Despite the popularity of networks as a tool for analysis of gene expression data, and the plethora
of methods to generate such interaction networks (see He et al., 2009 for review), very little
regard has been given in the literature to the use of networks to arrive at novel biological
conclusions. The assumption that clusters of transcripts exhibiting similar expression patterns
belong to functional groups, while seeming plausible, has only been borne out by very few studies
(Eisen et al., 1998; Spellman et al., 1998). Problematically, many gene clustering techniques are
tested by how well the algorithm groups genes with common Gene Ontology annotations—this
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despite the fact that the Gene Ontology includes inferred annotations, which may even be derived
from gene expression correlation data sets. Transcripts may share a common expression pattern
due to a shared upstream transcriptional or post-transcriptional regulation, or localisation to a
particular cell type which varies in abundance.
Aim of the current work
It is clear that neurogenesis in the adult hippocampus is a complex phenotype (Kempermann
et al., 2004; Kempermann, 2011b) and is under the control of many genes (Kempermann et al.,
2006). It is also appreciated that genes do not work in isolation to regulate complex traits, which
must be considered as systems of genetic interactions (see Mackay et al., 2009 for review).
Networks have become popular as a tool for synthesising data on many interactions into a
coherent model (Barabási and Oltvai, 2004), but there still exists a dichotomy between the
theoretical analysis of networks and their biological interpretation. By using networks generated
from custom-designed experiments focussed on a defined biological problem and integrating the
resulting data sets into a single multifacetted construct, the current study aims to identify groups
of genes acting together in the regulation of the phenotype.
The work that follows has involved a search for genes regulating adult hippocampal neuroge-
nesis in three different laboratory experiments in which transcriptional variation had a genomic,
environmental or temporal source. In addition, an exhaustive review of the literature has been
built on to a descriptive framework of the adult neurogenesis phenotype. Finally, an attempt
has been made to integrate results from all the experiments to identify recurring gene regulatory
motifs which are likely to be associated with the common component of all the studies—adult
hippocampal neurogenesis. The results show that a whole-genome exploratory approach can be
very productive, but that the field still has some way to go in effectively combining the enormous
size and diverse range of the data sets that such studies produce.

Methods and Materials
Animals
BXD panel
Chapters 2 and 3 are based on a microarray expression dataset generated using hippocampal
tissue from mice of different strains of the BXD panel. Detailed information on the animals used
is published in (Overall et al., 2009) and at http://genenetwork.org. Briefly, 69 BXD recombinant
inbred lines were used, including the progenitor strains C57BL/6J and DBA/2J. For 2 strains,
3 replicate arrays were run, for 3 strains only one array was used, all other strains were done in
duplicate. The RNA for each array stemmed from hippocampus tissue from independent pools of
between 2–4 mice. Animals were bred, housed and tissue collection carried out at the Tennessee
Health Science Center in Memphis, TN, USA.
Progenitor strains
The work presented in Chapter 4 involved 5 experiments. The pilot histology experiment, water
maze, and microarrays each utilised a total of 30 mice (5 C57BL/6NCrl STD, 5 C57BL/6NCrl
RUN, 5 C57BL/6NCrl ENR, 5 DBA/2NCrl STD, 5 DBA/2NCrl RUN, 5 DBA/2NCrl ENR;
Charles River, Germany). These animals were housed in a 12 h light/dark cycle in the specific
pathogen-free facility at the Max Delbrück Centrum in Berlin. All animals prior to the exper-
iment and the standard housing groups (STD) were housed in Eurostandard Type II L cages
(Techniplast). The follow-up histology experiment used a total of 67 mice (14 C57BL/6JRj
STD, 10 C57BL/6JRj RUN, 10 C57BL/6JRj ENR, 14 DBA/2JRj STD, 10 DBA/2JRj RUN, 9
DBA/2JRj ENR; Janvier, France). The corticosterone/open field testing involved another 20
mice (5 C57BL/6JRj STD, 5 C57BL/6JRj RUN, 5 DBA/2JRj STD, 5 DBA/2JRj RUN; Janvier,
France). Animals for these latter two experiments were housed in a 12 h light/dark cycle in
the specific pathogen-free facility at the Medizinisch Theoretisches Zentrum, at the Technical
University Dresden. These animals were housed prior to the experiment and for the standard
housing groups (STD) in Eurostandard Type III cages (Techniplast). All animals were provided
ad libitum access to standard mouse chow and water.
Animal behaviour
Running wheel activity
Running animals (RUN) were housed during the pilot experiment in Eurostandard Type II L cages
fitted with a 240 mm diameter metal running wheel (Techniplast, Germany). In the second,
follow-up, experiment, RUN animals were housed in Eurostandard Type III cages containing
running wheels of 115 mm diameter coupled to a data acquisition computer which monitored
wheel use at 1-minute resolution (TSE Systems, Germany). Raw revolution counts were analysed
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in R/Bioconductor using custom code to produce actograms and calculate nightly total run
distances.
Enriched environment
The enrichment housing (ENR) consisted of 1 × 1 m custom Plexiglas® cages which contained
several toys (plastic balls, wire cage lid, paper house) and a labyrinth constructed out of plastic
wastewater piping. The layout of the enriched environment was not changed during the 4-day
experiment period.
Morris water maze
A pool, 1.8 m in diameter, was partially filled with room temperature water which was made
opaque with titanium dioxide. Mice were introduced into the pool at a starting position which
was altered each day but held constant for all trials on that day. Animals were never started in
the target quadrant. On reaching the hidden platform, the mouse was allowed to remain on the
platform for 20 s to orient itself before being returned to its home cage. Animals that had not
found the platform after 120 s were captured and placed on the platform for 20 s. Each mouse
performed 6 trials per day with an interval between trials of not less than 30 min. The last trial
on day 3 was a probe trial for which the platform was removed. Animals were scored for how
much of the 120 s swim period was spent in the target quadrant of the pool. For days 4 and 5,
the platform position was reversed (placed on the opposite side of the pool). The last trial on
day 5 was also a probe trial without platform.
Open field test
Animals were introduced into a 450 × 450 mm square arena constructed out of opaque white
Plexiglas® and their movement tracked using a digital camera connected to a computer running
the Ethovision software (Noldus, Netherlands). Animals were allowed to explore the arena for
5 min before being returned to their home cage. Resulting coordinate data were analysed in
R/Bioconductor to determine the percentage of time in the periphery—defined as 80 mm from
the walls.
Corticosterone assay
Blood was collected from cardiac puncture while the mice were under deep anæsthesia and
allowed to clot by standing at room temperature for 1 h. Serum was prepared by centrifugation at
2000 rpm and corticosterone was assayed using the ‘Corticosterone EIA Kit’ (Enzo Life Sciences,
Germany) following the manufacturer’s protocol. Absorbance measurements were made with
an ELISA plate reader (Nanoquant Infinite M200; Tecan, Switzerland) and the resulting data
analysed using a custom R/Bioconductor script I wrote which calculated 4-parameter curve
fitting to the standard dilutions.
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Histology
Tissue collection
For the pilot study in Chapter 4, mice were injected on day 0 of the experiment with 5-bromo-
2′-deoxyuridine (BrdU) (50 mg/kg bodyweight; Kuhn et al., 1996). At the end of the 4-day
experimental period, the animals were anæsthetised deeply with ketamine (100 mg/kg body-
weight) and xylazine (10 mg/kg bodyweight) and perfused transcardially first with 0.9 % saline
then with formaldehyde solution (4 % in phosphate-buffered saline, pH 7.4). For the follow-up
study, mice were injected with BrdU (50 mg/kg bodyweight) on the evening at the beginning
of the 4th night of running (12 h before perfusion). The animals were then anæsthetised as
above and perfused transcardially with 0.9 % saline only. For both experiments, the brains were
dissected and post-fixed in 4 % formaldehyde solution overnight then transferred to sucrose
solution (40 % phosphate-buffered saline, pH 7.4).
BrdU staining
Coronal sections were cut at 40 µm on a freezing microtome (SM2000 R; Leica, Germany).
BrdU detection was carried out on every 6th section using a horseradish peroxidase-coupled
system and 3,3′-diaminobenzidine (DAB) staining. Sections were washed in TBS at least 3
times between each of the following steps. Sections were first treated with H2O2 (6 % in
TBS; 30 min) to inhibit endogenous peroxidases and then, after equilibrating with 0.9 % NaCl,
permeabilised with 2.5 N HCl (30 min, 37 °C). Sections were then blocked for 60 min (10 %
donkey serum, 2 % Triton X-100 in TBS) and incubated overnight with a 1:500 dilution of
primary antibody (rat anti-BrdU; Biozol, Germany). After washing in TBS and again blocking,
the secondary antibody (biotinylated anti-rat; Vector Laboratories, USA) was applied for 2 h
at room temperature. Staining was visualised by treatment with the ABC Elite kit (Vector
Laboratories, USA) following manufacturer’s instructions and incubation with DAB (Sigma,
Germany). The free-floating sections were then mounted onto gelatine-coated glass slides and
cleared in Neoclear (Merck, Germany) before coverslipping with Neomount (Merck, Germany).
Cells positive for BrdU were counted using a light microscope (DM750; Leica, Germany). Only
stained cells in the SGZ, defined as a region two cell widths either side of the hilus/dentate gyrus
border, were counted. In the rare case of a missing section (lost or damaged during the staining
process), a value was interpolated as the mean of the two adjacent sections. Cell counts were
converted to values for the whole brain by multiplying by a factor of 6 (only every 6th section
was stained/counted) and, in the case of the follow-up study, again by a factor of 2 (as only
one hemisphere was used for histology—the other half brain being used for follow-up transcript
expression studies).
Statistics
BrdU-positive cell counts were assayed using ANOVA models for the presence of confounds in
all of the factors measured (Age, Experiment Date, Body Weight, Staining Batch). In the
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preliminary experiment, due to animal delivery constraints, a confound of age with strain was
present. As there was complete overlap between the two factors, it was not possible to correct
for this. In both experiments, no other confounding factors were found. Data for each strain
was calculated separately.
Cell culture
Maintenance and differentiation
Proliferating precursor cells were plated as adherent cultures on dishes coated with poly-D-lysine
and laminin. Cells were maintained in Neurobasal medium supplemented with B27 (Invitrogen,
Germany) in the presence of 20 ng/ml of human EGF and 20 ng/ml of human FGF-2 (both from
PeproTech, Germany). Differentiation was induced by replacing the media with one of the same
composition but without EGF or FGF-2. A medium change was carried out every second day.
Cells used in this experiment were at the 10th to 15th passage since establishment of the line.
Immunostaining
Cells were seeded onto glass coverslips, which had been coated with poly-D-lysine and laminin,
and grown in parallel with the cultures for RNA. Coverslips were harvested by washing once
with PBS followed by a 15 min fixation in formalin solution (4 % paraformaldehyde in PBS)
After repeated washing in PBS, the cells on coverslips were blocked with donkey serum and
incubated with primary antibodies against Nestin (BD Pharmingen; 1:200) or Map2 (Sigma;
1:500). After further washing and blocking, cells were incubated with fluorophore-coupled sec-
ondary antibodies, washed, cleared and mounted onto glass slides for quantification under the
microscope.
RNA isolation
Total RNA was harvested from the adherent cultures by on-plate lysis using the RNEasy kit
(Qiagen, Germany). Briefly, culture media was removed and the adherent cells were washed
once with PBS. After removal of the PBS, 350 µl lysis buffer was added and the cells detached
using a plastic scraper. The cell lysate was collected and stored at −80℃ until the end of the
experiment. Total RNA was prepared following the manufacturer’s protocol and including the
optional DNase step.
Microarray processing
Affymetrix arrays
The Affymetrix M430v2 microarrays used in Chapters 2, 3 and 4 were carried out at the Tennessee
Health Science Center in Memphis, TN, USA. A total of 137 arrays were used for the work in
Chapters 2 and 3. A total of 30 arrays were used for the work in Chapter 4. Raw fluorescence
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values were transformed in R/Bioconductor using a version of the RMA algorithm provided by
the affy package and using the custom CDF described below.
M430v2 probe reannotation
All microarray data were preprocessed using custom probe annotation files. The Affymetrix
M430v2 arrays used a CDF (CEL definition file) from the group of Dr. Fan Meng at the University
of Michigan, USA (http://brainarray.mbni.med.umich.edu). The Entrez13 CDF was used, based
on a remapping of all probes to the mm9 mouse genome. I further modified this CDF to remove
known SNPs between C57BL/6J and DBA/2J using a list of SNPs generated by colleagues at
the Tennessee Health Science Center in Memphis, TN, USA. The modified CDF is available at
http://www.biotec.tu-dresden.de/~ruperto/Mouse4302_Mm_ENTREZG_SNPFiltered.cdf.
Illumina arrays
The microarrays used for the 4-day time course in Chapter 5 were hybridised at the Ten-
nessee Health Science Center in Memphis, TN, USA. In total, 35 Illumina MouseWG-6 v.1
rev.4 Beadarrays were used for this series. For the dense time course, 17 Illumina MouseWG-6
v.2 rev.3 Beadarrays were hybridised at the Max Delbrück Centrum, Berlin. Image files from
the array scans were processed with background subtraction using the beadarray package in
R/Bioconductor. Probe-level data were reannotated using the custom scheme described below
and quantile normalised.
Illumina probe reannotation
The Illumina arrays were also reannotated using custom code. Briefly, the probe sequences were
used to query the mm9 mouse genome using the BLAT algorithm (kindly supplied by Dr. Jim
Kent; http://hgwdev.cse.ucsc.edu/~kent/exe/linux). The genomic position of probes returning
a single hit was then used to search the NCBI Gene database (snapshot for the current work was
downloaded on 06/04/2011).
Bioinformatics
Translating the STRING network
The STRING project is based on protein-protein interactions, and thus uses protein identifiers.
The translation of these, in the Ensembl scheme, involved identification of the Ensembl tran-
script associated with each protein and then mapping these to the corresponding Entrez Gene
identifiers. All resulting interactions were converted into mouse GeneIDs using the Homolo-
gene translation scheme. For the analyses presented in this work, a composite STRING score,
including all sources, of 500 was used as a threshold for inclusion into the network.
QTL mapping
All QTL mapping was done using the existing QTLReaper software which consists of a Python
script wrapping core functions written in C (http://qtlreaper.sourceforge.net/). The algorithm
uses flanking marker regression, and a genome-wide significance threshold was calculated for each
trait by permuting the data 1000 times. The likelihood ratio statistic (LRS) was computed for
each of 3791 informative genomic markers (ftp://atlas.uthsc.edu/users/shared/Genenetwork/
GN398/BXD.geno.txt).
For the work in chapter 3, QTLs were defined as local maxima in the LRS series for each trait.
A gene expression QTL was characterised as cis if there was an overlap between the interval
determined by the QTL flanking markers and the genomic position of the gene. Otherwise, if
the gene was more than 5 kb (a buffer expected to contain the majority of regulatory elements)
outside the QTL interval, the relationship was classed as trans. Custom code (“GrimReaper”;
written in Java) was used to analyse the QTLReaper output and identify all genome-wide sig-
nificant QTLs, classing them as cis or trans and including genomic position information for the
QTL and the mapped transcript gene. The resulting file was used to generate the network in
chapter 2.
Scripts for the trans-band plot and ‘proxy-QTL’ visualisation in Chapter 3 were written in R
using the GrimReaper output.
Network graph layout
To visualise very large networks, a program was written in Java using the Colt fast Matrix
libraries from CERN (http://acs.lbl.gov/software/colt/) and the freehep vector graphics libraries
(http://java.freehep.org/). The custom algorithm is based on a force-directed approach which
attempts to optimise the distance between nodes based on the supplied distance measure. Several
parameters can be supplied at runtime to modify layout performance and visual style. Results
can be output as vector graphics (although this format is not recommended for large layouts)
or as PNG images. The software calculates the displacement of each node in parallel, and thus
scales very well on multiprocessor hardware.
Triplot
The triplot layout code was written by myself in Java as a module of a software suite for general
microarray analysis. Parameters can be supplied to lock axis scales (to compare several graphs)
and colour data points for visualisation of specific genes. In addition to generating PNG image
output, the code also returns files containing coordinates, lengths of vectors from the origin and
vector angles.
Enrichment analysis
The hypergeometric test, as implemented by the R phyper function, was used to calculate
MANGO term enrichment in chapter 4 and STRING edge enrichment in chapter 6.
1. Mammalian Adult Neurogenesis Gene Ontology
Adult hippocampal neurogenesis consists of a number of processes accompanying the
development of new-born neurogenic cells into mature neurons, via a series of identifiable
stages. Many genes associated with these processes have been reported in the literature, but
structure in this mass of information has been lacking. Therefore, as a framework with which
to interpret further analyses, the cell stages and processes comprising adult neurogenesis in
the hippocampus have been organised into formal ontologies. In addition, genes regulating
adult neurogenesis have been curated from the literature and annotated to each of the
ontology categories. A network has been constructed based on these annotations to yield a
directed graph modelling the flow of regulatory information from genes to phenotypes. The
goal is to use this network as an established skeleton which is to be fleshed out using data
from the experiments which follow. Missing interaction information in the framework may
be completed using experimental data, and interpretation of the experimental networks will
profit from a formalised representation of the known biology.
Parts of the work described in this chapter have been published as Overall et al. (2012). The
Mammalian Adult Neurogenesis Gene Ontology (MANGO) Provides a Structural Frame-
work for Published Information on Genes Regulating Adult Hippocampal Neurogenesis.
PLoS ONE 7(11): e48527.
Introduction
Adult neurogenesis in the hippocampus involves the generation of new neurons from neural stem
cells via a series of intermediate cell stages. This phenomenon, briefly described in the General
Introduction, encompasses several overlapping processes governing maintenance of the stem cell
pool, proliferation of neural precursors and their differentiation into mature cell types. Figure
1.1 shows an overview of the identifiable stages and the progression of cellular processes as the
system matures. Although the figure depicts several cell stages, these are not discrete cell types,
but snapshots of a developmental continuum through which each new-born neuron will pass.
Likewise, the processes are umbrella terms which describe complex harmonies of molecular events,
and which are not mutually exclusive. The range of cellular identities and the corresponding
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Figure 1.1: Overview of adult neurogenesis in the murine hippocampus. The subgranular zone
(SGZ) of the dentate gyrus, part of the hippocampal formation, is one of the two locations of
persistent neurogenesis in the adult mammalian brain. A stem cell pool resides at the interface
of the dentate gyrus granule cell layer (represented in the figure as pale blue spheres) and the
hilus. New-born neurogenic cells mature through a series of distinguishable stages and some
survive to exit the cell cycle and become mature granule cell neurons. ‘Adult neurogenesis’ is
actually a composite of several overlapping processes. In addition to maintenance of the stem
cell pool, neural precursors proliferate rapidly before beginning to migrate into the granule cell
layer. Around the time these cells exit the cell cycle, a selection phase occurs in response to
still unknown activation signals which result in either cell death or further maturation toward a
neuronal fate. This may also be the stage when other lineages are chosen.
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overlapping processes, together with the fact that all stages are to be found side-by-side in the
same tissue, makes adult neurogenesis a truly complex phenotype in every sense of the term.
Despite this, and that many genes operate in multiple stages and processes, knowledge about
the genetic regulation of many aspects of adult neurogenesis has advanced considerably over the
last two decades. The literature on adult hippocampal neurogenesis, although relatively young,
is growing rapidly—nevertheless, it is still possible to manually collate all the existing information
into a comprehensive database. It is essential for the useful interpretation of this knowledge,
however, that relationships such as “gene x regulates neurogenesis” are more rigorously defined.
In particular, it is often not clear from the source experiment exactly which types of cells or
biological processes were affected. While detailed experimental evidence is extremely valuable,
information about a broad effect, such as “increase in new neuron number” without knowing
precisely which cell types are involved, is still valid and useful experimental data. To provide a
structure to the data, an ontology can be created in which concepts are divided into sub-concepts
which describe the system in ever more detail. Using such an ontology, the genes studied may be
mapped to a hierarchy of phenotype terms at whichever level is appropriate. For many biological
systems, this information can be found in the growing number of publicly available resources
such as the Gene Ontology (http://www.geneontology.org/), STRING (http://string-db.org/),
KEGG (http://www.genome.jp/kegg/) and others. For adult neurogenesis, however, I have
not found the currently available resources to be adequate for my needs. The Gene Ontology,
for example, contains a term for “neurogenesis” (GO:0022008) with only one level below it
(including “generation of neurons”; GO:0048699). Thus the Mammalian Adult Neurogenesis
Gene Ontology (MANGO) was conceived, which aims to be a repository of information about the
genes involved in adult hippocampal neurogenesis and their interactions mapped to the various
cell stages and processes involved. In the first instance, data has been manually curated from the
literature to provide high-quality annotations. Because detailed information about the molecular
events comprising each step of the new neuron maturation process is not known (indeed, this is
the very knowledge this study hopes to provide), the approach used here involved three steps.
1. Structured ontologies using formal vocabulary have been created which describe (i) the
different stages new-born hippocampal neurogenic cells pass through during differentiation to a
mature granule cell and (ii) the cellular processes occurring at each stage. The terms have been
nested in a hierarchy to allow for future integration into existing ontologies. 2. Genes known to
regulate the described processes have been mapped onto the corresponding ontology term. Genes
affecting multiple cell types of several processes concurrently may be annotated to more than one
term, and are automatically mapped to any parent terms in the hierarchy. 3. The relationships
between genes and ontology terms were used to describe a directed interaction network that can
be integrated together with experimental data presented in the following chapters. Figure 1.2
shows the two ontologies. The cell stage ontology was based upon the now standard scheme
of neurogenesis cell types first presented in Kempermann et al. (2004) and has been developed
into an active, publicly-accessible resource (http://mango.adult-neurogenesis.de; Overall et al.,
2012). In addition, a developing extension of the MANGO project is concerned with an ontology
of the cellular processes associated with adult hippocampal neurogenesis. This task is somewhat
more complex, but perhaps better suited to the integrative analysis presented in the final chapter.
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Figure 1.2: Directed acyclic graphs of the Mammalian Adult Neurogenesis Gene Ontology. A: The
cell stage ontology. B: The process ontology. Colouring identifies broad functional categories: pink
highlights terms associated with proliferation and proliferative cell stages; red indicates the non-
proliferative stem cell; yellow, migration; green shows terms related to the postmitotic transition
following exit from the cell cycle; blue indicates terms specifically associated with the neuronal
lineage. These colours were chosen to correspond to those used in figure 1.1. Panel A is adapted
from Overall et al., 2012. PLoS One 7(11): e48527.
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A first draft of the process ontology is described below. Together, these two projects, the cell
stage ontology and the process ontology, will provide an important reference resource for future
study of the genetic regulation of adult neurogenesis.
Results
The cell stage ontology
Adult neurogenesis is a sequential process of the proliferation and differentiation of a stem cell
population, which involves the transformation of one cell type (multipotent progenitor) into
another (mature neuron). Each individual adult neurogenic cell moves through the different
stages as it matures into a functional neuron and I use here the cell stage terminology (type-
1–type-3) that is standard in the field (Kempermann et al., 2004). The neurogenic lineage can
be broadly divided into proliferating precursor cell and post-mitotic new neuron stages. The
former category contains the putative stem cell of the adult subgranular zone—a radial glia-like
cell which displays astrocytic properties in immunostaining (Filippov et al., 2003). The existence
of a quiescent stem cell has been proposed and this is referred to here as a vertical astrocyte or
type-0 cell (Seri et al., 2001; Steiner et al., 2006; Suh et al., 2007; Lugert et al., 2010; Encinas
et al., 2011; Bonaguidi et al., 2012; Encinas and Sierra, 2012), although in the absence of a
differentiating morphology or characteristic markers, the debate has yet to be put to rest. Very
recent evidence, however, suggests the protein Spot14 may be just such a marker (Knobloch
et al., 2012) which would be an immense help in further study of the stem cell population in the
hippocampus. The type-2 stage is a highly proliferative intermediate progenitor cell is subclassed
into the undetermined progenitor (type-2a), which retains glial features but lacks the radial
morphology of type-1 cells, and the determined progenitor (type-2b). The lineage-determined
neuroblast-like cell (type-3) becomes more neuronal in nature, with a rounded nucleus, first
signs of neurite extension and low proliferative activity. These latter two stages (type-2a and type-
3) define the late progenitor class based on their common expression of the early neuronal marker
doublecortin (Filippov et al., 2003). After cell cycle exit, the immature neuron phase is defined
by transient expression of the calcium-binding protein calretinin (Brandt et al., 2003). Calretinin
initially overlaps with doublecortin to distinguish the distinct early immature neuron stage and
a late immature neuron stage in which doublecortin expression is absent. After this immature,
calretinin-expressing phase, the new-born cell is considered a mature neuron and expresses the
neuronal marker calbindin. The cell now exhibits the electrophysiological properties of a mature
granule cell neuron (Wang et al., 2000; van Praag et al., 2002; Schmidt-Hieber et al., 2004).
After about 6 weeks, the new-born cell becomes functionally and histologically indistinguishable
from the surrounding older neurons in the granule cell layer of the dentate gyrus and is no longer
considered within the ‘neurogenic’ classification.
The process ontology
The cells at each stage undergo a series of overlapping cellular processes which only loosely map
onto the anatomically defined cell stages. Thus each term in the ontology describes a process
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which the cell is undergoing at a particular time. In this way, genes may be mapped to the terms
in an ‘x regulates y ’ relationship—the ultimate aim of this effort. The basic relation type of this
ontology is ‘part_of’ which, when applied to processes, has the sense ‘x is a subprocess of y ’ such
that processes may be built out of successive subprocesses (Smith et al., 2005). The terms have
been accordingly selected to partition the root concept of ‘adult neurogenesis’ into more defined
and, importantly, discrete component processes. The root term adult neurogenesis, understood
here to be restricted to the hippocampus, is partitioned into four component processes. The first
of these, mitosis was chosen as an umbrella term to include proliferation, the active division of
cells, as well as the non-dividing state, quiescence, in which some precursor cells (presumably
the stem cells) spend much of their time. The proliferation term has been further subdivided into
different modes of division, self-renewal, asymmetric division and expansion (the division of
two lineage-restricted progenitors into two cells of the same type), although no tools are available
to date to distinguish these reliably and so they remain unannotated. Once the new-born cells
cease proliferating, their fate is either survival or cell death (Dayer et al., 2003; Sun et al.,
2004). Those that survive will undergo differentiation into one of the three mature cell types
(Eckenhoff and Rakic, 1988; Palmer et al., 1997). Although we know this model to be true for
neuronal differentiation, recent work has proposed that astrocytic differentiation may take
place directly from the radial glia-like precursors (Bonaguidi et al., 2011). So little is known
about adult-derived oligodendrocytic differentiation, that the position given it in the ontology
is little more than an educated guess. The focus here, however, is on neuronal differentiation
and this is subdivided into neuritogenesis and functional maturation. This latter refers to
maturation of the new neuron beyond the structural aspect of neurite outgrowth—for example
the expression of functional glutamate receptors and the ability to generate action potentials.
The term migration was placed as a direct daughter of the root term as this process occurs
both at the late progenitor stage, when the cells are still dividing, and for a short period after cell
cycle exit (Brown et al., 2003) and thus cannot be uniquely placed under either of the mitosis
or survival branches.
Genes known to regulate hippocampal adult neurogenesis
The annotation of genes to the cell stage process terms has been undertaken as part of the
larger MANGO project (Overall et al., 2012). The literature on adult hippocampal neurogenesis
was searched manually by Gerd Kempermann for all references to the regulation of one of the
ontology terms by a gene or its protein product. To the 227 genes from 257 manuscripts
discovered in this way, I have since added another 9 genes from 8 manuscripts suggested by
ongoing automated PubMed searches. In total, 265 manuscripts have been identified—with 208
unique genes annotated to the cell stage ontology and 164 genes to the process terms. Published
research has focussed on the early proliferative stages, so that the cell stage ontology has good
coverage of the term precursor and its daughters. In comparison, however, the effect of mature
neurons—and the distinction between early and late immature neurons—are poorly studied and
are currently not associated with any annotated genes. Similarly for the process ontology, terms
associated with astrocytic and oligodendrocytic differentiation are poorly represented and the
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daughter terms of proliferation are not yet annotated. Although it might be possible to infer
gene function in adult hippocampal neurogenesis using data from other systems, particularly
subventricular neurogenesis, differences in the genetic control of these systems means that this
information may not always be correct. The aim of the ontologies presented here was to provide a
focussed and accurate backbone on which additional interaction data (inferred and experimental)
can be built.
Enrichment analysis
A key use of such an ontology is to assist in the functional annotation of high-throughput gene
expression datasets, such as those presented in the following chapters. Starting with a list of
genes, the hypergeometric test can be used to calculate the likelihood that the genes from this
list which are in the ontology will be selected from all the genes in the ontology—given the
prevalence of the genes in the list in the set of all genes. The enrichment scores calculated for
each ontology term can be used to identify the processes which best describe the list of input
genes. A visual overview of these results was obtained by colouring the ontology graph by p-value
as in figure 4.7. Thus, as will be seen in chapter 4, the ontology can provide a useful tool for
the analysis of experiments of the type presented in this work.
The MANGO gene network
The annotated process ontology can also be viewed as an interaction network (figure 1.3) where
the regulation of a process by a gene is represented by a directed edge from gene to ontology
term. Genes were linked directly to the ontology term to which they had been annotated as
well as all parents of this term. The ontology terms themselves are linked from sub-process
to parent process such that all gene regulatory effects are propagated through the network to
ultimately affect the root term, adult neurogenesis. This yielded a network consisting of 1298
directed edges connecting 211 genes to the 21 ontology terms used in this study. In addition,
a further curated network, called STRING (http://string-db.org/), is available in which genes
and their protein products have been linked based a range of interaction data (von Mering
et al., 2005). The STRING project has evolved over recent years (Snel et al., 2000; von Mering
et al., 2003, 2005; Szklarczyk et al., 2010) and now sources interactions from public microarray
coexpression data sets, protein-protein binding assays and automated literature mining. The
resulting combined edges (the STRING network is itself a multigraph) have been scored and
only high-quality edges (with a combined score of 500 or above, see Methods for details) have
been used in the analysis below. There were a total of 202092 edges above this threshold
connecting 12676 unique genes. Combining this rich source of curated interaction data with
the MANGO annotations enables the wealth of published information to be anchored to the
phenotypes of interest and thus offers a starting point for further high-throughput candidate
generation studies to build upon. The core subnetwork surrounding the ontologies is shown in
figure 1.3. Here, interactions from the STRING network for the 211 MANGO annotated genes
has been added to the MANGO network. The combined MANGO/STRING curated network will
28 Mammalian Adult Neurogenesis Gene Ontology
Figure 1.3: The network of genes annotated to the MANGO cell stage and process terms. Gene
nodes are shown in grey. Coloured nodes represent the ontology terms (colouring as in figure
1.2). Black arrows denote the directed edges connecting genes to ontology terms. Gene-gene
interactions from the STRING database are depicted as grey dotted lines.
provide a framework of established interactions which the experimental work in the following
chapters will aim to augment.
Discussion
This section has presented ontologies of cell stages and cellular processes which are components
of the complex phenotype ‘adult hippocampal neurogenesis’. Although other similar projects
exist—most notably the extensive Gene Ontology—the lack of specialist terms available and the
desire to make sense of a growing literature in the field, repeatedly highlighted the need for a
more focussed resource. The project was initially driven by the desire to identify which cell stages
were associated with the changes in gene expression seen in microarray experiments. Existing
ontologies simply did not include the relevant low-level terms—indeed, adult neurogenesis could
not be distinguished from embryonic neurogenesis, a quite different process. The current work
builds on this initial effort (http://mango.adult-neurogenesis.de; Overall et al., 2012) to include
an ontology of the cellular processes. This should be considered still a work in progress, as the
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full gamut of processes involved in adult hippocampal neurogenesis has not yet been defined.
The literature is often confused regarding the exact processes measured and this, in part, has
probably been due to the lack of a term definition framework which would allow better com-
parison of experimental results. In addition, these ontologies have been annotated with high
quality gene-phenotype interactions curated from the literature. The fact that the annotation
process is done manually by experts in the field (Gerd Kempermann and myself) means that
the coverage of the literature (as far as we are aware every manuscript ever published on adult
hippocampal neurogenesis) and the level of detail are unsurpassed by other broader-scale efforts.
Finally, the information on gene-phenotype interactions has been collated into a directed net-
work representing the state of knowledge in the field. This network will provide a framework for
further experimentally-derived interaction data and aid in the collation of these data sources into
a unified network in the final section of this work. The resulting network will by no means be
complete. It is not a trivial task, even with the aid of automated text mining tools, to survey the
entire extant literature in search of reports of gene interactions. In any case, it is unrealistic to
believe that the available literature any more than scratches the surface of the range of potential
interactions. It is not the intention, however, of this sub-project to create the definitive gene
network, but rather to build a network out from the neurogenesis phenotypes sufficient that it
might be useful as a framework to bind together the findings from the experimental work to
follow. The challenge of future research is to both fill out this framework—by identifying infor-
mation that is currently still missing—and to extend it through the discovery of novel regulatory
genes. The chapters which follow offer first steps toward this goal.

2. Hippocampal Coexpression Networks from the
BXD Panel
A panel of 69 recombinant inbred strains of mice were used to provide hippocampal
tissue for a microarray expression analysis. The considerable genetic variance present in
this panel together with an established database of phenotypic data enable a range of com-
plex trait analyses. Genes and physiological phenotypes can be linked through covariation
of their expression pattern across the panel. This has been done using the microarray
data and measurements of adult neurogenesis to generate a correlation network. Very
highly connected nodes in the network can act as central components of a pathway and
are of particular interest. A sub-network of genes surrounding the precursor proliferation
phenotype was also identified—suggesting novel factors influencing the regulation af adult
neurogenesis in the mouse hippocampus.
Introduction
Microarrays offer the opportunity to collect whole-genome scale information about a tissue at
relatively low cost and, because of this, have been widely used in studies aiming to discover
biological interaction pathways. Measuring transcript expression levels over a population of
samples allows genes to be clustered based on similarities in their response to the variation within
the population. Particularly powerful in this context is the approach of ‘genetical genomics’
(Jansen and Nap, 2001) which relates gene expression to variation in the genetic background
of the experimental organism. The BXD recombinant inbred panel, described in detail in the
General Introduction, is one such population that has been bred to contain a defined genetic
variation. Gene expression can be measured in the tissue of interest and transcripts with similar
patterns across the panel of strains correlated with each other. The resulting similarity matrix
can be treated as a network of gene-gene relationships. Network analysis is slowly gaining
popularity with biologists as it allows a way to computationally search for potentially biologically
meaningful interactions in the sea of data that is emerging from high-throughput techniques
such as microarrays, deep sequencing, yeast two-hybrid proteomics and the like. To investigate
the genetic mechanisms of adult hippocampal neurogenesis, expression information is required.
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Because the process of adult neurogenesis spans several distinct cell types and is thought to be
acutely dependent on signals emanating from the surrounding tissue—the stem cell niche—the
gene expression data studied here were obtained from whole dissected hippocampi. This choice
of scale offers an optimal balance between too narrow focus on cell type and a too heterogeneous
tissue encompassing irrelevant brain structures which would unacceptably decrease the signal-
to-noise ratio. A number of logistical limitations must also be taken into consideration, such as
preserving the scope of interest for the cost-sharing consortium which made the data generation
possible. A particular strength of using a recombinant inbred genetic reference panel is that
multiple measurements can be made from each strain. This not only allows the use of true
replicates to strengthen the statistics, but also means that many different phenotypes may be
gathered for the same genetic background. The outcome of this is that multiple trait types
may be analysed together and the correlations between them calculated. In the work presented
here, existing neurogenesis phenotypes based on histological measures of proliferation and new
neuron survival (Kempermann et al., 2006) have been correlated with data from whole-genome
transcript expression microarrays (Overall et al., 2009) to yield a network depicting the molecular
neighbourhood surrounding the adult neurogenic phenotype.
Results
Variation and covariation of gene expression across a panel of inbred lines
Gene expression was measured in 69 strains of the BXD panel housed under standard home-cage
conditions. Hippocampal mRNA was hybridised to M430v2 microarrays which were reannotated
to remove probes affected by SNPs and to yield only one probeset per gene (see Methods for
details). The two progenitor strains, C57BL/6 and DBA/2, harbour a large amount of phenotypic
variation as has already been discussed in the General Introduction. The BXD panel, derived
from these two strains, will contain the same variation—as well as much more, due to the novel
combinations of alleles uncovered by recombination from cross-breeding during establishment
of the lines. The enormous variation in many traits across the BXD panel was also apparent
in the gene expression dataset. To give some idea of the power of the recombinant inbred
approach, there is up to a 27-fold range in strain means with 17 transcripts exhibiting a greater
than 10-fold range and 145 with more than 4-fold. Because the recombinant inbred strategy
allows replicates, it is possible to calculate broad-sense heritability, which covers the whole range
from 0.1 to almost 1. This is a dramatic indication of the diversity of genetic regulation in
the genome—some genes are evidently under direct genetic regulation, whereas others must be
involved in complex pathways. Because the BXD panel includes many allele combinations, it is
possible to observe covariation between transcripts, and this offers a way to dissect out minor
contributions of other genes to a complex expression phenotype.
A hippocampal expression correlation network
In order to study transcript expression covariation within the BXD population, a similarity matrix
was established by calculating the correlation between every possible pair of transcripts. The
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parametric Pearson product-moment correlation coefficient was chosen in order to fully profit
from the quantitative nature of the data. Considering genes as nodes and the correlation scores
as edges, this matrix can be interpreted as a weighted, undirected network. For most analyses,
in fact, network edges have been presented as distances, 1 − |r |, such that lower values indi-
cate higher similarity for the purposes of clustering and graph layout, and that strong negative
(inverse) relationships are as equally weighted as node pairs with highly similar expression pro-
files. Although the complete network could be analysed as it is, most graph theoretical tools
and existing knowledge deal with unweighted networks. Also, because interactions with a low
correlation score are less biologically interesting, it was decided to first threshold the graph so
that only edges below a certain distance were retained. In this way, the size and complexity of
the resulting network is considerably reduced, and the remaining edges could also be considered
an unweighted network if required for a particular analysis. As there is no established method
Figure 2.1: A global network of hippocampal gene expression in the BXD strains. Expression
patterns of all transcripts represented on the M430v2 microarray were correlated to each other
and associations with a Pearson’s |r | ≥ 0.6 used to generate a network. Edges were coloured by
distance (1− |r |) following the scheme shown.
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to objectively determine optimal thresholds, an empirical value of |r | > 0.6 was selected, which
yields an association network of suitable size and complexity for typical bioinformatic analysis
methods. The resulting thresholded network of 14588 nodes and 1522220 edges was drawn
using custom software (see Methods) and is shown in figure 2.1. The irregular topology of
the global network is evident and indicates that transcripts are not associated with each other
randomly, but in clusters which may reflect functional pathways (Eisen et al., 1998; Hartwell
et al., 1999). This ‘small-world’ clustering characteristic (Watts and Strogatz, 1998) in certain
networks is associated with a power-law relationship between the degree (k; the number of edges
per node) and the probability of a node having that degree (Pk; the number of nodes in the
network with this degree) as shown in figure 6.2. A power-law degree distribution is typical of
large networks (Barabasi and Albert, 1999) such as seen in biological systems (Ueda et al., 2004;
Potapov et al., 2005 although see Khanin and Wit, 2006; Lima-Mendez and van Helden, 2009
for criticism of this assumption) and suggests that a few genes interact with very many others.
These highly-interacting genes, known as ‘hub’ genes due to their central position in network
clusters, may be key coordinators of transcription in the system under study and are thus good
candidates for further investigation.
Diverse neurogenesis phenotypes associate with discrete transcript networks
In order to anchor an analysis of a large transcriptional network to the biological system be-
ing studied, the correlation of transcripts to the phenotype expression can be calculated and
included in the network (Chesler et al., 2005; Overall et al., 2009). For the purposes of the
current work, I have used the following traits (RecordIDs from the GeneNetwork BXD Published
Phenotypes Database; http://www.genenetwork.org); ‘proliferation’ (10795), ‘survival’ (10796),
‘new neurons’ (10797) and ‘new astrocytes’ (10798) (Kempermann et al., 2006)) as seeds for
a phenotype-anchored correlation subnetwork (figure 2.2). The degree distribution of the nodes
contained in this network was calculated in order to identify hub genes. The top hub genes
with connections to over 30 % of the other genes in the network were Pmf1, Tmem134, Grin2d,
Heatr7b1 and Snai3. Of these, Grin2d is particularly interesting as it has a reported role in
neuronal maturation (Jelitai et al., 2002; Kitayama et al., 2004) and hippocampal function (Liu
et al., 2004; Li et al., 2011) and in fact is the most highly-connected gene when other neuroge-
nesis seed phenotypes are added (data not shown). The role of Grin2d in adult neurogenesis is
currently the subject of follow-up work in our laboratory.
Discussion
A network was built based on the correlation of transcript expression profiles across a panel of
69 BXD recombinant inbred mouse lines. To this were added four published histological traits
describing various facets of adult hippocampal neurogenesis which had been measured in a sub-
set of the same genetic reference panel. Genes whose expression closely matches the expression
of neurogenesis traits are strong candidates for involvement in the neurogenic process. Because
it is unlikely that any single genes will have an overwhelming influence on the system, and be-
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Figure 2.2: Transcripts correlating with histological neurogenesis phenotypes. A: Two subnet-
works were isolated from the hippocampal expression network using 4 neurogenesis-related seed
phenotypes. Large green nodes represent the seed phenotypes. Gene nodes have been omitted
for clarity. Network edges are coloured as in figure 2.1. B: A Venn diagram representation of the
subnetworks. Numbers of genes correlated to one or more of the seed phenotypes are given.
cause many regulatory events are superimposed in the genetic mosaic of the BXD panel, we
are less interested in gene candidates rather than higher-level functional modules. Although a
systems-level approach using transcript correlation networks is becoming increasingly popular, it
is still not understood what precisely, in a biological sense, the gene-gene interactions in such
networks represent. Unlike in protein networks where edges denote physical binding interactions,
or metabolic networks where edges contain information about the reactions in which metabolites
are involved, transcript networks link genes by common expression pattern—a purely correlative
measure. While the expression of two transcripts (a and b) at similarly varying levels in response
to the genetic milieu provided by each strain is likely to suggest similar regulation, it is not
clear whether the expression of a might be causal for b, b causal for a or a third transcript be
responsible for the expression patterns of both a and b. Because of the undirected nature of
gene-gene correlations, it is not really possible to infer causality from such networks—although
computational attempts exist (Li et al., 2006; Opgen-Rhein and Strimmer, 2007; Schadt et al.,
2005; Valente et al., 2010) often making use of genomic data similar to the approach taken in
the following chapter. Information about causality can only reliably be gleaned by additional
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data such as perturbation experiments—where the expression of one interaction partner is ex-
perimentally varied and the downstream effects observed. This, however, is very laborious work
and not suited to whole-genome scale approaches. Nevertheless, it can be done for selected
candidates—such as central hub genes. In fact, just such an approach is currently being under-
taken in our laboratory with the Grin2d candidate described above. Knockout mice have been
obtained and, among other experiments, microarray analysis will be used to identify genes whose
expression patterns are altered in the absence of functional Grin2d protein. These genes must
then be downstream of Grin2d and the corresponding network edges can thus be updated with
this directional information. Ideally, an iterative approach would follow cause-and-effect paths
to reconstruct the regulatory information flow through the entire cluster. It will be interesting to
discover what cause/effect relationships actually exist within a correlation network cluster—as
this is currently still unknown.
3. Interactions Between Gene Expression
Phenotypes and Genotype
Expression QTLs can be of two types; cis-QTLs, where the the QTL associated with
the transcript is at the same genomic position as the encoding gene, or trans-QTLs, where
the gene and QTL are at different genomic locations. cis-QTLs are caused by a segregating
polymorphism in or near the coding or regulatory regions of the affected gene and are thus
considered to be auto-regulatory. trans-QTLs, on the other hand, indicate that expression
of the gene is under genetic control of a very different part of the genome and thus implies
a gene-gene interaction. Because such an interaction is one-way (a sequence polymorphism
may affect expression of a gene, but not vice versa), the resulting interaction network
will be a directed graph. The added information about causality in such a network yields
another level of understanding about gene-gene regulatory relationships than provided by
the undirected correlation network.
Parts of the work described in this chapter have been published as Overall et al. (2009).
Genetics of the hippocampal transcriptome in mouse: a systematic survey and online neu-
rogenomics resource. Frontiers in Neuroscience 1:3. doi:10.3389/neuro.15.003.2009.
Introduction
The previous chapter has demonstrated how transcript expression profiles can be compared to find
co-regulated gene networks. The real utility of a genetic reference panel, however, is the ability
to map phenotypic expression patterns to genotype, and thus localise the genetic component
to specific regions of the genome. Once a genomic locus has been established, one is closer to
identification of the causal gene and thence a molecular pathway influencing the phenotype of
interest. In addition to traditional QTL mapping with observable phenotypes, it is also possible
to consider the expression of mRNA as a measurable trait (Jansen and Nap, 2001)—allowing the
collection of tens of thousands of phenotypes in a single microarray experiment. QTL mapping,
described in detail in the General Introduction, can be thus also be employed to calculate QTLs
using gene expression as the trait. Such expression QTLs (often referred to as eQTLs) fall into two
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classes based on the relative genomic positions of the QTL and the gene encoding the transcript.
The term cis-QTL is used here to describe the case where the QTL and the gene encoding the
trait are at the same genomic locus. These cis gene-QTL relationships are considered to be
auto-regulatory, as the polymorphism is thought to locally affect transcription. When gene and
QTL are located at different genomic positions, the relationship is less clear and likely involves an
intermediary gene—transcribed from the QTL locus and affecting, in trans, expression of the trait
gene. Such cases are referred to here as trans-QTLs. QTL mapping has been used successfully to
identify regulatory genes for several complex traits, including behavioural phenotypes (Milhaud
et al., 2002; Winrow et al., 2009). In many cases, however, the phenotype is too complex
(i.e. regulated by very many small-effect genes) to produce good results with this approach. In
such cases, it can be worthwhile to incorporate transcript expression data, which often exhibit
strong QTLs, and which can act as a proxy to help link the phenotype to a genomic locus
(Kempermann et al., 2006). The following chapter describes the largest mammalian expression
QTL dataset available (Overall et al., 2009) and ways in which this resource can help with the
genetic dissection of very complex multigenic phenotypes like adult neurogenesis.
Figure 3.1: Definition of eQTL terminology. Upper panel: the transcript expression pattern of
gene A exhibits a cis-QTL at the same locus as the gene itself. Lower panel: gene B is associated
with a trans-QTL at a different genomic location.
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Results
QTL analysis and interval definitions
QTLs were calculated for all probesets and the four histological traits. In each case the LRS
was returned together with the genome-wide significance using 1000 permutations. To generate
the network, only QTLs associated with a p-value of 0.05 or less were used. To determine the
location of the QTLs, peak LRS scores were used. Each local maximum was defined as a QTL
with an interval extending to the genomic position of the two flanking markers. This is a relatively
inclusive definition chosen to minimise the number of candidate genes falsely excluded from the
QTL interval. In total, 3708 QTLs were identified—1588 (43 %) of which were cis-regulatory
and 2120 (57 %) trans-acting. It must be noted that his latter figure is an overestimate as, due
to the linkage block structure of the BXD panel, strong cis-QTLs exert a linkage effect over loci
outside the intervals used here. This means that some associations marked here as trans effects
may, in fact, be ‘spill-over’ from an adjacent cis-QTL. The mean LRS for cis-QTLs was 49.3,
with a maximum of 279, whereas trans-QTLs were generally weaker, with a mean of 20.2 and
maximum LRS of 168. For all of the transcripts considered, the location of the gene within the
genome was retrieved from NCBI and a 5 kb buffer added both up- and downstream to include
any local regulatory regions. Using these parameters, a search was carried out to find the number
of known genes within each QTL interval. Genomic positions for a total of 35343 genes from the
NCBI Gene database were retrieved and their overlap with each of the QTL intervals calculated.
The number of genes in each interval ranged from 1 to 1315 with a mean of 217. The two cases
in which a QTL interval contained only 1 gene would appear to be easy cases for cloning. They
were Gm2715 (GeneID: 100040327) and Auts2 (GeneID: 319974). The latter of these is very
interesting as it falls in the Trans5a region described below making it a candidate regulator of
this effect. As it exhibits no cis-QTL, however, it is unclear whether it truly harbours the causal
polymorphic locus.
Pleiotropic loci and ‘trans-bands’
The relationships between gene position and eQTL locations on the genome are easily shown
on a scatter plot and reveal intriguing patterns. The 3708 significant QTLs were plotted thus
and are shown in the upper panel of figure 3.2. The most prominent feature is the diagonal
band of cis-QTLs whose gene position and QTL position are the same—although there is a
certain amount of spread along the y -axis due to linkage disequilibrium. More interestingly,
there are several vertical bands comprised of QTLs at the same locus but where the genes
are distributed throughout the genome—i.e. trans-QTLs. These bands, dubbed trans-bands
(Chesler et al., 2005), are thought to indicate the presence of pleiotropic regulatory loci which
affect the transcription of many downstream genes. Four prominent trans-bands are marked in
figure 3.2. Two of these have been previously identified and shown to be potentially linked with
adult hippocampal neurogenesis. The trans-band on chromosome 1, also found in whole brain
preparations, appears to consist of at least two closely adjacent causal loci (Mozhui et al., 2008;
Loguercio et al., 2010). The band on chromosome 5, referred to as Trans5a (Overall et al.,
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Figure 3.2: QTL trans-bands in the hippocampal transcriptome. The upper panel shows all
significant eQTLs plotted by their position in the genome (x-axis) versus the position of the gene
(y-axis). Blue arrowheads indicate 4 prominent trans-bands on chromosomes 1, 4, 5 and 10. The
lower panel contains an exploded view of chromosome 5 showing the location of the trans-band
Trans5a to a region centred around 135 MB (blue arrowhead, lower panel). Figure modified from
Overall et al., (2009). Frontiers in Neuroscience 1:3.
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2009), would seem to be hippocampus specific and warrants closer investigation here. As can be
seen in the lower panel of figure 3.2, the band of trans-QTLs is focussed on a discrete region—
most are in the interval 133.025853–136.726448 MB from the proximal end of chromosome
5. Interestingly, this region is homologous to that deleted in humans with Williams-Beuren
Syndrome (OMIM: 194050). Hippocampal involvement in the pathology of this disease has been
reported (Meyer-Lindenberg et al., 2005) and two genes within the deletion region in particular
have been implicated; Clip1 (Hoogenraad et al., 1998, 2002) and Limk1 (Meyer-Lindenberg
et al., 2005; Meng et al., 2002). While neither of these genes has a cis-QTL, they are both at
trans-QTL hot spots—Clip1 (GeneID: 56430) associated with 12 and Limk1 (GeneID: 16885)
with 69 potential trans target genes. It would be intriguing if the BXD panel and the trans-band
described here could help better understand the molecular processes underlying Williams-Beuren
Syndrome.
In total, 70 genes exhibited significant trans-QTLs within the Trans5a interval. The first
principal component of the expression profiles for all of these 70 genes was used to search the BXD
Published Phenotypes Database (http://www.genenetwork.org). Among the best correlating
records (Pearson’s r = −0.79, p = 0.008) was a hippocampal learning phenotype (time-to-
platform during acquisition of the Morris water maze; RecordID: 10808; Kempermann and Gage,
2002a) suggesting a link between this gene cluster and adult hippocampal neurogenesis.
The Trans5a interval contains 51 genes that are represented in this reannotated microarray
dataset—any of which could be responsible for regulation of the trans-QTLs. Correlation of
expression between the potential causal gene and the trans-regulated cluster (as represented by
the principal component described above) as well as the possession of a cis-QTL (indicating
the presence of a functional sequence polymorphism) can be used as criteria for the selection
of candidate regulator genes within the trans-band interval. Applying this approach to the
current data set suggested the candidates Ywhag (GeneID: 22628), which had a strong inverse
correlation to the target genes (Pearson’s r = −0.68, p = 9 × 10−11) but no cis-QTL, and
Lrwd1 (GeneID: 71735; Pearson’s r = 0.39, p = 0.001) with a significant cis-QTL (LRS =
21). Further work is planned to isolate the causal polymorphism in Trans5a and characterise its
relationship with the trans-regulated genes.
Transcript expression proxy-QTLs can help in dissection of complex phenotypes
The traditional approach in association mapping is to calculate QTLs for the phenotypes of
interest directly. In the present case, that would mean measuring adult neurogenesis in many
of the BXD strains and mapping these to genotype patterns. This has, indeed, been done
(Kempermann et al., 2006) and the traits have been introduced in the previous chapter. The
difficulty inherent in this approach when working with highly complex traits, such as in adult
neurogenesis, is that the heritable component of the phenotype is distributed over a large number
of genes such that no single genomic locus yields a significant association on its own. Strategies to
remedy this problem include strengthening associations, so that even minor QTLs are detectable
or extending the statistical models used in order to account for epistatic interactions between
loci. Both of these methods would involve increasing the panel size—a logistical task that is
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currently outside the scope of our laboratory. It is possible, however, to utilise the extensive
transcript expression dataset to link the neurogenesis phenotypes to potential regulatory loci by
mapping what I have termed proxy -QTLs. The previous chapter has described how correlations
between expression patterns can be used to link genes to phenotypes. The next step is to map the
correlating genes to the genotype to reveal QTLs associated with the phenotype’s local network.
This analysis was carried out for the four neurogenesis phenotypes introduced in the preceding
chapter and the results are shown in figure 3.3. Several loci can be identified, including a strong
Figure 3.3: A proxy-QTL analysis of the neurogenesis phenotypes. For each of the four phenotypes
studied, PROL, SURV, NEUR and ASTR, the phenotype (at the center of each plot) and transcript
expression traits correlating at |r | ≥ 0.6 were used for QTL mapping. Genes are placed on the
inner circle connected to the centre by edges coloured according to the correlation score (colour
scheme as in figure 2.1). Edges between the inner and outer circles represent QTLs with position
on the outer circle indicating QTL position in the genome (alternately shaded sectors represent
chromosomes) and position on the inner circle indicating gene position. QTL edges are drawn
black for trans-QTLs and red for cis-QTLs. Blue arrowheads indicate example candidate loci.
example on chromosome 1 in which 5 transcripts all map to the same region. One of these is
a cis-QTL and thus offers a good candidate for the controlling gene. The cis-regulated gene is
Interactions Between Phenotype and Genotype 43
Igsf8, a member of the immunoglobulin superfamily, which has been ascribed a role in neural
precursor maturation (Murdoch et al., 2003). This same locus, however, is also associated with
a QTL-rich region (Mozhui et al., 2008) and the chromosome 1 trans-band discussed above.
Another locus, on chromosome 9, is governed by a cis-regulated (LRS = 22) gene Acy1
(GeneID: 109652). This gene is associated with a metabolic disorder in humans—aminoacylase
deficiency—and has also been linked to neurological disorders and ageing (Zabel et al., 2006).
The role of this gene in adult neurogenesis is not yet known and would be an interesting subject
for future research.
Interaction network
Using pairs of genes where one is present at the same location as a trans-QTL generated by the
other, a directed interaction network can be created. The target of each interaction pair is the
gene, the expression pattern of whose transcript exhibits a trans-QTL. The source node of each
interaction is a gene whose genomic location lies within the QTL interval. Figure 3.4 illustrates
this concept. The resulting network consised of 499358 edges connecting 29856 nodes—2457 of
which were target nodes and 29791 source nodes. The target nodes represent all genes exhibiting
a QTL—1588 cis-acting + 2120 trans-acting, with some overlap where a gene had both a cis-
and a trans-QTL. The high number of source nodes was a result of the many genes in each
polymorphic interval, each of which gave rise in the network to an edge pointing toward the
target. This was visible as a star motif in the network graph (not shown) of which the target
trans-regulated gene was at the centre with a high indegree. This was typical for all trans-
regulated genes and resulted from the rather large linkage blocks inherent in the BXD cross and
the broad QTLs these lead to. The assumption is that only one of the genes in the QTL interval
is the ‘real’ causal gene. Ultimately, all variation in the BXD panel must come from genomic
polymorphism, so true candidates for the source gene must contain a SNP (or other sequence
variant) and will also likely, although not necessarily, exhibit a cis-QTL. Another motif apparent
in the trans-QTL network was a few-to-many star, where a single locus exerts wide-ranging
pleiotropic effects on the transcription of many downstream factors. This pattern suggests the
action of a ‘master’ regulatory element and is of interest in the search for potential therapeutic
targets. This effect is more clearly observed as the trans-band pattern discussed above.
Discussion
The dataset described here presents a rich mine of QTLs—each representing a hypothesis linking
transcript expression to a sequence variant in the genome. The majority of these are cis-QTLs
implying that variation in the gene itself is responsible for expression variation. Many, however,
are trans-QTLs which are particularly interesting because they suggest a link between two genes.
This is an important step in reconstructing the molecular pathways leading to the phenotype
being studied. Here, the gene-gene links have been formalised as a directed interaction network
similarly to a previous report (Li et al., 2005). This network is highly redundant, as every gene
within the QTL interval is used as an interaction source node. Due to the very large size of
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Figure 3.4: A graphical explanation of trans-QTL edges. The upper panel shows two QTL traces;
the source gene exhibiting a cis-QTL at the same location as the gene (depicted by an orange
arrowhead), and the target gene with a trans-QTL at the same locus as the source gene, but
at a different location to its own gene position. The polymorphism giving rise to the QTLs is
connected, not only to the source gene in cis, but also to the target gene in trans. Furthermore,
the nature of the interaction makes this a causal link. The lower panel depicts a formalised
representation of this relationship with the two genes as network nodes and two directed edges;
a self edge at the source indicating the cis-QTL, and a gene-gene interaction, derived from the
trans-QTL relationship, linking the source and target genes.
the linkage blocks in the BXD population, however, the QTL intervals contain an average of
217 known genes. With the assumption that only one polymorphic gene is responsible for each
unique QTL, this would mean that, on average, only 1 in 217 (less than 0.5 %) of the predicted
edges in this network will be true positives. Nevertheless, when this network is only employed as
a layer in a multigraph, the direction information it can lend to otherwise validated edges is an
important addition to the gene-gene interaction landscape. While a number of other methods
have been proposed to narrow down the list of candidates in the QTL interval (Li et al., 2005;
Bing and Hoeschele, 2005; Kulp and Jagalur, 2006), these are, in essence, the addition of a single
additional layer—for example expression correlation data. I had experimented with limiting the
source candidates to only those genes which also displayed a cis-QTL with the reasoning that
transduction of the polymorphism from the source to target gene might be expected to follow via
changes in the expression of the polymorphic gene itself. While I do not agree with the decision
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of Kulp and Jagalur (2006) to expressly discard these candidates, this criterion did seem to be
overly restrictive, so here all genes remain as candidate source nodes. While most of these source
genes are associated with only one edge, a few are hubs with very high outdegree. These are the
trans-bands referred to in figure 3.2. Although trans-bands have been noted in the literature
several times (Chesler et al., 2005; Mozhui et al., 2008; Loguercio et al., 2010; Overall et al.,
2009), it is still not clear what the real cause of these is. The early assumption that trans-QTLs
would largely be found to harbour transcription factors has not stood up to testing (Yvert et al.,
2003; Kulp and Jagalur, 2006) and the evidence suggests that the types of genes involved might
be more diverse (Mozhui et al., 2008; Loguercio et al., 2010). The trans-band Trans5a, described
above is currently the subject of a follow-up study in our laboratory and it will be interesting
to see which gene is ultimately responsible for this hippocampus-specific source of pleiotropic
regulation. All too often, however, the trail does not lead back to a single genomic locus, and this
is particularly the case with phenotypes regulated by many genes together. The QTL approach
was originally developed to identify genomic loci associated with complex phenotypes (Sax,
1923). Some phenotypes, however, are so complex that single loci can no longer be identified,
and this is particularly the case for physiological traits which include many components at many
levels (molecular, cellular, anatomical and even behavioural). Our own laboratory has struggled
with unearthing significant genomic loci affecting adult neurogenesis traits and has looked to
transcript expression for help (Kempermann et al., 2006). Because mRNA production is much
more closely linked to gene sequence than are organism-level traits, it will more likely reflect
segregating polymorphism. Treating transcript expression as a phenotype for QTL mapping
(Jansen and Nap, 2001) provides large numbers of often very strong associations to genomic
loci. Correlation of physiological traits to gene expression traits (Chesler et al., 2005; Overall
et al., 2009) thus offers a step in the right direction towards genomic linkage. The next step
can be taken by identifying loci associated with the correlated transcripts to build a hypothetical
causal path from polymorphism to observed phenotypic outcome. This methodology, which I
have termed proxy -QTL mapping, and the intuitive graphical overview (as in figure 3.3) will
hopefully be helpful in the future mapping of very complex phenotypes, and is already being
applied in our laboratory with promising results.

4. Strain-Dependent Effects of Environmental
Influences on Neurogenesis
The preceding two analyses have made use of baseline measurements of transcript
expression—the animals were sampled from a home-cage environment in the absence of
any environmental perturbation. It is clear, however, that in addition to environmental in-
fluence and the influence of genetic background under baseline conditions, a combinatorial
response is also likely. The experiment described in this chapter addresses how genetic
background influences the response to environmental stimuli that are known to affect the
rate of neurogenesis. Mice from the two inbred strains, C57BL/6 and DBA/2, were housed
under one of three conditions; running (RUN), enrichment (ENR) or in standard cages
(STD). In a series of experiments, hippocampal gene expression was assessed using mi-
croarrays and histology was used to estimate progenitor cell division. While DBA/2 mice
had generally lower levels of proliferation in the hippocampus, the increase associated with
voluntary activity that is well-known in C57BL/6 animals was not seen in DBA/2 mice.
In addition, the DBA/2 animals housed in an enriched environment showed higher relative
levels of expression of transcripts associated with synaptic plasticity.
Parts of the work described in this chapter have been published as Overall et al. (2013).
Delayed and transient increase of adult hippocampal neurogenesis by physical exercise in
DBA/2 mice. PLoS ONE (8)12 e83797.
Introduction
When mice have access to a running wheel in a standard cage, they will use it to run throughout
the hours of darkness almost continuously—often clocking up extraordinary distances. It has
been shown that such activity is a potent inducer of proliferation in the hippocampus (van Praag
et al., 1999a,b). Since this seminal work, the effect of RUN-induced neurogenesis (RING) has
been replicated many times and has been shown to have an effect even after just one night of
activity (Steiner et al., 2008).
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A perhaps even more striking finding was the discovery that neurogenesis can be influenced
by the complexity of the environment (Kempermann et al., 1997b). Firmly couched in urban
myth as the “use it or lose it” catchphrase, it transpires that new neurons, at least in the
hippocampus, may indeed be generated just when and where they are needed. Environmental
enrichment can be provided in the laboratory setting by housing the animals in a larger cage
with toys and a tunnel system to explore. Because the function of the hippocampus is thought
to be especially important for spatial learning, the opportunity to investigate a more complex
environment is expected to offer a good model of hippocampal stimulation. It is particularly
intriguing that physical activity and environmental enrichment appear to affect different stages of
neural precursor cell development (van Praag et al., 1999b; Kronenberg et al., 2003). This finding
provides a tool to help investigate the genetic pathways regulating neural precursor proliferation
and maturation.
Almost all previous work, however, has been done using the standard laboratory strain
C57BL/6. This is despite an established strong effect of genetic background on precursor prolif-
eration and new neuron production (Kempermann et al., 1997a; Kempermann and Gage, 2002a;
Kempermann et al., 2006; Clark et al., 2011). Inspired by the discovery of clear differences in
genetic control of neurogenesis between C57BL/6 and DBA/2 (Kempermann and Gage, 2002a;
Kempermann et al., 2006), and to complement our extensive use of these strains, I investi-
gated the effects of running and enriched environment in both C57BL/6 and DBA/2 in parallel.
The experiments employed a factorial design, with animals from each of the two different ge-
netic backgrounds housed in either standard cages (STD), standard cages with a running wheel
(RUN), or in larger custom-built cages containing various objects and a labyrinth of tubing to
allow scope for exploration (ENR). It is known from previous work with the strain C57BL/6
that wheel running and enriched environment stimulate the proliferation of the precursor pool
in the dentate gyrus of the hippocampus (Kempermann et al., 1997b; van Praag et al., 1999b;
Steiner et al., 2008), although the effect of ENR is rather at the level of survival of new neurons
than proliferation (Kronenberg et al., 2003). The acute effect of housing environment on adult
neurogenesis in different strains is, however, largely still unknown (but see Kempermann et al.,
1998a). I discovered that a short (4 d) running stimulus, while sufficient to induce increased
proliferation in C57BL/6, does not do so in DBA/2 mice. Using expression microarrays, I could
also show that this strain-dependent difference in response to environment is accompanied by
transcription changes in the hippocampus.
Results
Effects of strain and environment on precursor cell proliferation
To investigate strain-dependent differences in precursor cell proliferation in response to environ-
ment, C57BL/6 and DBA/2 animals were housed in each of STD, RUN or ENR cages for 4 days.
The STD animals were housed in standard (Type II) laboratory mouse cages (Fig. 4.1A). Animals
in the RUN groups were given a running wheel which they could use freely throughout the 4 days
of the experiment (Fig. 4.1B). The ENR groups were transferred to large (1 m2) cages contain-
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Figure 4.1: Design of the behavioural experiment. Animals from each strain were housed for four
days in one of the three environments; A: standard cage (STD), B: with a running wheel (RUN)
or C: in an enrichment cage (ENR). D: In the pilot experiment, BrdU was injected at the start of
the experiment and on the fourth day the animals were perfused and brains prepared for histology.
Nights (defined as the animals’ dark period during which they are active) are shown numbered
and in grey. E: In the follow-up experiment, BrdU was injected in the evening of the 4th night
and animals were perfused the following morning.
ing a labyrinth of pipes and other objects which the animals could explore (Fig. 4.1C). In this
first experiment, the animals were injected with 50 mg/kg body weight 5-bromo-2′-deoxyuridine
(BrdU) at the start of the housing period (day 0) and killed by transcardial perfusion on day
4 (Fig. 4.1D). Previous work has indicated that dividing (and thus BrdU-labelled) cells in the
subgranular DG are primarily neuronal precursors (Kuhn et al., 1996). The results, presented in
figure 4.2, clearly show the higher baseline level of proliferation in C57BL/6 that has been previ-
ously established (Kempermann and Gage, 2002a). In this preliminary experiment, the C57BL/6
mice showed an increase (albeit not significant; see discussion) in proliferation in the RUN group
vs. the STD group as expected from the literature (van Praag et al., 1999b) (means ± sd; STD:
2109±125, RUN: 2360±343, ENR: 1984±204; post hoc Dunnett tests STD vs. RUN: F=0.07,
p = 1; STD vs. ENR: F = -1.24, p = 0.39). Unexpectedly, however, there was no difference in
proliferating cell numbers between the RUN and STD groups in DBA/2 mice (means ± sd; STD:
986 ± 201, RUN: 995 ± 167, ENR: 828 ± 234; post hoc Dunnett tests STD vs. RUN: F=1.44,
p = 0.31; STD vs. ENR: F = -0.67, p = 0.74). This was a surprising finding and suggests that
the mechanism linking physical activity with precursor cell proliferation is impaired in the DBA/2
strain. This strain-specific effect of RUN was considered interesting enough to warrant a follow-
up experiment to address the discovery in more detail. In this second experiment, a larger group
size was used and the BrdU was applied 12 h before perfusion to obtain a more accurate measure
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Figure 4.2: Proliferation in C57BL/6 and DBA/2 in the three housing conditions. The previously
reported increase in proliferation after running could be seen in C57BL/6 but was unexpectedly
absent in DBA/2 mice. Results from the pilot study (A) and the follow-up study (B). The p-values
shown are results of Dunnett post hoc tests. Error bars are SEM. Representative BrdU stainings
are shown for C57BL/6 STD (C), RUN (D), DBA/2, STD (E), and RUN (F). White scale bars
in C–F are 100 µm.
of precursor cell proliferation (Fig. 4.1E). This allowed more robust estimates of the means in
each group and confirmed the result from the preliminary study. The BrdU staining and counting
for this second experiment was done by Sina Lenke, a medical doctoral student under my supervi-
sion in our laboratory. In the C57BL/6 animals, there was a significant increase in BrdU-labelled
cells after RUN, but the small increase in the ENR group was not statistically significant (means
± sd; STD: 2778 ± 190, RUN: 3757 ± 337, ENR: 3175 ± 174; post hoc Dunnett tests STD vs.
RUN: F=2.98, p = 0.011; STD vs. ENR: F = 1.21, p = 0.39). In the DBA/2 animals, nei-
ther RUN nor ENR were significantly different from STD (means ± sd; STD: 1466 ± 131, RUN:
1538±131, ENR: 1266±112; post hoc Dunnett tests STD vs. RUN: F=0.40, p = 0.89; STD vs.
ENR: F = -1.09, p = 0.47). Because the two strains differ in many respects—including baseline
locomotor activity (Cunningham, 1995), physical strength and motivation—animals were also
housed with running wheels fitted with revolution counters to investigate whether a difference
existed in the amount of wheel use between the strains. As the mice, being nocturnal animals,
run essentially only during the hours of darkness, I took as the measure of activity the total dis-
tance run per night—which is considerable when one takes the size of the animals into account.
All mice used in this test ran in the wheels and, while there were large interindividual differences,
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the total distance run was not significantly different between C57BL/6 and DBA/2 (means ±
sd; 11.5 ± 3.3 vs. 12.6 ± 3.1 km/night, t18 = −0.75, p = 0.46; figure 4.3). These distances,
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Figure 4.3: Potential confounding factors influencing proliferation. A: Average nightly running
distance for the two strains. B: Corticosterone assay. C: Open field test, percent time spent in
the periphery as a measure of anxiety. Error bars are SEM.
although consistent in my hands over a number of independent experiments, are a little higher
than previous reports (Lightfoot et al., 2010; Clark et al., 2011; Kohman et al., 2012). Because
DBA/2 mice have been shown to respond to stress poorly (Mozhui et al., 2007; Moore et al.,
2011) and because stress, and stress hormones, are known to affect neurogenesis (Gould et al.,
1992; Stranahan et al., 2006), a further experiment was performed to assess stress levels in the
two strains in response to wheel running. This work was carried out together with Sina Lenke
under my supervision and, as the results are treated in detail in her thesis, will be only briefly
discussed here. Firstly, we assayed the levels of corticosterone in runners and non-runners of both
strains. The results (Figure 4.3B) indicated a generally a lower level of blood corticosterone in
DBA/2 mice and a slight decrease in both strains after running which was significant in DBA/2
(means ± sd; STD: 704 ± 1.3, RUN: 264 ± 1.3 pg / ml serum), but not in C57BL/6 (means
± sd; STD: 1249 ± 1.3, RUN: 804 ± 1.3 pg / ml serum). These results did not suggest that
the DBA/2 RUN animals experienced more stress than the other groups—indeed the opposite
appeared to be true. These same animals were also tested in the open field test—a measure of
anxiety in which the mice are introduced into a brightly-lit arena and their movement patterns
recorded (Hall, 1934). The mice must overcome their fear of a bright open space to fulfil a
natural desire to explore their new environment. The fraction of the total time that is spent
near the perceived shelter of the arena walls is used as a measure of the animal’s anxiety. As
can be seen in figure 4.3, mice from all groups spent similar time in the periphery of the arena
indicating no obvious stress effect of RUN in either DBA/2 (means ± sd; STD: 258 ± 10, RUN:
248 ± 26 s; t5 = −1.8, p = 0.13) or C57BL/6 (means ± sd; STD: 221 ± 15, RUN: 250 ± 6 s;
t5 = −0.34, p = 0.74). These results show that after 4 days of voluntary wheel running, despite
no differences in running behaviour or stress response between the strains, DBA/2 mice fail to
exhibit the increase in precursor proliferation seen here in C57BL/6 animals and which has been
reported in the literature. This is evidence of genomic polymorphism present in these two mouse
strains that can affect the regulation of adult neurogenesis by environment. This may provide a
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model in which to investigate the contribution of the polymorphic genes to the pro-proliferative
response to physical activity.
Effects of strain and environment on learning behaviour
There is evidence that different levels of adult neurogenesis correlate with cognitive performance—
particularly in spatial navigation tasks (Kempermann and Gage, 2002a). Indeed, the strains
C57BL/6 and DBA/2 are known to differ in their ability to solve the Morris water maze task—a
hippocampus-specific test in which mice are required to use external cues to swim in a featureless
pool to find a hidden submerged platform (Figure 4.4A). It has also been demonstrated that prior
Figure 4.4: Water maze learning in C57BL/6 and DBA/2 in the three housing conditions. A:
Mice are required to learn the position of a hidden platform (white box) and then B: relearn the
task with the position changed. B: Time taken to find the platform plotted as the mean for each
group (± SEM) for each trial. Trials 18 (acquisition (C)) and 30 (reversal (D)) were probe trials,
conducted without the platform, and the time spent in the target quadrant of the pool is shown.
Error bars are SEM.
exposure to an enriched environment has a positive effect on learning—possibly mediated by the
increased number of new neurons in the dentate gyrus (Kempermann et al., 1997b, 1998b). The
aim in this experiment was to investigate whether the proliferation differences after acute (4 d)
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exposure to RUN and ENR environments had an effect on behavioural performance in the two
strains. As above, 5 mice per group were housed in the three environments and on the fourth
day, behavioural testing was begun. The Morris water maze protocol used involves 3 days of
training (the ‘acquisition’ period) in which 6 trials were carried out per day. On day 3, the hidden
platform was removed for the last session, making this a probe trial, and the percentage of time
spent in the target quadrant was recorded. For days 4 and 5, the platform position was altered
(the ‘reversal’ period), so that the animals were required to forget the old platform position and
relearn its new location—a particularly demanding hippocampal task (Morris, 1984). Again, the
final session on day 5 was a probe trial without platform. Figure 4.4B shows learning curves for
each group over the 5-day experiment. While C57BL/6 mice learnt the acquisition phase of the
task well and showed a rapid relearning of the new platform position during the reversal phase,
the DBA/2 animals exhibited poorer acquisition and, strikingly, did not appear to relearn the
reversal task at all. This difference can be clearly seen in figures 4.4C and 4.4D which show the
time spent in the target quadrant during the two probe trials. There was no significant difference
in acquisition for any group in either strain (C57BL/6: F2,12 = 0.97, p = 0.41; DBA/2: F2,12
= 3.34, p = 0.07) or in reversal (C57BL/6: F2,12 = 0.33, p = 0.72; DBA/2: F2,12 = 2.47,
p = 0.13). In the reversal task, however, DBA/2 mice appeared to have a specific difficulty with
relearning the new platform position. When the reversal data were reanalysed using a two-way
ANOVA model, there was a significant main effect of strain ( F1,26 = 39.66, p = 1.15 × 10
−6)
indicating that the DBA/2 animals, in all environments, performed worse in relearning the new
platform position.
Transcript expression associated with different housing environments
The experimental design used here, with both strains housed under controlled conditions, means
that the observed difference in run-induced proliferation can only be due to genetic differences
between the two strains. This will likely be reflected in differences in expression of transcripts
mediating the effect of physical activity on precursor cell proliferation. To search for genes poten-
tially regulating the run-induced proliferation effect, an additional experiment was performed to
measure gene expression in the hippocampus in the different housing groups and in both strains.
In this experiment, animals were sacrificed after 4 d under the different housing regimes and the
hippocampus dissected out for RNA preparation. RNA was hybridised to Affymetrix M430v2 mi-
croarrays which had been re-annotated to yield expression data for over 16000 unique transcripts
(see Methods for details of the re-annotation process). In order to summarise the data from all
three conditions, the data were plotted on a three-dimensional graph which offers the advantage
that it allows the identification of transcripts that may be regulated in both RUN and ENR rather
than just one of the treatments alone. Transcripts that are expressed at similar levels in all three
groups, STD, RUN and ENR, will fall on a line on the diagonal to all three axes—i.e. x = y = z.
Transcripts deviating from this line are thus regulated, with the vector perpendicular to this line
describing this regulation—the length being proportional to the net difference in expression and
the direction indicating the group(s) in which the transcript is upregulated. This information
can be better shown by transforming the 3-D plot so that the x = y = z axis is pointing ‘out of
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the page’ and projecting this view on to a two-dimensional graph. This projection is referred to
here as a ‘triplot’. Figure 4.5 shows such triplots for C57BL/6 (figure 4.5A) and DBA/2 (figure
4.5B). Each point in the triplot represents data from three components—STD, RUN and ENR.
Figure 4.5: The ‘triplot’ projection of transcript expression data. A, B: The raw triplots show
expression data for all 16436 transcripts in the three environments. C, E: Circular histograms show
the number of transcripts falling in each of 360 bins based on their angle in the corresponding
triplot. E, F: The angle histograms can be represented on a linear plot. Yellow lines indicate the
ENR and RUN axes at 120 ° and 240 ° respectively. Compare these plots with the axes in figure
4.6A. Separate plots are shown for for C57BL/6 (A, C, E) and DBA/2 (B, D, F).
A point lying exactly on one of the axes has a relative regulation only in that environment, with
the other two components being equal. Thus, the nearer to an axis the point is, the greater
the influence of that environment on the net regulation. Positive regulation along the STD axis
can also be interpreted as negative regulation in both RUN and ENR. Similarly, points on the
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line equidistant to two axes, STD and ENR for example, are negatively regulated by the third
condition (i.e. RUN). The distance of the point from the origin (where the expression of all
three components is equal) is thus equivalent to the net regulation in all environments. Several
patterns can be seen in the triplots in figure 4.5; firstly, in both plots, the most regulation occurs
along the RUN axis suggesting a more widespread transcriptional response to increased physical
activity than to the more subtle stimulus of environmental enrichment. Those transcripts closest
to the RUN and ENR axes are of particular interest in the context of this study as they offer
a molecular entry-point to help understand the dissociation, observed at the histological level,
between proliferation and functional maturation of the progenitor cells (Kronenberg et al., 2003).
The triplot transformation presents the data as vectors radiating from a central origin, and the
angular component of this vector can be considered as the direction of net regulation describing
the relative contribution of each of the three environments. Thus, data points falling on the
ENR axis, at 120 °, represent transcripts upregulated only in ENR (STD and RUN being equal).
Similarly 240 ° would mean upregulated in RUN only; 180 °, halfway between the RUN and
ENR axes, contains transcripts upregulated equally by RUN and ENR; and at 300 ° are those
downregulated in ENR. An important advantage of this ‘rotational’ view is that it is scale-free,
which means that other traits, measured on quite different scales, may be analysed together
with the transcriptional data—an idea which will be explored below. By counting the number
of transcripts with a similar angle on the triplot, here done using 360 bins, histograms can be
made which show the distribution of transcripts based on their relative regulation by the three
environments. Figure 4.5C, D present this information as circular plots to better appreciate their
relationship to the triplots, and figure 4.5E, F show the same data as traditional histograms with
angle on the x -axis. The peaks in transcript number at 60 ° and 240 ° in C57BL/6 (4.5E) and
c. 30 ° (4.5F) are clearly visible, highlighting the overall difference in transcript regulation in the
two strains.
Strain differences in transcript regulation
It is clear from the triplots and histograms in figure 4.5 that the distribution of angle data is not
the same for both genotypes. The separate histograms for C57BL/6 and DBA/2, however, do
not show whether the transcripts in one bin are the same as those in the corresponding bin for
the other strain. Therefore, to directly compare environmental responses in the two genotypes,
the angle data from C57BL/6 were plotted against those from DBA/2. In order to discard the
vast majority of genes that were not strongly regulated by the RUN and ENR environments, the
data were thresholded such that only the top 10 % vector lengths (1642 genes) were retained
and the resulting plot is shown in figure 4.6A. Several dense areas in this plot indicate clusters
of transcripts that have similar regulation, and these have been labelled α, β, γ, δ and ǫ (figure
4.6B). The clusters α, γ and ǫ lie on the line x = y indicating that they are similarly regulated
in both genotypes. The genes in cluster ǫ are upregulated in both C57BL/6 and DBA/2 housed
in an enriched environment. The largest clusters involve transcripts either upregulated (β) or
downregulated (α) by RUN in both strains. Interestingly, there is a distinct spread of points
‘downwards’, as seen in the plot, from both the α and β clusters. This spread is composed of
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Figure 4.6: Relative environmental regulation in both strains. A: The angle component of the
environmental regulation vector in each strain was plotted for each gene. The yellow lines indicate
the triplot axes; at 0◦ (STD), 120◦ (ENR) and 240◦ (RUN). Transcripts that fall on the red line are
regulated by environment in the same way in both strains. Several clusters of similarly regulated
transcripts can be discerned. B: Five clusters were identified and characterised. C: Plotting the
cluster centroids for each strain on a shared triplot-type graph shows how some transcripts are
oppositely regulated by environment in the two strains, suggesting very different genetic responses
to environmental stimuli. The grey vectors in this plot are for the BrdU proliferation phenotype
(data from the second study).
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transcripts that have a larger RUN component in C57BL/6 than in DBA/2 and yields the two
clusters γ and δ. This shift in environment-dependent transcriptional activity suggests that there
exists a subset of transcripts which are differently regulated by environmental enrichment in two
mouse strains that also differ in neurogenic potential. The δ cluster is particularly interesting as
it involves many genes associated with early gene expression in synaptic plasticity (including Fos,
Fosb, Junb, Arc, Egr2, Egr4 and Ier2). These transcripts are upregulated by RUN in C57BL/6
but appear to have no RUN component in DBA/2 (figure 4.6C). As such, the transcripts in
the δ cluster (and the γ cluster, being the inverse of this effect) might provide a genetic link
to the strain-dependent difference seen in precursor cell proliferation after running. To help
characterise the genes involved in these clusters, and better understand the link between the
observed patterns of regulation and adult neurogenesis, I used the MANGO resource presented
in chapter 1. I selected two clusters of interest; β, which was upregulated by RUN equally
in both strains and δ, which was upregulated by RUN only in C57BL/6. The genes in these
clusters were used in an enrichment analysis in which the likelihood of encountering the observed
number of genes in each MANGO term was calculated given the proportion of the query set (the
β or δ cluster) among all genes assayed (the 1642 thresholded transcripts) and the proportion
of genes annotated to the ontology term. An enrichment likelihood was calculated using the
hypergeometric test (for details see Methods). The number of query genes found annotated to
each term, and the p-value associated with each test are shown in figure 4.7. In this figure,
the ontology terms have been coloured according to the significance of enrichment—from yellow
to dark red indicating increasing significance. It can be seen from this overview that the beta
cluster contains genes particularly associated with early stages of adult neurogenesis—especially
the proliferative phenotypes such as ‘BrdU immunoreactivity’ (6 out of 165 genes annotated to
this term are also in β; p = 6.1 × 10−5). The δ cluster genes, on the other hand, were more
likely to be found in the MANGO terms associated with later stages—such as ‘Immature neuron’
(2/37 genes in this term; p = 7.6 × 10−4). This result suggests a fundamental difference exists
in the classes of genes regulated by RUN in the two strains and offers hope that this gene ×
environment model can help elucidate the molecular mechanism linking physical activity and
precursor proliferation.
Distance-weighted coexpression networks
Finally, as part of the main thread of this study, I wanted to extract a network of gene-gene
interaction data for a global analysis. The information given by this network should make a
statement about the underlying genetic regulatory processes—such that two genes regulated by
environment in the same way may be thought to be involved in a similar process. In order to
capture both the genetic and environmental variation, the decision was made to use the Euclidean
distance between two genes from the plot shown in figure 4.6A. Having established patterns of
transcript regulation in the different environments for the two strains, I wanted to relate these to
the histology data presented above—the aim being to use the resulting trait expression vectors
to identify the transcript expression patterns most relevant to the biological phenotype. The
use of ‘scale-free’ angular values from the triplots to describe the net environmental regulation
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Figure 4.7: MANGO term enrichment. Genes in the clusters β (upregulated by RUN in both
strains) and δ (upregulated by RUN only in C57BL/6) were used to query the MANGO cell stage
ontology in an enrichment analysis. Ontology terms were coloured based on significance score for
the hypergeometric test (yellow: barely significant–red:highly significant). Terms where no query
genes were present are shown in white. Grey terms currently contain no annotated genes.
of transcript expression allowed the integration of phenotypic data measured on very different
scales. This approach meant that the histological proliferation phenotype could also be included
in the network and mapped to the MANGO framework to effectively anchor the transcript
expression network to the biological question at hand. The angle data from the BrdU histology
were added to the plot in figure 4.6C (grey arrows) and the calculated angles used to anchor the
BrdU/proliferation node into the network. The associations were further thresholded to include
only node-node distances within 30◦ (the approximate radius of the larger clusters in figure 4.6B)
to yield 77775 edges. Interestingly, only 16 of these edges involved the proliferation phenotype.
Discussion
Prior to beginning the work described in this section, it was already known both that that
baseline neurogenesis differs in DBA/2 and C57BL/6, and that physical activity and environ-
mental enrichment have an effect on neurogenesis, albeit only previously described in one strain.
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The aim therefore was to establish whether the effects of environment on neurogenesis were
similar in both strains. They are not, as it can now be shown that wheel running does not
induce the pro-neurogenic effect in DBA/2 that it so robustly does in C57BL/6. This is an
exciting discovery as it provides a starting point for an investigation into the genetic basis of
the RUN-induced neurogenic effect. The work begun in this section is being continued in a
series of related experiments which are surveying various different experiment durations and will
hopefully help to answer some of the questions suggested by this thesis. In particular, some
of the technical questions turned up by this pilot experiment have since been answered in the
follow-up study (Overall et al., 2013). In the pilot study, for example, BrdU was applied on day
0 and thus measured the continued proliferation of cells labelled on the first day (i.e. labelled
before exposure to the new environment). Because some of these new-born cells exit the pool of
dividing precursors, this methodology is not the best approach for a stable measure of prolifer-
ation. However, labelling the proliferating population on day 3 (12 h before perfusion—as done
in the follow-up work) yielded qualitatively the same results. A key question in the preliminary
study was whether DBA/2 mice indeed run as much as their C57BL/6 counterparts. I could
show, using the resources available at the time, that there was no statistically significant differ-
ence in running wheel use between the strains, although the small sample sizes and very large
variation—mostly due to the unreliable revolution counters—left this an open question. The
new study—using state-of-the-art wheel revolution counters and measuring the same animals as
used for histology—has clearly confirmed that there is no strain bias in nightly running distance
between DBA/2 and C57BL/6. Mice from both strains were tested in the Morris water maze
and, in the protocol used, did not show appreciable differences as a result of environment. The
DBA/2 mice, however, were significantly poorer at the reversal task which involved relearning
a new platform position. This deficit has been previously observed where untreated DBA/2
mice took longer to relearn the new platform position than C57BL/6 animals (Francis et al.,
1995), although these authors reported a less striking difference than observed here, where the
DBA/2 mice did not relearn the reversal task at all. This is could be due to the older study
having trained the animals to criterion (i.e. acquisition training was continued until all animals
performed below a preset threshold), whereas, after the 3 days of training employed here, the
DBA/2 mice showed a moderately worse command of the task (as seen also in Kempermann
and Gage, 2002a) making the reversal task a less good measure of learning retention. A similar
effect in task reversal learning has been shown for animals in which neurogenesis was ablated
(Garthe et al., 2009) which suggests that the poor reversal performance in DBA/2 could be due
to the low basal adult neurogenesis in this strain. The lack of effect of environment on spatial
learning, despite the known effects of these environments on both adult neurogenesis (van Praag
et al., 1999a,b; Kempermann and Gage, 1999) and water maze performance (Kempermann et al.,
1998a; van Praag et al., 1999a), is certainly due to the time scale employed in these experiments.
Although 4 days was an optimal time to capture transcriptional events associated with a robust
regulation of precursor proliferation, this period is likely not sufficient to allow the maturation of
functional neurons from the activated precursors. Running wheel activity predominantly acts on
the type-2a and type-2b stages (Kronenberg et al., 2003) which require another 3–7 days to exit
the cell cycle (Brandt et al., 2003) and at least another 4 weeks to become functionally mature
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(Kempermann et al., 2004). Follow-up studies (Overall et al., 2013) confirm that longer periods
(4 weeks) of running do lead to increased numbers of new neurons. Because ENR does not
lead to an appreciable increase in precursor proliferation (van Praag et al., 1999b; Kempermann
et al., 1997b; Olson et al., 2006; figure 4.2; although see Steiner et al., 2008; Brandt et al.,
2003), its effect cannot be truly judged using the 4-day housing paradigm. Further experiments
would be required to actually determine that 4 d in ENR is sufficient to induce increased survival
of neurons. It seems likely, however, that the phenotypic outcome of ENR is also established at
a molecular level with a similar timescale to that seen in the RUN groups as both environments
lead to new neurons in C57BL/6 with a similar time scale (Overall et al., 2013).
Differences in transcription could, indeed, be seen (figures 4.5 and 4.6) indicating that at
least some of the phenotypic differences between the two strains studied can be linked to gene
expression occurring at 4 days following introduction to a new housing environment. Further
to this, I could show that the genes exhibiting strain-specific differences in expression were
associated with late proliferative and early post-mitotic stages (figure 4.7), suggesting that the
early post-mitotic expression signature, already present in C57BL/6 mice, might not yet have
been activated in DBA/2 animals. In contrast, the genes associated with precursor proliferation
were upregulated by wheel running in both strains—possibly indicating that, while wheel running
could induce expression of proliferative genes after 4 days in both strains, this expression had
only just begun in DBA/2 and had not yet been translated into an increase in precursor cell
number. It would be interesting to follow some of the β cluster transcripts at shorter intervals
after commencement of wheel running to discover if any of these might be upregulated later in
DBA/2 than in C57BL/6 animals—and thus represent candidate causal genes regulating RUN-
induced adult hippocampal precursor proliferation.
5. Expression Time Course from Differentiating
Cell Culture
Using a methodology established previously in our laboratory, neural precursor cells
from the dentate gyrus of the adult mouse can be maintained in culture and be induced
to differentiate into functionally mature neurons. In order to better characterise the gene
expression changes accompanying the differentiation of these cells in vitro, a microarray
time course was undertaken. The results show a large-scale switch in expression profiles
between proliferating and post-mitotic cultures and clusters of transcripts could be identified
with different dynamics across the time course. A second, very dense, time course study
focussed on the first 12 hours of the differentiation process to determine the genes which
are active at the earliest stages after induction of differentiation and which might be drivers
of the cellular response to the change in culture conditions. In addition, a network of gene-
gene interactions was constructed, based on the similarity of expression profiles, which will
assist in identifying genes under common regulatory control and which might be associated
with the changing cellular phenotype.
Introduction
The work presented so far has looked at the neural precursor cells in their niche in vivo and all
studies have used whole hippocampus lysate for RNA profiling. The neurogenic cell population,
however, comprises only a very small fraction of the hippocampus—around 9000 cells (Kem-
permann et al., 1997b) out of an estimated 1 milion (Coulin et al., 2001)—so that, in whole
hippocampal dissections, much of the precursor signal might be swamped by noise from other cell
types. Even among the neurogenic cells, there is still heterogeneity with at least 6 well-defined
cell stages identified (Kempermann et al., 2004), each with distinctive transcriptional profiles
(Overall et al., 2012). The study of these cells in detail is hampered by the lack of methods
for obtaining enough tissue for genetic and proteomic assays. Single-cell microdissection has
been attempted for the study of transcript expression in proliferating cells from the hippocampus
(Gurok et al., 2007), although the amount of tissue obtained was severely limiting. Cell sorting
using fluorescent marker proteins is allowing ever more homogeneous populations to be isolated
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(Walker et al., 2007; Beckervordersandforth et al., 2010; Walker et al., 2013) and this technique
has been used for the transcriptional analysis of hippocampal neural precursors (Bracko et al.,
2012)—albeit of rather broadly-defined populations. Neural stem cells can also be isolated and
cultured in vitro, where they spontaneously form balls of cells known as neurospheres (Reynolds
and Weiss, 1992). Neurospheres from the subventricular zone have been studied using microar-
rays as they differentiate (Gurok et al., 2004). The neurosphere, however, is very heterogeneous,
with different stages of differentiation taking place throughout microenvironments within the
sphere (Suslov et al., 2002; Jensen and Parmar, 2006). On the other hand, proliferating pro-
genitor cells may be isolated and grown in vitro in the presence of growth factors as adherent
monolayers (Palmer et al., 1995) in which they retain their proliferative phenotype with high
purity. An adherent culture model has been developed for neural precursor cells isolated from
the adult mouse hippocampus and these cultures can be maintained for up to 65 passages in vitro
without loss of their stem cell-like characteristics (Babu et al., 2007, 2011). Furthermore, by
removing the growth factors from the culture medium, the adherent precursor cells differentiate
to yield astrocytes and electrophysiologically functional neurons (Babu et al., 2007). Because
the cultures are monolayers, the cells are both accessible for observation (whilst alive or after
antibody staining) and for phamacological intervention as all cells are in direct contact with the
culture medium. In addition, the proliferating cultures are also largely homogeneous so that large
quantities of tissue can be readily generated without ‘contamination’ from other cell types. Such
an in vitro model of neural precursor cell proliferation and differentiation allows us access to in-
vestigate the molecular processes which shape the fate of the newly-born cell, and to manipulate
these if required. Despite the advantages of this model, a characterisation of gene expression
patterns in differentiating adherent cultured precursor cells derived from the adult mouse hip-
pocampus has not yet been undertaken. Therefore, I describe in this chapter two experiments
which use microarrays to collect whole-genome expression data at various time points after the
induction of differentiation in adherent cultured adult-derived hippocampal neural precursor cells.
The first experiment described assayed transcript expression at six time points chosen to bracket
key developmental windows: at time 0, the cells are dividing stem cell-like precursors; by 6 h after
growth factor removal, the fate of the cells has been decided, although they remain anatomically
immature; at 12 h; 24 h; 48 h; and after 4 days (96 h), when differentiated cells are present
which are anatomically and physiologically neuronal. In the second experiment, 17 time points
were chosen to densely cover the first 12 h after growth factor withdrawal. RNA from cultures
at each time point was hybridised to microarrays and the transcriptional program accompanying
the switch from precursor to neuron was investigated. I observed an abrupt expression change
associated with exit from the cell cycle consistent with the shift to a new cell type/stage. As
well as several transcripts known to be involved in cell cycle maintenance or exit, several novel
candidates were identified. An association network based on expression similarity to Nestin im-
munoreactivity was also used to provide a layer which can anchor transcripts to the proliferation
phenotype.
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Results
Differentiation of proliferating precursors into neurons in vitro
The neural precursor line used in this experiment proliferates in vitro in the presence of the
growth factors EGF and TGF-β (Babu et al., 2007). The proliferating cultures were 99.6 %
positive for Nestin (figure 5.1A, B), a marker in vivo of the radial glia-like (type-1) stem cells
(Lendahl et al., 1990; Filippov et al., 2003). Switching the cultures to medium without the
growth factors induces differentiation into neurons as evidenced by morphological changes—cells
become elongated and begin to produce neurites—and staining for Map2, a marker in vivo of
mature neurons (figure 5.1C, D). Neural precursor cells from adult mouse hippocampus were
cultured in vitro and switched to a medium without growth factors to induce differentiation.
Cultured cells exhibited a significant drop in expression of the proliferative progenitor marker
Nestin (one-way ANOVA; F5,30 = 44.91, p = 4.85 × 10
−13; figure 5.1B) and became positive
for the neuronal marker Map2 (one-way ANOVA; F5,30 = 18.44, p = 2.36 × 10
−8) by 24 h after
growth factor removal (figure 5.1D).
Transcripts associated with stages of differentiation
The Illumina Mouse6 array was reannotated to give 19308 probe sets corresponding to unique
Entrez GeneIDs (see Methods). For each transcript, a one-way ANOVA was performed to
determine regulation over the time course studied. The reported p-values were corrected for
multiple comparisons using the Benjamini-Hochberg method. 6722 (35 %) of the transcripts were
significantly regulated at a corrected p-value threshold of 0.05. At p-value thresholds of 0.01,
10−4 and 10−6, the numbers of significant transcripts were 5479 (28 %), 3226 (17 %) and 1785 (9
%) respectively. This large degree of regulation reflects the transformation of the differentiating
cells into different cell types. As a manageable working dataset, the 1785 transcripts with an
ANOVA p-value below 10−6 were used for further analysis. To quantify the similarity of expression
patterns between pairs of transcripts, a t-test was calculated for each time interval and the vectors
of t-values used to calculate the Euclidean distance between transcripts. This approach identified
similar expression patterns between genes much more effectively than relying on the means at
each time point which tended to yield extremely heterogeneous clusters. The resulting similarity
matrix was clustered using a k-means clustering algorithm (pam(), R/Bioconductor). Best results
were obtained with k = 10 which yielded homogeneous clusters with little redundancy (figure
5.2). Generally, transcript expression profiles could be broadly classed into those increasing
or decreasing over the differentiation time course. There were, however, slight differences in
the timing of expression changes, with some genes exhibiting an immediate response while
others maintained expression for up to 12 h before switching. An interesting observation is that
essentially all change took place in the first day after growth factor withdrawal so that the switch
to the differentiated expression level was complete in most cases by the 24 h time point. This
matches the patterns of marker expression seen in figure 5.1. Gene lists of the members of
each cluster were submitted to the online DAVID functional annotation tool (http://david.abcc.
ncifcrf.gov/) to identify functionally over-represented terms from the Gene Ontology and other
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Figure 5.1: Characterisation of the cultured cells. Adherent cells were grown on coverslips in
culture and fixed at each of the six time points (0, 6, 12, 24, 48 and 96 h) after growth factor
withdrawal. Almost all cells at the 0 h time point express the stem cell marker Nestin (A) and
this fraction of Nestin-expressing cells drops after 12 h in growth factor-free culture (B) as the
cells lose their proliferative phenotype. The mature cultures at the 96 h time point express the
neuronal marker Map2 (C) which indicates that a fraction of the differentiated cells become
neurons from about 12 h after growth factor withdrawal (D). Asterisks indicate time points which
were significantly different to the t = 0 control (p < 0.05, Dunnett post hoc comparisons). Data
from Dr. Gerardo Ramírez-Rodríguez.
similar resources. Clusters associated with the proliferative state—genes whose expression was
downregulated after removal of growth factors—were functionally enriched for terms such as
“DNA replication”, “mitosis”, “ribosome” and “acetylation”. Upregulated genes were enriched
for terms such as “cell adhesion”, “ion transport” and “microtubule”.
Early events in NPC differentiation
To better understand the molecular processes regulating differentiation of neural precursor cells,
it is particularly interesting to look at the transcripts up-regulated at the earliest time points
as many of the genes regulated at later time points are likely downstream effects of these early
events. I therefore carried out a further analysis in which the set of 1785 significantly-regulated
transcripts from the previous section was further partitioned by considering only expression dif-
ferences between the 0 and 6 h time points. A multiple t-test with a false discovery rate of 5
% revealed 51 transcripts significantly regulated in the first 6 h of the differentiation process. In
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Figure 5.2: Clusters of transcripts regulated during neural precursor differentiation in culture. Gene
expression profiles were partitioned into 10 clusters (see text for details) and the genes in each
cluster used to query the DAVID functional annotation database to discover key terms associated
with those genes. The most enriched terms are shown beside each cluster. The red trace in each
graph represents the medoid for the cluster. The heatmap below each graph shows the expression
level of the medioid: white(low)–red(high).
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order to investigate expression changes occurring even before the 6 h time point, a second series
of microarrays was hybridised with RNA from cultures at 17 closely-spaced intervals covering the
first 12 h of differentiation. The time points chosen were; 0, 15, 30, 45 min and 1, 1.5, 2, 2.5,
3, 4, 5, 6, 7, 8, 9, 10 and 12 h after growth factor withdrawal. For this experiment, I decided to
use many closely-spaced observations rather than replicates for only a few time points as in the
first time course. This allowed a high-resolution dataset to be created with stability against ex-
perimental noise being provided by fitting a ‘best-fit’ curve to the individual data points. Spline
fitting was used, as provided by the R function smooth.spline, and adjusted points interpolated
from the fitted curve were used for clustering. Using a hierarchical clustering method (hclust(),
R/Bioconductor) and partitioning into k = 7 clusters, the 51 transcripts were split into modules
with distinct expression profiles (figure 5.3). Cluster 1 consisted of a single gene 1200009022Rik
(recently renamed Tril) with a peculiar oscillating expression pattern. Clusters 2 and 3 included
transcripts whose expression levels dropped rapidly after onset of differentiation while clusters 4–
6 contained transcripts which were switched on during early in vitro differentiation. Of particular
interest are the clusters 6 and 3 which were immediately and consistently up- and downregulated
respectively. Cluster 6 contained Adhfe1, AI316807, Gpt2, Invs, Leng9, Pcdhb4 and Sirt4. None
of these has an established role in the regulatory control of cell cycle exit. Cluster 3 consisted of
the genes Coro2b, Dhfr, Hnrnpab, Mcm2, Naa20, Nanos1, Nasp, Nfkbil2, Pfkl, Pppde2 Serpb1,
St3gal4, Stip1 and Tshz3. Each of these candidates presents a hypothesis for a regulator of the
onset of differentiation in adult-born hippocampal neural precursor cells and, for some of these,
such a role is already known or suspected. The requirement of the Mcm2 protein for S-phase
entry is well known and it is often used as a marker of proliferating cells. Dihydrofolate reductase
(Dhfr) is also an essential part of S-phase, being necessary for purine synthesis (Blakley, 1969;
Goulian et al., 1980). The remaining genes in these two clusters are interesting candidates for
further in-depth study.
A network of transcript coexpression during in vitro differentiation
Using a similar t-statistic-based metric as for clustering, the 1785 expression profiles were assem-
bled into a network. Edges in the network were calculated for the Euclidean distance between the
interval metrics, as well as for the case where the data for the target transcript was inverted—the
lower distance was taken to be the edge weight. A negative weight was assigned if the inverse
interaction was the lower distance. In this way, negative relationships can be captured—the
strong downregulation of a gene associated with exit from the cell cycle is as interesting as an
upregulation of similar strength. Also present in this network was the Nestin histology prolif-
eration phenotype described above. The edges were thresholded such that only the strongest
5 % of associations remained in the final network. This yielded 79700 edges of which 88 were
connected with the Nestin ‘proliferation’ node.
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Figure 5.3: Very early transcript expression changes. Gene expression profiles were clustered
based on their expression over the first 12 hours after onset of differentiation and seven clusters
defined (see text for details). The heatmap is coloured based on normalised expression levels from
white/yellow (low) to orange/red (high).
Discussion
This section presents the first whole-transcriptome analysis of gene expression in the mouse adult
hippocampal neural precursor adherent culture model. This is an important advance, as the
same information—transcript expression in differentiating precursors—is currently prohibitively
difficult, if not impossible, at the current time to investigate in vivo. I have focussed the analysis
on the very early transcriptional events as it is only at this stage that the culture model is
still homogeneous. Our control over the culture conditions is not yet at the stage that it is
possible to drive the differentiating cultures to a single fate, thus maintaining pure populations
of neurons or other mature cell types. Nevertheless, the information that can be gleaned from the
current system about the initial events surrounding cell cycle exit and early fate determination
is significant and the expression data presented here offer a solid base for further work in this
direction. A number of candidate genes can already be identified and further work in the
laboratory is under way to dissect the molecular events even earlier than 6 h after induction of
differentiation to uncover the causal elements driving the very first fate decisions. Among these
candidates, it is interesting to note that transcripts associated with the term “EGF-like domain”
increase immediately after withdrawal of EGF from the culture medium. This is presumably
part of a compensatory mechanism in response to the reduced activation of EGF receptors.
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The observed later increase in lysosome-related transcripts likely reflects the increased cell death
that accompanies differentiation in this system—another complication of the in vitro model.
To help overcome the stress to the cells caused by growth factor withdrawal, and mitigate the
accompanying cell death, protocols are being developed in our laboratory whereby mitogens are
removed in a stepwise manner over a period of several days. While this has positive outcomes in
terms of neuronal survival in the cultures, it also makes it difficult to generate a coordinated time
series of expression changes. In the protocol used above, it is clear when onset of differentiation
begins and samples can be timed at mere minutes after medium change (as was done in the
second experiment). The first experiment used only 6 time points but with many replicates
to provide high-quality estimates of transcript levels. These data, however, have proven to be
difficult to compare mathematically, as samples are highly correlated with adjacent time points—
breaching the requirement by standard linear models of sample independence. The method used
here, using t-tests for each interval, makes use of the power of the replicated data but still only
yields 5 data points for correlation. The alternative, simply using the means at each time point,
yielded very poor clusters due to the fact that no distinction could be made between time points
displaying large within-replicate variance and those where the estimation of the mean was more
accurate. This latter method also did not allow the effect size to be taken into account—the
expression data needed to be normalised, as the baseline values for different probes varies widely,
but this process can accentuate small, insignificant changes which lead to the transcript being
assigned to a spurious expression profile class. An important advance to this work would be a
robust method for assessing the similarity of two time series curves. Some algorithms do exist
for this purpose (Ramoni et al., 2002; Kim and Kim, 2008; Ernst et al., 2005; Déjean et al.,
2007) but none of those assessed during the analysis of this experiment were suitable in their
current form for the type of data presented here. For the second experiment, in contrast, a very
dense time course of samples was taken, without replication, which allowed the interpolation
of smoothed curves representing transcript expression profiles over time. This approach was
chosen in order to provide a data series that was robust against experimental outliers (via curve
interpolation) as well as having many data points resulting in distinct expression profiles for
clustering. Despite the concerns raised above regarding the independence of adjacent samples,
the Pearson product-moment coefficient was used to calculate gene-gene correlations. Clustering
based on this metric yielded defined modules (figure 5.3) with clearly similar expression. The two
clusters of particular interest (those up- or downregulated earliest after growth factor withdrawal)
suggested several candidate regulators of the early differentiation response. How these genes fit
into a transcriptional program cannot be determined from the data presented—for this, the causal
links between genes will need to be established. By manipulating the early-regulated candidates
one at a time and investigating the resultant expression changes in other genes, a network of
causal links—i.e. directed edges—could be built. This would be an involved and expensive task—
but one which would culminate in an interesting and valuable data set of transcriptional pathways
accompanying in vitro neural precursor differentiation. Additional work might continue to reduce
further the sampling intervals of the time course and identify genes with expression patterns which
define particular stages during the differentiation process. Together with the causal pathways
described above, this should result in a high-resolution description of the gene expression events
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accompanying differentiation—a series of molecular ‘yardsticks’ of adult neurogenesis analogous
to the ‘milestones’ scheme (Kempermann et al., 2004) for the in vivo situation.

6. Integrated Gene Interaction Networks
The preceding chapters have described a series of experiments which aim to identify
molecular components regulating neural precursor proliferation in the adult murine hip-
pocampus. Although knowledge of key players can be useful and enlightening, it is clear
that genes and their products do not act in isolation. It is, therefore, a goal of modern cell
biology to approach such problems as complete systems. In this chapter, the gene-gene and
gene-phenotype interaction information that was collected for each experiment has been
collated into one merged multilayered network—a multigraph in graph theory terminology.
I show that it is possible in this way to discover common motifs present across the different
experiment types which can help identify core pathways driving adult neurogenesis.
Introduction
The use of high-throughput techniques such as microarray-based gene expression analysis has
enabled global system-level data acquisition at realistic cost—but often the price paid has been
accuracy of information. When working with whole-genome scale datasets, it is not possible
to verify each finding to the depth usual in single-gene studies. It is tempting to rely on the
evidence offered by a single microarray probe in a single experiment and focus resources instead
on replicate arrays or additional data points. Technical reproducibility, however, is no longer the
limiting factor in such studies. Rather, replication is desirable in the data type acquired—i.e.
gene expression, protein binding, histone methylation etc. which can often be measured in the
same experiment in the same samples. Replication is also useful at the level of experimental
source—in other words incorporating data from various experiments which address a common
phenotype. Whereas integration of different data types is becoming more common—limited
by those methods currently tractable at an ‘omics’ scale—such experiments, especially from
matched samples within a study, are still challenging and few laboratories are able to produce
these sorts of datasets. Merging data from multiple experiment sources is less common and such
studies are typically restricted to one data type. Only very few reports have combined different
data types and sources into one analysis—remarkable in this respect is the work of Chesler and
colleagues (Baker et al., 2009) who have initiated a platform for integrating diverse phenotypes,
including gene expression data, and genomic information into multilayer analyses.
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These factors are compelling reasons to consider incorporating multiple lines of evidence. Very
few studies to date have attempted the integration of multiple data sources into a multilayer
network and those . Existing studies only use two layers, gene expression, PPI litt mining. and
none to my knowledge has yet Importantly, all currently available approaches have made use
of already existing datasets which provide gene-gene interaction support but typically the gene-
phenotype link remains only in one layer. The current work has brought together six layers,
of which four were derived from experimental data from three custom-designed studies. The
phenotype studied was present in five of these layers.
Results
Description of network layers
The work described above has yielded five networks of gene-gene interactions which each also
include gene-phenotype interactions linking the gene expression to the neural precursor prolifer-
ation phenotype. These are:
1. Adult neurogenesis genes (MANGO; chapter 1). A network of interactions curated from
the literature linking genes to terms in the Mammalian Adult Neurogenesis Gene Ontology.
2. Hippocampal coexpression (HC; chapter 2). A network based on correlation between
baseline expression profiles across the BXD genetic reference panel.
3. QTL interactions (transnet; chapter 3). Genes linked by their patterns of segregation with
genomic markers across the BXD panel.
4. Environmental effects in C57BL/6 and DBA/2 (HE; chapter 4). Genes linked by their
strain-specific response to environmental perturbation.
5. Differentiation time course (DC; chapter 5). Transcript coexpression in an in vitro model
of differentiating precursors.
In addition to these, another layer was included as a framework of known associations (see
chapter 1):
6. STRING database (STRING). A publicly available network of interactions between genes
and gene products.
Each of these networks will provide a layer in the final merged network (Merge). The distribution
of edge weights (distances) is quite different for each layer as can be seen in figure 6.1. This
fact has made merging the layers based on their intrinsic edge weights prohibitively complex. A
far simpler approach, and one used by essentially all network studies, is to create an unweighted
graph where a threshold is set for each layer and only edges above the threshold are included
in the final network. Therefore, I will use the thresholded networks described in each chapter
above and create a multigraph—where nodes are connected by more than one edge if the
corresponding interaction is present in multiple layers. The ‘connectivity’ of each node can then
Integrated Gene Networks 73
Figure 6.1: The distribution of edge weights for each layer. The unfiltered weights from each of
the component networks are presented as histograms of the number of edges within each bin.
Bin sizes are 1 (MANGO), 50 (transnet) or 100 (STRING, HC, HE and DC). In MANGO, being
an unweighted network, all edge weights were set to 1. Other edge weights were similarity score
(STRING), Pearson’s r (HC), likelihood ratio statistic (transnet), Euclidean distance between
points from figure 4.6 (HE) or Euclidean distance between expression profiles (DC).
be described by the degree—the number of other nodes it is connected to. In spite of the
quantitative differences in edge weight distribution, figure 6.2 shows that the degree distribution
patterns all more or less follow a power-law relationship. The MANGO annotation layer is a
bipartite graph—with genes connected to ontology terms, but including no gene-gene or term-
term connections (gene-to-term annotations were already mapped to parent terms following the
ontology, see chapter 1 for details). Despite this topological limitation, and the network’s small
size (232 nodes), a small-world degree distribution approaching a power law is still discernible
in the plot in figure 6.2. This pattern has been observed in other biological networks (Yu et al.,
2008; Vazquez et al., 2004; Williams et al., 2002; Jeong et al., 2000) although the commonly
ascribed significance of this has been questioned (Lima-Mendez and van Helden, 2009). Whereas
the experimental layers are all unbiased, the two annotated networks—MANGO and STRING—
are both biased, in that absence of interaction data means absence of data rather than absence
of interaction (see discussions of bias in the General Introduction and General Discussion). These
two layers will serve as a backbone upon which the novel experimental data can be built. In this
way, the unbiased datasets are intended to fill in the holes where information is still missing from
the biased framework.
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Figure 6.2: The degree distribution for each layer. The degree of each node (k; the number of
other nodes it is connected to) is plotted against the probability of a node having a degree k (Pk;
the frequency of nodes having degree k). Both axes are drawn on a log10 scale. The yellow curve
in each plot is a fitted spline describing the points, the red line is a linear regression for comparison
to a linear power-law relationship as detailed in the text.
Merging of network layers to a multigraph
The next step is to merge the layers to create a multigraph. In doing this, a new layer is
created—the merge layer—which contains the union of all nodes present in the other layers. For
this to be possible, all nodes in all layers need to use a common namespace, so that the same
gene in every layer has the same ID. I chose the NCBI Entrez GeneID as a common naming
scheme for all genes. The reason for selecting the GeneID over the Ensembl scheme was largely
arbitrary, but influenced by access to annotation information. Also, the slightly more simplified
nomenclature of the NCBI system with respect to multiple transcripts (e.g. splice variants)
and overlapping genes made mapping and translation between other identifiers easier. I found
translation schemes available for mapping GeneID to genome position, sequence variants, Allen
Brain Atlas data, STRING protein identifiers (see Methods), QTL data and between different
microarray platforms (see Methods). We also used the Entrez GeneID as the unique identifier for
the annotation of MANGO (http://mango.adult-neurogenesis.de). Thus, identical nodes from
each layer could be merged and the adjoining edges collated so that any pair of nodes could
be joined by more than one edge. Thresholding of the network layers has been discussed in the
corresponding chapters. The resulting merged network (‘Merge’ in figure 6.2), contains a total
of 19330 nodes and 1003414 multiedges (1009539 unique, single edges). Of these, however,
only 6110 are true multiedges with an edge shared between more than one layer—and only 15
edges are shared between 3 layers. Figure 6.3A shows that, in general, there is very little overlap
between the different experiments presented in this work. Some overlap does exist, however,
and these replicated edges may constitute a common component of all the experiments and thus
be of particular importance to adult neurogenesis. The merged network was filtered for only
true multiedges to yield many small subnetworks, as well as one major component. This major
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subnetwork contained 2508 nodes and included edges from all 6 layers (figure 6.3B).
Figure 6.3: The merged network. A multigraph was built from the union of the thresholded
networks described in the preceding chapters. A: The different network layers showed relatively
little overlap and, due to the differences in thresholding methods, had somewhat different sizes.
B: By selecting only nodes connected by more than one edge, one major subnetwork was revealed.
Colouring of Venn sets/edges is consistent with figure 6.4.
A network of genes controls neural precursor proliferation in the adult
hippocampus
The merged network is very large (being a union of all of the daughter layers) but this information
pertains to many different aspects of the genetic regulation of adult neurogenesis. In order to
focus a search of the network, therefore, a ‘seed’ is needed to provide a starting point. All
of the experiments presented in the preceding chapters include one or more adult neurogenesis
phenotypes, with some measure of precursor proliferation being common to all. Further, all
experiments have been so designed that proliferation varies significantly—this, indeed, was the
very key to the approach described in this work. Using the proliferation phenotype as a seed, in
an approach I have termed ‘snowballing’, all first neighbour nodes and the edges connecting them
(a ‘1st-level snowball’) were selected to create a sub-network (figure 6.4). There were 296 nodes
in this subnetwork (15.36 % of all nodes in the merged network). As the STRING and transnet
layers contained no proliferation node, these played no role in subnetwork selection but served
only to tie together the nodes already present. It is important to note also that this network,
which includes STRING and MANGO, is biased and thus any measure of gene enrichment would
be a circular argument. Excluding these two layers, however, yields an unbiased subnetwork
surrounding proliferation, and the genes present can be subjected to a functional enrichment
analysis. Submitting the 149 genes in the unbiased 1st-level proliferation network to DAVID
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Figure 6.4: A subnetwork surrounding the proliferation phenotype. Genes directly connected to
the proliferation phenotype, together with their gene-gene associations, were selected from the
merged network. The subnetwork contains 295 genes as well as the proliferation node itself. The
discrete structure of the different layers noted in figure 6.3A is also apparent here. Edges are
coloured based on their layer of origin: grey, MANGO (directed edges); blue, HC; red, transnet
(directed); yellow, HE; green, DC; grey dotted, STRING.
(http://david.abcc.ncifcrf.gov/) showed significant enrichment for the terms DNA metabolic
process (p = 9 × 10−6) and DNA replication (p = 4 × 10−5). On closer inspection, this can
be seen to be largely due to a dense cluster of interactions from the cell culture differentiation
experiment (DC; chapter 5) which includes the S-phase cell cycle markers Cdc45, Cdk2, E2F1,
Mcm4, Mcm6, Mcm10, Pola2 and Pold1.
All of the genes in the subnetwork shown in figure 6.4 are candidates for the genetic regulation
of proliferation. A measure of the relevance of the genes in the 1st-level network surrounding
proliferation can be provided by the number of edges that are supported by the STRING data.
The thresholded STRING dataset contains interactions derived from high-quality predictions and
verified experimental data and thus provides a good test set. There were 351 STRING edges
(17.84 %) in the 1st-level proliferation network whereas only 175 would be expected based on the
8.92 % STRING edges present in the whole merged network. There was thus a 2-fold enrichment
in STRING-supported interactions in the 1st-level subnetwork (p = 1 × 10−35; hypergeometric
test).
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Novel candidate regulators of adult hippocampal neurogenesis
Each of the 149 genes in the 1st-level proliferation network which are not already known to be
involved in adult hippocampal neurogenesis are candidates for a novel regulator of this phenotype.
Perhaps of particular interest are those genes which occupy key topological positions—such as
Sh3glb2 which is present in two almost complete cliques and thus acts as a bridge between
the two clusters. The role of this protein in the proliferative process is still unknown. Each
such candidate will need to be confirmed—initially by a detailed in silico screen to help identify
false positives, and then with specific experimental validation. I have streamlined the in silico
screening step by creating a database including all of the data described in the above chapters,
as well as other in silico sources of information such as in situ RNA hybridisation patterns from
the Allen Brain Atlas (http://mouse.brain-map.org/), gene summary information and GeneRIF
annotations from NCBI Gene (http://www.ncbi.nlm.nih.gov/gene/) and additional unpublished
results from our laboratory. A searchable web interface has been created for this database and an
example data sheet is shown in figure 6.5. The merged network may also be able to fill gaps in our
knowledge by suggesting proteins, as yet uncharacterised in adult hippocampal neurogenesis, but
which are associated with known regulators. The Sh3glb2 gene is also associated with Bcl2l1,
Ccnd2, Cdk2, Cdk5, Chrm1, Rara and Vegfb—all of which have known roles in regulating the
proliferation of proliferation in the adult hippocampus (as evidenced by their presence in the
MANGO layer).
Novel pathways regulating adult hippocampal neurogenesis
The goal of this work, however, is not to focus on individual genes, but rather identify new
mechanistic pathways regulating adult neurogenesis. A closer look at figure 6.4 shows some
structure to the 1st-level proliferation subnetwork. The known MANGO genes (grey edges in
figure 6.4), form a star centred on the proliferation phenotype and these fall into two categories;
those supported by other layers and those (to the right side of the graph) which are not. These
latter genes, although they are known to be involved in modulating precursor proliferation, may
not be regulated at the transcript level—and thus did not exhibit similar patterns of expression
to genes identified in the other layers. It is interesting to note that the MANGO genes that were
supported by other gene-gene edges were also more densely linked by STRING edges. The DC
layer (in green), as mentioned above, yielded a very tight cluster of cell cycle genes. The HC
layer interactions (in blue), on the other hand, were more broadly distributed, reflecting their
origin in a non-perturbed genetic system. The edges derived from the HE layer, the only layer
in this study where a systematic environmental perturbation was performed, were also spread
throughout the subnetwork. These edges provide a good starting point for the reconstruction of a
specifically activity-dependent pathway. Ultimately, however, characterisation of such pathways
will require further experimental work to determine the causal directionality of interactions and
establish the functional interactions between candidate molecules.
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Figure 6.5: An example candidate data sheet. An overview of relevant resources is provided in
a single page to allow rapid in silico screening of candidate genes. From top to bottom, left to
right: an excerpt of the most appropriate Allen Brain Atlas section showing the hippocampus with
a link to the source page; a network image from the STRING database with a link to the source
page; expression in the HE dataset; expression in the DC dataset; QTL map from the HC dataset;
QTL map from an unpublished cell culture dataset; a list of GeneRIF headings from mouse, rat
and human.
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Discussion
This chapter has brought together the experimental work from all the previous chapters and
attempted to integrate these data into a multi-layer gene interaction network. The individual
experiments were all different in many respects, measuring different aspects of the phenotype,
and yet all do explore the same phenotype—adult hippocampal neurogenesis. Because differ-
ent systems have been measured and different methods used, the resulting data sets exhibited
distinctive structure. This was evidenced in the number of nodes remaining after thresholding
(figure 6.3A) and the range of degree distributions observed (figure 6.2). Nevertheless, a sub-
stantial overlap exists as shown by the network formed by nodes sharing interactions in more than
one of the source experiments. It is interesting to note that most multiedge interactions existed
as part of a single subnetwork (figure 6.3B). This suggests that, in the cases where interactions
do overlap between the different experiments, these are part of a single ‘adult neurogenesis’
component. At first glance this may seem unexpected but, as noted above, the experiments
were expressly designed to address the same phenotype, and so it is encouraging that a common
transcriptional system can be associated with this phenotype.
Because the experiments providing the network data have been based upon the association of
genes with a common phenotype, this phenotype can also be introduced into the network. This
approach of mixing physiological and gene expression phenotypes in a network-based analysis is
an innovation (see Overall et al., 2009) that is a logical extension of the ‘genetical genomics’
idea of Jansen and Nap (2001). Mixed gene-phenotype networks have been a feature of the
GeneNetwork web service (http://genenetwork.org) for some time and are also at the core of
the Ontological Discovery Environment (http://geneweaver.org). To date, however, very few
published studies have used this technique (Overall et al., 2009; Roth et al., 2013) and none to
my knowledge has incorporated phenotype-to-gene associations in multiple layers.
The work in this chapter has presented a substantial number (149) of genes for which a role
in the regulation of adult neural precursor proliferation seems likely—but for which no published
report yet exists directly implicating them in the genetic control of this phenotype. The next
challenge is to characterise the effect of these genes on adult hippocampal neurogenesis and to
establish how they work together to regulate precursor cell proliferation. A necessary part of
this process will be verification of a causative role in neurogenesis as many candidates will likely
be false positives—appearing in the high-throughput screens due to experimental noise or as a
result of a downstream, non-causal association with effector genes. It is therefore necessary to
put in place a workflow for rapidly processing the relatively large number of candidates being
identified. The first step in this direction has been made by collating supporting information
from in silico resources into a database, as described above. A web-based query interface has
been built to provide access to these data (figure 6.5) and this service is currently being used by
colleagues via our laboratory intranet.
The next level will require what I refer to as medium-throughput screening—experimental
validation in a series of standardised assays able to be run with rapid turnover. This will add to
the existing network data by allowing experiments of a type unable to be run at a whole-genome
scale. Steps are currently being taken to put such a system in place in our laboratory.
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The specific nature of the multi-gene interactions, however, will almost certainly preclude
standard assays, thus a third level of validation will necessitate a more traditional experimental
approach tailor-made to the system being studied.
General Discussion
Adult neurogenesis is a multi-step process which is under complex genetic control. Because the
causal genes do not act in isolation, an understanding of the molecular pathways leading to the
functional integration of new neurons in the hippocampus can only be gained by investigating
groups of genes and their interactions. Genes and gene products may interact with each other
in a bewildering number of possible combinations, so finding the interactions of interest can
only be realistically achieved through analysis of large-scale data sets, such as whole genome
microarrays. The strength of such data sets is their enormous coverage of the genome, meaning
that one experiment can often yield data for all known genes at once. This approach comes at
a cost, however, in that the ‘hands-off’ nature of the high-throughput work can lead to errors
going unnoticed. The low ‘per-gene’ cost and quick turnaround time of microarray technology,
however, allows many more experiments to be performed than possible with traditional laboratory
techniques. This fact raises the possibility of carrying out a number of experiments under different
conditions to address different aspects of the underlying biology. To date, however, methods
for the integration of data from such an approach has not been well addressed. Therefore, the
overarching goal of the current work is to provide a methodology for the discovery of potential
interactions from large-scale data sets. In this study, three experimental data sets were analysed,
each of which provides whole-genome microarray expression data from a system known to be
relevant to adult neurogenesis.
The first of these was from hippocampus from a panel of mice in a home cage environment—
the variation being provided by the genetic background of the animals. Using the largest available
mammalian recombinant inbred gene expression dataset (Overall et al., 2009), I was able to
construct a network of expression pattern interactions in the entire hippocampal transcriptome.
Analysis of this network highlighted a modular structure in the global interaction matrix and
allowed the identification of clusters associated with key adult neurogenesis phenotypes which
had been measured in the same genetic reference panel.
The same data were further analysed in the context of a saturated map of genomic markers.
The power of this genetic resource meant that the genome-wide association maps of tran-
script expression traits revealed many QTLs acting both in cis and in trans with respect to the
transcript-encoding genes. A novel analysis was developed to link genes based on their QTL in-
teractions which resulted in a directed network that models regulatory information flow through
the hippocampal transcriptome.
The physical environment offers another source of phenotypic variation which has been well-
characterised in the context of adult hippocampal neurogenesis. The role of genetic background
in the response to different environments, however, is poorly understood. I therefore undertook
a study using a factorial design with two mouse strains under three environmental conditions
and observed strain-dependent differences in the response to environment at the transcriptional,
physiological and behavioural levels. The resulting data offer a first insight into the gene ×
environment interactions associated with established housing paradigms known to affect adult
neurogenesis.
Biological systems are not static, despite the impression one might get from the literature.
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Transcription is a dynamic process and an appreciation of the temporal variation of gene ex-
pression is essential for understanding any cellular process. Because adult neurogenesis in the
hippocampus occurs in many distributed cells that are unsynchronised in terms of cell cycle and
differentiation status, I elected to approach the molecular dynamics of this system in a cell cul-
ture model. Two time course series were undertaken. The first, with its multiple time points and
atypically large replicate number, has provided the most robust dataset of its type and clearly
showed the transcriptional switch associated with the change in culture from proliferating pro-
genitors to mature neural cell types. The second series presents the densest survey available of
the early molecular events occurring during differentiation and fate determination in these cells.
Thus, the experiments described have yielded whole-genome transcript expression data sets
for three different scales of regulation—genetic, environmental, and temporal. Each of these
studies stands alone as a traditional investigation of transcript regulation and the conclusions
drawn from these have each been discussed in the corresponding chapter. The individual studies
have revealed new candidate genes which are helping to fill in the gaps in our understanding
of the regulatory pathways controlling adult neurogenesis. In addition to this, each of the sub-
projects has also yielded a transcript interaction network which can further assist in linking novel
candidates to already known pathway components. Importantly, the networks generated by this
work focus on biological systems that are directly relevant to adult hippocampal neurogenesis.
Broader efforts, such as STRING, GO and TRANSFAC, have conglomerated data from various
sources which may not always be pertinent to every system. This problem can be exemplified
by the cases of hippocampal and subventricular adult neurogenesis. Despite being very similar
processes involving an almost identical cell type progression, the genetic regulation of each
system and the biochemical pathways active in each are quite different (Curtis et al., 2012;
Hsieh, 2012, for a review see Kempermann, 2011a). Because each of the interaction networks
generated from the separate chapters in the current work were developed from focussed studies
addressing the one system, however, it was possible to incorporate all of the layers of information
about gene-gene interactions together and merge these data to build an integrated network.
Such an approach has the benefit of effectively repeatedly sampling the system with different
parameters so that ‘real’ interactions should be more likely to be reproducibly detected than
background noise, and thus one could expect to observe such true positives in multiple layers of
the integrated network. Modules enriched for recurring edges are therefore of particular interest
for further characterisation. The finding that the sub-network arising from shared edges in the
multigraph contains a single major connected component (figure 6.3B) suggests that the genes
involved are, indeed, functionally linked and indicative of a common process shared by all the
experiments. Nevertheless, it is clear that the genetic overlap of the studies is not at all complete
(figure 6.3A) which presents a significant challenge to multi-network merging attempts.
I have discussed bias already several times but I see this as a real hurdle to the successful
integration of molecular biological findings. Present throughout science, the role of bias perhaps
only becomes clear at the systems level, where all links are required to properly reconstruct
interaction networks. Many genes/proteins are perceived as hubs not necessarily because of
their biological interactions, but because they are more frequently mentioned in the literature.
Most scientists are understandably more inclined to begin work on a molecule that is known to be
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important than to strike out and invest in a novel protein that may turn out to be uninteresting.
Thus many molecules are studied merely because they have already been studied. An interesting
phenomenon in itself (mirroring the preferential attachment process involved in many small-world
networks; Barabasi and Albert, 1999)—but such would be a study in sociology, not genetics.
Thus, as noted above, while the presence of interaction data between two molecules clearly
represents a link between them, absence of such information is usually a null interaction (i.e. no
data exist) rather than a more useful zero link—where research has been done and verified that no
interaction exists. Because of this, the the utility of such networks for graph theoretical analysis is
limited. Although non-random selection of network components is, in my understanding at least,
the greatest barrier to systems genetics analyses, a form of bias can also be unwittingly introduced
through sample size limitations. Great advances in knowledge of the genome and array design
have brought microarray technology to the point where essentially the entire genome is surveyed
in a typical hybridisation experiment. For other technologies though—for example protein binding
assays—the coverage of all possible interactions is less complete. This results in a technological
bias—where a danger exists of classing interactions as negative merely because they were not
detected (even despite a bona fide belief by the researcher that they should have been detected).
In addition to the concerns raised above, it has also been suggested that such cases could yield
misleading information about the true global topology of the system (Han et al., 2005). Still
lacking are platforms and incentives for publication of negative findings—the ‘zero-and-not-null’
edges that are required to avoid bias in the literature. Although some journals have risen to the
challenge (see note by O’Hara, 2011), I believe a more systematic approach would be helpful
(see also Schooler, 2011). This movement is also not helped by the widespread conflation of
‘negative result’ with ‘failed experiment’, reflecting the common misunderstanding—even within
the scientific community—of the zero vs. null dichotomy discussed above (this is certainly made
more confusing by the ambiguous use of the words ‘null’ and ‘negative’ in scientific English).
True negative results—where the null hypothesis has been shown to be true—are valid results
from well-performed experiments and, as such, are a vital part of the scientific record. We, like
Diagoras of Melos, are right to ask “where are those who drowned”? But what early-career
scientist wants to invest their time testing a suspected negative hypothesis? Without such
data, however, biological research will continue to bend reality and converge on the tautological
attractors such as Wnt, Bdnf, Notch and Shh.
Another major problem I encountered during this research was the mutual unintelligibility of
the various fields of research required as background for a study of network biology. As a biologist
by training myself, I have found much of the literature concerning graph theory, advanced
statistics and other mathematical concepts inaccessible. In addition, my general impression
of many published analysis of biological networks was that they did not offer real insight into
the phenotypes studied, but were rather focussed toward optimisation of complicated models.
For many studies, I suspected that the infinitesimal gains in model performance would have
been dwarfed by a properly structured experimental design. Because most bioinformaticians do
not have the opportunity to design and carry out their own ‘wet lab’ experiments, and many
experimental biologists are not able to understand the statistical methods needed to optimally
interrogate their system, there is a danger of the fields pulling against each other rather than
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together. The concerns I outline here, however, are issues with the way we do science—not
problems with the underlying science itself. The lament of the great Professor Reginald Punnett
who, in in his review of Fisher’s famous 1918 paper introducing quantitative genetics, was driven
to exclaim “I have had another go at this paper but frankly I do not follow it owing to my
ignorance of mathematics” (Norton and Pearson, 1976) shows that this is not a new problem.
Nevertheless, I remain hopeful that future efforts will overcome these hurdles as a new generation
of researchers are trained in the interdisciplinary fields of bioinformatics and systems biology—a
trend that is well under way.
Complex traits are complex because they are the end product of the interactions of many
genes. Understanding which gene products work together in a biological system is an important
step toward understanding the phenotype. There has been much hair-pulling in the genetics
community over ‘missing heritability’—why the calculated heritability of phenotypes is often far
greater than that of the sum of the identified causal genes (Manolio et al., 2009; Eichler et al.,
2010). The answer surely lies with epistasis—where the effects of multiple genes acting together
are different from the sum of the components in isolation. A recent study utilising a haploid yeast
cross—a model free from dominance effects and with a highly controllable environment, allowing
very accurate estimates of narrow-sense heritability—would seem to support this hypothesis
(Bloom et al., 2013). I think it will come to be seen that this heritability is not missing after
all—merely hiding. It is the goal of systems genetics and related fields to uncover it and build
at last comprehensive models of the systems of interest.
With almost complete ‘parts lists’ of the genome, transcriptome and proteome for many key
organisms available, it is time to turn to assembly of the functional systems they comprise. The
next step is thus to search for interactions between those components—the higher-level building
blocks required for the reconstruction of biological pathways and networks. In some sense, this
is a ‘fishing expedition’—of the dizzying number of possible combinations of gene regulation and
phenotype, we do not know at the outset which will provide a catch. Using high-throughput
technologies, however, it is possible to exhaustively survey vast oceans of these possibilities to
an extent never before attainable. In addition, the automated nature of such a ‘fishing’ approach
means we can do so, as alluded to in the opening epigraph, with “hand alone”—leaving the mind
free to study the results and work on their integration into our systems-level models. I hope that
the work described above has helped provide some of the tools required for hypothesis generation
from high-throughput interrogation of a biologically interesting phenotype and has gone at least
some way toward addressing the assembly of the results into a higher-level description of the
system.
Any attempt to integrate disparate results into a common system will depend on a framework
on which to build novel data. In the case of adult hippocampal neurogenesis, such a framework
did not exist at a sufficiently detailed level at the outset of this work. Therefore, as presented
above, custom ontologies were developed which describe the cell stages and biological processes
comprising the phenotype. This framework, the Mammalian Adult Neurogenesis Gene Ontology
(Overall et al., 2012), has been annotated from the literature to provide at once an in-depth
review of the existing knowledge about gene regulation in the field, a repository for all known
regulatory gene effects, and a structure to allow informed queries of the database. In addition,
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a web resource has been created (http://mango.adult-neurogenesis.de) to allow open and easy
access to a regularly updated annotated instance of the cell stage ontology.
The next challenge is to implement the approach described in this work in a systematic way—
to create a robust bioinformatics infrastructure to provide high-quality predictions of candidate
genes and their interactions, and to establish a medium-throughput experimental workflow for
validation (or otherwise) of these hypotheses. It is my firm belief that both hypothesis gener-
ation and testing should be tightly integrated—preferably within the same laboratory. Theory
must be informed by the process of data collection if conceptual errors during bioinformatic
model construction are to be avoided, and model creators should have the luxury of dictating
experimental design to ensure the most relevant and informative analyses. Bridging the current
chasm between the collection and interpretation of whole-genome data is not an easy task, but
I hope the present work has shown that this is possible and can be profitable.

In der lebendigen Natur geschieht nichts, was nicht in einer Verbindung mit dem
Ganzen stehe, und wenn uns die Erfahrungen nur isoliert erscheinen, wenn wir die
Versuche nur als isolierte Fakta anzusehen haben, so wird dadurch nicht gesagt,
dass sie isoliert seien, es ist nur die Frage: wie finden wir die Verbindung dieser
Phänomene, dieser Begebenheiten?
Wir haben oben gesehen, dass diejenigen am ersten dem Irrtume unterworfen
waren, welche ein isoliertes Faktum mit ihrer Denk- und Urteilskraft unmittelbar
zu verbinden suchten. Dagegen werden wir finden, dass diejenigen am meisten
geleistet haben, welche nicht ablassen, alle Seiten und Modifikationen einer
einzigen Erfahrung, eines einzigen Versuches, nach aller Möglichkeit
durchzuforschen und durchzuarbeiten.
Der Versuch als Vermittler von Objekt und Subjekt
Johann Wolfgang von Goethe
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