Abstract-We describe the application of a pwhahilitic multimedia model to video retrieval. From video shots, we compute Gaussian-mixture models that capture comlations in time and space, such as the appearance and disappearance of ohjects. These models improve the precisiun of ''query by examplds" results in the TRECVID 2003 collection when compared to models that only make Use of static visual information. Furthermore, integrated with information fwm automatic speech recognition (ASR) transcripts, they outperform ASR only results.
I. INTRODUCTION
Video search systems can be compared by the open metr i c~ based evaluation process at TRECVID 2003 funded hy ARDA and NIST. Formatted descriptions of information needs (topics) are given to all participants and their video search systems are asked to return a list of up to 1000 shots which meet the need, based on likelihood of relevance. The video shot is considered as a basic unit of video data. In current video retrieval systems, there are two video representation schemes used for retrieval, which we classify as static and spatio-temporal, A wide range of video retrieval models is based on the static approach by representing the shot by its keyframe [I] , [2] , so information about the temporal evolution of the video is lost. But video is a temporal media, so a 'good' model will be one that solves the limitation of keyframe-based shot representation by exploiting the spatiotemporal information of the video. Spatio-temporal models attempt to extract backgrounds and independent objects in the dynamic scenes captured in the sequences. Spatio-temporal grouping techniques can be classified into two categories: ( I ) segmentation with spatial priority and tracking of regions from frame to frame, and (2) those based on joint spatial and temporal segmentation. Our approach belongs to the second category in which video is considered as a spatio-temporal block of pixels, by treating the spatial and temporal dimensions simultaneously. A good argument to follow this approach is that human vision finds salient structures jointly in space and time, as described by Gepshtein and Kubovy in [3] .
A. Motivation
In [4], we demonstrated the limitations of our static model: the models represent only keyframes rather than shots, and this can hurt retrieval performance. Consequently, we built a new dynamic retrieval model which we used for TRECVID2003. Section I1 describes the dynamic retrieval model and presents our two hypothescs. Section III-C reports on experimental results. Conclusions and directions for future work are described in the final section.
B. Related work
DeMenton proposed spatio-temporal grouping in a vector space, using similarity clustering [5]. He uses sevendimensional feature vectors composed of three color and four motion descriptors. Pixels with similar color and motion are close in feature space and grouped by hierarchical mean shift analysis over increasing large regions.
Spatio-temporal graph-based image segmentation methods are based on a graph whose nodes are the image features grouped using graph cut techniques. The edges connecting pixels in spatial as well temporal directions are weighted according to some measure of similarity (affinity) between nodes. Similarity based on motion profiles is used by Shi and Malik [6] . A motion profile represents the probability distribution of the motion vector at a given point. Fowleks et al. 171 define similarity based on spatio-temporal location ( z , y , t ) , color ( L , a , b ) , and the optical Row feature vector 2% attached to each pixel i of the sequence. To compute segmentations more efficiently they use the Nystrom approximation of the normalized cut algorithm. Greenspan et al. [PI explore spatio-temporal grouping by fitting a mixture model for linear motion detection by using the Gaussian covariance coefficients between spatial and temporal dimensions. In [9], they extend the spatio-temporal video-representation scheme to a piecewise GMh4 framework in which a succession of GMMs are extracted for the video sequence, for the description of non-linear motion patterns. Our approach is most similar to [PI. We also build mixture models to describe the shots in the collection. Our contribution is that for first time we applied these techniques in practice and show they are useful for video retrieval from a large generic heterogeneous collection.
BUILDING DYNAMIC GMMs

A. Gaussian Mixture Models
The [IO] and the language modeling approach to information retrieval [ I I] . We present concisely the visual part of the dynamic model and the consideration that we take into account. Details regarding the other parts can he found in [I] . The visual part of the dynamic model ranks video shots by their probability of generating the samples (pixel blocks) in query example(s). The model is smoothed using background probabilities, calculated by marginalization over the collection.
So, a collection video shot wi is compared to an example document (video shot or image) x by computing its retrieval status value (RSV), defined as:
where K is a mixing parameter. The example image consists of
. . . ,zN)), i.e., the example video shot consist of 29 x iV samples. Collection documents w. are modelled as mixtures of Gaussians with a fixed number of components: where n is the dimensionality of the feature space and (xp ) T is the matrix transpose of (x -p).
B. Selecting frames
Our approach to extending the static Gaussian-mixture model to a dynamic model has been to retain the computation of feature vectors for 2D images, augmented with a new temporal feature. Shots consist of a large number of frames (in our collection, shot sizes range from 24 to 6F629 frames), so it was not feasible to consider all frames in a shot.
In selecting a sub-sequence of frames, we considered the following two approaches: (I) modeling the video shot as onesecond video sequence around the keyframe or (2) modeling the entire video shot as sequence of frames sampled at regular intervals. The first one captures even small changes in time around the keyframe, but is very sensitive to the choice of the keyframe in long-duration shots. In the second approach, the dependency on the keyframe is completely removed, we will have information of what is going on at the beginning and at the end even in very long shots. On the other hand, we lose precision if the chosen frames are too diverse. Another disadvantage is that the computation cost scales with the length of the shot. We determined experimentally the retrieval performance of the two approaches on the TRECVIDZOO3 search development collcction. We always obtained better results when applying the first approach. As a consequence, we model a one-second video sequence around the keyframe (29 frames) as a single entity. Next, we explain the retrieval process.
C. Features
The samples are 8 x 8 blocks described by discrete cosine transform (DCT) coefficients and spatio-temporal position. In a given shot, like the one in Figure I) , we obtain a set of feature vectors by the following process, as outlined in Figure 2 each frame of a shot is decomposed into blocks of size 8 x 8 pixels; for each of those blocks, we compute a 15-dimensional feature vcctor: the Y, Cb, Cr color channels of each block are transformed by the DCT. The first 10 DCT coeficients from the Y channel, the first coefficient from the Cb channel, and the first coefficient from the Cr channel make up the first 12 features. Three more features for each block describe the z and y coordinates of the block in the frame, and temporal position of the frame inside the shot; the time is normalized between 0 and 1. Using the EM algorithm, we compute the parameters of the GMM (p, C, and P(C)) for this set of feature vectors.
To handle the case when we have as query example a single image, i.e., we do not have the time dimension, we tried again two altemative approaches: (I) We artificially made a sequence of 29 images same as the query example where the time is normalized between 0 and 1. The intuitive explanation in this case is that we observe the same image all the time. (2) We extend the query example image's feature vector with a fixed temporal feature value of 0.5. The intuitive explanation in this case is that we do not know what happens before and after the central moment, when matching the keyframe. Experiments on the TRECVIDZOO3 training data set gave slightly better results using the second approach, so the second approach has been implemented. It has the additional advantage of lower computational cost.
D. Motion
To reduce the complexity of our model, the Gaussians are axis-aligned, i.e., their covariance matrix (X) is diagonal. Therefore, we can decompose a 15-dimensional Gaussian into 15 independent I-dimensional models for each component. In particular, this means that a single Gaussian in our 15-dimensional model cannot capture correlations, e.g., hetween time and space. However, with multiple Gaussians, motion does give rise to different models under certain circumstances: a moving object is one that is visible in location xl,yl at time tl and visible at q , y z at time t z (with tl < tz).
With two Gaussians with means (zl,yl,t1) and (zz,yz, t 2 ) . respectively, we can distinguish linear motion in one direction from linear motion in the opposite direction. This is impossible with static models. On the other hand, many shots without linear motion, e.g., with "jumping" objects, also fit such GMMs, so arguably we do not capture motion in an intrinsic way. ...
... In any case, spatio-temporal correlations are captured in the 3 D GMMs; we capture the appearance and disappearance of objects. An example of resulting Gaussians for the shot given in Figure I is given in Figure 3 ;' in the visualization, the 15-dimensional Gaussians are reduced t o 3 spatial dimensions (for the location and time), and their mean color and texture are visualized. It is possible to correlate Gaussians with objects in the shot, which appear and disappear at given times: e.g., the grass is only visible at the beginning of the sequence and the corresponding component, the green dynamic spacetime blob, also disappears at about t = 0.4. In other words, the G M M captures the disappearing of the grass. ?his effect cannot he captured in the static model where time is not taken into account.
RETRIEVAL USING DYNAMIC GMMS
A. The TRECVID 2003 collection
The TRECVIDZOO3 video search collection contained 113 broadcast news videos, from which 32318 shots have been extracted. TKECVID 2003 provides 25 topics described by ' A venion of this paper with color figures is available from htcp: / / www.cwi.nl/projects/trecvid/trecvid2003.html 
B. Experimental setup
The video sequences in the TKECVID search collection are already segmented into shots. For each shot, we build a static model, a dynamic model (see Section 11) and a language model. Details about the language models can be found in [12] For the TRECVID search task, topic descriptions provide images and shots as query examples. The selection of images and videos to be used as query examples for ranking is the only manual action. From there on, the retrieval process is fully automatic; we compute the retrieval status value for each dwument model using equation 1 from Subsection 11-A. To combine models with ASR we (unrealistically) assume textual and visual information are independent. Under this assumption we easily compute the joint probability of observing query text and visual example by the sum of the individual log probabilities [ 131. Table I shows the results for static models, dynamic models and language models (based on ASK transcripts provided by LIMSI [141). We report here mean average precision (MAP) and precision at IO (P@IO). Although static and dynamic models have the same MAP, dynamic models appear to he more useful because they have higher initial precision (see Table I ). An example of a dynamic query with higher initial precision than the static variant is shown in Figure 4 , where we search for anchor persons.
C. Experimental Results
Initial precision is important, not only because users are often interested in finding just a fcw good shots, but also Table I ). For most topics, the ASR run is better than the visual run, hut for some topics, this is reversed. Apparently, the combined run is able to automatically select the best modality per topic without letting the inferior modality disturbing the results too much. This lifts the burden of selecting the appropriate modality from the user, and ensures robustness against choosing the wrong modality.
IV. CONCLUSION
In general, from a larger number of frames much more solid evidence about the visual content of the shot can be accumulated than from a single keyframe. Another advantage of spatio-temporal modeling is the reduced dependency on choosing an appropriate keyframe: sometimes the keyframe is not well chosen, e.g., it is completely black, hut the immediate vicinity of the keyframe still contains valuable information in the one-second sequence around it.
The resulting models capture the appearance and disapparance of objects and simple linear motion, but cannot describe complicated non-linear temporal events like movement of water. The extracted space-time blobs are not appropriate for representing non-convex regions in the 3D space-time domain due their Gaussian nature. In our current extension of the model we are looking for an approximation of non-linear motion appropriate for video retrieval. A balance between the computational processing cost and the complexity of the captured motion has to he found to be able to handle generic and large search collections as provided by TRECVID. According the official TRECVID2003 results, the main advantage of our dynamic model has been that the combination of dynamic shot models with language models of the ASR transcripts outperforms both individual runs. The combination with the static models performed however worse than the ASR only run. Thus, we conclude that the dynamic models are useful for the integration of different modalities. Currently, we are investigating the integration of audio in the model.
A number of open questions remain to he addressed by future research (I) We already optimized the process of building GMMs for a shot in three ways: by selecting a subset of the frames in the shot, by operating on 8 x 8 blocks of pixels, and by only considering Gaussians that are axis-aligned. However, we are looking for further ways to speed up the process of generating GMMs without sacrificing precision.
(2) We Found out that choosing a dense interval of frames around the keyframe gives k t t e r results than a sparse regular sample of frames from the entire shot. This suggests that modeling spatio-temporal correlations is more important than to model all objects in a shot. Therefore extending our model with better modeling of motion may he a way to improve precision significantly. How this can he done within reasonable constraints on computing time remains to he seen. One possibility would be to consider Gaussians that are axis-aligned except for the spatial and temporal axes.
