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Abstract
Complex-valued data arise in various applications, such as radar and ar-
ray signal processing, magnetic resonance imaging, communication systems,
and processing data in the frequency domain. To deal with such data prop-
erly, neural networks are extended to the complex domain, referred to as
complex-valued neural networks (CVNNs), allowing the network parame-
ters to be complex numbers and the computations to follow the complex
algebraic rules. Unlike the real-valued case, the nonlinear functions in the
CVNNs do not have standard complex derivatives as the Cauchy-Riemann
equations do not hold for them. Consequently, the traditional approach for
deriving learning algorithms reformulates the problem in the real domain
which is often tedious. In this thesis, we first develop a systematic and
simpler approach using Wirtinger calculus to derive the learning algorithms
in the CVNNs. It is shown that adopting three steps: (i) computing a
pair of derivatives in the conjugate coordinate system, (ii) using coordinate
transformation between real and conjugate coordinates, and (iii) organiz-
ing derivative computations through functional dependency graph greatly
simplify the derivations. To illustrate, a gradient descent and Levenberg-
Marquardt algorithms are considered.
Although a single-layered network, referred to as functional link network
(FLN), has been widely used in the real domain because of its simplicity
and faster processing, no such study exists in the complex domain. In
the FLN, the nonlinearity is endowed in the input layer by constructing
linearly independent basis functions in addition to the original variables.
We design a parsimonious complex-valued FLN (CFLN) using orthogonal
least squares (OLS) method, where the basis functions are multivariate
polynomial terms. It is observed that the OLS based CFLN yields simple
structure with favorable performance comparing to the multilayer CVNNs
in several applications.
It is well known and interesting that a complex-valued neuron can solve
several nonlinearly separable problems, including the XOR, parity-n, and
symmetry detection problems, which a real-valued neuron cannot. With this
motivation, we perform an empirical study of classification performance of
single-layered CVNNs on several real-world benchmark classification prob-
lems with two new activation functions. The experimental results exhibit
that the classification performances of single-layered CVNNs are compara-
ble to those of multilayer real-valued neural networks. Further enhancement
of discrimination ability has been obtained using the ensemble approach.
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Chapter 1
Introduction
Artificial Neural networks (ANNs) are by far the most commonly used connectionist
model today, aiming to solve the problem of learning and design of intelligent machines.
Structurally, they are interconnected networks of simple information processing units
called neurons as shown in Fig. 1.1. These models are motivated from the biological
neural networks and the way information processing takes place therein. Some essential
features that make ANNs useful and attractive are mentioned below.
Input #1
Input #2
Input #3
Input #4
Output
Hidden
layer
Input
layer
Output
layer
Figure 1.1: Artificial neural network.
• Nonlinearity: Since the underlying mechanism for generating signal (e.g., speech)
in many physical system is nonlinear, it is highly desirable for system model to
be nonlinear. Nonlinearity in ANNs is achieved in a distributed manner by the
transfer functions of individual neurons.
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• Learning input-output mapping: An ANN learns input-output relationship
from given examples or data set using some supervised learning mechanism. The
mapping learned then can be used to infer about new instances not encountered
before. This ability is known as generalization. It is observed that the ANNs
have excellent generalization ability (5). Unlike many statistical methods, ANNs
provide nonparametric inferences in the sense that no assumptions are made with
the distribution of input data.
• Adaptivity: Knowledge is represented in the ANNs in the form of connection
(synaptic) weights much like biological neural networks. ANNs have a built-in
capability to adapt their synaptic weights to changes in the surrounding envi-
ronment. This remarkable ability has resulted popular deployment of ANNs in
adaptive pattern recognition, adaptive signal processing, and adaptive control.
• Fault tolerance An ANN implemented in hardware has a potential to be fault
tolerant, in the sense that its performance degrade gracefully even if some con-
nections or neurons are damaged.
The fundamental difference between ANNs and classical information-processing
models is that the latter requires formulating a precise mathematical model from obser-
vations, whereas ANNs are based on the principle, let the data speak for itself, thereby
build implicit model of the environment. In other words, the desirable properties in
learning machines are inherently included in the ANNs.
1.1 Why Complex-Valued Neural Networks?
Having introduced with the ANNs and their advantages, it is now time to highlight
on title of the thesis which naturally raises a question in one’s mind: why do we need
complex-valued neural networks (CVNNs)? This section attempts to answer this ques-
tion with some examples.
Although most of the research efforts in neural networks have been focused on the
realm of real numbers, they are not the all we know about the number system. Real
numbers are just a subset of a more general set called complex numbers. It should be
emphasized here that complex numbers are not merely a mathematical abstract. They
do exist and arise in many practical considerations. Some examples are given below.
2
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• Radar signals: Recently, interference of electromagnetic waves is utilized in the
interferometric synthetic aperture radar (InSAR) to obtain complex-valued image
of an object. A transmitter emits a microwave signal and a receiver measures the
reflected wave in a phase-sensitive way, by mixing the signal wave with a reference
wave and observing their interference. Generally, the amplitude represents the
reflectance of object and phase represents its distance. For example, Fig. 1.2
shows a complex-valued image of the Mt. Etna, Sicily, Italy taken by an InSAR
system. Left part is called amplitude interferogram and the right part as phase
interferogram (in modulo 2pi). Such a complex-valued image is used for land
segmentation (23), construction of digital elevation model(22), and to monitor
earthquake(40).
Figure 1.2: Left, amplitude and right, phase of land surface (Mount Etna, Sicily, Italy) ob-
tained by an InSAR system. Image taken from http://epsilon.nought.de/tutorials/
insar_tmr/img40.htm
• Magnetic resonance imaging (MRI): In the MRI, magnetic properties of
atomic nuclei are used to visualize human tissue and brain activities (functional
MRI). External magnetic field causes the nuclei to produce a rotating magnetic
field detectable by the scanner. While the objective is to estimate spin density
ρ(r) over 2D or 3D space r, actual signal measurements, S(k), are taken in the so
called k−space that defines spatial frequencies. The relation between S(k) in k−
space and spin density ρ(r) in position space is given by the Fourier transform as
shown below.
S(k) =
∫
ρ(r)ej2pi(k·r)dr (1.1)
3
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Slice in k space 
        S(k)
Slice in position space 
             ρ(r)
Fourier Transform
Figure 1.3: Magnitude of acquired signal S(k) in k−space and its Fourier transform
(spin density ρ(r)) in position space. Note from Eq. (1.1) that S(k) is the inverse Fourier
transform of ρ(r). The image has been taken from http://www.scopeonline.co.uk/
pages/tutorials/kspace6.shtml
As the Eq. (1.1) shows, acquired signal S(k) is essentially complex-valued. Fig-
ure 1.3 shows the magnitude in k−space and magnitude of its Fourier transform
position space. Although traditional approaches discard the phase values, re-
cent researches have shown much better processing by including phase to form
complex-valued signals (11).
• Complex baseband representation of bandpass signal: Almost every com-
munication system operates by modulating an information bearing waveform onto
a sinusoidal carrier whose frequency varies over different physical transmission
method. The carrier frequency of the transmitted signal, however, is not the
component which contains the information. Consequently, communication sys-
tem engineers often use a complex baseband representation of communication
signals to simplify their job. Figure 1.4 shows a communication system model
and its equivalent complex based band representation. In phase and quadra-
ture phase (I/Q) signals, mI(t) and mQ(t), are modulated with a carrier to
produce a passband signal s(t), which then pass through a wideband channel,
hbp(t). At the receiver end I/Q demodulation takes place resulting the signals,
vI(t) and vQ(t). As shown in Fig. 1.4, a convenient complex based represen-
tation is given by m˜(t) = mI(t) + jmQ(t) and v˜(t) = vI(t) + jvQ(t), while the
4
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w˜(t)
vQ(t)
vI (t)
×
×
+
+
hbp(t)
w(t)
+
LPF
LPF
~
sin(2pifct)
cos(2pifct)
−
−
h˜(t)
(a)
(b)
I/Q demodulationWideband channel
×
×
~
I/Q modulation
mI (t)
mQ(t)
sin(2pifct)
cos(2pifct)
mbp(t)
vbp(t)
v˜(t) = vI(t) + jvQ(t)
vbp(t)
m˜(t) = mI(t) + jmQ(t)
Figure 1.4: (a) I/Q signal modulation in passband and bandpass channel with addi-
tive white Gaussian noise (AWGN), w(t), followed by I/Q demodulation. (b) Equivalent
complex baseband representation, where m˜(t), v˜(t), h˜(t), and w˜(t) denote the complex
baseband representations for bandpass signals, mbp(t), vbp(t), hbp(t), and complex AWGN,
respectively. Channel impulse responses in passband and complex baseband are related by
hbp(t) = <{h˜(t)2ej2pifct}, where <{·} represents the real part.
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channel impulse responses in passband and complex baseband are related by
hbp(t) = <{h˜(t)2ej2pifct}. Here <{·} represents the real part.
(a) (b)
(c) (d)
Figure 1.5: (a) Original image ‘boat’. (b) Original image ‘eline’. (c) Synthesized image
by taking magnitude of ‘boat’ and phase of ‘elaine’. (d) Synthesized image by taking
magnitude of ‘elaine’ and phase of ‘boat’.
• Importance of phase in image processing: Real-valued signals like image
and audio are often analyzed in the frequency domain involving complex numbers.
Then the original real-valued signals are characterized by magnitude and phase
spectrum in the frequency domain. In the case of image signals, a fundamental
result showing the importance of phase was illustrated by (52). It was shown
that the information about edges and shapes are contained in the phase, whereas
the magnitude contains the information of contrast and contribution of certain
frequencies. For an illustration purpose, we took an experiment with two different
images, ‘boat’ and ‘elaine’. Each image was transformed into frequency domain by
2D Fourier transform, and then the phases were exchanged keeping the magnitude
6
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same as the original images. Figure 1.5 shows the synthesized images obtained
by the 2D inverse Fourier transform. Although the magnitude spectrum of image
in Figure 1.5(c) is same as ‘boat’, it looks much like as ‘elaine’ because its phase
spectrum was taken from the original ‘elaine’ image. Similar phenomena can be
observed in Figure 1.5(d). This clearly demonstrates that proper treatment in
signal processing can be done using complex-valued data.
Segments of hand tree
f
d
g
c
b
a
e
h
i
Hand
Tree representation
Figure 1.6: Hand tree representation by complex number. After preprocessing by image
processing techniques the segments construct a tree, each having a length and angle.
Apart from the above examples, it is often advantageous to model two dimen-
sional data as complex number field when the meaning of direction and intensity is
important. For example, modeling and forecasting of wind speed and direction can
be done efficiently in the complex domain. Recent studies have shown that there is
a strong correlation between speed and direction of wind signal (41). Consequently,
better predicting performance is achieved when wind signal is represented in complex
domain, instead of taking the components independently (41). Another example is
representation of hand in the hand gesture recognition system. Figure 1.6 shows a tree
diagram of hand image after some signal processing. Note that each segmental element
has a length and direction which can be represented by a complex number. The set
7
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of all segments in the image constructs a complex-valued feature vector that can be
fed to a pattern recognizer such as complex-valued neural network (CVNN). Excellent
recognition performance by CVNN is recently reported in (19).
Since ANNs are well established efficient adaptive models it is natural and demand-
ing to extend them to complex domain as we encounter information representation
in complex domain. However, traditional approaches of separating complex data into
real-valued components (real/imaginary or magnitude/phase) and then employing real-
valued neural networks (RVNNs) have been proved inefficient as they do not reflect the
coupling between the real-valued components (23). This has motivated to directly
use complex parameters and algebra in the neural networks which is the key feature
of CVNNs. Development and applications of CVNNs have seen much interest in the
recent days as we can observe from several special sessions on CVNNs in the major
conferences on neural networks.
It has been discovered soon after the conception of CVNN that extending ANNs to
complex domain is not straight forward. The most difficulty involves in devising non-
linear activation function which is the key and essential feature of nonlinear processing
by ANNs. This limitation is a result of famous Liouville’s theorem in complex analysis:
if a complex function is analytic (holomorphic) and bounded then it is a constant func-
tion. As a trade-off, mostly used activation functions in the CVNNs are nonanalytic
(nonholomorphic) and bounded.
Because the nonholomorphic functions do not have complex-derivative, derivation
of gradient based optimization or learning algorithms require the problem to be solved
in the real domain which is often tedious and hindering especially for sophisticated
second order learning algorithms. Consequently, a systematic and simpler approach is
needed. One possibility in this regard is to utilize the Wirtinger calculus that can deal
with noholomorphic complex-valued functions.
In addition to the multilayer networks in the real domain, there has been a wide
deployment of single-layered structure called functional link network (FLN) for its
simplicity and faster processing. Exploration and possibilities of the FLN has not
yet been studied in the complex domain. In the complex domain, we may have an
additional advantage of avoiding nonholomorphic activation functions when the FLN
is considered as a computing model. For example, nonlinearity can be achieved in the
input layer of FLN by using complex-valued polynomials.
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Besides the processing of complex-valued data by CVNNs, there has been an in-
teresting finding that a complex-valued neuron (CVN) is able to solve several well
known nonlinearly separable real-valued classification problems, such as XOR, parity-
n, and symmetry detection problems. This finding suggests pattern classification as
an encouraging application area of CVNNs. However, performance study of CVNNs
on real-world benchmarking problems is still lacking in the literature. Therefore, a
study of classification performance of simple CVNN (for example, a single CVN or
single-layered CVNN) on real-world benchmark problems would be interesting.
This thesis is an effort along these aforementioned directions.
1.2 Objectives of the thesis
The following are the main objectives of the thesis:
• To utilize a convenient calculus called Wirtinger calculus for dealing with non-
holomorphic functions in the complex domain, thereby simplifying the derivation
of first and second order learning algorithms in the CVNNs.
• To explore complex-valued multivariate polynomial model as an alternative way
of achieving nonlinearity for function approximation problems. The resulting
model is known as functional link network. This polynomial approach relaxes
the requirement of complex-valued activation functions and can provide faster
learning.
• To perform an empirical study of using single-layered CVNNs in real-valued pat-
tern classification problems and to design new activation functions for better
discriminating ability.
1.3 Organization of the thesis
Chapter 2 discusses the problem of devising nonlinear activation functions in the
CVNNs. First it is shown that the desirable properties of activation functions, an-
alyticity and boundedness, can not be achieved in the complex domain at the same
time. Then we discuss the current approaches of adopting activation functions in the
literature.
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Chapter 3 presents the use of Wirtinger calculus for deriving learning algorithms
in the CVNNs in a simpler way. A brief introduction to the Wirtinger calculus is
provided showing that it can nicely handle nonholormorphic functions while computing
the derivatives. Utilization of this convenient calculus is demonstrated by deriving two
most popular algorithms in the feedforward neural networks, namely, backpropagation
(gradient descent) and Levenberg-Marquardt algorithm.
An alternative approach to the multilayer CVNNs termed as complex-valued func-
tional link networks (CFLNs) for solving function approximation problems in the com-
plex domain is presented in Chapter 4 . The CFLNs are single-layered network without
hidden layer(s), where nonlinearity is incorporated in the input layer in the form of lin-
early independent basis functions. Since multivariate polynomials are well defined in
the complex domain just like the real domain, they are used as basis functions in the
CFLNs. Furthermore, orthogonal least squares based learning algorithm is applied
for designing parsimonious CFLNs that include only the relevant polynomial terms, in-
stead of considering full polynomial model. The performance of CFLN is evaluated and
compared on a synthetic function approximation, a nonlinear communication channel
equalization and real-world wind prediction problems.
Regarding the pattern classification ability of a complex-valued neuron, an interest-
ing observation is that it is more powerful than a real-valued neuron since it can solve
several nonlinearly separable problems besides the linear ones, such as the XOR, the
parity-n and the symmetry detection problem. This motivation is suggestive to inves-
tigate how simple CVNNs like single-layered CVNNs perform on practical real-valued
classification problems. In Chapter 5, we first propose two new activation functions
for better discriminating ability than the existing ones. We then apply single-layered
CVNNs on several real-world benchmarking problems and evaluate their performance.
The performance is compared with multilayer RVNNs and shown to be comparable even
though there is no hidden neuron in the CVNNs. Furthermore, in order to enhance
the classification ability, ensemble approach is studied and the performance is evalu-
ated over several benchmark problems with two ensemble techniques, namely, negative
correlation learning (38) and bagging (8).
Conclusions and scope of future works are given in Chapter 6.
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1.4 Major contributions
• Wirtinger calculus is utilized to derive gradient descent and Levenberg-Marquardt
(LM) algorithm in multilayer feedforward CVNNs, which otherwise would have
been much complicated, particularly, in deriving LM algorithm. The LM algo-
rithm has much faster learning convergence and higher precision. Although LM
is quite popular in the RVNNs, our contribution is the first to apply it in the
CVNNs.
• Although some works on the application of FLNs in processing complex-valued
data have been done, the networks are real-valued and complex-valued data is
separated into real and imaginary parts thereby solving the problem in the real
domain. In contrast, we consider fully complex-valued FLNs and show some
advantages of considering FLNs directly in the complex domain. We have also
addressed the design issue of choosing appropriate basis functions (polynomial
terms) in the CFLNs.
• An empirical study on the classification and generalization ability of single-layered
CVNNs has been done for several real-world benchmarking data sets with the
proposal of two new activation functions. Further enhancement of classification
performance is achieved by employing ensemble techniques.
11
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Chapter 2
Activation Functions
An artificial neuron receives input signals from other neurons, and its computational
procedure is to impose some weight to each input signal and to sum up the weighted
input signals. We call the sum of weighted inputs as net-input of the neuron. Then the
neuron yields an output signal by using a function. The function is known as activation
function and generally it has nonlinear characteristic. Activation functions can also be
linear, but if all the neurons in a network have linear activation function(s) the network
will have a very limited processing capability.
This chapter explains various activation functions that are widely used in the neural
networks. We begin with the discussion of commonly used activation functions in the
real-valued neural networks(RVNNs) in Section 2.1. Section 2.2 explains the problems
with the widely used activation functions when they are extended to complex domain.
Section 2.3 shows how the problems are avoided at present to construct useful CVNNs.
2.1 Nonlinear activation functions in real-valued neurons
Activation functions, in general, can be linear or nonlinear. We discuss only non-
linear functions here because neural networks achieve their versatile processing ca-
pabilities through the nonlinear characteristic of activation functions. In contrast,
the networks that use only linear activation functions have a very limited processing
power. Figure 2.1 shows a mathematical model of a general neuron which receives
input signals xj(1 ≤ j ≤ m) and imposes a connection weight wj with each xj . This
operation is the linear part of neuron yielding the net-input or internal state of the
13
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Figure 2.1: A neuron with input signal x = (x1, x2, . . . , xm)
T
, connection weight
w = (w1, w2, . . . , wm)
T
, and bias θ. The linear part combines the weighted sum yield-
ing neuron’s internal state called net-input. The Nonlinear part transforms the net-input
by an activation function f to produce output y.
neuron v =
m∑
j=1
wjxj + θ, where θ is referred to as bias of the neuron. For a given
input signal x = (x1, x2, . . . , xm)
T , the neuron produces an output y with the help of
activation function f . Hence, the output is given by
y = f(v) = f
 m∑
j=1
wjxj + θ
 (2.1)
Mostly used activation functions in real-valued neurons are sigmoid functions (“S”
shaped function having a saturation characteristic), such as
f(v) =
1
1 + e−v
, v ∈ R (2.2)
The function is called log sigmoid function, and its shape is given in Fig. 2.2(a). It
has a saturation characteristic at two sides. Saturation characteristic is an imitation
of biological neuron. When a biological neuron receives larger input signals (higher
pulse frequency), the output signal (pulse frequency) also become higher in a satura-
tion manner. Besides, saturation characteristic is important in learning algorithms for
stability. Another widely used activation function is hyperbolic tangent which has the
following form,
g(v) = tanh(v) =
ev − e−v
ev + e−v
, v ∈ R (2.3)
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Figure 2.2: Activation functions in real-valued neurons: (a) log-sigmoid, (b) hyperbolic
tangent, (c) and (d) log-sigmoid and hyperbolic tangent, respectively, with amplitude A = 2
and different gain coefficients c = {0.5, 1.0, 3.0}.
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and its shape is shown in Fig. 2.2(b). Sometimes it is useful to introduce a gain
coefficient c and/or saturation amplitude A to control the slope and saturation values.
In that case, Eqs. (2.2) and (2.3) become
f(v) =
A
1 + e−cv
(2.4)
g(v) = A tanh(cv) . (2.5)
Figure 2.2(c) and 2.2(d) show the effect gain coefficient and saturation amplitude.
Increase in gain c yields a steeper slope, and when c → ∞ the sigmoid functions
approach to the step function. The gain has an effect in the learning process which
may cause larger or smaller step in an iterative gradient descent algorithm. It is,
however, shown that the effect of gain coefficient can be compensated by the learning
rate (68).
Functions defined by Eqs. (2.2) and (2.3) are regular (no singular point(s)), bounded
and differentiable in the entire domain, the set of all real numbers R. So we see here that
the desirable properties of an activation function are boundedness and differentiability
in the entire domain. The boundedness property is necessary for the neural networks to
work as universal approximators (24). At the same time, the property of differentiability
is important for many learning algorithms which are based on derivatives.
2.2 Problems with complex-valued activation functions
We mentioned in chapter 1 that study of CVNNs requires special considerations and
that trivial extensions of RVNNs to CVNNs will not work in neural processing of
complex-valued information. This section explains the reasons why such trivial exten-
sion does not work.
Consider the log sigmoid-function given by Eq. (2.2). When we replace v by z ∈ C,
the function takes the form of f(z) = 1/(1 + e−z). It is easy to verify that when z
approaches to any value in the set,
{
0± j(2n+ 1)pi : n is any integer and j = √−1},
|f(z)| → ∞. Thus f(z) is singular at regular intervals on the imaginary axis. In other
words, the function is not bounded in the entire complex domain. Figure 2.3 illustrates
the shape of the function, which is far away from the saturation feature seen in the
real-valued case of Eq. (2.2). Similar argument follows for the function tanh(z) as
| tanh(z)| → ∞ whenever z approaches to any value in the set
{
0± j(2n+ 1)pi
2
}
.
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Figure 2.3: Complex-valued function f(z) = 1/(1+e−z), where z = x+ jy. (a) real part,
(b) imaginary part, (c) amplitude, and (d) phase of the function.
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Another problem concerns with the analyticity property. Note that in the complex
domain, the terms analytic and holomorphic are synonymous. A complex function is
analytic in an open domain when it is differentiable at any point in that open domain.
We say a complex function is differentiable, if the limit of
f(z + ∆z)− f(z)
∆z
exists,
whenever ∆z → 0. Note that the limit should exist irrespective of the directions of
∆z towards zero. Another way to say the condition for complex differentiability is
that a complex function is analytic in a given open domain if and only if it satisfies
the Cauchy-Riemann equations, everywhere in that open domain. Let z = x+ jy and
f(z) = u(x, y) + jv(x, y). Then the Cauchy-Riemann equations are
∂u
∂x
=
∂v
∂y
∂u
∂y
= −∂v
∂x
In that case, the complex derivative can be computed as
df
dz
=
∂u
∂x
+ j
∂v
∂x
=
∂v
∂y
− j ∂u
∂y
Due to the stringent constraints of Cauchy-Riemann equations, many real analytic
functions (analytic everywhere in the real domain) do not retain analyticity property in
entirety when the functions are extended to the complex domain. We already showed
that sigmoid functions when extended to the complex domain have singular points.
Thus, the sigmoid functions are not entire (analytic everywhere in the complex domain).
If we could find some analytic function(s) that are bounded and entire we could
analyze neural dynamics of CVNNs similar to the ways used in RVNNs. Such hope
is, however, diminished by Liouville’s theorem which states that if a complex function
is entire and bounded, then it is a constant function. Constant activation function is
of no use in a neuron since the neuron will produce a constant output for all possible
input signals.
It is now clear that analyticity and boundedness property poses a dilemma in
CVNNs since both of the properties can not be achieved together. In fact, this has
been regarded as a major concern in the development and application of CVNNs.
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2.3 Construction of complex activation function with real
partial derivatives
One possibility for providing nonlinear activation functions in the CVNNs is to avoid
singularities. That is, weight parameters and the input signals in the neurons should be
selected in a way that neuron’s internal state is away from the singular points and their
close neighborhoods. However, such restriction is impractical because optimization or
learning procedures would be obstructed and might not converge. Moreover, we can
not be sure about the values of future input signals.
Generally, the problems of activation functions in CVNNs are avoided as follows.
When a nonlinear activation function is introduced, one does not pay attention to the
differentiability. It does not matter whether the function is analytic or not. Importance
is rather given on the boundedness property. The complex activation functions are then
designed with meaningful real-valued partial derivatives of real/imaginary components.
Georgiou and Kutsougeras (18), while developing complex domain backpropagation,
have identified the following properties that an activation function f(z) = u(x, y) +
jv(x, y) should posses.
• f(z) is nonlinear in x and y. It is because linear activation functions will limit
the capabilities of CVNNs severely.
• f(z) is bounded. This will be true only if both u and v are bounded.
• The partial derivatives, ux, uy, vx, and vy exist and are bounded.
• f(z) is not entire. It is because if the function is entire and bounded it will be a
constant function due to Liouville’s theorem.
• uxvy 6= uyvx. The reason is that the condition uxvy = uyvx would cause a stale-
mate in the adaptation of the inward connection weights of a neuron unnecessarily.
See (18) for details.
A widely used activation function that follows the above properties has the following
form
fC→C(z) = fR (<(z)) + jfI (=(z)) (2.6)
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where fR(·) and fI(·) are generally any of the real-valued log sigmoid and hyperbolic
tangent functions given by Eq. (2.2) and Eq. (2.3). This function is sometimes called
real-imaginary-type activation. Figure 2.4 shows the shape of the function with fR(·)
and fI(·) being log-sigmoid function. Since the function deals with real and imagi-
nary parts separately and independently, a network processing n−dimensional complex-
valued information has neural dynamics slightly similar to that of real-valued neural
network processing 2n− dimensional real valued information (23).
Another widely used activation function is amplitude-phase-type activation func-
tion. The function is expressed as
fC→C(z) = tanh(|z|)ej arg(z) (2.7)
The function deals complex numbers in polar coordinate system. It gives a saturation
characteristic in the amplitude leaving the phase unchanged. Figure 2.5 shows the shape
of the function. It can be seen that the function has a point symmetry around the origin
(0, j0). Since waves are often represented by amplitude and phase, amplitude-phase-
type activation function is suitable for processing wave-related information (23). Its
saturation in amplitude can be related to the saturation of wave energy. The function
is also useful to deal with time-sequential and space-sequential signals in frequency
domain.
Although we presented two widely used activation functions for nonlinear mapping
in a CVN, they are not limited to these two functions. Instead, we can introduce
activation functions suitable for our processing purpose. For example, we propose two
such functions while we discuss CVN models for classification tasks in Chapter 5.
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Figure 2.4: Real-imaginary-type complex activation function: (a) real part, (b) imaginary
part, (c) amplitude, and (d) phase of the function.
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Chapter 3
Wirtinger Calculus based
Learning Algorithms
3.1 Introduction
The key features of complex-valued neural networks (CVNNs) is that their parameters
are complex numbers and they use complex algebraic computations. However, the most
important matter is to devise learning algorithms for them. Gradient or derivative
based algorithms are perhaps the most prevalent learning mechanisms in the neural
networks. As we have seen in Chapter 2, unlike real-valued neural networks (RVNNs)
the standard complex derivative for the widely used complex-valued activation functions
does not exist because they are nonholomorphic functions.
In fact, the CVNNs bring in nonholomorphic functions in two ways: (i) with the
loss function to be minimized over the complex parameters and (ii) the most widely
used activation functions. The former is completely unavoidable as the loss function is
necessarily real-valued. The second source of nonholomorphism arises because bound-
edness and analiticity cannot be achieved at the same time in the complex domain, and
it is the boundedness that is often preferred over analyticity for the activation functions
(49). Although some researchers have proposed some holomorphic activation functions
having singularities (31), a general consideration is that the activation functions can be
nonholomorphic. In such a scenario, optimization algorithms are unable to use standard
complex derivatives, since the derivatives do not exist (i.e., the Cauchy-Riemann equa-
tions do not hold). As an alternative, conventional approach for algorithm derivation
23
3. WIRTINGER CALCULUS BASED LEARNING ALGORITHMS
cast the optimization problem in the real domain and use the real derivatives, which
often requires a tedious computational labor. Here computational labor is meant for
human efforts associated with the calculation of derivatives in analytic form.
An elegant approach that can save computational labor in dealing with nonholomor-
phic functions is to use Wirtinger calculus (71). The Wirtinger calculus can be con-
sidered as a generalization of complex derivative using conjugate coordinates, where
two derivatives ∂f∂z and
∂f
∂z∗ come in a pair. The derivatives are called R-derivative
and conjugate R-derivative, respectively. The formal definitions and properties of the
derivatives are discussed in Section 3.2.
A pioneering work that utilizes the concept of conjugate coordinates is by Brand-
wood (7). The paper formally defines complex gradient and the condition for stationary
point. It also discusses an application in adaptive array theory. The work is further ex-
tended by van den Bos showing that complex gradient and Hessian are related to their
real counterparts by a simple linear transformation (70). However, neither of the au-
thors has cited the contribution of Wilhelm Wirtinger, a German mathematician, who
originally developed the concept of derivatives with respect to conjugate coordinates.
The reason might be due to the fact that the article was published in the German lan-
guage. Today, Wirtinger calculus is well-appreciated and has been fruitfully exploited
by several recent works (6, 36).
Although Wirtinger calculus can be a useful tool in adapting well known first- and
second-order optimization algorithms used in the RVNN to the CVNN framework, only
few studies can be found in the literature (35). In (35), Wirtinger calculus has been
utilized to derive a gradient descent algorithm for a feedforward CVNN. The authors
employ holomorphic activation functions and states that the derivation is simplified
only because of the holomorphic functions. It is further stated that the evaluation of
gradient in nonholomorphic case has to be performed in the real domain as it is done
traditionally.
In Section 3.3, we show that Wirtinger calculus can simplify the gradient evalu-
ation in nonholomorphic activation functions too, which is the original motivation of
Wirtinger calculus. Our gradient evaluation is more general and CVNN with holomor-
phic activation function becomes a special case only.
Besides the gradient descent algorithm, we derive a popular second-order learning
method (in the sense, the Hessain matrix involving second order derivatives is ap-
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proximated by using Jacobian matrix), Levenberg-Marquardt (LM) algorithm (21), for
CVNN parameter optimization. The derivation is provided in Section 3.4. We find that
a key step of LM algorithm is a solution to the least squares problem ‖b− (Az + Bz∗)‖min
z
in the complex domain, which is more general than the ‖b−Az‖min
z
. Here z∗ denotes
the conjugate of a column vector z. A solution to the least square problem has been
given with a proof. All computations regarding gradient descent and LM algorithm are
carried out in matrix-vector form that can be easily implemented in any computational
environment where computations are optimized for matrix operations.
An important aspect of our derivations is that we use functional dependency graph
for a visual evaluation method of derivatives, which is particularly useful in multilayer
CVNNs. Because Wirtinger calculus essentially employs conjugate coordinates, a coor-
dinate transformation matrix between the real and conjugate coordinates system plays
an important role in adapting derivative based algorithms in the RVNNs to the CVNNs.
It turns out that the Wirtinger calculus, the coordinate transformation matrix, and the
functional dependency graph are three useful tools for adapting optimization algorithms
in RVNNs to the CVNN framework.
Computer simulation results are presented in Section 3.5 in order to validate the
derived algorithms. The results exhibit that as with real-valued case, the complex-LM
algorithm provides much faster learning than the complex-gradient descent algorithm.
Although the LM algorithm is widely used in the RVNN training, no other study except
ours (3) has been done in the complex domain. We summarize the key concepts of this
chapter in Section 3.6,.
3.2 Wirtinger calculus
This section briefly discusses the R-derivative and the conjugate R-derivative formally
developed by a German mathematician, Wilhelm Wirtinger (71). The resulting calculus
is therefore also known as Wirtinger calculus in the literature. Rigorous descriptions
with applications can be found in (7, 32, 46, 60).
Any function of a complex variable z can be defined as f(z) = u(x, y) + jv(x, y),
where z = x + jy. If all the partial derivatives ux, uy, vx, and vy exist, then the
complex derivative of f(z) is said to exist if the partial derivatives satisfy the Cauchy-
Riemann equations, i.e., ux = vy, vx = −uy. In the complex domain, the functions
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satisfying the Cauchy-Riemann equations are called holomorphic functions. Otherwise,
the functions are called noholomorphic. As for instance, if a function f(z) is real-valued,
i.e., v(x, y) = 0, then it is nonholomorphic since the Cauchy-Riemann equations no
longer hold. Thus the Cauchy-Riemann equations are more stringent condition then
the mere existence of partial derivatives. Consequently, we do not have a definition of
complex derivate for nonholomorphic functions.
Interestingly, any differentiable mapping, f : R2 → R2(or R), can be treated in
complex domain by introducing conjugate coordinates such that(
z
z∗
)
=
(
1 j
1 −j
)(
x
y
)
. (3.1)
This ingenious idea of Wirtinger allows us to deal with nonholomorphic functions in
the complex domain. In other words, any nonholomorphic mapping f : C → C(or R)
is viewed from real perspective, but in terms of conjugate coordinates. Note from Eq.
(3.1) that the conjugate coordinates are related to the real coordinates by a simple
coordinate transformation matrix. From the inverse relations, x = (z + z∗)/2 and
y = −j(z − z∗)/2, Wirtinger defines the following pair of derivatives for a function
f(z, z∗):
∂f
∂z
=
1
2
(
∂f
∂x
− j ∂f
∂y
)
,
∂f
∂z∗
=
1
2
(
∂f
∂x
+ j
∂f
∂y
)
. (3.2)
The derivatives are called R-derivative and conjugate R-derivative, respectively.
From the coordinate transformation view point, one can take partial derivatives in
either of the coordinate systems, whichever seems convenient. Then, if required, it is
straightforward to switch to the other coordinate system by the simple linear transfor-
mation. When evaluating partial derivatives in the conjugate coordinate system, we
take one of the variables, z and z∗, as constant. For example, in the evaluation of ∂f∂z ,
z∗ is considered as constant; similarly in the evaluation of ∂f∂z∗ , z is taken as a constant.
An illustrative example is given belew.
Example Suppose g(z, z∗) = z2z∗ = u+ jv, where z = x+ jy, then
u(x, y) = x3 + xy2
v(x, y) = x2y + y3
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∂g
∂z
=
1
2
(
∂
∂x
− j ∂
∂y
)
(u+ jv)
=
1
2
((
3x2 + y2 + j(2xy)
)− j (2xy + j(x2 + 3y2)))
= 2(x2 + y2)
= 2zz∗
∂g
∂z∗
=
1
2
(
∂
∂x
+ j
∂
∂y
)
(u+ jv)
=
1
2
((
3x2 + y2 + j(2xy)
)
+ j
(
2xy + j(x2 + 3y2)
))
= x2 − y2 + j2xy
= z2
Here the derivatives are computed in the real coordinate system defined in Eq. (3.2).
However, one can get the similar results quickly if the derivatives are evaluated in the
conjugate coordinate system. That is,
∂(z2z∗)
∂z
= 2zz∗ and ∂(z
2z∗)
∂z∗ = z
2.
Most importantly, Wirtinger calculus generalizes the concept of derivatives in com-
plex domain. It is easy to see that the Cauchy-Riemann equations are equivalent to
∂f
∂z∗ = 0. In other words, the holomorphic functions are functions of z only, not z
∗.
This beautiful result is the key to deal with nonholomorpic functions in the gradient
based optimization problems involving complex-valued parameters. There is no need
to express the optimization problem in the real domain which would be tedious and
cumbersome. Readers can check our derivations presented in Section 3.3 with the other
real domain derivations found in the literature, e.g., (18, 34, 62).
Wirtinger calculus enables us to perform all computations directly in the complex
domain, and the derivatives obey all the rules of conventional calculus, including the
chain rule, differentiation of products and quotients. Here are some useful identities
that we use extensively in the derivation of learning algorithms of Section 3.3 and
Section 3.4.(
∂f
∂z
)∗
=
∂f∗
∂z∗
; when f is real
(
∂f
∂z
)∗
=
∂f
∂z∗
[Conjugation rule] (3.3)
(
∂f
∂z∗
)∗
=
∂f∗
∂z
; when f is real
(
∂f
∂z∗
)∗
=
∂f
∂z
[Conjugation rule] (3.4)
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df =
∂f
∂z
dz +
∂f
∂z∗
dz∗ [Differential rule] (3.5)
∂h(g)
∂z
=
∂h
∂g
∂g
∂z
+
∂h
∂g∗
∂g∗
∂z
[Chain rule] (3.6)
∂h(g)
∂z∗
=
∂h
∂g
∂g
∂z∗
+
∂h
∂g∗
∂g∗
∂z∗
[Chain rule] (3.7)
3.3 Gradient descent algorithm
The gradient of a real-valued scalar function of several complex variables can be eval-
uated in both real and conjugate coordinate systems. And there is a one to one corre-
spondence between the coordinate systems. Let z be an n-dimensional column vector,
i.e., z = (z1, z2, . . . , zn)
T ∈ Cn, where zi = xi + jyi, i = 1, 2, . . . , n. Then
c ,
(
z
z∗
)
⇔ r ,
(
x
y
)
=
(<(z)
=(z)
)
,
where <(z) and =(z) represent the real and imaginary parts of z, respectively. In the
real-valued coordinates, the gradient is defined as
real-∇f =
(
∂f
∂x1
,
∂f
∂x2
, . . . ,
∂f
∂xn
,
∂f
∂y1
,
∂f
∂y2
, . . . ,
∂f
∂yn
)T
=
(
∂f
xT
,
∂f
yT
)T
, (3.8)
where T denotes the ordinary transpose operator. Now if the real-valued partial deriva-
tives are arranged according to the real and imaginary parts, component-wise, an in-
tuitive definition of complex gradient could be
complex-∇f =
({
∂f
∂x1
+ j
∂f
∂y1
}
, . . . ,
{
∂f
∂xn
+ j
∂f
∂yn
})T
=
(
2
∂f
∂z∗1
, . . . , 2
∂f
∂z∗n
)T
= 2
∂f
∂z∗
, ∇z∗f , (3.9)
The second line of Eq. (3.9) follows from Eq. (3.2). As will be shown next, a more
formal derivation leads to the same definition of Eq. (3.9).
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In the single complex variable case, real and conjugate coordinates are related by
the coordinate transformation matrix of Eq. (3.1). Similarly, the multivariable case
can be written with a coordinate transformation matrix in the block matrix form
c =
(
z
z∗
)
=
(
I jI
I −jI
)(
x
y
)
= J
(
x
y
)
= Jr , (3.10)
where I is an identity matrix conforming to the size of x or y. Note here that
J−1 = 12J
H , where H represents Hermitian transpose operation. Since the coordi-
nate transformation is a linear transformation it follows that for a real-valued scalar
function, f(z, z∗),
∂f
∂r
=
∂cT
∂r
∂f
∂c
= JT
∂f
∂c
.
Since both f and r are real-valued(
∂f
∂r
)
=
(
∂f
∂r
)∗
=
(
JT
∂f
∂c
)∗
= JH
∂f
∂c∗
. [Equation (3.3)]
The gradient descent update rule in the real-valued case is ∆r = −µ∂f
∂r
, where µ is a
small step size. Using the coordinate transformation of Eq. (3.10), we obtain
∆c = J∆r = −µJ∂f
∂r
= −µJJH ∂f
∂c∗
= −2µ ∂f
∂c∗
. (3.11)
Because c∗ = (z∗, z)T , Eq. (3.11) can be written as
∆c =
(
∆z
∆z∗
)
= −2µ

∂f
∂z∗
∂f
∂z
⇒ ∆z = −2µ ∂f∂z∗ . (3.12)
Thus using the Wirtinger calculus, the complex-gradient of a real-valued function with
respect to a parameter vector z is evaluated as ∇z∗f = 2 ∂f
∂z∗
, but not
∂f
∂z
! Note
that this formal way of formulation conforms to our intuitive definition of Eq. (3.9).
Although the multiplicative factor 2 appearing in the complex-gradient may be ignored,
we adhere to this as the exact relationship between the real-gradient (had we solved
the optimization problem in the real domain) and the complex-gradient should include
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the factor. Thereby, one can verify the final result of derivation in the real domain with
that in the complex domain and appreciate the simplicity obtained in complex domain
due to the Wirtinger calculus. No matter, whichever approach is followed the final
result must be same, but the Wirtinger calculus is much more elegant and painless.
Now that we have the notion of complex-gradient, we are ready to derive the gradi-
ent descent learning algorithm in feedforward CVNN. We will consider a single hidden
layer CVNN for the sake of notational convenience only. The method presented here,
however, can be easily followed for any number of layers. The derivation is carried out
in matrix-vector form. As a result, the algorithm can be easily implemented in any
computing envirionment, where matrix computations are optimized.
The forward equations for signal passing through the network are as follows
y = Vx + a [linear transform part: input → hidden] (3.13a)
h = φ(y) [nonlinear transform in the hidden layer] (3.13b)
v = Wh + b [linear transform part: hidden → output] (3.13c)
g = φ(v) [nonlinear transform in the output layer] , (3.13d)
where x is the input signal and h and g are the outputs at hidden and output layer,
respectively; the weight matrix V connects the input units to the hidden units, while
the matrix W connects the hidden units to the output units; the column vectors a and
b are the biases to the hidden and output units, repectively; and φ(·) is any activation
function (holomorphic or nonholomorphic) having real partial derivatives. When the
argument to the function is a column vector it operates element wise, resulting another
column vector with the same dimension. Note that all the vectors and matrices in Eq.
(3.13) are complex-valued.
Supervised learning algorithm provides the network a desired signal d, from which
an error signal can be computed as
e = d− g (3.14)
Then the gradient descent algorithm minimizes a real-valued loss function
ξ(z, z∗) =
1
2
∑
k
e∗kek =
1
2
eHe , (3.15)
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which depends on parameter vector z as well as its conjugate z∗. The parameter vector
z is iteratively updated along the opposite direction of gradient, i.e., to the negative of
gradient. The negative of complex gradient as defined in Eq. (3.12) can be written as
−∇z∗ξ = −2 ∂ξ
∂z∗
= −2
(
∂ξ
∂z
)∗
= −2
(
∂ξ
∂zT
)H
[Eq. (3.3)] . (3.16)
We find that it is convenient to take derivative of a scalar or a column vector with
respect to a row vector as it gives the Jacobian naturally. Now
−2 ∂ξ
∂zT
= −∂
(
eHe
)
∂eT
∂e
∂zT
− ∂
(
eHe
)
∂ (eT )∗
∂e∗
∂zT
[Eq. (3.6) in matrix-vector form]
= eHJz + e
T (Jz∗)
∗ . [Eq. (3.4) in matrix-vector form] (3.17)
Here, we define two Jacobian matrices, Jz =
∂g
∂zT
and Jz∗ =
∂g
∂ (z∗)T
. Taking Hermitian
conjugate transpose to both side of Eq. (3.17) yields the negative of complex-gradient
as
−∇z∗ξ = JHz e +
(
JHz∗e
)∗
. (3.18)
It is clear from Eq. (3.18) that in order to evaluate complex-gradient all we need
to compute is a pair of Jacobians: Jz, the Jacobian of network output g w.r.t. the
parameter vector z; and Jz∗ , the Jacobian of g w.r.t. z
∗. It should be noted that the
Jacobians have the form of P + jQ and P− jQ, respectively, because of the definition
of derivatives in Wirtinger calculus. Consequently, we can compute the other one while
computing one of the Jacobians.
Visual evaluation of Jacobians in CVNN: In the feedforward CVNN, parameters
are structured in layers. We find that it is very much efficient to compute the Jacobians
visually if we draw a functional dependency graph, where each node denotes a vector-
valued functional and each edge connecting two nodes is labeled with the Jacobian of
one node w.r.t. the other node. Figure 3.1 depicts the functional dependency graph
for a single hidden layer CVNN. Each edge is labeled with the Jacobian of its right
node w.r.t. its left node. However, the Jacobians of interest are Jz and Jz∗ , i.e., the
Jacobians of the rightmost node (labeled as g in Fig. 3.1) with respect to all the nodes
appearing to its left at different depths.
To evaluate the Jacobian of the right most node (i.e., network’s output) w.r.t. any
other node to its left, we just need to follow the possible paths from the right most
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Figure 3.1: Functional dependency graph of a single hidden layer CVNN corresponding to
Eq. (3.13). Each node represents a complex-vector-valued variable, and an edge connecting
two nodes is labeled with the Jacobian of its right node with respect to its left node. (a) The
general case, activation functions are nonholomorphic and (b) the special case, activation
functions are holomorphic. In the holomorphic case, conjugate Jacobians are the zero
matrix. Thus, graph (a) reduces to graph (b).
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node to that node. Then the desired Jacobian is the sum of all possible paths, where
for each path the labeled Jacobians are multiplied from right to left. For example in
Fig. 3.1,
Jy =
∂g
∂yT
= ΛvWΛy + Λv∗W
∗ (Λy∗)∗ , (3.19)
where the Jacobians Λv, Λy, Λv∗ , and Λy∗ are diagonal matrices and computed from the
activation functions according to Eq. (3.2). As an example, let v = (v1, v2, . . . , vm)
T .
Then
Λv =

∂φ(v1)
∂v1
0 . . . 0
0 ∂φ(v2)∂v2 . . . 0
...
...
. . .
...
0 0 . . . ∂φ(vm)∂vm
 Λv∗ =

∂φ(v∗1)
∂v∗1
0 . . . 0
0
∂φ(v∗2)
∂v∗2
. . . 0
...
...
. . .
...
0 0 . . . ∂φ(v
∗
m)
∂v∗m

It may seem that the number of paths would increase in multiplicative manner for
many layers network, particularly when evaluating the Jacobian at a far node than
the right most node. Here a trick is to reuse the computation. We only need to look
for Jacobian to the immediate rightmost nodes, presumably the Jacobian are already
computed there. Thus Eq. (3.19) can be alternatively computed as
Jy = JhΛy + Jh∗ (Λy∗)
∗ ,
where Jh =
∂g
∂hT
and Jh∗ =
∂g
∂(h∗)T
.
It is now a simple task to find the update rule for the CVNN parameters. We note
from Eq. (3.13) that Jb = Jv and Ja = Jy. Thus update rules for the biases at hidden
and output layer are
∆a = µ
(
JHa e +
(
JHa∗e
)∗)
; ∆b = µ
(
JHb e +
(
JHb∗e
)∗)
, (3.20)
where µ is the learning rate. Extending the notation for vector gradient to matrix
gradient of a real-valued scalar function (35) and using Eq. (3.13), the update rules for
hidden and output layer weight matrices are given by
∆V = ∆axH ; ∆W = ∆bhH . (3.21)
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This completes the derivation of the gradient descent learning algorithm in the CVNN.
All computations are directly performed in the complex domain in matrix-vector form.
As shown in Fig. 3.1 one can easily compute the required Jacobians visually from the
functional dependency graph. Furthermore, if the activation function is holomorphic,
the Jacobians corresponding to conjugate vector turns into zero. Consequently, Fig.
3.1(a) reduces to Fig. 3.1(b).
3.4 The Levenberg-Marquardt algorithm
The naive gradient descent method presented above has a limitation in many practical
applications of multilayer neural networks because of very long training time and less
accuracy in the network mapping function (4). In order to overcome this problem, many
algorithms have been applied in the neural networks, such as conjugate gradient, New-
ton’s method, quasi-Newton method, Gauss-Newton method, and Levenberg-Marquardt
(LM) algorithm. Among those, perhaps the LM algorithm is the most popular in the
neural networks as it is computationally more efficient. In this section, we derive the
LM algorithm for training feedforward CVNNs. The LM is basically a batch-mode fast
learning algorithm with a modification to the Gauss-Newton algorithm. Therefore, the
Gauss-Newton algorithm will be first derived in the complex-domain.
The Gauss-Newton method iteratively re-linearizes the nonlinear model and update
the current parameter set according to a least squares solution to the linearized model.
In the CVNN, the linearized model of network output g(z, z∗) around (zˆ, zˆ∗) is given
by
g(zˆ + ∆z, zˆ∗ + ∆z∗) ≈ g(zˆ, zˆ∗) + ∂g
∂zT
∣∣∣
zˆ
∆z +
∂g
∂ (z∗)T
∣∣∣
zˆ∗
∆z∗
= gˆ + Jz∆z + Jz∗∆z
∗ . (3.22)
The error associated with the linearized model is given by
e = eˆ− (Jz∆z + Jz∗∆z∗) , (3.23)
where eˆ = d − gˆ is error at the point (zˆ, zˆ∗). Then the Gauss-Newton update rule
is given by the least squares solution to ‖eˆ − (Jz∆z + Jz∗∆z∗) ‖. So we encounter a
more general least squares problem having the form of ‖b− (Az + Bz∗) ‖min
z
, than the
well known problem, ‖b−Az‖min
z
. Although solving the problem ‖b−Az‖min
z
is well
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known from the normal equation AHb = AHAz, it is not found in the literature as to
how to write the normal equation of ‖b− (Az + Bz∗) ‖min
z
. In the following, we solve
the problem simply by using the coordinate transformation of Eq. (3.10) and the well
known real-valued normal equation.
Proposition 3.4.1. Let A and B be arbitrary complex matrices of same dimension.
Then a solution to the least squares problem, ‖b − (Az + Bz∗) ‖min
z
, is given by the
following normal equation
CH
(
b
b∗
)
= CHC
(
z
z∗
)
; where C =
(
A B
B∗ A∗
)
. (3.24)
Proof. From Eq. (3.10), we know that the conjugate coordinates system is related to
the real coordinate system by the transformation matrix J, and J−1 = 12J
H . The error
equation and its complex conjugate associated to the least squares problem are
e = b− (Az + Bz∗) (3.25)
e∗ = b∗ − (A∗z∗ + B∗z) . (3.26)
Combining the above equations to form a single matrix equation and applying the
coordinate transformation the problem can be transformed into real coordinate system,
where the normal equation for least squares problem is well known. This gives the
following equation
JH
(
e
e∗
)
= JH
(
b
b∗
)
− JHC
(
1
2
JJH
)(
z
z∗
)
;
[
1
2
JJH = I
]
= JH
(
b
b∗
)
− 1
2
(
JHCJ
)
JH
(
z
z∗
)
. (3.27)
It can be shown that 12J
HCJ = P is a real-valued matrix. Consequently, Eq. (3.27) is
real-valued matrix equation and can be rewritten as(
<(e)
=(e)
)
=
(
<(b)
=(b)
)
−P
(
<(z)
=(z)
)
= q−Px . (3.28)
Because it is now completely in the real coordinate system we can readily apply the
normal equation PTq = PTPx for the least squares problem of Eq. (3.28). Noting
that the ordinary transpose and Hermitian conjugate transpose is the same operation
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in the real-valued case matrices, the normal equation for the least squares problem,
‖b− (Az + Bz∗) ‖min
z
, is given by
1
2
JHCHJJH
(
b
b∗
)
=
1
2
JHCHJJHC
(
1
2
JJH
)(
z
z∗
)
. (3.29)
Since 12JJ
H = I and JH is invertible, Eq. (3.29) immediately yields the following
normal equation in the complex form
CH
(
b
b∗
)
= CHC
(
z
z∗
)
,
as required.
According to Proposition 3.4.1, the least squares solution to Eq. (3.23) gives the
the following Gauss-Newton update rule(
∆z
∆z∗
)
= H−1GH
(
eˆ
eˆ∗
)
(3.30)
where G =
(
Jz Jz∗
(Jz∗)
∗ (Jz)∗
)
and H = GHG =
(
H11 H12
H21 H22
)
.
The matrix H can be considered as an approximation to the Hessian matrix that
would result from Newton method. Note that when H = I, the Gauss-Newton update
rule reduces to the gradient descent algorithm. There is also a pseudo-Gauss-Newton
algorithm, where the off-diagonal block matrices, H12 = H12 = 0. The pseudo-Gauss-
Newton update rule then takes a simpler form
∆zpseudo−Gauss−Newton = H−111
(
JHz e +
(
JHz∗e
)∗)
. (3.31)
When the activation functions in the CVNN are holomorphic, the output function g(z)
is also holomorphic. The Gauss-Newton update rule becomes very simple and resembles
the real-valued case.
∆zholomorphic =
(
JHz Jz
)−1
JHz e . (3.32)
It can be observed that all the computations uses the Jacobian matrices extensively,
which can be evaluated visually and efficiently from the functional dependency graph
of Fig. 3.1. It thus shows the simplicity of our derivation using the Wirtinger calculus.
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The LM algorithm makes a simple modification to the Gauss-Newton of algorithm
Eq. (3.30) in the following way(
∆z
∆z∗
)
=
(
GHG + µI
)−1
GH
(
eˆ
eˆ∗
)
. (3.33)
The parameter µ is varied over the iterations. Whenever a step increases the error
rather than decreasing, µ is multiplied by a factor β. Otherwise, µ is divided by β.
A popular choice for the initial value of µ is 0.01 and β = 10. The LM is a batch-
mode learning algorithm, and hence all the training examples are presented before a
parameter update. Consequently, the Jacobians Jz and Jz∗ become submatrices of two
larger Jacobian matrices containing the derivatives for all examples. The following are
the steps of the complex-LM algorithm:
1. Present all the input data to the CVNN and compute network outputs and error.
Arrange error vectors for all the input patterns into a single column vector and
compute the norm of the error vector.
2. Compute the Jacobian and conjugate Jacobian sub-matrices using Fig. 3.1 for
all the patterns. Again arrange all the submatrices into two corresponding larger
Jacobian matrices in such way that the patterns get augmented row-wise and the
parameters as column-wise.
3. Use Eq. (3.33) to obtain ∆z. Note that when the activation function is holomor-
phic or if the pseudo-Gauss-Newton is intended, update should be done according
to Eqs. (3.32) or (3.31), respectively.
4. Recompute the norm of the error vector using z+ ∆z. If the new norm is smaller
than that computed in step 1, then reduce µ by β admit the update z = z + ∆z
and go back to step 1. If the error norm does not get reduced, then increase µ
by β and go back to step 3.
5. The algorithm is stopped if some stopping criteria is met, for example, error goal
is met or a given maximum number of iteration have been passed.
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Table 3.1: Learning patterns.
Input1 Input2 Output
0 0 1
0 j j
j j 1 + j
j 1 j
1 1 1 + j
j 0 0
1 + j 1 + j 1
1 + j j j
j =
√−1
3.5 Computer simulation result
A computer experiment was performed in order to verify the algorithms presented in
Section 3.3 and Section 3.4. The algorithms were implemented in the Matlab to utilize
its matrix computing environment. We took the experimental data from (49), where
the task is to learn the patterns shown in Table 3.1. We trained a 2-4-1 CVNN using
the complex gradient descent learning algorithm and two variants of complex-LM al-
gorithm. Note that the complex-LM algorithm uses Gauss-Newton update rule as its
basic constituent, which has a variant called pseudo-Gauss-Newton method. Accord-
ingly, two variants are called complex-LM and pseudo-complex-LM. In either case of
the learning algorithms, the training was stopped when the error (mean squared error
(MSE)) goal was met or a maximum number of iterations has been passed. The MSE
goal was set to 0.0001 and the maximum number of iterations was set to 10 000. We
used the same activation function of (49) in the hidden and output layers, which is
nonholomorphic. The function has the following form
fC→C(z) = fR (<(z)) + jfI (=(z)) (3.34)
where fR(·) and fI(·) are real-valued log sigmoid functions.
The number of iterations required to meet error goal were 15 and 36 only for the
complex-LM and the pseudo-complex-LM, respectively. The the complex gradient de-
scent, however, met the error goal at 5345−th iteration. Figure 3.2 shows the learning
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Figure 3.2: Learning curves of complex gradient descent, complex-LM, and pseudo-
complex-LM algorithm.
curves in log scale. It is clearly observed that the complex-LM and the pseudo-complex-
LM algorithms converged very fast. Furthermore, the complex-LM is faster than the
pseudo-complex-LM since the latter is an approximation to the former. Note that in
the pseudo-complex-LM, approximation is done in order to facilitate the matrix inver-
sion of Eq. (3.30). As sown in Fig. 3.2, the convergence behavior of complex-LM and
complex gradient descent algorithms resembles much like that in the RVNNs. There-
fore, complex-LM learning in the CVNNs could be very useful in CVNN applications
as we can see the wide uses of LM in the RVNNs.
Similar to RVNNs, the application of complex-LM algorithms in CVNNs is limited
by the number of parameters of CVNNs, because it requires a matrix inversion compu-
tation in each iteration, whereby the matrix dimension is in the order of total number of
learning parameters. Therefore, the complex-LM algorithms are applicable when faster
and high accuracy in the network mapping is required, such as system identification
and time-series prediction in the complex domain.
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3.6 Conclusions
In this chapter, first a brief discussion on Wirtinger calculus is presented. It is shown
to be very useful in dealing with nonholomorphic functions that are obvious in the
CVNNs. Most importantly, the well known Cauchy-Riemann equations for holomorphic
function becomes a special case of derivatives in Wirtinger calculus. The derivative rules
(e.g., product, quotient and chain rule) in Wirtinger calculus comply with those in the
ordinary calculus, thereby making it painless to use.
The complex gradient descent and the complex-LM algorithm have been derived
using the Wirtinger calculus, which enables performing all computations directly in
the complex domain. The use of the Wirtinger calculus also simplifies the deriva-
tion. In course of complex-LM derivation, we have encountered a general least squares
problem in the complex domain. A solution with proof is presented and the result in
utilized in the derivation. We identify that (i) the Wirtinger calculus, (ii) coordination
transformation between the conjugate coordinate and the real coordinate system, and
(iii) the functional dependency graph of Jacobians greatly simplifies the adaptation
of the learning algorithms in RVNNs to the CVNN framework. Computer simulation
results are provided to verify the derivations, and it is shown that the complex-LM
as well as its variant, the pseudo-complex-LM, have much faster learning convergence.
This resembles the convergence behavior of LM algorithm in the RVNNs for which the
LM is widely used in various RVNN applications. Therefore, as the application areas of
CVNNs become wider the complex-LM expected to be very useful in those applications.
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Chapter 4
Complex-Valued Functional Link
Network Design by Orthogonal
Least Squares Method
4.1 Introduction
In Chapter 1, we have seen how complex-valued data naturally arise in various appli-
cations, such as array and radar signal processing, magnetic resonance imaging, com-
munication systems, signal representation in complex baseband, and processing data
in the frequency domain. We have also seen how some real-valued two dimensional
data can have better representation as a complex vector field, for example, wind speed
and direction and tree representation of hand skeleton in the hand gesture recognition
system. The emerging application areas have spurred growing interests of complex-
valued neural networks (CVNNs). However, as shown in Chapter 2, unlike real-valued
neural networks (RVNNs), a major issue in the CVNNs involves designing/selecting
activation functions. It seems that there is no conclusive remark as to how one should
choose activation function for a given problem.
Among various architectures of CVNNs, the complex-valued multilayer perceptron
(CMLP) (31, 75) is perhaps the most widely used model. Besides the CMLP, there have
been a growing interests in developing complex-valued radial basis function (CRBF)
networks. One of the early works by (14) extends the real RBF by using complex cen-
ters and weights. A potential application of CRBF networks for solving communication
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channel equalization with a stochastic gradient training algorithm is demonstrated in
(12). In order to design and ensure a parsimonious RBF network by growing and
pruning strategies, (28) have proposed a sequential learning algorithm, referred to as
complex minimal resource allocation network (CMRAN). Even though the aforemen-
tioned approaches employ complex-valued centers, the response of hidden units remains
real as the hidden units use Gaussian RBFs with Euclidean norm. Hence, they cannot
approximate input-output mapping efficiently, especially for the phase values. This
has been overcome with the development of a fully complex-valued RBF (FC-RBF)
network with a fully complex-valued activation function (62). It is shown that the
FC-RBF outperforms the conventional CRBF networks in its approximation ability.
The authors have also proposed an efficient learning scheme for the FC-RBF that use a
self-regulatory system (63). The activation function used in FC-RBF, however, is one
of the elementary transcendental function having singularities.
Besides the issue of activation function in complex domain, the complex-valued
multilayer structures (CMLPs and CRBF networks) share similar problems with the
networks in real domain. The Multilayer structures are computationally intensive be-
cause of nonlinear projections by the hidden layers (56). Most importantly, their train-
ing is difficult due to several problems, including local minima trapping, saturation of
activation functions, slow convergence, initial weight dependence, and overfitting due
to structural complexity (67).
The problems stated above can be avoided by removing the hidden layers, but with-
out giving up the nonlinearity. Instead, nonlinearity is imposed in the input layer by
functional expansion of input variables. The resulting model has a flat structure, i.e.,
single layer network. This alternative approach is known as functional link networks
(FLNs) in the literature (e.g., (54)) and advocated for alleviating the previously men-
tioned problems of multilayer structures. However, the price to be paid for is the proper
choice of functional expansion, for example, polynomials, trigonometric functions, and
orthogonal basis functions.
In the real domain, many works on the FLNs can be found encompassing pattern
recognition, control applications, and communication channel equalization (17, 53, 55).
Only few attempts have been taken towards the application of FLNs for processing
complex-valued data. In (56), despite the data being complex, the authors have con-
sidered the problem in the real domain separating the real and imaginary parts. This
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real-valued perspective does not exploit the well defined complex algebraic rules, and
hence, cannot provide efficient modeling.
In this chapter, we present a complex-valued functional link network (CFLN) for
solving complex-valued function approximation problems. In order to capture nonlinear
relationship between the input and output, multivariate polynomials are considered. In
contrast to other possibilities like elementary transcendental functions, polynomials are
easy to compute and include higher order cross product terms. Moreover, polynomials
are equally well behaving in the real and complex domain, while most of the transcen-
dental functions have singularities in the complex domain (31). Since the number of
total terms (or monomials) in the multivariate polynomial grows exponentially with
the degree and number of input variables, only the relevant monomials are selected in
the CFLN by the orthogonal least squares (OLS) method. The Polynomial degree is
increased in an incremental way until a negligible improvement is seen from the incre-
ment. In this regard, it is worth mentioning that computing with polynomials are also
prevalent in other CVNNs because the nonlinear functions are often evaluated by the
polynomial expansions. Thus, using polynomials in the input layer does not involve
additional computational cost than the other CVNNs.
To the best of our knowledge, our study is the first of its kind in the FLNs that con-
siders complex-valued data directly, without separating the real and imaginary parts.
The proposed CFLN offers a number of advantages over conventional CVNNs. First,
it does not require activation functions which has been a major concern in the complex
domain till now. Second, the cost function, i.e., mean squared error (MSE), has a single
minimum as it is quadratic in parameters. Therefore, fast learning algorithms such as
OLS or recursive least squares (64) can be used to learn the weight parameters in the
CFLN. In contrast, learning in the multilayer architectures often becomes difficult due
to the local minima problem and slow convergence of error backpropagation. Third,
selecting a near optimal set of monomials by the OLS method yields very simple CFLNs
with favorable performance.
The remaining sections of the chapter are structured as follows. Section 4.2 provides
a brief overview of FLNs in a general framework. A detailed description of CFLN design
by the OLS method is presented in Section 4.3. Experimental results comprising a
complex-valued function approximation, a channel equalization, and a real-world wind
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prediction problem are provided in Section 4.4. Finally, conclusion is given in Section
4.5.
Figure 4.1: Schematic of functional link network (FLN). The original N input variables
are expanded by M linearly independent functions and the output is their linear combina-
tion.
4.2 Brief overview of FLNs
The FLNs are single-layered networks without hidden layers, where the input layer is
formed by some predefined functions of input variables in addition to the original vari-
ables. The resulting network is flat as shown in Fig. 4.1. Let the original variables be
x = (x1, x2, . . . , xN ). Then the input layer is constructed as (x1, x2, . . . , xN , φ1(x), . . . ,
φM (x)). The output units are simply linear combinations of the enhanced input units;
each can be written as
yk =
N∑
i=1
αkixi +
M∑
j=1
βkjφj(x) 1 ≤ k ≤ K (4.1)
where K denotes the total number of output units and the functions φj(x), 1 ≤ j ≤
M , are linearly independent, for example, polynomials, or trigonometric or hyperbolic
functions of input variables.
In the multilayer networks like MLPs, successive layers carry out a sequence of
mappings in order to enhance original input representation (48) with the help of a
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Table 4.1: Input-output mapping of XOR problem with cross product term.
x1 x2 x1x2 t
-1 -1 1 1
-1 1 -1 -1
1 -1 -1 -1
1 1 1 1
supervised learning method. The learning, however, suffers from various limitations,
such as slow convergence, local minima trapping, initial weight dependence, and satu-
ration of activation functions making the learning process difficult. The viewpoint of
enhancing input representation in the FLNs is same as in MLPs, but the enhancement
is carried out right from the start in the input layer, in a linearly independent manner.
The approach has a dramatic effect in learning, thus alleviating the problems of MLPs
(54).
Historically, input layer endowed with higher order terms such as product of input
variables of different orders has been well studied by (20). Such higher order networks
(HONs) is shown to have impressive computational, storage, and learning capabilities
as they can capture higher order correlations. A simple example with XOR problem
can illustrate this fact. Table 4.1 shows the required input-output mapping of XOR
problem, where the boolean values are encoded by {−1, 1}. While neither of the inputs,
x1 and x2, can been seen to have correlation with the output t, their cross product term
x1x2 is strongly correlated to t. Thus only a single variable y = x1x2 is sufficient to solve
the problem linearly. Another example from real-world pattern classification problem
can explain the usefulness of higher order terms. The classical iris problem can be
solved efficiently using a single attribute constructed by multiplying petal length by
petal width, yielding only four misclassifications (44).
The idea of HONs has been generalized by (54). The author referred these flat
structures as FLNs, where the HON can be viewed as a special case. Thereafter, many
studies have been done with applications in system identification, control engineering,
and pattern recognition. One key point in FLNs is that the types of functional expan-
sions are to be chosen by the users. Depending on the various methods of functional
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expansion, the FLNs can be categorized into four groups (see (16) for details):
1. Random vector FLN: y =
N∑
i=1
αixi +
M∑
j=1
βjg (Ajx + bj), where g is a nonlinear
function, e.g., sigmoid; Aj and bj are some random matrix and scalar number,
respectively, not to be trained.
2. FLN with multivariate polynomial basis functions:
y =
R∑
r=0
∑
i1+···+iN=r
αi1i2...iNx
i1
1 x
i2
2 . . . x
iN
N , where R is the order of polynomial.
3. FLN with trigonometric basis functions: enhanced input layer is formed by
{x1, sin(pix1), sin(2pix1), . . . , cos(npix1), . . . , xN , . . . , cos(npixN )}
4. FLN with orthogonal polynomials: Chebyshev, Lengendre or Hermite poly-
nomials evaluated for individual input variables, without considering the cross
product terms.
While the MLPs with adequate hidden neurons are shown to have universal approxi-
mation property by theory, not all the above mentioned FLNs have this property. It
is shown in (25) that the random vector FLNs are efficient universal approximators.
In regard to the FLNs with multivariate polynomials, the equivalence between MLP
(with one hidden layer) and polynomial perceptron has been proved by (74). Although
approximation property of the other two types of FLNs has not been studied, they can
provide promising performance in various applications (17, 56). It should be mentioned,
however, that the universal approximation property is rather a theoretical object since
the very optimal MLP is most times difficult to be discovered by practical learning
algorithms (67), neither are we interested in absolutely zero error over the training
examples.
The main difference between MLPs and FLNs is: in the MLPs, enhancement of
the input space by hidden layers is subjected to learning process, while in the FLNs,
enhancement is carried out right at the input layer without learning them. The cost
function in the FLNs is quadratic in learnable parameters for which learning is signifi-
cantly simpler. Of course, the issue remains in proper functional expansions in the input
layer. This chapter addresses this issue in the next section for multivariate polynomial
based FLN in the complex domain referred to as CFLN.
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4.3 CFLN design by OLS
The FLNs are simple and elegant method provided that the user selects an appropriate
functional expansion, i.e., linearly independent basis functions. Thus a learning process
should include FLN’s design issue into itself. The design issue is also involved in MLP
architecture selection and finding right projections by the hidden units. In fact, the
design of hidden layers in MLPs turns into the selection of suitable input layers in the
FLNs.
4.3.1 Problem formulation
It is useful viewing a function approximation problem as a regression problem, when
our goal is to design a computing model from the given data. Thus an unknown
complex-valued function f : CN → C can be written as
f(x) = g(x) + e (4.2)
where the vector x = (x1, x2, . . . , xN ) ∈ CN represents N complex variables as its com-
ponents, and e is the complex-valued error. Here we consider the mapping for only one
output variable for notational convenience, but the generalization to multiple variables
is straight forward. The function g(x) is represented by a CFLN with multivariate
polynomial expansion in this study. For example, if the order of the polynomial is
considered as R, g(x) is given by
g(x) = α0 +
N∑
i1=1
αi1xi1 +
N∑
i1=1
N∑
i2=i1
αi1i2xi1xi2 + · · ·
+
N∑
i1=1
N∑
i2=i1
· · ·
N∑
iR=iR−1
αi1i2···iRxi1xi2 · · ·xiR (4.3)
To generate and compute with polynomial, an ordering of the polynomial terms (mono-
mials) is required. In the single variable case, there is a unique and natural ordering
according to the power of each term. However, multivariate monomials do not have a
unique ordering system. For example, in the hierarchically well formulated polynomial
(57), it is useful to define first a set of prime numbers pi, 1 ≤ i ≤ N , in an increasing
order, where pi denotes the i-th prime number as well the variable xi. Each mono-
mial then can be represented by a unique positive integer in terms of its prime factors.
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As for instance, 570 = 22 × 33 × 5 = p21p32p3 denotes the monomial x21x32x3. In this
way, an isomorphism between natural numbers and monomials can be obtained, and
ordering can be done in the set of natural numbers. However, we do not restrict our
CFLN conform to hierarchically well formulated polynomials since they tend to include
unnecessary monomials.
Equation (4.3) gives yet another way of monomial ordering that makes it easy for
generating as well as counting the number of monomials. The monomials are ordered
in their increasing degrees, and within the same degree they are ordered in such a way
that the indices of variables form a nondecreasing sequence. For example, any r-th
degree monomial can be written as xi1xi2 · · ·xir such that 1 ≤ i1 ≤ i2 · · · ≤ ir ≤ N . It
can be shown that the number of r-th degree monomials can be counted as the binomial
coefficient
(
N+r−1
r
)
. So the number of total monomials in a degree R polynomial of N
variables is given by
Ψ(N,R) = 1 +
(
N
1
)
+
(
N + 1
2
)
+ · · · +
(
N +R− 1
R
)
=
(
N +R
R
)
=
(N +R)!
N !R!
(4.4)
The number Ψ(N,R) grows very quickly as the values of N and R increase. For exam-
ple, Ψ(10, 2) = 66, while Ψ(20, 4) = 10626. This exponential increase in dimensionality
is prohibitive to use FLNs with full polynomial model. In fact, this has been a rea-
son for the deterred interest in polynomial based FLNs. Encouragingly enough, Pao
(54) has suggested that for many practical problems polynomials up to degree two or
three is good enough for satisfactory performance. Still the number of monomials (i.e.,
parameters) may be quite large for high dimensional problems. It rules out the use
of polynomial model consisting all the monomials, because a model with unnecessary
parameters requires more computations and has a danger of overfitting (74). On the
contrary, only few monomials might be useful in the modeling from data. Below, we
describe a method based on OLS for selecting a near minimal subset of monomials.
4.3.2 OLS based design of CFLN
Previous discussion suggests that there is a need for selecting a subset of only relevant
monomials from the set of all possible monomials. A recent work applies evolutionary
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approach for the polynomial selection problem in the FLNs (67). They investigated
their method on real-valued classification problems. It is shown that even very simple
FLNs (with few monomials) performed better than several multilayer neural networks.
However, the design process of FLN with evolutionary approach is computationally
very expensive since the method performs a stochastic search over a huge search space,
wherein computing fitness value of an individual (i.e., FLN) in the population involves
a full training. We, therefore, investigate a computationally efficient method in this
chapter which is described in this section.
Our proposed CFLN design process exploits the OLS method in a constructive
fashion, beginning from the degree one polynomial to higher degrees until no more
improvement is seen from increasing the order. The orthogonalization process in the
OLS facilitates a forward selection of individual monomial sequentially along with its
coefficient. The OLS is prevalent in numerical linear algebra and many practical engi-
neering problems, where the considered model is linear in parameter. One advantage of
OLS is that it can work well even for ill-conditioned matrices (13). Application of the
OLS in designing RBF networks both in real and complex domain has been reported
in (14, 15). Since the CFLN is linear in parameter, the computational advantage of
OLS is utilized for its design purpose.
Consider now the regression model of Eq.(4.2) pertinent to the polynomial based
CFLN. Suppose the model consists of a total of L monomials. Then for a single data
sample, Eq.(4.2) can be written as
d(k) =
L∑
i=1
pi(k)αi + e(k). (4.5)
Here k identifies the sample index; d and e are the complex-valued desired output and
error, respectively; pi(k) is the i-th mononomial evaluated for the k-th sample, and αi
denotes the weight parameter associated with the i-th mononomial. In the regression
analysis, pi’s are also known as regressors. We have not included the bias term α0 in
Eq.(4.5), because it can be computed as the mean of desired outputs. Hence we take
the desired output value d(k) after the mean is subtracted out. The principle of least
squares method is to find the weight parameters that minimize the total error over all
the data samples.
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The least squares solution has a nice geometric interpretation when Eq.(4.5) is
written in matrix-vector form as given below
d = Pα+ e, (4.6)
where
d = [d(1), d(2), . . . , d(K)]T ,
P = [p1,p2, . . . ,pL] ,
pi = [pi(1), pi(2), . . . , pi(K)]
T , 1 ≤ i ≤ L,
α = [α1, α2, . . . , αL]
T ,
e = [e(1), e(2), . . . , e(K)]T .
The transpose operator T changes a row vector into a column vector without complex
conjugation, and K is the number of data samples. Equation (4.6) collects all the data
samples into vectors. The columns of P is formed by evaluating the corresponding
monomials for K data samples. As a result, P defines a subspace spanned by the
monomials.
(a) (b)
Figure 4.2: (a) The best monomials is the one having the smallest angle with d. (b) The
monomials generally are correlated because of nonorthogonality.
Usually, the desired output vector d in Eq.(4.6) is not contained in the subspace
defined by the columns of P (i.e., basis of the subspace). Then a least squares solution
should project d onto the subspace orthogonally. As a result, the error vector e becomes
orthogonal to each of the basis vectors pi, for 1 ≤ i ≤ L. Henceforth, basis vector and
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monomial will be used interchangeably. Now the central problem is how to select the
monomials for designing a parsimonious CFLN. The choice of the best monomial is
quite simple. One can compute the angles between d and the monomials, pi’s, and
then choose the monomial having the smallest angle (Fig. 4.2(a)). Note that unlike
vectors in real domain, there can be different definitions of angle between two complex
vectors (66). Here we take the definition of Hermitian angle that has the range of[
0, pi2
]
.
Selecting the second, third, . . . best monomials is tricky since the monomial having
second smallest angle with d is not necessarily the second best monomial. To see
this, let y = Pα be the orthogonal projection of d onto the subspace spanned by the
monomials. Then the squared norm, ‖y‖2 is part of the desired output energy that
can be counted by the monomials. Since the monomials are generally correlated, it is
hard to say about individual contribution of the monomials. As shown in Fig. 4.2(b),
‖αipi + αjpj‖2 6= |αipi‖2 + ‖αjpj‖2 unless pi and pj are orthogonal to each other.
The main point of the OLS is to transform the basis vectors, {pi}, into an alter-
native set of orthogonal basis vectors, {wi}, for 1 ≤ i ≤ L, by using some orthogonal
decomposition method. For example, a relation between the original and new basis can
be P = WA, where W = [w1,w2, . . . ,wL] and A is an upper triangular matrix. Now
Eq.(4.6) can be written as
d = WAα+ e
= Wβ + e (4.7)
The subspace defined by span {p1,p2, . . . ,pL} is exactly same as the span {w1,w2, . . . ,wL}.
Thus computing with the orthogonal vectors is equivalent to computing with the mono-
mials. It is now easy to see that contributions to the energy, ‖Pα‖2 = ‖Wβ‖2, by the
individual monomials become explicit since
‖β1w1 + β2w2 + · · ·+ βLwL‖2 = ‖β1w1‖2 + ‖β2w2‖2 + · · ·+ ‖βLwL‖2.
The relation can be utilized to construct CFLN by adding the most significant mono-
mials sequentially.
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The energy of desired output vector d is given by
dHd = (Wβ + e)H (Wβ + e)
= (Wβ)H Wβ + (Wβ)H e + eH (Wβ) + eHe
=
L∑
i=1
‖βi‖2 wHi wi +
K∑
k=1
‖e(k)‖2. (4.8)
Here H denotes the Hermitian transpose. The third line follows from the second line
because of the property of least squares solution that the error vector e is orthogonal to
the column space of W resulting (Wβ)H e = eH (Wβ) = 0 . A further interpretation
readily comes out from Eq.(4.8) if we divide it by the number of data samples K.
Therefore, (
1
K
)
dHd︸ ︷︷ ︸
variance
=
(
1
K
) L∑
i=1
‖βi‖2 wHi wi︸ ︷︷ ︸
explained variance
+
(
1
K
) K∑
k=1
‖e(k)‖2︸ ︷︷ ︸
unexplained variance
(4.9)
Since we consider d after its mean is subtracted out, Eq.(4.9) says that the variance of
output variable can be divided into two terms. The first one is the sum of variances
explained by the monomials, whereas the second one is the MSE which is unavoidable,
hence called unexplained variance. Note that the term labeled as explained variance
is a sum of L terms, each one associated with an orthogonal basis wi (in other words,
monomial pi), 1 ≤ i ≤ L. Now the contribution of i-th monomial in explaining the
output variance can be defined as
γi =
‖βi‖2wHi wi
dHd
=
‖wHi d‖2
(wHi wi)(d
Hd)
, (4.10)
where βi =
wHi d
wHi wi
from Eq.(4.7). Equation (4.10) represents the variance explained by i-
th monomial in normalized form. Most importantly, an iterative procedure for ordering
and selecting monomials can be easily devised after Eq.(4.10), which we present next.
It is clear from the above discussion that OLS method is not only a powerful method
for solving linear systems, but also an efficient tool for selecting models, in this context
designing CFLN. However, an important issue in the CFLN design is deciding the order
of polynomial. Our purpose here is to keep models as simple as possible. So we start
with degree-one polynomials and increase the degree successively until the variance
explained by the new monomials becomes negligible.
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Algorithm 1 Design of CFLN by OLS
1: {Initialization}
2: Set polynomial degree r = 0, orthogonal basis W0 = φ,
explained variance Γ = 0, selected monomial index set Q = φ
3: {Constructive phase}
4: repeat
5: r ← r + 1
6: Generate r-th degree monomials Pr
7: [Wr, βr, Qr, Γr]← OLS (Wr−1, Pr, d, 2)
8: Q← Q ∪ Qr
9: Γ← Γ + Γr
10: until Γr < 1
11: {Pruning phase}
12: [W, β, Q, Γ]← OLS (φ, PQ, d, 2)
{PQ denotes the monomials given by the index set Q}
13: {Final solution}
14: A← (WHW)−1 WHPQ
15: α← A−1β
16: return PQ and α
53
4. COMPLEX-VALUED FUNCTIONAL LINK NETWORK DESIGN BY
ORTHOGONAL LEAST SQUARES METHOD
Algorithm 2 [W, β, Q, Γ] = OLS (W, P, d, ) //called with r-th degree monomials
1: {Input:}
W: already found orthogonal basis vectors up to (r − 1)-th degree
P: r-th degree monomials
d: d desired output vector
: threshold of explained variance for a monomial to be selected
2: {Output:}
W: updated version of input matrix W by new basis vectors
β: least square solution to d = Wβ + e
Q: index set of selected monomials
Γ: total explained variance by the selected monomials
3: if W 6= φ then
4: A← (WHW)−1 WHP
5: P← P−WA
6: end if
7: Γ← 0
8: while P 6= φ do
9: Calculate γi for each pi ∈ P { Eq.(4.10)}
10: Remove pi from P for all γi < 
11: k ← argmaxi(γi)
12: Q← Q⋃{k}
13: W← [W, pk] {concatenation of matrix W by new column}
14: βk ← pHk d/(pHk pk)
15: β ← [β, βk]
16: Γ← Γ + γk
17: Remove pk from P
18: a← pHk P/(pHk pk)
19: P← P− pka
20: end while
21: return W, β, Q and Γ
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The complete algorithm of our proposed CFLN design is shown in Algorithm 1.
It starts with some initializations, such as setting the degree of polynomial to zero,
and initially the CFLN contains no monomials. Indices of the selected monomials, are
stored in the set Q. Since each monomial explains some part of the output variance
(Eq. (4.10)), we aggregate the explained variances by the selected monomials into a
variable Γ. The notations P,W, and β have the same meaning of Eqs. (4.6) and (4.7).
They also have the polynomial degree as their subscripts at appropriate places of the
algorithm description.
During each iteration of the constructive phase, all monomials of degree r are gen-
erated, but only the significant monomials get selected through the OLS method. The
CFLN design process increases the degree of polynomial successively, until it is found
that the increment contributes only negligibly in explaining the output variance. This
is done by using a small threshold value 1. We use the modified Gram-Schmidt al-
gorithm for orthogonalization as well as for selection of r-th degree monomials in the
OLS method, which is shown Algorithm 2.
The OLS procedure is invoked with r-th degree monomials and the orthogonal basis
vectors, W, computed up to (r − 1)-th degree polynomial. For each of the r-th degree
monomials in P, its projection onto W is subtracted out (lines 4-5, Algorithm 2). As
a result, the columns of W become orthogonal to each of the columns in P. Then
the column with the highest contribution score (explaining the output variance most)
of matrix P represents the most significant monomial. Within the OLS procedure,
any monomial having a contribution less than the threshold 2 is removed from P
and no longer considered for further processing. Subsequent selections of r-th degree
monomials are guided by the modified Gram-Schmidt process as shown Algorithm 2.
It should be noted that the OLS procedure performs sequential search over the
monomials of a particular degree, say r, in every iterative step of CFLN design algorithm
(lines 5-9, Algorithm 1). Since our CFLN design algorithm starts from a lower degree
and employs forward selection, unnecessary lower degree monomials might get selected
during the constructive phase of Algorithm 1. For instance, consider the CFLN design
algorithm for the polynomial f(x) = x + x10. The constructive phase would yield a
CFLN with many other unnecessary lower degree terms apart from x and x10. This
suggests for a pruning phase after the constructive phase. Therefore, a pruning phase
follows immediately after the constructive phase in our CFLN design process (line 12,
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Algorithm 1). Finally, a set of significant monomials along with the associated complex-
valued weights construct the CFLN for a given function approximation problem.
4.3.3 Computing FLN in complex vs. real domain
Most of the works related to the FLNs for solving complex-valued function approxi-
mation problems performs computation in the real-valued domain (e.g., (56)). They
represent the mapping Cn → C by R2n → R2 and do not take the full advantage of
complex algebra. Moreover, they do not address the design issue. Here we discuss
some advantages of computing FLN in purely complex domain in terms of number of
parameters, computational cost of CFLN design, and generalization ability.
The proposed CFLN considers a complex function approximation problem by mul-
tivariate complex polynomials. In principle, any complex polynomial can be realized
by two real polynomials. For example, the monomial z1z
2
2 of two complex variables
z1 = u+ iv and z2 = x+ iy can be expressed as follows
z1z
2
2 = (ux
2 − uy2 − 2vxy) + i(2uxy + vx2 − vy2)
Similarly, all the monomials in a complex polynomial will have two real polynomials,
and they can be arranged into real and imaginary parts to produce an equivalent solu-
tion in real polynomials. However, the total number of real monomials would be large
and the monomials in the real part are different from the monomials in the imaginary
part. Consequently, computation of FLN in real domain will increase the number of
real monomials substantially, more than in complex domain, with the increase of num-
ber of variables and the polynomial degree. This would result in a large number of
connection parameters in real-valued FLN (RFLN) even the same OLS based design is
applied.
In practice, CFLNs have to be designed from the input-output data samples with no
additional information. Hence a real-valued implementation (i.e., RFLN) is unlikely to
produce two equivalent real polynomials for the complex polynomial that would result
from a complex-valued implementation (i.e., CFLN). This might cause a degraded
generalization in the RFLN.
Design of FLN can be computationally advantageous in complex-valued implemen-
tation. Note from Algorithms 1 and 2 that the OLS based design process involves
mostly with the computation of inner product of vectors, whose length is determined
56
4.4 Experimental results
by the number of data samples. Since the number of monomials is O(NR) for N
variables and degree R, the total number of complex inner product computation in
OLS method is O(N2R). The number of variables in RFLN gets twice the number of
complex variables, requiring O(4RN2R) inner product computations. Considering the
computational cost of a complex inner product as four times (or any other constant)
higher than that of a real inner product, it can seen be that computational cost of
CFLN design remains much less as the degree of polynomial increases.
4.4 Experimental results
Computer simulations were taken in order to evaluate the performance of CFLN, includ-
ing one complex-valued synthetic function approximation, a real-world wind prediction,
and a nonlinear channel equalization problem in digital communication. The results
are also compared with several recently proposed CVNNs. In order to understand
the usefulness of computing CFLN in complex domain, we have also taken simulation
results with its real-valued implementation (i.e., RFLN).
4.4.1 Rational polynomial function
The function we study here is a rational multivariate polynomial defined as (62)
z = z3 + 10z1z4 +
z22
z1
(4.11)
where the real and imaginary parts of z1, z2, z3, and z4 ∈ [−2.5, 2.5]. Since the variable
z1 appears in the denominator, its value was taken outside a small circle with radius
0.05. Similar to (62), a training set was constructed with 3000 samples and a testing
set with 1500 samples, taken randomly from the aforementioned range. The threshold
parameters 1 and 2 of CFLN design algorithm (see Algorithm 1 and Algorithm 2)
were set to 0.001 and 0.0005, respectively. Part of this result were reported in (2).
Here, additional results with detailed illustrations are provided.
Although Eq.(4.11) represents a rational polynomial, our proposed CFLN can never
match the function exactly since we use only nonnegative integer powers of the input
variables. However, the CFLN is supposed to approximate the function satisfactorily
with a minimal set of monomials. The total progress of our proposed method is illus-
trated in Table 4.2. The constructive phase of CFLN design process proceeded up to
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Table 4.2: Selection of monomials in CFLN for function approximation of Eq.(4.11)
Phase Degree Monomials Explained variance
0 bias 0.0013
1 z3, z2, z1 0.0045
Constructive
2 z1z4, z
2
2 , z3z4, z2z3, z2z4 0.8781
3 z22z4, z
3
2 , z2z
2
4 , z
2
2z3, z3z
2
4 0.0009
Pruning - bias, z1z4, z3, z3z4, z
3
2 , z2z
2
4 ,
z22z3, z
2
2 , z2z4
0.8847
third degree. Among 34 monomials (excluding the constant term), 13 were selected dur-
ing the constructive phase. In Table 4.2, the monomials are arranged in the order they
were selected for each degree. The rightmost column shows the variance explained by
the selected monomials. Because the constructive phase is a forward selection process,
the explained variance in each row means the variance explained by the current order
monomials given the listed lower order terms are already included in the CFLN. Since
the term z1z4 has significantly the largest coefficient in Eq.(4.11), explained variance
for degree two shows significantly larger value. Among 13 primarily selected monomi-
als, the pruning phase yielded the final CFLN with only eight monomials, which were
z1z4, z3, z3z4, z
3
2 , z2z
2
4 , z
2
2z3, z
2
2 , and z2z4. Comparing Eq.(4.11), it can be seen that our
CFLN design approach could select the significant monomials from the data.
With the similar experimental settings, simulation was also carried out for RFLN
based on the same design approach of Section 4.3. Note that RFLN considers the real
and imaginary parts separately, i.e., it constructs multivariate real-valued polynomials
from eight input variables, instead of four. In this case, RFLN went up to fourth degree
and the final RFLN was consisted of 32 monomials, which is much larger in number
than that of CFLN. These 32 monomials are connected to two output nodes, one for real
part and the other for imaginary part. Therefore, the number of real-valued connection
parameters in RFLN is 66 (including the bias terms). Clearly, the CFLN requires far
less connection parameters than the RFLN, if two real-valued parameters are counted
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Table 4.3: Performance comparison among CRBF, C-ELM, FC-RBF, FLANN, RFLN,
and the proposed CFLN for the function given by Eq.(4.11).
Network Connection Training (MSE) Testing (MSE)
CRBF 77 0.1465 0.1816
C-ELM 77 0.1917 0.2297
FC-CRBF 102 0.0196 0.0478
FLANN 25 0.0862 0.0929
RFLN 33 0.0039 0.0051
CFLN 9 0.0042 0.0047
for one complex parameter. Moreover, CFLN design process is faster than the RFLN
due to large number monomials in RFLN, which follows from the discussion of Section
4.3.3.
Table 4.3 compares the performance of CFLN with RFLN and other recently pro-
posed multilayer CVNNs, including CRBF (12), C-ELM (37), FC-RBF (62), and
FLANN (56). Note that the FLANN uses fixed trigonometric basis functions with
real and imaginary parts separated. It can be observed that although the RFLN has
smaller training error than CFLN, the testing error of CFLN is better than that of
RFLN. This indicates that the CFLN can produce very simple network with compa-
rable generalization ability. Although the FLANN is a kind of real-valued FLN, its
performance is much worse than the RFLN because FLANN does not consider cross
product terms. Furthermore, comparison with the multilayer CVNN structures (results
taken from (62)) exhibits that the CFLN provides a very simple and efficient method for
solving the complex-valued function approximation problem with better performance.
4.4.2 Wind prediction
Prediction of wind speed and direction is very important especially for efficient wind
power generation. Traditionally, wind modeling and forecasting are done by considering
the speed and direction as independent variables. However, recent studies have shown a
better modeling and forecasting of wind as a complex number field, noting the statistical
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Table 4.4: Prediction performance of CFLN and ACLMS
Algorithm # of connections Rp MSE
CFLN 8 11.3216 0.0139
ACLMS 10 8.0690 0.0221
dependence between the speed and direction (41). Since prediction problem can be
casted as a function approximation problem, we apply the CFLN for one step forecasting
of wind.
We obtained real-world data from the Iowa (USA) Department of Transport at
the location, WASHINGTON (AWG). The data sampled for every 10 minutes was
downloaded from the website1 between a period of February 1, 2011 to February 8,
2011. Then the data were averaged over every 1 hour interval. We used five taps,
i.e., five input variables to construct the CFLN. The CFLN design was performed by
training 500 samples, and then predictions were computed for the next 100 samples.
In order to measure performance, prediction gain Rp (in dB) and MSE are evaluated.
The prediction gain is given by
Rp , 10 log10
(
σ2x
σ2e
)
, (4.12)
where σ2x and σ
2
e denote the variance of input signal {x(n)} and error signal {e(n)},
respectively.
Training with the given data yielded a third order polynomial with only seven among
a total of 56 monomials. Let x1 be the signal value at the current time instant and xi+k,
1 ≤ k ≤ 4, denotes the k-th previous sample. The selected monomials according to
the order of selection were x1, x1x2, x
2
2, x1x3,x2, x
2
3, and x
3
2. This reveals that although
five taps were used as the input variable, three taps were sufficient for modeling by
CFLN. Table 4.4 shows the prediction performance as well as a comparison with a
recent model, augmented complex LMS (ACLMS) proposed by (41). Note that the
ACLMS was trained by repeating training data until convergence. As can be seen from
Table 4.4, prediction gain of CFLN is higher than that of ACLMS, whereas the MSE is
smaller. The number of connection parameters is also less in the CFLN. This suggests
1http://mesonet.agron.iastate.edu/request/awos/1min.php
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that CFLN design by OLS can select a near minimal set of significant monomials. Note
also that CFLN design by OLS helps deciding the number of taps required for modeling
and forecasting, which is not possible in the ACLMS without trial and error process.
The prediction performance is also illustrated in Fig. 4.3 for 100 test samples. It is
clear that CFLN predicted wind speed much better than the ACLMS.
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Figure 4.3: (Prediction performance: (a) actual and one step ahead prediction of wind
speed by CFLN and (b) actual and one step ahead prediction of wind speed by ACLMS.
4.4.3 Nonlinear channel equalization
In the digital communication, channels usually distort the transmitted symbols in var-
ious ways causing intersymbol interference. Therefore, at the receiver end signal pro-
cessing called equalization is performed to recover the transmitted symbol. Since sym-
bols are represented as complex numbers in quadrature amplitude modulation (QAM),
CVNNs can serve as efficient equalizers at the receiver end. In this section, we evaluate
and compare CFLN against other CVNNs for a well known complex nonminimum-
phase channel model introduced by Cha and Kassam (12). The nonlinear channel is
modeled as a cascade of linear filter followed by a nonlinear element as given below
xn = on + 0.1o
2
n + 0.05o
3
n + vn, (4.13)
on = w0sn + w1sn−1 + w2sn−2, (4.14)
where sn is the transmitted symbol at time step n, on the FIR filter output, xn the
output from nonlinear channel, and vn is complex white Gaussian noise (depends on
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Table 4.5: Performance comparison among CRBF, C-ELM, FC-RBF, FLANN, RFLN,
and the proposed CFLN for nonlinear channel equalization.
Network Connection Training (MSE) Testing (MSE)
CRBF 62 0.5630 0.5972
C-ELM 62 0.5720 0.5772
FC-CRBF 62 0.3700 0.4142
FLANN 19 0.3007 0.3010
RFLN 31 0.1314 0.1367
CFLN 10 0.1378 0.1419
SNR level). The FIR filter coefficients are as follows
w0 = 0.34− 0.27i, w1 = 0.87 + 0.43i, andw2 = 0.34− 0.21i
The equalizer was set to have three consecutive received symbols as its input, as was
done in (62). It estimated the transmitted symbol sn−τ at time n for a delay of τ = 1.
A 4-QAM random symbol sequence was passed through the channel, where the real
and imaginary parts of the symbols were taken to be 0.7. The training and testing set
were constructed from distorted symbols at 20dB SNR, having 5000 and 10000 samples,
respectively.
Training by OLS design method yielded a fourth order polynomial, where the CFLN
had nine monomials. The monomials in order of their selection during the pruning phase
(see Algorithm 1) were xn, xn−1, x2n, xn−2, x2n−1, x3nxn−1,x3n, x4n, and x2nxn−1. When the
real and imaginary parts were separated and the same OLS design process was applied,
a total of 30 monomials were selected by the RFLN resulting a total of 62 real-valued
connection parameters in it.
Table 4.5 compares the performance of CFLN against some recently proposed
complex-valued multilayer networks as well as with RFLN and FLANN in terms of
connection parameters, and MSE on training and testing set. The results for multi-
layer CVNNs are taken from (62). It can be observed that our proposed CFLN have
the least connection parameters. Although RFLN exhibited slightly lower MSE than
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CFLN, it was found that CFLN could achieve zero symbol error rate (SER) at 20dB
SNR level, whereas the SER for RFLN was 7 × 10−4. Since the purpose of channel
equalization is to achieve lower SER, our result indicates that CFLN could generalize
phase better than the RFLN. Furthermore, even though FLNs are single layer networks,
their design by OLS method could achieve better performance than the multilayer net-
works. The superiority of FLN over MLP in nonlinear channel equalization problem
was also reported in (56). In order to see the effect of noise level, we evaluated SER
for different SNR. Figure 4.4 compares the CFLN with other networks in terms of SER
for different SNR levels in dB. It is clearly observed that the proposed CFLN exhibits
superior performance for all most all the SNR levels.
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Figure 4.4: Symbol error rates at different SNR levels.
4.5 Conclusions
A new approach called CFLN is proposed in this chapter for solving complex-valued
function approximation problems. The network has a single-layered structure with
an enhanced input layer, where nonlinearity is imposed as a functional expansion by
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multivariate polynomial. Despite the large number of total monomials in a polynomial,
only the significant monomials along with their connection parameters are selected by
the OLS method. Some favorable advantages of CFLNs include: no requirement of
activation functions in complex domain, existence of a single minimum of the MSE
cost function, and availability of very fast model selection and learning algorithm such
as OLS.
Experimental studies with a synthetic function approximation, real-world wind pre-
diction and channel equalization problem have demonstrated the ability of our proposed
OLS based CFLN approach to select near minimal set of monomials. Moreover, ap-
proximation ability was observed to be superior compared to other CVNNs. It is also
shown that FLN design in complex domain is much more advantageous than in real
domain for complex-valued function approximation problems.
Investigation of any suitable local pruning strategy (e.g., predicting only potential
monomials before the OLS is invoked to avoid generating all
(
N+r−1
r
)
monomials) dur-
ing the constructive phase of our method can be a very useful and interesting study
as a future work. Although multivariate polynomial provides linearly independent ba-
sis in the monomial space, a better basis might be orthogonal polynomials. Future
study could also investigate the CFLN design taking the advantage of the orthogonal
polynomials.
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Chapter 5
Single-Layered CVNNs for
Classification Tasks
5.1 Introduction
Pattern classification is an important task in machine learning. The goal is to categorize
raw data into groups or classes. For example, in the handwritten character recognition
task, a machine has to identify each character from the raw data coming from an image
of a handwritten document. The first step to solve this problem is to construct a good
feature vector, say x = (x1, x2, . . . , xm)
T , that can provide discriminating information.
If the patterns belong to one of C classes, the learning process needs to construct a total
of C discriminant functions, gi(x), 1 ≤ i ≤ C, representing each class. Comparing the
discriminating scores, a machine answers the class as the one with the highest score.
Neural networks are one of the most widely used pattern classification tools, where
each output unit represents a discriminating function. Although the feature vectors
representing patterns can be real- or complex-valued, we encounter real-valued patterns
most often. Because the real number set is a subset of complex number set, complex-
valued neural networks (CVNNs) can be used to classify the real-valued patterns.
In Chapter 3, we have presented Wirtinger calculus based derivation of learning
algorithms for feedforward CVNNs, namely, the gradient descent and LM algorithm.
The main advantage of the Wirtinger calculus is a simple and easier derivation directly
in the complex domain. However, it should be noted that the same result could be
reached had we followed the tedious approach of formulating learning algorithms using
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real derivatives. Since the LM algorithm is especially useful in function approximation
problems for high accuracy (4), we will not consider it for classification tasks in this
chapter. Only gradient descent algorithm will be applied.
Chapter 4 has taken a different approach of constructing CFLN which is a single-
layered network with enhanced input layer. Such network is applicable to function
approximation problems since activation function is not included in the network. Most
importantly, target applications were modeling complex-valued data from the viewpoint
of function approximations.
Usefulness of CVNNs, however, is not limited to processing complex-valued infor-
mation only. Many studies (1, 43, 47, 50) have suggested that CVNNs are also useful
in processing information presented in real domain, specifically, in real-valued classi-
fication tasks. Here, processing real-valued information by CVNNs means that neu-
ral networks are allowed to have complex-valued parameters (connection weights and
biases), in contrast to real-valued neural networks (RVNNs) which allow real-valued
parameters only. It might also be useful to represent real-valued information by com-
plex numbers in some meaningful ways such as phasors, and then let a CVNN process
the information. In this chapter, we discuss how CVNNs can be applied to the real-
valued classification problems including our newly proposed method. This chapter also
presents an empirical study on the real-world benchmarking classification problems and
a performance enhancement by ensemble techniques.
First, we consider a single complex-valued neuron (CVN) as a binary (two-class)
classifier. We discuss several approaches of using a CVN as a discriminant function
proposed by other researchers, along with their shortcomings in Section 5.2. To mini-
mize those shortcomings, we modify CVN model by incorporating two new activation
functions. The model and its learning algorithm are explained in Section5.3. Classifi-
cation ability of our modified CVN model on several Boolean problems is discussed in
section 5.4. Since the CVN model can deal with two-class problems only, we consider
single-layered CVNNs in order to solve multiclass problems. A single-layered CVNN
consists of multiple CVNs where each CVN represents a discriminant function. That is,
the class is determined in a winner-takes-all manner. Section 5.5 presents experimental
studies of single-layered CVNNs over several benchmark problems. In order to enhance
the performance we consider ensemble approach in Section 5.6. Finally, we summarize
this chapter in Section 5.7.
66
5.2 Previous studies of CVN as a binary classifier
5.2 Previous studies of CVN as a binary classifier
In this section, we discuss various of approaches of using a CVN as a binary classifier
that have been suggested by several researchers, specifically, when the problems are
given in real domain. Our interest on solving real-valued classification problem is due
to the reason that most of the pattern classification problems have real-valued features.
Traditionally, real-valued models (e.g., RVNNs, decision trees, support vector machines
etc.) have been used in these classification tasks. However, several studies have found
that a CVN has better classification ability than a real-valued neuron (RVN). In the
following, those studies are briefly explained. We also mention some shortcomings of
the methods.
As a binary classifier, all CVN models should perform two basic operations: an
aggregation followed by a threshold operation. Aggregation means the process of mul-
tiplying (modulating) each input signal by some weight value and then summing up
the input signals. Resulting weighted sum is called internal state or net-input of the
neuron. Following the aggregation, a threshold operation in a neuron gives a binary
output based on the internal state of the neuron. Usually, an activation function does
this threshold operation.
The CVN models studied so far perform the aforementioned two basic operations.
They only vary in terms of
• how real-input patterns is presented to a CVN,
• how two classes are encoded as target output for the CVN,
• how threshold operation is performed (i.e., type of activation function), and
• the learning algorithm for the CVN.
One of the earlier works done by Nemoto and Kono (47) studied CVN for Boolean clas-
sification problems. Note that each Boolean function can be regarded as a classification
problem. The binary input patterns for which the function produces true value belong
to one class and the remaining patterns belong to the other class. For m inputs, we
have a total of 2m different input patterns, and the possible number different functions
is 22
m
. Each function and its complement constitute one dichotomy. Consequently,
there are in total 22
m
/2 = 22
m−1 different dichotomies for m−input Boolean patterns.
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In (47), the authors represented each m−dimensional input pattern by a (m + 1)
dimensional real-valued vector (x0, x1, . . . , xm)
T , where x0 was fixed at value 1 and
xj ∈ {0, 1} for 1 ≤ j ≤ m. However, the corresponding weight vector was a (m + 1)
dimensional complex-valued vector (w0, w1, . . . , wm)
T , where wj ∈ C. Output of the
neuron was given by
y = 1
| m∑
j=0
wjxj | − h
 , (5.1)
where
1(s) =
{
1, if s > 0
0, otherwise .
Equation (5.1) tells that the activation function of the CVN takes the magnitude of
neuron’s internal state and makes a threshold operation with a threshold value h. We
see that if the neuron’s internal state for a given input pattern is inside the circle of
radius h the pattern is identified as one class. Otherwise, the opposite class is assigned
to the pattern. Figure 5.1 shows it fact graphically. They showed that the CVN model
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Figure 5.1: Class distribution by CVN model of Nemoto and Kono(47) in the net-input
or the neuron’s internal state space. Net-input inside the circle of radius h is assigned class
label ‘0’ and outside the circle class ‘1’ is assigned.
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could solve all out of 8 dichotomies for two-input Boolean problems, and 127 out of 128
dichotomies for three-input Boolean problems. An RVN, on the other hand, can realize
only 7 and 52 dichotomies for the two and three-input Boolean functions, respectively.
Thus a CVN has a better classification ability than that of an RVN.
One problem with the above model is that the CVN’s net-input space or the space
of neuron’s internal state is not well distributed between the two classes. The activation
function divides the net-input space (which is the entire complex plane) into two regions,
one region inside the circle of radius h and the other region outside the circle. Note
that aggregation operation maps the multidimensional input space of a given problem
into the net-input space. Since it is a linear mapping, only a limited region of the
problem’s input space is assigned to one class (inside the circle) by the CVN model.
Another problem is that the learning algorithm provided by the authors does not deal
with how to select the value of h.
While counting the number of dichotomies realized by a CVN, the authors (47)
counted one dichotomy if either of the functions represented by the dichotomy was real-
ized. However, they also reported that several functions with in the solved dichotomies
(three-input case) could not be realized by the CVN, while their complementary func-
tions were realized. This is due to the problem, we just mentioned above as the region
of input space that was mapped inside the circle is now reversed for the complementary
function, and vice versa.
Next approach we consider is proposed by Michel and Awwal (43). They also
studied a CVN for two and three-input Boolean problems. Their CVN model is nearly
similar to the model of Nemoto and Kono (47). One difference is that a real-valued
input vector (x0, x1, . . . , xm)
T is represented here as a vector of phasors pj ∈ C for
1 ≤ j ≤ m, where p0 is 1. Each pj is a unity magnitude phasor and defined as
pj =
{
e0, if the real-valued input is 0
ei
pi
2 , otherwise ,
where i =
√−1. Another difference is an improvement over the CVN model of Nemoto
and Kono (47), which is to adjust the radius h of the circle in the net-input space of
the neuron. Recall that the circle in the net-input space defines two regions, inside and
outside of the circle, for identifying two classes (see Fig. 5.1).
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Michel and Awwal (43) showed that their CVN model could solve all the two-input
Boolean functions (100%), and 245 three-input functions out of 256 (95.7%) were re-
alized by the CVN. Note that here the authors counted Boolean functions directly
unlike the dichotomies counted by Nemoto and Kono. In contrast, an RVN can solve
14(87.5%) and 104 (41%) functions for two- and three-input Boolean functions, respec-
tively. This result again suggests a better classification ability of a CVN than that of
an RVN.
However, the same problem we discussed for the model of Nemoto and Kono, i.e,
uneven distribution of patterns in the net-input space, exists in the Michel and Awwal’s
CVN model. Apart from this, we found that their learning algorithm becomes unstable
when the partial derivatives used in the algorithm approaches to zero. The reason is
that the learning algorithm uses a reciprocal of the partial derivatives.
We discuss two other approaches (1, 50) to the CVN as a classifier in this section,
which have similarity in the sense that both of the models represent input pattern and
the class label by encoding them into complex numbers. Activation functions in these
two models perform a nonlinear mapping from complex numbers to complex numbers
(fC→C(·)). In contrast, activation functions of the previously presented two models do
a mapping from complex numbers to real numbers (fC→R(·)).
In (1), the authors studied Boolean classification problem with universal binary
neuron (UBN). Basically it is a CVN; only the name is different. They represented
binary input pattern as a vector (x0, x1, . . . , xm)
T where, where x0 = 1 and xj ∈
{−1, 1} for 1 ≤ j ≤ m. The neuron first aggregate input signals by complex-valued
weight vector (w0, w1, . . . , wm)
T , wj ∈ C, and then it takes one of n discrete states
depending on the net-input. The discrete n states are represented by n-th roots of
unity: ωk = exp(i2pik/n), k ∈ 0, 1, . . . , n− 1, where i =
√−1. If the net-input is
z = w0x0 + w1x1+, . . . ,+wmxm, then the neuron takes one of the n discrete states by
the following activation function
P (z) = exp
(
i2pik
n
)
, if
2pik
n
≤ arg z < 2pi(k + 1)
n
. (5.2)
The UBN then assigns some states (e.g., even numbered states) to one class and
the other states (e.g., odd numbered states) to the opposite class. Fig, 5.2 shows it
graphically. One problem with this model is that the number states taken by the UBN
should be determined by a trail and error basis, which is impractical for applying them
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Figure 5.2: Discrete states of CVN model of Aigenberg et al (1). The CVN takes n = 8
states according to Eq. (5.2). Each state is one of the n−th roots of unity on the complex
plane. States enclosed in the square designates one class and the others denote the opposite
class.
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Table 5.1: Complex-valued encoding of XOR problem
Real input patterns Complex encoded input Complex encoded output
0 0 −1− j 1
0 1 −1 + j 0
1 0 1− j 1 + j
1 1 1 + j j
in general pattern classifications. In (50), only the XOR and binary-valued symmetry
detection problem was considered for solution by a CVN. They encoded both input
and class labels by complex numbers. For example, Table 5.1 shows the encoding for
the XOR problem. They defined activation function as
1C(z) = 1R (<(z)) + i1R (=(z)) , (5.3)
where 1R (·) is an unit step function and z is the net-input to the CVN. As can be seen
in Fig. 5.3, there are two straight lines, one for real part and the other for imaginary
part, in the net-input space intersecting perpendicularly. Consequently, one gets four
regions. Two regions are assigned as one class the other two regions are assigned to
the opposite class. Basically, Nitta in (50) has showed the capability of a CVN in
processing some linearly non separable problems in real-domain that can not be solved
by an RVN. Complex coding of the input patterns and class labels, however, was an
ad hoc for those problems. Consequently, it is difficult to apply the CVN model in the
general pattern classification problems.
5.3 Modified CVN model
In order to minimize the shortcomings of the aforementioned approaches, we have
modified CVN model for binary classification. The CVN essentially performs two basic
operations, aggregation and threshold operation as stated in the previous section. The
main difference here is in the threshold operation which is accomplished by one of the
two newly proposed activation functions. We discuss the CVN model in details in the
following subsections.
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Decision boundary 
of real part 
Decision boundary 
of imaginary part 
Figure 5.3: Orthogonal decision boundaries in the net-input space of a CVN, produced by
the real and imaginary part of its net-input. Combination of two boundaries produces four
regions. Two regions (black circles) designate one class, while the remaining two regions
(white circles) denote the opposite class.
5.3.1 Input representation
Here we explain how the real-valued information is presented to a CVN. Consider an
input example (x, c), where x ∈ Rm represents the vector for m attributes of the input
pattern, and c ∈ {0, 1} denotes its class label. We need a mapping of Rm → Cm to
process the information with the CVN. We discussed two ways of such mapping in
the previous section while discussing several CVN models. One keeps the real-domain
information in the same real domain. In terms of complex numbers, it is equivalent
to encoding real-valued information in the amplitude of phasors keeping their phases
same (zero). The other way does the opposite, i.e., real-valued information is encoded
in phases keeping the amplitude constant. We represent input patterns to a CVN as
the second method. Let x ∈ [a, b] be a real-valued attribute of an input pattern, where
a, b ∈ R. First, a linear transformation φ = pix− a
b− a changes x ∈ [a, b] to φ ∈ [0, pi].
Then the corresponding complex-valued attribute is obtained using Euler’s formula
z = eiφ = cosφ+ i sinφ (5.4)
where i =
√−1. That means we represent real-valued information by phasors, where
phase values are calculated according to the value of x and magnitude is kept constant
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Figure 5.4: Phase encoded inputs. When a real variable x moves in the interval [a, b],
the corresponding complex variable moves over the upper half of unit circle. x = a and
x = b are mapped into ei0 = 1 and eipi = −1 and respectively.
(equal to 1 according to Eq. (5.4)). When a real variable moves in the interval of [a, b],
the above transformation will move the complex variable z over the upper half of a unit
circle. Graphically it is explained in Fig. 5.4. In other words, variation on a real line
is captured by the variation of phase φ over the unit circle.
Some facts about the transformation are worth mentioning. Firstly, the transforma-
tion retains relational property. For example, when two real numbers x1 and x2 hold a
relation x1 ≤ x2, the corresponding complex numbers have the same property in their
phases as such, phase(z1) ≤ phase(z2) . Secondly, the spatial relationship among the
real attributes is also retained. For example, two real attribute x1 and x2 are farthest
from each other when x1 = a and x2 = b. The transformed complex numbers z1 and
z2 are also farthest from each other as shown in Fig. 5.4. Thirdly, the phase interval
[0, pi] is better than the interval [0, 2pi] as we loose the spatial relationship among the
variables in the latter. For example, the latter interval will be map two distinct val-
ues to the same complex number since ei0 = e
ipi = 1. It is also noteworthy that the
interval [0, pi/2] can be used for phase encoding as wel. However, we found from our
experiments that learning convergence is faster in the case of the interval [0, pi] than
the interval [0, pi/2]. We demonstrate this finding in Section 5.5.
Finally, the transformation we do for representing input signals to a CVN can be
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regarded as a preprocessing step. Such preprocessing is also common in real-valued neu-
ral networks when input values are mapped into a specified range. The transformation
in our proposed CVN, therefore, does not increase any additional stage for information
processing with neural networks. In fact, the above transformation does not loose any
information from the real values; rather it lets a CVN process the information in a
more powerful way.
5.3.2 Activation function
In chapter 2, we pointed out the purpose and the role of activation function in a neuron
from a general point of view. It was explained that designing activation function for
CVN needs special considerations. Activation functions should be designed in a way
so that they possess some desirable properties as well as meet our processing purpose.
Accordingly, we have designed two activation functions that can be used in a CVN,
and our computing purpose is to use the CVN as a binary classifier.
While designing activation functions we took a closer look at the role of the activa-
tion function in a real-valued neuron for classification tasks. The neuron has essentially
two functional parts, an aggregation part and an activation function part. The aggre-
gation part maps a multidimensional input pattern into a one dimensional entity by
multiplying each of the input signals by some connection weight and then summing
up the weighted inputs. This weighted sum represents the internal state of the neuron
and is called net-input of the neuron. The other part, i.e., activation function does a
threshold operation on the net-input. As for instance, consider an activation function
(threshold function) given by
y(v) =
{
class A, if v ≥ 0
class B, otherwise
, (5.5)
where v = wTx + b, w and x being the real-valued weight and the input vectors, and
b is the bias of the neuron. Clearly, the activation function divides its one dimensional
domain into two disjoint parts; each part denoting one of the two classes.
Thus the role of an activation function, in a real-valued neuron, is to divide the
function’s domain (defined by the net-input of the neuron) into disjoint sets or regions
for representing the corresponding classes. Equation (5.5) is a hard-limiting function
which not differentiable at the point of discontinuity. Usually, sigmoid functions (Eqs.
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(2.2) and (2.3)) are used as their differentiability property enables designing a gradient-
descent based learning algorithm. Then the output class assignment to a given input
pattern is done by
y(f(v)) =
{
class A, if f(v) ≥ θ
class B, otherwise
, (5.6)
where f is a sigmoid function, and θ = 0.5 for Eq. (2.2) and equal to 0 for Eq. (2.3).
Chapter 2 explained that the real-valued sigmoid functions cannot be extended to
the complex domain. Besides, from Liouville’s theorem, there is no complex-valued
function except a constant which is differentiable and bounded at the same time. How-
ever, this is not as frustrating as it seems. For solving real-valued classification prob-
lems, we can combine real and imaginary parts of the net-input in some meaningful
ways for classification tasks and construct CVN relying on partial derivatives.
In this regard, we have designed two activation functions that map complex values
to real values. Their role is to divide the neuron’s internal state (net-input) space into
multiple regions for identifying the classes of input patterns, as is the role of activation
function in a real-valued neuron for classification tasks.
Let the net-input of a complex neuron be z = u + iv, where i =
√−1. We define
two activation functions, function 1 and function 2, by the following two equations
fC→R(z) =
√
f2R(u) + f
2
R(v) (5.7)
fC→R(z) = (fR(u)− fR(v))2 (5.8)
where fR(x) = 1/(1 + e
−x) and x, u, v ∈ R. Both the activation functions combine
the real and imaginary parts, but in different ways. The real and imaginary parts are
first passed through the same sigmoid function individually. Thus each part becomes
bounded within the interval (0, 1). Activation function 1 of Eq. (5.7) gives the magni-
tude of the resulting complex number, and the activation function 2 of Eq. (5.8) gives
the squared difference of real and imaginary parts. Figure 5.5 illustrates the graph of
two activation functions in the domain of real and imaginary parts of net-input, u and
v, respectively. It is noteworthy that defining activation functions as above makes it
possible to compute the partial derivatives
∂f
∂u
and
∂f
∂v
, which in turn enables to derive
gradient-descent based learning rules.
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Figure 5.5: The proposed activation functions 1 and 2 that map complex number z =
u + iv into real numbers y. (a) Activation function 1 is the magnitude of sigmoided real
and imaginary parts, |fR(u)+ ifR(v)|. (b) Activation function 2 is the square of differences
between sigmoided real and imaginary parts, (fR(u)− fR(v))2.
As seen in Fig. 5.5, both the activation functions saturate in four regions. Satura-
tion values of Eq. (5.7) are 0, 1 (two regions), and
√
2, while those for Eq. (5.8) are
0 (two regions) and 1 (two regions). On the contrary, a real-valued sigmoid function
saturates only in two regions. Consequently, an RVN can solve only linearly separable
problems. We will show in Section 5.4 that saturation in four regions of the proposed
CVN significantly improves its classification ability.
When a CVN is trained for a given binary classification tasks, we set the target
output of the neuron 0 for one class (say class A) and 1 for the opposite class (say class
B). After training, a test pattern is assigned to class A if the neuron’s output is greater
than θ (0.5 in our experiments). Otherwise, class B is assigned.
5.3.3 Learning rule
Here we derive a gradient-descent learning rule for training a CVN. Although we could
apply Wirtinger calculus of Chapter 3 for the derivation, real domain derivation is not
that much complicated as it is only one neuron. Furthermore, in order to give a flavor of
how real domain derivation goes, we compute the gradient of objective function with re-
spect to real and imginary components of weight parameters. Let x = (x1, x2, . . . , xm)
T
be an m dimensional complex-valued input vector, w = (w1, w2, . . . , wm)
T the complex-
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valued weight vector, and θ the complex-valued bias for the CVN. To express the real
and imaginary parts, let xj = x
R
j + ix
I
j , wj = w
R
j + iw
I
j , and θ = θ
R + iθI , where
i =
√−1. Then the net-input z, and the output y of the neuron are given by
z =
m∑
j=1
wjxj + θ (5.9)
=
 m∑
j=1
(
wRj x
R
j − wIjxIj
)
+ θR
+ i
 m∑
j=1
(
wIjx
R
j + w
R
j x
I
j
)
+ θI
 (5.10)
= zR + izI (5.11)
and
y = fC→R(z) . (5.12)
If the desired output of the CVN is d, then the error function to be minimized during
the training is given by
E =
1
2
(d− y)2 = 1
2
e2 . (5.13)
During the training, the biases and the weights are updated according to the following
equations.
∆θ = −µ
(
∂E
∂θR
+ i
∂E
∂θI
)
= ∆θR + i∆θI (5.14)
∆wj = −µ
(
∂E
∂wRj
+ i
∂E
∂wIj
)
= ∆wRj + i∆w
I
j
=
(
xRj ∆θ
R + xIj∆θ
I
)
+ i
(
xRj ∆θ
I − xIj∆θR
)
= x∗j∆θ , (5.15)
where µ is the learning rate and x∗j denotes the complex conjugate of xj . If the activation
function is given by Eq. (5.7), then
∆θR = µe
fR(z
R)
y
f ′R(z
R) (5.16)
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∆θI = µe
fR(z
I)
y
f ′R(z
I) , (5.17)
where fR(u) = 1/(1 + e
−u) and f ′R(u) = fR(u) (1− fR(u)) for u ∈ R. If the activation
function is given by Eq. (5.8), then
∆θR = 2µe
(
fR(z
R)− fR(zI)
)
f ′R(z
R) (5.18)
∆θI = 2µe
(
fR(z
I)− fR(zR)
)
f ′R(z
I) . (5.19)
Using Eqs. (5.16) and (5.17) in Eqs. (5.14) and (5.15), connection weights can be up-
dated, which gives the learning rule of the CVN for the activation function 1. Similarly,
Eqs. (5.18) and (5.19) can be used for activation function 2.
In the above formulation, we perform an optimization (minimization) of error func-
tion over the space R2(m+1), i.e., we consider real and imaginary part of weights and
bias independently. As with other gradient-descent methods, the algorithm may trap
in local minima. To minimize the chance of trapping in local minima, some approaches
(29, 45) can be incorporated to our learning algorithm. However, this matter is outside
the scope of this thesis.
5.4 Classification ability of modified CVN
A CVN is more powerful than a real-valued neuron (RVN), since it is capable to solve
linearly non-separable problems too. This ability is explained in this section for two and
three-input Boolean functions, and for the detection of symmetry in binary sequences.
5.4.1 Two-input Boolean function
There are in total 16 Boolean functions for two inputs. Some are linearly separable,
while others are not. An RVN can solve only linearly separable problems since it gives
a straight line as a decision boundary. To say this another way, the activation function
of such an RVN saturates only in two regions. But a CVN with the proposed activation
functions saturate in four regions and thus can achieve higher classification ability. In
fact, a CVN could solve all the two-input Boolean functions. For all cases, we trained
the CVN until its mean squared error difference between two consecutive iterations went
below a threshold, , which was set to a value of 0.001. We explain the classification
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Table 5.2: Input-output mapping for XOR problem after phase encoding of inputs.
Input pattern
x1 x2 Output
1 1 0
1 −1 1
−1 1 1
−1 −1 0
graphically for the XOR problem. Inputs x1 and x2 in Table 5.2 show the input values
after phase-encoding discussed in Section 5.3.1. Let the weighted sum or the net-input
of the neuron be z = w1x1 + w2x2 + θ = u + iv, where θ is the bias. After training
the neuron, the net-input for each input pattern should produce an output near the
desired value shown in Table 5.2 by the mapping fC→R(z). The net-inputs for the four
input patterns in XOR problem and the contour diagram of fC→R are shown in Fig.
5.6. Among the four regions of saturation of activation function 1 (Fig. 5.6(a)), the
net-inputs after training were located in three regions; upper left, lower left, and lower
right since the desired outputs were either 0 or 1. In case of the activation function
2 (Fig. 5.6(b)), all four regions were used. Thus a CVN with both the proposed
activation functions was able to solve the XOR problem, while an RVN cannot solve
such a linearly nonseparable problem.
5.4.2 Three-input Boolean Problems
For three inputs, the number of total Boolean functions is 256. Each of these functions
can be expressed with a sum of products or minterms (42). A function returns a true
value for each of its minterms. The minterms are identified as nonnegative integers.
For example, a minterm a′bc implies a = 0 ∧ b = 1 ∧ c = 1, where ∧ denotes the
logical and operation and the binary representation of the minterm is equivalent to the
integer value 3. It is easy to see that there are 23 = 8 different minterms in case of three
inputs. Each Boolean function is the sum of a particular combination of the minterms.
The total number of combinations is 28 = 256, hence there are a total of 256 Boolean
functions for three inputs.
Michel and Awwal (43) have reported that their CVN model could solve 245 among
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Figure 5.6: Net-inputs of a CVN for XOR problem and contour diagram for activation
functions 1 and 2 in (a) and (b), respectively. Curved lines indicate the points taking the
same output values as indicated by the numbers. Cross mark [×] denotes the net-input for
the input pattern belonging to class 1 (target output 1), and circle [O] denotes the net-input
belonging to class 0 (target output 0). In each figure, thick curve shows discriminating
contour threshold.
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the 256 functions. Our CVN model could solve 254 (out of 256) functions with the ac-
tivation function 2. The unsolved functions in their minterms were
∑
m(0, 3, 5, 6),
and
∑
m(1, 2, 4, 7). As for instance,
∑
m(0, 3, 5, 6) denotes the Boolean function,
a′b′c′ + a′bc + ab′c + abc′, where (·)′ means the complement of (·). When the CVN
was applied with the activation function 1, it could solve 250 functions. In this case,
the unsolved functions were
∑
m(0, 3, 5, 6),
∑
m(1, 2, 4, 7),
∑
m(1, 2, 4),
∑
m(1, 2, 7),∑
m(1, 4, 7), and
∑
m(3, 5, 6). Considering the number of functions solved, our CVN
model with both the activation functions could perform better than the model of Michel
and Awwal (43).
From the classification point of view, the number of dichotomies is half the num-
ber of Boolean functions, i.e., there are 128 dichotomies for all possible three-input
Boolean classification problems. This is because any function and its complement form
a single classification problem or a dichotomy. Thus the functions
∑
m(0, 3, 5, 6) and∑
m(1, 2, 4, 7), which are complements to each other, form one dichotomy, the so called
parity problem. Note that both the activation functions could solve either a function or
its complement or both the function and its complement, except for the parity problem.
In other words, our CVN model could solve all the three-input Boolean classification
problems except the parity problem. It turns out that while solving the classification
problems with the proposed activation functions, one scheme of target output setting
(e.g., 0 for one class and 1 for the opposite class) may perform better than the alter-
native scheme. However, the results presented above imply that the problem is less
in the case of activation function 2 than for activation function 1. Consequently, our
CVN model with activation function 2 performed better than the model of Nemoto and
Kono (47).
The reason activation function 2 works better is that we can use all the four regions
of net-input space of a CVN in this case. It can be seen from Fig. 5.5(b) that the
function uses two regions (where the function produces values near 0) for one class
and the other two regions (where the function produces values near 1) for the other
class. As a result, a CVN with the activation function 2 can map the input patterns
on all the four regions. In case of activation function 1, we can use only one region
(where the function produces values near 0) for one class, and two regions for the other
class (regions producing values near 1) keeping the other region unused (as the function
produces values near
√
2). The regions can be seen from Fig. 5.5(a).
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Table 5.3: Input-output mapping of a symmetry detection problem with three inputs.
Output 1 means corresponding input pattern is symmetric, and 0 means asymmetric.
Real-valued input pattern
x1 x2 x3 Output
0 0 0 1
0 0 1 0
0 1 0 1
0 1 1 0
1 0 0 0
1 0 1 1
1 1 0 0
1 1 1 1
In general, the reason that our CVN could not solve some of the three-input Boolean
functions may be because of the inability to create appropriate decision boundaries.
Nevertheless, the number of three-input Boolean problems solved by the CVN is sug-
gestive to explore the ability of CVN on some other nonlinear problems, for example,
the symmetry detection in binary sequences.
5.4.3 Symmetry detection problem
The symmetry detection problem is to detect whether or not binary activity levels of
a one-dimensional input array is symmetrical about the center point. An example of
input-output mapping, for the input length of three bits, is shown in Table 5.3. It is a
linearly non-separable problem and hence can not be solved by an RVN.
We tested our CVN model on symmetry detection problems of various input lengths
ranging from 2 bits to 10 bits. A single CVN with the proposed activation functions
could solve all of the problems. For all cases, we trained the CVN until its mean
squared error difference between two consecutive iterations went below a threshold, ,
which was set to a value of 0.001. Solutions for the four-input problem obtained with
activation functions 1 and 2 are shown in the contour graphs (a) and (b) of Fig. 5.7,
respectively. Though activation function 1 saturates in four regions, we can expect that
three regions will be used because the target output values are set to 0 and 1. The other
region for which outputs are near
√
2 will not be used. As expected, experimental results
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Figure 5.7: Net-inputs of a single CVN for sixteen possible input patterns for the four-
input symmetry detection problem on the contour diagrams of (a) activation function 1,
and (b) activation function 2. In each figure, thick curve shows discriminating contour
threshold.
presented in Fig. 5.7(a) shows that the net-inputs for sixteen different input patterns
were distributed over three regions, according to the symmetry and asymmetry. For
activation function 2, on the other hand, all four regions of saturation can be used, and
the experimental results in Fig. 5.7(b) shows that the input patterns were distributed
on four regions according to the symmetry and asymmetry.
5.5 Single-layered CVNNs on benchmark problems
Discussion in the previous sections is suggestive for exploring performance of a CVN
on real-world classification problems. The problems are, in general, multiclass classifi-
cation problems while the CVN we proposed is a two-class classifier. In order to apply
our model on those problems, we construct single-layered CVNNs. To solve an n−class
problem, single-layered CVNN is constructed to have n CVNs. Each CVN in the net-
work is fed same input pattern, and the CVN with highest output value designates
the class. In other word, each CVN implements a discriminant function and yields
discriminating score for corresponding class. This method is called winner-takes-all
method.
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There are many real-world classification problems available for benchmarking. We
applied single-layered CVNN on some of those benchmark problems. We used five
problems of PROBEN1 datasets (59) for performance evaluation. The datasets are
cancer, card, diabetes, glass and soybean. In this section, first we give a short description
of the datasets, and then we evaluate and compare generalization ability and learning
convergence of single-layered CVNNs with those of multilayer RVNNs.
5.5.1 Description of the datasets
PROBEN1 (59) is a collection of learning problems well suited for supervised learning.
Most of the problems are classification problems. In our study, we used five of them.
Each of the problems is available in three datasets, which vary in the ordering of
examples. For example, the cancer problem consists of cancer1, cancer2 and cancer3
datasets. Short descriptions of these five problems are given below.
Cancer
This is a problem on diagnosis of breast cancer. The task is to classify a tumor as
either benign or malignant based on cell descriptions gathered by microscopic exami-
nation. Input attributes are for instance the clump thickness, the uniformity of cell size
and cell shape, the amount of marginal adhesion, and the frequency of bare nuclei. The
data is comprised of 9 inputs, 2 outputs and 699 examples, of which 65.5% are benign
examples. This data was originally obtained from University of Wisconsin Hospitals,
Madison, from Dr. William H. Wolberg (72).
Card
The task is to predict the approval or non-approval of a credit card to a customer.
Each example represents a card application and the output describes whether the bank
(or similar institution) granted the card or not. There are 51 inputs, 2 outputs, and
690 examples.
Diabetes
This is on diagnosis of diabetes of Pima Indians. The task is to decide whether a
Pima Indian individual is diabetes positive or not, based on personal data (age, num-
ber of times pregnant) and the results of medical examination (e.g. blood pressure
body mass index, result of glucose tolerance test, etc.). It has 8 inputs, 2 outputs, and
768 examples.
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Glass
Here the task is to classify glass types. The results of a chemical analysis of glass
splinters (percent content of 8 different elements) plus the refractive index are used to
classify the samples to be either float processed or non float processed building win-
dows, vehicle windows, containers, tableware, or head lamps. This task is motivated
by forensic needs in criminal investigation. The data have 9 inputs, 6 outputs, and 214
examples.
Soybean
The task is to recognize 19 different diseases of soybeans. The discrimination is per-
formed based on a description of bean (e.g. whether its size and color are normal), the
plants (e.g. the size of spots on the leafs, whether these spots have a halo, whether
plant growth is normal, whether roots are rotted), and information about the history
of the plant’s life (whether changes in crop occurred in the last year or last two years,
whether seeds were treated, the environment temperature). There are 35 inputs, 19
outputs, and 683 examples in the data.
5.5.2 Experimental setup
All the datasets discussed above contain real-valued data. The inputs were phase
encoded as discussed in section 5.3.1. Class labels were encoded by 1-of-n encoding
for n-class problem using binary values 0 and 1. For example, three classes of 3-class
problem were encoded as 1 0 0, 0 1 0, and 0 0 1. To determine the class, a winner-takes-
all method was used, i.e., for a given input pattern, the output neuron with the highest
activation designated the class. Regarding the architecture of neural networks, the
single-layered CVNN was consisted of n CVNs, while multilayer RVNN had one hidden
layer and its architecture was selected in such a way that the number of parameters
for both the CVNN and RVNN were nearly equal. For CVNN, each complex-valued
weight was counted as two parameters since it has real and imaginary part. Table 5.4
shows the number parameters for the CVNNs and the RVNNs used in the experiments.
Backpropagation (61) algorithm was used to train the multilayer RVNNs, while the
learning rules discussed in section 5.3.3 were used to train the CVNNs. During the
training, we kept the learning rate at 0.1 for both the networks. Weights and biases (in
case of CVNN, real and imaginary parts) were initialized with random numbers from
a uniform distribution in the range of [−0.5, 0.5].
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Table 5.4: Number of parameters for single-layered CVNNs and two-layered RVNNs.
Parameters include the connection weights and the biases of the neurons. For CVNN, each
weight and bias are counted as two parameters, since they have real and imaginary parts.
Datset CVNN RVNN
Name Input Output Parameters Hidden units Parameters
Cancer 9 2 40 3 38
Card 51 2 208 4 218
Diabetes 8 2 36 3 35
Glass 9 6 120 7 118
Soybean 82 19 3154 31 3181
Table 5.5: Total number of examples and partitioning of the datasets into training,
validation, and test sets.
Dataset Total Patterns Training set Validation set Test set
Cancer 699 350 175 174
Card 690 345 173 172
Diabetes 768 384 192 192
Glass 214 107 54 53
Soybean 683 342 171 170
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We used the partitioning of the dataset into training, validation, and test sets as
given in PROBEN1 (59). The partitioning is shown in Table 5.5. We trained both
the networks over the training set for 1000 epochs, except for the Glass and Soybean
problems. During these 1000 epochs, the weight parameters with the minimum mean
squared error (MSE) over the validation set, was stored and applied on the test set.
We calculated this validation error by using the following equation
E =
1
2P
P∑
p=1
n∑
i=1
(dpi − ypi)2 , (5.20)
where, p is the pattern index, P the total number of patterns in validation set, and n is
the number of output neurons. Validation error was measured after every five epochs
during the training process. For the Glass problem we trained the RVNNs up to 5000
epochs, and for the Soybean 4000 epochs because we found a decrease of validation
error even after 1000 epochs for these datasets and our purpose was to track minimum
validation error over some finite epochs. However, CVNNs was trained up to 1000
epochs for all the datasets.
5.5.3 Results
Here we show and compare the generalization ability of the single-layered CVNN and
multilayer RVNN on the basis of misclassifications on testing set. We also compare
the number of epochs required to reach the minimum validation set error. Table 5.6
summarizes the results. Results were taken over 20 independent runs for each of the
datasets.
As shown in Table 5.6, the test set errors obtained with activation function 1 tended
to be more or less similar to those with activation function 2. For six datasets, Cancer3,
Diabetes2, Glass1, Glass2, Glass3 and Soybean1, the average classification errors of
single-layered CVNNs were a little bit less than those of the multilayer RVNNs, while
for the others a little bit more than those of the RVNNs. Single-layered CVNNs, with
both the activation functions, thus exhibit comparable generalization ability to that of
the multilayer RVNNs.
Regarding the learning convergence, single-layered CVNNs required far less training
cycles (epochs), in almost all the cases, to reach the minimum validation error than the
multilayer RVNNs, as can be seen from Table 5.6. In other words, learning convergence
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Table 5.6: Average classification error on the test set, and the average number of epochs
required to reach the minimum validation error. Averages are taken over 20 independent
runs. Act. 1 and 2 refer to activation function 1 and activation function 2, respectively.
Dataset Test set error±S.D. Epoch no
RVNN CVNN RVNN CVNN
Act. 1 Act. 2 Act. 1 Act. 2
cancer1 1.44±0.29 2.56±0.29 2.50±0.28 133.25 30.00 23.25
cancer2 3.71±0.35 4.37±0.29 4.48±0.30 69.00 21.25 16.25
cancer3 4.48±0.35 4.02±0.00 4.02±0.00 69.25 27.25 20.25
card1 14.48±0.75 14.94±0.80 14.80±0.61 30.75 7.25 6.00
card2 17.94±0.76 17.82±1.07 17.79±1.17 16.25 4.50 6.25
card3 19.13±0.96 18.98±1.20 19.16±1.58 33.75 10.25 10.00
diabetes1 23.72±0.60 25.60±0.39 25.57±0.50 630.25 83.75 40.00
diabetes2 26.17±0.84 23.78±0.80 24.71±0.85 313.75 94.50 45.50
diabetes3 21.90±0.64 21.28±0.76 21.02±0.59 416.25 7.00 6.00
glass1 35.28±5.38 32.64±1.95 29.72±3.67 4590.50 194.00 131.25
glass2 53.87±1.67 46.79±6.05 44.72±5.61 217.50 388.75 110.25
glass3 50.38±7.62 39.06±5.71 40.75±5.21 4195.25 311.00 131.50
soybean1 10.62±1.23 8.29±0.44 9.32±1.62 3545.50 220.75 209.75
soybean2 7.44±1.52 6.88±0.57 8.47±2.55 3452.50 299.75 155.00
soybean3 8.65±1.54 9.68±1.22 10.18±2.50 3122.25 140.00 116.25
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Table 5.7: Average number of epochs required to reach the minimum validation error for
the phase encoding [0, pi/2] and [0, pi]. Averages were taken over 20 independent runs.
Dataset Activation 1 Activation 2
pi/2 pi pi/2 pi
cancer1 61.25 30.00 42.00 23.25
cancer2 39.50 21.25 27.75 16.25
cancer3 50.75 27.25 38.25 20.25
card1 12.50 7.25 7.75 6.00
card2 6.00 4.50 6.00 6.25
card3 26.50 10.25 27.50 10.00
diabetes1 900.50 83.75 881.50 40.00
diabetes2 996.00 94.50 567.25 45.50
diabetes3 19.00 7.00 12.50 6.00
glass1 743.75 194.00 688.75 131.25
glass2 310.50 388.75 334.75 110.25
glass3 474.25 311.00 461.25 131.50
soybean1 376.00 220.75 400.50 209.75
soybean2 382.75 299.75 325.00 155.00
soybean3 215.00 140.00 259.50 116.25
of single-layered CVNNs is seems to be faster than that of the multilayer RVNNs.
CVNNs with activation function 2 seem to have even faster convergence than that of
activation function 1 in most of the cases.
In Section 5.3.1, we mentioned that both the interval [0, pi] and [0, pi/2] may be used
for the phase encoding of real-valued inputs. Table 5.7 shows the number of epochs
to reach the minimum validation error in both the encoding schemes. It can be seen
from the table that the learning convergence is faster for the interval [0, pi] in almost
all cases. The difference in generalization ability (test set error) was insignificant and
thus the results are not shown.
5.6 Ensemble of single-layered CVNNs
Ensemble of classifiers has been widely used to improve the performance of the individ-
ual classifier. The key point of the ensemble method is to take the opinions from the
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experts, before making the final decision. The motivation is taken from the decision
making process in our society. For example, we have parliaments, juries, committees,
board of directors, and so on. It is trusted that taking opinions from a group of experts
results in a better decision than the decision from an individual expert. Though the
idea is a very simple one, researchers have proved its extensive benefit in the automated
decision making applications. Ensemble is also known as other names, such as multiple
classifier systems, committee of classifiers, or mixture of experts in the classification
context.
 
Combiner
C1 C2 C3 Ck
Resampling
Classifiers 
Data
Final decision  
Figure 5.8: Basic mechanism of ensemble construction. Dashed rectangle shows an
optional step.
Figure 5.8 shows the basic mechanism of ensemble construction methods. To build
an ensemble, we take a set of classifiers at a time or build the ensemble by adding
classifiers one after another. Each of the classifiers is given either the original data
set or a resampled data set from the original set. Dashed rectangle of Fig. 4.1 shows
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this fact as an optional processing step. Decisions from individual classifiers are then
combined through some combining mechanism to make a final decision.
There are several ensemble creation methods, such as bagging (8), boosting (65),
negative correlation learning (38), stacked generalization (73), and mixture of experts
(27, 30). Each of these methods has also different variations. The Design, implementa-
tions, and the issues of the ensemble methods can be found in (58). The methods vary
according to whether data are resampled or not, whether classifiers are added one after
another during training, and how the decisions from individual classifiers are combined.
The main goal of the ensemble methods is to create diversity among the classifiers,
so that the classifiers do not make error on the same part of the data, i.e., one’s error can
be compensated by the other members. Ensemble methods can be broadly divided into
two categories, explicit and implicit methods (10). The explicit methods incorporate
a diversity measure into the cost function directly, while the implicit methods create
diversity by presenting different data subsets to the member classifiers. In this study,
we applied two methods, negative correlation learning (38) and bagging (8). The former
is an explicit method and the latter is an implicit method. We briefly discuss these two
methods in the next two subsections.
5.6.1 Negative correlation learning
Negative correlation learning (NCL) for designing the ensembles is used, especially,
when the base learning systems are neural networks (38). It has shown several empirical
successes (9, 26, 39). The key idea behind the NCL is to encourage the individual
networks in an ensemble to learn different parts or aspects of a training data, so that the
ensemble can learn the whole training data better. The NCL does so by introducing a
correlation penalty term into the cost function. To formally represent the cost function,
let there be M individual networks in an ensemble. Then, the loss function for each
network j(1 ≤ j ≤M) is defined by
ej =
1
N
N∑
n=1
ej(n) =
1
N
N∑
n=1
1
2
(d(n)− fj(n))2 + 1
N
N∑
n=1
λpj(n) , (5.21)
where ej(n) is the error of the network j for n−th training pattern, and N is the size
of training set. Similarly, d(n), fj(n), and pj(n) are the desired output, actual output,
and correlation penalty function, respectively, for the n−th training pattern. In Eq.
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(5.21), the parameter λ is used to adjust the strength of the penalty. The penalty
function pj has the following form
pj(n) =
(
fj(n)− f¯(n)
)∑
k 6=j
(
fk(n)− f¯(n)
)
= − (fj(n)− f¯(n))2 , (5.22)
where f¯(n) is the average over the outputs of individual networks, also known as the
ensemble output when simple averaging is used to combine the individual network’s
output. Second part of Eq. (5.22) follows from the fact that
M∑
j=1
(
fj(n)− f¯(n)
)
= 0.
Minimization of Eq. (5.21) implies that each network has to minimize the difference
between the target output and its actual output, as well as the penalty term. Minimiza-
tion of the penalty term in Eq. (5.21) results in the maximization of the distance of
individual network’s output from the average value. It can be clearly understood from
the second part of Eq. (5.22) since there is a negative sign before the distance term.
Thus the penalty term encourages each network to be functionally different, and we
can expect to get useful diversity among the networks. Since the NCL incorporates a
diversity measure directly into the cost function, it is considered as an explicit method
(10).
Learning refers to the adjustment of connection weights in the neural network
paradigm. Supervised learning adjusts the weights by the optimization of some ob-
jective function. It is seen that in the practical implementation of NCL, a gradient-
descent learning is used to minimize the cost function of Eq. (5.21) (9, 10, 26, 39).
Since our proposed CVN model presented in the previous chapter can be trained by
a gradient-descent based learning method, NCL can easily be applied to the ensemble
of CVNNs. From Eqs. (5.21) and (5.22), it can be seen that the partial derivative of
ej(n) with respect to the output of network j is:
∂ej(n)
∂fj(n)
= − (d(n)− fj(n))− 2λ
(
1− 1
M
)(
fj(n)− f¯(n)
)
(5.23)
Now for any complex-valued weight w = wR + iwI , where i =
√−1, the update of the
weight is given by
∆w = −µ
(
∂ej(n)
∂wR
+ i
∂ej(n)
∂wI
)
= −µ
(
∂ej(n)
∂fj(n)
∂fj(n)
∂wR
+ i
∂ej(n)
∂fj(n)
∂fj(n)
∂wI
)
(5.24)
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where µ denotes learning rate. In the above equation,
∂ej(n)
∂fj(n)
can be substituted by
Eq. (5.23), while
∂fj(n)
∂wR
and
∂fj(n)
∂wI
can be computed from the functional form of the
activation function.
As an illustration of how an ensemble can improve the classification ability, we
present a solution of three-bit parity problem by an ensemble of three CVNs in Table
5.8. Note that this parity problem could not be solved by a CVN. When the ensemble
was trained with the NCL algorithm, as can be seen from Table 5.8, each of the CVNs
made error with one input pattern, which is shown in bold. However, the errors of
the CVNs were diverse, i.e., the CVNs made error on a single but different patterns.
As a result, one’s error can be compensated by the other CVNs. In other words, a
majority voting or a simple average of the outputs can solve the three-bit parity problem
completely. We further studied the parity−n problem for 4 ≤ n ≤ 9, and found that
an ensemble of CVNs could solve all the problems successfully. Higher-input parity
problems, however, required higher number of CVNs in the ensemble. For example,
the eight and nine-input parity problems required 10 and 19 CVNs, respectively.
Table 5.8: Input-output relationship of three-bit parity problem and the outputs of three
CVNs. The rightmost column shows the averages of the outputs.
Real input pattern Output f1 f2 f3 fens = f¯
0 0 0 1 0.9959 0.9586 0.9685 0.9743
0 0 1 0 0.0078 0.0037 0.0141 0.0085
0 1 0 0 1.0000 0.0042 0.0012 0.3351
0 1 1 1 0.9959 0.9600 0.9640 0.9733
1 0 0 0 0.0000 0.0201 0.0015 0.0072
1 0 1 1 0.9966 0.9920 0.0000 0.6629
1 1 0 1 0.9966 0.0000 0.9933 0.6633
1 1 1 0 0.0000 0.0151 0.0354 0.0168
It was shown by Ueda and Nakano (69) that the generalized error of an ensemble
can be decomposed into bias, variance, and covariance terms. The NCL tries to reduce
the covariance term (negatively) without affecting the bias and the variance terms (9).
The expected result of making the outputs of the members negatively correlated is that
the individual members will make error diversely. As explained for the three-bit parity
problem, such diversity lets an ensemble achieve better classification ability.
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5.6.2 Bagging method
It is the short name for bootstrap aggregating, and one of the earliest algorithms
for constructing an ensemble proposed by Breiman (8). In this algorithm, diversity
among the individual members is obtained by the bootstrapped replicas of the training
data. Different training data subsets are randomly drawn, with replacement, from the
entire training data. Each training data subset is used to train a different classifier.
Individual classifiers are then combined usually by some combining scheme, such as
majority voting or averaging the outputs (when the outputs are continuous and/or
have an interpretation of posterior probabilities) of the classifiers.
 
Algorithm: Bagging 
 
Input:  
 A set of training data { }( , ) | 1i iD x i Pω= ≤ ≤ consisting of P samples with correct 
classification label ωi 
 An integer T specifying the total number of CVNNs to be included in the ensemble 
 A fraction F that determines the number samples in each subset 
 
for t  = 1, …, T 
 
1. Take a bootstrapped replica or a subset of training samples, Dt , by randomly 
drawing with replacement, P×F samples from D. 
 
2. Create and train t-th CVNN with the training subset Dt. 
 
3. Add the t-th CVNN to the ensemble. 
 
end 
 
Figure 5.9: Bagging algorithm for creating ensemble of single-layered CVNN.
The algorithm for creating an ensemble of single-layered CVNNs by bagging is
shown in Fig. 5.9. The algorithm takes training data set D, number of classifier T , and
a fraction F as inputs. In each iteration t = 1, . . . , T , a subset of training data Dt is
created by randomly drawing an F fraction of the training samples, with replacement,
from the original training data D. The t-th single-layered CVNN is trained with the
data subset Dt, and added to the ensemble. In this way, an ensemble consisting of
T CVNNs is constructed. Since the data subsets are likely to be varied from each
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other, the individual members in the ensemble are likely to be diverse. In other words,
it can be expected that the individual classifiers will make error on different parts of
the data. Thus, the bagging algorithm, unlike the NCL, creates diversity implicitly by
data sampling method, without incorporating any diversity term directly in the cost
function.
5.6.3 Experimental studies
To evaluate the performance enhancement of single-layered CVNN by ensemble meth-
ods, we carried out experiments on 13 real-world benchmark problems. The problems
were taken from the UCI machine learning data repository. The data sets of our exper-
iments vary in their characteristics; for example, the number and types of the features,
the number of output classes, and the number of examples in the data sets. Table 5.9
shows the characteristics of the data sets. The details of the data sets can be found in
the website of data repository 1.
5.6.3.1 Experimental settings
In the classification problems, one is interested on the prediction ability of the classi-
fier model over unseen data, which is also known as generalization performance. We
measured the generalization performance in terms of classification error on the un-
seen data. This means the lower the classification error the better the generalization
performance. Since our purpose is to investigate the performance enhancement of
single-layered CVNN using ensemble methods, we first applied single classifiers, i.e.,
single-layered CVNNs, to the problems. Then the NCL and the bagging algorithms
were applied for creating the ensembles. We took 10 CVNNs in the ensembles for both
the NCL and the bagging algorithms. In a single-layered CVNN, the number of CVNs
was same as the number of classes for a given problem, and the CVN with the high-
est output designated the predicted class. All the experiments were performed using
activation function of Eq. (5.8).
To combine the decisions from the individual single-layered CVNNs, we used a
simple average of the output values since the output of the activation function used in
our experiments was continuous and bounded real valued in the range of (0, 1). This
1http://archive.ics.uci.edu/ml/datasets.html
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type of combining scheme is generally used when the outputs are continuous and/or
have an interpretation of posterior probabilities (33). After taking the averages of the
single-layered CVNNs (neuron by neuron basis) of the ensemble, the highest average
value designated the predicted class.
In case of bagging, when the data subsets were selected for the individual classifiers,
we drew 75% examples randomly, with replacement, from the original training data set.
For example, if a training data set was consisted of 100 items, 75 items were randomly
drawn, with replacement, to create a subset. Such kind of fractions is generally used in
the implementation of bagging algorithm as it does not allow much overlap among the
data subsets (58). During the training process we set the learning rate fixed at 0.15,
and initialized the real and imaginary parts of the complex-valued weights by random
numbers taken from a uniform distribution U(−0.5, 0.5). In case of NCL, we have
an extra parameter λ or the penalty coefficient. We set λ as 0.5 in our experiments.
Training epochs for each of the data sets are listed in Table 5.9.
Table 5.9: Characteristics of data sets and number of epochs.
Data set Cases Class Features Epochs
Continuous Discrete
cancer 699 2 9 - 60
credit-a 690 2 6 9 60
credit-g 1000 2 7 13 60
glass 214 6 9 - 100
heart-c 303 2 8 5 80
hepatitis 155 2 6 13 100
ionosphere 351 2 34 - 70
iris 150 3 4 - 100
satellite 6435 6 36 - 60
segmentation 2310 7 19 - 60
sonar 208 2 60 - 100
soybean 683 19 - 35 60
vehicle 846 4 18 - 60
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5.6.3.2 Experimental results
In this section, we report the testing error rates of single-layered CVNN ensembles for
the data sets presented in Table 5.10. Results were averaged over five standard 10-fold
cross validation experiments. For each 10-fold cross validation, the data sets were first
partitioned into 10 equal or nearly equal (since the number of examples may not be
a multiple of 10) sized sets, and then each set was used in turn as the test or unseen
data. Single classifiers (single-layered CVNNs) and the ensembles were trained on the
remaining nine sets. Table 5.10 shows the testing error rates of single classifiers (single-
layered CVNNs) and their ensembles trained with NCL. The error rates are presented
in terms of percentage of misclassifications. We also show the error reductions by the
ensembles in the rightmost column. The error reductions are presented in percentage
relative to the error of a single classifier. For example, an error reduction from 2.5 to
1.25 indicates a 50% reduction, just as a reduction from 5 to 2.5 would also be a 50%
reduction. It can be seen from Table 5.10 that the ensembles could reduce the errors
for all the data sets, except for the data set, iris. In many cases, the reductions were
impressive. For example, in case of the glass, ionosphere, satellite, segmentation, sonar,
and soybean problems, the classification errors were reduced by 13.0%, 19.3%, 18.7%,
22.1%, 19.4%, and 40.0%, respectively.
Similar results for the bagging algorithm are shown in Table 5.11. Here the ensem-
bles of single-layered CVNNs could reduce the testing error rates for all the data sets.
Error reductions were noteworthy for the data sets glass, hepatitis, iris, segmentation,
sonar, and soybean. Quantitatively, these reductions were 11.6%, 10.7%, 15.2%, 11.8%,
10.0%, and 35.6%, respectively. These results suggest that the ensemble methods can
be applied to the CVNN for its performance improvement.
We also compare the generalization abilities of the single-layered CVNN ensembles
with that of the conventional multilayer RVNN ensembles. The comparison is made
with the RVNN ensemble results reported in (51), where the authors evaluated the
generalization abilities of multilayer RVNN ensembles and decision tree ensembles. Our
purpose of comparing with the reported result is to see how much generalization can be
achieved by the single-layered CVNN ensembles in comparison to that of the multilayer
RVNN ensembles for the benchmark data sets. Table 5.12 shows the testing error rates
of the single-layered CVNN ensembles and multilayer RVNN ensembles for both the
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Table 5.10: Average test set error rates (percentage of misclassifications on unseen data)
of single-layered CVNNs and their ensembles trained with negative correlation learning
algorithm. Averages were taken over five standard 10-fold cross-validations. The rightmost
column shows percentage of error reduction by the ensemble with respect to a CVNN’s
error.
Data set CVNN CVNN ensemble (NCL) Error reduction (%)
cancer 3.6 3.5 2.8
card-a 14.3 13.7 4.2
card-g 26.2 24.5 6.5
glass 34.5 30.0 13.0
heart-cleveland 17.1 15.7 8.2
hepatitis 19.6 17.8 9.2
ionosphere 10.9 8.8 19.3
iris 3.3 3.3 0.0
satellite 13.4 10.9 18.7
segmentation 6.8 5.3 22.1
sonar 16.0 12.9 19.4
soybean 9.0 5.4 40.0
vehicle 21.3 20.3 4.7
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Table 5.11: Average test set error rates (percentage of misclassifications on unseen data)
of single-layered CVNNs and their ensembles trained with bagging algorithm. Averages
were taken over five standard 10-fold cross-validations. The rightmost column shows per-
centage of error reduction by the ensemble with respect to a CVNN’s error.
Data set CVNN CVNN ensemble (Bagging) Error reduction (%)
cancer 3.6 3.4 5.6
card-a 14.3 13.7 4.2
card-g 26.2 24.6 6.1
glass 34.5 30.5 11.6
heart-cleveland 17.1 15.7 8.2
hepatitis 19.6 17.5 10.7
ionosphere 10.9 10.3 5.5
iris 3.3 2.8 15.2
satellite 13.4 12.3 8.2
segmentation 6.8 6.0 11.8
sonar 16.0 14.4 10.0
soybean 9.0 5.8 35.6
vehicle 21.3 20.3 4.7
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NCL and bagging algorithms. The bagging results of the RVNN ensembles were taken
from (51), while the NCL results of RVNN ensembles were taken from our experiments
since NCL results were not available in (51). However, for the NCL results of RVNN
ensembles, we used the similar experimental settings of (51), such as the number of
hidden units in each RVNN of the ensembles, learning rate (0.15), momentum term
(0.9), and initial weights (randomly between -0.5 and 0.5).
The results of single-layered CVNN ensembles, in Table 5.12, show that between
the NCL and bagging methods, NCL could perform better for the data sets ionosphere,
satellite, and sonar, while the bagging algorithm performed better for the iris data set.
For the remaining most cases, the performances were more or less similar. Therefore, no
method seems to be superior to the other, although each of the methods could reduce
the error of the single classifiers.
If we take the best result of single-layered CVNN ensembles between the NCL and
bagging algorithms and the best result of multilayer RVNN ensembles similarly, for
each of the data sets from Table 5.12, and then compare, we see that the performance
of single-layered CVNN ensembles is almost similar to that of the multilayer RVNN
ensembles for most of the data sets. Moreover, for the data sets glass and sonar, CVNN
ensembles could perform even better. This comparison indicates that the single-layered
CVNN ensembles, even with only one computational layer in the individual classifiers,
could achieve comparable performance to that of the multilayer RVNN ensembles.
5.7 Conclusions
CVNNs are more general framework for neural computation than RVNNs. Conse-
quently, CVNNs can be applied to real-valued classification problems. Several previous
studies as well as our present study reveal that an single CVN has better classification
ability than an RVN. In the classification context, a CVN essentially performs two
operations, an aggregation of input signals and a threshold operation. An activation
function takes the main role in the threshold operation. Generally, activation functions
in RVNs are differentiable and bounded. Though there is no complex-valued activation
function having differentiability and boundedness at the same time in the entire com-
plex domain, one can treat real and imaginary parts of net-input of a CVN separately,
and combine them meaningfully relying on useful partial derivatives.
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Table 5.12: Test set error rates of RVNN (having one hidden layer) ensembles and single-
layered CVNN ensembles for two ensemble methods, NCL and bagging.
Data set CVNN ensemble RVNN ensemble
NCL Bagging NCL Bagging
cancer 3.5 3.4 3.3 3.4
card-a 13.7 13.7 13.9 13.8
card-g 24.5 24.6 24.9 24.2
glass 30.0 30.5 32.2 33.1
heart-cleveland 15.7 15.7 15.5 17.0
hepatitis 17.8 17.5 17.9 17.8
ionosphere 8.8 10.3 8.8 9.2
iris 3.3 2.8 2.7 4.0
satellite 10.9 12.3 10.9 10.6
segmentation 5.3 6.0 5.5 5.4
sonar 12.9 14.4 15.1 16.8
soybean 5.4 5.8 5.7 6.9
vehicle 20.3 20.3 20.4 20.7
Our contribution here is designing suitable activation functions for CVNs in the
context of binary classification tasks. The functions enable us do derive gradient based
learning rulr for the CVN. We have exhibited that a CVN with the proposed activation
function has better classification ability than the previous studied CVN models. We
also considered single-layered CVNNs in order to apply them in multiclass classification
problems. In this regard, experiments were performed with some benchmark problems.
Single-layered CVNNs seem to be faster in learning than the multilayer RVNNs in terms
of learning steps or epochs. Furthermore, generalization ability of the single-layered
CVNNs is comparable to that of multilayer RVNNs for the benchmark problems. One
advantage of single-layered CVNNs is they are simple for hardware implementation
than multilayer RVNNs.
We then studied ensemble approaches in order to enhance the classification ability of
single-layered CVNN. Although we applied two ensemble methods, NCL and bagging,
any ensemble method can be easily applied to our CVN model, due to its gradient-
descent based learning rule. We explained how an ensemble of CVNs could solve the
three-input parity problem, which could not be solved by a single CVN. Solving the
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parity problem up to nine inputs, by the ensembles of CVNs, has also been reported.
This indicates a substantial performance improvement by the ensembles. The essence
of the performance improvement is that the individual classifiers should not make error
on the same part of the data. Experimental results with NCL and bagging showed
that the ensemble methods could improve the performance of single-layered CVNN for
almost all the data sets. However, none of the methods (NCL and bagging) seems to
be superior to the other.
In general, a single-layered CVNN, which has a fixed structure for a given prob-
lem (determined by the input and output dimensions of the problem), will not match
with all possible problems’ complexities. Nevertheless, the generalization ability of the
single-layered CVNNs and their ensembles on several real-world benchmark problems
reveals their high information processing capabilities, even with only one computing
layer. Comparison with the multilayer RVNN ensembles supports this fact. Specifi-
cally, single-layered CVNN ensembles could achieve almost similar generalization per-
formance to that of the multilayer RVNN ensembles, and for some data sets even better.
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Chapter 6
Conclusions
6.1 Summary
In this thesis, we have developed several learning algorithms for both single and multi-
layer complex-valued neural networks (CVNNs), which is an emerging research area. In
order to show the usefulness of the developed methods several applications, including
function approximations in the complex-domain, communication channel equalization,
wind signal prediction and pattern classification have been illustrated.
In chapter 1, we have demonstrated some motivating examples where complex-
valued data naturally arises. In the interferometric synthetic aperture radar (InSAR),
acquired signal is a complex-valued image where amplitude represents reflectance and
phase carries the information of relative distance. Magnetic resonance imaging (MRI)
also manifests complex-valued signal from which understandable image is constructed
using Fourier transform. The other examples include, processing real-valued signal in
the frequency domain, complex baseband representation of passband signals, modeling
2-dimensional real-valued data, such as wind and hand skeleton as a complex number
field. Adaptive processing of the complex-valued data requires appropriate treatment
to both amplitude and phase, which eventually led the development of CVNNs. The
key aspect of CVNN is that the parameters are complex numbers and computation
follows complex algebraic rule.
Chapter 2 illustrated the difficulties of finding or designing nonlinear activation
functions in the CVNNs. The topic is one of the major concern in the development
of CVNNs. Unlike real-valued neural networks (RVNNs), analyticity and boundedness
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cannot be achieved at the same time in the complex domain. As a trade-off nonanalytic
bounded functions are more widely used than the analytic (holomorphic) functions as
they provide more regularity in the learning process.
Because nonholomorphic functions do not have standard complex-derivative and
that the cost function is essentially nonholomorphic, learning algorithms generally are
derived by expressing the cost function in the real domain and make use of real deriva-
tives. This approach is tedious especially if we attempt to derive faster and sophis-
ticated learning algorithms. Therefore, we take a simpler approach using Wirtinger
calculus that generalizes the concept of derivative and can handle both holomorphic
and nonholomorphic function together. A systematic method is developed in Chapter
3 with a view to formulating well known algorithms for the RVNNs in the complex
domain. The key steps are: (i) computing ordinary and its conjugate derivatives us-
ing Wirtinger calculus, (ii) using coordinate transformation between real and complex
conjugate coordinate system to change the relevant formula of real-valued case to the
complex domain, and (iii) using functional dependency graph to organize derivative
computations. Two most well known algorithms, gradient descent and Levenberg-
Marquardt algorithms were derived. We found that linearizing a nonlinear CVNN
model brings in a least squares problem involving complex and its conjugate variable.
A solution to the problem with proof is also presented.
Chapter 4 has dealt with simpler CVNN model called complex-valued functional
link network (CFLN). Although in the real domain there have been a good amount
of researches and applications of functional link network (FLN), only few efforts are
given toward this. The CFLN which is a single-layered network obtains nonlinearity by
enhancing input layer by the multivariate polynomials. Orthogonal least squares (OLS)
method was adopted for including only the relevant polynomials terms instead of all.
Moreover, polynomial degree was automatically estimated in this method by searching
from lower to higher degree terms sequentially. Consequently, the method yielded a
parsimonious input layer. Application to function approximation, wind forecasting, and
nonlinear channel equalization has showed potential possibilities of considering CFLN
in those applications.
We have investigated another potential application of CVNN in the pattern classi-
fication problems in Chapter 5. Only single-layered CVNNs has been considered. It is
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shown by other researchers that a complex-valued neuron (CVN) is much more power-
ful than a real-valued neuron (RVN) in that it can solve several nonlinearly separable
problems. In order to facilitate discriminating functionality by a complex-valued neuron
(CVN), we have proposed two activation functions. Both functions map complex num-
bers to real numbers which can be used as a discriminating score. It is demonstrated
that our modified CVN model performed better than other existing approaches. We
also performed an empirical study on the classification performance of single-layered
CVNNs in real-world benchmarking problems. Comparison with multilayer RVNNs
showed that despite no hidden layer, single-layered CVNNs could achieve comparable
performance. Moreover, learning convergence was observed to be much faster than the
RVNNs.
We have also studied ensemble methods in single-layered CVNNs to enahance their
classification ability. The main point in the ensemble is to take several opinions by the
experts into account while making final decision, which is at least better than a single
opinion. Among various methods, we studied negative correlation learning (NCL) and
bagging method. Experimental studies exhibited that like the RVNNs, ensemble in
the CVNNs is also preferable as they can enhance classification ability. Furthermore,
classification performance was comparable, sometimes even better, to the ensemble of
multilayer RVNNs.
6.2 Future works
Although we have contributed only a little in the progressing research of CVNNs, there
are several interesting scopes of further development which we list below:
• While deriving learning algorithms with Wirtinger calculus, we considered only
feedforward CVNNs. However, there are other important neural models like
recurrent network, self-organizing map and associate memory. The learning al-
gorithms that depend on derivatives could be formulated in the complex domain
using the guideline presented in Chapter 3.
• There is still no study on the analysis of learning algorithms or on the theoretical
aspect of approximation ability of general CVNN framework. This could be as
challenging as interesting research direction.
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• The CFLN proposed in Chapter 4 could be improved further by limiting the
search space. At present, we construct all monomials of a given degree and using
modified Gram-Schmidt orthogonalization, the useful monomials are selected.
Therefore, if early pruning, i.e, without generating all terms, can be devised it
would substantially reduce computing time.
• Our study of CVNN on pattern classification problems considered only single-
layered networks. To solve more complex problems, multilayer CVNN might be
required. In that case, we need to design complex-valued hidden units so that
they enchance discriminating ability by nonlinearly mapping input features.
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