Elliptic matrices with zero diagonal  by Fiedler, Miroslav
Elliptic Matrices With Zero Diagonal 
Miroslav Fiedler 
Mathematics Institute Acad. 
iit& 25 
Praha 1, 11567 Czech Republic 
Submitted by Jo& A. Dias da Silva 
ABSTRACT 
In connection with simplex geometry, the author studied elliptic matrices. In the 
present paper, some of the results are generalized. 
1. NOTATION AND PRELIMINARIES 
Except for Lemma A below, all matrices considered in this paper will be 
real. 
We call a symmetric matrix elliptic if it has exactly one (and simple) 
positive eigenvalue. In addition, we call such a matrix special if all its 
diagonal entries are equal to zero. 
We denote by Xn the class of all special elliptic matrices of order n, and 
by c its subclass consisting of all nonnegative matrices in Xn. 
We recall (cf. [l, p. 2521) th* t a a complex rectangular matrix is called a 
partial isomety if all its (nonzero) singular values are equal to one. In 
Section 2, we shall use the following lemma. 
LEMMA A. Let P be an n x s partial isomety with rank s; let R be an 
s x s complex matrix. Then the matrix PRP* is (even unitarily) similar to the 
n X n block matrix 
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Proof. Since P*P = I, there exists an n X (n - s) matrix Q such that 
(P, Q> is unitary. The equality 
(P>Q)(; ;)( ;:) = PZW* 
then completes the proof. 
2. A NORMAL FORM FOR SPECIAL ELLIPTIC MATRICES 
We shall first describe some elementary properties of the classes Xn and 
K+. 
THEOREM 2.1. The class x is nonvoid for every n > 2. 
Proof. The matrix 
‘0 1 0 ... 0' 
1 0 0 ... 0 
. . . (1) . . . 
\; (j (j . . . 0, 
belongs to x. n 
In the following theorem, we denote by D(A) the diagonal matrix with 
the same diagonal entries as those of the square matrix A. 
THEOREM 2.2. Let A # 0 be a positive semidefinite matrix of order 
n > 2; let B be a positive semidefinite matrix of rank one such that D(B) = 
D(A). Zf C = B -A is not zero, then C ~3~. 
Conversely, if C E Xn, there exist a positive definite nonzero matrix A 
and a positive semidefinite matrix B of rank one such that C = B - A. 
Proof. The matrix C from the first part has zero diagonal and at most 
one positive eigenvalue. Since C # 0 and the trace is zero, it has at least one 
positive eigenvalue, and thus is elliptic. 
Conversely, for C EX” let 
c = cq)v”v,‘- qvp; - *** -LY”_lv,_p,T_lr 
a0 > 0, ai 2 0, i = l,..., n - 1, vi orthonormal, be the spectral decompo- 
sition. It then suffices to take B = q,v,v,’ and A = B - C. w 
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THEOREM 2.3. The determinant of a nonsingular matrix in X, has sign 
C-W’. 
Proof. Follows from the fact that the determinant is the product of the 
eigenvalues. n 
THEOREM 2.4. Let m, n be integers, n > m 2 2. ZfA EXI, (x), then 
every principal m x m submatrix of A either is zero or belongs to Xn (x). 
Proof. For m = n - 1, every nonzero m X m principal submatrix of 
A E%~ has, by the interlacing theorem, at most one positive eigenvalue. 
Since its trace is zero, it has at least one such eigenvalue. The rest follows by 
induction. The same is true for x. n 
THEOREM 2.5. Let A l 2$, n 2 2, have all off-diagonal entries different 
from zero. Then there exists a diagonal matrix S = diag(s,, . . . , s,) with 
si E {-l,l} such that SAS E*. 
Proof. For n = 2, the assertion is trivial. Let n > 3. Since for 1 < i <j 
the principal minor with indices 1, i, j is positive and equal to 2a,,alia,j, it 
suffices to choose sr = 1, si = sgn ali, i = 2,. . . , n. H 
LEMMA 2.6. Let A = (aik) EZ, have the off-diagonal entry apq equal 
to zero. Then the pth and qth rows are proportional. 
Proof. The assertion is true for n = 2 and n = 3. Let n > 4; let r, s be 
indices such that p, q, r, s are all distinct. By Theorem 2.3, the principal 
minor in the rows with these indices, which is the square of 
is nonpositive, and hence zero. H 
COROLLARY 2.7. Every nonsingular matrix in Zn has all off-diagonal 
entries diferent from zero. 
COROLLARY 2.8. Let A = (a,,) ~3~. Zf apq = 0 and aqr = 0 but aqs # 
0 for some s, then apr = 0 as well. 
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In the main theorem of this section, we call normalized general diagonal 
matrix any matrix of the block form 
d, 0 ..a 0 
0 d, 1.. 0 
. . 
. . 
(j (j . . . ;, 
0 0 *a* 0 
where the di’s, i = 1, . . . . t are column unit vectors with all coordinates 
different from zero. 
THEOREM 2.9. Let A ~3~ have rank r. Then there exist an integer t, 
r Q t < n, an n x n permutation matrix P, an n X t normalized general 
diagonal matrix D, and a matrix A, l 3$+ with rank r such that 
A = PDA,DTPT. (2) 
The matrix A, is unique up to a simultaneous permutation of rows and 
columns. 
Conversely, if A, E* has rank r and if D is a normalized n x t 
diagonal matrix and P an n X n permutation matrix, then A from (2) is an 
elliptic matrix in 7, with rank r. 
Proof. Let A ~3~ have rank r. By a suitable simultaneous permutation 
of rows and columns we can arrange that the last m rows and columns are 
zero but none of the first n - m rows is zero anymore. Suppose that n > m 
and that A = (Liik), i, k = 1,. . . , n - m, is the upper left comer of the 
resulting matrix. 
Define a nondirected graph G = (V,E) as follows: V = (1, . . . , n - m}; 
(i, k) E E if and only if Zik = 0. Since A E Zn _m, Corollary 2.8 implies that 
each component of G is a complete graph. Let t be the number of 
components of G, with k,, . . . , k, vertices, respectively. 
Again by a suitable permutation of the first n - m rows and columns of 
A, we can arrange that the first, say, k, indices correspond to the vertices in 
the first component, etc., and the I!st k, vertices to the vertices in the last 
component. The resulting matrix A can then &be written in the block form 
( Aik), i, k = 1,. . . , t; the diagonal blocks Aii are zero blocks, and the 
off-diagonal blocks have all entries different from zero. By Lemma 2.6, the 
block rows of A^ have rank one. Therefore, there exist unit column vectors $, 
ELLIPTICAL MATRICES WITH ZERO 
i = l,..., t, with all entries different 
i, k = 1,. . . , t, i z k, such that 
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from zero, and nonzero numbers F,k, 
k=l,..., t, i#k. (3) 
Dentte by 2 the t X t matrix (Fik) completed by Fii = 0, i = 1,. . . , t, 
and by D the n X n matrix 
d; 0 *** 0 
0 cl2 *** 0 
. . 
. . . . 
0 0 ... lx& 
0 0 *** 0 
with the last block row having m rows. By (31, 
for a suitable permutation matrix Q. Since 6 is a partial isometry, Lemma A 
from Section 1 implies that A is similar to the 12 X n matrix 
Consequently, Ei E& and has rank r. 
By Theorem 2.5, there exists a diagonal matrix s^ = diag(s,, . . . , st) with 
si E (- 1, l} such that 
Altogether, we obtain (2) for D = I% and a suitable permutation matrix P. 
Uniqueness of A,, follows from the fact that the entries of A,, are 
Frobenius norms of the blocks of the matrix A^, which is, up to a simultane- 
ous permutation of block rows and block columns, unique. 
The converse is due to Lemma A and is easily established. n 
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3. MENGER MATRICES 
We call an n x n matrix M = (mik ), i, k = 1, . . . , n, a Menger matrix if 
there exist n points I’,, . . . , P, in some Euclidean space with distance ~(0, . > 
such that 
mik = p”( pi> pk) for i,k=l,..., n. 
These matrices have also been called Euclidean distance matrices. In [4], 
the matrix - +M was called the distance matrix. We use the name of K. 
Menger, who in 1928 started the study of them [6]. 
To characterize Menger matrices, we present here without proof a 
convenient translation of Menger’s conditions by Blumenthal [2]. 
THEOREM 3.1. A symmetric n X n matrix M = (mik) is a Menger 
matrix if and only if 
mii = 0 for i = l,...,n 
and 
i mikxixk<O wheneverx,,...,x,satisfy kxi=O. 
i,k=l i=l 
We shall find now a relation between the class of Menger matrices and 
the class e. 
THEOREM 3.2. Let A = (uik) be an n X n symmetric matrix with zero 
diagonal and all off-diagonal entries in the first row: diferent from zero. Then 
A EK ifund only if the (n - 1) X (n - 1) matrix 
B = (bik), i,k =2 ,..., n, 
bik = n,k, 
alialk 
is a Menger matrix. The rank of A is equal to s + 2, where s is the dimension 
of the linear hull containing all the points corresponding to the Menger 
matrix. 
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Proof. First let B be a Menger matrix corresponding to a set of points 
c 2, . . . , C,, in an s-dimensional (but not less-dimensional) Euclidean space 
E,$. Let 
c, = (e,,...,q, k = 2,...,n, 
express the coordinates of these points in some orthonormal basis of E,. 
Thus, 
and 
12 2 2 
Cl c2 cs 1’ 
rank 1 : 1 1 =s+l. . . . . 
e, 22 Z,& 1, 
Observe that the quadratic form corresponding to 
g= 0 eT 
i I e B’ 
can be written as 
- 
e = (1,l 
1 
- x,-I 
2 [ 
. . ..l)‘. 
(4 
n s 
r2 
+ 1 Ct xr- 5% r=2 t=1 r=P 1 
2 
It follows then from Theorem 3.2 that B’ EK and the same is true for A, 
since it is obtained from B by multiplication by a diagonal matrix with 
positive diagonal entries from both sides. 
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To prove that B’ has rank s + 2, it suffices to show that the s + 2 linear 
forms 
are linearly independent. By (4), the last s forms and the form C:=, X, 
obtained as the difference of the first two forms are linearly independent. 
The form obtained by summing the first two forms contains a new variable x1 
and is thus independent from the preceding. 
Conversely, let A EX. Then 
belongs to x as well. Let yi, . . . , yn be real nu_mbers satisfying C:= 2 y,. = 0. 
Suppose that C:, s= 2 b,, y,. yS > 0. The form xTBx is then nonnegative on the 
two-dimensional linear space spanned by the vectors (1, 0, . . . , OjT and 
(0, y 2>“‘> yJr, which is impossible by the ellipticity. Thus C:, s=2 b,, yr yS < 
0 whenever C:= 2 y,. = 0, which by Theorem 4.1 implies that B is a Menger 
matrix. n 
THEOREM 3.3. Every nonzero n x n Merger matrix belongs to q. The 
converse is not true for n > 3. 
Proof. The first assertion follows from Theorem 2.4, the second from 
the fact that for n > 3 the matrix (1) belongs to q but is not Menger. w 
In the sequel, we shall use the following convention. For any square 
matrix 2. we call the matrix 
the extended matrix of Z. We also call an n X n Menger matrix simphcial if 
it corresponds to the vertices of an (n - Dsimplex. 
We can formulate now a corollary to Theorem 3.2. 
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COROLLARY 3.4. A symmetric matrix is Menger if and only if its ex- 
tended matrix is in P. 
Another immediate consequence of Theorem 3.2 is the following. 
THEOREM 3.5. A Menger matrix is simplicial if and only if its extended 
matrix is nonsingular. 
We conclude this section by investigating convexity. 
THEOREM 3.6. The set of all n x n Merger matrices is a convex cone. It 
is a proper cone in the linear space of symmetric matrices with zero diagonal. 
Its extreme rays correspond to n-tuples of points on a line. 
Proof. The first assertion follows immediately from Theorem 3.1. The 
second is easy: the matrix eeT - Z is an interior point. The last assertion is a 
consequence of the fact that in expressing the squares of distances of points 
in orthonormal coordinates the sum of matrices of the form ( zi - zk>’ 
suffices. n 
REMARK. As the direct sum of two copies of the matrix 
01 ( 1 10 
(completed eventually by zeros) shows, the class x is not convex for n > 4. 
4. MATRICES OF CLASS %’ 
In this final section, we shall investigate negative inverses of nonsingular 
matrices in X. Formally, we shall denote by .Y,, the class of all matrices G 
for which -G-l belongs to x. By the definition of the elliptic matrix and 
by Theorem 2.3, we have immediately: 
THEOREM 4.1. Every matrix in .Y,, is symmetric and has one negative 
and n - 1 positive eigenvalues. 
THEOREM 4.2. Every matrix in 5?,, has all principal minors of order 
<n - 2 positive, all principal minors of order n - 1 equal to zero, and the 
determinant negative. In addition, the annihilating vector of each principal 
submatrix of order n - 1 can be chosen positive. 
All these properties together characterize the matrices in gn. 
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Theorem 2.4 has its counterpart in the following theorem: 
THEOREM 4.3. Let A E Z?‘,,, and let B be a principal submatrix of order 
at most n - 2. Then the Schur complement A/B is in gn’,- m. 
This theorem suggests that if G E .Y” belongs to the class Z (i.e., all its 
off-diagonal entries are nonpositive), then G will be an Na-matrix (cf. [5]>. 
However, even general matrices in Fn have interesting sign properties. 
THEOREM 4.4. For A E .I?“, the graph of the negative part A- of A is 
2-connected (i.e. is connected even if we remove any one of its vertices). 
Proof. In matricial form, this means that for every (n - 1) x (n - 1) 
principal submatrix B of A, the negative part 1 B- of B is irreducible. 
Suppose thus that B- is reducible, where B is the submatrix of A = (aik) 
obtained by deleting the last row and the last column of A. 
By Theorem 4.2, B is positive semidefinite of rank n - 2 and there exists 
a positive vector p = (pi>, i = 1, . . . , n - 1, 
. . , n - 1) such that 
aik > 0 whenever i E M, and k E M,. (5) 
Since c;I :aik p, = 0 for all i E M, we have 
n-l 
c pikFlaikPk = ” 
iEM, 
The left-hand side is then 
i kFM aik?hpk + c c aikPipk* 
. 1 iEM, keM, 
(6) 
The first summand is positive, since it is the value of a positive semidefinite 
quadratic form for a vector not belonging to the kernel; the second is 
nonnegative by (5). This contradiction proves that B- is irreducible. W 
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EXAMPLE 4.5. The n x n matrix 
p -1 0 0 ... 0 -1 
-1 p -1 0 ... 0 0 
0 -1 /_L -1 *** 0 0 
-1 (j (j (j . . . -1 /.L 
i 
7T 
jL=2 l-cos- 
1 n-1. 
belongs to A?,,, and the graph of its negative part is exactly 2-connected. 
There are exactly three nonisomorphic sign patterns of matrices in ,Yd. In 
[3], all 20 nonisomorphic sign patterns of matrices in L?~ were found. 
PROBLEM. Characterize all possible sign patterns of matrices in gn. 
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