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Abstract
We reintroduce the model of Callaway et al. [1] as a special case of a more general model
for random network growth. Vertices are added to the graph at a rate of 1, while edges are
introduced at rate δ. Rather than edges being introduced at random, we allow for a degree of
preferential attachment with a linear attachment kernel parametrised by m, where the original
model is recovered in the limit of no preferential attachment, m → ∞. As expected, even weak
preferential attachment introduces a power-law tail to the degree distribution. Additionally, this
generalisation retains a great deal of the tractability of the original along model with a surprising
range of behaviour, although key features are modified for finite m. In particular, the critical
edge density, δc, which marks the onset of a giant network component is reduced with increasing
tendency for preferential attachment and the discontinuity in mean component size exists only
for an unbiased random graph. Most notably, the positive degree correlation introduced by the




Few networks remain unchanged with time. From the rapidly expanding network of pages
that comprise the world wide web, to the power grid, growing alongside our exponentially
increasing demand for energy. The timescales associated with changes in these structures
can vary from days to decades, while natural systems such as biochemical reaction networks
and food webs change on ecological or even evolutionary timescales.
While many of these networks appear mechanistically distinct, the realisation that they
may share a number of commonalities has prompted a great deal of research. Of particular
interest has been the apparent ubiquity of power-law degree distributions, and what have
come to be called scale-free networks. In this regime we find many vertices with few con-
nections, but also a number of extremely well connected nodes, far more than could exist
if connectivity were, say, Gaussian. The vast disparity of connectivity suggests there is no
characteristic scale, and there is no typical value for the number of connections to a single
vertex. Examples include networks of scientific collaborators, where vertices represent au-
thors joined by edges when they collaborate [2] and transport networks such as roads which
join at junctions [3]. Further examples of scale-free networks, and power-laws ace discussed
in reviews by [4] and [5].
[6] began to answer the question of the origin of these commonalities, demonstrating
that scale-free degree distributions may emerge though a process of preferential attachment
whereby newly added vertices are connected to existing vertices with probability proportional
to their degree. In contrast, [1] introduces a minimal model of network growth in the absence
of preferential attachment; vertices are added to a graph at a constant rate and random
pairs are connected at a lower rate. Along with a number of interesting mathematical
properties, they note that the model history results in older vertices tending to be more
highly connected, purely due to having existed longer than younger vertices. Furthermore,
these tend to be connected amongst themselves, introducing a positive degree correlation.
We aim to reintroduce the random growth algorithm of [1] as a special instance of a
more general algorithm for random growth by allowing either or both ends of added links to
attach preferentially to high-degree nodes to varying extent via a linear attachment kernel.
Mathematically, this introduces complications, though much of the tractability of the original
model is retained. However a number of key observations are disrupted, particularly the
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associative mixing.
The algorithm for growing the network is as follows. At each time step, t, we add a single
vertex such that the number of vertices is equal to t. Additionally, at each time step adds
edges are added at the rate δ. While [1] consider only δ ≤ 1, this can in principle be very
much larger. New edges join a random pair of existing vertices neither of which need be the
most recently added vertex. They are joined with probability proportional to their weight
which is made up of contributions from their existing connections and a fixed constant.
This algorithm continues to t = tmax, at which point we analyse the resulting network. The
vertex weight is chosen to be the vertex degree k plus a constant m, similar to the method
implemented by [6]. In our terms, the probability Pi,k that vertex i is linked to vertex j by




where k is the vertex degree, and m parametrises the preference for the new edge to join
vertices with a high degree. This model differs significantly from other models of preferential
attachment in that networks produced are generally sparse except for high δ and there is
no distinction made between the existing and newly added vertices (as opposed to the fully
connected network of [6], where newly added vertices are always connected). We concentrate
numerical results on two specific instances of this model, and Fig. 1 shows a section of graphs
generated by these different methods.
(a) m→∞, where vertices connect randomly, without preference to another vertex exactly
as [1].
(b) m = 1, where both ends of newly added vertices have a strong preference for vertices
with several connections.
The analysis which follows is significantly simplified by considering the model case where
both ends of a new link have the same for preferential attachment. The extension to allow
distinct bias for each end of an edge (m1 and m2) is trivial and displays the same qualitative
behaviour. At each stage, we compare analytical results to those derived from numerical
simulation.
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(a) m→∞ (b) m = 1
FIG. 1: A sample from the core of a graph grown by our algorithm for the two cases
considered with δ = 1
2
. The images show that finite values for m produces hub and spoke
type structures, indicative of power-law degree distributions expected from preferential
attachment rules. Singletons are not plotted although graphs generated by such an
algorithm are generally very sparse.
DEGREE DISTRIBUTION
To begin the analysis of this model we follow tradition and derive the steady-state degree
distribution for this type of grown graph. The master equation approach gives the expected
change in number of vertices with degree k, dk,t, between time t and t+ 1. The special case
of d0,t is simple since we add isolated vertices at a rate of 1, and find they are connected at
rate
〈d0,t+1 − d0,t〉 = 1− 2δm
t(m+ 2δ)
d0,t. (1)
Similarly, the same formulation is applied more generally to higher degree vertices. The
change in dk,t is the difference between the expected number of vertices with degree k − 1
which gain an edge, and those of degree k which gain an edge.
〈dk,t+1 − dk,t〉 = 2δ(k +m− 1)
t(m+ 2δ)
dk−1,t − 2δ(k +m)
t(m+ 2δ)
dk,t. (2)
From numerical simulation, we find the frequency distribution dk increases linearly with
simulation time. As such, we assume the graph grows to a steady state where dk is related
to the steady state degree distribution, pk, by
dk,t = pkt. (3)
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This expression can be shown to be appropriately normalised since as stated, model time t
is exactly equal to the number of vertices,
∑
k dk. We seek a solution to eq. (2) of this form





+ k +m+ 1
pk−1. (4)


























This result gives the degree distribution for case (a) where edges connect random vertices
without preference, and is identical to the result for a randomly grown graph [1]. Unsur-
prisingly, the graph degree distribution has a power-law tail. The exponent can be found in
the large k limit using Stirling’s approximation. We find
pk ∼ k−(m2δ+2) (7)
except in the case where m  2δ, where pk tends towards an exponential distribution,
illustrated in Fig. 2. Interestingly, strong power-law behaviour (γ < 3) is only found where
2δ > m. We can say that a highly skewed degree distribution is only found for sufficiently
high δ - the sum weight of vertices due to their edges must be greater than the sum weight of
vertices for simply existing in the graph in order to see significant preferential attachment.
This effect becomes important later.
GIANT COMPONENT
We know to expect case (a) to undergo a phase transition across which the expected com-
ponent size jumps discontinuously [1]. We begin to uncover the corresponding behaviour of
case (b) by deriving an expression for the size of the giant connected component, if any.
5
H a L ç m ® ¥
H b L á m = 1





























FIG. 2: The degree distributions pk for two model cases considered with δ = 1. Plot points
indicate distributions are each measured from 50 repetitions of numerical models of
tmax = 2× 107 vertices, while solid lines indicate the numerical results of Eq. (6). Strong
agreement between the simulation and analytical progress indicates assumption of large t
is satisfactory in this case.
The number of connected components of size x, Nx can similarly be derived by a master
equation approach. The expected change in the number of connected components of size x
at time t, Nx,t has two separate contributions. Firstly, from the likelihood of joining different
combinations of components which when connected form a component of size x, and also
from the likelihood of joining a component of size x to any other component. At first, an
issue appears to be that we only expect the sum of the weighting within a component to
increase linearly with component size for m → ∞, where individuals are weighted equally.
However, by making the assumption that connected components do not contain cycles or
self-connections (almost certainly true outside the giant component for large t where the
probability of joining vertices from the same component is small) then sum of weights in a
finite component of size x is given in Eq. (8), and illustrated in Fig. 3.
x∑
i=1
(m+ ki) = (m+ 2)x− 2. (8)

































FIG. 3: The weighting of each vertex in a connected component without cycles or
self-connections. Since almost all connected components outside the giant component are
of this variety, the sum of weights of a component of size x is given, to a good
approximation, in Eq. (8).
connected to larger components at a rate of 2δ m
t(m+2δ)
N1,t.
〈N1,t+1 −N1,t〉 = 1− 2δm
t(m+ 2δ)
N1,t. (9)
For x > 1, we find more generally that












As before, we seek a solution to Eq. (10) of the form
Nx,t = axt
where ax is the steady state solution to the distribution of component sizes. This can be in-
terpreted as the expected number of connected components of size x per vertex. Substituting
this in to Eq. (10)






















This can be solved iteratively to find the fraction of the network connected into the giant
component, though we seek a more useful formulation through the use of generating func-
tions. We define the generating function for the probability that a randomly chosen vertex






Recall that the distribution ak is not normalised. The sum g(0) gives the ratio of the number
of connected components to the number of vertices, such that g(0) = 1 only when δ = 0.






The interpretation of xax is the likelihood of a randomly selected vertex belonging to a
connected component of size k. The sum g′(0) is therefore unity when no giant connected
component exists (all components have finite size). Above the phase transition, the fraction
of the graph occupied by the giant component, S, can be extracted by
S = 1− g′(0). (13)
Multiplying Eq. (12) by exz, summing over x and substituting Eq. (12) for the case where
x = 1 gives
2δ(m+ 2δ)(m+ 2)g′(z) =
δ(m+ 2)2g′(z)2 + 4δg(z)2 − 4δ(m+ 2)g(z)g′(z)
−(m+ 2δ)(m− 2δ)g(z) + (m+ 2δ)2. (14)
Solving this equation with the initial condition (z0, g(z0)) = (e
z0 , ez0a1) for large negative
values of z0. It is found that ln 10
−6 provides sufficient accuracy. The giant component size
is shown in Fig. 4.
As we might expect, the strong preference for vertices of higher degree in case (b) causes
a giant connected component to emerge at smaller values of δ compared with the random
model (a). The reason for this is that the limited edges will tend to be concentrated over a
smaller fraction of vertices, producing a giant connected component. However, its growth is
inhibited by an increasing number of internal connections which do not increase its absolute
size.
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FIG. 4: The fraction of the network connected to the giant component for the two model
cases. Plot points are each measured from 25 repetitions of numerical models of
tmax = 20× 106 vertices, while solid lines indicate the results of Eq. (13) with numerical
integration of Eq. (14).
MEAN COMPONENT SIZE

















The position of the phase transition can be determined by examining the form of g(0) in
the g′(0) = 1 regime, that is to say the range of δ for which no giant connected component
exists. Substituting this into Eq. (14) at z = 0, and solving for g(0) gives
g(0) =
m2 − 4δ2 + 4δ(m+ 2)± (m+ 2δ)2
8d
. (15)
Since we know that as δ → 0 the ratio g(0) approaches unity, we choose the negative
signed solution, which contracts Eq. (15) to g(0) = 1− δ. This exactly reflects our previous
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assumption that finite components contain no internal connections, and new edges always
join components. Differentiating Eq. (14) and applying L’Hoˆpital’s rule in the limit z → 0
with g(0) = 1− δ and g′(0) = 1 gives
g′′(0) =




m2 + 4δ2 − 4δm(2m+ 3)
4δ(m+ 2)2
(16)





3m+ 2m2 − 2
√
2m2 + 3m3 +m4
)
, (17)
noting that Eq. (16) is only valid for δ ≤ δc. We choose the solution with the negative
sign since we know that for δ = 0, each vertex belongs to a component of size one, such
that 〈s〉 = 1. δc indicates the position of the emergence of a giant connected component.
Expanding this in the limit m→∞ gives δc = 18 , exactly as with the random grown graph
[1]. In the absence of any closed form expression of g(0) from Eq. (14) for the general case
of g′(0) < 1, we solve for g′′(0) numerically with the initial condition (z0, g(z0), g′(z0)) =
(ez0 , ez0a1, e
z0a1) for large negative values of z0. Results are displayed in Fig. 5.
Interestingly, it appears as though a discontinuity at δc only exists for the randomly
grown graph shown in Fig. 5a, where g′′(0) and therefore 〈s〉 jumps from 2 to 4 at δc = 18 .
The presence of preferential attachment breaks this, and numerical integration of Eq. (14)
suggests a smooth change in 〈s〉 across the transition. Additionally, δc is shown to shift left
for small m, as indicated by Fig. 4.
DEGREE CORRELATION
We have found an aspect in which the randomly grown graph represents a special case of
a more general grown graph with qualitatively different properties. This can also be seen
by examination of associative mixing in our model [1, 6, 7]. The explanation for positive
associative mixing in the randomly grown graph is that older vertices, introduced at small t
will not only accumulate more connections, but they will be more likely to find connections
amongst themselves in comparison to younger vertices introduced at larger t. The result is
that vertices of high degree are likely to attract connections to other vertices of high degree,
resulting in associative mixing.
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FIG. 5: Plot points are each measured from 25 repetitions of numerical models of
tmax = 20× 106 vertices, while solid lines indicate the results of numerical integration of
Eq. (14). Dashed lines indicate the position of the emergence of a giant component from
Eq. (17).
The number of edges connecting vertices with degree k to l at time t, is defined as Ekl,t
(as introduced by [8]). This term has three contributions;
1. Ekl,t is increased when a vertex of degree k − 1 is already connected to a vertex of
degree l and receives another connection.
2. Ekl,t is increased by unconnected vertices of degree k−1 and l−1 becoming connected
3. Ekl,t is decreased when vertices of degree k and l are connected, and either receives an
additional connection
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The master equation resulting from these terms is
































By adding that E0,l,t = Ek,0,t = 0 for all k and l (vertices with no connections cannot have
neighbours), Eq. (18) is general enough to encompass E1,1,t, requiring no separate definition
as found previously. In the steady state, we assume
Ekl,t = 2δtekl
The matrix ekl gives the distribution of the degree of vertices at each end of a randomly
chosen edge, normalised such that
∑
k ekl = pk. The factor of 2 comes from the fact that
Ekl,t is symmetrical under the interchange of l and k, and summation over k and l will double
count the total number of edges, δt.
Substituting this into Eq. (18), then solving for ekl gives
ekl =
2δ [(k +m− 1)ek−1,l + (l +m− 1)ek,l−1]
m+ 2δ(k + l + 2m+ 1)
+
(k +m− 1)(l +m− 1)pk−1pl−1
(2δ +m) [m+ 2δ(k + l + 2m+ 1)]
. (19)













(k − µ)(l − µ)ekl
the variance of the vertex degree distribution at either end of a random edge, and the
covariance of the degrees of vertices at the ends of a random edge respectively. In both cases







Here, the skewed degree distribution has an impact. Examining the long tail of the degree
distribution given in Eq. (7) we can see that the variance of the distribution diverges when
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FIG. 6: The correlation coefficient ρ for the two model cases considered. Plot points are
each measured from 25 repetitions of numerical models of tmax = 20× 106 vertices and ρ is
calculated using Eq. (21), while solid lines indicate the results of numerical iteration of 105
terms of Eq. (19), from which ρ is calculated using Eq. (20).
the exponent of the tail m
2δ
+ 2 ≤ 3. Here µ diverges and the degree correlation is exactly
zero.
Fig. 6 shows the results of numerical iteration of Eq. (20) with Eq. (19), compared to
numerical simulation, where the degree correlation is found through explicit enumeration of





























The problem encountered here is two-fold. Firstly, in the strong power-law regime, we
find a highly skewed degree distribution predicted by Eq. (6) for small values of m. At this
stage, numerical iteration of Eq. (19) requires a large number of terms to be considered for
good accuracy. In addition to this, we suspect that even for tmax = 20 × 106 vertices, the
effects of the finite model size are highly significant. Fig. 7 illustrates the finite size effects;
the rate of convergence of ρ with large tmax is slow, and dominated by rare, highly connected
vertices.
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FIG. 7: The correlation coefficient ρ for a range of model sizes. Points show the results of
10 repetitions of models run to tmax, while the dashed line indicates numerical iteration of
105 terms of eq. (19).
Fig. 6 shows a surprising contrast between the networks grown with some tendency for
preferential attachment and the randomly grown case with m → ∞. While all instances
have a historical tendency for older vertices both to have higher connectivity and be more
likely to be connected, we find that this does not imply ρ > 0. For any finite m, ρ increases
to a maximum at δ = δ0, where δ0 is some increasing function of m, before decaying with
increasing δ Although we find that finite size allows the model to maintain a positive cor-
relation even for highly skewed degree distributions. At the point m = 2δ the variance in
degree distribution diverges, and degree correlation is exactly zero. The limit of this is the
case of unbiased growth m→∞ where δ0 →∞, and positive associative mixing approaches
its maxima asymptotically.
CONCLUSION
We have introduced a general form of a randomly grown graph [1] to allow for one, or both
ends of new edges to connect with a bias towards to high degree vertices. Qualitatively
similar properties are found in the case where both ends have the same propensity for
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preferential connection. This extension retains a great deal of the tractability of the special
case of [1] and reveals that a number of properties observed are unique to the case of zero
preferential attachment.
First, we have shown that addition of preferential attachment in randomly grown networks
introduces skewed degree distributions with power-law tails. We find that even for weak
preferential attachment the discontinuity in the mean component size with increasing δ
vanishes. In its place we find a sharp but continuous change in mean component size across
the phase transition at δc which marks the appearance of a giant connected component.
The position of δc decreases with stronger preferential attachment as would be expected; the
introduction of preferential attachment encourages the existence of a giant component at
small δ compared to the unbiased case by concentrating edges between older well-connected
vertices. However, the onset of the giant component does not correspond to a maxima in
mean component sizes as with the case of unbiased network growth.
Moreover, the addition of preferential attachment finds degree correlation to increase up
to some critical value δ0 before decaying to zero for increasingly well connected graphs, with
increasingly skewed degree distributions. This is opposed to the asymptotically increasing
degree correlation found from unbiased random growth. Even large simulations indicate this
convergence to be slow, as the behaviour is dominated by rare, highly connected vertices
indicative of scale-free networks. A similar result is obtained by [9] where scale-free networks
are shown to be able to possess associative mixing to some extent. This result is particularly
surprising as the positive correlation in the random case is presumed to be a result of the
history embedded in the network growth. However, we have shown that while history plays
a part it does not imply we will find associative mixing for networks with strongly skewed
degree distributions.
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