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Abstract
An upper bound for ‖A−1‖∞ and a lower bound for the smallest singular value, for the weakly diagonally dominant matrices
we introduce here(which are an extended matrix class of the strictly diagonally dominant matrices), are presented. Examples show
that the new bounds improve the bounds in Varah [J.M. Varah, A lower bound for the smallest singular value, Linear Algebra Appl.
11 (1975) 3–5], Johnson [C.R. Johnson, A Gersgorin-type lower bound for the smallest singular value, Linear Algebra Appl. 112
(1989) 1–7] and Johnson, Szulc [C.R. Johnson, T. Szulc, Further lower bounds for the smallest singular value, Linear Algebra
Appl. 272 (1998) 169–179].
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1. Introduction
Let Mn(C) be the set of all complex matrices of order n, A = (ai j ) ∈ Mn(C), and N = {1, 2, . . . , n}. Denote
Ri (A) =
∑
j 6=i
|ai j |, Ci (A) =
∑
j 6=i
|a j i |,
N+(A) = {i ∈ N : |ai i | > Ri (A)}, N−(A) = {i ∈ N : |ai i | ≤ Ri (A)},
R+i (A) =
∑
j∈N+(A),6=i
|ai j |, R−i (A) =
∑
j∈N−(A),6=i
|ai j |.
It is obvious that N = N+(A)+ N−(A) and N+(A) ∩ N−(A) = φ, Ri (A) = R+i (A)+ R−i (A), i ∈ N .
Very often in numerical analysis, one needs a bound for ‖A−1‖∞ or the smallest singular value or the condition
number K(A) = ‖A‖ · ‖A−1‖ for some norm of A ∈ Mn(C). It is known that bounding ‖A−1‖ is usually difficult in
any norm unless A−1 is known explicitly. We denote the smallest singular value of A by σn(A)(≥0).
For a strictly diagonally dominant matrix A, i.e.,
|ai i | > Ri (A), i ∈ N ,
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the following well-known bounds were presented by Varah [1]:
‖A−1‖∞ ≤ max
i
1
|ai i | − Ri (A) . (1)
σn(A) ≥
√(
min
i
(|ai i | − Ri (A))
)(
min
j
(|a j j | − R j (A))
)
. (2)
For matrices satisfying
|ai i | > 12 Ri (H(A)), i ∈ N ,
where H(A) = 12 (A + A∗), A∗ is the conjugate transpose of A, using Gersgorin’s theorem in a certain way, it was
shown by Johnson [2] that
σn(A) ≥ min
i
{
|ai i | − 12 Ri (H(A))
}
. (3)
In the paper of Johnson and Szulc [3], the following further lower bounds for σn(A) are obtained:
σn(A) ≥ min
i
1
2
(√
4|ai i |2 + [Ri (A)− Ci (A)]2 − [Ri (A)+ Ci (A)]
)
, (4)
σn(A) ≥ min
i, j
i 6= j
1
2
[
Re ai i + Re a j j −
√
(Re ai i − Re a j j )2 + Ri (A + A∗)R j (A + A∗)
]
. (5)
In this paper, a new upper bound for ‖A−1‖∞ and a lower bound for the smallest singular value are presented. The
results obtained are suited to the weakly diagonally dominant matrices introduced in Section 2, which is an extended
matrix class of strictly diagonally dominant matrices. Examples will show the effectiveness of our new results.
2. Estimation for ‖A−1‖∞ and the smallest singular value
For A = (ai j ) ∈ Mn(C), the comparison matrix of A is defined byM(A) = (mi j ) ∈ Mn(R), where
mi j =
{|ai i |, i = j,
−|ai j |, i 6= j.
A ∈ Mn(R) is called an M-matrix if there exists an n× n nonnegative matrix B and some real number α such that
A = α I − B, α ≥ ρ(B),
where ρ(B) is the spectral radius, I is the identity matrix.
A ∈ Mn(C) is called an H -matrix ifM(A) is an M-matrix.
The following lemmata can be found in [4,5] and etc.
Lemma 1 ([4,5]). A is an H-matrix if and only if there exists a positive diagonal matrix X such that AX is strictly
diagonally dominant.
Lemma 2 ([4,5]). If A is an H-matrix, then |A−1| ≤M((A))−1, where |A| = (|ai j |), A ≤ B means ai j ≤ bi j for
i, j ∈ N .
Definition. Let A = (ai j ) ∈ Mn(C). If
(|ai i | − R+i (A))(|a j j | − R−j (A)) > R−i (A)R+j (A), i ∈ N+(A), j ∈ N−(A), (6)
then A is called a weakly diagonally dominant matrix.
Lemma 3. If A is a weakly diagonally dominant matrix, then A is an H-matrix.
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Proof. Denote
Pi := |ai i | − R
+
i (A)
R−i (A)
, (Pi = +∞ when R−i (A) = 0), i ∈ N+(A),
p j :=
R+j (A)
|a j j | − R−j (A)
, j ∈ N−(A).
By (6), Pi > p j , i ∈ N+(A), j ∈ N−(A). Then there exists a positive number x such that
max
j∈N−(A)
p j < x < min
i∈N+(A)
Pi .
Take a positive diagonal matrix X = diag(x1, . . . , xn), where xi = 1 (i ∈ N+(A)) and x j = x ( j ∈ N−(A)). Denote
B = AX = (bi j ); then it is not difficult to obtain that
|bi i | − Ri (B) > 0, i ∈ N .
Hence, by Lemma 1, A is an H -matrix. 
Now, we will discuss estimates of ‖A−1‖∞ and σn(A) for a weakly diagonally dominant matrix A.
For convenience, we denote
α1(A) = max
i∈N+(A), j∈N−(A)
|ai i | − R+i (A)+ R+j (A)
(|ai i | − R+i (A))(|a j j | − R−j (A))− R−i (A)R+j (A)
,
α2(A) = max
i∈N+(A), j∈N−(A)
|a j j | − R−j (A)+ R−i (A)
(|ai i | − R+i (A))(|a j j | − R−j (A))− R−i (A)R+j (A)
,
α(A) = max(α1(A), α2(A)).
Theorem 1. If A = (ai j ) ∈ Mn(C) is a weakly diagonally dominant matrix, then
‖A−1‖∞ ≤ α(A).
Proof. By Lemma 3, A is an H -matrix. And |A−1| ≤M(A)−1 follows from Lemma 2. Then
‖A−1‖∞ ≤ ‖M(A)−1‖∞.
SinceM(A) is an M-matrix, thenM(A)−1 ≥ 0. Let
xi :=
n∑
j=1
(M(A)−1)i j =
n∑
j=1
|(M(A)−1)i j |, i ∈ N .
Then
M(A)x = e = (1, 1, . . . , 1)t , x = (x1, . . . , xn)t .
Denote
xi0 = max
i∈N+(A)
xi , x j0 = max
j∈N−(A)
x j .
FromM(A)x = e, we have
|ai0i0 |xi0 −
∑
k∈N+(A),6=i0
|ai0k |xk −
∑
r∈N−(A)
|ai0r |xr = 1,
|a j0 j0 |x j0 −
∑
k∈N+(A)
|a j0k |xk −
∑
r∈N−(A),6= j0
|a j0r |xr = 1.
(7)
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By (7) and from A being a weakly diagonally dominant matrix,{
0 < (|ai0i0 | − R+i0 (A))xi0 ≤ 1+ R−i0 (A)x j0 ,
0 < (|a j0 j0 | − R−j0(A))x j0 ≤ 1+ R+j0(A)xi0 .
Then
xi0 ≤
1+ R−i0 (A)x j0
|ai0i0 | − R+i0 (A)
,
x j0 ≤
1+ R+j0(A)xi0
|a j0 j0 | − R−j0(A)
.
If xi0 > x j0 , then we have
‖M(A)−1‖∞ = xi0
≤ |a j0 j0 | − R
−
j0
(A)+ R−i0 (A)
(|ai0i0 | − R+i0 (A))(|a j0 j0 | − R−j0(A))− R−i0 (A)R+j0(A)
≤ max
i∈N+(A), j∈N−(A)
|a j j | − R−j (A)+ R−i (A)
(|ai i | − R+i (A))(|a j j | − R−j (A))− R−i (A)R+j (A)
= α2(A).
If xi0 ≤ x j0 , then
‖M(A)−1‖∞ = x j0
≤ |ai0i0 | − R
+
i0
(A)+ R+j0(A)
(|ai0i0 | − R+i0 (A))(|a j0 j0 | − R−j0(A))− R−i0 (A)R+j0(A)
≤ max
i∈N+(A), j∈N−(A)
|ai i | − R+i (A)+ R+j (A)
(|ai i | − R+i (A))(|a j j | − R−j (A))− R−i (A)R+j (A)
= α1(A).
Hence,
‖A−1‖∞ ≤ ‖M(A)−1‖∞ ≤ α(A). 
Corollary. If A is a weakly diagonally dominant matrix, then
‖A−1‖1 ≤ α(At ).
By Theorem 1 and Corollary, we have the following lower bound for σn(A) immediately.
Theorem 2. If A is a weakly diagonally dominant matrix, then
σn(A) ≥
√
1
α(A)α(At )
.
Proof. Since
‖A−1‖22 ≤ ‖A−1‖1‖A−1‖∞,
then, by Theorem 1 and Corollary,
σn(A) = 1‖A−1‖2 ≥
√
1
α(A)
√
1
α(At )
. 
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3. Examples
Example 1. Let
A =
10 1 22 20 3
20 1 10
 , N+ = {1, 2}, N− = {3}.
It is easy to verify that A is a weakly diagonally dominant matrix. By Theorem 1 and its Corollary,
‖A−1‖∞ ≤ 11148 , ‖A
−1‖1 ≤ 2926 ,
and by Theorem 2, σn(A) ≥ 0.6227 (the true value is σn(A) = 2.4909).
However, A is not a diagonally dominant matrix, so (1) and (2) [1] cannot be used.
If one uses the estimates of (3)–(5), one can get the following meaningless bounds (negative lower bounds):
σn(A) ≥ −3 (by (3)); σn(A) ≥ −0.1938 (by (4)); σn(A) ≥ −2.747 (by (5)).
Example 2. Let
A =
10 0 04 2 0
1 1 6
 , N+ = {1, 3}, N− = {2}.
It is easy to verify that A is a weakly diagonally dominant matrix. By Theorem 1 and Corollary,
‖A−1‖∞ ≤ 2.5, ‖A−1‖1 ≤ 6,
and by Theorem 2, σn(A) ≥ 0.26 (the true value is σn(A) = 1.8285).
But it is not a diagonally dominant matrix, so (1) and (2) [1] cannot be used. If one uses the estimates of (3)–(5),
one can get the following meaningless bounds:
By (3) [2], σn(A) ≥ −0.5.
By (4) [3], σn(A) ≥ 0.
By (5) [3], σn(A) ≥ −1.05.
Example 3. Let
A =
(
10 2
−2 2
)
, N+ = {1}, N− = {2}.
It is not difficult to verify that A is a weakly diagonally dominant matrix. By Theorem 1 and its Corollary,
‖A−1‖∞ = ‖A−1‖1 ≤ 12 ,
and by Theorem 2, σn(A) ≥ 2 (the true value is σn(A) = 2.3246).
But it is not a diagonally dominant matrix, so (1) and (2) [1] cannot be used.
By (3) [2], σn(A) ≥ 0.
By (4) [3], σn(A) ≥ 0.
By (5) [3], σn(A) ≥ 1.528.
Example 4. Let
A =
0.75 0.5 0.40.5 1 0.6
0 0.5 1
 , N+ = {3}, N− = {1, 2}.
It is not difficult to verify that A is a weakly diagonally dominant matrix. By Theorem 1 and Corollary,
‖A−1‖∞ ≤ 28, ‖A−1‖1 ≤ 11.5,
and by Theorem 2, σn(A) ≥ 0.056 (the true value is σn(A) = 0.2977).
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But it is not a diagonally dominant matrix, so (1) and (2) [1] cannot be used.
By (3) [2], σn(A) ≥ −0.05.
By (4) [3], σn(A) ≥ −0.049.
By (5) [3], σn(A) ≥ 0.0086.
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