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ABSTRACT: The measurement of the efficiency of an event selection is always an important part
of the analysis of experimental data. The statistical techniques which are needed to determine the
efficiency and its uncertainty are reviewed. Frequentist and Bayesian approaches are illustrated,
and the problem of choosing a meaningful prior is explicitly addressed. Several practical use cases
are considered, from the problem of combining different samples to complex situations in which
non-unit weights or non-independent selections have been used.
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1. Introduction
There are several cases in high-energy physics (HEP) in which one has to measure a selection
efficiency, for example when dealing with the trigger or offline event selection with the aim of
measuring a cross section. The selection efficiency is the conditional probability that any single
event passes the selection, given all other conditions (type and energy of the collisions, detector
configuration, and possibly a preselection). A good estimator of the selection efficiency is the mea-
sured success frequency, that is the ratio between the number of surviving events and the size of
the initial sample, which for larger and larger samples converges in probability to the selection effi-
ciency (Bernoulli’s theorem). Different ways of summarizing the uncertainty on the true efficiency
exist, as explained below, within the frameworks of the traditional (frequentist) and of the Bayesian
approaches.
A short comparison between the two approaches is provided in [1, chapter 32] and a more
complete comparison can be found in [2, appendix B]. The frequentist approach, often preferred
in HEP data analysis, is fully reviewed by [3], including the open issues related to the possibility
of choosing among different solutions for the same problem. Although in the Bayesian framework
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there is only one way of finding the solution, freedom remains in the choice of the prior, as it will
be discussed below.
The most important difference among the two approaches is the kind of question they address.
In the classical approach, the typical answer is in terms of the probability of obtaining some result,
given the model. On the other hand, the Bayesian approach answers questions about the probability
that some hypothesis is true, given the observed data. Hence, once the question is formulated in
terms of either the probability of the data given the model or the probability of the hypothesis given
the observation, one knows which approach is to be selected. In our case, the statistical inference
deals with the unknown value of the parameter of interest, the selection efficiency. In the Bayesian
approach, this is reduced to a problem of probability, because the framework provides the solution
in terms of the probability distribution of the unknown parameter (interpreted as a description of the
experimenter’s degree of belief on the possible values) given the observation. On the other hand,
this probability distribution is not even defined in the frequentist approach, in which one considers
instead (hypothetical) identical repetitions of the same experiment and looks at the fraction of times
in which the result is expected to be compatible with the (unknown) true value.
In most practical problems, the experimenter needs either a single value (the best estimate of
the efficiency), to be used in the computation of the cross section, or a “reasonable” interval which
is supposed to contain the true (unknown) value with high probability, to be used when reporting
the result. In the frequentist approach, such interval is reported in the form of a confidence interval
associated to its coverage, for example a 68.3% or a 95% confidence interval. This is interpreted
in terms of identical repetitions: a coverage of q means that, in the limit of a very high number of
replications, the fraction of intervals (constructed in the same way) which contain the true value
is q. It is important to note that this does not mean — as it is sometimes implicitly assumed —
that the true value has q probability of being contained by the reported interval. In contrast, this is
exactly the interpretation of a q-credible interval obtained in the Bayesian framework. When the
sample size is very large, the Bayesian q-credible intervals will have also coverage of q, although
the rapidity of this convergence is different for different choices of the prior.
Our model can be considered a (possibly infinite) sequence r1,r2, . . . ∈ {0,1} of Bernoulli’s
random variables which either posses or not a given property. The selection process consists in
discarding those “events” which do not have that property, and the selection efficiency corresponds
to the long run relative frequency k/n where k = ∑ni=1 rn is the total number of surviving events out
of the initial n events. This is the result of the Bernoulli’s theorem, also known as the “weak law
of large numbers”: the relative frequency will converge in probability to the true efficiency in the
limit of an infinite number n of measurements.1
In the usual case in which the total number n of initial events is fixed independently from k (for
example, when it depends on the accelerator or detector live time), the probability of selecting k
events, given the sample size n and the selection efficiency ε , is given by the binomial distribution
P(k|ε ,n) = Bi(k|ε ,n)≡
(
n
k
)
εk(1− ε)n−k . (1.1)
1Convergence in probability means that “unusual” outcomes become less and less likely as the sequence {rn} of
random variables progresses, and it is weaker than mathematical convergence, for which there exist some n0 such that it
never happens that, for n > n0, the maximum allowed distance from the limit is exceeded.
– 2 –
The likelihood function of the model L(ε ;n,k) is also given by (1.1), in which Bi(k|ε ,n) is inter-
preted as a function of the unknown efficiency ε with data fixed at the observed counts k given n.
In the (less common) cases in which one continues performing the selection until r ≥ 1 events
are collected, the probability model is the negative binomial distribution:
P(n|ε ,r) = Nb(n|ε ,r) ≡
(
n−1
r−1
)
ε r(1− ε)n−r (1.2)
with n = r,r+1,r+2, . . .
The frequentist approach is summarized is section 2 whereas the Bayesian approach is ex-
plained in section 3. Finally, several use cases are considered in detail in section 4.
2. The classical approach
Most often, we deal with the binomial model and are interested into the selection efficiency as a
function of some measured quantity x, which can be a scalar (e.g. the missing transverse momentum
in the event) or a multidimensional parameter (e.g. the magnitude of the transverse momentum and
the two angles defining the direction of a reconstructed electron). In practice, we fill histograms
of x before and after the selection S and compare the entries ki (surviving the selection A) and ni
(initial counts) in each bin i. A bin-wise ratio of the histograms filled after and before the selection
will result into the histogram of the success frequencies fi = ki/ni, which, by virtue of Bernoulli’s
theorem, can be taken as the estimates of the unknown efficiencies εi (the histograms must be filled
with unit weights for this to be true2):
εi ≡
∫
bin i
ε(x;A)dx ≈ fi(A)≡ ki(A)
ni
where we use the symbol ≈ to mean “is estimated by”. In the following, we will omit the bin index
(i) and the selection (A) for simplicity.
The frequency f is also the maximum likelihood estimator (MLE) for this problem, i.e. the
value of ε which maximizes the likelihood function (1.1). The MLE f of ε is an unbiased estimator
with a number of attractive asymptotic properties [4, 5], which justify its widespread use:
• Consistency: the MLE converges in probability to the true value;
• Asymptotic normality: the distribution of the MLE tends to the Gaussian distribution centred
on the true value for very large sample sizes n;
• Efficiency: the MLE achieves the Cramér-Rao lower bound (no asymptotically unbiased
estimator has lower asymptotic mean squared error than the MLE).
For the MLE εˆ of a Bernoulli’s process, the Cramér-Rao lower bound is
V (εˆ) =
1
I(ε)
=
ε(1− ε)
n
=
V (k)
n2
=V ( f )
2Integer weights are allowed to the extent in which one event with weight w is just a short-hand notation for w events
which all either pass or fail the selection.
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where I(ε) = ∑k Bi(k|ε ,n)[∂ logBi(k|ε ,n)/∂ε ]2 = n[ε(1− ε)]−1 is the Fisher information, and
the last expression follows from the property V (ax) = a2V (x), when a is a known constant. By
replacing ε with the observed success frequency f one obtains the widely (ab)used approximation
V (εˆ)≈ f (1− f )/n = k(n− k)/n3 . (2.1)
The asymptotic properties are approximately valid also for moderately large values of both
k and n, and this is the reason why the MLE f and its approximate asymptotic uncertainty σ f =√ f (1− f )/n are used so often. However, they do not hold any more for small n and when k = 0
or n (even if n is large!). For example, the asymptotic variance is zero when k = n (which makes
sense for n → ∞ because it means that the true value is ε = 1), but this is clearly a bad estimate of
the uncertainty for any finite value of n: it would assign the same (zero) uncertainty to k = n = 1
and k = n = 100, even though one naively expects the latter result to be 10 times more precise than
the former. Finally, the confidence intervals [ f −σ f , f +σ f ] have not always the correct coverage
and, most important, may exceed the allowed boundaries of ε ∈ [0,1].
To overcome these difficulties, several frequentist recipes have been proposed [6, 3], and the
most common ones are available in ROOT [7] as different options of the class TEfficiency. Due
to the discrete nature of the problem, obtaining the desired coverage for all possible values of
(n,ε) is impossible. The well known Clopper-Pearson confidence intervals never undercover hence
they are to be preferred in conservative analyses, but are considered too wide by many experts,
who proposed alternative recipes which provide the correct coverage on the average, allowing for
some degree of under-coverage. Usually, such approximations (illustrated in details in [6, 3]) look
quite similar in practical applications, and are often indistinguishable from the Bayesian reference
credible intervals explained below.
In HEP, people usually prefer to be conservative: wider confidence intervals which are known
to never undercover are preferred in most situations. However, while this can be critical in the
Poisson case which is relevant for the search of new phenomena [8, 9], it may be argued that it
is not as essential in the case of efficiency estimation. When some approximate coverage is an
accetable solution, as it looks reasonable for the specific case of interest here, then the choice is
amongst a rather wide spectrum of alternative approximations. As explained in details in ref. [3],
if Clopper-Pearson q-confidence intervals (which never undercover) are considered unacceptably
too wide and one is ready to accept methods leading to intervals which may undercover, one may
choose the Agresti-Coull approximation, which seldom undercovers, or approaches which give the
desired average coverage like the Wilson formula or the Bayesian posterior reference q-credible
intervals discussed below. The last two recipes (Wilson and Bayesian intervals) give results which
are numerically very similar: when they are considered acceptable approximations, our suggestion
is to choose the Bayesian credible intervals because they can be interpreted intuitively in terms of
the probability to contain the true unknown value.
3. The Bayesian approach
In the Bayesian approach, the full solution is represented by the posterior probability density3
3We use the lowercase p for the probability density function and the uppercase P for the probability distribution:
P(x) =
∫ x p(t)dt.
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p(ε |k,n) of the parameter of interest ε (the selection efficiency), interpreted as our degree of belief
about the possible values which ε can assume. The posterior density is obtained by means of the
Bayes’ theorem:
p(ε |k,n) = N Bi(k|ε ,n)pi(ε) (3.1)
in which the likelihood function is the binomial distribution Bi(k|ε ,n) from equation (1.1), viewed
as a function of ε , and the normalization constant is
N =
(n+1)B(k+1,n− k+1)B(a,b)
B(a+ k,b+n− k) . (3.2)
Foundations require that the prior density pi(ε) encodes all information available about ε before
performing the experiment. This kind of prior is often called “subjective” because it reflects the
experimenter’s degree of belief about different values based on the information available before
performing the experiment. Because such adjective is emotionally charged, here we prefer to call
this kind of prior an “informative” prior instead, in contrast to the “least-informative” priors dis-
cussed below (which are elsewhere defined “objective”).
Because an informative prior is interpreted in terms of degree of belief, it must be a proper
(i.e. integrable) prior. Whenever the experimenter does not feel very comfortable with a particular
choice of prior, a sensitivity analysis has to be performed in which the solutions found by adopt-
ing different “reasonable” priors are compared. In addition, one has the option of comparing the
solutions corresponding to informative and least-informative priors. In the large-sample limit, the
final result will not depend significantly on the choice of the prior. Hence, comparing the results
obtained with different priors is also a way of assessing to what degree this limit is approached.
If the prior is a function pi(ε) = Be(ε |a,b) belonging to the Beta family (appendix A.2), which
contains the conjugate priors for the binomial model, the posterior also belongs to the same family:
p(ε |k,n) = Bi(k|ε ,n)Be(ε |a,b) = Be(ε |k+a,n− k+b) (3.3)
This simplifies the math considerably. Since (a) any regular function defined on [0,1] can be ob-
tained as a linear combination of Beta densities and (b) the linearity of the Bayes’ theorem assures
that in this case the posterior will be a linear combination of the corresponding posterior Beta den-
sities [2], from the mathematical point of view one can limit herself to the Beta priors, as it will
be done in the following. This is of course by no means an excuse for not performing a sensitivity
analysis: different priors can be treated either numerically or by expressing (or approximating)
them as linear combinations of Beta densities.
3.1 Informative priors
As stated above, the prior should represent all information available before performing the experi-
ment. A common case is when we only have limited prior information, for example some estimate
of its expectation E and variance V . In this case, we can define an approximate prior by finding the
Beta density with the same mean and variance with the method of moments: the Beta parameters
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a,b are found by solving the two equations
a = E
[
E(1−E)
V
−1
]
(3.4)
b = (1−E)
[
E(1−E)
V
−1
]
(3.5)
Subtleties arise when the term in square brackets becomes negative, i.e. when E is very near to
zero or one. In this case, one can use an approximate prior whose parameters a,b can be found
from the formulae for the mode and variance (appendix A.2). The resulting Beta density is either
monotonically decreasing with a maximum at zero or monotonically increasing with a maximum
at one. A unique Beta density is defined by a,b found this way, hence one should also consider
different choices of the prior (at least a least-informative prior) to check the sensitivity of the result.
Another example is when the prior knowledge is the result of a different experiment. In this
case, the posterior density of the latter is used as the prior in equation (3.3) for the current experi-
ment.4 Then Bayes’ theorem gives immediately the combined result of the two measurements.
A further example is the efficiency measurement performed with two runs carried on with
the same accelerator and detector configurations. Let N = n1 + n2 be the total number of events
collected in the two runs and K = k1+k2 be the total number of surviving events, where the outcome
of run j can be summarized in the sufficient statistic (n j,k j). With the prior Be(ε |a,b) used on the
first run and the resulting posterior used as prior for the second run, one obtains:
p(ε |K,N) = Bi(k2|ε ,n2)Be(ε |k1 +a,n1− k1 +b)
= Be(ε |k2 + k1 +a,n2− k2 +n1− k1 +b)
= Be(ε |K +a,N−K+b)
exactly the same result which corresponds to a single longer run defined as the union of both runs,
as expected.
3.2 Objective Bayesian results
In HEP publications, it is often required to report results which only depend on the assumed model
and on the observed data. In this case, the choice of a “least-informative” prior which aims at
encoding the minimal amount of information about the parameter is recommended. The study of
priors which guarantee “objective” results in the sense precised above is the subject of the Bayesian
reference analysis [10]. Such priors are called reference priors and are formally defined such that
they maximize the amount of missing prior information. The definition makes only use of the
asymptotic properties of the probability model [11]. The resulting reference posteriors have the
best coverage properties [12] in the sense that the posterior q-credible intervals obtained with any
other prior achieve the coverage q more slowly, for increasing sample sizes n. In other words, ref-
erence priors are the “probability matching” priors whose q-credible intervals achieve the coverage
q most quickly for increasing sample sizes.
4The other experiment does not need to be actually performed before our measurement. “Prior” refers to our state of
knowledge and does not imply any time ordering.
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Figure 1. Reference posterior probability density function Be(ε;k+ 0.5,n− k+ 0.5) for n = 10 (left) and
n = 100 (right).
For the binomial model5, the reference prior coincides with the Jeffreys’ prior [13] and is
pi(ε) = Be(ε |12 , 12) ∝ ε−1/2(1− ε)−1/2, which has two maxima at the extrema and a unique mini-
mum at ε = 1/2. This means that the reference posterior density for the unknown parameter is
p(ε |r,n) = Be(ε |r+ 12 ,n− r+ 12) ∝ ε r−1/2(1− ε)n−r−1/2 (3.6)
which has mean E(ε) = (r + 12)/(n+ 1), a biased estimator of the true efficiency, and variance
V (ε) = (r+ 12)(n− r+ 12)/[(n+1)2(n+2)]. The variance for r = 0 or r = n decreases as n−2 for
large sample sizes n, as one naively expects, hence does not pose the problems arising from the
use of the asymptotic expression derived from the MLE variance, equation (2.1), although the two
expressions converge for large sample sizes. Figure 1 shows the reference posterior densities for a
small sample (n = 10, left plot), which shows a clear asymmetry in most cases, and a moderately
large sample (n = 100, right plot), for which the (symmetric) asymptotic expression provides a
good approximation whenever the observed frequency is not too near zero or one.
Quite often, people have used the uniform prior Be(ε |1,1) in place of Jeffreys’ prior stating
that the uniform prior is “non informative”. However this is not true in the binomial case, although
one can find a 1:1 transformation ψ =ψ(ε) such that the reference prior of the transformed variable
ψ is uniform (the reference parametrization) [10]: the transformation is ψ(ε) = 2pi arcsin
√
ε whose
inverse is ε(ψ) = sin2(ψpi/2). In terms of the original parameter ε , the uniform prior is to be
considered an informative prior. Incidentally, one can notice that the posterior mode is equal to the
observed success frequency in this case, i.e. the posterior peak coincides with the MLE, because
the whole posterior coincides with the likelihood function.
Our recommendation is to choose the reference prior when aiming at reporting results which
only depend on the assumed model (the binomial process) and the observed data. However, the
parameters of the posterior Beta density differ only by half unit when using the reference or the
uniform prior. Hence in practice (unless the sample size is very small) there is not a big difference
between the two posteriors. In particular, also the variance obtained with a uniform prior does not
suffer from the problems of the asymptotic expression and gives similar results to the reference
posterior variance already for n = 10, as it appears from the comparison between figure 1, showing
5For the negative binomial model the reference prior is Be(ε|0, 12 ) ∝ ε−1(1− ε)−1/2 .
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Figure 2. Posterior density p(ε|k,n) = Be(ε;k+ 1,n− k+ 1) obtained with the uniform prior, for n = 10
(left) and n = 100 (right).
reference posteriors, and figure 2, showing the result obtained with a uniform prior for the same
sample sizes.
The reference posterior mean and variance can be used in computations involving the effi-
ciency, for example when estimating a cross section. The usual algebra of variances hold in this
case, hence one can compute the best estimate of the cross section and its variance in the usual
way. However, the posterior mean is not the only possibility for the “best” estimate. In addition,
the posterior credible intervals are usually not symmetric about the mean. When these aspects are
important, one should take into account what is treated in the following section.
3.3 Bayesian inference
In the Bayesian framework, the statistical inference is treated as a decision problem [14] in which
one chooses the estimate which minimizes the posterior expected loss, for a suitably chosen loss
function. Clearly, a very desirable property for an estimator ε∗ is the invariance under reparametriza-
tion, in the sense that the best estimator of a 1:1 function φ = φ(ε) is φ∗ = φ(ε∗). This is not
achieved by the widespread quadratic loss, for which the best estimate is the posterior mean, be-
cause the quadratic loss is not invariant under reparametrization.
An example of invariant loss function is the L1 norm, that is the integral of the absolute value
of the difference between two distributions, computed at the same point over the whole support.
When applied to the reference posterior for the binomial case, the L1 norm gives the invariant
expected loss
ℓ1{ε0|k,n} =
∫ 1
0
ℓ1(ε0,ε)Be(ε |k+ 12 ,n− k+ 12)dε (3.7)
ℓ1(ε0,ε) =
n
∑
k=0
|Bi(k|ε0,n)−Bi(k|ε ,n) | (3.8)
independent from one-to-one transformations of ε . One can build a lowest posterior loss (LPL) q-
credible region by finding the interval [εlow,εup]⊂ [0,1] which minimizes (3.7) under the constraint∫ εup
εlow Be(ε |k+ 12 ,n− k+ 12)dε = q.
The behaviour of many important limiting processes in probability theory and statistical infer-
ence is better described in terms of another measure of divergence, related to the information the-
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ory, the intrinsic discrepancy δ{p1, p2}, defined as the minimum among the two Kullback-Leibler
directed divergences between two probability models p1 and p2 [14]:
δ{p1, p2} = min{κ{p1, p2},κ{p2, p1}} (3.9)
κ{pi, p j} =
∫
X
pi(~x) log
pi(~x)
p j(~x)
d~x (3.10)
The intrinsic discrepancy is symmetric, non-negative, defined for strictly nested supports, invariant
under one-to-one transformations, and additive for independent observations. It may be viewed as
the minimum expected log-likelihood ratio in favour of the model which generates the data (the
“true” model, which is assumed to be described either by p1 or p2) and can be used to defined the
intrinsic discrepancy loss
δ~x{~θ0,~θ}= δ{p(~x|~θ0), p(~x|~θ )} (3.11)
where ~θ is the parameter in which we are interested.
For the binomial model considered here ~θ = ε and the intrinsic discrepancy loss is
δk{ε0,ε |n} = nδ{ε0,ε} (3.12)
δ{ε0,ε} = min{κ{ε0|ε},κ{ε |ε0}} (3.13)
κ{εi|ε j} = ε j log ε j
εi
+(1− ε j) log 1− ε j1− εi (3.14)
where δ{ε0,ε} is the intrinsic discrepancy between Bernoulli’s random variables with parameters
ε0 and ε .
The reference posterior expectation of the intrinsic discrepancy loss is the (reference posterior)
intrinsic loss. The value ~θ∗ which minimizes the intrinsic loss is a Bayesian estimator which is
called the intrinsic estimator of ~θ , and the reference posterior q-credible region which minimize
the intrinsic loss is the intrinsic q-credible region of ~θ . Such credible regions are invariant under
reparametrization and always contain ~θ∗, which is also invariant. In addition, the intrinsic q-
credible regions are always approximate confidence regions with coverage q and in some case
they have the exact coverage, as it happens for location-scale models [12].
The intrinsic loss for the binomial model is
d(ε0|k,n) = n
∫ 1
0
δx{ε0,ε}Be(ε |k+ 12 ,n− k+ 12 )dε (3.15)
and the intrinsic estimator ε∗ is the value which minimizes equation (3.15). The intrinsic q-credible
interval is the interval [εa(k,n),εb(k,n)] ⊂ [0,1] which minimizes the loss (3.15) under the con-
straint
∫ εup
εlow Be(ε |k+ 12 ,n−k+ 12)dε = q (a simple numerical algorithm in suggested in appendix A).
For the binomial model, because of its discrete nature, the exact coverage is not achieved for finite
sample sizes, similarly to the confidence intervals obtained with the frequentist approach. One of
the advantages of summarizing the result by providing ε∗ and the intrinsic interval [εa,εb] is that
they are invariant under 1:1 reparametrization, in the sense that the intrinsic estimator of φ(ε) is
φ(ε∗) and its intrinsic q-credible interval is the φ -image φ([εa,εb]) of [εa,εb]. Hence, they are
the recommended summaries of the full Bayesian solution (which is the reference posterior) when
aiming at reporting an “objective” result.
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A numerical treatment is needed to find the intrinsic estimator and the intrinsic credible in-
tervals for the binomial model. However, one can obtain approximations good already with mod-
erate sample sizes (say n larger than few tens) by considering the approximate location parameter
ψ(ε) = 2pi arcsin
√
ε [10], such that the intrinsic estimator is
ε∗(k,n)≈ sin2
(pi
2
E[ψ |k,n]
)
≈ k+
1
3
n+ 23
(3.16)
(a very good approximation) and the reference posterior intrinsic loss is
d(ε0|k,n)≈ 12 +2n
[
arcsin
√
ε0− arcsin
√
(k+αn)/(n+2αn)
]2
(3.17)
where αn = (n+4)/(4n+10) converges to 1/4 for large n.
Simple (although less accurate) approximate expressions for the intrinsic credible intervals can
be built upon the parametrization ε(φ) = sin2(φ/2) [15]. Using a shorter notation for the reference
posterior mean µ = E(ε) = (k+ 12)/(n+ 1) and variance σ 2 = V (ε) = µ(1− µ)/(n+ 2) of the
parameter of interest, the variance of the reference parametrization is
σ 2φ ≈ σ 2[φ ′(µ)]2 =
1
n+2
(3.18)
while its mean is
µφ ≈ φ(µ)+ 12σ
2φ ′′(µ)
= 2arcsin
√
k+ 12
n+1
+
(2k−n)
4(n+2)
[
(k+ 12)(n− k+ 12)
]−1/2 (3.19)
where φ ′ and φ ′′ denote the first and second derivative with respect to ε . Finally, the asymptotic
intrinsic q-credible interval in the reference parametrization is [φ−,φ+] where
φ± ≈ µφ ± zqσφ = µφ ± zq√
n+2
(3.20)
where zq is the (q+ 1)/2 quantile of the normal distribution. The intrinsic q-credible interval for
the efficiency is obtained by transforming back to ε± = ε(φ±) = sin2(φ±/2).
Figure 3 shows the comparison between the correct [eq. (3.15)] and approximate [eq. (3.17)]
intrinsic loss functions and table 1 reports the results obtained with them and with the reference
parametrization. A small sample size n = 10 is chosen such that these approximations give differ-
ent results when reporting three decimal places and the values corresponding to k = 6, . . . ,10 are
omitted because they are symmetrical with respect to those obtained for k = 0, . . . ,5. The overall
agreement is fairly good even with such small sample.
The value ε∗app = (k+1/3)/(n+2/3) which minimizes the approximate intrinsic loss defined
by eq. (3.17) provides a very good approximation to the exact intrinsic estimator ε∗ and the intervals
(numerically) computed from the approximate intrinsic loss are practically the same as the exact
intrinsic intervals, despite from the very small sample size n = 10. The approximate quantities
computed from the mean µφ of the reference parametrization [eq. (3.19] and from its approximate
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Figure 3. Reference posterior intrinsic loss from the reference posterior expected loss (black dashed line)
and its approximation (continuous red line) for a small sample size n = 10. The triangles show the position
of the minima of such functions and the vertical lines represent the limits of the 68.3% intrinsic credible
interval (which becomes automatically one-sided in the case k = 0).
Exact Approx 1 Approx 2
k/n dmin ε∗ 68,3% interv. ε(µφ ) 68,3% interv. ε∗app 68,3% interv.
0/10 0.24 0.033 [0.000, 0.060] 0.028 [0.002, 0.082] 0.031 [0.000, 0.060]
1/10 0.36 0.124 [0.024, 0.193] 0.122 [0.054, 0.211] 0.125 [0.024, 0.193]
2/10 0.40 0.218 [0.090, 0.326] 0.216 [0.125, 0.323] 0.219 [0.090, 0.326]
3/10 0.42 0.314 [0.171, 0.446] 0.311 [0.205, 0.427] 0.313 [0.169, 0.443]
4/10 0.43 0.408 [0.257, 0.552] 0.405 [0.290, 0.526] 0.406 [0.257, 0.552]
5/10 0.43 0.500 [0.350, 0.651] 0.500 [0.380, 0.620] 0.500 [0.350, 0.651]
Table 1. For a small sample size n = 10, the minimum value of the reference posterior intrinsic loss, the
intrinsic estimator and the intrinsic 68.3% credible interval from the exact definition eq. (3.13) are reported.
Next, the approximated quantities derived from the reference parametrization ε(µφ ) from eq. (3.17) and
ε(φ±) from eq. (3.18) are shown. Finally, the approximate intrinsic estimator ε∗app = (k+ 1/3)/(n+ 2/3)
from eq. (3.14) and the 68.3% credible interval from the approximate intrinsic loss defined by eq. (3.15) are
reported, both representing a very good approximation.
– 11 –
credible intervals from eq. (3.20) are less good for such a small sample size, but become better
with larger n. If their accuracy is considered acceptable, the approximate credible intervals from
eq. (3.20) may be used together with ε∗app to provide a summary of the posterior which does not
require a numerical algorithm to be developed to minimize the loss.
As mentioned above, the binomial model is discrete, hence the coverage is never exact. The
intrinsic q-credible intervals are also approximate confidence intervals with coverage q, which may
undercover or overcover depending on the actual values of (n,ε), similarly to the approximate
frequentist confidence intervals reviewed in [3]. This justifies the use of the approximate intrinsic
intervals already for moderate sample sizes in all the cases in which an approximate coverage
is accepted (that is when the Bayesian approach is chosen or when the frequentist approximate
confidence intervals are considered acceptable approximations).
4. Non trivial use cases
So far, we assumed that all entries of the initial histogram had unit weight and that the events
had been selected by an independent process, whose efficiency is completely uncorrelated with
respect to the efficiency of the process under study (which means that it is expected to reduce the
total number of events and the number of selected events in such a way that the long run success
frequency remains unchanged). This is required to obtain a binomial process, but may not be true
in all cases, as it happens sometimes in HEP problems.
For example, if the initial sample was obtained by scaling the simulated data sample to normal-
ize it to some different value of the cross section, it should not be used to make efficiency studies!
Rather, the efficiency should be estimated by using the original sample (with unit weights), in
order to have a binomial process. Once the efficiency is known, it may be applied to the scaled
distribution to estimate the total number of surviving events.
The following common examples are addressed in detail below.
1. Sometimes one is interested into the overall selection efficiency for a weighted mixture of
different samples. This is a common use case in HEP, because Monte Carlo (MC) generators
are often used to produce independent samples for different processes which greatly differ in
their cross section, and is addressed below in section 4.1. Another common example in HEP
is the output of MC@NLO [16], a mixture of events with weights ±1 (section 4.2).
2. When measuring the trigger efficiency, the initial sample might be selected by a non indepen-
dent process. This happens for example when a random trigger provides not enough events
to allow for studying the efficiency of the trigger of interest, and is addressed in section 4.3.
The most important assumption in the efficiency estimation methods considered here is that
each individual event can be considered as a Bernoulli trial which contributes with either zero or
one success to the count of surviving events. This gives the binomial6 likelihood, which is the
starting point for both fequentist and Bayesian methods. The only case in which weighted events
can be reconduced to the binomial scheme is when only integer weights are allowed, with the
interpretation that an event with weight m is just a short-hand notation for a set of m Bernoulli’s
6Or negative-binomial, although we are not interested into it here.
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trials all either passing or failing the selection. In this case, the likelihood for such events is just
the product of m identical likelihoods, that is the m-th power of the Bernoulli’s model. Moving
from integer to real weights by assuming that the form of the likelihood is unchanged requires a
mathematical proof which is unknown to the author.
In section 8.5 of James’ book [5] an approximate likelihood is described which uses real
weights but requires quite some care because of its “paradoxical results”. One delicate point of his
approach is that the variance of the estimator may be reduced by dropping events (in particular,
those with large weights). The TEfficiency class offered by the ROOT framework implements it,
allowing for arbitrary event weights, possibly dependent on some event property or observable
quantity. However, this is not considered further in this article, in which we restrict the problem to
a smaller set of use cases (in which the solutions proposed below are practically equivalent to the
result obtained with TEfficiency).
Here we only consider situations in which we have a finite number s of possible event sets (or
classifications), and the event weights only depend on s, which implies that they can only assume
s possible values w1, . . . ,ws with probabilities pi satisfying ∑si=1 pi = 1. More explicitly, we do not
consider weights which depend on some continuous observable quantity, nor the case of infinite
countable weights.
The general case of unknown classification (which holds for the experimental data) cannot be
fully solved, even when the probabilities pi (associated to all possible s channels) are all known.
In this case the sample consists of N events and one has a multinomial distribution which relates
the sizes n1 + . . .+ ns = N of the s categories to the corresponding probabilities p1, . . . , ps, and a
binomial term for each category which relates the number ki of events surviving the selection out
of the initial ni events to the subsample efficiency εi. In other words, the likelihood is proportional
to the product
P(k1, . . . ,ks;n1, . . . ,ns;ε1, . . . ,εs) ∝
N! pn11 · · · pnss
n1! . . .ns!
s
∏
i=1
(
ni
ki
)
εki(1− ε)ni−ki (4.1)
of a multinomial distribution which gives the probability of each partition n1 + . . .+ ns = N and s
binomial terms which express the probability of selecting all possible s-tuples (0 ≤ k1 ≤ n1, . . .,
0≤ ks ≤ ns) such that ∑si=1 ki = K. Because the only observable numbers are the initial sample size
N and the number K of events passing the selection, even after the sum over all possible s-tuples
(n1, . . . ,ns) and (k1, . . . ,ks), we are left with a s-dimensional problem in which the efficiencies
ε1, . . . ,εs cannot be determined, unless they satisfy some relation known a priori which allows to
remove (or integrate over) s−1 degrees of freedom.
A common practical problem is the combination of several MC samples which correspond to
independent physical processes, with known cross-sections. In this situation, the classification of
each event and the probabilities pi are known: the file name provides the classification and both
the weight wi and the probability pi = wi/∑si=1 wi are proportional to the cross-section. Hence
the general likelihood (4.1) is reduced to the product of independent binomial factors with known
initial (ni) and final (ki) numbers of events and unknown efficiencies. This splits into a collection of
individual problems: we can estimate the selection efficiency for each possible class as explained
above, and compute the overall efficiency for the weighted mixture as illustrated in section 4.1
below.
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In the particular case of MC@NLO we have s = 2 categories to which any event can be associ-
ated thanks to the weights w1 ≡ w+ =+1 and w2 ≡ w− =−1 assigned by the generator. From the
user perspective the corresponding probabilities p± are unknown, although they can be estimated
by looking at the ratio between the number n± of events in each category and the total number
n++n− of generated events. Anyway, we are not interested into the values of p± themselves hence
we can integrate (4.1) over them. This way, the marginal model has a likelihood function which
only depends on the single-sample efficiencies ε± and this becomes a particular case of the problem
mentioned above (more details on section 4.2 below).
4.1 Overall efficiency for mixed samples
A frequently encountered problem in HEP occurs when simulating concurrent processes with dif-
ferent cross sections. Interesting observables like the transverse momentum of electrons or jets may
have distributions which decrease so rapidly that producing fully simulated samples with enough
events in the whole interesting range (especially in the tail) is impractical, unless one splits the
generator-level input into different samples with roughly the same size but different ranges (for
example starting from a pT value which doubles in each sample). In order to obtain a smooth
distribution, such samples need to be mixed with weights which are proportional to their relative
cross-sections.
Let us consider a finite number s of independently generated samples with sizes Ni, i = 1, . . . ,s
whose weights wi > 0 are perfectly known. Before the selection, the effective sample size is
N = ∑
i
wiNi
where Ni is the (known) initial size of the i-th sample.
Let Ki be the known sample size after the selection and εi be the unknown selection efficiency
for the i-th sample. Then, the effective sample size after the selection is
K = ∑
i
wiKi = ∑
i
wiNiεi
and we are interested into the overall selection efficiency for the mixed sample.
Because all samples are independent, one can estimate the efficiency εi and its variance vi
for each sample separately, as explained in the previous sections. Next, the variance of K can be
computed with the usual algebra of variances:
V (K) = ∑
i
w2i V (Ki) = ∑
i
(wiNi)2vi . (4.2)
When considering the mixed sample, one can estimate the unknown true efficiency by taking
the ratio E between K and N:
E =
K
N
=
∑iWiεi
∑iWi
(4.3)
which is a linear combination of the single-sample efficiencies εi with weights Wi = wiNi. Its
variance is
V =
(
∑
i
W 2i vi
)
/
(
∑
i
Wi
)2
. (4.4)
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Figure 4. The overall efficiency for a selection carried on with a mixture of two samples with weights 70%
and 30% and single-sample (true) efficiencies of 70% (18 selected out of 26 events) and 30% (3 selected out
of 10 events) is estimated by performing 10000 repeated pseudo-experiments. The differences between the
best fit and the approximate Beta density is not noticeable from the plot.
Instead of reporting E ±√V , which would cause troubles if E is too near zero or one, we
may find the approximate asymmetric uncertainty band around the estimate E by reporting the
boundaries of a 68.3% credible region computed with the approximate Beta posterior for E given
by the method of moments, with inputs E and V . Figure 4 shows that finding the approximate Beta
posterior with the method of moments gives very good results even when the input single-sample
efficiencies are significantly different. The overall efficiency has been estimated by performing
10000 repeated pseudo-experiments, and its distribution appears to be practically identical to the
Beta density found with the method of moments. In this example, two small (N1 = 26 and N2 = 10
events) samples from populations with known weights (w1 = 0.7 and w2 = 0.3) and efficiencies
(ε1 = 0.3 and ε2 = 0.7) have been mixed. The events passing the selection (K1 = 18 and K2 = 3)
have been used to estimate the single-sample efficiencies, whose reference posterior densities are
shown in the plot with a dashed red line and continuous blue line, respectively. The distribution ob-
tained with the pseudo-experiments is best fitted by a Beta density with parameters (25.64,18.97)
and the approximate method gives a Beta posterior with parameters (25.44,18.80), which is a very
good approximation (the two curves overlap within their line width).
4.2 Events with positive or negative unit weights
In high-energy physics simulations, it might happen to work with simulated samples generated by
MC@NLO [16], which assigns positive and negative (unit) events weights. Each individual event
is independently simulated, and knows nothing about its weight. Hence we have two categories
(s = 2) with weights w1 = +1 and w2 = −1, initial sample sizes N1 = n+,N2 = n−, and K1 =
k+,K2 = k− entries after the selection.
For each sample, the efficiencies ε+ and ε− can be computed individually and inserted into
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equations (4.3) and (4.4) above to obtain the overall efficiency estimate
E =
ε+n+− ε−n−
n+−n− (4.5)
with variance
V =
n2+V (ε+)+n2−V (ε−)
(n+−n−)2 (4.6)
where V (ε+) and V (ε−) are the single-sample variances.
We note that equation (4.5) coincides with the recommendation by the MC@NLO authors
when estimating the single-sample efficiency with the success frequency f± = k±/n±. In Ref. [16]
they say that the efficiency should be estimated as f = (k+− k−)/(n+−n−) when k+ ≥ k− or zero
otherwise7. This ration can be rewritten in a form ( f+n+− f−n−)/(n+− n−) which gives equa-
tion (4.5) with the replacement f → ε . They also suggest to use the usual “propagation of errors”
to estimate its variance whenever the numbers are high enough that the Gaussian approximation
holds, or to run many MC samples through the cuts and look at the dispersion in the result if the
data sample is too small. We have obtained equation (4.6) with the usual algebra of variances, and
in the previous section we have seen that it can be used with the method of moments to find an
approximate uncertainty band which is very close to the result obtained with pseudoesperiments
(and does not require the Gaussian approximation to hold). It is sufficient to use equations (3.4)
and (3.5) to find the approximated posterior Beta density, which can be used to plot the 68.3%
intervals8 .
A fully Bayesian treatment of the difference between two independent random variables, each
one following a Beta distribution, was performed by Pham-Gia, Turkkan & Eng [17], who found
an analytical solution. There are few subtleties about their “beta-difference” distribution , which
make it quite complicate to be used in the problem considered here:
• here we have a weighted difference e+− e− where e± = n±ε±/(n+−n−) can be considered
“scaled” efficiencies;
• the general difference between two Beta-distributed variables has domain in [−1,+1] whereas
here we require it to be restricted to [0,1] to have a physically meaningful quantity. This
means that the beta-difference distribution has to be truncated at zero and renormalized,
which requires a numerical treatment;
• a uniform prior is used (wrongly proposed as non-informative) to compute the beta-difference
distribution, rather than a reference prior. This is not going to make a dramatic change, as
shown in section 3.2 above, unless the sample size is very small.
Given the complexity of their formula and the necessity of accounting for the these complications,
its seems much easier to proceed in the approximate method explained above, which is good (or at
least acceptable) in most (practically all) common problems.
7It is assumed that n+ > n− always, because this is a necessary condition for the MC@NLO output to be physical.
However, this might be not true in the tail of a distribution. Rebinning might be necessary to ensure that this fundamental
requirement is satisfied. Otherwise, the only solution is to generate many more events.
8The TEfficiency class provided by ROOT now allows to plot 68.3% intervals from any Beta density.
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4.3 What to do if the samples are not independent?
The case in which the initial dataset does not represent a statistically independent sample is expe-
cially important in trigger efficiency measurements, when there is no other trigger selection which
is statistically uncorrelated with respect to the signature A under study. Ideally, one would like to
select the initial sample with a random trigger and then count how many events also survive the
trigger A. However, for most interesting triggers a randomly collected sample contains practically
no event which may satisfy them, making such random sampling useless. For this reason, some
other trigger B is used to select the initial sample, which is somewhat correlated with A (for exam-
ple, B could be a trigger of the same type but looser than A). This correlation, which is necessary
to select the initial sample such that there is some fraction of events passing A, must be accounted
for explicitly when computing the efficiency of A.
The trigger efficiency εA is the conditional probability that a single event, given all other con-
ditions (collider settings, detector status and defects, calibration parameters, offline event selection,
observables ~x), is not rejected by A. In particular, it is fundamental to notice that different studies
perform different offline event selections, such that the same trigger may have different efficiencies
for each of them. Here we assume that the offline event selection is fixed, and we are interested
into estimating the trigger efficiency εA = P(A|~x,off. sel., . . .)≡ P(A) omitting all fixed conditions
for brevity. The starting point is the sample of events which have been preselected by trigger B and
the same offline selection (with all other conditions fixed).
In order to find the desired efficiency P(A), we make use of the relation defining the conditional
probability, P(A ·B) = P(A|B)P(B) = P(B|A)P(A), obtaining
P(A) = P(A|B) [P(B)/P(B|A)] , (4.7)
where P(A|B), the conditional trigger efficiency of A for events which already passed B, can be
estimated by taking the ratio between the final and initial (i.e. after B) sample sizes, as explained in
the previous sections.
The fraction in square brackets cannot be determined with real data alone. Even when the
trigger efficiency P(B) is measured from real data, the conditional probability that the events pass
B given that A is satisfied cannot clearly be estimated from real data. Simulated events are necessary
to estimate P(B|A) or the whole ratio P(B)/P(B|A), in order to obtain an estimate of the desired
trigger efficiency P(A).
Usually, the auxiliary trigger B is chosen in such a way that one can safely assume P(B|A) = 1
with negligible uncertainty, by virtue of what is found with simulated samples. If this is the case,
then the impact of the MC events is minimal: one additional measurement (performed with an
independent sample) is required to find the trigger efficiency P(B) of B alone, together with the
estimation of P(A|B) with the sample preselected by B, in order to find εA from equation (4.7).
It is recommended to always check that the uncertainty on P(B|A) = 1 is negligible with respect
to the uncertainty associated to P(A|B). If this is not the case, one can create an approximate
model P(B|A) with a monotonically increasing Beta density which peaks at one, and use the Bayes’
theorem to find the overall probability distribution for the parameter εA of interest. Finding an
approximate Beta density also works when P(B|A) is not 100%, when the impact of the prior
information coming from simulated samples is larger.
– 17 –
5. Summary
Estimating the selection efficiency is a fundamental task in most data analyses, based on simulated
and/or real data. The measured success frequency provides the best estimate of the true efficiency
in the frequentist approach (being the MLE) and coincides with the posterior mode obtained in the
Bayesian treatment with the widely used uniform prior. However, such prior cannot be considered
non-informative. Instead, if we are completely uncertain about the efficiency before making the
experiment, or we aim at reporting “objective” Bayesian results, the use of the reference prior
(which is the same as the Jeffreys’ prior in the binomial model) is recommended, together with the
intrinsic estimators which have been reviewed in section 3.3.
Within the Bayesian approach, if some prior knowledge is available, for mathematical sim-
plicity it is recommended to encode it into a function belonging to the family of Beta distributions,
whose parameters can be determined with the method of moments if the exact function is not
known. This ensures that the posterior also belongs to the same family, so that the math is simpli-
fied because all properties summarized in appendix A.2 are immediately available. An important
example of the use of informative priors is the combination of independent samples, which is also
used for including prior knowledge coming from simulations to model systematic effects.
The knowledge of the uncertainty about the efficiency is needed when scaling observed quan-
tities to estimate their original values (e.g. the true rate). In this case, the easiest approach is to
use the mean and variance of the posterior density in the computation, whenever the use of the full
posterior is not practical. The usual variance algebra holds, with the caveat that the square root of
the final variance might not be good to define a symmetric credible interval, because of the inherent
asymmetry of the posterior in the general case. Though in many applications the posterior will be
significantly peaked around the true value, so that the binomial (symmetric) approximation holds,
care needs to be taken when handling very low or very high efficiencies, and when the number of
events is relatively small, because such approximation behaves very poorly in such cases.
Several options for the confidence intervals are reviewed in [3], where it is emphasized that
only the Clopper-Pearson q-confidence intervals never undercover. At the same time, they are
considered too wide by many professional statisticians, who have proposed a number of recipes
for defining confidence intervals with the desired average coverage but may undercover some-
times. Among the approximated confidence intervals, one may also select the Bayesian posterior
q-credible intervals, which are numerically very similar to widely used frequentist approximations
but have the advantage of a clear and unanbiguous interpretation in terms of the probability that the
true unknown value is actually contained by them (which is not true for confidence intervals).
When plotting the result of an efficiency measurement, the observed frequency should be
accompanied by asymmetric error bars. The TEfficiency class of the ROOT framework allows the
user to choose among a number of options, including Clopper&Pearson confidence intervals, few
frequentist approximated confidence intervals, and Bayesian credible intervals with different priors.
If the coverage is considered an important aspect, then one should choose the Clopper&Pearson
intervals. Otherwise, one may plot the Bayesian credible intervals obtained with the reference prior,
which are also classical confidence intervals very similar to the Wilson approximation, achieving
the desired coverage on the average (but not always). When the full probability model is not known
and only mean and variance are available, acceptable intervals may be obtained (using TEfficiency)
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from the approximate Beta density with the same mean and variance, for illustration purposes.
Finally, special care must be used when handling samples that do not have unit weights or are
not independent. Few recipes to deal with the most common use cases in particle physics have
been sketched in section 4, including the case of weighted mixtures of MC samples with different
cross sections. Approximate asymmetric uncertainty bands can be obtained in a simple way by
finding the approximate Beta posterior with the method of moments. Finally, the measurement
of the trigger efficiency starting from a sample which has been preselected by requiring another
trigger which is not statistically independent is addressed, emphasizing the importance of a correct
modeling of the relation between the two selections.
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A. Useful relations
This appendix summarizes mathematical definitions and properties that are useful when dealing
with binomial processes. They can be found in standard books like [18, 2].
A.1 Gamma function
The Gamma function is defined on the complex plane (z ∈ C):
Γ(z) =
∫
∞
0
tz−1e−t dt (A.1)
with Γ(z+1) = zΓ(z). For integer values, Γ(n) = (n−1)!.
A.2 Beta distribution
The Euler Beta function is a symmetric function of a,b ∈ R:
B(a,b) ≡
∫ 1
0
ta−1(1− t)b−1 dt = Γ(a)Γ(b)
Γ(a+b) = B(b,a) (A.2)
and the incomplete Beta function is
Bx(a,b) =
∫ x
0
ta−1(1− t)b−1 dt . (A.3)
with x ∈ [0,1].
For x ∈ [0,1], the Beta distribution has probability density function
f (x;a,b) = 1
B(a,b)x
a−1(1− x)b−1 ≡ Be(x;a,b) (A.4)
and cumulative distribution function
F(x;a,b) =
∫ x
0
f (t;a,b)dt = Bx(a,b)
B(a,b) ≡ Ix(a,b) (A.5)
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where Ix(a,b) = 1− I1−x(a,b) is the regularized incomplete Beta function. The mean E , mode m
(defined only for a > 1,b > 1), variance V and skewness γ1 of the Beta density (A.4) are
E(x;a,b) = a
a+b (A.6)
m(x;a,b) = a−1
a+b−2 (A.7)
V (x;a,b) = ab
(a+b)2 (a+b+1) (A.8)
γ1(x;a,b) =
2(b−a)√a+b+1
(a+b+2)
√
ab
(A.9)
When a single parameter is equal to one the density is monotonically decreasing or increasing with
a unique maximum at x = 0 or x = 1; when a = b = 1 one has the uniform distribution.
Finally, the characteristic function is
φ(t) =
∫ 1
0
Be(x;a,b)exp(−2piixt)dx = 1F1(a;a+b; it) (A.10)
where 1F1(a;b;c) is the confluent hypergeometric function of the first kind.
A. Computing intrinsic credible intervals
Although it is quite easy to find numerical libraries which minimize a function, finding posterior q-
credible intervals which achieve the minimal expected posterior loss is not as simple. The intervals
shown in this paper have been computed with a simple numerical treatment which, although not
being the best possible approach, is good enough to provide results which can approximate the true
intervals with arbitrary precision. The algorithm explained below has been implemented in C++
and executed from within the ROOT framework, which offers the user all necessary utilities to
perform function minimization and compute all special functions which are needed in the statistical
analysis.
The simplest approach is to start by computing the values achieved by the Beta density which
represents our posterior over a grid which splits the support [0,1] in equal steps. Because we
wanted to report values with 3 decimal places, this interval has been subdivided into 2000 steps. A
loop is performed over all points and the values of the Beta density and its cumulative distribution
function are saved into separate arrays, together with the values of the loss function. In addition,
the position of the minimum of the loss function is saved.
The second step is to find all intervals which cover a total area of q. The search is performed
looping over all elements of the arrays: a cycle is performed from the first element to the one which
corresponds to the minimum of the loss function, and a second nested cycle is performed from the
minimum position to the right edge of the support. All pairs of indices for which the difference in
the cumulative distribution function equals q within a predefined tolerance (10−3 in our case) are
saved into an STL set.
The last step is to loop over all pairs of indices. For each pair, the sum of the values which the
loss function assumes for all intermediate indices is performed. The pair with the lowest sum is the
desired interval.
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