We consider the quasi-static magnetic hysteresis model based on a dry-friction like representation of magnetization.
I. INTRODUCTION
The hysteretic constitutive relation between the magnetization and the magnetic field in ferromagnets remains one of the main difficulties in electromagnetic modeling.
The Preisach model [1] , providing for, probably, the most accurate macroscopic description for ferromagnetic hysteresis at present, is a black-box-type method for storing, and using for interpolation, a vast amount of experimental data necessary for the implementation of this model. A simpler and very popular Jiles-Atherton model [2] needs a patch to avoid a nonphysical behaviour [3] , [4] ; the physical arguments used for the derivation of this model have been criticized in [5] . ones but, like the Jiles-Atherton model, regards the pinning of domain walls as the cause of hysteresis and presents, similarly to the Preisach model, the complex hysteretic behavior as a superposition of reactions of simple hysteretic elements, "pseudoparticles". Later, the Bergqvist model [7] and models, closely related to it, have been considered in a series of works; see [8] - [15] and the references therein.
To make the magnetization update at each time step explicit Bergqvist [7] employed an approximation, turning his vectorial energy-based model into a vector play hysteron model. Such an approximation was used also in almost all following works: the only exception that we know is [13] , where an optimization problem is solved to find the new value of the magnetization. Although in the scalar case this approximation does not introduce any error at all, in the general vectorial case it leads to an error that does not disappear as the time steps (external field increments) tend to zero.
In this work we avoid such an approximation and propose a more efficient numerical method than in [13] .
We start with the derivation, and a discussion, of a simplified variational hysteresis model in order to clarify its mathematical structure, then make the model more realistic. We identify the parameters of this model for nonoriented electrical steel using a set of experimental first order reversal curves. Finally, we implement the model as a constitutive relation in a finite element simulation taking into account both the quasi-static hysteretic magnetization and the eddy current.
II. ENERGY BALANCE AND DRY-FRICTION LIKE MODEL OF MAGNETIZATION
The magnetostatic field energy in a magnetic material can be presented as a sum of the empty space energy, depending on the magnetic field h, and the internal energy determined by the material magnetization m. The energy density,
changes asẆ
where b = µ 0 (h + m) is the magnetic induction, µ 0 is the permeability of vacuum, h ·ḃ is the rate of the magnetic field work, and |rṁ| is the rate of dissipation caused by the irreversible movement of the domain walls accompanying the changes in magnetization [7] . For an isotropic material the "friction coefficient" r is a positive scalar; otherwise it is a symmetric positive definite matrix. Here and below the time derivative of u is denoted asu and, if u is a vector, u means |u|. Equations (1) and (2) yield µ 0 h ·ḣ + ∇U (m) ·ṁ = µ 0 h · (ḣ +ṁ) − |rṁ|
where f (m) = 
For an isotropic material, (4) is satisfied if the following "dry-friction" constitutive relation is postulated:
We note that this multivalued relation is similar to the relation between the rate of plastic deformation and May 30, 2016 DRAFT stress in an elasto-plastic material with the yield strength k.
To obtain a more convenient formulation of (5) we note that h i ∈ K := u ∈ R 3 : |u| ≤ k and recall the notion of a subdifferential from convex analysis. Let f : R n → R {+∞} be a convex function which may take also the +∞ values. The set
for all y ∈ R n } is called the subdifferential of f at the point x; its elements p ∈ ∂f (x) are subgradients of f at x. If f is differentiable at x then ∂f (x) = {∇f (x)} and, if
is an empty set. In addition, if
It is not difficult to find the subdifferential of the indicator function of the set K,
any y ∈ K. Clearly, if |x| < k this condition holds only for p = 0 and, if |x| = k, p can be any vector of the same direction as x. Hence, the conditions in (5) can be written asṁ
It follows from the definition of a subdifferential that while h i belongs to the interior of the set K, i.e. |h i | < k, the magnetization does not change:ṁ = 0. Whereas,
Until now, the "dry friction law" was not defined precisely. Now we explain our choice of (5), which does not follow from (4) since it is not the only constitutive relation for which (4) holds. According to a general definition by Moreau ( [16] , p. 64), to set a dry friction relation between the irreversible field h i (the "friction force") and the magnetization velocityṁ, it is required to define a closed convex set of admissible irreversible fields, K, and postulate the maximal dissipation principle: for a givenṁ the field h i should maximize the dissipation power µ 0 h i ·ṁ in the set K. Such a relation betweenṁ and h i is equivalent to (6) , which is equivalent to (5) .
In the anisotropic case we also postulate thatṁ ∈ ∂I K (h i ), where now, since k is a symmetric positive definite matrix, K := u ∈ R 3 : |k −1 u| ≤ 1 . In this case, rewriting (4) as k −1 h i · kṁ = |kṁ| we see that this equality holds, sinceṁ ∈ ∂I K (h i ) means that
which is equivalent to the multivalued constitutive rela-
Note that if h i ∈ K then the reversible field h r = h(t)− h i belongs to the set
and the inequality (7) can be rewritten for h r :
Inverting the dependence h r = f (m) we obtain that m = f −1 (h r ) and, as in [7] , assume further that the vectors h r and m are parallel, i.e. m = M an (h r ) hr hr , where the anhysteretic function M an is non-decreasing and M an (0) = 0.
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where "ˇ" means the value from the previous time level.
This yields the variational inequality find h r ∈ K(t) such that
which is equivalent to an optimization problem: h r (t) is a solution of
It can be shown that if the derivative M an > 0 then S is a strictly convex function and, since the set K(t) is convex, (11) has a unique solution.
The unconstrained minimum of S(u) −m · u is at a point u where ∇S(u) −m = 0; in this case u =ȟ r .
Hence, if |k −1 (h(t) −ȟ r )| ≤ 1, this is a solution also to the constrained problem (11) and m =m. Otherwise, the equality constraint |k
holds. We use this observation to solve the optimization problem (11) numerically as follows.
At each time level, the solution to (11) is h r (t) =ȟ r if |k −1 (h(t)−ȟ r )| ≤ 1. In 2d problems, if this inequality is not true, h r = h(t) + ki φ , where i φ = (cos φ, sin φ)
is a unit vector and, therefore, one is required to solve an unconstrained 1d minimization problem
Although there can be several local minima, a good initial approximation to the optimal direction φ is the direction of the vector k −1 (ȟ r − h(t)). Starting from this approximation, we solved the problem g (φ) = 0, We note that in [7] - [12] , [14] , [15] the vector
is chosen (in the isotropic case) as the new value of h r if |h(t) −ȟ r | > k. This is equivalent to using our initial approximation for φ without any further correction and turns (8)- (9) into a vector play model. In the vectorial case such an approach can introduce an error that does not disappear as the increments of h tend to zero (see below).
The hysteresis model (8)- (9) is oversimplified but it will be used as a building block for a more realistic model (Section III). First, it seems instructive to illustrate the behaviour of this model by several examples. Let us assume, as in [7] , that
where m s is the saturation magnetization and the parameter A determines the steepness of the curve. Another popular representation of the anhysteretic curve (see, e.g., [10] , [11] , [23] ) is the Langevin function However, the approximation (13) where such a model has been used, have been suggested already in [7] , [8] ; their analogues can be found also in some previous models of hysteresis. improve the description of the initial magnetization curve and the minor loops.
For numerical simulations we approximate the distribution by a mixture of N types of pseudoparticles with volume fractions ω l > 0, satisfying
type is characterised by its own r = r l and, to account for partial reversibility of the material response [7] , [12] we assign r = 0 to one of the pseudoparticle types.
Overall, we assume
and arrive at an analogue of (3),
where 
where
if k l = 0 we assume K l := {0}. As before, we reformulate these conditions as variational inequalities, similar to (8)- (9) . After discretization in time these inequalities become equivalent to optimization problems similar to (11): we find h l r on a new time level as a solution to
Finally, we compute As was noted in [7] , it may be better to assume the magnetization of a pseudoparticle does not evolve independently but is influenced by the other particles.
Hence, as the second essential modification of his model, Bergqvist replaced the "driving force" of this evolution, h(t), by the "effective" field h(t) + αm(t), where α is a material-dependent parameter. Such effective fields are often employed also in other models of hysteresis (see, e.g., [1] , [2] , [22] ); in [17] Della Torre presented an explanation of the interaction term αm(t) (see Ch. 4).
With this modification the convex time-dependent sets
The internal variables h l r are now solutions of the optimization problems
in which the constraints depend on the unknown solution itself, since
The implicit constraints in (17) complicate the determination of the magnetizations m l (such problems are equivalent to quasivariational inequalities). Nevertheless, an efficient iterative method can be proposed (see Section V).
Further modification of the model is needed to account for the known phenomenon of zero hysteresis loss in a rotational field at saturation [17] , [18] . To describe this "saturation property", it was suggested [7] , [15] , [19] to replace the constant intrinsic coercivity of each pseudoparticle, k l , by a decreasing function
) attaining zero at a saturation value h l r = h s . In [15] , [19] , however, only a "monoparticle" model with the approximate update rule (13) 
IV. IDENTIFICATION OF THE PARAMETERS IN THE

MODEL
The practical implementation of the phenomenolog- 
V. A NUMERICAL SCHEME FOR A 2D HYSTERESIS AND EDDY CURRENT PROBLEM
Let us consider a long ferromagnetic cylinder, parallel to the z-axis and having a cross-section Ω, carrying a transport current I(t) and placed into a perpendicular uniform external field h e (t). The electric field e(x, y, t) and the current density j(x, y, t) are parallel to the zaxis; we can also choose the vector magnetic potential a(x, y, t) parallel to the z-axis (so that ∇·a = 0). Hence, these variables can be regarded as scalar and we will use the scalar notation e, j and a (which should not be confused with the absolute values of these vectors).
The vector fields h(x, y, t), b(x, y, t) and m(x, y, t) are parallel to the xy plane.
We will use a 2d eddy current and magnetization problem formulation, similar to that proposed for 3d problems with hysteresis in [23] , but employ the Bergqvist model for magnetization discussed above. This model should be incorporated as a local constitutive relation instantaneous jumps of domain walls (the Barkhausen noise), is not described by this model. As is shown in [24] , for the nonoriented steel considered in Section IV this loss is small, at least for the magnetization in the rolling direction; for other magnetization directions the excess loss can, possibly, reach 10-20% of the total loss, see [25] .
For the specified geometry and gauge the electric field can be written as e = −∂ t a + c(t), where the timedependent constant c(t) results from the parallel to the z-axis gradient of the scalar potential, ∇Φ (see, e.g., [26] ). This yields that
where the unknown constant c(t) is determined implicitly by the given transport current,
In our numerical simulations we will assume that I(t) = 0.
The vector potential can be represented as a sum, a = a e + a j + a m , of the potentials associated with the external field, current density, and magnetization, respectively. Here a e = µ 0 (yh e,x − xh e,y ) and, see [27] ,
where ∇ is the gradient with respect to r = (x, y) and
|r| is the Green's function. Correspondingly, the magnetic field can be represented as the sum: h = h e + h j + h m , where
and, see [28] ,
The main unknowns in this model are m(r, t) and j(r, t): provided these variables are found, h and b can be also calculated; c(t) is an auxiliary unknown. After discretization in time, the problem to be solved on each time level n consists of three linear equations,
where τ is the time step, supplemented by the nonlinear relationship,
Our iterative scheme was based on the representation
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Since the analytical calculation of these derivatives is difficult, we used their numerical approximations: replacing u x by u x ± ∆ and keeping u y unchanged, we used the central difference to estimate ∂ ux M [u]; similarly for
Substituting (28) into (24)- (26) 
L y e,e = e e ∂ y G(r − r )dr dr.
for each pair of triangles e, e . Only the matrices L x , L 
VI. SIMULATION RESULTS
In all numerical simulations below we assumed the material is isotropic and used the hysteresis model parameters identified for a nonoriented steel in Section IV.
As our first example, we considered a cylinder with a circular cross-section Ω = {r : r < r 0 }. We made and the boundary condition −∇ψ → h e as r → ∞.
Solving this problem by separation of variables, one finds that inside the cylinder the fields h and m are uniform:
where µ r = µ/µ 0 . For a circular ferromagnetic cylinder we now assume the virgin initial state (m l | t=0 = 0 for all l) and a uniform external field h e (t) growing from zero monotonically in a fixed direction. In this case h and m are also uniform in Ω but obey (35) with an unknown relative permeability µ r varying with h e . For this unidirectional situation the model (18) employed
where u + = max{u, 0}. Substituting relations (35) into (36) we arrive at a nonlinear algebraic equation for µ r , which is easy to solve numerically; this determines h and m for any given h e .
This solution does not depend on r 0 and was used as a partial test for our finite element simulations. We Our second example is a hollow ferromagnetic cylinder with the cross-section r 1 ≤ r ≤ r 2 ; such a configuration can be employed for magnetic shielding.
If the eddy current can be neglected and the magnetic permeability of the material is constant, the problem can be solved analytically [30] . In this case the magnetic field inside the hole is uniform:
Assuming the steel resistivity ρ = 0.43 µΩ·m (see [20] ) and taking r 1 = 0.1 m, r 2 = 0.15 m we solved the magnetization problem taking both the eddy current and hysteresis into account. We now triangulated a larger than the cross-section domain, the square −0.2 ≤ x, y ≤ 0.2 m, see Fig. 9 . The mesh contains 6424 triangles; 2352 of them belong to the ferromagnetic domain.
Although our numerical algorithm needs only the latter Fig. 9 . Finite element mesh. elements, to find the magnetic induction also outside the ferromagnet we computed the elements of matrices (29)-(34) for all triangle pairs e, e , where at least one of the triangles belongs to the magnetic domain (the remaining elements of these matrices can be set to zero). We set The inner iterations converged in 2-3 iterations, much faster than in [13] and, as was shown above (see Fig. 3 ), the faster approach based on the explicit approximation (13) can be inexact.
As is well known, for nonlinear materials with high differential susceptibility values it is difficult to obtain good convergence of iterations in finite element simulations, especially, if the Newton method cannot be employed. This is the case for the model employed here:
in the Newton-like method that we used the necessary derivatives could only be numerically approximated and, for steel in our simulations, the maximal susceptibility exceeded 10 5 . Nevertheless, we were able to reach convergence in five iterations per time level in the outer cycle of our scheme, which is a fast convergence.
VII. CONCLUSIONS
Like most existing macroscopic models for ferromagnetic hysteresis, the quasi-static model proposed by based upon consistent energy arguments and a clear albeit simplified physical picture of the dry-friction like pinning of the domain walls. This model is naturally vectorial, has a variational formulation convenient for numerical simulations, and can be incorporated into a finite element code as a local constitutive relation with memory. As an example we considered a problem, where both the magnetization and eddy current were taken into account.
In this work we tried to clarify the mathematical derivation of the variational formulation, extended it to the anisotropic case, proposed an efficient numerical method based on this formulation, and also demonstrated that the usually employed approximation, which turns the model into a play hysteron model, can be inaccurate.
We showed that this approximation is not a possible version of the dry friction law, as is typically assumed, but a replacement by an alternative assumption, not related to dry friction, and determining a different direction of the system's evolution in the vectorial case.
The model has sufficient degrees of freedom to be fitted to hysteretic behavior of different materials; here we presented a method for the identification of the parameters in this model using a set of experimental FORCs. Another advantage of this model is its ability to predict both the stored and dissipated energies at any moment in time. These properties make the model highly attractive; its further comparison to experiments would be desirable.
where n is the outward unit normal to the boundary ∂e of e. Similarly, e.g., were calculated analytically if the two edges coincided or had a common vertex (we used the Matlab Symbolic toolbox 6.1 in the latter case); otherwise these integrals are also regular and were computed numerically.
