Abstract-Data coding as a building block of several image processing algorithms has been received great attention recently. Indeed, the importance of the locality assumption in coding approaches is studied in numerous works and several methods are proposed based on this concept. We probe this assumption and claim that taking the similarity between a data point and a more global set of anchor points does not necessarily weaken the coding method as long as the underlying structure of the anchor points are taken into account. Based on this fact, we propose to capture this underlying structure by assuming a random walker over the anchor points. We show that our method is a fast approximate learning algorithm based on the diffusion map kernel. The experiments on various datasets show that making different state-of-the-art coding algorithms aware of this structure boosts them in different learning tasks.
I. INTRODUCTION

A. Coding methods
F
EATURE coding is of primary importance as a common building block in many different image processing algorithms that extract a high level representation from images in order to transform a nonlinear high dimensional learning problem in the low-level feature space into a simpler one in the coding space [1] . Coding is used in a wide variety of applications in computer vision, like background modeling [2] , [3] , super resolution [4] , tracking [5] , [6] (See [7] for detailed review), object recognition [8] , image classification [9] - [12] pose estimation [13] and image annotation [14] . Assuming x denotes the low level representation of an image and D is a dictionary matrix composed of K learned visual bases as its columns. The goal of a coding algorithm is to map x to a K dimensional vector c(x) where its i'th element, c (i) (x) indicates the affinity of the data point x to the i'th basis in D. Many coding algorithms have recently been proposed with different approaches to compute these affinities, some based on a similarity measurement [11] and others on the reconstruction criteria [10] , [12] . In one of the most primitive methods called Vector Quantization (VQ), each feature vector is assigned to the nearest basis which is learned by k-means clustering. In this approach, the information loss in representing an image feature is high due to the hardassignment nature. In Soft Assignment Coding (SAC) [11] the visual word ambiguity is modeled by assigning a feature to J. Doe and J. Doe are with Anonymous University. Manuscript received April 19, 2005 ; revised December 27, 2012. several bases by the following similarity measure:
where Z is a normalization factor and the bandwidth parameter σ controls the softness of the assignment function and leads to the hard-assignment in the extreme case when σ → 0.
Sparse coding refers to a class of algorithms that find the sparse representations of the low level features. As an unsupervised learning algorithm, given unlabeled input data, it learns an over complete set of bases and coding vectors that capture high-level features in the images. Sparse coding uses a linear combination of small number of bases that best represent the input image through a reconstruction based optimization problem. Authors in [15] state that sparse coding method is similar to what is done in the visual cortex when bases resemble the receptive fields. The sparse coding problem can be formulated as follows: 
where λ controls the sparsity of coding schema. To enforce the sparsity constraint, the problem must be solved for p = 0 which is called the 0 optimization. However, In [16] it is proven that finding the optimal solution for the 0 optimization is NP-hard. To solve the problem approximately many optimization approaches are proposed, some to solve the 0 problem by greedy approaches [17] - [19] and others to convexify the problem by replacing the 0 norm with 1 [20] . For making the dictionary more specific to the dataset, several methods have been proposed to learn it [21] , [22] instead of using predefined dictionaries. Recently, supervised dictionary learning methods [23] , [24] have also been proposed to increase the discriminant power of the sparse coding algorithm. Sparse coding and its variations [25] , [26] have successfully applied to many computer vision tasks like image denoising [27] , image classification [12] and face recognition [8] .
Regularized sparse coding [25] is an extension of sparse coding proposed to cope with data having a manifold structure that enforces smooth variation of the sparse codes with respect to the manifold structure of the data points by adding a graph regularization term x,y∈X (c(x) − c(y)) 2 W xy to the sparse coding optimization function where W xy reflects the local similarity of data points x to y in the ambient space.
Authors of [1] , empirically show that when bases local to the input data x are preferred in the coding algorithm, the resultant sparse codes can improve the image classification accuracy; arXiv:1311.6079v2 [cs.CV] 5 Mar 2014 they conclude that locality is more essential than sparsity. Based on this idea, local coordinate coding (LCC) is proposed which uses the assumption that despite the features have a nonlinear structure in a high dimensional space, they lie on a manifold composed of locally linear patches. LCC achieved the state-of-the-art performance with a linear classifier in digit classification [1] . Nevertheless, due to it's high computational cost, it is not suitable for large-scale learning problems. In [10] , a large-scale version of LCC named locality-constrained linear coding (LLC) is proposed. LLC guarantees locality by incorporating only the k-nearest bases in the coding process and minimizes the reconstruction term on the local linear patches of bases:
where c knn (x) contains the non-zero coefficients of c(x) and the columns of matrix D x are the k-nearest bases to the data point x. The dictionary are learned by k-means clustering algorithm. In recent years, many Locality-constrained coding methods have been proposed [11] , [28] - [32] and applied successfully to image classification [1] , [10] , [11] , [31] , large scale object categorization [33] , [34] and general object tracking [5] .
B. Large Window Effect Drawback
The assumption behind most of the locality constraint methods is that the datum and the bases, which are incorporated in its coding, lie on an almost linear local patch. Furthermore, recent researches on the coding problem [1] , [5] , [10] show that sparse coding on many well-known datasets leads to locality preserving codes concomitantly. These researches reveal the fact that sparse coding usually works well when the bases that are incorporated in the coding of a datum lie close to a linear patch.
However, in some situations this assumption may not be completely true. As an example, in Figure 1a where the datum x is coded with respect to the bases which lie on the nonlinear path. The window around the datum shows the set of local bases which are used in its code. It is clear that as the window size grows, the error of approximating the local bases structure by a linear one increases and the coding methods based on this simplifying assumption fail. While we explained the situation in a rather simple example, our experiments show that these coding methods have a tendency to use bases outside the local linear patches to code the data in real world datasets. This phenomena may be a result of one or some of the following reasons:
1) Lack of labeled points: representer theorem [35] states that the SVM labeling function can be formulated as:
where K(x, y) = Φ(x) .Φ(y) is the defined linear kernel function in the coding space, β i s are Lagrange coefficients, and x i s are the support vectors. When the number of labeled points is limited, there are many data points for which the set of bases lie in their local linear patch has no intersection with those in the linear patches around the support vectors. For these points we have ∀i, K(x, x i ) ≈ 0 and SVM fails to predict the label of x. As a result, in the cross validation phase the parameters of the coding method are chosen in a way that the number of bases which contribute in the code of each datum increases and bases are selected far from the local linear patch around the datum. 2) Smoothness of labeling function: many learning algorithms are based on the assumption that the labeling function changes smoothly with respect to the underlying distribution of the data [36] , [37] . Given that the smoothness assumption holds for a dataset, it is more likely that two data points that do not share their linear local neighborhoods be still close enough to be considered in the same context. In this case, for the kernel function to be capable of capturing the similarities among these data points, it must have reasonable non-zero values within a more global non-linear patch. Consequently, the encoder tries to improve the performance of the learning algorithm by using bases that do not lie on the linear local patch around the data point being coded. 3) Distinctive neighborhood structure: since distribution of bases varies in different regions of the feature space, the neighborhood structure of each data point should be distinctive in each region. However, both SAC and LLC methods use a globally fixed number of neighborhood bases to achieve a good performance on average. Considering a fixed number of bases around each data point and the variations in the distribution density of bases, there are some regions with few selected bases and regions in which large number of bases outside the linear local patch of a feature are selected. 4) Insufficient number of bases: due to computational complexity and memory limitations, number of bases is usually limited to some thousands. Therefore, there will be some regions in the feature space in which the set of selected bases in the linear local patch around a data point is sparse, leading to an unstable and inaccurate coding. For alleviating the problem, again it is reasonable that the coding method use bases out of the local patch in these sparse regions. While growing the window size increases the performance of the algorithm by offering a more global kernel, the quality of the coding method degrades since the selected bases do not lie close to a linear patch and the primal assumption behind these local encoders is not tenable anymore.
C. Paper Contributions
In this paper, to solve the aforementioned problem, we propose a method dubbed Local Similarities Global Coding (LSGC), in which the coding coefficients are calculated accurately with respect to a set of small windows each containing a linear patch of the underlying bases structure. A random walker connects the coding information in each window together and computes the final code for each data point. To be more precise, first we calculate the coding vector of each basis with respect to the other bases which somehow captures the underlying local structure of bases. Then, a weighted graph is constructed whose nodes are S = {x, b 1 , . . . , b K } and the weight R(x, b i ) is deduced from the coding of instance x corresponding to the basis b i . In a similar way, R(b i , b j ) is deduced from coding of basis b i corresponding to the basis b j . Finally, the coding for x can be obtained naturally from a random walk on the constructed graph. Though this encoding appears to be similar to Markov random field for classification task [38] , the LSGC differs basically, because LSGC runs on the graph whose nodes are learned visual bases. The process is depicted in Figure 1a . By using small windows to calculate the coding vectors, the coding algorithm is free to use bases outside the local linear patch around each data point while the estimated codes remain accurate.
Theoretically, we show that the linear kernel function in the LSGC coding space approximates the diffusion kernel [39] that is used repeatedly in manifold learning applications. It is shown that the approximation error converges to zero with the rate of O(K −1 ) where K is the number of bases. Compared to the diffusion kernel, LSGC coding method is inductive and fast which makes it appropriate for large scale settings. Furthermore, by mapping the input data to the coding space and then applying a fast linear method the training and testing are accelerated compared to the training and testing of a kernel machine that uses diffusion kernel.
A preliminary conference version of this paper appears in [40] . We extend our work in the following three aspects: 1) Compared to [40] , here we present a theoretical justification for the proposed encoding algorithm, which reveals the key components of its success as a coding scheme. LSGC encoder based on LLC and sparse coding besides the SAC encoder which appeared in [40] . 2) To show that the proposed method can be used as a framework in coding applications, we introduce and study different versions of LSGC encoder based on LLC and sparse coding besides the SAC encoder which appeared in [40] . 3) To validate the effectiveness of LSGC encoder we expand our experiments on several datasets in two ways. First, the behaviors of the proposed methods are studied under a vast variety of new settings. Second, we add clustering and regression problems as two new learning tasks to support the main contribution of the paper more thoroughly.
The rest of paper is organized as follows. In Section II-A, assuming that the relations R are defined for each coding method, we propose the LSGC encoding algorithm. Section II-B discusses the ways which are used to define the R matrix for each encoding method. We present our experimental evaluations of the encoding algorithm on three learning task in Section III and compare the proposed method to several other encoding approaches. Finally, in Section IV we conclude the paper and provide the future works.
II. PROPOSED METHOD
A. Local Similarities Global Coding
Let G(V, R) be a graph whose nodes V are the set of bases, and R is a positive symmetric matrix (we let R ← R+R /2 if R is not symmetric ) that captures the pairwise relations between bases and l(x) is the coding vector of x with positive elements which are computed by the corresponding coding algorithm. The computation of R and l depends on the coding algorithm being used in our framework and will be discussed shortly in this section.
As a start point towards the calculation of our coding method, first we symmetrically normalize the matrix R as follows:
in which D is a diagonal matrix and each of its elements D ii denotes the sum of the degrees of the edges connecting the i'th basis to others. It can be easily shown that by this normalization the (i,j)'th element of the matrixP that shows dependency between basis b i and b j can be calculated as:
where d(.) calculates the degree of the nodes and p 1 (b i , b j ) is the probability of going from b i to b j in a one-step random walk transition:
Althoughp 1 is calculated based on the one-step transition probabilities, it can be shown that, like p 1 , its t-step version which is denoted byp t can be computed by the ChapmanKolmogorov equation.
While conventional coding algorithms can be viewed as a one-step random walk in our framework, the proposed method utilizes t-step walks to capture the nonlinear dependencies among the bases as follows:
where c
is the LSGC coding coefficient of x with respect to the basis b i . This coding method can be formulated as a simple matrix-vector multiplication as follows:
in which elements of vectorl(x) arep 1 (x, .) that are computed by normalizing the original local coding vector l(x) similar to equation (6):l
is the degree of node b i after adding the datum x into the graph G. SinceP t−1 can be precomputed with the cost of O(K 3 ), the complexity of coding the data points is O(nKz+K 3 ) in which n is the number of images, K is the number of visual bases and z is the number of non-zero elements inl(x) which is small due to the locality or sparsity constraint. In many learning tasks, the number of images can be in the order of thousands. However, the number of bases are constant and relatively small (normally around hundreds of units). This make our algorithm of practical interest when the number of images are relatively large. This computational cost is reasonable compared to the other algorithms reviewed in previous sections, that run with the cost of O(nK).
While for computational efficiency, in practice, a linear learning algorithm is used explicitly after mapping the points to the coding space, studying the kernel behind a coding algorithm can help assess the properties of the coding scheme. Given that a linear learning algorithm is used in the coding space, the problem can be viewed as a nonlinear one based on a kernel corresponding to the coding algorithm.
Lemma 1: The LSGC coding vector is related to diffusion kernel of order t with the following equation:
where K 2t (x, y) is the LSGC kernel function and the residual term r 2t (x, y) is the value ofp 2t for the paths with 2t-steps in which x is visited at least two times or y is visited at least two times. The lemma can be easily validated algebraically by expanding
, using the Chapman-Kolmogorov equation and considering the fact that the paths which contribute inp t−1 (b i , b j ) in equation (8) do not visit x or y since they are not included in the graph G.
As is seen in Lemma 1, if the residual term is small enough with respect top 2t (x, y), the kernel behind the proposed method is an approximation of the well-known diffusion kernel p 2t (x, y) [39] , which calculates similarities between the graph nodes by considering all the paths connecting them with a specific step length. Since close points over the graph are connected with several paths to each other, this kernel assigns higher values to close points over the underlying structure. It is worth noting that the diffusion kernel has successfully been applied to several applications in manifold learning problems [41] , [42] .
Theorem 1:
p 2t (x,y) converges to zero at the rate of O(K −1 ) where K is the number of visual bases in the graph.
B. Computing the Relation Matrix R
Until now, we assume that the relation matrix is given. Since any encoding algorithm used in the framework has its own nature and properties, a specific matrix R needs to be computed for each coding algorithms. In this subsection, methods for computing R are proposed for SAC [11] , sparse coding [12] and LLC [10] . The details for constructing the adjacency matrices for each of these encoding algorithms follows:
1) Soft Assignment Coding: R can easily be computed for SAC from the original formulation of the algorithm:
since R is a non-negative matrix, it can be used directly in the LSGC coding method. Similarly l(x) is computed with the Gaussian kernel function.
2) Sparse coding: the pairwise relations between bases for this coding method is based on the contribution of the bases in the sparse codes of each other. For this purpose, we exclude the basis that is being coded from the dictionary and compute its sparse code with the original formulation of the algorithm:
, the sparse codes will have the length of 2K. However, the result of the new optimization problem can be determined by the solution of equation (13): sparse codes for the first K bases will be R(
and the sparse codes for the remaining K bases (
. Therefore the non-negativity constraint is trivially satisfied. The positive relation matrix of these 2K bases can be written as:
In the same way, we let l(x) ← [l p (x), l n (x)] and compute the LSGC based on the sparse coding algorithm. Finally, after computing the LSGC codings, positive and negative parts of the codes are merged together in order to have a code with length K.
3) Locality-constrained Linear Coding: Based on the LLC encoding method in equation (3), the non-zero elements of relation matrix can be computed as:
where columns of D b i are the k-nn bases of b i and elements of R knn (b i , .) are the non-zero relations between b i and its k-nn bases. Due to the locality constraint of the LLC method the situation here is a little different from sparse coding and the non-negativity of the relation matrix can not be truly satisfied by duplicating the bases. By adding −D b i to the local dictionary, the new bases are not in the locality of basis that is being coded and the basic assumption with the LLC method is not satisfied. However, the amplitude of coefficients in the LLC code naturally captures the bases relations in the feature space. As a consequence, as is suggested previously [43] , we use the absolute value of the coefficients as weights among bases: R ← |R|. In the same way, we let l(x) ← |l(x)| to satisfy the positivity constraint.
III. EXPERIMENTS
In this section, we evaluate the performance of the proposed method with different settings on five real world and one artificial datasets. The detailed characteristics of each real world dataset is shown in Table I . The datasets belong to three main categories of objects, hand written digits, and hand written letters. Size of datasets vary from 1440 to 70000 instances and the number of attributes vary from 16 to 1024. In sparse coding algorithm, features are normalized to have unit norm for deriving semantically reasonable coding vectors. It is worth to mention that, the processing time of our method is very close to the original encoding algorithm. This is due to the fact that the cost of computing the matrixP t−1 and the matrix vector multiplication in the equation (9) is very low compared to the computational cost of the corresponding coding method and takes less than %5 of the CPU time on the average. Consequently, the processing times are not reported in the tables. Detailed settings of algorithms are described for each experiment accordingly. We used the implementation of LLC and Regularized sparse coding which have been made public by the authors. LIBSVM [45] package is used for regression and LIBLINEAR [46] is used for the linear classification task.
A. Regression
In this part, the primary goal is to learn a nonlinear function defined on a spiral dataset. For this experiment, 10, 000 points are sampled from the well-known spiral shaped manifold as shown in Figure 2a . For each experiment, 512 bases are learned and 100 data points are used for training. The performance of different algorithms are compared in the regression task using the ridge regression algorithm in the coding space. The results are shown in Figure 2 . Each image shows the results of regression with different coding methods on the corresponding function. The average Root Mean Squared Error (RMSE) for 20 independent runs are also reported for each method. In all methods, the parameters are tuned to achieve to their best result. The sparse coding method is intentionally excluded from this experiment, since, as is reported in [1] , sparse coding fails to capture the nonlinear structure of the spiral and has a poor performance on this toy dataset.
Since LLC method does not employ the smoothness assumption, it is not able to predict the values of the function in points that are distant from the labeled points. However, LSGC has a much better performance and predicts the labels of unlabeled points which are far from the labeled points accurately. On the other hand, although result of SAC is smooth, in some regions is shifted from the true values. The smoothness of the predicted function is due to the smooth nature of the Gaussian kernel, but considering that SAC uses Euclidean distance, the value of function in some parts is highly affected by others that have a small Euclidean distance but a large manifold distance. To take a closer look at how each method assigns coding coefficients to a data point, we depicted the contribution of each bases for a sample data point in Figure 3 , after eliminating one of the dimensions for better visibility. It is seen that although SAC assigns codes in a smooth manner with respect to the Euclidean distance of the bases from the data point, the same cannot be said if the manifold distance is considered. In fact, bases with a large manifold distance from the sample point have contributions that may mislead the regressor and cause a shift from the true values as discussed above. Similarly, LLC assigns meaningful codes for bases which are near to the data point, while for the bases outside its linear local patch, the performance of the algorithm degrades. However, LSGC (Figure 3b and 3d) leads to a more global coding vector in which the contribution of the bases in the coding vector reduces with respect to their manifold distance from the data point. For LLC and SAC, a large window size results in degraded classification accuracy since coding coefficients are assigned with respect to the Euclidean distance to the bases. This phenomena restricts LLC and SAC to use bases that are far from the linear local patch of the data point. 
B. Image Classification
In this section we aim to compare the classification performance of LSGC to the original representation (OR) and three types of coding methods: 1) Similarity based: Soft Assignment Coding (SAC) [11] , 2) Locality based: Local Coordinate Coding (LCC) [1] , Locality-constrained Linear Coding (LLC) [10] , and 3) Sparsity based: Sparse Coding (SC) [12] , Regularized Sparse Coding (RSC) [25] . For each method, we train a SVM with the linear kernel in the coding space for each class and use one against all method to evaluate the performance of different algorithms.
In all methods the parameters are set by 5 fold cross validation. A wide range of test values are selected to ensure that the proper value for each method is tested in the cross validation. The test values for sparse regularization parameter λ are {0.005, 0.01, 0.05, 0.08, 0.1, 0.2, 0.3, 0.4}. In LLC we test {3, 5, 7, 10, 30, 50, 100, 200, 400} values for k-nn. We test {0.05, 0.1, 0.2, 0.3, 0.4, 0.5, 0.6, 0.7, 0.8, 0.9, 1}×σ to find best bandwidth parameter σ in SAC. The scaling factorσ is the mean of the standard deviation of the data points and is used since the proper value of σ depends on the variance of the data points. The test parameters used for RSC are as those reported in [25] . As we explore later, LSGC results are not very sensitive to the parameter of its base method, if the base method coding vectors are local enough. Then the globalization of the final coding vector can be controlled by the step size parameter t. Thus, we test limited values of k = {3, 5, 7}, σ = {0.1, 0.3, 0.6} and λ = {0.1, 0.2, 0.4} for the base methods and the step size parameter t is selected from {1, 2, 3, 5, 8, 11, 15}. For each algorithm, the best performance over the dictionary size of {128, 256, 512, 1024} is reported. In Tables II-VI the average performance of the algorithms over 20 independent run is shown. Generally, LSGC with t > 1 improves the accuracy of its base methods by propagating the coefficients. The improvement is more tangible especially when the number of the labeled data point is limited. However, in Letter dataset the LSGC with SAC and LLC fails to improve the performance of the base methods. The reason is that, roughly speaking, Letter is a low dimensional dataset, thus bases could not reside on a much lower dimensional structure.
In Figure 4 , we show the influence of different choices of λ and k on the classification performance of the LSGC. It is shown that when the parameter ensures that the coding vectors of the base method are local enough, the algorithm performance is not too sensitive to the its exact value. This prior knowledge help us to decrease the number of test values in cross validation and increase the speed of the algorithm. 
C. Image Clustering
As another application of coding algorithms, here we investigate the effectiveness of different methods on image clustering. The comparisons are made on COIL20 and Digit datasets which are well-known for this application. Different coding methods are studied: LLC, Sparse Coding (SC), Regularized Sparse Coding (RSC) and LSGC. In the experiments, first PCA is applied to reduce the dimensionality while preserving 98 percent of the data energy, then k-means is performed in each coding space to cluster the data. Also k-means on the raw data as a baseline, and N-CUT [47] as a famous spectral clustering algorithm are reported in the following experiments.
1) Evaluation Methods:
To evaluate the clustering performance, Normalized Mutual Information (NMI) and Accuracy (AC), as two standard criteria, are used. In both criteria, the true label of points are considered as the true cluster labels and the computed cluster labels are compared with them. Assume that C = {c 1 , . . . , c M } is the set of true clusters and C = {c 1 , . . . , c M } is the set of computed clusters, labeled with their indices. e.g. c i contains all the points in the i'th class and c i is the set of points in the i'th computed cluster. The mutual information between these two sets is computed as follows:
in which p(c i ) and p(c j ) are the probabilities that a selected point be in the clusters c i and c j respectively and p(c i , c j ) is the probability that a selected point belongs clusters c i and c j simultaneously. To map the computed mutual information into [0, 1] interval a normalization can be applied:
here H(.) is the standard entropy of the corresponding set. It can be easily verified that if C and C match completely, regardless of their labels, N M I(C, C ) will be equal to one. For the AC criterion, first each computed cluster is labeled with one of the classes in the dataset with Kuhn-Munkres algorithm [48] . If we denote l(x) and l (x) as the functions that return the true and computed cluster label of a given point x respectively and map(l (x)) is the Kuhn-Munkres mapping function, which maps the value of l (x) into a value in the range of l function, then the accuracy of a clustering algorithm can be defined as follows:
in which X is the set of all images in the dataset, N is the total number of images in the dataset and I(.) is the indicator function which returns one if its condition is met.
2) Experimental Results:
In the experiments, parameters for each method are selected empirically to have the best performance. However, for our methods we fixed the k-nn parameter for the core LLC to 3 and the λ parameter for our core sparse encoder to 0.3 for both datasets. Each experiment is performed 50 times and the average performance is reported. Also, in each run the k-means algorithm is performed 20 times with different random initialization and the best result is reported for each method. Tables VII and VIII show the NMI and AC measure of the methods for different number of clusters on COIL20 and Digit datasets respectively. For each row in the tables, the mentioned number of classes are selected randomly from the dataset in each run. As can be seen in these tables, our modified LLC and SC methods outperform others by a vast margin.
IV. CONCLUSION
In this paper we present a method called LSGC that considers the coding of each basis as a way to capture the underlying structure of data and exploits it to make the coding coefficients more accurate. To put in another word, as illustrated in Figure 3 , compared to the conventional coding schemes which are based on the Euclidean distance, our coding coefficients are assigned according to the similarity measure that changes smoothly over the data manifold. In a theoretical point of view, the linear kernel in our coding space is a approximation to the diffusion kernel which is a wellknown kernel in manifold learning literature. The experimental results on different learning tasks show the effectiveness of the method.
The assumption that we implicitly have in our method is that the bases imitate the structure of the data points. Thus, the value ofp 2t (x, y) on the graph containing the bases as intermediate nodes approximates this transition probability on the graph over all the data points. Therefore, it remains an open issue to theoretically bound the approximation error of p 2t (x, y) on the graph contains bases which its nodes are learned using different dictionary methods compared to the graph over the original data points. Proof: For the paths that meet x more than once, there is a step 1 ≤ j < 2t at which the random walker returns to x (Similar proof can be driven by substituting y instead of x if y is met more than once), so:
This inequality holds since the paths which return to x more than once are enumerated several times in the above sum. By unrollingp 2t (x, y) using the Chapman-Kolmogorov equation, we have: 
where the inner sum is over x, y, and K other bases. The idea is to find a lower bound forp j (m, z)/p j (n, z) where m, n, and z are arbitrary points in the graph, and substitute it in (20) . To do so, we start with the following trivial inequality:
where L is the diameter of the sphere containing all the sampled data points. The limited support of the data distribution guarantees the existence of L. So we have:
For a one step random walk on the graph, in which the edges are weighted by a Gaussian kernel we have:
To obtain a lower bound we use the bounds in (22) and substitute the lower bound in its numerator and the upper bound in its denominator:
Now we use this to bound j-step random walks: 
By substituting (25) in (20) (27) 
