Abstract. We show that the L p norms, O<p<~, of the nontangential maximal function and area integral of solutions and normalized adjoint solutions to second order nondivergence form elliptic equations, are comparable when integrated on the boundary of a Lipschitz domain with respect to measures, which are respectively Ace with respect to the corresponding harmonic measure or normalized harmonic measure.
In this work we shall prove inequalities comparing the area integral and nontangential maximal functions for solutions and normalized adjoint solutions to second order nondivergence form linear elliptic operators. Such types of inequalities have been treated recently by m a n y authors, [BG] , [GW] , [D] , [DJK] , IBM], [Mc] , [MU] , [Z] . The most general setting up to now is that of weak solutions to second order divergence form operators [DJK] and subharmonic functions in Lipschitz domains [Z] . As in [DJK] , the constants in our estimates will depend only on ellipticity and the Lipschitz character of the domain, and the estimates will be obtained via the classical approach of good )~ inequalities. The main difficulty in our case is the lack of interior estimates for the gradients of solutions and normalized adjoint solutions, and to make up for it, the area integrals are defined with respect to certain weights for which a Cacciopoli type inequality holds.
Before we state the main theorem we shall need some definitions and remarks.
Recall that a bounded connected domain D in R n is called a Lipschitz domain if its b o u n d a r y cOD can be covered by finitely many open right circular cylinders whose bases have positive distance from OD and corresponding to each cylinder I there is Denote by Lu=Y~.i~,j=l aij(Z)Diju a uniformly elliptic operator with coefficients satisfying aij(X)=aj~(X) for all X in R n, i , j = l , ...,n, and for some ~> 0
~ (A(X)G()
for all X , ( c R ~, where (.,-) denotes the scalar product in R n, and A(X) is the coefficient matrix Throughout this work we will assume that the coefficient matrix A(X) is smooth in R n, though our estimates will not depend on this qualitative property. We will also assume that the Lipschitz domain D is contained in the unit ball and "centered" at the origin. We will denote by Br(X) the ball centered at X with radius r and for QEOD, 
A measure # on OD is Aor with respect to a measure a on OD if there are constants M and 0 such that for all QEOD, r > 0 , and EcA,.(Q) the following
Our main theorem is the following: is a constant C depending on )~ and n such that sup{~(X):XEB,.}<_Cinf{5(X): X E B~}. It was also shown in ( [FGMS] , Theorem 1.1.6) that when ~ is a normalized adjoint solution in T2~(Q), QEOD, which vanishes continuously on A2~(Q), then for some constants aE(0, 1) and C depending on A, n, and the Lipschitz character of D,
~( X ) < _ c ( I X r Q I )~s u p {~: X ET2r(Q)} for all X in T2r(Q).
The Harnack inequality implies that normalized adjoint solutions can not attain neither a maximum or a minimum in the interior of D. These and standard approximation arguments, together with the above control on the modulus of continuity at the boundary of D of normalized adjoint solutions which vanish on an open set of the boundary, imply that given f a continuous function on the boundary of D, there exists a unique normalized adjoint solution ~E C ( D ) such that ~= f on OD.
The normalized harmonic measure ~z at X E D is the representing measure of the functional
f -~ ~( X ) = __/~D fd~;X"
In particular, ~ will denote the normalized harmonic measure at the origin. In this case we also obtain the following similar result.
T h e o r e m 2. Let ~ be a normalized adjoint solution for L in D, a,/3>0, and # a measure on OD which is Am with respect to ~. Then, for each 0 < p < o c there is a constant C depending only on )~, n, p, the Am constants of #, and the Lipschitz character of D such that the following holds
In the first section we will prove Theorem 1 and in the second we will indicate how to obtain Theorem 2 from arguments similar to those in the first theorem.
We will say that two objects A and B (numbers or functions) are equivalent and write A~B if there exists a positive constant C depending at most on ellipticity, dimension, ~,/3, constants in the Ao~ condition, and the Lipschitz character of D such that C -1 A < B < C A . Analogously, the notation A < B will mean that for some C as above A<_CB.
P r o o f of T h e o r e m 1
We will first need to recall some results about L-harmonic measure.
L e m m a 1. (Doubling property of L-harmonic measure). There exists to> 0 depending on the Lipschitz character of D such that for all 0 < r < r 0 and X~ T4r(Q) the following holds, w x ( A 2 r ( Q ) )~w x ( A r ( Q ) ) . In particular, w(A2~(Q))~ w(Ar(Q)) for all r > 0 .
The reader can find the proof of this result in ( [FGMS] , Theorem 1.2.3). As the authors of this work point out, a consequence of the above estimate is that all the results and lemmas in [CFMS] for divergence form operators can then be shown, using the same arguments as in [CFMS] . (See also the arguments in [B1] , where these results are proved with constants which depend also on the modulus of continuity of the coefficients, but which after the works of [FGMS] and [FS] can be carried out without this dependence), to hold for operators in nondivergence form with measurable coefficients. Hence, as in Theorem 1.4, Lemmas 2.1, 2.4, and 2.5 in [DJK] , (where they follow from [CFMS] x(f) w(As(Q))
wX(As(Q))"
We will also need the following facts:
( 
Proof. To show the first inequality, consider a test function ~= 1 on B~/2(Q) and supported in Br(Q). From Lemma 1 and (0.2) we have
Since t~(X, Y) is a nonnegative normalized adjoint solution which vanishes on OD, and G is an adjoint solution for L, the first half of the lemma follows from (1.3), the Harnack inequality for normalized adjoint solutions, and (1.4). 
(Q)--Q-r>c(Q).
It is easy to see that there is a number aC(0, 1) which depends only on D so
that
B~r(~(Q))cVI(Q). We introduce the following auxiliary functions, v ( X ) = e -~-e -~(IX-r and h(X)=v(X) 1/2
, where c~>0 is to be chosen. An easy calculation shows that we can choose c~ depending on A, n and a so that Lv(X)< 0 
X~T4~(Q), ~(X, Y)(G(B(Y)))/(5(Y)2)<u(X), which proves the lemma. L e m m a 3. Let u satisfy Lu=O in D, r be a test function supported in D, and vEL~oc(D ) be a nonnegative superadjoint solution for L in D. Then for any constant/3 the following holds

IVu(X)]2r (X)v(X) dX f l (X)
[I re(X) + ID20(X)J] v(X) dX.
Proof. The above estimate follows from the identities L(u-~)2=2(AVu, Vu), n [(u-/3) 
Once this lemma has been established, the first half of Theorem 1 follows from standard arguments, and the fact that L p norms of area functions of different apertures with respect to a given doubling measure are equivalent. In order to prove this lemma, we adopt the strategies in [Z] , and [BM] .
We may assume without loss of generality that t = l . Define
Eu={QcOD:N~(u)(Q)<_I} and R~( H ) = U { F~( Q ) : Q E H }
for ~> 0 and HcOD. We now introduce a measure Au on D, which is defined by
We recall that a positive measure A on D is a Carleson measure with respect t o a given measure cr on a D if We now use the following fact: there are constants c and C, which are independent of u, r, and e, such that (1.5)
E Xaj ~-CXA~(Qo). j E J
Assuming that this holds, we obtain
as required. We refer the reader to [Z] for the proof of (1.5).
When 5r_> r0, we have from the doubling property of L-harmonic measure that l~<w(A~(Q0) 
IX-XQ,pI=IQ,p( X).
I K ( X ' Q ) -K ( X ' P ) I <-G(A(Q,P,X)) \ lQ,p(X) for all Q, PEOD and X E D with IQ,p(X)>21Q-P ]. Assume that A is a Carleson measure with respect to G, then the function K A defined by
is in BMO(da) 
D Q) ~ G(B(X)) ~(0, X) w({Q e OD: X 9 r2.(Q)}).
From Lemma 2 and the fact that the set {QEOD:XeF2,(Q)} is contained in A(2+2~)~(x) ()~), the right hand side of the above inequality is essentially bounded by 1. Hence, condition (1.6) holds. To check condition (1.7), let XED\D~o/S and
Q, PeOD with IX-QI, [X-PI>2IP-Q[. Interchanging the roles of P and Q we may assume that IX-QI<[X-PI. In this case, IQ,p(X):[X-Q[ and XQ,p:Q.
Then we must consider three cases:
I. IX-Ql>_(l+2a)5(X) and IX-P[>_(I+2a)5(X). In this case we have K(X,Q)=K(X,P)=O.
II.
IX-QI<(I+2a)5(X) and [X-PI>(I+2a)5(X ). Then
5(X) 2 1 ~,['lX-Ql'~ 7/,~'lX-PI ]K(X'Q)-K(X'P)I-< G(B(X)) ~(O,X) \ 5(X) J -~\ 7(X) )
where in the last inequality we used that IX-QI~5(X) and Lemma 2. III. IX-Q[ < (1 +2~)5(X) and I X -P I < (1+2c06(X). In this case the argument above goes through in the same way. We now observe that for 7~>1, we have (
1.8) { Q E c 0 D : S , ( u ) ( Q ) >%Nf~(u)(Q) <_ 1} C {Q 9 cOD: g,~(u)(Q) > 7/2, NZ(u)(Q) <_ 1},
where
[Vv(x)l G(X) (X)dX. o(Q) C(B(X))
To see this, observe that since G(BI(0))~I ([B2]), we have from the doubling property of G, that for x 9 spt(1-qo), G(B(X))..~I. Also, F~(Q)M s p t ( 1 -~) can be covered by a finite number of balls {Bj :j--l, ..., M}, with radius of size roughly equal to 1 and whose double concentric balls B~ are contained in F~(Q). Here M depends on a,/3, and D. These and Lemma 3 show that (1.8) holds.
Now, we observe that for QEE~, S~(u)(Q)2<KA~(Q), and KA~(Q)< S2~(u)(Q) 2 for all Q 9
Thus, from Lemma 6 and for tteAoo(dw)
#({Q 9 OD: S~(u)(Q) > % NZ(u)(Q) <_ 1}) <_ #({Q 9 E~: S~(u)(Q) >'y/2}) < #({Q 9 OD: KA~(Q) > 72/4}) _< Ce-'r2~#({Q 9 OD: S2~(u)(Q) > 1}).
This concludes the proof of Lemma 4.
L e m m a 8. Let u satisfy Lu=O in D, u(0)=0, IIUIIL2(d~) <_I, and a and/3 be positive numbers with a < /3 , with/3 sufficiently large so that 0 9 for all Q c O D. Then, there are constants C and c, depending on A, c~,/3, n, the Aoo constants of #, and the Lipschitz character olD such for all v > C and t>0 the following holds
#({Q c OD: N~(u)(Q) > ~t, Sz(u)(Q) < t, M,()~c~) < 89
<_ Ce-~Clz( { Q 9 OD : N~(u)(Q) > t}), where Gt ={QcOD:Sz(u)(Q) >t}.
The proof of this lemma will follow from the techniques used in [DJK] and [MU] 
fOB2 (Xo)(U(Q)-u(Xo))2 fB2 (xo)g2r(Xo,X)2(AVu, Vu) dX,
where w X~ and g2r(Xo, ") denote respectively the L-harmonic measure and Green's function for L in B2r(Xo). Let k be an integer to be fixed later. The right hand side of (1.10) can be bounded by fB~/2 ~ (g2r(Xo, X) (Xo, X)) 2(AVu, Vu} dX
B2~/~k (Xo)
where we used the analogue of identity (1.10) over B2~/2~(Xo ) to handle the last term. We have from the regularity for solutions to Lu=0, that for some 0E(0, 1) depending only on ;~, and n ( [GT] , Chapter 9),
B~(xo)
On the other hand, Harnack's inequality for solutions to Lu=O implies that for X E Br (X0) the measures w2 x~ and co x are mutually absolutely continuous, and the Radon-Nikodym derivative of cox with respect to co2 x~ is essentially bounded by 1. Since
we obtain from Schwarz's inequality sup l u ( x ) -u ( X o ) l 2 <~ f (u(O)_u(Xo)) 2 dco~o.
Br(Xo) JOB2r(Xo)
Therefore, choosing k large enough we have 1
iii < ~ s (u(Q)-u(z~ d~~
To control I and II, we observe that g2r(Xo, ")-g2r/2k(Xo, ") is a normalized adjoint solution for L on B2~/2k(Xo ). Thus, its maximum on B2~/2k(Xo ) is attained on OB2~/2k(Xo), where t~2~(Xo, ")-~2~/2k(Xo, ")=~2r(Xo, "). On the other hand, Harnack's inequality for normalized adjoint solutions and (1.4) show that for XcOB2~/2k (Xo) we have fB r2
~( X o , X ) < a(B2~(Xo)) ~(Xo) G(B2~(Xo))'
where in the last inequality we used (0.1). Analogously, ~2~(X0, ") attains its maximum over B2r(Xo)\B2~/2k(Xo) somewhere on OB2~/2k(Xo). Thus, dividing and multiplying the integrands in I and II by G(X), we bound I and II by the right hand side of (1.9). Hence from (1.11) and the fact that
OB2~ (Xo) we obtain (1.9).
Let a and fl be as in Lemma 8, QoCOD, 0 < h r < r 0 , and E c A r ( Q 0 ) be a closed set. It is well known that one can construct a "sawtooth" region f~=ft(E, Q0, r) over E. The properties of gt are that it is a Lipschitz domain satisfying (i) For suitable a', a", Cl, c2, with a<a'<a"<fl
U{F,~,(Q)NB~(Q):QEE} cf~cU{F,~,,(Q)NB~2~(Q):QEE}.
(ii) Of~NOD:E. Next, we observe that in the proof of the "main lemma" in [DJK] , the only necessary tools are the doubling property, and properties (1.1) and (1.2) of the harmonic measure associated to a divergence form elliptic operator with measurable coefficients. Since in our case these properties also hold, the main lemma in [DJK] also holds for L-harmonic measures. In particular, if f~ denotes the sawtooth region associated above to a closed set ECA~(Qo) for some QoEOD, 0 < h r < r 0 , and denotes the L-harmonic measure for f~ at Xo, we will have as in the proof of this lemma in [DJK] , that if {/j} is a suitable Whitney decomposition of A2~(Q0)\E, that is, a disjoint family of dyadic surface caps Ij obtained from the dyadic family associated to A2r(Q0), whose union is A2~(Q0)\E and whose distances to E are comparable to their respective diameters l(Ij), and we define a measure ~ on A~,(q0) as
where Qj is a cube in a n centered at a point on "the lateral side" of (O~t\E, whose diameter and whose distance from OD are comparable to the diameter of Ij (Qj is essentially located right above b and at distance l(/j) f r o m / j ) , that for some 0E(0, 1] depending only on A, n, and D the following holds (1.13)
w(F) < ~ b(F) ~e
for all FCA~(Qo) Borel set.
Before we start with the proof of Lemma 8 we will also need to recall that from the estimates on the kernel function associated to L on the Lipschitz domain given in [FGMS] in Theorem 1.2.5, and the arguments in Theorem 4.3 in [CFMS] it follows that if u is L-harmonic in f~, the nontangential maximal function of u in at each point Q E 0f~ is controlled from above by the Hardy-Littlewood maximal function with respect to ~, of the boundary values of u on 0f~. In particular, (1.14)
for all QEOf~, where 6(X) denotes the distance from X to 0fL
After all these remarks we will proceed with the proof of Lemma 8: We may assume that t = l . Let #EA~(dw), a and /3 be as in Lemma 8, and set F~= {QEOD: Sz(u) 
and where w has been chosen so that if f~ is the sawtooth region associated to
E=F.nA~(Q0), and OEE, then L,~(O)ca\Bc~(Xo).
Observe that if QEAr(Q0), and x E r~( Q ) , with s=5(X)<~ro, and PEF~
is such that XEF(a+Z)/2(P), then there is a pointand such that )(EF(a+Z)/2(P). It is well known that there exists a sequence X=X1, X2, ..., XN=X such that
B,~(Xy)cP(~+~)/2(P), i~(Xy)~S, and [Xj-Xj+I]<_ 1
~s for all j, where N and ~7 depend only on the Lipschitz character of D, a and/3. These, (1.4) and Lemma 9 imply 
Ig~(u)(Q)-Nr(u)(Qo)l < 1 for all QeA~(Qo).
Let now 0 be the exponent in (1.13). From the above inequality we get and an argument similar to the one we used to control the BMO norm on the upper part of N(u) using Lemma 9, shows that the right hand side of the last inequality is essentially bounded by 1. In all, we get from (1.17) P(Hs)~<s -2 f o r s > l , and the above inequality together with (1.13) finishes the proof of our claim (1.15).
Remark. The assumption that IlUllL2(d~,)<<l can actually be dropped. This follows from the fact that after proving Lemma 9, and if we had followed step by step the arguments in Lemma 2 of [DJK] , 
P r o o f of T h e o r e m 2
This theorem follows in the same way from the analogues of Lemmas 4 and 8, and the fact that a comparison principle for normalized adjoint solutions vanishing at a boundary portion of a Lipschitz domain holds with constants depending only on ellipticity and the Lipschitz character of the domain (see [FGMS] , Theorem 1.3.7). An immediate consequence of this is that Lemma 1 holds with w replaced by ~, as well as properties (1.1) and (1.2). On the other hand, we will show that the analogues of Lemmas 2, 3 and 9 also hold for normalized adjoint solutions, and therefore we would only have to follow the steps in our previous arguments to obtain Theorem 2. In particular, we have L e m m a 10. Let ~ be a normalized adjoint solution for L in D, r be a test function supported in D, and v E L~oc( D ) 
Proof. 
~(X)G(X)= ]OD~(Q)g(Q)~(Q,X)da(Q)-fD g(Y,X)f(Y)dY
for all X in D, where Ou/Ou(Q) = (AVu, g), da denotes surface measure, and N the interior unit normal at Q. Since in this case d~X
(Q)--G(Q)(O/Ou)~(Q,X)da(Q)
(see [B1] , Proposition 4.1), we obtain after dividing by G (2.1)
Thus the Green's function of the operator Dij(a~j~G)=GL~+2D~Dj(a~jG) is ~(Y, X), and the above formula gives a representation of functions in terms of d~ z and ~(Y, X) similar to (0.2). At this point, the proof of the second inequality proceeds as in Lemma 9, because normalized adjoint solutions satisfy Harnack's in- 
~(Y, X)G(B(Y))/5(r) 2 ~> ~x (At (Qo))
follows from (2.1), the analogous Carleson estimate for solutions to Lu--O vanishing on a boundary portion of OD [B1] , with a similar argument to the one used in the proof of the analogous inequality in Lemma 2, integration by parts, Lemma 3, and the doubling property of normalized harmonic measure. [7(X,O) ' X 9 Q 9 In this case, the first estimate turns out to be a little bit more complicated, and follows from the identity r (aij ~2 G) = Dij (aij 0~2 G) + ~2 GLr 2Dj (Dj Caij ~2 G).
The only new term which is not similar in the argument given in Lemma 2 is (AVe(X, Vr dX, 0), but here we just used the fact that I~l < 1 on the support of Vr and apply Lemma 3 to the integrals over the corresponding dyadic cubes in the following sum
~ 1 ~j]~Tg(X,O)IG(X)dX.
The rest of the argument from here, and in the analogue of Lemma 8, proceeds in the same way as before. The estimates that were obtained over sets which we called "large", are handled using Lemma 11.
