: Left : A 1-second transition animation (green) generated with our proposed system, from past and future contexts (magenta). Center : Super-resolution results (green) from a input motion (blue) saved along one target state (magenta) per second. Right : a 2-second transition with obstacle awareness. Results are best seen in the accompanying video 1 .
INTRODUCTION
Large games often require large animation graphs with a huge amount of unique animations in order to provide realistic and responsive movements. As the number of states grows in the graph, the number of required transitions can grow exponentially, while each of these transitions may require several variations to allow different conditions to be handled. We explore in this research paper a data-driven approach based on deep Recurrent Neural Networks (RNN) to automatically generate transition clips from any character motion in order to reach a desired target, defined as the future desired state of the character. Such an approach aims at leveraging high quality data from Motion Capture (MOCAP) based animations, in order to greatly simplify the task of transition generation for games. We present the Recurrent Transition Network (RTN), designed for transition generation by conditioning on a past context of input frames and a target-relative representation called future context that is evolving through time. During training, we pick such past and future contexts directly from the data, without any labeling of gait, phase or other information. We further explore additional constraint-conditioning by including local terrain information to the inputs of the network.
RELATED WORK
Motion Control. Our task is related to motion control, where goals can be represented as key-frames, or as higher-level constraints, such as trajectories or footstep plans. Important work on control and transitions was based on motion graphs [Arikan and Forsyth 2002; Beaudoin et al. 2008; Kovar et al. 2008; Lee et al. 2002; Safonova and Hodgins 2007] but these approaches show limited scalability and generality, as they require the data to be in memory and are limited to naive interpolation of motions from the dataset. Maximum A Posteriori (MAP) frameworks [Chai and Hodgins 2007; Min et al. 2009 ], Gaussian Processes (GP) [Min and Chai 2012] or Gaussian Process Latent Variable Models [Grochow et al. 2004; Lawrence 2004; Levine et al. 2012; Wang et al. 2008; Ye and Liu 2010] address the limitations of graph-based methods. but have computation times that scale with the data. Many of these are thus applied to single, specific actions. Neural networks have shown impressive results on generic motion synthesis [Holden et al. 2016] and online control [Holden et al. 2017; Zhang et al. 2018 ] but require explicit disambiguation strategies sometimes based on data annotation. Reinforcement Learning (RL) based methods using clips [Lee and Lee 2006; Treuille et al. 2007] or states [Lee et al. 2010] as actions have been proposed, but share limitations of graph-based methods, while Levine et al. [2012] , operating in the in the low-dimensional latent space learned from their GPLVM share limitations of other GP-based methods. Physically-based deep RL techniques [Baram et al. 2016; Ho and Ermon 2016; Liu and Hodgins 2017; Peng et al. 2018 Peng et al. , 2017 model well interactions with the world, but are limited to specific skills as learning global policies is hard.
Motion Prediction with RNNs. Recently, many RNN-based approaches have been proposed for motion prediction from a pastcontext of several frames. Fragkiadaki et al. [2015] ; Ghosh et al. [2017] ; Jain et al. [2016] ; Li et al. [2017] ; Martinez et al. [2017] all build on LSTM networks for successful motion generation. In this work, we augment the Encoder-Recurrent-Decoder (ERD) networks of Fragkiadaki et al. [2015] combined with residual connections [Martinez et al. 2017] with future and terrain awareness in order to produce realistic-looking transitions.
DATA FORMATTING
Dataset. The data for this experiment was captured in a MOCAP studio using a Vicon system. It contains a lot of unstructured motion data summarized in Table 1 , all re-targeted to a common skeleton from which we use K = 22 bones, and downsampled at a rate of 30 fps. The Others category contains diverse miscellaneous motions, including dance, sports and fighting motions. In all of our experiments except for those detailed in Section 6, we used only the terrain locomotion data, corresponding to approximately 15.5 minutes of MOCAP. We split the dataset into N overlapping subsequences Y n , n ∈ {0, ..., N − 1} that have a length L determined by our desired transition length. As we use a past context of 10 frames in all of our experiments, and 2 frames are needed to produce our target state, we have a necessary L ≥ 10 + P + 2, where P is our desired transition length. We usually add 8 extra frames in the future context for visualization purposes only. Unless specified otherwise, we use P = 30 in our experiments.
Input sequences. Similarly to [Holden et al. 2016] , we work with positional information. The raw data consists of sequences Y n = {y 0 , ..., y L−1 } n of vectors y t of global 3D positions. The dimensionality of all positional or velocity vectors is of D = 3 × K where K = 22 is the number of bones used. Our preprocessed vectors x t extracted from y t consist of a concatenation of the global root velocity with the root-relative positions of all other joints. These vector vector are standardized with the mean and standard deviation of each dimensions taken from the training set.
Future context. The future context is used as conditioning information at every timestep and consists of the concatenation of two different vectors. The first one is the target vector t ∈ R 2 * D which is the preprocessed target pose concatenated with the normalized velocity of all joints on that frame. It is constant throughout the transition. The second vector is the global offset vector o t ∈ R D which is composed of the euclidean distances of each joints from the target pose in global space.These vectors are also standardized with training set statistics.
Terrain. In most of our experiments, we also make use of local terrain information as an additional guiding signal. Similarly to [Peng et al. 2018 [Peng et al. , 2017 , we use a local heightmap relative to the (x, z) root position. We augment each motion Y n of the dataset with 5 plausible terrains H l n , l ∈ {0, ..., 4} that we pick at random during training. We follow the terrain fitting and editing procedure proposed by Holden et al. [2017] with the same heightmap dataset to finc those terrains. We further process the fitted terrains around the contact points with a normalized 2D 33 × 33 isotropic Gaussian filter F spanning 1.3 × 1.3 meters with a standard deviation of 20 cm in order to smooth out artifacts from the editing function. We then sample at each timestep a 13 × 13 grid spanning 2.06 × 2.06 meters centered on the character. We then convert this local heightmap into a grid of y-offsets from the root joint. We use the standardized, 169-dimensional flattened vector p t of this grid as our representation for the local patch of terrain.
Random orientation. During training, we randomly rotate each motion sequence Y n as well as the terrain around a unit up-vector emerging from the center of the terrain with an angle drawn uniformly in [−π , π ] to induce rotation invariance in the system.
RECURRENT TRANSITION NETWORK
System overview. On a given timestep, our system takes as inputs a preprocessed positional vector x t retrieved from the corresponding global positional vector y t and a local terrain patch representation p t relative to y t , retrieved from a heightmap H. It uses as conditioning information a normalized target vector t computed from the global positions on the target frame y T and the next one y T +1 , and a global-offset vector o t retrieved from y t and y T . The RTN is composed of several, specialized sub-networks that we describe here.
Frame encoder. At each timestep, the preprocessed current character configuration x t and local patch p t , are first transformed into a new hidden representation h E t by the frame encoder E(), which consists of a Multi-Layer Perceptron (MLP) with two hidden layers of 512 units: Future context encoders. The future, normalized target t encoder F () and the global offset o t encoder O() are both MLPs with two 128-unit layers:
The future target t is encoded once and is constant for every timestep of a given sequence.
Recurrent generator. The recurrent generator R is responsible for the temporal dynamics modeling and the conditioning on the future context. It is a single LSTM 512-units layer that uses the concatenation f t of h F and h O t as conditioning information by using this data for the computation of the gates and cell values:
c Frame decoder. Each of the generated output h R t of the LSTM generator is passed to the frame decoder D, which is another MLP which has three layers of 256, 128 and D units respectively:
We use a Res-Net LSTM [Martinez et al. 2017] , which outputs an offset from the current frame x t , to reduce the gap between the input seed frames and the beginning of the transition. The final predictionx t +1 is therefore obtained with:
Fromx t +1 , we can retrieveŷ t +1 by applying the inverse of our preprocessing function, which consists of de-normalizing the vector, retrieving the global root positions by cumulatively adding the velocities to the stored first global frame of the sequence, and then adding those root positions to the other joints.
Hidden state initializer. In an effort to go beyond normal LSTM hidden state initializing strategies that provide the same initial hidden state for all sequences, we use an additional MLP that learns to predicts h −1 given the first frame of the input sequence x 0 :
This method allows for the recurrent hidden states to be initialized differently for any given input into a good region of the hidden space and doesn't require a change to the loss function.
Postprocessing. The only postprocessing we perform is a correction of the gap between the last generated frame and the target position. We refer to this naive postprocessing as target blend, which is a linear blending of the offset from the generated target pose from the true target into the generated transition.
TRAINING
The RTN is trained with the Mean Squared Error (MSE) signal computed on the generated transition and generated target position. We use the AMSGrad [Reddi et al. 2018 ] optimizer with a learning rate of 0.0005 and minibatches of 32. We use probabilistic teacher forcing [Williams and Zipser 1989] with with a fixed probability p = 0.2 of feeding the network the true last pose instead of its own prediction during training. For the terrain locomotion dataset, we have 4 611 training and 1 008 validation samples, while we have 20 789 and 4 468 training and validation samples in the whole dataset. Validation samples are come from extracting all sequences from single actor from the dataset. We run the training for 200 epochs in all experiments and show results on the best performing network iteration on the validation set.
RESULTS
Transition Reconstruction. We first train our network to generate transitions of 30 frames on the rough terrain locomotion dataset. Figure 1 (left) shows a transition during a forward leap. The RTN does not suffer from diverging trajectories or collapsing to the average pose. In most cases, it is hard for external viewers to determine if a given transition was generated or coming from the data. The system successfully models uneven ground locomotion such as walks, runs, jumps, turning motions, changes in velocities and stances, all with a wide range of gaits. The network uses under 15MB of memory. In Table 2 , we compare our model with ERD networks and Res-Net LSTMs that we augment with our future-awareness strategy (F-ERD, F-ResLSTM) as they are the most related and competitive baselines to our approach. We also compare to a naive quaternion interpolation strategy (INT). We further provide a measure of Average Centimeter Offset (ACO), consisting of the absolute centimeter offset from the ground truth of the generated transition, averaged over all degrees of freedom and over time. Impact of terrain awareness. Interestingly, our experiments show that adding terrain conditioning is not necessary on one-second transitions, as within that length, terrain information seems to be well inferred by the past context and targets. On longer transitions, however, some obstacles cannot be inferred by the input contexts, such as in Figure 1 (right) and adding terrain-awareness allows the character to modify its behavior with respect to obstacles.
Ablation study. In order to assess the benefits of the different modifications we bring to the ERD network, we performed an ablation study summarized in Table 3 . The hcommon and h0 mod- ifications correspond to using a common, learned initial hidden state and a null initial state for the LSTM layer respectively. The resnet and future modifications indicates that the RTN is not using a ResNet formulation or future information respectively. The ptf modifications relate to the probability of the teacher forcing sampling, where the number corresponds to the probability of using the previous true frame, while the ∆ symbol corresponds to a scheduled sampling strategy, where p linearly decreases from 1 to 0 during training.
Temporal Super-Resolution. We use our system to decompress animation saved with only 10 frames of context and a single target state (pose + velocity) per second. The RTN then performs temporal super-resolution of the animation by predicting transitions in series and taking its last 10 generated frames (with target blend) as past context to reach the next target. The network then performs very high quality lossy temporal decompression, by generating fluid and plausible sequences. We show such a decompressed sequence in Figure 1 (center) and in the accompanying video.
LIMITATIONS AND FUTURE WORK
Our system, like many deep learning methods, is heavily dependent on the quality and amount of training data and does not model uncertainty well. A limitation specific to our system emerges from the standardization of the global offset vector o t that effectively limits the ability of the network to generate transitions of lengths significantly longer than those on which the statistics were computed. Conditioning techniques could be explored in order to remove this upper bound. Bi-directional synthesis methods should also be considered in future research in order to remove the need for the target blending.
