Abstract. This principal result in this article is that every Poisson-Dirichlet distribution PD(0, θ) is an asymptotically invariant distribution for a growing collection of independent Bessel square processes of dimension zero divided by their total sum, under the condition that the sum total of their initial values grows to infinity in probability. Implications in several areas of Probability theory have been discussed, including 
Introduction
The objective of this article is to establish a missing link between two popular objects in Probability theory. One, is a family of diffusions, namely the Bessel square processes, and the other, is a family of random point measures called the Poisson-Dirichlet distributions. These will be henceforth denoted by BESQ and PD respectively.
Both objects have been well-studied in their own rights. For BESQ a comprehensive treatment can be found in the book by Revuz & Yor [36] . This family of one dimensional diffusions is indexed by a single nonnegative real parameter δ (called the dimension) and comprises of the solutions of the stochastic differential equations where β is a one dimensional standard Brownian motion. It can be shown that if Z(0) > 0, then the above SDE admits a unique strong solution which remains nonnegative throughout time. Thus the law of a BESQ process of dimension δ starting from a > 0 is uniquely defined and sometimes denoted by BESQ δ (a). For δ = 1, 2, 3, 4, . . ., however the same process law can be obtained from another perspective. It is well-known that in dimension d = 1, 2, 3, 4, . . ., the process given by the square of the Euclidean norm of Brownian motion in dimension d is a Markov diffusion. The law of this diffusion is a solution to the BESQ differential equation for δ = d. The case δ = 0 is unique. BESQ process for dimension zero is a nonnegative martingale also known as Feller branching diffusion. The following description is borrowed from Etheridge [14] . Consider a critical Galton-Watson branching process with a large number of individuals. Each individual is given a mass 1/n and the branching rate is speeded up by a factor of n. As n tends to infinity, suppose that the initial mass of the process converges to a positive Z(0). Then, the one dimensional process of total surviving mass at time t converges weakly to a diffusion limit that satisfies the SDE (1) for δ = 0.
The applications of BESQ processes, and especially of the derived Bessel processes, are too numerous to recount. To point toward the tip of the iceberg, we mention such diverse areas as: (i) Branching process theory and superprocesses. See Bass & Perkins [4] , Etheridge [14] . (ii) Brownian path decomposition and excursion theory. See the book by Revuz & Yor [36, chapter XII] . (iii) Lévy processes. see the article by Carmona-Petit-Yor [7] . (iv) Local times of Markov processes and Dynkin's isomorphism. See Eisenbaum [13] , Pitman [32] , and Werner [46] . (v) Mathematical finance. See Cox-Ingersoll-Ross [9] , Geman & Yor [19] , Pal & Protter [29] . (vi) Random matrices: see Bru [6] and König & O'Connell [25] . And many more.
The literature for the Poisson-Dirichlet is equally rich. We refer the reader to the excellent article by Pitman & Yor [35] for an introduction. The Poisson-Dirichlet is a two parameter family of probability laws on the space of all nonnegative decreasing sequences that add up to one. That is to say, a sample of PD is a random sequence (2) V = (V 1 , V 2 , . . .) with V 1 ≥ V 2 ≥ V 3 ≥ . . . ≥ 0, and
This two parameter family is usually indexed by PD(α, θ) where 0 ≤ α < 1 and θ > −α. Although the joint distribution of the random sequence is not explicit, there are many ways to describe the law of the PD sequence for any (α, θ) pair. We follow the definition given in [35] . For 0 ≤ α < 1 and θ > −α, consider a probability space which supports a sequence of independent random variables {Ỹ n , n = 1, 2, . . .} where the law ofỸ n is Beta(1 − α, θ + nα). Let (3)Ṽ 1 =Ỹ 1 ,Ṽ n = 1 −Ỹ 1 · · · 1 −Ỹ n−1 Ỹ n , n ≥ 2. Now, let V 1 ≥ V 2 ≥ . . . be the ranked values of the sequence {Ṽ n }. Then the law of the decreasing sequence (V 1 , V 2 , . . .) is PD(α, θ).
The PD has a long history in statistical population genetics where it was first introduced by Kingman [23] . Since then an enormous literature have studied it in connection with (i) the theory of exchangeable partitions, see Aldous [1] . (ii) Equilibrium of a coagulation/fragmentation chain, see Diaconis et al. [10] , and MayerWolf, Zeitouni, & Zerner [27] . (iii) Size-biased permutations, see Perman, Pitman, & Yor [31] , and Pitman [33] . (iv) Interval lengths derived from a subordinator, see articles by Perman [30] , and Wendel [45] . (v) Probabilistic number theory, see Billingsley [5] , Vershik [40] , and Donnelly & Grimmett [12] . (vi) Bayesian statistics, see Fergusson [16] . (vii) Statistical physics, see Arguin & Aizenman [3] , Talagrand [39, chapter 1] . (viii) Interacting diffusions, see Chatterjee & Pal [8] . And (ix) random transpositions, see Schramm [38] . An excellent overview, particularly of their importance in combinatorics, can be found in the notes by Pitman [34] .
Our objective in this article is to establish an apparently undiscovered link between the two distinct worlds of BESQ processes and the PD laws. Actually, we will be concerned only with a subset of the Poisson-Dirichlet's, the subfamily of PD(0, θ) for θ > 0. One of the results we establish in this article is the following.
Proposition 1.
Consider an array of random sequences a 1 (n) ≥ a 2 (n) ≥ . . . ≥ a n (n) satisfying the following two assumptions.
(1) The sum of the initial points diverges to infinity in probability.
(2) However, the sequence of random point processes of proportions
, . . . , a n (n) n j=1 a j (n)
, n = 1, 2, . . . , converges in law to PD(0, θ) for some θ > 0.
Now consider an array of BESQ processes of dimension zero. At row n, there are n processes Z 1 (n), Z 2 (n), . . . , Z n (n), that are driven by independent Brownian motions and satisfy, at time zero, Z 1 (n)(0) = a 1 (n), Z 2 (n)(0) = a 2 (n), . . . , Z n (n)(0) = a n (n).
Then, for any time t > 0, the law of the point process
, . . . , Z (n) (n)(t) n j=1 Z j (n)(t) also converges to PD(0, θ) as n tends to infinity. Here Z (·) (n) refers to the coordinates of Z(n) arranged in decreasing order.
We note a somewhat unusual aspect of the result. We will see in the next section that both conditions on the initial values are necessary for the convergence to hold. In particular, there is no invariant probability distribution for the vector of proportions when n is finite. Thus there is no equivalent statement of the previous proposition when either n is finite or, by the additivity of BESQ processes, when i a i (n) has a finite bound. Moreover, the process of the ratios of BESQ's over their sums is not Markov. Thus, the invariance does not follow directly from Markov process arguments.
In some way Proposition 1 is a quasi-invariance result. The sum i a i (n) increasing to infinity ensures that the probability that the sum of the BESQ processes hits zero in finite time vanishes asymptotically. Although such quasi-invariance can be stated rigorously for finite n, there does not seem to exist any quasi-invariant stationary distribution for a finite collection of independent BESQ processes of dimension zero. Here we would like to mention that when the dimension of BESQ processes is positive such a formulation indeed exists and has been proved in Section 3.
The following section describes applications of Proposition 1 and related results we prove in this article. We choose four distinct veins of applications. The first involves Brownian local times, which is connected to the BESQ processes through the Ray-Knight theorem. The second involves a model in Mathematical Finance known as the Volatility Stabilized Market model. As shown in Fernholz & Karatzas [17] , these models can be expressed in terms of BESQ processes through a time change. The appearance of the Poisson-Dirichlet laws in these contexts is novel. The third is in the context of the well-known model of the diffusion approximation of the Wright-Fisher model and its weak limit, known as the Infinitely Many Neutral Alleles Model. Although in this regard the Poisson-Dirichlet has appeared before, the connection with BESQ processes appears to be new. Finally, we discuss a curious example of a branching BESQ diffusion, that gets divided along the branches of a random tree and discuss connections with the PD cascades.
The rest of the paper is divided as follows. Section 3 proves a polar decomposition result for a finite collection of BESQ processes that is the key to our arguments. Section 4 discusses the standard technical aspects of the ideas of convergence that we use in this article. The final Section 5 is devoted to the proof of Proposition 1.
Applications of Proposition 1 and related results
2.1. The Brownian forest. Consider a one-dimensional standard Brownian motion B t , t ≥ 0. Let L a t denote the local time of B in a at time t. See [36, chapter VI] for the details of the definition and the first properties. A lot of effort has been put to understand the dependence of the local time process on the space variable a. For a fixed time t this process eludes any useful description. Surprising structures appear when instead the time is taken to be a stopping time. This is the content of the celebrated Ray-Knight theorems which can be found in [36, page 454] . We extract the second Ray-Knight theorem from this source.
Then, the process L a τx , a ≥ 0, is a BESQ process of dimension zero starting from x. Now, consider x = 1. Also consider a finite or inifinite sequence v = (v 1 , v 2 , . . .) such that
Imagine the random time interval [0,
During each of these subintervals [τ u k , τ u k+1 ], the process B is a standard Brownian motion, independent of the past, until the first time its local time at zero hits v k+1 . That is to say, if we define
then, by the strong Markov property, X k has the same law as {B(t), 0 ≤ t ≤ τ v k+1 } and is independent of the past. Let {L a k , a > 0} be the local time process (in space) of X k . Then, by the RayKnight theorem and our previous argument, the collection of processes (L 1 , L 2 , . . .) is a sequence of independent BESQ processes with corresponding initial values given by a k = v k , k = 1, 2, . . .. Note that the sum k a k = 1.
Consider the process of proportions L
There cannot exist any invariant distribution either to this vector or to its ordered coordinates. This is because during time interval [0, τ 1 ], Brownian motion has a finite supremum, and hence, as a increases, more and more of L a k 's turn zero and ultimately their sum L a τ1 itself vanishes. In fact, by the finiteness of the Itô excursion measure away from zero, it follows that at any positive a, only finitely many L a k 's might be positive. This construction, in fact, proves the necessity of assumption (1) in the statement of Proposition 1.
In turn, Proposition 1 leads to the following property of these local times. Suppose we have an array of variables {a i (n), 1 ≤ i ≤ n, n ∈ N} that satisfies the two assumptions of Proposition 1. Let L a k (n) denote that local time of the Brownian motion B in a during the time interval
For every a > 0, denote the ordered the local times by
Then the limiting law of the proportions of local times processes
as n tends to infinity, is given by PD(0, θ).
It is well-known that many critical branching trees can be embedded in Brownian excursions such that, in the limit, the local time process counts the number of surviving branches up to time a. See for example, Le Gall [26] , Neveu-Pitman [28] , and Hobson [22] . Also see Aldous [2] . Thus, one might expect a similar statement about limiting PD invariance to be true for a large class of critical random forests.
2.2.
The Volatility-Stabilized-Market model. Volatility-stabilized markets are one of the abstract financial markets described by Fernholz and Karatazas that contain some of the traits of a real-world equity market. To quote from [18] : 'Volatilitysatbilized market models are remarkable, because in these models the market itself behaves in a rather sedate fashion, viz., (exponential) Brownian motion with drift, while the individual stocks are going all over the place (in a rigorously defined manner, of course). These markets reflect the fact that in real markets, the smaller stocks tend to have greater volatility than the larger stocks. ' The mathematical description of the model involves a vector-valued process X(t) = (X 1 (t), X 2 (t), . . . , X n (t)) that represents the total equity value of the firms numbered 1, 2, . . . , n. Their movement is determined by the following stochastic differential equation with a single positive parameter δ. The original article [17] assumes δ to be more than one, and parametrizes the model by α = δ − 1 ≥ 0. The model is defined via the following SDE. For i = 1, 2, . . . , n,
where X(0) is a point in the positive quadrant on R n , and (W 1 , W 2 , . . . , W n ) is an n-dimensional Brownian motion.
It can be shown that there is a unique (in law) diffusion process which satisfies the equation above. The individual coordinates all take strictly positive value at all times.
Define the vector of market weights
The market weights are important quantities in economics since they signify the extent of control that each firm exerts on the entire market. In fact, one can alternatively express SDE (4) (see [17] ) by
which makes some of the features of the model immediate and visually appealing. The smaller µ i is, the greater is the drift and the fluctuation of X i . On the other hand, if µ 1 stays close to one, the top stock moves quite sedately.
A crucial observation made in [17] in analyzing the VSM model is their connection with the BESQ processes. Let X be a solution of the VSM SDE. Then there exist n independent BESQ processes of dimension κ := 2δ, (say) Z 1 , Z 2 , . . . , Z n , such that X can be recovered from Z by an appropriate time-change. That is The symmetric Dirichlet distribution is a probability distribution on the unit simplex {η ∈ R n : η 1 ≥ 0, η 2 ≥ 2, . . . , η n ≥ 0, i η i = 1} of relative dimension n − 1. The joint density of the first n − 1 coordinates is given by
, where
In spite of the above result, it is not easy to interpret Proposition 1 for this model. A very rough attempt will be the following picture. The condition δ ≥ 1 is there to ensure that the firms do not crash (when δ = 1, see [18] , individual firms can crash asymptotically in the log scale, however, the entire market does not). Allowing δ to be any positive real number allows the chance that the entire market capital will hit zero in finite time. Such an event, of course, will have lower and lower probability if the total initial capital increases to infinity. Proposition 1 hints at an extreme structure. Here individual equity values are nonnegative martingales which gets absorbed at zero. However, such events are rare for firms with extremely large initial capital. And hence, if there are a large number of firms with large initial capitals, the ordered market weights will resemble atoms of a Poisson-Dirichlet distribution at any given point of time.
For a comparison with another market model where such a result has been proved rigorously, see the article by Chatterjee & Pal [8] . [43] and [44] , Griffiths [20] and [21] , Ethier & Kurtz [15] , and Donnelly & Tavaré [11] .
It is obtained as a large n limit of the familiar diffusion approximation to the Wright-Fisher genetic model with n selectively neutral alleles and symmetric mutation, with a nonnegative mutation parameter θ. This is an n dimensional diffusion X (n) with the state space given by the unit simplex and having a generator
In Section 3 we show that if we consider n independent BESQ processes {Z 1 , Z 2 , . . . , Z n } of dimension 2θ/(n − 1), then the process of proportions
Z i can be time-changed to obtain the same law as X (n) . Now, is has been established in [15] that if we order the coordinates of X (n) and take a weak limit as n tends to infinity, the limiting process exists and is a diffusion on the infinite ordered simplex (2) . Moreover the PD(0, θ) is the unique invariant distribution for this limiting diffusion. However, the finite time change method gets lost in the process of taking the limit, and thus the connection of IMNA with a countable collection of BESQ processes is not clear.
Branching BESQ diffusions.
We consider a curious example of a BESQ diffusion branching along a random tree which has the following well-known construction.
We dynamically construct the tree adding an edge between a newly introduced vertex and an existing vertex at every step. Each edge has a unit length. Imagine a countable collection of sticks of unit length. Start with one of them and mark one end as the root vertex. The second stick is now connected to any of the two existing vertices with equal probability. We now have a tree which is either a line, or a root with two leaves. We continue like this. At step N , there are already N vertices in the tree T N . We choose one of these existing vertices with equal probability 1/N , and draw a edge between it and a new leaf. Thus we end up with a tree that has N + 1 vertices including the root.
It is not difficult to see that this is a nested Chinese Restaurant construction [34, chapter 3] . To see this, let us assign a lexicographic labeling on the vertices of the growing tree. The root is labelled root (or (0)). The kth vertex which gets attached to the root is labelled (k). Take the vertex (1). Vertices attached to (1), other than the root, get sequentially labelled. For example, (12) is the second vertex that gets attached to (1) . And so on. Let us also define the notation (k 1 k 2 · · · k l •) to denote the subtree of vertices such that the first l numbers on their labels is given by k 1 k 2 · · · k l . To see the parallel between this and the chinese restaurant construction, we associate with every new edge a customer arriving in the restaurant. If this edge is attached to any vertex in (i•), we think of the customer as being seated in table i. If the edge is attached to the root, then the customer chooses a new table. It is a matter of easy verification that randomly choosing a vertex is consistent with the probabilities of choosing a table in the Chinese Restaurant process.
Turning the logic around, by appealing to the Chinese Restaurant construction, it is easy to see that all collections of the type (k 1 k 2 · · · k l •) will eventually be nonempty as we progress in adding new vertices to the graph. It is also easy to see that any subtree (
has the same asymptotic law as the original tree.
Let
The size is taken to be zero if the subtree is empty. The following result can be found in [34, chapter 3] . Order these numbers m N (i•) such that
Consider the vector of proportions
Then, as N tends to infinity, the sequence of laws of these decreasing random sequences converges to PD(0, 1). By the self-similarity of the tree, a similar statement holds for any other vertex.
Then, the sequence of laws of the ordered vector of proportions
converges in law to PD(0, 1) as N tends to infinity. This embedded sequence of Poisson-Dirichlet's is sometimes referred to as a cascade.
We now describe a BESQ process of dimension zero branching along T N . To do this rigorously, consider a realization of the tree T N which we view as a branching distribution of offsprings. Label the vertices of the tree in the lexicographic order as described above, keeping the ordering constraint (8) for all subtrees (I•).
We define a family of BESQ processes over a succession of times intervals [i, i+1], i = 0, 1, 2, . . .. Start with an initial mass a N . Suppose the realization of T N has r 1 offsprings. Then during time [0, 1] we consider r 0 many independent BESQ processes of dimension zero Z(1)(t), Z(2)(t), . . . , Z(r 0 )(t) with corresponding initial positions
Thus the initial mass gets divided in different branches according to the weights m's. During time [1, 2] , take Z(1) and replace it by another collection of BESQ processes of dimension zero Z(11), Z(12), . . . , Z(1r 1 ), where r 1 is the number of offsprings of (1). The initial values of each Z(1i) is
Note that, by additivity of the BESQ processes, the sum process
is still a BESQ process of dimension zero during time [1, 2] , and, in fact, by the Markov property, during the entire interval [0, 2].
We repeat it for the other Z(i)'s, and so on for successive time intervals until we hit a leaf and stop the process. The picture being that at every successive time interval the total mass of the BESQ process splits and gets divided proportionately among the branches of the random tree. Also, by what we described before, the sum process
The following result is a corollary of Proposition 1.
Proposition 4. Take any time instant t > 0. Let l be any positive integer not more than ⌊t⌋. Choose any l nonnegative integers k 1 , k 2 , . . . , k l and consider the following vector-valued process of proportions
where
. . are the decreasing order statistics of the vector-valued process
Suppose the initial mass a N increases to infinity with the size of the tree T N . Then, the sequence of laws of this process converges to PD(0, 1) as N tends to infinity.
Proof. Take the case when l = 0. We look at the process Z(1•)(t), Z(2•)(t), . . .. This is a sequence of BESQ processes which are independent conditional on the initial values. Moreover, the initial values satisfy the two conditions in Proposition (1). The present result follows as a corollary. The argument is exactly the same for any (k 1 k 2 · · · k l ).
BESQ processes and their polar decomposition
In this section our main result is the following polar decomposition for the squared Bessel processes.
Proposition 5. Define the matrixσ(x) for x in the unit simplex in dimension n by the formula
Then, there is an n-dimensional diffusion ν satisfying the SDE
for someβ independent of ζ, for which
The condition t < σ 0 is clearly necessary to guarantee that the time change C t does not blow up.
Before we go to the proof, let us explain why the last result is natural to expect and how it relates to the Poisson Dirichlet, something that we will pursue more aggressively in the next section. Suppose δ is a positive integer. Then, one can construct a copy of the vectorvalued process (Z 1 , Z 2 , . . . , Z n ) by considering a matrix of independent standard Brownian motions {B (i,j) , 1 ≤ i ≤ n, 1 ≤ j ≤ δ} and defining
Now the matrix of linear Brownian motion, seen as a vector of length d = n × δ, has the following well-known polar decomposition result. 
Then, there is a d-dimensional Brownian motion β, independent of ρ, such that the process V satisfies the SDE
Here the volatility matrix σ is given by projection matrix
The process V is commonly known as the Brownian motion on the sphere. Note that, from Theorem 6 we know that β and ρ are independent. Since V is on the unit sphere which is compact, the drift and the diffusion coefficients are nicely behaved. Hence V is a strong solution of the SDE (15) . Thus, V and ρ are also independent.
Define the random processes
Then it is clear that each ν i (t) ≥ 0 and that n i=1 ν i (t) = 1 for all t ≥ 0. It is also clear from the time change formula (14) , that if we define the process ζ = ρ 2 , then
This is exactly (13) for an integer δ.
To get a feeling how these are linked to the Poisson Dirichlet, note that V in (15) is the Brownian motion on the sphere. By virtue of its name (and the fact that it can be easily shown) the uniform distribution on the d-dimensional sphere is the unique invariant distribution for V . Define θ to be a map from the d-dimensional sphere to the n-dimensional unit simplex given by the following recipe. For any y on the sphere, let
Clearly, θ = (θ 1 , θ 2 , . . . , θ n ) satisfies θ i ≥ 0, and i θ i = 1.
If U is picked uniformly from the sphere, what is the law of the vector θ(U ) ? There is an easy way to see it. Consider a d-dimensional vector R of iid N(0, 1) random variables. Clearly U has the same law as the vector R/ R . Thus, θ(U ) has the same law as that of
Now, each R 2 (j)/2 has law Gamma(1/2, 1), and they are all independent. Thus, θ(U ) has the same law as
where (Γ 1 , . . . , Γ n ) are iid Gamma(δ/2, 1). This distribution is well known to be the symmetric Dirichlet distribution Dir(δ/2, δ/2, . . . , δ/2). The Dirichlet distribution is a family of probability laws which is parametrized by the dimension n and a sequence of positive numbers α 1 , α 2 , . . . , α n . It is usually denoted by Dir(α 1 , α 2 , . . . , α n ). This is a probability distribution on the unit simplex {η ∈ R n :
The joint density of the first n − 1 coordinates is given by (19) θ
Now, since the process ν in (17) is the same as θ(V ), it is clear from our discussion that the symmetric Dirichlet distribution described above is the unique invariant distribution for the process ν. But now the time change formula (18) links the vector-valued process Z/ζ with the process ν by a time change that is independent of ν. Hence, Z/ζ inherits the same invariant distribution as ν, i.e., Dir(δ/2, δ/2, . . . , δ/2).
The emergence of the Poisson Dirichlet in this picture comes from the classical result of Kingman. Consider the law of the order statistics of a vector sampled from the symmetric Dirichlet distribution of dimension n and with parameter θ/n. We think of it as a random decreasing finite sequence of numbers. As n tends to infinity, the sequence of laws of this random point process converges weakly to the Poisson-Dirichlet law with parameter θ. What this entails for the BESQ processes will be made clear in the next section.
Proof of Theorem 5. By our assumption each Z i satisfies the following SDE:
Let R i = Z i /ζ where ζ = i Z i . Then the SDE for R i for t < σ 0 can be found by Itô's rule:
Define the sequence of local martingales
Now, let τ u be the inverse of the increasing function C t . That is,
Let ν = (ν 1 , ν 2 , . . . , ν n ) be the process obtained by time-changing R by τ . In other words ν i (u) = R i (τ u ). Applying this time-change to the SDE for R i in (21), we get
where W i is the DDS Brownian motion associated with M i . Now, the SDE for ζ involves another martingale:
Here β * is a Brownian motion. Note that
Thus, by Knight's theorem [36, page 183] , the DDS Brownian motions of M i and β * are independent. This proves the independence of each W i and β * . We now show the joint independence of the vector ( W 1 , W 2 , . . . , W n ) and β * . To do this, first note that the DDS time-change is the same for all M i 's. Thus ( W 1 , W 2 , . . . , W n ) is a vector of correlated Brownian motions. Now consider any sequence (f 0 , f 1 , . . . , f n ) of compactly supported bounded measurable functions on the positive half-line. Our claim follows once we show that for all such vector functions, the stochastic integral f 0 (s)dβ * (s) is independent of their sum
But this follows since the two stochastic integral are jointly gaussian and uncorrelated. This proves their independence as processes by standard arguments. Now, it is known ([36, page 439]) that ζ is a strong solution of the SDE (23). Thus, from the independence proved above, it follows that ζ is independent of the vector ( W 1 , W 2 , . . . , W n ). All that remains now is to prove the independence ofβ in (12) and ζ. But,β is obtained as a stochastic integral with respect to ( W 1 , . . . , W n ) by inverting a linear transform (similar to the one used in defining M i in (20) ) that turns the correlated Brownian motion to an uncorrelated one. This linear transform is the square-root of the matrix of mutual variations between the coordinates of W . This shows thatβ is measurable with respect to the sigma-field generated by the process W . They are hence independent of ζ, and this completes the proof.
For the case of n = 2, this skew-decomposition result was noted by Warren and Yor in [41] . In this case, they refer to the one-dimensional process ν 1 as Jacobi diffusions. Also see the related technical report by Warren and Yor [42] .
As mentioned in Section 2, the process ν of (17) appears elsewhere (see, e.g., [15, page 432] ) as the diffusion approximation of the Wright-Fisher model for the evolution at a single locus with n alleles in a monoecious haploid population, as the population size goes to infinity. The following result follows from [15] . Proof. Lemma 4.1 of [15] shows that suppose the diffusion X n has the generator described by equation (2.3) of [15] : (24) A n = 1 2 n i,j=1
for some constants γ i > 0, for i = 1, 2, . . . , n. Then the Dirichlet distribution Dir(γ 1 , γ 2 , . . . , γ n ) is the reversible stationary distribution for X n . Consider now the stochastic differential equation for ν as given in (12) . It follows that the generator of the diffusion (over a suitable domain) is given by
where a is the matrix functionσσ ′ . Thus, for a vector x such that x i ≥ 0 and
We consider two cases: i = j and i = j. For the first case 1 4
For the case when i = j, we can similarly compute 1 4
. Thus, over all we get
Hence by comparing expressions (24) and (26) it is clear that L n = 4A n when we take each γ i in (25) to be δ/2. Thus ν is nothing but the process X n , whose generator is A n , running at four times the speed. This does not affect the invariant distribution and hence the unique reversible stationary distribution of ν is given by the n-dimensional symmetric Dirichlet distribution Dir(δ/2, δ/2, . . . , δ/2).
The connection between BESQ processes and the Dirichlet distribution follows now from Proposition 5.
Proposition 8. Let Z 1 , Z 2 , . . . , Z n be n independent BESQ processes of dimension δ. Assume δ > 0 and n i=1 Z i (0) > 0. Define the stopping time σ 0 as in (11) . Suppose the initial distribution of
, . . . , Z n (0) n j=1 Z j (0) is the symmetric Dirichlet distribution Dir(δ/2, δ/2, . . . , δ/2). Then, for any time t > 0, the conditional distribution of
, . . . , Z n (t) n j=1 Z j (t) conditioned on {t < σ 0 } is again the symmetric Dirichlet distribution Dir(δ/2, . . . , δ/2).
In other words, the Dirichlet distribution is the quasi-invariant distribution for the reduced vector valued process above.
Proof. From the polar decomposition result, it is clear that
The time change process {C t , t ≥ 0} is independent from the process ν which, by Proposition 7, has a unique invariant distribution given by the symmetric Dirichlet distribution. Now, at any time t, the random variable C t has a positive chance of being finite. In fact, {C t < ∞} = {t < τ 0 }. Thus, the conditional law of C t conditional on t < τ 0 exists.
The result is proved by noting that independent time change does not affect the invariant distributions of stochastic processes.
We now get to the proof of Proposition 3.
Proof of Proposition 3. To prove Proposition 3 we use the fundamental observation made in [17] . Let X be a solution of the VSM differential equation (4) constructed on some filtered probability space. Then there exist independent BESQ processes Z 1 , Z 2 , . . . , Z n of dimension 2δ such that (27) X
Define the two processes
Then, it follows that S is a geometric Brownian motion satisfying
where β is the Brownian motion given by
And ζ is a BESQ process of dimension 2nδ, and the following time-change relationship holds
Claim. We are now going to show that the process S is measurable with respect to the sigma-field generated by the process ζ.
Since, ζ is already measurable with respect to S by time-change, it follows that the sigma-fields generated by the two processes must be the same. Before we prove the claim, let us complete the proof assuming the claim to be true.
By the polar decomposition result Proposition 5, we know that there is an ndimensional process ν independent of ζ such that ν satisfies (12) and
.
Combining with (27), we get that there is a time-change G t such that X(t) = ζ(Λ t )ν (G t ) and that the market weights are given by
Furthermore, from the claim it follows that the time-change is measurable with respect to the sigma-field generated by ζ, and is hence independent of ν. The claim follows from Proposition 7 and the fact that ζ never hits zero since it has a dimension more than two. We now prove the claim. Let F (ζ) be the sigma-field generated by the entire process ζ. Clearly the result follows once we show that every S(t) is measurable with respect to F (ζ). This will follows once we show that the pathwise Riemann integral 1/4 t 0 S(u)du is measurable with respect to F (ζ) for every t. But, S is always positive, and hence 1/4 t 0 S(u)du as a function of t is a continuous and strictly increasing. Hence, its measurability follows once we show that its inverse, which is also continuous and strictly increasing, is measurable. Let Γ t be the inverse defined by
By inverting the time-change relationship we get
But, for any stopping time τ , we have
Thus, it follows that
In other words, Γ ′ t = 4/ζ(t), and is measurable with respect to F (ζ). By integration, this proves measurability of Γ(t) and completes the proof.
Convergence of point processes
In this section we review the standard notion of convergence of random point measures that we employ in the proof of the main result.
Our basic space will be the space S which can be loosely defined as the ordered infinite dimensional simplex, i.e., the set of all decreasing sequences of nonnegative elements whose sum is equal to one. That is to say
It comes with the natural L 1 metric, i.e., for any x, y ∈ S, we define the distance
It is clear that this metric turns S to a complete separable metric space which allows us to construct weak convergence of probability measures. Before we describe the criterion for weak convergence of probability measures on S, we note the following lemma.
Lemma 9. For a sequence {x, x n , n = 1, 2, 3, . . .} ⊆ S, the following are equivalent:
(1) x n converges to x pointwise, i.e., lim n→∞ x n (i) = x(i) for every i = 1, 2, . . .. 
lim
f (x(i)).
Proof. (1) ⇒ (2):
Since one can consider any sequence x ∈ S to be a probability density with respect to the counting measure, this holds true by Scheffé's theorem.
(2) ⇒ (3): Since f is continuous and compactly supported, it is also uniformly continuous. Thus the function x → i f (x(i)) is Lipschitz in the L 1 norm, and the convergence is now obvious. (3) ⇒ (1): It follows from usual approximation arguments that the convergence (29) also holds for f = 1(λ, 1] for any number 0 < λ < 1 which is not an element of the sequence x. Then, for any i = 1, 2, . . ., it is clear that {x n (i) > λ} if and only if
f (x n (i)) takes only integer values, from condition (29), it follows that lim sup
Thus, equivalently, we get lim n→∞ 1 {x n (i) > λ} = 1 {x(i) > λ} which implies (1).
Condition (3) in the above Lemma provides us with the well-known structure of weak convergence of probability measures on S. Let ν be a probability measure of S. For any measurable, bounded, compactly supported f : (0, 1] → R + , define the laplace transform of f by
The following result is well-known and can be found in, for example, [37, 
This is the notion of convergence that we employ in the rest of the article.
Proof of the main result
The relationship between symmetric dirichlet distributions and the PD family of laws in well-known and goes back to Kingman's original work [24] .
Theorem 11 (Kingman (1975) ). Let γ (n) j > 0, for j = 1, 2, . . . , n and n ≥ 2. Let θ ≥ 0, and suppose that
Let ξ be a random vector chosen from Dir(γ
denote the coordinates of ξ arranged in decreasing order. Let ϑ n be the law of the point process generated by the decreasing random sequence as above. Then, as n tends to infinity, the sequence ϑ n converges weakly to PD(0, θ).
Clearly the above conditions are satisfied when we consider the symmetric Dirichlet distribution, by letting
Note the result does not hold true when θ = 0. For the Dirichlet distribution with all the parameters equal to zero is not a probability measure.
5.1.
Outline of the proof of Proposition 1. The result will be proved in a series of steps. The following notation will be very helpful. For any vector x ∈ (R + ) n , where n ∈ N, we denote the ordered coordinates of x by (30)
Further, we define the map T :
In case, the sum n i=1 x i = 0, we define the vector T x to be the zero vector. We prove Proposition 1 according to the following steps.
(1) Consider any array of initial distributions {a 1 (n) ≥ a 2 (n) ≥ . . . ≥ a n (n)} which satisfies the two conditions in the statement of Theorem 1. In particular T a(n) converges weakly to PD(0, θ) for some θ ≥ 1. By Skorokhod's representation theorem, it is possible to construct a probability space which support copies of random sequences {a 1 (n) ≥ a 2 (n) ≥ . . . ≥ a n (n)} and a limiting sequence {v 1 , v 2 , . . .} whose marginal distribution is PD(0, θ) such that almost surely lim n→∞ d(T a(n), v) = 0, where d is the L 1 metric defined in (28) . Additionally n i=1 a i (n) increases to infinity. (2) We apply the previous observation to any sequence {a 1 (n) ≥ a 2 (n) ≥ . . . ≥ a n (n)} such that T a(n) is distributed as the vector of ordered coordinates of a sample from the symmetric Dirichlet distribution with parameter θ/n. For the rest of argument we condition on a particular realization of the array {a i (n)}. We now enlarge this space to support two arrays of stochastic processes each element of which is independent of the others. The first array has n independent BESQ processes in its nth row, denoted by Z 1 , Z 2 , . . . , Z n all of which have dimension zero. We suppress their dependence on the n row from the notation, but it will be clear from the context. The second array consists of elements Z 2θ/n and independent of all the other rows. Both the arrays of processes start from the same corresponding starting points a 1 (n), a 2 (n), . . . , a n (n).
is increasing to infinity, the vectors T Z ′ (t) and T Z(t) are non-zero vectors with high probability. Moreover, for a fixed t > 0, the probability that i Z ′ i hits zero before time t goes to zero as n tends to infinity. Fix a time t > 0. Our objective is to show that as point processes, the laws of T Z ′ (t) and T Z(t) are approximate in the weak convergence metric, with an error that vanishes in the limit as n tends to infinity. This, and the fact that i Z ′ i has not hit zero by time t with very high probability, will show by Proposition 8 that, when we integrate out the initial distribution, the law of T Z(t) is approximately the order statistics of a symmetric Dirichlet distribution with parameter θ/n. Now, we use Kingman's result, Theorem 11, to argue convergence to PD. (4) To carry out the previous step, consider any continuous function f : (0, 1] → R + that has a compact support in (λ, 1] for some 0 < λ < 1. We are going to show that the two random variables
have approximately the same laplace transform, conditional on the initial values, and where the error vanishes as we take n going to infinity. Hence, by applying Theorem 10, we are done.
Note that, by symmetry, we also have
(5) The main hindrance in proving the previous step is the growing size of the n. We will prove a series of estimates to show that given a realization of the array a i (n), the quantities N f and N ′ f are well approximated, with high probability, by a bounded number of coordinates of
This, in turn, depends on the following observation. There exists K, N such that for all n ≥ N , the total sum
. This is what has been established in the following Lemmas 13 and 14.
Hence, one can replace T Z ′ or T Z by the corresponding quantities
Thus, instead of N f or N ′ f we study their corresponding approximations
These clearly depend on K many coordinates irrespective of n. (6) We now show that for any fixed L many coordinates, as n tends to infinity, the joint law of the process {Z 1 , Z 2 , . . . , Z K } and {Z This observation produces bounds on the laplace transforms
where these expectations are conditional on the initial values {a i (n)}. This by our previous steps produces bounds on the laplace transforms (again conditional) of N f and N ′ f . The errors in these bounds are shown to vanish as n tends to infinity. By the Dominated Convergence Theorem, we can now show, when we integrate out the random initial values, that the difference between the unconditional laplace transforms of N f and N ′ f also vanishes for large n. But, as argued before, the unconditional laplace transform of N ′ f converge to the laplace transform under the Poisson-Dirichlet law. This establishes the result. (7) Thus Theorem 1 is true for a special case of the array a i (n). The final step is to compare and show it to be true for all initial distributions satisfying the requisite conditions of Theorem 1.
5.2.
A series of estimates.
Lemma 12. Let Z be a BESQ process of dimension 1 > δ ≥ 0 starting from a. For any ζ ∈ (0, a), let τ ζ = inf t ≥ 0 : Z(t) = ζ . Then, there is a universal constant c > 0 such that
Proof. We know that M t = Z −ν t∧τ0 is a local martingale for the choice of ν = δ/2 − 1 starting from a −ν . Now
The final inequality above is due to Burkholder-Davis-Gundy inequality which provides the universal constant c. Now, we are going to compute M t . By Itô's rule, we have
is a nonnegative local martingale. Thus, it is also a supermartingale. Let
. Additionally, h is increasing since δ is less than one. And, h is concave, since
is a decreasing function in x because δ > 0.
Thus, by Jensen's inequality, h(M t ) = Z 1−δ t∧τ0 is a supermartingale. Thus, from (32), we get
This proves the bound in the lemma.
n be n independent BESQ processes with dimension 2θ/n, starting from non-random points a 1 (n) > a 2 > . . . > a(n) that satisfy the two conditions
Then, for ǫ > 0 and 0 < η < 1, there is a pair K, N , such that for all n ≥ N , we have
Proof. For any K, n, by additivity of the BESQ processes, it follows that
are respectively BESQ's with dimensions 2Kθ/n and 2θ(1 − K/n) and initial positions
Now we break the event {V > ϑU } in two parts: for any γ > 2/ǫ, we have
• We now deal with each of the two events on the right side separately. First we will show that, given γ > 2/ǫ, it is possible to choose a pair K, N (depending on γ) such that P U < ϑ −1 γs K < ǫ for all n ≥ N . Note that
Now we are going to make a proper choice of K, N such that for all n ≥ N we have Claim 1.
We will get back to showing this claim. For now let us assume that this claim holds and proceed with the rest of the proof.
We now use Lemma 12 (by appropriately choosing n > 2θK) to get the following bound
Claim 2. Given any ǫ > 0, we can find a K, N such that for all n ≥ N , one has
When this holds, the first probability on the right side of bound (34) has an upper bound of ǫ.
We now show that it is possible to choose K, N such that simultaneously Claims 1 and 2 are satisfied.
We have assumed that T a(n) converges in L 1 to v, where the atoms of v are positive and add up to one. Thus, there exists K, N (depending on the triangular array of a) such for all n ≥ N , we have
This proves Claim 1. For Claim 2, we first simplify the expression on the left side of (36).
As before, since T a(n) converges to a probability mass function v, one can find a K, N such that for all n ≥ N we have (1) Kθ/n < 1/2 and
(2) And, since n i=1 a i (n) tends to infinity,
This completes the proof of the bound (36) in Claim 2.
• Let us now get back to expression (34) . We now show it is also possible to choose K, N such that P (V > γs K ) < ǫ for all n ≥ N . Note that
Now, for any BESQ process Z with dimension δ such that Z(0) = a, the process satisfies
We show now that the local martingale M (t) = 2 t 0 Z(s)dβ(s) is an actual martingale. Note that, for all T > 0, we get
It suffices to show that the above is bounded. This is because, by BurkholderDavis-Gundy inequality, it implies that the local martingale is uniformly integrable during [0, T ] and hence, is a true martingale. But the boundedness of (39) follows easily by comparing (using stochastic comparison theorems for SDE's) with a BESQ process with integer dimension and using its representation as the sum of squares of Brownian motions. Since M is a true martingale starting from zero, E(Z(t)) = a + δt. We now use this argument for the process i>K Z ′ i (t) which is BESQ with dimension 2θ(1 − K/n). Thus, by Markov's inequality
Since we have chosen γ > 2/ǫ, the first part on the right is less than ǫ/2. For the other part, again we use the fact that T a(n) converges to the sequence v which is a probability mass function with countably many atoms. Thus, it is possible to choose K, N and 1 > ρ > 0 such that for all n ≥ N , not only the upper bounds on i>K a i (n) given in (35) and (38) are satisfied, but also the lower bound
is increasing to infinity, it clear that by choosing N big enough, we can get 2θγ
Combining all these bounds in (40) we get P (V > γs K ) < ǫ.
Finally putting everything back in inequality (34), we have proved Lemma 13.
We now prove a localization lemma similar to the previous one but for BESQ processes of dimension zero. Lemma 14. Let Z 1 , Z 2 , . . . , Z n be n independent BESQ processes with dimension zero, starting from points a 1 (n) > a 2 > . . . > a(n) that satisfy the two conditions in Proposition 1.
Proof. We do not need to redo the proof since it is very similar to the proof of the last Lemma 13.
In fact, the estimates in Lemma 12 holds when the dimension is zero. We can still apply the decomposition in (34). As we go along the argument, we see that every inequality holds true when θ/n = 0. We skip the details of the argument.
The next step is to compare the laws of finitely many processes under BESQ 0 and BESQ 2θ/n and show that their laws converge to one another as n tends to infinity when their initial positions are increasing to infinity. Recall that the stochastic exponential of a local martingale M refers to the process
Lemma 15. Let Z be a BESQ process of dimension δ > 0 starting from a which satisfies the SDE
where β is Brownian motion. Let Q denote the law of Z. Let Q denote the law of a corresponding BESQ 0 process starting from a.
Fix a a > ζ > 0, let τ ζ = inf t ≥ 0 : Z(t) = ζ be the hitting time of level ζ. Then, for any t > 0, and any event A ∈ F t , we have
Here E(·) refers to the stochastic exponential of a local martingale.
Proof. Apply Girsanov's theorem with the martingale
which is a true martingale since the integrand is bounded. The Girsanov's transform produces a process that satisfies the SDE of the BESQ process of dimension zero up till the stopping time τ ζ . Obviously the stopped process law and the original BESQ 0 law are the same on A ∩ {τ ζ > t}. This completes the proof.
We have now all the ingredients needed to complete the proof of Proposition 1.
Proof of Proposition 1. We follow the outline of the proof already mentioned in Subsection 5.1. Steps (1) and (2) in the outline are immediate and need no further explanation. We continue the proof based on this set-up.
As it has been outlined, we first condition on the array of the initial values of the stochastic processes. All our subsequent probabilities and expectations are hence conditional, given a realization of {a i (n)}. Now, to compare the laws of the point processes T Z ′ (n) and T Z(n) (where · is defined in (30)) at any fixed time t, we compare the corresponding laplace transform operators as defined in Theorem 10.
Let f : (0, 1] → R + be any uniformly continuous function with a compact support contained in (λ, 1] for some λ > 0. Define the positive random variables
Now, for any α > 0, one can consider the laplace transforms
. Also, let Ψ denote the laplace transform operator for the Poisson-Dirichlet, i.e., (46) Ψ(f ) = Ee
, where y ∼ PD(0, θ).
• First step is to use Lemmas 13 and 14. We can, without loss of generality, assume f to be Lipschitz with a Lipschitz coefficient ς. That is to say, for any two numbers 0 < p, q < 1, we have
Now, by Lemma 13, we get that there is a K, N (depending on the realization of the array {a i (n)}) such that for all n ≥ N , we get
Now, by a little algebraic manipulation, it follows that
Recall our definition:
where the coordinates are defined to be zero if the denominator vanishes. By the Lipschitz continuity of the function f , it is clear that
Thus, from the probability bound in (47), we get that for all n ≥ N , we have
Finally, we can define the following local approximations
Clearly, whenever
When that does not happen (which happens with a probability less than ǫ),
Thus, from the bound in (50), we can infer that
The same is true when we replace
• The next step is to use Lemma 12 and Lemma 15 to compare the laplace transforms of M f and M ′ f . Fix a positive level ζ. Define the hitting times of level ζ for each of the BESQ processes by
Of course, the law of the stopping times also depends on n, something that is suppressed from the notation but will be clear from the context.
We claim that it follows from Lemma 15 that
Here E i is the random variable
and E denotes stochastic exponentiation as given in (43) and β i is the Brownian motion appearing in the SDE
We are going to compute E E 2 i . Let
. Thus, it follows from Itô's rule that
It follows from Gronwall's lemma, [36, p. 543] , that
Plugging this value back to (53), we get
Clearly, for fixed t, ζ, K, if we take n going to infinity, the right side in the above inequality goes to zero. Combining this with (53) we get (54)
However the factors 1 ∩
> t} are a nuisance. We are now going to remove it by applying Lemma 12. It is clear that the following holds
Now, by assumption, the sum n i=1 a i (n) goes to infinity, while the first K ratios a j (n)/ n i=1 a i (n) converge to the first K atoms of v which are all positive. Thus
This observation, coupled with the inequality (55), we get (56) lim
We get a corresponding inequality for Z 1 , Z 2 , . . . , Z K . The easiest way to see this is by putting θ = 0 in the above derivation. Thus, we also have (57) lim
Combining (54), (56), and (57) we get
Combining further with (51) and (52) we obtain
Since this is true for every ǫ > 0, we obtain
We now use Proposition 8. Let σ 0 (n) denote the stopping time σ 0 (n) = inf t ≥ 0 : where Ψ(f ) is the laplace transform of the PD(0, θ) distribution. By Theorem 10, the result is now shown to be true for the special case when the initial values come from the symmetric Dirichlet distribution.
• The final step in the proof is to show that Theorem 1 holds even if the initial distribution is generalized as follows.
Consider an array of nonnegative random variables b 1 (n) ≥ b 2 (n) ≥ b 3 (n) ≥ . . . ≥ b n (n), n = 1, 2, . . . Also consider an array, independent of the previous one, where, for each n ∈ N, we take the nth row {γ 1 (n) ≥ γ 2 (n) ≥ . . . ≥ γ n (n)} is distributed independently of all the other rows and has the law of the order statistics of a sample from the symmetric Dir(θ/n, . . . , θ/n). Define the random variables a i (n) = γ i (n) n j=1 b j (n), i = 1, 2, . . . , n, n ∈ N.
Thus, clearly a 1 (n) ≥ a 2 (n) ≥ . . . ≥ a n (n), We consider the corresponding two arrays of BESQ processes of dimension zero {Y 1 (n), Y 2 (n), . . . , Y n (n)} and {Z 1 (n), Z 2 (n), . . . , Z n (n)} such that the elements in the same row are driven by independent Brownian motions, and at time zero
For the rest of the argument we again suppress the dependence on n and denote the processes by Y i and Z i keeping in mind that n can be determined from the context. We have already shown the following: at any time t > 0, the law of the process T Z(n)(t) converges weakly to PD(0, θ). We will now establish the same claim for T Y (n)(t) by comparing their respective laplace transforms. Consider a function f : (0, 1] → R + which is zero outside (λ, 1], for some λ > 0, that is bounded and Lipschitz continuous with Lipschitz coefficient ς. We now apply Lemma 14. Clearly, if K 1 < K 2 are two positive integers and 0 < η < 1, it is immediate that the conditional probabilites (conditioned on the initial values of the processes) satisfy
A similar claim holds when Z is replaced by Y .
Thus, given any ǫ > 0, it is possible to get a K large enough such that for all large enough n ≥ N , the probabilities (when initial random values are integrated out) satisfy
Thus, we can still define the operator T K as in (49) and have a similar bound as in (50). Thus, under the marginal distribution of the processes,
And consequently, taking expectations, we get
(61) Now the random variables
) depends on a fixed K many corresponding processes (and independent of the rest) irrespective of the growing n. We now apply the polar decomposition result Proposition 5. From the decomposition we get that, for every row n, there exist two K-dimensional diffusions ν Z and ν Y independent of K j=1 Z j and K j=1 Y j such that
where these time change formulas hold until the first time either of the sums It is clear by our assumptions that as n tends to infinity, the laws of the two initial conditions converge to the same limit. Now, to analyze the time-change (62), we need to understand the stochastic clock process j=1 b j (n) respectively. By our assumption, both these initial positions are diverging to infinity in probability as n tends to infinity.
We now turn to the estimate in Lemma 12. Choose an arbitrarily large ζ. By Lemma 12, there is a number Θ such that if Z is a BESQ process of dimension zero starting from a > Θ, then P a (τ ζ ≤ t) ≤ ǫ. Now, we can choose an N 1 such that for all n ≥ N 1 , we get Now, by continuity of the diffusion process, for all ǫ > 0 there is a δ > 0 such that
