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Abstract
Iron base superconductor have gained much attention in the research community. They offer great potentials to im-
prove our understanding of the subject of superconductivity by having another family of high temperature supercon-
ductors to compare and contrast to the cuprates. Practically, the iron based superconductors seems to be even better
candidates for applications in power generation and power transmission. Iron telluride is regarded as the parent com-
pound of the ”11” family, the family of iron chalcogenide that has the simplest structure. Iron telluride itself is not a
superconductor, by can become one when doped with oxygen.
In this investigation, we developed the growth recipe of thin film iron telluride by Molecular Beam Epitaxy (MBE).
We found the growth to be self-regulated, similar to that of GaAs. The initial layers of growth seem to experience a
spontaneous crystallization, as the film quickly go from the initial polycrystalline phase to highly crystalline in just
a few unit cells. We studied oxygen doping to the iron telluride thin films and the resultant superconductivity. We
characterized the sample with AFM, XRD, transport, and STEM-EELS, and we found that interfacial strain is not
an essential ingredient of superconductivity in this particular case. We investigated the doping conditions for two
candidate oxygen doping modes: substitution and interstitial. We found that substitution occurs when the film grown
in oxygen, while interstitial oxygen is primarily incorporated during annealing after growth. The substitutional oxygen
are concentrated in small local regions where substitution is around 100%, but does not contribute to superconductivity.
We estimated substitutional oxygen to be about 5%, and is the proximate cause of superconductivity.
Hall experiment on our sample showed a shift of dominant carrier type from holes to electrons around 35◦K, but
the transition was set in motion as early as the structural phase transition around 70◦K. We believe the shift is a result
of enhanced mobility of electrons at low temperatures.
Using the capability of MBE to make pristine and abrupt interfaces, we grow two film structures: FeTe:Ox/AlOx/Au
and FeTe:Ox/Al/AlOx/Au. We explored processing recipes to fabricate these films into tunel junctions devices.
FeTe:Ox/AlOx/Au type of devices turned out to be suffering from nanoshorts and exhibit point contact spectroscopy
junction behaviors. We observed evolution of enhanced conduction peaks around 20mV, consistent with published
literature. FeTe:Ox/Al/AlOx/Au junctions behave differently, showing a evolving energy gap around 3mV. The fact
that the energy gap evolved together with the superconducting transition, and the close match of gap size to these of
ii
the other iron chalcogenide superconductors, gives evidence of proximity coupling between the iron telluride layer
and the aluminum layer.
iii
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Chapter 1
Introduction
1.1 Motivations
High temperature superconductivity (HTS) in iron based compounds was an exciting discovery in 2008 [22] and now
presents a challenge to integrate with the phenomenology of the cuprates, which are the older examples of HTS. In
high temperature superconductors, phonons are unlikely to be the pairing mechanism due to the high superconducting
transition temperatures. According to the BCS formula, the superconducting transition temperature (Tc) scales with
the Debye temperature, and for HTS the observed Tc is too large. Therefore, some other electron pairing mechanisms
must exist. The direct Electron-electron interaction is strong in high temperature superconductors. Because of the
relatively low carrier concentration in these materials, electron screening is poor. For example, the Thomas-Fermi
screening length (λTF ) for cuprates and iron based superconductor are both estimated to be approximately 10A˚ [44]
[54], compared to 0.5A˚ for a simple metal.
The pairing symmetry for cuprate high temperature superconductors are d-wave, what is the pairing symmetry of
iron based superconductors? There are good reasons to think that order parameter for iron based superconductors has
a sign change in k-space. First, due to the strong scattering from longer the λTF , the repulsive interaction between
carriers is important. Second, the Fermi surface of iron based superconductor has multiple parts but they are nested.
This will be shown in more detail later, facilitates pair scattering in specific directions in k-space. In the rest of this
section, we will outline an argument given by Chubukov [36] that repulsive interactions can lead to paired states if a
particular Fermi surface structure is present and the order parameter has a sign change.
The lattice of iron base superconductors consist of 2D planes of closely spaced iron atoms, each of which is
tetrahedrally coordinated with chalcogen or pnictide atoms. These molecular layers are then stacked one on top of
another to form the crystal. In the case of iron pnictides, there is charge doping layer that brings the nominal valence
of iron to near 2+. In the case of iron chalcogenides, this charge doping layer is absent. In both cases, the chemical
bonding between the molecular layers is weak. The net result of this physical structure is that the electronic structure
is two dimensional. For example, the Fermi surfaces shown in Figure 1.1 are almost cylindrical with only small
modulation in the c-axis direction.
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Figure 1.1: Illustration of Fermi surface of iron based superconductor [63]. The Fermi surface consists of cylindrical
hole pockets at the Γ point in the zone center. Surrounding the hole pocket is an electron pocket at the M point. The
scattering from Γ point to M point is in the (pi, pi) direction
Single particle density functional (DFT) calculations of of the electronic structure of FeTe show that there are
both electron and hole carriers and they are present in k-space in different locations, with two hole pockets at the Γ
point and an electron pocket at the M point. The carrier concentration for both electron and hole doped iron based
superconductors is about 0.25 carrier per iron atom. They are metals with small carrier concentration. Because the
carrier concentration is low, electron screening is poor and conventional phonon mediated pairing is unlikely. Pairing,
however, is also possible in such systems when only repulsive interaction occur [36]. Due to the characteristics of
the Fermi surface, the repulsive interaction between carriers may lead to an unusual superconducting state with a sign
change between the electron and hole channels.
When we consider the ground state of a system, such as the carriers in a superconductor, the energy of the system
in real space can be expressed as
H =
∑
x1
H1(x1) +
∑
x1,x2
H2(x1, x2) (1.1)
where H1(x1) is the single particle energy and H2(x1, x2) is the pairing interaction between two particles located at
x1 and x2. We can fourier transform Equation 1.1 to k-space, and with 2nd quantization, the pairing Hamiltonian can
be rewritten, as outlined in Chapter 3 of the book by Tinkham [51]. In this form, the pairing Hamiltonian is
H =
∑
~kσ
~kn~kσ +
∑
~k~l
V~k~lc~k↑
∗c~k↓
∗c−~l↓c~l↑ (1.2)
The first term is the sum over all the carriers, with momentum (~k) and spin (σ), without any interaction. This is just
the single particle band energy. The second term is the interaction term. It describes the pair wise interaction in which
a coupled pair, in the initial states
∣∣∣−~l, ↓〉 and ∣∣∣~l, ↑〉, is scattered to the final state, ∣∣∣−~k, ↓〉 and ∣∣∣~k, ↑〉. V~k~l is the
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energy of interaction experienced by the pair during scattering. Depending on whether the interaction is attractive or
repulsive, V~k~l will either be negative or positive respectively. c
∗ and c are creation and annihilation operators for the
states labeled by subscripts.
In simple BCS superconductors, V~k~l is an attractive interaction between a pair of electrons, which stems from the
electron-phonon interaction. This attractive interaction (V~k~l < 0) enables a small energy saving for two electrons of
opposite momentum and spin to pair up, i.e. forming a Cooper pair, and consequently destabilizes the Fermi surface.
The Cooper pairs are bosons and can condense and occupy a single many-body ground state, opening up an energy
gap and resulting in lossless electrical transport.
In cuprates and iron based superconductors, however, the superconducting transition temperatures (Tc) are too
high for the pairing interaction to be phonon coupling. If one excludes phonons, the only interaction left is Coulombic
electron-electron interaction and that is repulsive (V~k~l > 0). This is especially true for cuprates and iron based super-
conductors, where the carrier concentration is relatively low and screening is relatively poor. Meanwhile, compared
with the electron-phonon coupling in the simple BCS superconductors, the repulsive interaction is much stronger and
may be capable of supporting a higher Tc as outlined in the review by Maiti and Chubukov [36].
When the repulsive interaction is expressed in pairing Hamiltonian, we have the same equation as Equation 1.2
but with the interaction term V~k~l > 0. Under the right circumstances, superconductivity is still possible even with a
repulsive interaction, if the following 3 conditions are satisfied [36].
1. V~k~l is a strong function of
~k −~l with an ”appropriate shape”, as will be illustrated in the following example.
2. Density of States (DOS) is of an ”appropriate shape” that matches V~k~l.
3. The order parameter experience a sign change when the scattering vector connects the electron and hole pockets.
Next, we examine the iron based superconductor as an example. Figure 1.1 illustrates the density functional theory
(DFT) calculation of the Fermi surfaces of BaFe2As2. The Fermi surface consists of cylindrical hole pockets at the Γ
point in the zone center. Surrounding the hole pocket are an electron pocket at the M point. The scattering from Γ
point to M point is in the (pi, pi) direction.
Inspecting the Fermi surface in Figure 1.1 reveals that the electron pocket can be mapped onto the hole pocket
with just a translation vector of approximately (pi, pi) direction, i.e. the Fermi surface is nested. This Fermi surface
is susceptible to nesting instabilities such as charge/spin ordering or superconductivity [10]. More importantly, the
strength of the repulsion and the distribution of DOS makes V~k~l strongly directional in the summation on the right hand
side (RHS) of Equation 1.3. Scattering anywhere other than between Γ and M is unlikely since Columb scattering
leads to large ~k−~l. Therefore, the aforementioned conditions 1 and 2 are satisfied. In addition to interband scattering,
i.e. scattering between the electron and hole pocket, intraband scattering, i,e. the scattering from one point of an
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electron/hole pocket to another point on the same pocket, is also possible, but since V~k~l is small for small
~k − ~l, we
will ignore this, as also argued by Phillips et al [61].
Next, we will show that even in the presence of a repulsive interaction, a paired state can emerge provided the order
parameter changes sign in k-space. Following the treatment outlined in Tinkham [51], using variational principle to
minimize the pairing Hamiltonian energy leads to a self-consistent condition which expresses the order parameter as
an integral equation with V~k~l as the kernel.
∆~k = −
1
2
∑
~l
∆~l√
∆~l
2 + ξ~l
2
V~k~l (1.3)
Here ∆~l is the superconducting energy gap at point
~l and ξ~l is the single particle energy relative to the Fermi surface
ξ~l = ~l − µ. This equation describes how to calculate the order parameter at ~k (∆~k) by scattering from all points ~l
with order parameter ∆~l. For the convenience of argument, we will consider the interband scattering from M to Γ,
or from an electron pocket to a hole pocket. The same argument holds true for a scattering from the hole pocket to
electron pocket. As discussed before, V~k~l > 0 duo to the repulsive interaction. Since V~k~l and
√
∆~l
2 + ξ~l
2 are both
positive quantities, ∆~k must be of opposite sign compared to ∆~l. Otherwise, the self-consistency requirement will not
be satisfied for finite ∆. Therefore, the repulsive interaction combined with the shape of the Fermi surface necessarily
leads to a paired ground state with a change of sign in the order parameters between the electron and hole channels.
Pairing should be impossible for a simple s-wave state if the interaction is repulsive.
Although the sign change between the order parameter at different pockets has been predicted by theorists, it has
not been confirmed by experiment. The desire to test the theoretical predictions formed the initial impetus of this study.
In 2011, Kosheleve et al proposed an experiment to look for a finger print of the sign changing order parameter using
normal metal-insulator-superconductor (NIS) tunnel junctions [26]. Koshelev’s proposal is introduced in Section 5.4.
Towards that goal, we studied the growth and doping of oxygen doped iron telluride (FeTe:Ox) in detail. We also
developed processing recipe towards making the junctions and tested the junctions. These results constitutes the body
of this study.
1.2 Mechanics of Molecular Beam Epitaxy
Molecular Beam Epitaxy (MBE) is a form of physical vapor deposition. It is conceptually simple, yet extremely
versatile and powerful. In the simplest picture, high purity sources are individually heated up to generate vapor. The
thermally generated molecules/atoms then travel through a ultra-high vacuum (UHV) environment and react on a
heated substrate surface.
4
l =
kBT√
2pid2p
(1.4)
Equation 1.4 gives the relationship between gas pressure and scattering mean free path (mfp), where kB is the
Boltzmann constant 1.38 × 10−23J/K, T is the temperature in K, p is pressure in Pascals, and d is the diameter of
the gas particles in meters. Under UHV pressure (1× 10−9 Pascal), the mean free path of nitrogen gas (d = 71pm) at
room temperature is approximately 1.85× 108m. This far exceeds the distance between the source and the substrate,
which is less than 0.5m. Hence the evaporated molecules experience virtually no scattering during flight, thus forming
a molecular beam. When the molecular beam arrives on the heated substrate, thermal energy allow the molecules to
skate around and have good growth kinetics. Lattice structure of the substrate, particularly the in-plane lattice, often
provides a template for films to grow. The phenomenon that the deposited film assumes the same in-plane lattice as
the substrate is called epitaxy.
B2212
B2212
B2278
Figure 1.2: A layer of metastable B2278 being sandwiched between B2212 [11]
Compared with other sample growth techniques, MBE has two distinct advantages. First, MBE allows real-time
growth parameter adjustments in response to live feedback. Second, the relatively low growth temperature and vapor
kinetic energy allow MBE to grow metastable structures. Compared with solid-state reactions, where materials are
heated to high temperature and react with chemical species nearby, MBE evaporates materials using Knudeson cells,
which are separate from the substrate surface where reactions take place. This allows MBE growth temperature to
be substantially lower, making the growth of thermodynamically unstable materials possible. After all, chemical
reactions are exponentially dependent on
∆F = ∆U − T∆S
5
3.9eV
2.7eV
=2.7eV
1.2eV =
10-3
(a) (b) (c)
Figure 1.3: (a) Temperature, pressure phase diagram from Hammond and Borman [16]. (b) A sketch of energy vs
reaction coordinate (c) Comparison of oxygen oxidation and ozone oxidation. Top curve (red) is a reproduction of
the chemical stability line from Hammond and Borman [16] at a free energy of 2.7eV. Middle curve (green) plots
the chemical stability line of 3.9eV, and the lower curve (blue) plots the experimental chemical stability line of our
chamber. It is worth noting that pressure used in the blue is not measured at the oxygen beam. Local pressure in the
oxygen beam is about 10× higher. Figures from [20]
, where ∆F , ∆U and ∆S are changes of free energy, internal energy and entropy respectively. For the same initial
(reactants) and final (product) state, i.e. same ∆U and ∆S, a lower temperature (T ) can increase the free energy
saving (∆F ), and make reaction more likely to happen. Figure 1.2 shows an example of a layer of Bi2Sr2Ca7Cu8O20
(B2278) being sandwiched between two layers of thermodynamically more stable Bi2Sr2CaCu2O8 (B2212) [11].
Compared to other thin film deposition techniques such as sputtering or Pulsed Laser Deposition (PLD), the energy of
the incident atoms in MBE is much lower. This allows low energy growth and can help avoid creating defects such as
oxygen vacancies [57].
1.3 Ozone source
1.3.1 Ozone: MBE’s more potent oxidizer
A good oxidation source is crucial for the growth of oxides. Take YaBa2Cu3Oy (YBCO) as an example. Hammond
and Borman studied the chemical stability of YBCO under different oxygen pressure [16]. Figure 1.3(a) shows their
results. The doted green line marks the phase boundary between forming YBCO crystal and other phases. For
temperature-pressure combinations above the line, YBCO crystals are stable. For temperature-pressure combinations
below the line, the desired phase will not form, impurity phases will exist instead. To grow good crystal, substrate
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temperature needs to be at least 650◦C, as marked by the veritcal red line in Figure 1.3(a). To maintain phase stability
at that temperature, approximately 10mTorr of oxygen is required. That pressure is far beyond the operating vacuum
level for MBE systems. A oxidation source much more effective is required.
Oxygen radical is the answer, and two approaches have been taken to generate them. The first is to use an oxygen
plasma source [32]. This method has the advantage that oxygen radicals are generated on demand, but have the
disadvantage that a relatively bulky plasma chamber have to be placed near the growing film, since it is difficult to
transport the radicals. The second approach is to use distilled ozone. This method has the advantage that ozone can be
generated a short distance away from the chamber and transported in stainless steel pipes. This arrangement imposes
less restriction on chamber design and is cheaper to construct. The disadvantage of the ozone approach is that (1)
ozone needs to be collected for a few hours before use, (2) ozone is only metastable and significant pressure changes
can trigger explosions as ozone decomposes into oxygen. Despite the apparent difference in hardware, the principle
that allows oxygen plasma and ozone to achieve sufficient oxidation at much lower pressure is similar. Here we take
a closer look at ozone.
Ozone achieves superior oxidation power by replacing a single reversible reaction near thermodynamic equilibrium
with a chain reaction that is not in thermodynamic equilibrium. Figure 1.3(b) shows a sketch of free energy on a
reaction coordinate. The first step of the chain reaction is the metal (A), for example copper, reacts with ozone (O3)
to form metal oxide (AO) and molecular oxygen (O2), as shown in Equation 1.5
A+O3 → AO +O2 (1.5)
This oxidation step is a exothermic reaction with a large drop in free energy, and the rate of reaction (R0) is given by
RO = C0 [A] [O3] (1.6)
, where C0 is a constant of reaction, and [A] ad [O3] are concentrations of the metal and ozone respectively. Once this
oxidation reaction happens, the de-oxidation reaction can not be the exact reverse, due to the large free energy change.
Instead, the metal oxide can decompose into metal and oxygen, just like what happens in the reverse reaction of using
oxygen as oxidizer. For the reverse reaction to happen, the metal oxide must pay an energy penalty (EA) to activate
oxygen, ie. to stretch the oxygen double bond, in addition to the free energy difference between the two states (∆F ).
This energy penalty is shown in Figure 1.3(b). The decomposition process can be written as
AO ⇀↽ A+
1
2
O2 (1.7)
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, and the rate of reaction (RR) in Equation 1.7 is given by
RR = CR [AO] exp
[
−EA + ∆F
kBT
]
(1.8)
, where [CR] is a constant of reaction and [AO] is the concentration for the metal oxide.
To be in the steady state, the two reaction rates must be equal, i.e. R0 = RR, which leaves
[AO]
[A] [O3]
=
C0
CR
exp
[
−EA + ∆F
kBT
]
(1.9)
. Thus the effective free energy difference for using ozone is EA + ∆F . Through experimental exploration, Eckstein
et al estimated EA + ∆F to be approximately 3.9eV [20]. From the phase boundary Hammond-Bormann found,
equilibrium free-energy difference (∆F ) is estimated to be 2.7eV [16]. Therefore, the activation energy (∆E) of
reaction 1.8 is approximately 1.2eV. This estimation of oxygen activation energy is consistent with the finding of
the chemists [64]. The values of ∆E and ∆F are labeled in Figure 1.3(b). Using activated oxygen such as ozone,
bypasses the oxygen activation energy barrier and enhance the reaction by a factor of exp
[
EA
kBT
]
. In the case of
Ea = 1.2eV , at T = 1000◦K, the enhancement is about one million.
Figure 1.3(c) red line reproduces the Hammond-Borman [16] chemical phase boundary for oxygen in Figure 1.3(a),
which has a free energy ∆F = 2.7eV . The green line plots the chemical phase boundary for ozone, which has an
effective free energy of ∆F +∆E = 3.9eV . In our MBE system, ozone gas is typically injected using a nuzzle which
focuses the ozone molecules, and leads to a local concentration approximately 10 times higher than registered on the
ion gauge. This focusing effect tends to make ozone appear even more effective and shift the phase boundary down-
ward. The blue line in Figure 1.3(b) shows the phase stability line according to our MBE chamber ion gauge, with the
downward shift being a result of the nuzzle’s focusing effect. According to this line, pressure needed at 700◦C is in
the 10−6Torr range, this is within the operating parameters of an MBE system.
1.3.2 Ozone distillation setup and operation
The MBE system employed in this study uses a home made distillation setup as ozone source. As show in Fig-
ure 1.4(a), ultra-high purity (99.99%) oxygen gas coming out the gas bottle enters a ozone generator at 5psig. After
passing through the discharge tubes inside the ozone generator, a 3% ozone + 97% oxygen mixture enters the distil-
lation apparatus, zoomed-in view shown in Figure 1.4(b). Inside the ozone still, a balance between liquid nitrogen
(LN2) cooling and warm dry nitrogen gas flow maintains the temperature of the still between the boiling point of oxy-
gen and ozone. At that temperature, ozone attaches to the surface of porous silica gel. Collecting ozone at an oxygen
flow of 3L/min and discharge current at 2.1mA for 2 hours is enough for an 8+ hours growth. To avoid ozone de-
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(a) (b)
Figure 1.4: (a) schematic of the MBE chamber (b) setup of the ozone still. Pictures courtesy of M.Warusawithana [58]
composing into oxygen during its flow to the MBE chamber, a good flow rate needs to be maintained by adjusting the
balance between LN2 and nitrogen warming gas such that the ozone pressure before the pump is between 250mTorr
and 450mTorr. In the event oxygen, rather than ozone, is desired, such as during the growth of oxygen doped iron
telluride (FeTe:Ox), the ozone generator is set to 0mA discharge current and the still is left empty at room temperature
(RT).
1.4 Substrate Preparation
As substrates provide the template for epitaxy, it is crucial to condition the substrate surface before growth. As-
received substrates are mechanically polished, thus may contain scratch marks and have mixed surface termination.
Furthermore, older substrates can also suffer from surface contaminants, such as organic deposits or products of
the substrate reacting with water and carbon dioxide in the air. Figure 1.5a shows a as-received NdGaO3 (110), or
NGO(110) for short, substrate suffering from the aforementioned defects. We employ a chemical etching and thermal
annealing procedure to prepare the substrate surface before growth. This procedure is inspired by the works of V. Leca
et al [28], and generally works with substrates with alternating reactive/innert layers.
First, as-receied substrates are scrubbed with cotton swabs weted with Trichloroethylene (TCE). Second, the
substrates are cleaned in TCE, Acetone (ACE) and Isopropanol Acohol (IPA) in a sonicator to remove any organic
contaminants left over from swabbing. Third, the substrates are soaked and sonicated in deionized water (DI) for
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Figure 1.5: (a) AFM image as-received NdGaO3 substrates. Although the substrate is overall flat and some atomic
terrace can be seem, scratch marks from mechanical polishing and some surface contaminants is observed. (b) AFM
image of the same substrate after etching and annealing. The scratch marks and surface contaminant are eliminated,
and substrate show atomically flat terraces. However, 950◦C may be too hot for annealing NdGaO3, as the terraces
appear to flow into their lower neighbors. (c) AFM image for a optimally annealed STO substrate. Atomically flat
terraces on the order of 1000A˚can be seen. (d) Cross-section of substrate, indicating stair case profile with step high
of one unit cell
15min, so that water active layers, such as Gd2O3 in NGO, can react with water and form hydroxides. The purpose
of converting the top layer into hydroxide is because hydroxides are easier to etch. Fourth, the substrates are quickly
dried and etched in 10% hydrochloric acid (HCl) to achieve single termination. Finally, the etched substrates are
annealed in a tube furnace at 950◦C for 10hrs with oxygen flow. This procedure can be used to treat NGO, SrTiO3
(STO), LaAlO3 (LAO) and sapphire substrates, but does not work with LSAO substrate based on our experience, the
acid etch tends to pit LSAO substrates and annealing at 950◦C results in phase seperation between LaO and SrO.
Substrates that undergo this preparation procedure typically show significant improvements in surface quality,
as illustrated by Figre 1.5b. For some substrates, such as SrTiO3 (STO) and LaAlO3 (LAO) and sapphire, single
termination and atomically flat surfaces can be obtained, as shown in Figure 1.5c and d. However, the annealing
temperature for each substrates may be different and is generally obtained through systematic annealing experiments.
For example, excessively high annealing temperature can result in atomic terraces flowing into each other, as illustrated
by Figure 1.5b.
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1.5 Substrate Temperature Control
A important aspect of MBE control is substrate temperature. Temperature adjustment is achieved through the equilib-
rium between heating and cooling mechanisms. The sample are generally heated radiatively by a filament and cooled
by radiating heat into the environment. This section will discuss some details of temperature control.
1.5.1 Substrate heaters
The simplest substrate heater is just a small coil of wire. These heaters are relatively cheap, compact and easy
to maintain. But a single filament does not heat a large area, therefore it is mostly used for small substrates. In
addition, these heaters are exposed to chamber atmosphere during growth and can get corroded when operated at
higher than 700◦C in an ozone environment. More sophisticated heaters sandwich a much larger and more elaborately
wound coiled filament between pyrolytic boron nitride (PBN) plates. These heaters can generally heat large wafers
up to 3 inch in diameter. In addition, since the PBN plates shield the hot filament, the heaters can operate at higher
temperatures in ozone environment. They tend to be more expensive, and when the filaments do break, the repair job
is more involved.
1.5.2 Pucks and substrate mounting
Pucks are removable modules of the chamber that carries substrates. They are usually made of tungston or 316
stainless steel. Figure 1.6 shows two common style of pucks: close-back (left panel) and open-back (right panel).
Substrates are usually bound using tantalum wires on open-back pucks as illustrated by the inset of Figure 1.6(b),
(a) (b)
Figure 1.6: Picture of pucks (a) close-back puck (b) Open-back puck. Inset: a LAO substrate being bound on a
open-back puck
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or pasted using silver paste or indium on close-back pucks. The advantage of open back pucks are cleanness and
speediness. The binding process does not leave any conductive residue at the back of the substrate and does not require
extended sintering. A potential drawback for open-back pucks is that temperature inhomogeneity may develop across
the sample, depending on whether there is filament underneath. This problem becomes significant either when the
substrate size becomes comparable to filament spacing, or the presence of another instrument, such as a thermocouple,
creates a void of heating filaments. On the other hand, close-back pucks enable more even heating of the sample. For
this reason, all films grew for this study are mounted on close-back pucks.
degC
t(min)30 90 120 240
RT
250
450
Figure 1.7: Temperature vs time of sintering
After substrate is mounted on the puck and dried overnight (≥ 9hrs) at room temperature, the puck and substrate
are covered by a clean glass slide, and sintered under 50 grams of weight following the heating process in Figure 1.7.
This procedure not only thoroughly out-gases the solvents in silver paste, but also make tight, uniform bond between
the substrate and puck.
1.5.3 Backside coating and Temperature sensing
No matter how substrates are fixed to the pucks, they must be backside coated first. The backside coating, starting from
the back of the substrate, consists of sputtered titanium, tantalum and gold, each 1000A˚ thick. The rationale behind this
backside coating scheme is the following: the oxide substrates used are all wide bandgap materials with no absorption
in the wavelength range of the heater filament. This is very bad news for open-back pucks, because a transparent
substrate will not absorb any radiation. The problem is not nearly a show-stoper for close-back pucks, because the
substrates are thermally anchored to the pucks. But still, as we will discuss later, pyrometer reading depends on
emissivity, which is affected by color and surface polishing. To ensure reproducible temperature measurements, we
need a surface with similar color to our films and have a consistent texture. Thus, the backside of the film is coated
with titanium. Sputtering is chosen over e-beam evaporation because the coating sticks better, due to the larger kinetic
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energy used in the sputtering process. When exposed to an ozone environment, titanium can be easily oxidized. Thus
a layer of gold is introduced to cap the titanium coating. Unfortunately, gold will diffuse into titanium at growth
temperature, so a diffusion barrier of tantalum is used to separate titanium from gold.
Temperature sensing is primarily achieved using pyrometers. In principle, pyrometers detect the block-body ra-
diation given off by the titanium coating at the back of the substrate, and extract temperature using Stefan-Bolzmann
law
j∗ = σT 4
, where j∗ is power radiated per area,  is emissivity and σ is Stefan-Bolzmann constant. The quantity to pay attention
to here is , as it is influenced by not just the material, but also details such as color and polishing. By detecting
temperature of sputter coated titanium, precise temperature control can be archived. For all the film in this study a
emissivity value of  = 0.58 is used.
1.6 Flux Control
1.6.1 Rutherford Backscattering Spectroscopy (RBS)
Almost all film growth projects start with a series of RBS experiments to calibrate the atomic flux against effusion cell
temperature. With the full treatment found in the book by W.K Chu [7], this section only summarizes the important
points.
Peak Location
RBS employs a accelerated beam of α-particles, 2MeV in our experiments. They back scatter from the atomic nuclei
of the film and substrate. As illustrated by Figure 1.8, consider a α-particle of mass m1, with initial velocity and
energy (v0 and E0) hitting a much heavier stationary nucleus of mass m2. After an elastic collision, the α-particle
recoils with (v1, E1), at angle θ from its incident angle, and the target nucleus moves at (v2, E2). From conservation
of energy and momentum, the kinetic factor (K), which is the ratio between α-particle back-scatter energy and its
incident energy, is given by
K =
E1
E0
(1.10)
=
m1cosθ +
√
m22 −m1sin2θ
(m1 +m2)2
(1.11)
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Figure 1.8: α-particle incident on target nucleus and back scatter
Therefore, if a detector is placed at a particular angle and the back scattering is energy analyzed, a spectrum of
counts against back-scatter energy can be obtained, with peaks occurring only at energy equal to E1 = KE0 for a
target nucleus. In practice, the RBS spectrum are frequently given in counts vs channel number of the detector, as the
channel number is approximately proportional to energy.
Scattering Cross Section
The probability of collision observed at an angle θ is given by the differential scattering cross section (dσ/dΩ), and
can be calculated using Equation 1.12:
dσ
dΩ
=
(
Z1Z2e
2
4E
)2
4
sin4θ
{√
1− (m1/m2)sin2θ + cosθ
}2
√
1− (m1/m2)sin2θ
(1.12)
where Z1 is the atomic number of the α-particles, Z2 is the atomic number of the target nucleus, E is the kinetic
energy of the α-particle before collision and θ is the scattering angle. The average differential cross section (σ) for a
detector with solid angle Ω is given by
σ =
1
Ω
∫
Ω
dσ
dΩ
dΩ (1.13)
, and when Ω is small, as is the case for RBS detector, σ → dσ/dΩ. Thus the average differential scattering cross
section is used as the scattering cross section.
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Thin Film Approximation
Strictly speaking, the incident α-particles lose energy and experience higher order scattering both as they travel deeper
into the film and substrate, and on their way out after scattering. But at MeV energy level, films less than 300A˚ are
thin enough that the aforementioned energy loss is negligible, i.e. all the atoms of the film can be considered to lie
on the substrate surface. This is known as the thin film approximation and it greatly simplifies the analysis to extract
areal atomic density, as will be shown later. All the RBS films for this study fall within the limit.
Piece to together a basic RBS spectra
Based on the discussions in kineic factor, scattering cross section and thin film approximation, we can understand the
basic shape of RBS spectra, such as the one in Figure 1.9. This is an RBS spectra for a YBa2Cu3O7 (YBCO) film.
0 200 400 600 800 1000
0
5000
10000
15000
C
ou
nt
s
Channel Number
O
Mg
Cu
Ba
Y
80
220
2MeV
4He2+
Figure 1.9: RBS spectrum for a YBa2Cu3O7 (YBCO) film
The spectrum features 3 peaks and 2 shoulders, from right to left, the peaks are due to nuclei of Ba, Y and Cu in the
film, and the shoulders are Mg and O in the substrate. First, we focus on the film peaks. According to Equation 1.11,
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α-particles back scattered from nuclei of different element will have different kinetic energy, and because of the thin
film approximation, all the Ba atoms will back scatter α-particles with the same energy, as do all the Y and Cu nuclei.
Furthermore, since channel number is approximately proportional to energy (KelementE0), we can expect 3 sharp
peaks at channels corresponding to energy KBaE0, KY E0 and KCuE0. Second, we look at the substrate. In this
case, thin film approximation not longer applies. This means α-particles scattered from deeper in the substrate will
have lower kinetic energy, and higher scattering cross section according to Equation 1.12. As a consequence, deeper
nuclei generates more counts, pushing the shoulder up in the lower energy channels. Therefore, we would expect
a shoulder starting at a channel corresponding to KMgE0 and KOE0, each rise towards the lower energy channels.
Indeed, we can find all the aforementioned features in Figure 1.9.
Peak Height
Although the qualitative argument can help us understand the shape of a RBS spectra, it does not provide the qualitative
information we are looking for. Specifically, the relationship between counts under a peak and the areal density of
the corresponding nuclei. In the case where a uniform beam impinges at incidence, as shown in Figure 1.8, the total
counts under a peak (H) at a back scattering energy is determined by the scattering cross-section (σ), the detector
solid angle (Ω), total number of incident α-particles (Q), atom density of target film (N ), the depth of scattering layer
(x), back scattering angle (θ), as shown in Figure 1.14.
H = σ(E0)ΩQNx/cosθ (1.14)
Equation 1.14 can be break down and understand. It basically says that the total counts of the film layer is determined
by the areal density of nuclei (Nx/ cos θ), the does of α-particles (Q), the probability to scatter at the surface (σ(E0))
and the bandwidth of the detector (Ω). At this point, we can already see that relative areal density, or the chemical
composition, can be extracted by taking the ratio of the counts under a peak.
But once one realizes that the areal density of the substrate elements are know because substrates are crystalline,
the counts under the peaks can be calibrated to the substrate and produce absolute area density of each element. In the
substrate, since thin film approximation no longer applies, α-particles traveled deeper into the substrate will lose more
energy during travel, as shown in Figure 1.10. The energy resolution of an RBS detector is specified by the quantity
energy per channel (ξ), and this limit of energy resolution definite the thickness of the top substrate layer (xsub), and
the relationship between energy per channel and the top substrate layer thickness is given by:
ξ = []Nx (1.15)
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Figure 1.10: Schematic of backscatterng process in surface approximation
, where [] is the stopping cross section factor, which measures how effective a particular material is attenuating the
kinetic energy of incident α-particles. Hence, if one replaces Nx in Equation 1.14 for the substrate, one gets
Hsub = σsubΩQ
ξ
[sub]
/cosθ (1.16)
One can rewrite Equation 1.14 with the specific emphasis on the film by putting a subscript film on all the quantities
specific to the film, and the re-dressed Equation 1.14 becomes Equation 1.17
Hfilm = σfilmΩQNfilmxfilm/cosθ (1.17)
By by dividing Equation 1.16 and 1.17, ΩQ for the experiment is no longer needed. Since σsub, σfilm can either
be calculated or looked up in references, and ξ can be calculated using the spacing of the film peaks, the film areal
density (Nfilmxfilm) can be extracted.
Areal Density = Nfilmxfilm =
ξ
sub
σsub
σfilm
Hfilm
Hsub
(1.18)
Note that sub here is deceivingly compact. For a single element substrates, sub can also be looked up in references,
but for multi-element substrates, such as MgO, a few more steps are required to calculate it from the  values of the
constituent atoms. More details can be found in X. Zhai’s thesis [65].
The method above is sufficient to extract areal density of the elements from just a spectrum, and does not concern
with fitting the exact shape of the peaks. Compared trying to extract the same information by using fitting programs
such as SIMNRA or RUMP, this method is simple, quick and transparent. Over the years, many growth experiments
with stringent flux matching requirement have been successful based on this method.
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Non-ideal RBS spectra
A number of non-ideal experiment effects, such as channeling, film roughness and non-negligible background counts,
can be encountered in practice, watching out for them is important.
(a) (b)
Figure 1.11: (a)Artist rendition of channeling in Si lattice. (b) 2D angular yield map of Si (100) crystal.
Source: http://www.ams.ethz.ch/research/material/iba/channeling/index
Channeling: Channeling happens when nuclei in the front shield nuclei in the back from the incident α-particle
beam. This leads to the violation of the assumption that the same kind element has constant scattering cross section
throughout the film and compromises accuracy of areal density detection. Figure 1.11(a) shows an artist rendition
of channeling as the red α-particle flies through a Si lattice, and Figure 1.11(b) shows 2D angular yield map of
Si(100) crystal. As illustrated there, certain incident angles produce substantially lower yield due to channeling. Anti-
channeling, the phenomenon of a particular crystallographic orientation presents more nuclei per unit area than a
random distribution does, also exists.
This was studied by Eckstein, Bozovic and others to determine whether tilting off axis to a region where channeling
does occur can be done. Because of the difficulty in accurately orienting the axis of the crystal accurately, tilting the
substrate at 8◦ and rotating the substrate continuously was found to give back scattered intensities equal to a random
arrangements of atoms for MgO(100).
Film roughness: While small energy incoherence in the α-particle beam gives finite width to the RBS peaks, that
effect is mostly seen on the high energy edge of the peak. The shape of the low energy edge is influenced by both
the beam energy coherence and straggling. Straggling refers to the phenomenon that α-particles loss energy as they
travel deeper and deeper into the material. Straggling is normally negligible for thin films, but when the film surface
is rough, as shown in Figure 1.12, straggling in the thick regions can become significant and shift some of the counts
to lower energy channels, thus giving the peaks a trailing tail.
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Figure 1.12: Illustration of α-particles back scatter off a rough film. Path 1 goes through the thin region of the film
and surface approximations apply. Path 2 goes through thicker region and straggling occurs, leading to energy loss
and the back scattering event being registered on a lower energy channel
Non-negligible background counts: RBS background counts are rarely truly zero, and they must be subtracted
when measuring area under the peaks. Unfortunately, the background counts can vary and can get as high as a dozen
counts. For peaks that typically has FWHM of ten channels, background counts can contribute up to a few hundred
counts to the area under the peak. To ensure precision, it is crucial to collect enough counts under the peak. While
more counts is always preferred over less, a peak with more 10000 counts under it will reduce the uncertainty due to
background to less than a few percent. An added bonus for larger peak count is that the statistical error goes down as
1/
√
N , a 10000-count peak can reduce the statistical error to 1%.
Finally, although RBS is a very accurate method to determine sample stoichiometry down to a few percent, this
margin of error is not necessarily the boundary of stoichiometry adjustments during growth. Because of the growth
dynamics of MBE thin films, obtaining the best growth sometimes requires the grower to intentionally deviate from
the results of RBS.
1.6.2 Quartz Crystal Monitor (QCM)
For MBE growth, particularly the growth of oxides, precisely match atomic flux of different sources down to a few
percent is of paramount importance. Poorly matched flux will result in excess supply of a particular element and sec-
ondary chemical phase can form and degrade sample quality. In general, flux sources in a MBE system are extremely
reproducible day to day. Identical cell temperatures between two adjacent growths will give identical flux values.
Therefore, in principle, once RBS calibration indicates good flux matching, the next few growths can be conducted
by simply using the same effusion cell temperatures. However, after several growths, the flux will start to drift slowly.
Many changes inside the MBE system can lead to such drift. For example, evaporation can slowly change the shape
of the source materials in the crucible, or the lip of the crucible can slowly become blocked. This drift, although slow,
can lead to changes in flux values in excess of 10% in a few months. For a MBE system that operates for months
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between opening and recharging, such discrepancies need to be tracked and corrected for. In addition, RBS calibration
growths rarely have the flux matching spot on with the first try, and due to the time and cost of RBS, it’s inpractical to
try matching flux by doing RBS over and over.
Under this circumstance, QCM is employed to address the drift and any need to have small flux adjustment near the
RBS calibrated value. The working principle of QCM can be understand using a model of simple harmonic oscillator
(SHO). Considering a new crystal have mass m and its harmonic frequency ω0 is given by
ω0 =
√
k
m
, where k is the spring constant in this SHO model. As small amount of material (δm) deposit on the crystal, the
harmonic frequency changes, as seen in Equation 1.19.
ω0 + δω =
√
k
m+ δm
(1.19)
The shift in harmonic frequency (δω) can be detected by the QCM controller, and can be calculated by expanding
Equation 1.19, and express δm in terms of film density (ρQCM ), film area (A) and film thickness change (δh).
ω0 + δω ≈
√
k
m
(
1− 1
2
δm
m
)
δω ≈ −1
2
√
k
m
1
m
δm = −1
2
√
k
m
1
m
ρQCMAδh
δh can be solved for.
δh = − 2
ρQCMA
δω
ω0
m (1.20)
The approximation breaks down when δm gets big over time, and this explains the finite lifetime of a quartz crystal.
K-values
To provide a way to convert QCM deposition rate, which is in A˚/s, to atomic flux, which is in #/cm2A˚, we introduce
the K-values as defined by Equation 1.21
Ktheoretical ≡ NAρQCM
M
× 10−8
[
#
cm2A˚
]
(1.21)
, where NA is the Avogadro’s number and M is the molar mass of the material. In the case where a chemical formula
involves more than one atom, such as La2O3, the single-atom formula, LaO1.5, is used. Theoretical k-values have
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the dimension of number density, and when multiplied by deposition rate, which has the dimension of thickness/time,
the product has the right dimension for atomic flux.
The calculation of flux using K-value is illustrated in Equation 1.22, with T in Equation 1.22 being the total time
it took to deposit thickness δh on the QCM. By definition, flux is given by the product of K-value and deposition rate
(δh/T ).
Flux =
Ktheoretical · δh
T
(1.22)
=
NAρQCM
M
× 10−8
(
− 2
ρQCM ·A
δω
ω0
m
)
× 1
T
= − 2× 10
−8
A ·M · T
δω
ω0
NA ·m
[
#
s · cm2
]
Notice that in the second step of Equation 1.22, ρQCM is canceled and does not appear in the final result. This
means the choice of ρQCM does not influence the value of flux. In practice, ρQCM is often reduced to 1/10 the real
value of the material. Doing so gains an additional digit on the δh values displayed on the controller. Due to the
controller’s restriction that all ρQCM ≥ 0.5g/cc, materials with density less than 5g/cc have their ρQCM set to 1/5 of
the actual values.
To accommodate discrepancies resulting from the sample and the QCM crystal being spatially separate, which is
often the case in vacuum systems, the QCM controller provides a tooling factor to scale the deposition rate. But since
care was taken to ensure that the QCM crystal’s measurement position be the same as the growth position, tooling
factor on our system should always be set to 100%.
Despite being water cooled, the sudden onset of intense light and heat can still trigger false readings on the QCM.
This is particularly the case during the first few moments after the opening of high-temperature cell shutters. Thus, it
is important to allow sufficient time for the QCM to stabilize. Figure 1.13 shows the data for a 11min QCM recording
for copper source. One can clearly see the initial thermal transient reading until 500s into the deposition. On our
system, the stabilization time is approximately 8 minutes for all the cells. It is also for this reason that the QCM
computer program only use the last 2 minutes of a 10+ minutes QCM run for deposition rate.
Theoretical K-values vs RBS K-values
A K-value calculated using Equation 1.21 is also referred to as a theoretical K-value (Ktheory). It usually is a good
starting value to link the QCM deposition rates to flux values. Once RBS results come back, another K-value, which
is refereed to as RBS K-value (KRBS) can be extracted. Recall that RBS analysis yields area density (na) in units
of #/cm2. Since the deposition time (t) and the QCM depostion rate (r) are known, RBS K-value can be extracted
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Figure 1.13: A 11 QCM run for Cu flux measurement. Black curve on the left axis show accumulated thickness (A˚)
vs time (s). Red curve on the right axis show average deposition rate for the past 10s
using
KRBS =
Flux
r
=
na
t
· 1
r
(1.23)
With the QCM crystal placed at the same place of substrate during a deposition, Ktheory should be close to actual
KRBS .
1.6.3 Atomic Absorption
Alkaline-earth metal sources, such as Ca, Sr and Ba, are frequently used in the growth of complex oxides and cuprate
superconductors. Unlike elements such as Fe and Cu, where the effusion cells can hold flux steady to within a few
percent over hours, the alkaline-earth metal flux drifts in the presence of ozone. Because these elements easily form a
layer of oxide crust in ozone environment, and the evaporation rate is greatly influenced by the ratio of the oxide crust
and the fresh metal underneath. Over time, the crust gets thicker due to oxidation and the metal becomes less due to
evaporation. These elements require real-time monitoring during growths and the technique of atomic absorption is
particularly useful for them.
As shown in Figure 1.14, an AA system consists of a hollow cathode lamp (HCL), a chopper, filters and a photo-
multiplier tube (PMT). Filled with gas vapor of the same chemical as the monitored material, the HCL can excite the
gas vapor and have the vapor emit photons at specific frequencies when excited atoms in the vapor fall back to their
groundstate. A chopper creates intensity modulations at a user-defined frequency by periodically blocking the HCL
light. This modulated signal pass through the space right in front of the substrate, and will be attenuated according
to Beer’s law (1.24), when the molecular beam is on. The attenuated light then pass through a band-pass filter of the
same frequency before being picked up and amplified by the PMT, which is connected to a lock-in amplifier (LIA)
locked onto the chopper frequency. By the ratio (R) of light intensity between atomic beam on (I) and off (I0), the
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Figure 1.14: AA measurement setup. Picture courtesy of M. Warusawithana [58]
transmittance (r), which is proportional of atomic density n can be calculated.
r = logR = log
I
I0
= log e−σln = −σln (1.24)
In practice, since we always scale the AA transmission value to flux using
Flux = KAA · r
, where KAA values are obtained from RBS by dividing the RBS flux with transmittance, the absorption constant
(σ) and sample thickness (l) are not needed. This pesudo-double beam AA measurement technique is introduced by
Klausmeier et al and more details can be found in reference [25].
More realistic case: AA signal with a baseline
In practice, even after the careful modulation and filtering, the modulated signal may have a none-zero baseline.
Figure 1.15(a) illustrates the situation. λ0 is the absorption peak in the ideal case, but it’s got a non-zero baseline Sb.
This situation can arise when using a bandpass filter with excessive passing bandwidth. Recall that the AA absorption
23
wavelength(nm)λ0
Int (arb)
Sm
Sb
n(#/cm3)
R(n)
(a) (b)
Figure 1.15: (a) Illustration of AA light source with a non-zero baseline. λ0 is the absorption line (b) Illustration of
AA signal (R(n)) as a function of atomic density (n). As n gets larger and larger, the response on R(n) gets weaker
and weaker.
is lnR(n), where R(n) is the ratio of light intensity between shutter open to shutter close, i.e.
R(n) =
TotalSignalOpen
TotalSignalClose
=
Sm0e
−nσd+Sb
Sm0 + Sb
. As the atomic density (n) gets larger, R(n) flattens out, as illustrated in Figure 1.15(b). As a result lnR(n) also
flattens out with R(n). This means AA gradually losses sensitivity with very large flux. Hence when setting up AA,
one must check and making sure that AA is operating within the sensitive range. For alkaline earth metal used in our
system, the baseline is sufficiently low that AA absorption rate is proportional to flux.
Compared with QCM measurements, AA has the advantages that measurements can be taken concurrently with
film growth and several sources can, in principle, be measured at the same time. Limitations of AA include 1) only
some elements have strong enough absorption lines to produce a measurable response. 2) Transmission is dependent
on chamber pressure. Thus, it is important to maintain chamber pressure stable during AA measurements.
1.6.4 Reflective High Energy Electron Diffraction (RHEED)
The inclusion of RHEED in an MBE system allows real-time, in-situ characterizations of the film, and these informa-
tion enable on-the-fly optimizations. We can use RHEED to 1) provide structural information of the film surface. 2)
determine growth rate through RHEED oscillation. 3) reveal defects developing on the surface. 4) reveal composition
variations near matching condition. This section will briefly review the operation of RHEED and information that can
be accessed during growth.
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(a) (b)
Receiprocal space rods
Figure 1.16: (a) schematic of RHEED setup. (b) zoom in Eward sphere intersecting k-space rods. Source: http://
www.wmi.badw.de/methods/leed_rheed.htm and http://family-held.org/website/Rudy/
publications/unpublished/dossier/dos91.htm respectively
Basic Operation of RHEED
As illustrated in Figure 1.16(a), a beam of electrons with energy approximately 10keV incident at shallow angle
(θi < 1◦). The electrons, whose de Broglie wavelength is approximately 0.13A˚, then diffract off the film surface,
and a diffraction pattern of the electrons can be captured using a phosphorus screen. Due to the grazing angle, the
electrons have very small out-of-plane momentum, and this makes RHEED sampling only the top layer of the film,
thus giving it extraordinary surface sensitivity.
To constructively interfere, the electrons needs to simultaneously satisfy conservation of energy and conservation
of momentum in the form of Bragg’s law. In the illustration of Figure 1.16(a), duo to the lack of variation in the
z-direction in real space, the uncertainty principle dictates large uncertainty in ~kz , hence the reciprocal lattice of the
film is marked by the set of reciprocal space rods. The intersection among the reciprocal space rods and the Eward
sphere marks reciprocal lattice points where the electrons will interfere constructively and give rise to bright spots on
the screen.
In practice, since the electron beam always has a little energy spread, the Eward sphere is a shell of finite thickness.
Similarly, due to in-plane spatial irregularities such as steps, the reciprocal rods have finite radii. Roughly speaking,
rod diameter = in-plane momentum spread δk ≈ 1/∆x, where ∆x is in-plane flatness distance, for example the
terrace size as in Figure 1.5. When the rods intersect the Eward spherical shell, elongated spots or streaks are seen,
as illustrated by Figure 1.16(b). Since the rods are reciprocal lattice of the film, the spacing between the streaks is
inversely proportional to the real space lattice constant.
All lattice points on the film constructively interfere at one spot, as if the electron beam is reflected off the film
surface, and this spot is known as the specular spot. When the film grows in layer-by-layer mode, the intensity of the
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specular spot will oscillate, as a rough partial layer becomes a smooth complete layer and vise versa. This RHEED
oscillation provides a direct measurement on the growth rate that is precise. RHEED oscillation does not always occur.
When the film is in island growth or step-flow growth mode, RHEED image may appear static.
Figure 1.17 shows a RHEED image of a STO substrate. In addition to the streaks and the specular spot discussed
earlier, kikuchi lines, as marked by the arrows can also been seen. These lines are due to inelastic scattering, they
indicate long range order and can only be seen on very good surfaces. Furthermore, by comparing the vertical length
of the specular spot (∆K) to streak spacing (s), one can quantitatively estimate characteristic flat regions size on the
sample surface. Take the STO substrate RHEED as an example. The spacing (s) is related to the lattice constant (a)
s
Figure 1.17: RHEED image for STO substrate in 100 direction. By comparing the vertical length of the specular spot
(∆K) to streak spacing (s), one can estimate characteristic flat regions size on the sample surface
by s ∼ 2pi/a.The vertical specular spot height ∆K corresponds to a flat region of size (ξ) by uncertainty principle,
i.e.∆K ∼ 1/ξ. Except that due to the shallow incident angle (θi), the momentum in the incident direction, compared
with the normal k-space conversion, is modified by a factor of the incident angle θi. Hence one can set up the equation
θi∆K
s
=
2pi/ξ
2pi/a
, and ξ can be expressed in terms of ∆K, s and a, as in Equation 1.25
ξ =
1
θi · ∆Ks
· a (1.25)
.
When surface asperities form, be it rough film or secondary impurity phases, the electron beam goes through and
gives a pattern of transmission spots much like the one observed in Transmission Electron Microscopy (TEM). To
distinguish a constructive reflective interference spot from a transmission spot, one can simply rotate the substrate.
The change of electron’s incident azimuth angle leads the Eward sphere in Figure 1.16(b) to rotate relative to the
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reciprocal space rods, making the reflective interference spots to go up and along the rods. The the transmission spots
due to surfaces asperities, on the other hand, will be stationary.
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Chapter 2
ex-situ Sample Characterization
In addition to RHEED as the in-situ sample characterization tool, a number of ex-situ characterization techniques in
the Frederick Seitz Material Research Laboratory (UIUC-MRL) are employed to aid the development of film growth.
This section will briefly review them.
2.1 Atomic Force Microscopy (AFM)
Figure 2.1: (a) Basic setup of AFM. Source: http://www.farmfak.uu.se/farm/farmfyskem-web/
instrumentation/afm.shtml
Atomic Force Microscopy is a type of scanning probe microscopy. As shown in Figure 2.1 It works by placing
a sharp tip at the end of a flexible cantilever, and approaches the tip to sample surface. The interaction between the
tip and the sample surface bends the cantilever. That in turn reflects a laser beam shining on the cantilever head. The
shift of laser beam is registered on a photo-detector array. From there, the height of the surface can be extracted. With
piezoelectric material that rasters the tip at sub-nanometer precision, detailed and accurate film surface topology can
be obtained down to Angstrom level in height resolutions.
In addition to Figure 1.5, which demonstrates the angstrom level resolution of AFM, Figure 2.2 shows the AFM
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scans for MBE grown c-axis (left panel) and a-axis right panel La2−xSrxCuO4 (LSCO) superconductors. On the c-
(a) (b)
Figure 2.2: (a) AFM scan for c-axis LSCO (b) AFM scan for a-axis LSCO
axis oriented film, atomically flat terraces on the order of 1000A˚ can be seen. The a-axis oriented film is also extremely
flat, with root mean square (rms) surface variation of 4A˚, or a single unit cell height of LSCO. In addition, the a-axis
film shows the superconductor orientated itself in the b-axis direction of the substrate. This is result is constant with
the x-ray and transport data obtained.
When operating in tapping mode, the cantilever is oscillated and the tip only contact sample some of the time. In
addition to the oscillation amplitude, the phase difference between driver and cantilever is also recorded. Materials of
different texture tends to damp the oscillations of the cantilever differently and thus causing a shift in the phase scan.
This property can be exploited to probe chemical inhomogeneities in samples.
2.2 X-ray
As a non-destructive sample characterization tool with well managed, vast database access, X-ray diffraction not
only is useful for extracting sample information such as lattice parameters and strain, but also useful in identifying
impurity phases during the development of new crystal growth. The x-ray instrument used in this experiment is a
Philips X’pert system. The diffractometer utilizes the Cu Kα1 line (λ=1.54A˚) and features a three-bounce analyzer
to achieve ∼ 0.003◦ resolution. This section briefly introduces the common diffraction techniques used in sample
characterizations.
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2.2.1 X-ray Diffraction (XRD)
(a)
(b)
Figure 2.3: (a) Schematic of XRD setup. (b) Illustration of Bragg’s law in receiprocal space. Image courtesy of
Welander [59]
A commonly performed x-ray scan, the 2θ − ω scan, is a simple technique that scans for Bragg peaks caused by
planes perpendicular to the growth direction. As shown in Figure 2.3(a), x-ray incident with angle ω with respect to
sample surface plane, the detector is placed at angle 2θ, with
ω + δ = 2θ/2
. Here δ is a small angle offset between the sample plane and holder plane due to uncertainties in mounting, and can
be set to zero during the alignment process. As needed, the sample can be tilted by angle ψ to its surface normal and
rotate by angle φ around the surface normal. The diffraction scan maintains 2θ − ω constant, and scans for reciprocal
vectors that satisfying Bragg’s condition, as shown in Equation 2.1 in the surface normal direction of the sample.
~G = ~kf − ~ki (2.1)
XRD primarily extracts surface normal lattice spacing, as nλ = 2d sin θ. Knowing the out-of-plain lattice constant
can be useful in two ways. Frist, since MBE films generally contains a single chemical phase in a highly textured
way, the XRD pattern cans be compared with the powder diffraction patterns in databases, such as International
Crystal Structural Database (ICSD). If impurity phases or misorientation is present, they may be identified by this
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comparison. Second, since the volume of the unit cell tends to remain constant under stain, deviations of out-of-plane
lattice constant from bulk value usually also implies strain in the in-plane direction.
Furthermore, on films with good crystallinity and flat surface, interference fringes due to different optical path can
be observed, and film thickness can be extracted from the finite thickness fringes, using
L =
(n1 − n2)λ
sinω1 − sinω2 (2.2)
Figure 2.4(a) illustrate interference between the film top surface and film-substrate interface. Figure 2.4(b) shows
an 2θ−ω scan over the n = 2 peaks of a (001) La2−xSrxCuO4 (LSCO) film grown on LSAO substrate with thickness
fringes.
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Figure 2.4: (a) x-ray reflected the top and bottom interfer to give thickness-fringes (b) 2θ−ω scan of c-axis LSCO on
LSAO substrate, showing thickness fringes.
2.2.2 Reciprocal Space Map (RSM)
RSM is another sensitive method to evaluation strain in the film. Compared with XRD, where in-plane strain is only
inferred, RSM can measure strain directly by measuring a small region of the reciprocal space, and hence provide the
lattice parameter information directly.
Figure 2.5 illustrates the basic setup for an RSM scan. To find out if the film is strained to the substrate, one can
look up the calculated reciprocal space lattice of the substrate and film and choose an pair off-orthogonal peaks, one
from substrate and one from the film, that are close. In this illustration, the (103) peak is shown. The diffractometer is
then programmed to scan over a range of 2θ and ω values that contains the peaks. The (2θ, ω) coordinates (in radian)
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Figure 2.5: Illustration of RSM. (a) Real space representation of the (103) lattice vector on a strained film (b) reciprocal
space representation of the (103) lattice peaks. The diamond shaped perimeter is a range of 2θ and ω values contain
both the substrate and film (103) peak.
can be transformed into ( ~Qx, ~Qz) by
δ = 2θ/2− ω (2.3)
Q =
4pi
λ
sin
[
2θ
2
]
(2.4)
Qx = Qsin [δ] (2.5)
Qz = Qcos [δ] (2.6)
In this equation δ is the small off-set between the sample plane and the stage, Q is the magnitude of the diffraction
peak vector, and Qx and Qz are the x and z component of the vector and by comparing the Qx values of the substrate
to that of the film, the strain of the sample can be determined.
2.3 Electrical Transport
Electrical transport methods are also employed to characterize the samples. Depending on the information desired,
one or both of the following transport measurements was used.
2.3.1 Van der Pauw
This is the most commonly performed characterization on the samples. The details can be found in reference [55].
Four copper beryllium alloys wires, which can maintain elasticity even at liquid helium (LHe4) temperature, are
pressed on the samples. For films that are soft and easily chipped away from the substrates, small indium dots are
put on the corners to enhance the stability of the contacts. The Van der Pauw method is also referred to as a 4-point
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measurement. Compared with a 2-point measurement, where the I+ and I− are merged with V+ and V− respectively,
the 4-point method does not contain contact resistance of the probes. Often times, the 4-point measurements are
performed at different temperatures to produce resistance vs temperature (RT) curves. Important information, such as
residual resistivity ratio (RRR), superconducting temperature Tc and the width of superconducting transition ∆T can
be extracted.
2.3.2 Hall measurement
Figure 2.6: Illustration of hall effect. Soruce: http://ianfraser.me/hall-effect-paper/
Hall effect refer to the phenomenon of a transverse voltage being established on a strip of conductor in magnetic
field. Figure 2.6 illustrates the setup. Hall effect arises due to the equilibrium between the Lorentz force experienced
by the charge carriers and the static electric field due to charge accumulation on the sides of the sample. Carrier
density can be extracted from the transverse voltage (VH ), by using Equation 2.7, where I , B, t and n are current,
magnetic field, film thickness and carrier density respectively.
RH =
VHt
IB
= − 1
ne
(2.7)
In materials where both electron-like carriers and hole-like carriers are present, the Hall formula is modified to
RH =
pµ2h − nµ2e
e(pµh + nµe)2
(2.8)
Here p, n are carrier density for hole-like and electron-like carriers respectively and µh, µh are mobilities of the two
kinds of carriers. Note that what is affecting the sign of RH here is a combination of carrier density and mobility.
With changes in these quantities, the dominant carrier type can change, giving rise to a sign change in RH . We will
see an example later.
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Chapter 3
Tunneling theory
3.1 Introduction
Tunneling is a novel phenomenon associated with quantum mechanics. When a particle with energy E approaches a
barrier of height U(x), even in the classically forbidden region, i.e.E < U(x), the particle has finite probability of
being found behind the barrier. The tunneling transmission coefficient (|T (E)|2) is given by Equation 3.1
|T (E)|2 = exp
[
−2
∫ d
0
κ(x,E) dx
]
(3.1)
, where
κ(x,E) =
√
2m
h¯
(U(x)− E)
. Here, d is the thickness of the barrier. For commonly seen triangle or parabolic tunneling barriers, the transmission
coefficient can be calculated as
|T (E)|2 = e−2γd (3.2)
, where
γ =
∫ d
0
κ(x,E) dx
. Transmission coefficient for more complex barrier shapes must be calculated numerically.
Typical experimental tunnel junction data is reported as differential conductance vs bias curves. Figure 3.1(a)
shows tunneling data from a Al-Insulator-Al (Al-I-Al) junction in normal state, taken from a seminal paper by
Brinkmann, Dynes and Rowell [5]. The vertical dashed line in the left panel marks the minimum of the differen-
tial conductance curve. This basic shape of a off-center parabola can be understood through qualitative argument
illustration in Figure 3.1(b) and (c). First, if the barrier is trapezoidal, the symmetry between the two electrodes are
broken, leading to a shift of the minimum conductance. As shown in Figure 3.1(b), when the barrier is biased so as
to be more square, minimum tunneling conductance occurs. Second, when bias starts to be applied to a junction with
square barrier, the shape of the barrier changes slightly. Now the barrier profile looks like a lower square barrier plus
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Figure 3.1: Typical N-I-N tunnel junctions (a) Al-I-Al junction data [5]. (b) Cartoon for the trapezoidal potential
barrier shifting conductance minimum (c) Cartoon for changing barrier profile leading to increasing tunneling con-
ductance
a triangular barrier, as shown in Figure 3.1(c). Since both the lower square barrier and a triangular barrier are more
transmissive than the original barrier, the conductance will start to increase.
3.2 Tunneling as a density of states probe
Fermi’s golden rule gives a way to calculate transition rate from one energy eigenstate to another due to a perturbation,
and tunneling can reveal information about the density of states in the electrodes. Fermi’s golden rule is given by
Ti→f =
2pi
h¯
|〈f |H ′|i〉|2 ρ (3.3)
, where Ti→f is the probability amplitude of tunneling from initial state i to final state f , 〈f | and |i〉 are the destination
and source states, H
′
is the perturbation bias that leads to tunneling and ρ is the density of states (DOS) of the
destination electrode.
Most of the tunneling experiments are either tip tunneling, as represented by Scanning Tunneling Microscopy
(STM), or planar tunnel junctions (PTJs). Although the underline physics principle is the same, the different tunneling
setups have differences that demands attention. In particular, STM type tunneling reveals an angle integrated DOS
while planar tunneling only sees renormalized DOS due to collective order such as superconductivity.
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3.2.1 Point tunneling and planar tunneling
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Figure 3.2: Comparison between tip tunneling and planar tuneling. (a) Tip tunneling basic setup. (b) Planar tunneling
basic setup (c) Relevant tip tunneling Fermi surface. (d) Relevant planar tunneling Fermi surface
Tip tunneling and planar tunneling have different constraints due to geometry and these constraints dictate that
electrons from different parts of the Fermi surface will participate in the tunneling process. Figure 3.2(a) shows the
basic set up for tip tunneling, where electron tunnels between a sharp tip made of simple metal, such as gold, and
a pristine sample surface, usually obtained through in-situ cleaving. Usually, the tip is just a-few-atoms sharp and a
piezoelectric control provides tip placements down to sub-angstrom scale. This gives tip tunneling unsurpassed spatial
resolution. But due to the Heisenburg uncertainty principle
∆x∆p ≥ h¯
2
, the extreme precision in space means tip tunneling has little-to-no momentum resolution. In contrast, a planar tunnel
junction features electrode size far larger than the de Broglie wave length of the tunneling electrons. This means
planar tunnel junctions have in-plane translational symmetry, and this demands conservation of in-plane momentum
according to Noether’s theorem.
This difference between tip tunneling and planar tunneling is most striking when the problem is considered in
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momentum space. Figure 3.2(c) illustrate the Fermi surface relevant to the tunneling process. The ~kz direction is the
tunneling direction, and ~kx marks the in-plane direction of the sample. Since only energy conservation is required
for tip tunneling, all the electrons in the forward half of the Fermi shell of the source electrode between EF − eV
and EF can tunnel to anywhere in the forward half of the Fermi shell of the destination electrode between EF and
EF + eV . In contrast, planar tunnel junctions are subject to both energy conservation and momentum conservation.
These are much more stringent restrictions, and as a result, only a small area of the Fermi surface can tunnel, due to
the tunneling forward cone, which will be discussed next.
Tunneling cone
x=0(a) (b)Source
Barrier
Destination
k//
kF
θ
x
O
Figure 3.3: (a) Exponential attenuation of tunneling due to path length. (b) Interference of tunneling wave fronts that
enhances direction filtering
Tunneling cone gives planar tunnel junctions great power to filter tunneling electrons, such that only ones with
momentum perpendicular to the junction plane can pass. When talking about tunneling cone, the first to come to
mind maybe something like Figure 3.3(a) where incident electrons with nonzero in-plane momentum end up having
to travel a longer distance inside the barrier, and since transmission coefficient attenuates exponentially according to
Equation 3.2, electrons with any in-plane momentum is relatively quickly filtered out. As much as that is true, the
tunneling cone is more than just the exponential attenuation described above.
The requirement of in-plane momentum conservation leads to further narrowing of the momentum spread, and
that is known as the tunneling cone. Figure 3.3(b) illustrates the process. The slanted lines marks the wavefront of
a incident electron, with the solid lines marking the peak and dashed lines marking the trough. The requirement for
in-plane momentum conservation makes any pair of points with the same x value on both electrodes have the same
phase.
To calculate the total probability of transmission, one first calculate the transmission probability from a point on
upper electrode to a point, say origin, on the lower electrode. Second one can sum up all the points on upper electrode
to produce the probability of transmission from the upper electrode to point origin on the lower electrode. Third,
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because of the translational symmetry, the origin point can be any point on the lower electrode. Therefore the total
transmission from the top electrode to the bottom electrode is simply the results of the second step scaled by junction
area. Examining the result of the second step is sufficient to demonstrate the tunneling cone.
The tunneling cone of a 2-dimension junction, like the one in Figure 3.3(b) can be worked out as an illustration.
For simplicity, we will choose one point (O) on the lower electrode, and denote its state as |l〉. We will consider
tunneling from all the points in the upper electrode to point O, and see the probability of wave at point O attenuates
as a function of the in-plane momentum (k//).
To begin, we want a expression to link the state of a point |u〉 at x in the upper electrode to the state |l〉 at point
O. As illustrated with the slanted lines in Figure 3.3(b), points with a particular x value on both sides of the electrode
have the same phase due to conservation of in-plane momentum. Therefore, the wavefunction |u〉 at a point x away
from the origin, differs from the wave function at the origin |l〉 by a phase of ik//x. Hence |u〉 is related to |l〉 by
Equation 3.4
|u〉 = |l〉 eik//x (3.4)
Recall the the transmission probability is given by Equation 3.2, the transmission probability of tunneling from |u〉 at
x to O at x=0 is given by
|〈u|T |l〉|2 (3.5)
. We can compare this to the case of tunneling across the junction without any in-plane momentum component
|〈l|T |l〉|2 (3.6)
. And the ratio between Equation 3.5 and 3.6 should give a normalized tunneling probability from the entire top
electrode to point O on the bottom electrode. This ratio is given by Equation 3.7
∣∣∣∣ 〈u|T |l〉〈l|T |l〉
∣∣∣∣2 (3.7)
Write Equation 3.7 out in integral form, we have
∣∣∣∣ 〈u|T |l〉〈l|T |l〉
∣∣∣∣2 = ∣∣∣∣∫ +∞−∞ exp
(
−2γ
√
d2 + x2
)
exp
(−ik//x) dx∣∣∣∣2 (3.8)
Since Equation 3.8 does not produced a closed form, we expand exp
(−2γ√d2 + x2) assuming x << d. This
expansion is justified by the exponential attenuation process in Figure 3.3(a). In the mean time, the complex phase
e−ik//x is written out explicitly as cos k//x+ i sin k//x. Since sine is a odd function and the integral was over -∞
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and +∞, the imaginary part vanishes, and the end result is Equation 3.9.
∣∣∣∣ 〈u|T |l〉〈l|T |l〉
∣∣∣∣2 ≈ e−2γd ∫ +∞−∞ cos (k//x) exp
(
−γx
2
d
)
dx (3.9)
Equation 3.9 can be evaluated to give final answer Equation 3.10.
∣∣∣∣ 〈u|T |l〉〈l|T |l〉
∣∣∣∣2 ≈ piγ d exp
[
−4γ
(
1 +
k2//
4γ2
)
d
]
(3.10)
Equation 3.10 peaks at k// = 0 and falls off∼ exp
(
−k//
2d
γ
)
. In addition, there are two exponential attenuations.
The first one, exp (−2γd) comes from the longer traveling path, as discussed in Figure 3.3(a). The second one comes
is an enhancement due to wave interference, and for k// =
√
γ/d, Equation 3.10 drops by a factor of 1/e. At a
tunneling bias voltage on the order of mV, the electron’s momentum is approximately kF . As showing in the inset of
Figure 3.3(b), by comparing k// to kF , a characteristic angle θc can be calculated and give us a idea of how narrow
the tunneling cone is.
θc = arctan
(
∆k
kF
)
= arctan
(√
γ
kF
2d
)
(3.11)
Figure 3.4: 3D tuneling cone. One of the axis is barrier thickness and the other axis is in-plane momentum (k//).
Vertical axis is the normalized transmission probability (Equation 3.10)
We can take the tunneling experiment by Davidson et al [9] as an example. In his work, Davidson made planar
tunnel junctions of a-axis YBCO, CaTiO3 and gold. He reported that junction conductance goes down by a factor
of 12 for every 4A˚, and that translates to γ = ln 12/2a = 0.0311nm−1. For a barrier thickness of d = 20A˚(5 unit
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cell of CaTiO3) and a typical Fermi energy of 5eV, i.e. kF ≈ 1/A˚, the characteristic angle θc ≈ 7◦. Figure 3.4 plots
Equation 3.10 using the number in davidson et al’s experiment. One can see the exponential attenuation due to barrier
thickness, and the sharp tunneling cone along the k// axis.
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Figure 3.5: Physical explanation of tunneling cone. (a) For incident with small in-plane momentum (b) For incident
with large in-plane momentum
In addition to calculation, one can make a physical argument to explain the tunneling cone. Figure 3.5(a) shows
the situation for steeply incident electrons, i.e. electrons with small k//. The two horizontal lines mark the boundaries
of source electrode, tunneling barrier and the destination electrode. The sine waves are the phase of the wavefront
on the electrodes. Due to the restriction to conserve in-plane momentum, the phases of the sine waves are the same.
The region marked by the double arrow is the region where the exponential attenuation described in Figure 3.3(a) is
non-negligible. For electrons with steep incident angle, the in-plane momentum (k//) is small, hence phase variation
along the electrodes’ boundaries are slow compared with the size of the region under double arrow. This means the
phase of the electron tunneling from this region is approximately the same. Hence the interference they have on the
destination electrode is mostly constructive. In contrast, electrons with shallow incident angle have a large in-plane
momentum (k//), and hence the phase varies quickly. The same size of region under the double arrow is now large
enough that the phase has changed many periods. Hence the interference effect for shallow incident is destructive.
Therefore, the demand to conserve in-plane momentum leads to a further filtering of momentum spread, and electrons
participate in a planar tunneling events are predominantly forward electrons, with little to no in-plane momentum.
3.2.2 Harrison’s theorem
The discussion of Fermi’s golden rule in Equation 3.3 showed how tunneling can be used to probe DOS, but as alluded
to in Figure 3.1(a), the Al-I-Al junction in the normal state did not show any DOS in Al, why is that? The answer
lies in Harrison’s theorem which states that planar tunnel junction can not reveal the DOS information in an N-I-N
junction, because the Fermi velocity (vF ) cancels DOS [19]. This means that band structure DOS can not be observed
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Figure 3.6: Cartoon picture showing wave pockets tunneling from source electrode to destination electrode
from planar tunneling, even though it can be seen by tip tunneling. Because of Harrison’s theorem, planar tunnel
junction provides a physics filter the reveals only DOS from collective renormalization.
Figure 3.6 illustrates the tunneling process. On the left side is the source electrode at ∆V . Recall Figure 3.2(d)
that states eligible for planar tunneling are just the small segment of lines on the Fermi sphere. These states for a wave
packet with a group velocity (vg), which are given by the wave’s angular velocity ω and wavenumber k,
vg =
∂ω
∂k
. Since tunneling bias are typically on the order of millivolts and the Fermi energy is on the order of volts, the group
velocity is essentially just the Fermi velocity (vg = vF ). We can express vg in terms of energy and momentum
h¯ω = E ⇒ ∂ω
∂k
=
1
h¯
∂E
∂k
= vg
, and hence obtain a expression of vF , as shown in Equation 3.12
vF =
1
h¯
∂E
∂k
(3.12)
To obey the Pauli exclusion principle, the wave packs are lined up one after another, without overlapping, forming a
train as illustrated in Figure 3.6. Each wave pack attempts to tunnel through the barrier with success probability equals
|T |2, given by Equation 3.2. After the first wave pack is done, the second one moves up to the barrier and repeats.
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The time between two tunneling attempts (τ ), therefore, is given by the full width at half maximum of the wavepack
(FWHM ) and the group velocity (vg), which equals vF
τ =
FWHM
vg
=
FWHM
vF
(3.13)
The FWHM of the wave packet, in turn, is derived from band structure DOS (Equation 3.14) times the bias voltage
(∆V ).
DOS =
1
2pi
∂k
∂E
(3.14)
FWHM ≈ 1
∆k
=
1
∂k
∂E e∆V
(3.15)
In the destination electrode, a similar thing happens, the wavepack that tunnels through also lines up into a train in the
destination electrode. In this picture, the tunneling current is then determined by the wavepacks’ attempting frequency
f = 1/τ =
vF
FWHM
(3.16)
and the success rate (|T |2). Write everything together, we have
J ∝
(
kF
pi
)2 ∫
f × |T |2 dE =
∫
vF
FWHM
× |T |2 dE (3.17)
Plug in Equation 3.15 and Equation 3.16 for FWHM and τ , Equation 3.17 becomes
J ∝
(
kF
pi
)2 ∫
vF ×DOS × e∆V × |T |2 dE (3.18)
We can differentiate Equation 3.18 against bias voltage and have
G(V ) ≡ dJ
dV
≈
(
kF
pi
)2
e · vF ·DOS × |T |2 (3.19)
Substituting in Equation 3.12 and Equation 3.14, Equation 3.19 becomes
G(V ) ≡ dJ
dV
=
(
kF
pi
)2
|T |2 e
h¯
∂E
∂k
× 1
2pi
∂k
∂E
= |T |2
(
2
λF
)2
e
h¯
(3.20)
Due to the cancellation explicitly spelled out in Equation 3.20, differential conductance cannot reveal the DOS due to
band structure in a normal metal electrode.
When tunneling from a normal metal into a superconductor, things are different. On the destination electrode, one
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still has vF × DOS, but this time DOS really is quasi-particle density of states (∂k/∂EQP ). Due to the opening of
the superconducting gap (∆)
EQP =
√
∆2 + E2
, the quasi-particle excitation spectrum is different from that of the normal states where vF is determined. Hence the
cancellation no long happens.
The contrast between tunneling into a normal metal and tunneling into a superconductor shows that planar junction
tunneling discriminates between DOS that arises from different origins. It acts like a physics filter, i.e. hiding the DOS
from normal band structures, but showing the renormalized DOS due to superconductivity. This is an important con-
sequence of the requirement to conserve in-plane momentum, and should be kept in mind when interpreting tunneling
spectra.
3.3 Notable Tunneling Experiments
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Figure 3.7: (a) STM tunneling data from Renner et al [43]. The added green curve marks the beginning of super-
conducting transition. (b) Junction tunneling data from Davidson et al [9] superconducting transition (c) Junction
tunneling data pesudogap transition
This section will discuss a few experiments that utilizes tunneling in different ways. In 1998, Renner et al [43]
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performed STM experiment in cold cleaved BSCCO2212 samples. Figure 3.7(a) replicated the tunneling spectra on
one of he underdoped samples. The differential conductance curves are scaled to RT differential conductance and
offset from each other slightly for visual clarity. In addition to the superconducting gap, a pseudogap feature that
scales with the superconducting gap and also shows up in both underdoped and overdoped samples. Renner et al
argued that the pseduogap is a precursor to superconductivity, either due to superconducting fluctuations in the sample
or due to preformed pairs.
In 2006, Davidson et al [9] made the first and only a-axis YBCO tunnel junctions with in-situ epitaxial barriers,
and their data presented interesting contrast. First, as shown in Figure 3.7(b), below superconducting transition tem-
perature, the differential conductance curve showed a distinctly broken electron-hole symmetry, where the coherence
peak on the hole side is completely missing. Second, as shown in Figure 3.7(c), the differential conductance curves
for underdoped devices show no sign of pseudogap when cooling through the pseudogap temperature. In light of the
discussion in Section 3.2.2, Davidson’s results would argue that perhaps pseudogap is a feature due to band structure
rather than a emergent phenomenon such as superconductivity. The contrast of the experiment is especially intriguing,
if one realizes that Renner’s experiment looks at an angular average of the a-b plane from the c-axis direction, while
Davidson’s experiment tunnels directly in the copper oxide plane where the superconducting action is.
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Figure 3.8: (a) Splitting zero bias conductance peak for a-axis YBCO with amorphous AlOx tunnel barrier [12]. (b)
Splitting zero bias conductance peak in YBCO(110) tunnel junctions with amorphous barrier [8] (c) orientation of
d-wave order parameter in a-axis YBCO junctions in [12]. Incident quasiparticles (red arrow) scatter diffusively at
the barrier. (d) Orientation of d-wave order in YBCO(110) tunnel junction in by Covington et al earlier [8]
In addition to the novel crystal orientation in Davidson et al’s work [9], the effect of their epitaxial junction barrier
is also worth highlighting. Figure 3.8(a) shows differential conductance curves from the same group with a-axis
YBCO, but this time with in-situ AlOx barrier. In stead of observing broken electron hole symmetry, the differential
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conductance curves in this case shows a Zero Bias Conductance Peak (ZBCP) that splits at low temperatures. Similar
results have also been reported by Covington et al [8] earlier, which are replicated in Figure 3.8(b). In Covington’s
experiment, electrons tunneled into the (110) oriented a− b axis YBCO, and a splitting ZBCP was also observed.
Since everything else with the junctions are the same, Eckstein et al [12] concluded that that drastically differ-
ent tunneling conductance was a result of how quasiparticles are scattered at the tunnel barrier. For junctions with
crystalline barrier, the quasiparticles are scattered specularly, which makes quasiparticles travel from a lobe in the
d-wave order parameter to another lobe with the same sign of the order parameter, which prevents mixing of order
parameters of different signs and prevent any quenching from happening [14]. In the case of amorphous barriers, the
scattering is diffusive, like a shower head. Figure 3.8(c) illustrates the diffusive scattering at the barrier. The diffusive
scattering leads quasiparticles from lobes of different signs to mix, and as predicted by Fogelstorm et al [14], leads to
a quenching of the d-wave order parameter, which eventually give rise to the splitting ZBCP.
3.4 Conclusion
In this section, we briefly reviewed quantum tunneling and how tunneling experiments can potentially be used to
probe DOS information on the electrodes. The setup between tip tunneling and planar tunneling are compared, and
the difference in setup leads to a important restriction on planar tunneling: conservation of in-plane momentum. The
restriction leads to the phenomenon of tunneling cone, where interference of the tunneling electron wavefronts further
filters the in-plane momentum spread and give planar tunneling exceptional power in momentum selection. Harrison’s
Theorem, which states that Fermi velocity cancels DOS derived from band structure, is discussed and understood
with a physical picture. Finally, the results of a few tunneling experiments are reviewed, highlighting the potential
distinction between tip tunneling and junction tunneling. Potential impact of crystalline vs amorphous junction barrier
is also examined. Specifically, crystalline barriers can scatter quasiparticles specularly, while the amorphous barriers
scatter in a more diffusive manner, reulsting in k-space mixing at the interface.
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Chapter 4
Oxygen Doping of Iron Telluride (FeTe:Ox)
4.1 Literature Review
Figure 4.1: Comparison of generalized phase diagrams between cuprates and iron based superconductors.
Source: http://www.physics.berkeley.edu/research/lanzara/research/pnictide.html
Since the discovery 26◦K superconductivity in LaO1−xFxFeAs [22] in 2008, iron based superconductors have
garnered much interest in the research community. In terms of fundamental science, iron based superconductors
share many similarities with the older cuprate superconductors. Figure 4.1 shows a side by side comparison of the
phase diagram for cuprates and iron base superconductors. They both feature antiferromagnetic order in their parent
compounds and under-doped phases. As the antiferromagnetic order becomes destabilized, the materials then both
transition into a superconducting states under a superconducting dome, and finally as doping increases further, the
materials then transition into metallic states.
The two classes of superconductors contrast each other in that cuprates features a pseudogap states between the
antiferromagnetic order and superconductivity, whereas the iron base superconductors generally undergo a structural
phase transition. The multi-orbital nature of the iron based superconductor is a critical difference from the cuprates
too. In curpates, contributions from the dx2−y2 orbital on Cu the oxygen 2p orbitals to which it is coordinated,
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dominates the Fermi surface, but in iron based superconductors, all 5 d-orbitals participate in the action, as shown by
the Density Functional (DFT) calcuation in Figure 4.2. The interactions between them drives emergent phenomenons
(a) (b)
Figure 4.2: DFT calculations on the contributions of different orbitals (a) BaFe2As2 [47] and (b) FeTe [49]. The black
arrows point to the Fermi-level
.
such as structural phase transitions [34] and antiferromagnetic order [33].
In terms of practical applications, some iron based superconductors can carry critical current higher than 1 ×
104A/cm2 under up to 25T magnetic field with nearly isotropic transport [46]. Furthermore, a lot of the iron base
superconductors does not require rare-earth element in synthesis. These properties makes iron based superconductors
very promising for the next generation superconducting cables for energy conversion and power transmission.
(a) (b) (c) (d)
1111
La(OF)FeAs
122
BaFe2As2
111
LiFeAs
11
FeSe
Figure 4.3: lattice structure of the 4 major families of iron based superconductors [35]
Figure 4.3 illustrates the 4 major families of iron based superconductors discovered [35]. From left to right, they
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are often referred to as 1111, 122, 111 and 11 families based on the subscripts in their formula. Like the cuprates,
the iron based superconductor family share three common characteristics: 1) All the lattices are tetragonal. 2) Fe-
atoms are tetrahedrally coordinated with either the chalcogenide or pnictide atoms to form layered structures that
are reminiscent of the Cu-O planes in the cuprates. 3) Some kind of buffer layers may be present between the Fe
tetrahedral structures and can be adjusted to control carrier doping. Furthermore, similarities don’t just stop at the
lattice structure. Density Functional Theory (DFT) calculations [47] [49] show dominant contributions from Fe d-
orbitals near the Fermi surface, evidencing the multi-orbital nature of the material.
Among the iron base superconductors in Figure 4.3, the 11 family is particularly interesting, in that its structure
is the simplest, and does not contain arsenic or fluorine. This milder toxicity, while relatively insignificant in lab-
oratory settings, is important when considering the environmental impact of large scale applications. As shown in
Figure 4.3(d), the lattice of 11 family consists of repeated layers of tetrahedraly bonded iron and chalcogenide atoms.
Each layer is then weakly coupled the neighboring layers. The carriers in the material come from hole pockets and
electron pockets. This structural property makes the 11 family samples easy to exfoliate, and this is useful when-
ever clean surface is desired. Excess Fe atoms are also known to exist in the lattices, at sites labeled as Fe(2) in
Figure 4.3(d). Iron telluride (FeTe) is considered the parent compound of the 11 family [29], and itself is not a su-
perconductor for reasons that probably have to do with chemical phase stability. With reducing temperature, FeTe un-
dergoes a insulator-metal transition around 70◦K, coinciding with a lattice structural transition from high temperature
tetragonal to low temperature monoclinic structure and the establishment of collinear antiferromagnetic order [30], as
illustrated by Figure 4.4. Our studies of this material, discussed later, indicate that below the ferromagnetic transition,
the electron pocket becomes metallic while the hole pocket remains localized.
(a) (b) (c)
Figure 4.4: (a) FeTe Lattice transformation, left: tetragonal above 70◦K, right: monoclinic below 70◦K. (b) In-plane
collinear magnetic order for FeTe. (c) in-plane magnetic order for Ba122 compound in contrast [30].
Other chalcogen atoms can substitute Te in the lattice and make the doped samples superconduct [13] [40]. Fig-
ure 4.5 shows the phase diagram for selenium (Se) and sulfur (S) doping, optimally doped samples can reach 14◦K
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and 8◦K respectively.
(a) (b)
Figure 4.5: (a) FeTe1−xSex phase diagram. [23] (b) FeTe1−xSx phase diagram. [39]
Early on, Han et al [17] reported superconductivity in strained FeTe PLD films. Later studies [45] [41] report that
oxygen can also be incorporated into FeTe thin films, although the mechanism of incorporation was not immediately
clear. Oxygen can either replace tellurium in the lattice, thus incorporate via substitution, or reside in the lattice
as interstitial. Shi et al [45] reported that FeTe films grown in 1 × 10−4Torr oxygen were superconducting and
speculated that oxygen was incorporated via substitution, similar to Se and S. At the same time, Nie et al [41] reported
superconductivity can be reversibly induced in their PLD grown films either via atmospheric oxygen exposure or
annealing at 100◦C in oxygen. This result suggests that oxygen incorporated is interstitial in nature. Unfortunately,
the later two studies did not directly confirm or rule out Han’s report and neither of them looked for the existence
of substituted oxygen and its potential contribution to superconductivity. After all, if one follows the trend set by
selenium and sulfur, oxygen substitution is a possible candidate for proximate cause for superconductivity. Thus, we
set out to answer the following questions:
1. Does strain play a role in inducing superconductivity?
2. Is oxygen substitutional or interstitial, or can it be both?
(a) How to control the way in which oxygen is incorporated, interstitially or substitutionally?
(b) Where does interstitial oxygen go in the lattice?
(c) How does each kind of incorporation contribute to superconductivity?
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(a) (b)
Figure 4.6: (a) Superconducting FeTe:Ox film grown by Shi et al (b) Reversibly inducing superconductivity in
FeTe:Ox by Nie et tal
4.2 Film Growth
4.2.1 Choice of Substrate
FeTe’s lattice parameters are a = b = 3.82A˚ and c = 6.3A˚. Both LAO (a = b = c = 3.78A˚) and LSAO (a = b =
3.76A˚, c = 12.6A˚) offer good in-plane lattice matching to less than 1%. While LSAO substrates offer lattice match in
the c-axis direction, the substrates can only be used as-received, as a effective method to surface terminate and anneal
LSAO substrate is yet unknown. In contrast, while LAO substrates don’t match so closely in c-axis direction, they can
be treated to have atomically flat terraces. Films were grown on both types of substrates. In terms of growth dynamics
and film characterizations, the two types of substrates provide similar results. In the end, STEM-EELS study used
LAO films because the substrate exhibit better mechanical strength during sample preparation.
4.2.2 Growth Temperature
Since the vapor pressure for tellurium is quite high (≈ 3× 10−4 Torr at 300◦C) while iron vapor pressure is very low
(≈ 5 × 10−5 Torr at 1200◦C), the growth of FeTe is self-limiting, similar to that of traditional semiconductor GaAs.
The growth rate is determined by the Fe flux while Te is supplied in excess. At the elevated growth temperatures,
any tellurium that does not bond with Fe will re-evaporate. This re-evaporation is evidenced by the fact that RHEED
pattern of the substrate can hold indefinitely with just the Te shutter open.
Through systematic trial growths between 250◦C and 440◦C, 300◦C was determined to be the optimal growth
temperature. Te:Fe flux ratio of ≈ 2:1 was used in the study, but the growth mode is robust in terms of flux ratio,
because of the the self-limit growth process.
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4.2.3 Growth of initial layers
Growth of FeTe on LAO is peculiar in that it starts with a transcent amorphous layer that persists through the first
≈1nm deposition. Following this, the atoms present on the the surface spontaneously crystallizes. As shown in
(a) (b) (c)
(e) (f)
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im
e
(d) 0
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Figure 4.7: RHEED images for FeTe initial layer growth (a) substrate, the fuzziness is due to LAO substrate charging
at 300◦C. (b) half a monolayer (ML) ≈ 1.5A˚ (c) 2ML (d) 10ML (e) 100ML (f) line intensity over time, the red line
with numbers mark the approximate time each layer is deposited
Figure 4.7(a)-(d), the growth starts from a substrate with clear streaks and bright RHEED spots. As Fe deposition
occurs, the RHEED images becomes less fuzzy but the intensity of RHEED spots diminishes. While the reduction of
fuzziness is a result of Fe reducing surface charging, the diminishing RHEED spots indicates a loss of crystallinity.
After a couple of monolayers (6A˚), the RHEED pattern is almost gone, indicating that the film surface at that point
has almost no crystalline order at all, as shown in Figure 4.7(c). One can stop Fe deposition at this point and anneal
the film, but little improvement in RHEED is achieved. As more Fe is deposited, the RHEED pattern experiences a
sudden and rapid recovery, signifying that the film spontaneously reorganizes itself into a highly crystalline structure.
Once that happens, the RHEED pattern continues to improve, and eventually features clear, narrow streaks, bright
specular spots and kikuchi lines, as shown in Figure 4.7(e). Perhaps a more spectacular way of showing this process
is to plot the line intensity, such as one drawn in Figure 4.7(b), over time. In Figure 4.7(f), the top lines are pixels due
to substrate streaks, then followed by the initial stage of lossing crystallinity, then the streaks come back. horizontal
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lines are superimposed on Figure 4.7(f) to indicate the approximate timing of the number of monolayers grown at the
time.
4.2.4 Common defect RHEED Patterns
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Figure 4.8: (a) Substrate temperature 500◦C, way too hot for FeTe crystal to form. All Tellurium evaporated and leav-
ing behind polycrystalline Fe. (b) Substrate temperature 350◦C, a little too hot. The film consists of both FeTe(001)
orientation and aspirations of FeTe(101) orientation. (c) Substrate temperature 300◦C. Just the right temperature. (d)
Substrate temperature 250◦C, a little too cold. RHEED detects side streaks next to ±1 streaks. Inset uses a inverted
and contrast enhanced image to highlight the side streaks (e) XRD of the films in (b) and (c). The film grew at higher
substrate temperature shows a prominent peak in FeTe(101) crystal orientation.
When the growth condition is not fully optimized, crystalline defects form. This section discusses the common
defect seen in RHEED patterns. Figure 4.8(a)(b) and (d) show representative defect RHEED images when growth
conditions deviate too far from optimal (Figure 4.8(c)). Figure 4.8(a) shows RHEED image from a growth experiment
with substrate temperature set to 500◦C. Very soon after the growth started, the RHEED image shows rings that
are indicative of a polycrystalline sample. This indicated 500◦C is too hot for FeTe to form. All the Te must have
evaporated and leaving only the Fe behind. Since the substrate is not high enough for single crystal Fe to grow, only
polycrystalline Fe is left behind. Figure 4.8(b) shows a subsequent growth at 350◦C. Compared to a film grown at
300◦C, film grown under higher substrate temperature features a superposition of the FeTe(001) streaks and surface
asperities that show up as spots. The defects are highlighted by circles in Figure 4.8(b) in the pattern. The surface
asperities also manifest themselves as extra bragg peaks on XRD scans, as shown in Figure 4.8(e), and are identified as
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FeTe(101) mis-orientations by comparison to the powder diffraction spectra. Figure 4.8(c) shows the RHEED image
of a good growth for reference. Figure 4.8(d) show a RHEED image similar to a good growth, but have two faint,
side streaks as marked by the arrow. Because the side streaks are so faint as to be unclear on a unprocessed picture, a
inverted image with enhanced contrast, hence distorted, is put in as a inset as a visual guide.
(a) (b) (c)
(d) (e) (f)
218ML, 300C 270ML, 389C 289ML, 423C
298ML, 436C 310ML, 300C 320ML, 300C
Figure 4.9: Search for maxium substrate temperature. (a) through (f) shows RHEED images with increase temperature
to the point of defect pattern started to show around 440◦C, substrate temperature is then reduced back to 300◦C, and
the defect layers are buried.
Figure 4.9 illustrates the search for maximum substrate temperature for FeTe. Starting from 300◦C, the substrate
temperature is progressively increased to around 440◦C, until a defect pattern starts to show, as illustrated in Fig-
ure 4.9(d). Then the substrate temperature is reduced back to 300◦C, the defect layers were buried and film surface
restores the good RHEED pattern earlier. It may appear peculiar that Figure 4.9(b) at 390◦C did not show a RHEED
pattern in Figure 4.8(b). The difference between the two is that Figure 4.9(b) was being deposited on well ordered
FeTe layers grown earlier, while Figure 4.8(b) was set to higher than optimal temperature from start. The epitaxial
stabilization helps to retard the effect of high growth temperature.
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4.3 Proximate Cause of Superconductivity: Interfacial Strain and Oxygen
Doping
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Figure 4.10: FeTe film characterization (a) AFM (b) XRD (c) normalized RT showing evolution of superconductivity
This section will examine the effect interface strain and oxygen doping of our superconducting FeTe samples
to address the questions raised at the end of Section 4.1. As shown in Figure 4.10(a), the FeTe film grown are
highly textured, with the film (001) direction aligned with sample normal. Despite presence of screw dislocations,
the film is relatively flat. As illustrated in Figure 4.10(b), the height variation is approximately 5nm acrossing 1.4µm.
Single unit cell height (≈6A˚) atomic terraces of width close to 1000A˚can be seen. This also nicely illustrates the
presence of a spiral screw dislocation. Freshly grown FeTe thin films are not superconducting, but do slowly become
superconducting after exposure to air. Figure 4.10(c) shows the emergence of superconductivity of a FeTe film over
the course of 23 days, corroborating the results from Niet et al [41].
We’ve attempted to dope oxygen into samples using two different methods. The first method is to grow an FeTe
film in vacuum first, and expose the film to the chamber’s oxygen beam as it cools down from growth temperature.
This is akin to the oxygen annealing reported by Nie et al [41] in that oxygen is introduced after the crystal is formed.
The second method is to grow the FeTe film in oxygen beam and also cool down in oxygen beam.
Figure 4.11 shows normalized resistivity measurement for sample doped using the aforementioned methods. The
right panel is a sample grown in vacuum and cooled down in oxygen, the right pannel is a sample grown in oxygen and
also cooled down in oxygen. Both samples show insulating resistance at higher temperatures, and both sample features
a insulator to metal transition around 70◦K. But most importantly, both doping methods produce superconducting
samples with superconducting transitions that onset around 12◦K and reach zero by 10◦K. The effect of oxygen
doping is very robust, as similar results were repeated over a few dozen samples.
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Figure 4.11: Normalized R vs T for (a) film grown in vacuum (b) grown in oxygen. Both samples cooled down in
oxygen
4.3.1 Interfacial Strain
To investigate the effect of interfacial strain on our superconducting FeTe:Ox films, reciprocal space map (RSM) was
done one the sample. As illustrated in Figure 4.12(a), The small patch of reciprocal space that contains FeTe:Ox (105)
and LAO substrate (103) peaks are scanned. These two peaks are chosen due to their proximity in k-space. The (105)
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Figure 4.12: (a) RSM of FeTe:Ox(105) and LAO(103) peaks. The lack of alignment between film and substrate peaks
in the Qx direction indicates interfacial strain is relaxed. (b) Nano-beam diffraction pattern, courtesy of Hefei Hu and
Jianmin Zuo
peak is from FeTe:Ox lattice vector ( 2pia ,
2pi
c/5 ) and the (103) peak is from LAO (
2pi
a ,
2pi
c/3 ) lattice peak. Given that the
c-axis lattice parameter for FeTe:Ox and LAO are 6.3A˚and 3.8A˚, the Qz vectors of the (105) and (103) peaks should
be quote close (6.3A˚/5 = 1.26A˚ and 3.8A˚/3 = 1.27A˚). As discussed in Section 2.2.2, if FeTe:Ox is strained to
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the substrate, its Qx value should be the same as that of LAO, hence the two peaks should line up, as illustrated in
Fiure 4.13.
Figure 4.13: RSM for a superlattice film (DSL) and STO(103) peak showing film clamped to the substrate.
Figure 4.13 reproduces a RSM scan from M.Warusawithana’s thesis [58]. That film is a digital superlattice (DSL)
of BaTiO3, CaTiO3 and SrTiO2, with 2 unit cells of each compound in a supercell. In this case, the films (1 0 18) peak
perfectly aligns with the (103) of the substrate in the Qx direction, indicating that the film is clamped on the substrate.
Figure 4.12(a) shows the RSM scan of FeTe:Ox(105) peak and LAO(103) peak. The lack of alignment inQx values
between film peak and substrate peak indicates that the FeTe:Ox is not clamped to LAO and, therefore, unstrained.
Furthermore, the lattice constants of FeTe:Ox are extracted from RSM and found to be a=0.383nm and c=0.628nm.
These lattice parameter values are consistent with the bulk samples [56] [2], meaning that the strain have completely
relaxed. This result is also corroborated by the nano-beam diffraction experiment later performed on the STEM
sample, as shown in Figure 4.12(b). In addition to confirm the phase purity of our FeTe:Ox film, the distinct separation
between the LAO(200) and FeTe(200) peaks attests to the relaxation of strain. Therefore, strain is not the proximate
cause of superconductivity.
4.3.2 Oxygen Dopant
To study the effect of oxygen doping in the FeTe films, a hybrid sample is prepared for Scanning Transmission Electron
Microscopy (STEM). The first 7 layers of the film was grown in vacuum, while the rest of the film was grown and
cooled down in oxygen. The sample is superconducting with normalized resistance vs T is shown in Figure 4.11(b).
The STEM High Angle Annular Dark Field (HAADF) image of the sample is shown in Figure 4.14(a). Since the
56
(b)
(a)
LAO Sub
FeTe
Figure 4.14: (a) STEM cross-sectional view of FeTe film grown and cooled down in oxygen. Green line denotes the
8th layer, where oxygen beam was turned on. The dark regions after the 8th layer are oxygen substitution regions.
Inset shows a EELS line scan trajectory over a dark region. The length bar is the same in both images (b) Integrated
EELS signals for O (square) and Te (triangle). An oxygen concentration peak coincides with a Te concentration dip
around 5nm. STEM and EELS image courtesy of Hefei Hu and Jianmin Zuo
image is Z-contrasted, i.e. pixel intensity propotional to Z2 of the atoms, the most prominent matrix visible on the
graph are La atoms in the LAO substrate and Te atoms in the film. The green line in Figure 4.14(a) marks the 8th
layer of FeTe, where the oxygen beam was turned on, i.e. the layers below the green line were grown in vacuum
and the layers above were grown in oxygen. Contrasting the two layer, a number of dark regions in the upper layers
immediately stand out. These dark regions are completely absent in the vacuum grown layers, while populating the
rest of the film suggests that they are growth related. Since the HAADF images’ pixel intensity is proportional to Z2
of the subject atom, the dark regions’ average Z2 value is reduced, indicating elements lighter than tellurium is in
them. When an Electron Energy Loss Spectroscopy (EELS) line scan was performed over one of these dark regions,
as shown in Figure 4.14(a) inset, the integrated signal for oxygen K-edge (O-K) and tellurium M-edge (Te-M) is
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recorded, as shown in Figure 4.14(b). A dip in Te signal is observed inside the dark region concurrent with a peak of
oxygen signal. This demonstrates that oxygen replaced some of the tellurium in the dark regions.
Another salient feature is that the oxygen signal outside the dark region is non-zero. This means that in addition
to substituting tellurium in the dark regions, oxygen also permeates throughout the sample presumably as interstitial
oxygen. Qualitatively, the STEM-EELS results show that both substitutional and interstitial oxygen exist in the
sample. Furthermore, the substitution is only limited to layers grown in oxygen.
electrons
20nm
4nm
Figure 4.15: Cartoon illustration for quantitative estimate on substitution and interstitial rate based on STEM-EELS
If we assume EELS signal strength is proportional to atomic density by neglecting secondary electron scattering,
we can quantitatively estimate the rate of substitutional and interstitial oxygen. Since the dark regions in Figure 4.14(a)
are mostly circular, we believe they are approximately spherical objects with diameter ≈4nm, due to the 4-fold rota-
tional symmetry of the iron telluride crystal. A cartoon model, as illustrated in Figure 4.15, shows a 3D view on the
STEM sample in Figure 4.14(a). In this cartoon, the electrons incident from the top and the gray cylinder marks a
atomic column that we perceive as a dark region in Figure 4.14(a). The solid black sphere is the region where the oxy-
gen substitution actually happened. Although the exact thickness of this particular sample is not known, we estimate
it to be 20nm, as typical STEM samples range between 10nm and 30nm. Because the Te signal dip is approximately
20%, while the dark sphere consists of approximately 20% of the total volume in the column, we conclude that virtu-
ally all the Te in the dark sphere is substituted by the oxygen. Similarly, the homogenous baseline of the O-K edge,
which is due to uniformly distributed oxygen interstitial, is about 20% of the peak. If we scale for the 20% relative
size of the defect sphere in the total thickness of the sample, we get the oxygen interstitial concentration to be about
5%. Since neither STEM nor XRD detected the presence of a second phase, the FeO from oxygen substitution must
have incorporated epitaxially to the surrounding FeTe.
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In the initial layers grown before the oxygen beam was turned on, the dark oxygen substituted regions are absent.
Any oxygen in these layers was incorporated through diffusion after the layers were grown, and must be interstitial.
Since similar films grown entirely in vacuum but cooled in oxygen are superconducting with sharp transitions, as
previously shown in Figure 4.11, interstitial oxygen alone is sufficient to cause superconductivity.
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Figure 4.16: Normalized resistance for two films. The open square curve shows a film grew in oxygen beam but
cooled down in vacuum. The film was not superconducting fresh out of the chamber, but turned superconducting after
exposure to air. The open circle film was grown in oxygen beam and capped with a gas impervious alumina cap and
cooled down in oxygen. This film remains non-superconducting.
While this STEM-EELS analysis shows that a sample grown and cooled in oxygen contains both substitutional and
interstitial oxygen, and we know that substitutional oxygen is formed only during growth, it is still unclear whether
substituted oxygen alone can cause superconductivity. To distinguish contributions, if any, to superconductivity from
substitutional and interstitial oxygen, and to probe the condition under which interstitial oxygen is incorporated,
another film was grown in oxygen and immediately capped with a thick aluminum oxide layer before cooling down in
oxygen. The purpose of the aluminum oxide cap was to provide a barrier to preserve the oxygen concentration formed
during growth. As shown in Figure 4.16 open square curve, this film did not superconduct, and it remained unchanged
even after prolonged exposure to air, unlike uncapped films which eventually became superconducting.
From this experiment, we can draw three important conclusions. First, the persistent absence of superconductivity
confirms the effectiveness of the aluminum oxide cap as a diffusion barrier. Second, the absence of superconductivity,
combined with the presence of a effective diffusion barrier, indicates that the degree of interstitial oxygen incorporation
during growth at 300 ◦C is insufficient to lead to superconductivity. Third, based on our STEM-EELS study, this film
must contain substitutional oxygen since it was grown in the presence of oxygen. From this we can conclude that
substitutional oxygen alone does not lead to superconductivity. Rather, the oxygen that gives rise to superconductivity
is interstitial. To verify that substitutional oxygen does not lead to superconductivity, but insterstial oxygen does,
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another film was grown under identical oxygen pressure but cooled down in vacuum. Although non-superconducting
initially, as shown by Figure 4.16 open square curve, it became superconducting after exposure to air.
4.4 Modulated Interstitial Oxygen Concentrations
Te Fe
Energy Loss
Scan direction
Te-M spectrum image O-K spectrum image
(a) (b)
Figure 4.17: (a) ADF image of FeTe:Ox lattice and EELS line scan direction (b) Side by side display of the Te-M
edge and O-K edge signal in the line scan direction. STEM-EELS by Hefei Hu and Jianmin Zuo
The investigation on interstitial oxygen can be pushed further using STEM and EELS. Figure 4.17(a) shows the
dark field image of the FeTe film outside the dark regions. To help identifying the atoms in the image, a lattice cartoon
of FeTe is superimposed. The purple dots denote the Te atoms and the orange dots denote the Fe atoms. Again, since
pixel intensity scales with Z2, the Fe atoms are overshadowed by the Te atoms. The red arrow in the picture marks
the path of the EELS line scan across 3 unit cells. Figure 4.17(b) shows an side-by-side view of the EELS signal for
the Te-M spectrum and O-K spectrum. The horizontal axis is energy loss and the vertical axis is scan direction. Hot
color indicates strong energy loss, thus the presence of the monitored atoms.
Although EELS did not fully resolve the two planes of Te within a unit cell in this case, approximately three
hot bands of tellurium corresponding to the 3 unit cells can still be distinguished in the Te-M spectrum image in
Figure 4.17(b). The accompanying oxygen EELS signal shows 3 distinct hot bands that are coinciding with the lattice.
The spatial modulation of the oxygen signal indicates that interstitial oxygen concentrates within the Te-Fe-Te unit
cell and not in the space where unit cells are weakly coupled.
On a closer examination of Figure 4.17(b), one can see that the brightest hot strip in O-K signal is just slightly
offset from one of the Te-M signal. This indicates that interstitial oxygen resides almost at the same plane at the Te
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atoms, but are slightly closer to the Fe atoms than Te. This observation is consistent with the DFT calculation that
interstitial oxygen is located at the unoccupied site on the Te checkerboard, but closer to the Fe plane [66].
4.4.1 Excess Fe
Te
Fe
Excess 
Fe
ADF-STEM
Figure 4.18: STEM observation of excess Fe, as labed by the blue arrow. The inset at the lower left shows a cartoon
drawing of excess Fe in the crystal [66]
Excess Fe has been observed in samples of the ’11’ family [38] [21] and are known to affect superconductivity,
RBS analysis of our FeTe thin film samples also show excess Fe around 9%. DFT study by Zhang et al [66] show that
excess Fe resides rather close to the Te plan, as illustrated by ’Fe2’ in the inset of Figure 4.18. The calculation further
show that excess Fe atoms are approximately 1+ in valency and donate the electrons to the Fe layer. Further more,
Zhang et al found the excess Fe+ are strongly magnetic, and the local magnetic moment is expected to persist long
after the spin density wave (SDW) in the Fe layer has been suppressed by doping or pressure. This points to excess
Fe being adverse to superconductivity. Not only do them charge dope the action layers, but also their strong magnetic
moments can provide pair breaking even when the system is in the superconducting state.
The discussion of excess Fe helps understanding why interstitial oxygen promotes superconductivity. As shown in
Section 4.4, interstitial oxygen also distributes itself very close to the Te layer. Being hole donors, they can neutralize
the charge doping from excess Fe, and if interstitial oxygen can change the excess Fe valence close to Fe2+, the strong
magnetic moment on the excess Fe sites can also be wakened. Last but not least, since interstitial oxygen is closer to
the regular Fe layer in the lattice, their presence may help soften any magnetic ordering on that layer as well. This
could help push the system into superconducting state by suppressing the SDW competition for low energy ground
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state.
4.5 FeTe:Ox Film Transport Under Magnetic Field
Some of our FeTe:Ox samples were sent to collaborators in Argonne National Laboratory (ANL) to characterize
transport under magnetic field. Dr. Ying Jia, Ulrich Welch and Wai-Kwong Kwok at ANL performed transport
measurements. This section briefly summarizes their findings on our sample.
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Figure 4.19: (a) Microscope image of the Hall-bar. (b) Parallel field suppressing superconductivity. (c) Perpendicular
field suppressing superconductivity. (d) Structural phase transition stable against magnetic field.
First, our film is diced and made into Hall bar devices, as shown in Figure 4.19(a), using a combination of photo-
lithography and argon ion-milling. Care was taken to avoid degrading the sample during processing. As shown in
Figure 4.19(b)and (c), Tc0 of the devices are approximately 9◦K. Like other superconductors, magnetic field does sup-
press superconductivity by providing pair breaking, Figure 4.19(b) and (c) shows how the superconducting transition
responds to external magnetic field of up to 9T. Since the superconducting transition’s onset temperature (Tc−onset))
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at a field contains the upper critical field (Hc2). By plotting the field value against Tc−onset, the response of Hc2
to field can be extracted. Yin determined that the dHc2dT is approximately 9◦K/T and 15◦K/T for magnetic field
parallel and perpendicular to the sample. Her values show small Hc2 anisotropy and are also similar to the values
found by Kida et al in FeTe1−xSex samples [24]. The small anisotroy in Hc2 is a useful property in superconducting
cable applications.
The structural phase transition around 70◦K is stable in magnetic field normal to the sample, as shown in Fig-
ure 4.20(a). In fact, the sample shows very little magneto-resistance (MR), as summarized in Figure 4.20(b). Despite
the fact that the rate of MR change as a function of temperature did seem to pick up pace after the 70◦K transition, the
overall effect is still just approximately 0.5%. This result is peculiar in light that the structural phase trasition at 70◦K
also marks the establishment of magnetic order as discussed by reference[4.4].
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Figure 4.20: Magnetoresistance vs field (a) 70◦K structural and magnetic transition stable against field. (b) MR
summary for higher temperatures
Perhaps what is more interesting are the Hall effect measurements. Figure 4.21(a) shows the Hall resistivity vs
field at different temperatures. As discussed in Section 2.3.2, the slope of the Hall resistance vs field curve can be used
to extract carrier sign and concentration. According to Figure 4.21(a), the dominant carrier at T> 35◦K are hole-like
and the carriers at T< 35◦K are electron-like. Figure 4.21(b) summarizes the net carrier concentration and sign and
superimposes it on the resistivity.
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Figure 4.21: Hall measurements: (a)rhoH vs field. (b) RT and carrier concentration vs temperature. Red curve shows
resistivity vs temperature and blue curve shows Hall resistance (RH = −1/ne) vs temperature
If one uses the 1-band hall model in Equation 2.7,
RH =
1
ne
, the carrier concentration around 100◦K will appear to be
n =
1
RHn
=
1.5× 10−3
1.6× 10−9 ≈ 4× 10
21 #
cm3
. If we try to estimate carrier concentration using the phase diagram of hole-doped Ba1−xKxFe2As2, as shown in
Figure 4.22, we have approximately 0.5 hole per unit cell (a = b = 3.98A˚, c = 12.6A˚), hence
0.5
3.98× 10−82 × 12.6× 10−8 = 2.5× 10
21 #
cm3
. Considering that the unit cell for FeTe is only half the value of Ba122, the hole per unit cell counts are quite similar.
More strangely, Figure 4.21(b) indicates that RH gets smaller as temperature decreases and eventually changes
sign. Equation 2.7 would mean that the carrier density diverges as temperature drop and eventually the carrier changes
sign. This is not physical.
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Figure 4.22: Hole doping phase diagram for Ba122 [6]
However, if we remember the ’11’ family samples are known to have both electron and hole type carriers, we
realize that the change of sign on the Hall resistance is more appropriately interpreted as the overall effect (carrier
concentration and mobility) of electron and hole type carriers shifting. The two-carrier Dude model states that
ρ =
1
e (µhnh − µene) (4.1)
RH =
1
e
µh
2nh − µe2ne
(µhnh + µene)
2 (4.2)
where ρ is longitudinal resistance and RH is the Hall resistance, µ and n with subscripts denote mobility and carrier
density of the electron (e) and hole (h) carriers respectively.
As shown in Figure 4.21(b), as the temperature is dropping from RT, the combined effect of µ2n from the electron
and hole were initially able to keep up with each other, hence given a more or less constant RH before the structural
transition. After the transition, a change in the relative strength of µ2n starts to occur and hence the shift of dominant
carrier, the shift is observed to continue until the superconducting transition, where Hall signal disappears with the
onset of superconductivity. But extrapolating below Tc, based on existing Hall signal, the trend ofRH should continue,
suggesting non-zero values for both electron and hole carriers. Since no significant Fermi surface reconstruction has
been observed, the change must be mostly due to the carrier mobility, and hence the band structure of the electrons
and holes. Tsukada et al [52] studied Hall effect in FeTe1−xSe−x and found similar shift in carrier dominance. The
effect that both electron and hole carriers are present even past Tc0 suggests that these carriers are itinerant from two
different channels, and hence would support the theory that interband scattering being a mechanism for cooper pair
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formation.
4.6 Conclusions on oxygen doping of FeTe
In conclusion, we have studied how oxygen incorporates into FeTe thin films, causing them to become superconduc-
tors. The films have T onsetc ∼ 12.5 ◦K and transition width around 1.5 ◦K. By systematically using STEM-EELS
and a comparison of transport in films grown under different conditions, we conclude that oxygen incorporated during
growth substitutes for Te inhomogeneously, with isolated regions of the film almost entirely made up of oxygen sub-
stituted FeO. It is remarkable that this occurs without disrupting the crystalline long range order. On the other hand,
oxygen incorporated after the film growth forms a homogeneous interstitial distribution. The substitutional oxygen
alone does not lead to superconductivity, while the interstitial oxygen does. This suggests that the superconductiv-
ity observed in oxygen doped FeTe films is homogenous and not due to a filamentary connection between oxygen
substituted domains. Furthermore, insufficient interstitial oxygen is present at the growth temperature of 300 ◦C to
lead to superconductivity. Interstitial oxygen is predominately incorporated during exposure at lower temperatures via
diffusion through the film.
The FeTe:Ox film’s transport under magnetic field was also characterized by our collaborators in ANL. The sam-
ple is found to have large but relatively isotropic values dµHcdT values, but in the meantime, demonstrate very weak
magnetoresistance response. Hall measurements on the sample reveal a change dominant carriers. The sample started
to be dominated by hole carriers, but after the transition near 70◦K, shifted towards electron dominated. Based on
the two band Hall model, we believe the shift reflects a transition of relative mobility values in the carriers, with the
electrons eventually win out.
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Chapter 5
FeTe Devices
5.0.1 Proximity Fingerprint of s+- Order Parameter
The symmetry of superconducting order parameter is an important piece of information toward understanding the
pairing in iron based superconductors. Unfortunately, despite rigorous pursuit of the research community, the order
parameter symmetry in iron based superconductors remains elusive. Theory suggests the pairing is iron base super-
conductor is s+- [37] [27] [15], meaning the phase of the superconducting order parameter in the electron band and
hole band have a phase difference of pi, but so far experimental results are lacking.
Figure 5.1: Proposed experiment by Kosheleve et al to look fingerprint of s+- order parameter using proximity effect.
Inset is the proposed structure for the composite superconducting electrode.
In 2011, Koshelev et al [26] proposed an experiment to look for fingerprints of the s+- order parameter using
proximity effect. His proposal is shown in Figure 5.1. A special N-I-S tunnel junction is to be used for the exper-
iment, with the superconducting electrode being a bi-layer containing a s-wave superconductor and an iron based
superconductor under investigation, as illustrated in inset of Figure 5.1. He proposed that with the right combination
of interface coupling and thickness (ds) of the s-wave layer, proximity effect will force one of the OP (∆1) in iron
based superconductor to align with the s-wave gap (∆s), and the other OP (∆2) to anti-align with the s-wave gap.
As a result, the aligned gap will manifest itself as a small peak on the tunneling spectrum, while the anti-aligned gap
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will manifest itself as a small dip. Compared with other popular competing proposals, such as the soliton experi-
ment by Vakaryuk et al [53], the proximity fingerprint experiment has two advantages. First, and foremost, Koshelev
experiment should have distinct response for s+-, s++ and junction failure. In contrast, the soliton experiment will
yield the same response for the latter two cases. Second, Kosheleve experiment only requires differential conductance
measurement and the key result could be glimpsed directly from raw data. In contrast, the magnetization measurement
at cryogenic temperatures require more specialized equipment and measurement setup. The potential challenge of the
Koshelev experiment, along with the soliton experiment, is the proximity coupling between a s-wave superconductor
and an iron based superconductor is not well know, and may require experimental tuning over a range.
5.0.2 in-situ interfaces
MBE is very suitable for Koshelev’s experiment, as good proximity coupling is critically dependent on the cleanness
of the interfaces. As will be described below, a MBE system can be configured to grow the iron based superconductor,
the s-wave metal superconductor, the tunnel barrier and the normal metal electrode all in one go in a pristine UHV
environment.
5.0.3 Choice of Material
Iron Based Superconductor
(a) (b)
(c)
Figure 5.2: (a) Phase diagram showing the narrow range of superconducting FeSe [38]. (b) FeSe lose superconductiv-
ity over time [50]. (c) Fe1.08Te0.55Se0.45 become superconducting due to oxygen incorporation [21]
Oxygen doped FeTe films is chosen as the iron based superconductor to investigate. In part, this is because we
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Element Tc (◦K) ∆ (mV)
Al 1.2 0.36
In 3.4 1.02
Sn 3.7 1.11
Ta 4.5 1.35
V 5.4 1.62
La 6.0 1.81
Pb 7.2 2.17
Nb 9.3 2.80
Table 5.1: Common s-wave superconductors and superconducting transition temperatures
have systematically grown and characterized the material, as detailed in Chapter 4. But more importantly, sample
aging due to exposure to environment needs to be considered. As shown in Figure 5.2(a) FeSe samples have been
reported to be extremely sensitive to the excess iron content [38], too much or too little iron in a sample will quench
superconductivity. But as discussed in Chapter 4, once the sample is exposed to air, interstitial oxygen begins to alter
the effective iron contain in the same. Figure 5.2(b) shows FeSe films losing superconductivity over time. According
to Telesca et al [50], iron valency in a FeSe thin film sample can start to look different in just 4 hours after first air
exposure. In FeTe1−xSexsamples, oxygen exposure also tend to introduce additional changes in addition to Se doping.
Figure 5.2 shows a Fe1.08Te0.55Se0.45 bulk sample, which is supposed to be non-superconducting due to excess iron,
transform into a 14◦K superconductor after exposure to oxygen [21].
In this regard, oxygen dope FeTe films are already oxygenated when cooling in the oxygen beam, and its super-
conducting properties are stable against aging. As evidenced by the results from Ying et al in Section 4.5, the FeTe:Ox
films can enduring the limited heat treatment during photolithography steps.
s-wave Superconductor
Table 5.1 lists the superconducting transition temperature and corresponding gap size for common metal s-wave su-
perconductors. Ideally, the metal superconductor for this experiment should have a Tc higher than the liquid helium
temperature (4.2◦K), as that will keep the cryogenic requirement to minimum. In addition, the element needs to have
decent vapor pressure to be used in effusion cells, since the MBE chamber currently have no e-gun for refractory
metals. Lastly, the metal needs to be chemically stable, and not to oxidized through too easily. According to these
criteria, lead (Pb) is the only one looking promising. Unfortunately it turned out to be incompatible with the chemical
used to etch the top electrode (Au), as we will be discussed later. If we are willing to work with some cryogenic
instruments, aluminum (Al), indium (In) and Tin (Sn) are all possible candidates. We eventually settled on Al for 2
reasons: 1) Al has the longest coherence length (ξ), with
ξ = − 2
pi
h¯
vF
∆s
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. 2) Al was known, from processing experience from other projects, to be compatible with the chemical agents used for
etching. That said, with the new fully automated Quantum Design Physical Property Measurement System (PPMS),
which is capable of 1.8◦K cooling coming online, and the hindsight knowledge of the overhead required to operate a
Helium3 system, In and Sn can be good candidates for future junctions.
5.1 Device Fabrication
This section will discuss in detail the growth of FeTe:Ox tunnel junction device films and how to process them into
junctions. Since deep ultraviolet photolithography (DUV) processing is extensively used in making the junctions, the
next subsection will briefly introduce the basics of photolithography.
5.1.1 Basics of Photolithography
DUV light Inset:
Figure 5.3: Basics of photolithography. Source: http://britneyspears.ac/physics/fabrication/
photolithography.htm
Figure 5.3 illustrates the basic idea behind photolithography using the example of patterning SiO2 on a Si substrate.
First, the sample is cleaned with actone (ACE) and isopropanol (IPA) to remove any organic contaminants on the
sample surface. Then the sample is pre-baked at 120◦C for 5 minutes to drive off any residual water on the sample.
After the sample is cleaned and dried, a layer of photo-sensitivity polymer, often referred to as photoresist (PR), is
spread evenly on the sample. Typically, photoresist spreading is achieved by spinning the substrate at some set angular
velocity for a set period of time. Values of the spinning speed and time are dependent on the photoresist used, and
can usually be found on the website of the manufacturers. For our processes, two types of photoresists, Microchem
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methyl methacrylate (MMA EL-9) and poly(methyl methacrylate) (PMMA A4 950), were used. They are both spun
on at 4000rpm for 45s, followed by a 5 minutes bake at 120◦C to dry. At the end of this process, the sample surface is
coated with a bi-layer of MMA/PMMA.
The sample is then transferred onto a aligner, where a quartz mask with predefined chrome pattern is placed in
front of the sample. The x,y,z and rotation of the quartz mask can be fine adjusted so that desired region on the sample
can be properly masked.
Then a parallel deep UV light source is turned on. Since deep UV photons can go through quartz but not the
chrome layer, photoresist in the clear region of the mark is exposed and the long chain polymers in the photoresists are
broken down to short chain polymers. In contrast, photoresists underneath the chrome pattern are shielded from the
deep UV photons and remains unchanged. This exposure process on DUV is performed at 1.5mW/cm2s for 3000s.
The exposed sample is then soaked in developer solutions to make the photoresist pattern. If a negative resist is used,
the unexposed part of the photoresist will dissolve away in the developer solution, whereas if a positive resist is used,
the exposed part of the photoresist will dissolve away, as shown at the branch of Figure 5.3. Our process process uses
a positive resist.
Developer solution in our process is a 3:1 mixture of IPA and Methyl isobutyl ketone (MIBK). After soaking the
exposed sample in the solution for 60s, the sample is rinsed with IPA and then dried at 90◦C for 60s. The purpose of
the post-development bake is to harden any photoresist, particularly ones with corner features. The reason for using
a MMA/PMMA bi-layer photoresist in the first step is because MMA dissolves faster than PMMA, and would form
undercuts like the one illustrated in Figure 5.3 inset to facility lifting off.
Once developed, the sample can proceed to the etching steps, where the exposed part of the film is removed. To
strip off the photoresist mask after the etch is complete, the sample is soaked in ACE at RT for 15min. Certain etching
processes, such as ion milling, or reactive ion etching (RIE) may cause the photoresist to harden and become difficult
to remove. In this case, a more potent solvent, Microchem Remover PG, is used to rinse the sample 80◦K for 15min.
At the end of each stripping, the sample is examined under a optical microscope.
Deep UV and regular UV are both popular photolithography methods. regular UV uses longer wavelength photons
than deep UV, hence has less feature resolution. Due to the difference in photoresist, the exposure time for regular
UV is on the order of seconds, while the exposure time for deep UV is close to an hour. However, a key advantage
that made us prefer deep UV is that its developer solution is chemically neutral and void of water, where as regular
UV’s developer is are base solutions. Some materials, such as cuprate superconductors, can be degraded by regular
UV developer solution.
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5.1.2 Device Films
Depending on the intended purpose of the junctions, the structure of the device film can be one of the two illustrated
in Figure 5.4. All device films started out with FeTe film grown in vacuum using recipe discussed in Chapter 4.
Substrate
FeTe:Ox (30-60nm)
Amorphous AlOx (2nm)
Au (16nm)
Substrate
FeTe:Ox (30-60nm)
Au (16nm)
Al (11nm)
Al Ox(3nm)
(a) (b)
Figure 5.4: Film structure (Not to scale) (a) Junction films with no s-wave superconductor layer (b) Junction film with
s-wave superconductor layer
As discussed in Chapter 4 the thickness is enough to support fully developed superconducting transitions. About 45
minutes before the end of the deposition, the oxygen line is purged with oxygen flow of approximately 0.5 liter/min
until the end of the growth. Upon completion of FeTe deposition, oxygen is slowly introduced to the growth chamber
to increase the chamber pressure to 4× 10−6Torr. At this point, substrate heater power is cut, and the film sits in the
oxygen beam for the next 60 minute and cools down to around room temperature.
Then depending on the film structure, the in-situ tunnel barriers are put in differently. For device films with no
s-wave superconductor layer, such as ones illustrated in Figure 5.4(a), aluminum and oxygen are co-deposited on the
cold film to form a thin 2nm amorphous barrier [60]. For device films intended for Koshelev’s experiment and need
a s-wave superconductor layer on the bottom electrode, a thicker aluminum metal layer around 14nm is deposited in
vacuum. The films are then transferred into a loadlock with base pressure of 2×10−6Torr. The loadlock is the flooded
with 40Torr of oxygen gas at room temperature. The film sits in the loadlock for 60 minutes for the surface Al layer
to oxidize and form the tunnel barrier.
Once the barrier growth is completed, a layer of 16nm thick gold is deposited in-situ as the top electrode.
5.1.3 Processing steps
It takes 5 processing steps, 4 of which photolithography steps, to process a device film into tunnel junctions. This
subsection will cover the objectives and operational details of each step one by one. Figure 5.5 illustrates what the
junction should look like after step. Figure 5.5(a) gives the color code for the layers in junction film. Figure 5.5(b)
shows what the junction looks like after the completion of the first steps: Mesa etch and device isolation. Figure 5.5(c)
shows what the junction looks like after completing SiO2 passivation and via hole etch. Figure 5.5(d) shows the last
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Top Electrode (Au)
AlOx
Bottom Electrode (FeTe:Ox or FeTe:Ox/Al)
(a) (b)
(c) (d)
Figure 5.5: Device fabrication steps.(a) Illustration of color scheme. From top down, the materials are gold top
electrode (Green), AlOx tunnel barrier (Orange) and the bottom electrode (Red). (b) Mesa etch and device isolation
step (c) SiO2 passivation and via etch (d) wire up. Junctions are not drawn to scale. Images courtesy of Allison Dove
wire-up step, and a 3D view of a complete junction.
Mesa Etch and Device Isolation
Figure 5.6: Top-down view of the mesa etch step
The first step is called a mesa etch. As the name suggests, the goal is to etch a square trench, down to tunnel barrier
on the film and isolate a mesa. This mesa will eventually serve as the top electrode on the tunnel junction. Following
the description of Section 5.1.1, a photoresist etch mask is prepared. On Figure 5.6, the gold on the green parts is
covered while the gold on the orange part is exposed for etch. Wet chemical etch and ion milling were both tried at
this step, and wet chemical etch is favored because it does not harden the photoresist. The etch recipe is a diluted
version of the potassium iodide and iodine etch, and is made by mixing
1gKI + 0.25gKI + 40mlDIH2O
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at RT and stir for 10min. The etch rate is approximately 20A˚/s. We typically etch for 10s, rinse the sample in
deionized water (DI) and take a visual inspection under the microscope. As gold gets removed, one can see the fading
of golden covers and the emergence of the blackish color from FeTe:Ox film below. Usually, three 10s etch sessions
are more than sufficient to remove all the gold. Due to the small aspect ratio of our device, undercut is not a issue, and
furthermore, because this etch doesn’t attach the aluminum oxide junction barrier, we can edge on the over etching
size by 50% to 100%.
It is critical that the chemicals used to make the gold etch be fresh, particularly potassium iodide (KI). Despite
having an ionic bond, KI is unstable in the air, and can react with water vapor and oxygen to form potassium hydroxide
(KOH) and releasing iodine, i.e.
1
2
O2 + 2KI +H2O =⇒ 2KOH + I2
. The small amount of iodine is what makes old KI powder yellow. The potassium hydroxide in the product is
undesirable for our process, because it is a strong base and will etch aluminum and aluminum oxide. As a result, gold
etch made from old chemicals will not stop at the aluminum oxide barrier, rather, the entire film will be wiped out.
(a) (b)
Figure 5.7: device isolation cartoon (a) Blue colors the part with etch mask (b) Top down view of what the device look
like after etch
Once the mesa etch is completely, the photoresist etch mask can be stripped and replaced with a new etch mask
for device isolation. Figure 5.7(a) illustrates the etch mask with blue. All the area not covered will be etched all the
way down to the substrate. Device isolation etch is conducted in two steps. Frist step is still the gold etch identical
to the one discussed in the mesa etch step. After this etch, the gold layer will be gone everywhere except inside the
device isolation mask. A battery of etch tests were preformed in search for a solution that will etch the tunnel barrier,
along with the FeTe:Ox film underneath. Transene Company Inc.’s phosphoric acid based aluminum etch type D plus
peroxide turns out to be a good combination. Transene type D aluminum etch is capable of remove the thin layer of
aluminum oxide naturally develops on the aluminum surface. But the etch by itself does not remove FeTe. That’s
where hydrogen peroxide (H2O2) comes in. Being a strong oxidizer, peroxide breaks the Fe-Te bond, and allow the
phosphoric acid to then come in and form iron phosphate, which is water soluble. The high viscosity of the phosphoric
acid is a bonus here, because it helps curbing undercutting.
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The etch solution is made of 10:1 volume ratio of Transene type D solution and 25% hydrogen peroxide continu-
ously mixed for 10min. For a 600A˚film, usually a 30sec etch is sufficient. Because the FeTe:Ox film is blackish, while
the substrate is transparent, there is a drastic visual change where the film completely removed. To ensure that all the
film is etched away, a scratch mark in a region that will eventually be etched. After each etching, the sample is rinsed
and inspected under an optical microscope. When the etch removes everything down to the substrate, the scratch mark
will disappear.
This etching solution can cause some undercutting. For a 30s etch to do device isolation, the undercutting is
estimated to be about 50nm. Compared with features that are on the order of 10 micron or more, the undercutting
is minimum. However, the rate of undercutting is noticed to grow quickly for longer etch sessions. Therefore, etch
sessions significantly longer than 30s should be avoided.
Like the gold etch, the freshness of the chemical ingredients are crucial for the effective of this etch as well. The
expiration date of the Transene Aluminum etch can be found on the bottle, and the hydrogen peroxide should not be
more than a month old.
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Figure 5.8: (a) AFM scan of a sample after device isolation step (b) Cross-sectional height profile of the sample
Once the device isolation etch is complete, the sample should look like Figure 5.5(b). Figure 5.8(a) shows a AFM
scan of a sample in the device region and Figure 5.8(b) shows the height profile of a cut. In this particular sample, the
mesa and the junction barrier can be clearly resolved, and the height profile shows that the height of the mesa is the
same as the thickness of the gold layer grown, indicating that all the gold has been successfully removed. Then the
device isolation photoresist mask is removed.
At this point, the tunneling path on the junction is complete. The next two steps are required because we needed a
way to link up the tunnel junction to the laboratory setups.
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SiO2 passivation and Via Etch
A layer of dielectric, SiO2, is put on using sputtering to coat the device region. In this process, alternating current (AC)
magnetron sputtering is used since the sputtering target SiO2 is a insulator. The base pressure for the sputtering system
is approximately 3×10−7Torr, and we run the sputtering process at 5mTorr argon gas and 200W forward power. The
deposition rate for SiO2 is between 0.1A˚/s and 0.2A˚/s and we usually deposit 300A˚SiO2. The deposition rate is low
because the sample is far away from the sputtering source. The higher kinetic energy in a sputtering process allows
the SiO2 to stick to the sample much better, in addition, the large distance between the sample and the sputtering gun
keeps the sample around room temperature. The possibility of using Atomic Layer Deposition (ALD) and e-beam
evaporation as techniques to deposit dielectric material have also be exploited. To have good insulating aluminum
oxide from ALD, the process temperature needs to be maintained at 70◦K for 3hrs, and this extended low temperature
annealing destroyed superconductivity in the FeTe:Ox films. E-beam evaporating can deposite SiO2 faster, but the
dielectric does not stick well and tend to peal of during subsequent processing steps.
After the sample is coated with SiO2, the etch mask for the ”via” holes are put on. The via hole mask covers all
the SiO2 except the part immediately above the mesa and contact pads. Exposed SiO2 is etched away either using
the buffered oxide etch (BOE) from Transene Company Inc, or Chlorine based reactive ion etching process. BOE
removes SiO2 at a rate of 10k A˚/min and the particular RIE process we used etches SiO2 at about 100A˚/min. Luckily,
both etching processes do not etch gold vary fast, hence we usually plan on 50% to 100% over etch, The end product
of this step should look like the illustration in Figure 5.5(c).
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Figure 5.9: AFM image for a device after via etch (a) AFM scan (b) Height profile across
Figure 5.9 shows a AFM scan for a device after RIE via etch process. As reviewed by the scan, the RIE process
hardened the photoresist and left some debris on the sample surface. This is not perfect, but luckily because photoresist
are essentially just plastic, they should not affect the electrical performance of our devices. A line scan across the
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junction show that the RIE process removed all the SiO2, and the over etching removed about 70A˚of the Au.
Wire-up
45deg
(a) (b)
Figure 5.10: (a) Microscope photo of a device with wire-up photoresist mask. The white square in the center of the
device is the etchd via hole of 25µm edge length. Inset: shaded regions are covered (b) Illustration of sample rocking
during gold deposition
The last step in processing is to lay a gold wire from the contact pads to the mesa. To do that a photoresist
life off mask is prepared on the sample surface. Figure 5.10(a) shows a junction with the wire-up photoresist mask.
The shaded region are covered and the clear region is where the wire going to be. The wire-up consists of e-beam
deposition of 5nm of titanium to enhance gold sticking, and 60nm of gold to actually form the wire. Because e-beam
deposition is line-of-sight by nature, the sample is rocked back and force slowly, as illustrated in Figure 5.10(b), such
that the side wall of the device also gets deposition.
5.2 Junction Testing
The junctions by themselves are very fragile and can easily be damaged during handling. Therefore, they are glued
to a chip carrier and we used indium wires to make contact between the junctions’ test pads and the chip carrier’s test
pads. A bounded junction is shown in the inset of Figure 5.11. Once on the chip carrier, the junction can be hookup
to the rest of the testing circuit, which is shown in Figure 5.11.
The test circuit is driven by two voltage sources connected in series. One of the voltage source generates a slow
varying triangle wave of 0.001Hz, the amplitude of this source is adjusted to provide the de facto DC bias voltage
across the junction. The other one generates a sine wave of 39.5Hz, with a much smaller amplitude, to provide
the dither. A preamplifier (Preamp) is used to measure the DC voltage drop over load resistor R1, and two lock-in
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Figure 5.11: Illustration of the test circuit. LIA: Lock-in amplifier. Inset: photo of a chip containing 4 devices bound
on a chip carrier for testing.
amplifiers (LIAs) are used to monitor the dither current (δI) in the circuit and the dither voltage (δV ) across the
junction.
Trial scans are performed to determine junction resistance, so that the two load resistors can be adjusted to be of
similar resistance with the junction. That way, voltage load across the resistors and the junction are more or less even.
The 3 voltages are monitored by a data acquisition (DAQ) card that samples at 50kHz. Since the resistance values
for the load resistors are known, the DC current (I) and the dither current (δI) can be calculated. The dither source
amplitude is set such that the dither voltage across the device (δV ) does not exceed 100µV.
This dither frequency is what the lock-in amplifiers lock onto. Figure 5.12 shows the background rms voltage
reading of LIA2 in Figure 5.11 against different driving frequencies. The inset shows a zoomed-in view between
below 120Hz. As shown in the figure, the background noise of the testing site goes up slowly with frequency, possibly
due to parasitic induction in the circuit. Once in a while, a particular frequency, typically some harmonic of the
60Hz, is very noisy. From Figure 5.12, we can see that a lower driving frequency is favorable. But too low a driving
frequency can make instrument reading time very long, as the LIA generally needs to sample several periods of the
dither. 39.5Hz dither frequency is a good compromise in this regard. It is on the low end of the spectrum, but is still
fast enough that even if we acquire a data point every half a second, the LIA can still sample close to 20 cycles of
dither.
To Further improve accuracy, all the instruments are configured for differential mode, with the BNC shell set
to float. In addition, all the testing instruments are plugged into neighboring sockets on the sample power stripe to
eliminate any possibility of ground loop.
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Figure 5.12: Lock-in amplifier background reading.
Considering that the feature size is on the order of mini-volts, the aforementioned dithering across the junction is
small, such that
δI
δV
−→ dI
dV
. To obtain dI/dV vsV data from a dI/dV vsI curve, numerical integration is performed
V =
∫
dI
dV
dI
. The constant of integration is set such that the resultant dI/dV vsV curve is symmetrical to zero bias. As a sanity
check, numerically integrated I-V curves are compared with the directly taken I-V curves, and they agree with each
other.
5.3 thin barrier limit: Point Contact Spectroscopy
The first type of devices tested were FeTe:Ox/AlOx/Au junctions. The film structure for this type of junctions are
illustrated in Figure 5.4(a). Junctions of this type are not very resistive, for junction area of 25µm2, the junction
resistance is on the order of 10 Ohms. Figure 5.13 shows normalized junction resistance vs temperature for one such
devices. As temperature decreases, the junction resistance generally experience a gradual increase. Until down to
approximately 70◦K, when the junction resistance starts to fall. This change of junction resistance coincides with the
structural phase transition of FeTe:Ox. As temperature is further lowered to 12◦K, a second, much sharper, junction
resistance drop occurs, which coincides with the superconducting transition of FeTe:Ox. Figure 5.13 inset provides a
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Figure 5.13: Normalized junction resistance vs temperature, inset: zoomed-in view near FeTe:Ox superconducting
transition
zoomed-in view during this transition.
Figure 5.14(a) provides an overview for this type of junctions. Several sets of interesting features are contained in
this busy graph with over a dozen curves. According to the superconducting transition shown in Figure 5.13 inset, the
curves can be broken down into 3 groups: before, during and after FeTe:Ox superconducting transition.
Figure 5.14(b) shows the collection of curves between 15◦K and 12◦K, an temperature range when FeTe:Ox is
still in the normal state. The differential conductance curves show a parabolic shape at low bias, and with decreasing
temperature, the dip gets shallower.
Figure 5.14(c) shows the next set of curves. This is also the most feature-rich set. As temperature drops below
12◦K, superconducting transition starts to occur in FeTe:Ox. A pair of enhanced conductance peak begins to emerge.
Initially at around 7.5mV, the peaks started to fan out as they grow taller. By 7.5◦K, the evolution of the curves slows
down again. At this point, the two conductance peaks are around 20mV.
Next, we will trace the energy evolution of 3 features on the samples in Figure 5.14(c), as the junction goes through
superconducting transition. From right to left, they are the conductance enhancement peak, the bump right next the
peak and the bias value beyond which the differential conductance curve experience an upturn and begin to look
parabolic again. These 3 features are marked on the differential conductance curve of 7.5◦K by black, red and blue
arrows, and from this point on will be referred to as 1st peak, 2nd peak and upturn. Furthermore, we would like to
compare the temperature evolution of these three features with the BCS predicted relationship between gap size and
temperature. In Tinkham’s book [51] Chapter 3, the BCS prediction for the gap size (∆) as a function of temperature
(T ) is given by
1
N(0)V
=
∫ h¯ωc
0
tanh 12β
√
ξ2 + ∆2
ξ2 + ∆2
dξ (5.1)
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Figure 5.14: Differential junction conductance for FeTe:Ox/AlOx/Au between 15◦K and 4.3◦K. (a) overview of the
entire temperature range. (b) Differential conductance curves for temperatures before superconducting transition. (c)
during superconducting transition. Black, red and blue arrows points to three features: 1st peak, 2nd peak and upturn.
(d) after superconducting transition.
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, where N(0) is the number of states at T = 0, V is the volume of the system, β = 1kBT , and ξ is the quasiparticle
energy relative to the Fermi surface. Equation 5.1 does not have an analytical solution, and have to be calculated
numerically. A plot of ∆(T )∆(0) vs
T
Tc
is taken from Blatt’s Modern Physics [4] and is reproduced in Figure 5.15
Figure 5.15: Normalized superconducting gap vs temperature
For each curve in Figure 5.14(c), the energy bias values at which the features occur are traced out and plotted as
the red dots in the energy vs temperature scatter plot in Figure 5.16.
To fit the temperature evolution of the spectra features to BCS prediction, reproduced images of BCS gap as a
function of temperature [4] is scaled and superimposed on the scatter plot. For the temperature axis, the image is
scaled such that Tc of the curve coincide with Tc ≈ 12◦K of FeTe:Ox, and the gap axis is scaled such that the BCS
gap curve fits with the data points in a χ-by-eye fashion. This procedure is essentially multiplying the energy of each
feature by a constant. Surprisingly, for all 3 cases, the scaled BCS gap matches the traces of energy evolutions very
well.
Although the spectra features do evolve following a scaled BCS gap function, the energy level of the features are
several times bigger than a BCS superconductor with Tc ≈ 12◦K. Figure 5.17 reproduces the spectra from two STM
studies on the 11 family samples [18] [48]. The gap size observed in these two cases are more consistent with the BCS
prediction.
However, larger energy gaps of approximately 20mV in size has also been observed. Figure 5.18 reproduces some
key results [42] by the same group that performed the MBE-STM studies in Figure 5.17. In that study, STO substrate
was annealed in Se flux at high temperatures, presumably leading to oxygen vacancies and Se substitutions in the
substrate. Then a single unit cell of FeSe was deposited on the substrate surface using MBE and studied with STM
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Figure 5.16: Spectral features evolution superimposed with a scaled BCS gap function reproduced from Blatt’s Mod-
ern Physics [4] (a) enhanced conductance peak (1st peak) (b) Bump outside the conductance peak (2nd peak) (c)
upturn to parabolic (upturn)
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(a) (b)
Figure 5.17: STM tunneling spectra taken on 11 family samples. (a)in-situ cold cleved FeTe0.6Se0.4 [18] (b)MBE-
STM in-situ study of FeSe [48]
in-situ, the film structure is illustrated by Figure 5.18(b). STM characterization revealed that the film grown was not
uniform across the sample, with some places covered by single unit cell FeSe and some places covered by double unit
cell FeSe. Figure 5.18(a) shows the domain boundary between single and double layer FeSe observed by STM. In
the single layered regions, tunneling spectra show energy gap of 20mV in size with clear coherence peaks, as shown
in Figure 5.18(c). In contrast, in the double layered regions, the tunneling spectra show gaps of similar size but with
the coherence peaks being absent. When the film is caped with Se and performed transport, Tc onset is revealed to be
about 50◦K. Gaps of similar size have also been observed with ARPES on samples of the same kind [31].
Figure 5.14(d) shows differential conductance curves between 7.5◦K and 4.3◦K, when FeTe:Ox is settled into the
superconducting state. At this point, the differential conductance curves almost sit right on top of each other and
barely experience any evolution at all.
One may have already notice the low bias region of the last few curves in Figure 5.14(c) appear less smooth than
curves in the same plot but at higher temperatures. That is because there is a more delicate feature hidden in these
curves. Figure 5.19 shows a series of low bias scan curves. These are effectively zoomed-in of the curves near zero
bias. The curves are vertically shifted against each other in order to emphasize the difference between the curves. As
can be seen in Figure 5.19, between 10.2◦K and 5◦K, a small ZBCP first emerged with the lowering of the temperature,
and then disappeared as the temperature was lowered further.
5.3.1 Comments
The spectrum obtained for FeTe:Ox/AlOx/Au junctions can not be attributed to tunneling, as a number of junction
characteristics and spectrum features deviate from perfect junctions. First deviation from the normal is the junction
resistance vs temperature. As low temperature freezes out phonon excitations, junction resistance is expected to
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(a)
(b)
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Figure 5.18: STM with bigger gap size (a) Grain boundary under (b) Film structure (c) Spectra with energy gap and
coherence peaks observed on single layer FeSe (d) Spectra with energy gap but no coherence peaks in the double layer
FeSe region
increase slightly, until flattens out. Figure 5.20 shows junction resistance vs temperature for a good Nb-AlOx-Nb
tunnel junction for comparison. The sharp increase in resistance around 9◦K is a result of superconducting gap opening
in Nb. This is not seen in Figure 5.13. Instead, after the initial increase, the junction resistance closely mimics the
resistance curve of FeTe:Ox, including the structural and magnetic phase transition around 70◦K. According to the
criteria outlined by Arham et al [1], the overlapping between junction resistance and FeTe:Ox material resistance is
a indication that the junctions are Point Contact Spectroscopy (PCS) junctions in thermodynamic limit. This would
indicating that shorts exist between the gold and FeTe:Ox electrodes, and the size of the shorts is comparable to
the coherence length of FeTe:Ox. Given that some iron pnictide material only have coherent length on the order of
2.8nm [62], shorts of comparable diameter may help explain the enhanced conductance peak. In fact, the FeTe:Ox data
after superconducting transition are very likely PCS features. Figure 5.21(a) reproduces the data in Figure 5.14(d) and
provide a side-by-side comparison to Arham et al’s soft contact PCS data. The two sets of data agrees in the magnitude
of the enhanced conductance peak, as well as the energy of the conductance peak splitting. The difference seems that
the split between the conductance peaks is deeper in our data, but why that happens is not yet understand. In his work,
Arham attributed the enhanced conductance peak to the orbital fluctuations in the FeTe:Ox [34].
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Figure 5.19: Fleeing ZBCP revealed in low bias scans. The emergent and subsequent disappearance of the ZBCP
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Figure 5.20: Junction resistance vs temperature for a Nb-AlOx-Nb tunnel junction
5.4 thick barrier limit: Hint of coupling between FeTe:Ox and Al
The second type of device for testing are FeTe:Ox/Al/AlOx/Au junctions, whose film structure is illustrated in Fig-
ure 5.4(b). This type of junctions are aiming at the s+- proximity fingerprint experiment suggested by Koshelev et
al [26]. Compared with the thin barrier junctions, which has in-situ co-deposited barriers, these junctions’ barriers
are formed using the more traditional loadlock oxidizing method. These junctions have similar junction resistance
to the thin barrier ones. But they show drastically different junction resistance vs temperature curves. Figure 5.22
blue curve shows the junction resistance of these devices. This time the structural and magnetic phase transition is
no longer observable, the junction resistance experience a monotonic increase. To make sure that the FeTe:Ox is not
damaged during processing, 2 point resistance of the FeTe:Ox electrode is measured. As shown in Figure 5.22 black
curve, the structural magnetic transition, as well as superconducting transition are still present. Hence the increase of
junction resistance is a result of the junction, rather than sample degradation during processing. Interestingly, a jump
in junction resistance is observed that coincided with the superconducting transition of FeTe:Ox.
Figure 5.23 shows a overview of the differential conductance curves between 50◦K and 4.3◦K for these devices.
Like before, we can break the curves down according to temperatures. Figure 5.23(b) shows the collection of curves
between 50◦K and 14◦K, an temperature range when FeTe:Ox is still in the normal state. The differential conduc-
tance curves show a parabolic shape, and with decreasing temperature, the conductance monotonically decrease. Fig-
ure 5.23(c) shows the next set of curves. As temperature drops between 13◦K and 10.8◦K, superconducting transition
should be underway for FeTe:Ox. Careful squinting maybe find two slight inflection points on the parabola around
±3mV, but the trend is not very clear. Between 8.8◦K and liquid helium temperature, the evolution of the curves really
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Figure 5.22: Junction characteristics of FeTe:Ox/Al/AlOx/Au junctions.
picked up pace. At this point, the inflection points near ±3mV have become quite clear, particular as the temperature
approaches 4.2◦K.
5.4.1 Comments
Although the junction resistance vs temperature of these devices still deviate from perfect tunnel junctions. The the
lack of correlation between the junction resistance and FeTe:Ox is a step forward. The jump of junction resistance
at superconducting transition is understandable if Al, under the influence of FeTe:Ox due to proximity coupling, has
opened up a gap. The sudden depletion of DOS will undoubtedly increase junction resistance. This notion is further
supported by the differential conductance measurements. The evolution of the gap feature opening is reminiscent of
the STM work by Renner et al [43]. Furthermore, by 4.3◦K, the inflection points around ±3mV are clearly visible.
This energy sizes is not too far off the ±2.5mV STM results [18] [48].
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Figure 5.23: Differential junction conductance for FeTe:Ox/Al/AlOx/Au between 50◦K and 4.3◦K. (a) overview of
the entire temperature range. (b) Differential conductance curves for temperatures before superconducting transition.
(c) during superconducting transition. (d) after superconducting transition.
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If the gap is indeed opened by Al under the proximity influence of FeTe:Ox, these junctions are not exactly suitable
for Koshelev’s experiment, as the Al here is dominated by FeTe:Ox here. However, the observation that FeTe:Ox can
indeed influence Al suggests proximity can be archived eventually. What is needed is to tune the relative strength of
the two superconducting layers.
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Chapter 6
Conclusions
Iron based superconductors have burst on the scene of superconductivity, and offer great potential both in further-
ing our understanding of the novel phenomenon and in offering exciting new materials for energy conversion and
transmission. Amongst them, the ”11” family of iron chalcogenide is the simplest, and furthermore, maybe the link
between the cuprate superconductors and iron pnictide [3]. Iron telluride, FeTe, is regarded as the parent compound
of the ”11” family [29]. FeTe by itself is not a superconductor, but can be made one when oxygen is incorporated.
In this investigation, we studied the synthesis of iron telluride by MBE. High quality films were grown in both
LSAO and LAO substrates. We found that the growth of iron telluride is a self-limit one, similar to that of MBE growth
of GaAs, where tellurium is supplied in excess and the iron flux determines the growth rate. Using a combination of
RHEED and XRD, we explored for optimal growth temperature of iron telluride, and determined that 300◦C is a good
growth temperature to use. For higher temperatures, iron telluride (101) misorientations will form, and for temperature
over 440◦C, the crystal starts to break down. As substrate temperature continue to rise, iron telluride crystal will stop
to form all together. Furthermore, we noticed that the initial layers of iron telluride tend to grown with little crystalline
order, but tend to improve quickly after a few layers of deposition. This may indicate a novel growth mode with
spontaneous crystallization.
We studied the oxygen doping to iron telluride, and successfully made superconducting oxygen doped iron tel-
luride (FeTe:Ox) samples of the highest Tc0 reported. In our superconducting FeTe:Ox samples, we observed clear
signs of strain relaxation of the film, hence established that interfacial strain is not an important ingredient in the
superconducting transition of this material [17]. Our study offers corroborating evidence to the propositions put forth
by Si [45] and Nie [41] that oxygen doping is the proximate cause of iron telluride’s superconducting transition.
We went further to distingish the two possible oxygen doping mode: substitution and interstitial. Our results
show that although both modes can happen, substitutional oxygen alone can not lead to superconductivity, whereas
interstitial oxygen can. Compared with the trend set by selenium and sulfur substitutional doping [23] [40], this
is an interesting deviation. Our study show that exposing FeTe films to oxygen during growth leads to localized
regions, where all tellurium are substituted by oxygen. Furthermore, although diffusion is a temperature activated
process, in-sufficient interstitial oxygen is incorporated to make FeTe films superconduct. In contrast, exposing grown
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FeTe film to oxygen during cool down incorporates approximately 5% interstitial oxygen and that is sufficient for
superconductivity to emerge. This knowledge, will hopefully help future crystal growers oxygen dope their sample
efficiently.
Magneto-resistance measurements performed on our sample show a change of dominant carrier type go from
holes to electrons, as the temperature is reduced. Considering the lack of significant change in Fermi surface area, this
transition likely stems from the enhanced mobility of the electrons over holes. The presence of itinerant carriers of
both the electron and hole type supports the notion of two order parameters [52].
Using the capability of MBE to make abrupt and pristine interfaces, multilayer films, FeTe:Ox/AlOx/Au and
FeTe:Ox/Al/AlOx/Au, were grown and processed into tunnel junctions for the s± proximity fingerprint experiment
suggested by Koshelev et al [26]. During the effort to fabricate these junctions, etch receipts were investigated, with
processing knowledge geared towards smoother junction fabrication down the road.
The FeTe:Ox/AlOx/Au junctions resistance show temperature dependence similar to that of FeTe:Ox, suggesting
they are PCS junctions due to nano-shorts linking the top and bottom electrodes. The differential conductance curves
as a function of temperature shows clear and rich sets of evolving features. Specifically, coinciding with the super-
conducting transition of FeTe:Ox, a pair of enhanced conductance peaks, a bump next to the conductance peak, and
a upturn toward parabolic conductance are observed. Furthermore, these features are found to to evolve following a
scaled BCS gap-temperature relationship. Eventually, the differential conductance features stop evolving as FeTe:Ox
settles into superconductivity. The enhanced conductance peaks we observed closely resemble findings in the work of
Arham et al [1]. In addition, low bias scans around 0mV revealed a disappearing ZBCP between 10.2◦K and 5.6◦K.
The FeTe:Ox/Al/AlOx/Au junctions show a different dependence of junction resistance against temperature. De-
spite the FeTe:Ox electrode’s uncompromised during processing, the junctions show a monotonic increase of junction
resistance with decreasing temperature. A jump of junction resistance is observed during the superconducting tran-
sition of FeTe:Ox. The differential conductance curves show the evolution of a pair of inflection points near ±3mV,
which looks reminiscent of a gap opening. This evolution started from slightly above FeTe:Ox Tc, but becomes very
clear as the temperature gets lowered. Furthermore, the size of the gap is close to the energy gaps fund in other iron
chalcogenides of the same family [18] [48]. This is a very encourage sign that the gap being observed is due to Al
proximity coupling to FeTe:Ox. Although this would mean the current batch of devices are not exactly suitable for
the Koshelev experiment, because Al in this case is dominated by FeTe:Ox. However, the fact that there are proximity
couple at all is encouraging. Because it indicates the possibility of tuning the relative strength of the two supercon-
ductor layers. Long and arduous as that road may be, the coupling between FeTe:Ox and Al hangs a star of hope on
the horizon.
For future work, the relative strength of the two superconducting layers needs to be tuned, such that the s-wave
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superconductor is just on the verge of dominating FeTe:Ox. This means an matrix of junctions with different Al and
FeTe:Ox thickness needs to be explored. For that matter, perhaps even other s-wave superconductors with stronger
pairing, such as In, Sn and Nb, may be considered. Because similar gap size may help with the dedicate balance
between the two superconductor layers.
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