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Abstract The rule 184 fuzzy cellular automaton is regarded as a mathemat-
ical model of traffic flow because it contains the two fundamental traffic flow
models, the rule 184 cellular automaton and the Burgers equation, as spe-
cial cases. We show that the fundamental diagram (flux-density diagram) of
this model consists of three parts: a free-flow part, a congestion part and a
two-periodic part. The two-periodic part, which may correspond to the syn-
chronized mode region, is a two-dimensional area in the diagram, the boundary
of which consists of the free-flow and the congestion parts. We prove that any
state in both the congestion and the two-periodic parts is stable, but is not
asymptotically stable, while that in the free-flow part is unstable. Transient
behaviour of the model and bottle-neck effects are also examined by numerical
simulations. Furthermore, to investigate low or high density limit, we consider
ultradiscrete limit of the model and show that any ultradiscrete state turns
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to a travelling wave state of velocity one in finite time steps for generic initial
conditions.
Keywords traffic flow · fuzzy cellular automaton · ultradiscretization
1 Introduction
In modern society, efficient transportation system for goods and people is in-
dispensable to the foundation of industry, hence it is necessary to analyse the
system in detail. However, like the collective behaviour of cars on highways,
it is generally very difficult to test and characterize them directly. Therefore
mathematical modelling of traffic flow has been performed since 1950s [9,17]
and various models have been constructed to reproduce empirical traffic flows.
In the model, rigorous analysis and numerical simulations are used to clarify
the basic properties such as traffic jams, density-flow diagram, bottleneck ef-
fect, etc. [5,13]. The models are roughly classified into a macroscopic model
and a microscopic model. A macroscopic model is usually described by equa-
tions of macroscopic variables such as car density and average car velocity.
From analogy to flow of molecules in a liquid or a gas, the equations are of-
ten derived from the fundamental equations of fluid dynamics[12]. A simple
equation for a macroscopic traffic model is the Burgers equation:
∂η
∂τ
(x, τ) = 2η(x, τ)
∂η
∂x
(x, τ) +
∂2η
∂x2
(x, τ). (1)
Here η(x, τ) (x, τ ∈ R) is the normalized density of cars at position x and
time τ in appropriate units. Equation (1) has a shock wave solution
η(x, τ) =
k
1 + e−kx−k2τ
(k > 0)
which shows that traffic jams propagate in the opposite direction of car move-
ment, that is consistent with actual traffic flow. While, in a microscopic model,
a car is represented as a self-driven particle that moves in one direction, and
its velocity changes depending on its position and/or speed relative to other
particles[1,18]. A cellular automaton (CA) traffic model is a typical micro-
scopic model [14], in which the dynamics of cars is discretized in both time
and space. Accordingly a state of traffic flow is expressed by an array of cells
that take only finite number of states, and is updated in discrete time steps by
a simple time evolution rule. One of the most fundamental CA traffic model
is the rule 184 CA in the elementary CAs (ECAs) defined by Wolfram[21].
An ECA is a one-dimensional two-states CA, and a state of a cell is updated
with those of its adjacent two cells and itself at the previous time step. Let
us denote by utn ∈ {0, 1} the state of nth cell at time step t (n, t ∈ Z). The
updating rule for the rule 184 CA is given as
ut+1n =
{
1 (utn−1 = 1, u
t
n = 0) or (u
t
n = u
t
n+1 = 1)
0 otherwise
(2)
Rule 184 fuzzy cellular automaton as a mathematical model for traffic flow 3
As a traffic model, we suppose that a single-lane road is divided into pieces
of an appropriate inter-vehicle distance and number them in the direction of
traffic flow. If there is a car in the nth section at time step t, we put utn = 1,
otherwise utn = 0. Equation (2) means that a car will move to the next section
if and only if it is not occupied by the car in front. Although the rule 184 is
very simple, it can reproduce the congestion phenomenon; the fundamental
diagram, which gives the relation of the flux (the average velocity of cars
multiplied by the density of them) to the density, shows sharp transition from
free-flow region to congested region as the density of cars increases. It is noted
that the rule 184 CA can be regarded as the ultradiscrete analogue of the
Burgers equation[16].
In this article, we investigate a traffic model[7], which may be considered as
a macroscopic extension of the rule 184 CA. We derive the model in the next
section and show that it includes the rule 184 CA in a special case and that
its continuous limit gives the Burgers equation. In section 3, all the station-
ary states are obtained and classified for cyclic boundary conditions, and we
present the fundamental diagrams of the model and prove that this model has
stable two-dimensional region of so called synchronized mode[8,10] as well as
free-flow region and congested region. For open boundary conditions, we show
analytic expression of the steady states and discuss the bottleneck effect with
numerical simulations. In section 4, we perform ultradiscrete analysis of the
model to examine travelling waves in low density, and prove that any initial
state turns to a travelling wave state in finite time steps. Section 5 is devoted
to the concluding remarks.
2 Rule 184 fuzzy CA
Fig. 1 Schematic figure for the present traffic model.
We consider a multi-lane road and divide it into one-dimensional array of
sections by appropriate distance ∆x (Fig 1). Let N(x, τ) be a number of cars
in the section [x, x+∆x] at time τ . Because of equation of continuity, we have
N(x, τ +∆τ)−N(x, t)
∆τ
=
J(x, τ)− J(x+∆x, τ)
∆x
, (3)
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where J(x, τ) is the flux of cars at position x and time τ , and, roughly speaking,
is equal to the average velocity of cars multiplied by the density of cars. The
average velocity in general depends on the density of cars and is a decreasing
function of the density. The function is sometimes called k− v relation, and is
approximately a linearly decreasing function[6,15]. Hence we may assume
J(x, τ) ∝ N(x−∆x, τ)
(
1− N(x, τ)
Nmax
)
, (4)
where Nmax is the maximum number of cars in a section.
Let us normalize the equation (3). We define
ρtn :=
N(n∆x, t∆τ)
Nmax
(0 ≤ ρtn ≤ 1), (5)
and, accordingly, we put
jtn :=
∆τ
Nmax∆x
J(n∆x, t∆τ).
From (4), the normalized flux jtn may be given as
jtn = ρ
t
n−1(1− ρtn). (6)
Therefore we have
ρt+1n = ρ
t
n−1(1− ρtn) + ρtnρtn+1. (7)
Note that, from (7), if 0 ≤ ρtn−1, ρtn+1 ≤ 1, then
0 ≤ ρt+1n ≤ (1− ρtn) + ρtn = 1.
Thus, for any initial state {ρt=0n } ( ∀n, 0 ≤ ρ0n ≤ 1), it holds that ∀n, ∀t, 0 ≤
ρtn ≤ 1. Furthermore, if ∀n, ρ0n ∈ {0, 1}, then ∀n, ∀t, ρtn ∈ {0, 1} and
ρt+1n =
{
1 (ρtn−1 = 1, ρ
t
n = 0) or (ρ
t
n = ρ
t
n+1 = 1)
0 otherwise
,
which is the same time evolution rule as that of the rule 184 CA (2). Since
(7) is a discrete dynamical system in both time and space, and its dependent
variables take continuous values in [0, 1], we can consider (7) as a continuous
CA. A continuous CA the updating rule of which is given by fuzzification of
the original Boolian CA is called a fuzzy CA (FCA)[4]. Hence, we call the
dynamical system described by (7) the rule 184 FCA, or FCA184 in abbrevi-
ation.
To consider a continuous limit of (7) with respect to its independent vari-
ables, we put (5) into (7),
N(x, τ +∆τ)
Nmax
=
[
N(x−∆x, τ)
Nmax
(
1− N(x, τ)
Nmax
)
+
N(x, τ)N(x+∆x, τ)
N2max
]
.
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As a small fluctuation around Nmax2 , we introduce η(x, τ) by the following
formula:
N(x, τ)
Nmax
=
1
2
(1 +∆xη(x, τ)) .
By taking Taylor series expansion
N(x, τ +∆τ)
Nmax
=
1
2
(1 +∆xη(x, τ +∆τ))
=
1
2
[
1 +∆x
{
η(x, τ) +∆τ
∂η
∂τ
(x, τ) +O(∆τ2)
}]
,
N(x±∆x, τ)
Nmax
=
1
2
(1 +∆xη(x±∆x, τ))
=
1
2
[
1 +∆x
{
η(x, τ)±∆x∂η
∂x
(x, τ) +
∆x2
2
∂2η
∂x2
(x, τ) +O(∆x3)
}]
,
we have
∂η
∂τ
(x, τ) +O(∆τ) =
∆x2
∆τ
η(x, τ)
∂η
∂x
(x, τ) +
∆x2
2∆τ
∂2η
∂x2
(x, τ) +O
(
∆x3
∆τ
)
.
Thus, to take a limit ∆x → 0, ∆τ → 0 with constraint ∆x22∆τ = 1, we obtain
the Burgers equation (1). Thus we find that the FCA184 (7) contains the rule
184 CA as a special case, and that the density fluctuation of FCA184 around
ρtn =
1
2 is described by the Burgers equation.
3 Stationary states and fundamental diagram of FCA184
Statistical properties of traffic flow are empirically investigated by the funda-
mental diagram, the diagram which displays the relation between density and
flux, and it is one of the most important objects which characterize a traffic
model. To establish the fundamental diagram of FCA184, we adopt a periodic
boundary condition in which the total number of cars does not change:
ρtn = ρ
t
n+N , (N ∈ Z>0). (8)
An interesting feature of stationary and asymptotically stationary states is
that they depend on the parity of N . We shall discuss other boundary condi-
tions later in this section.
The average density 〈ρ〉, which is a constant in time, is defined as
〈ρ〉 := 1
N
N∑
n=1
ρtn, (9)
and the average flux J t at time t is given from (6) by
J t :=
1
N
N∑
n=1
ρtn−1(1− ρtn). (10)
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Note that ρt0 = ρ
t
N . For a state {ρtn}, we have a pair (〈ρ〉, J t), and the funda-
mental diagram is a two-dimensional plot of these pairs. We define a (multi-
valued) function Q(s) which takes the values of J t for a given density 〈ρ〉 = s.
The fundamental diagram is exhibited in the two dimensional s-Q plane. An
important fundamental diagram is that for stationary states. Here a stationary
state is the state which realizes at t → ∞ for an initial state. More precisely,
we define it as follows.
Definition 1
For any  > 0, if there exist integers T and L such that
∀n, ∀t, |ρtn − ρt+Tn+L| < ,
the solution {ρtn} of (7) is called a stationary state.
The definition 1 implies that a quasi-periodic solution is also a stationary state,
however, as is shown later, FCA 184 with a periodic boundary condition does
not have a quasi-periodic solution.
3.1 Stationary states and fundamental diagram of FCA 184
First we consider the case N = 2M (M ∈ Z>0). It is readily seen that there
are two types of stationary states.
Uniform state
There is a trivial state ∀n, ∀t, ρtn = s (0 ≤ s ≤ 1). In this case, J t = s(1−s)
and the fundamental diagram is given by the function
Q(s) = s(1− s) (0 ≤ s ≤ 1). (11)
Travelling wave state
Let ρtn = σ
t
n−t and find a solution of FCA184 which satisfies σ
t
j = σj . Since
σj−1 = σj−1(1− σj) + σjσj+1,
we have
σj(σj+1 − σj−1) = 0 σjσj+1 = σj−1σj .
Thus we obtain the following solutions.
1) two-periodic solution If ∀j, σj 6= 0, then, we find
∀j σj−1 = σj+1.
Hence, σ2m−1 = α, σ2m = β (1 ≤ m ≤ M). If α = β, we have a uniform
state. Hence a uniform state is a special case of the two-periodic state.
The flux is caluculated as
J t =
1
2
(α(1− β) + β(1− α)) .
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Since the average density 〈ρ〉 is equal to s = α+β2 , by putting α = s+ c, β =
s− c, the function Q(s) is determined as
Q(s) = s(1− s) + c2 (|c| ≤ min(s, 1− s)). (12)
2) free flow solution In the case ∃i0, σi0 = 0,
∀j, σjσj+1 = σj−1σj . Thus
we find
σ1σ2 = σ2σ3 = · · · = σNσ1 = 0.
Therefore a solution must satisfy either σj = 0 or σj+1 = 0 for an arbitrary j.
For example, with a set of M values {γ1, γ2, ..., γM} (0 ≤ γm ≤ 1),
σ2m = 0, σ2m+1 = γm (m = 1, 2, ...,M)
is one of such solutions. A free flow solution shows a travelling wave going
forward with velocity 1.
The average flux is given as
J :=
1
2M
N∑
j=1
σj−1(1− σj).
Noticing the fact that σj 6= 0 → σj−1 = 0, we have
J =
1
2M
∑
σj 6=0
σj =
1
2M
N∑
j=1
σj .
Since the average density s is equal to 12M
∑N
j=1 σj , we find
Q(s) = s
(
0 ≤ s ≤ 1
2
)
. (13)
Note that J t ≤ 12 . There is no solution for s > 12 .
3) anti-free flow solution By putting qtn = 1− ρtn, (7) turns into
qt+1n = q
t
n+1(1− qtn) + qtnqtn−1 (1 ≤ n ≤ N). (14)
Thus we see that, if ρtn is a solution to (7), then q
t
n = ρ
t
−n is a solution to (14).
Accordingly, by putting j = n+ t, rj := q
t
n satisfies
rj+1 = rj+1(1− rj) + rjrj−1 → rjrj−1 = rj+1rj .
A solution corresponding to the two-periodic solution is also a two-periodic
solution, but, there is another kind of solutions which satisfy either rj = 0 or
rj+1 = 0 for any j. This condition implies that either ρ
t
n = 1 or ρ
t
n+1 = 1 for
arbitrary n, and ρtn = ρ
0
n+t. This solution, an anti-free flow solution, shows a
travelling wave which goes backward with velocity 1.
8 Kohei Higashi et al.
Since
1
N
N∑
j=1
rj =
1
N
N∑
n=1
(1− ρtn) = 1− s,
the average flux is calculated as
J =
1
N
N∑
n=1
ρtn−1(1− ρtn)
=
1
N
N∑
n=1
qtn(1− qtn+1)
=
1
N
N∑
j=1
rj(1− rj+1)
=
1
N
N∑
j=1
rj = 1− s.
Here we use the fact rjrj+1 = 0. Thus we find
Q(s) = 1− s
(
1
2
≤ s ≤ 1
)
. (15)
In case of N = 2M + 1 (M ∈ Z>0), by repeating the similar arguments as
above, we find that there exist uniform states, free flow states and anti-free
flow states, but no two-periodic state exists because of the periodic boundary
condition. The uniform states have the same function Q(s) as in the case of
N even;
Q(s) = s(1− s) (0 ≤ s ≤ 1). (16)
For the free flow states, the function Q(s) is given as
Q(s) = s
(
0 ≤ s ≤ M
N
)
, (17)
and for the anti-free flow states
Q(s) = 1− s
(
M + 1
N
≤ s ≤ 1
)
. (18)
As will be proved in the next subsection (Theorem 2), stationary solutions
of FCA 184 are all that were listed above. Thus, in summary, we have the
following Theorem.
Theorem 1
When the number of the sections N is even, the fundamental diagram of the
present traffic model for stationary states is the two-dimensional region:
s(1− s) ≤ Q ≤ min[s, 1− s] (0 ≤ s ≤ 1). (19)
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While that for odd N (N = 2M + 1) is the one-dimensional boundary of the
region (19) which consists of the three parts;
Q = s(1− s) (0 ≤ s ≤ 1)
Q = s (0 ≤ s ≤ MN )
Q = 1− s (M+1N ≤ s ≤ 1)
. (20)
Fig. 2 The fundamental diagram of FCA184 in stationary states. When the total number
of sites N is even, the fundamental diagram is the two-dimensional area (s(1 − s) ≤ Q ≤
min[s, 1− s]), while N is odd, it is the one-dimensional boundary of this area.
One may think it strange that the fundamental diagram depends on the parity
of the total number of sites. In fact, the features of traffic flow will not be
affected by a boundary condition for N → ∞. Figure 3 shows an example
of time evolution of FCA184 in case of even N with a periodic boundary
condition. The initial value of each site is generated randomly, and we see that
the state soon converges into a two-periodic state. While Fig. 4 shows the case
of odd N . Although it will converges to a uniform state, the state shows a
feature of a two-periodic state over a long period of time. It is experimentally
observed that three qualitative different types of traffic exists in a multi-lane
traffic: free traffic flow, synchronized traffic flow, and traffic jams[8]. Figure 4
suggests that the two-periodic part for odd N is metastable, that is, a state in
this part is not strictly stable but is long-lived. Hence we presume that these
states correspond to the metastable synchronize modes which are observed in
different models[10,20].
3.2 Stability of stationary states
The time evolution rule of FCA 184 is regarded as a weighted average rule de-
fined by Betel and Flocchini [2]. Asymptotic properties of FCAs with weighted
average rules have been investigated in Ref. [2], and the following proposition
was proved.
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Fig. 3 A transient behaviour of FCA184 in the case of even N (N = 50). The lighter the
colour, the greater the value. The state soon converges into a two-periodic state.
Fig. 4 A transient behavior of FCA184 in the case of odd N (N = 51). The lighter the
colour, the greater the value. The state shows a feature of a two-periodic state for a long
period of time.
Proposition 1 (Betel-Flocchini: Theorem3.9)
If it holds that ∀n, 0 < ρt=0n < 1, the state of FCA 184 with a periodic
boundary condition asymptotically converges to a two-periodic state when N
is even, and to a uniform state when N is odd.
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In order to make the present article self-contained, we give a proof of the
Proposition 1 for the case where N is even. If N is odd, proof is performed in
a similar way and is easier.
Prior to the proof of the proposition, we prepare a Lemma 1. Let us define
vtn by ρ
t
n =: v
t
n−t. Because of the cyclic boundary condition, v
t
n+2M = v
t
n, and
vt+1n = (1− vtn+1)vtn + vtn+1vtn+2.
Introducing xti and y
t
i as
xti := v
t
2i−1, y
t
i := v
t
2i (i = 1, 2, ...,M),
we find that xti+M = x
t
i, y
t
i+M = y
t
i , and
xt+1i = (1− yti)xti + ytixti+1 (21a)
yt+1i = (1− xti+1)yti + xti+1yti+1. (21b)
Lemma 1
The following inequalities hold.
min
i
[
xt+1i
] ≥ min
i
[
xti
]
(22a)
max
i
[
xt+1i
] ≤ max
i
[
xti
]
(22b)
min
i
[
yt+1i
] ≥ min
i
[
yti
]
(22c)
max
i
[
yt+1i
] ≤ max
i
[
yti
]
(22d)
Proof In (21a), the inequality 0 ≤ yti ≤ 1 implies
min[xti, x
t
i+1] ≤ xt+1i ≤ max[xti, xti+1].
Hence we have
min
i
[
min[xti, x
t
i+1]
] ≤ min
i
[
xt+1i
]
.
The left hand side of the above inequality is equal to min
i
[
xti
]
, and the inequal-
ity (22a) holds. The other inequalities (22b) – (22d) are proved similarly. uunionsq
Since, from the Lemma 1the sequence
(
min
i
[
xti
])∞
t=0
is a monotonically
increasing sequence with respect to t and is bounded above, it converges to
a certain real number. The other sequences like
(
max
i
[
xti
])∞
t=0
also converge,
and we have
lim
t→∞mini
[
xti
]
=: α1 (23a)
lim
t→∞maxi
[
xti
]
=: α2 (23b)
lim
t→∞mini
[
yti
]
=: β1 (23c)
lim
t→∞maxi
[
yti
]
=: β2 (23d)
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where 0 ≤ α1, α2, β1, β2 ≤ 1.
The following Lemma is readily obtained from (21a) and (21b).
Lemma 2
If all the initial values are in the open interval (0, 1), inequalities
0 < xti < 1, 0 < y
t
i < 1
hold for any i and any t.
Definition 2
Fix the integers t and n. By using (21a), cn(i, t + s) (s = 0, 1, 2, ...,M − 2),
which are polynomials of {yτi }, are defined successively as follows.
xt+M−1n = (1− yt+M−2n )xt+M−2n + yt+M−2n xt+M−2n+1
:= cn(n; t+M − 2)xt+M−2n + cn+1(n; t+M − 2)xt+M−2n+1
= (1− yt+M−2n )
{
(1− yt+M−3n )xt+M−3n + yt+M−3n xt+M−3n+1
}
+ yt+M−2n
{
(1− yt+M−3n+1 )xt+M−3n+1 + yt+M−3n+1 xt+M−3n+2
}
= (1− yt+M−2n )(1− yt+M−3n )xt+M−3n +
{
(1− yt+M−2n )yt+M−3n
+yt+M−2n (1− yt+M−3n+1 )
}
xt+M−3n+1 + y
t+M−2
n y
t+M−3
n+1 x
t+M−3
n+2
=: cn(n; t+M − 3)xt+M−3n + cn+1(n; t+M − 3)xt+M−3n+1
+ cn+2(n; t+M − 3)xt+M−3n+2
= · · ·
=:
n+M−1∑
i=n
ci(n; t)x
t
i
For k < n, we define ck(i, t+ s) := 0.
We also define δ as
δ := min
i
[
min[y0i , 1− y0i ]
]
= min
[
min
i
[y0i ], 1−max
i
[y0i ]
]
.
Note that, from Lemma 2, (22c) and (22d), the following inequality holds for
any t and any n.
0 < δ ≤ ytn, 0 < δ ≤ 1− ytn. (24)
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Furthermore, for s = M − k − 1, we have
xt+M−1n
=
n+M−k−1∑
i=n
ci(n; t+M − k)xt+M−ki (25a)
=
n+M−k−1∑
i=n
ci(n; t+M − k)
× {(1− yt+M−k−1i )xt+M−k−1i + yt+M−k−1i xt+M−k−1i+1 } (25b)
=
n+M−k∑
i=n
{
ci(n; t+M − k)(1− yt+M−k−1i )
+ci−1(n; t+M − k)yt+M−k−1i−1
}
xt+M−k−1i (25c)
=
n+M−k∑
i=n
ci(n; t+M − k − 1)xt+M−k−1i . (25d)
From (25c) and (25d), we find a recurrence relation:
ci(n; t+M − k − 1)
= ci(n; t+M − k)(1− yt+M−k−1i ) + ci−1(n; t+M − k)yt+M−k−1i−1 . (26)
Lemma 3
n+M−s−1∑
i=n
ci(n; t+ s) = 1, δ
M−1−s ≤ ci(n; t+ s) (27)
Proof We prove by induction of s, starting from s = M − 2 and going
downwards.
Equation (27) clearly holds for s = M − 2.
Suppose that it holds up to s = M − k (2 ≤ k ≤M − 1).
If ∀i, xt+M−k−1i = 1, then
∀i, xt+M−ki = 1. Hence, by taking
∀i, xt+M−k−1i =
1 in (25a), (25d) leads to
n+M−k−1∑
i=n
ci(n; t+M − k) =
n+M−k∑
i=n
ci(n; t+M − k − 1) = 1.
Noticing the inequality ci(n; t+M − k) ≥ δk−1, from (24) and (26),
ci(n; t+M − k − 1) ≥ ci(n; t+M − k)(1− yti) ≥ δk.
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Thus (27) is true for s = M − k − 1. Therefore, by the induction hypothesis,
(27) holds for 0 ≤ s ≤M − 2. uunionsq
Proof of Proposition 1
We prove by contradiction.
Since 0 < α1 ≤ α2 < 1, we suppose that α1 < α2. From (23a), (23b) and
the monotonicity of the sequences, for any  > 0, there exists t such that if
t ≥ t, then
α1 −  < min
i
[xtn] ≤ α1, α2 ≤ max
i
[xtn] < α2 + .
Let d := α2 − α1 and choose  so that the inequality 0 <  < dδM−1 holds.
For t ≥ t, let n and m be the integers that satisfy
xt+M−1n = max
i
[xt+M−1i ], x
t
m = min
i
[xti].
Then, from Lemma 3,
xt+M−1n =
n+M−1∑
i=n
ci(n; t)x
t
i
= cm(n; t)x
t
m +
n+M−1∑
i=n, i 6=m
ci(n; t)x
t
i
< cm(n; t)α1 +
n+M−1∑
i=n, i 6=m
ci(n; t)(α2 + )
= cm(n; t)α1 + (1− cm(n; t))(α2 + )
< α2 + − cm(n; t)(α2 − α1)
≤ α2 + − dδM−1
< α2.
Therefore xt+M−1n < α2. However, by definition,
xt+M−1n = max
i
[
xt+M−1i
] ≥ α2,
which is a contradiction. Thus we find that α1 = α2.
The equality β1 = β2 can be proved in the same way and the Proposition 1
is proved. uunionsq
Now we will prove that all the stationary solutions are the uniform solutions
and the travelling wave solutions listed in the previous subsection 3.1. When
the initial values contain neither 0 nor 1, Proposition 1 means that there is
no stationary solution other than the uniform and the two-periodic solutions.
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Hence we examine stationary states with 0s and/or 1s. In such a state, there
are four kinds of patterns which have a series of 0s between non-zero values as
P (00) := {P (00)k }N−1k=1 , P (00)k := ∗ 0 · · · 0︸ ︷︷ ︸
k
∗
P (10) := {P (10)k }N−2k=1 , P (10)k := 1 0 · · · 0︸ ︷︷ ︸
k
∗
P (10) := {P (01)k }N−2k=1 , P (01)k := ∗ 0 · · · 0︸ ︷︷ ︸
k
1
P (11) := {P (11)k }N−1k=1 , P (11)k := 1 0 · · · 0︸ ︷︷ ︸
k
1.
Here ∗ indicates any value other than 0 and 1.
For a given state, we define the number of the above patterns at time t as
l
(ij)
k (t) := number of the pattern P
(ij)
k at time t (i, j ∈ {0, 1}). (28)
We consider time evolution of FCA 184 by introducing a new variable
vtn = ρ
t
n+t:
vt+1n = (1− vtn+1)vtn + vtn+1vtn+2 (29)
with a periodic boundary condition vtn+N = v
t
n.
Proposition 2
Let M t0 be the number of 0s at time t, and M
t
1 be that of 1s. Then it holds
that
M t+10 ≤M t0, M t+11 ≤M t1. (30)
Note that
M t0 =
N−1∑
k=1
k
(
l
(00)
k (t) + l
(10)
k (t) + l
(01)
k (t) + l
(11)
k (t)
)
.
Proof For a state at time step t, vt+1n = 0 is achieved in the three cases:
vtn v
t
n+1 v
t
n+2
i) 0 a 0
ii) a 1 0
iii) 0 0 a
where a is arbitrary. Hence we can count the number of 0s at t+ 1 as follows.
– For k = 1, the patterns 10∗ and 101 contribute to the case ii), and the
numbers of them are l
(10)
1 (t) and l
(11)
1 (t) respectively.
– For k = 2, the pattern ∗00∗ contributes to the case iii)100∗ to ii) and iii),
∗001 to iii), 1001 to ii) and iii). The numbers are l(00)2 (t), 2l(10)2 (t), l(01)2 (t),
and 2l
(11)
2 (t) respectively.
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– For k ≥ 3, each pattern contains k−2 sequences of 000 which contributes to
i). Therefore, each of four patterns generates (k− 1)l(00)k (t), kl(10)k (t), (k−
1)l
(01)
k (t) and kl
(11)
k (t) 0s respectively.
– Besides these, patterns 0∗0 (∗ 6= 0, 1) and 010 can exist in the state at the
boundary of those four patterns. Let the number of the sequence 0 ∗ 0 be
b(t). This sequence appears in the three patterns:
∗0 · · · 0 ∗ 0 · · · 0∗, 10 · · · 0 ∗ 0 · · · 0∗, ∗0 · · · 0 ∗ 0 · · · 01
(P
(00)
k P
(00)
k′ ) (P
(10)
k P
(00)
k′ ) (P
(10)
k P
(01)
k′ )
The total number of the first and second pattens is less than the number
of the sequences ∗0 · · · 0∗, that of the third pattern is less than the number
of the pattern ∗0 · · · 01. Thus
b(t) ≤
N−1∑
k=1
l
(00)
k (t) + l
(01)
k (t).
The sequence 010 appears in the following patterns:
∗0 · · · 010 · · · 0∗, 10 · · · 010 · · · 0∗, ∗0 · · · 010 · · · 01
(P
(01)
k P
(10)
k′ ) (P
(11)
k P
(10)
k′ ) (P
(01)
k P
(11)
k′ )
But contribution of these patterns was already counted as the case ii).
From the above consideration,
M t+10 =
(
N−1∑
k=1
(k − 1)l(00)k (t) + kl(10)k (t) + (k − 1)l(01)k (t) + kl(11)k (t)
)
+ b(t)
≤
N−1∑
k=1
k
(
l
(00)
k (t) + l
(10)
k (t) + l
(01)
k (t) + l
(11)
k (t)
)
= M t0.
From the symmetry between 0 and 1, the same discussion applies to the num-
ber of 1s. Thus we have proved (30). uunionsq
The following Corollary immediately follows from Proposition 2.
Corollary 1
The number of 0s and that of 1s are conserved in time for a stationary state.
The following Proposition implies that the stationary solutions are all that
we have listed in the previous subsection.
Proposition 3
A stationary state which contains 0 or 1 satisfies one of the following equations.
∀i, utiu
t
i+1 = 0 (31a)
∀i, (1− uti)(1− uti+1) = 0 (31b)
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The following Lemma is essential to prove Proposition 3.
Lemma 4
In a stationary state with 0 or 1, if there exists an element ∗ other than 0 and
1, both of its two adjacent elements are 0 or 1, that is, ∗ exists in a pattern
0 ∗ 0 or 1 ∗ 1.
Proof In a stationary state, from the proof for Proposition 2, we find that
b(t) =
∑
k
l
(00)
k (t) + l
(01)
k (t), (32)
where b(t) is the number of the boundaries between the patterns P (ij) in the
form 0 ∗ 0 (∗ 6= 0, 1. Equation (32) implies that all the patterns P (00) and
P (01) consist the boundaries of that form. Hence the leftmost 0 of the patterns
P (00) and P (01) must be the right 0 of this boundary (0 ∗ 0), that means there
is no sequence of the form 0 a1 · · · ak︸ ︷︷ ︸
k ≥ 1
∗ 0 (ai 6= 1).
Similarly, from the symmetry between 0 and 1, there is no sequence of the
form 1 ∗ b1 · · · bk︸ ︷︷ ︸
k ≥ 1
1 (bi 6= 1). Thus the proof was completed. uunionsq
Proof of Proposition 3
– From Lemma 4, if there is no 1, only the pattern P (00) among the four
patterns exists and (31a) holds. Similarlyif there is no 0, (31b) holds.
– If there is no element other than 0 and 1, FCA 184 turns to the rule 184
CA, which has been investigated in detail as a traffic model[21,16]. When
the number of 0 is equal to or greater than the number of 1, the state
converges to a free-flow state where both of the two adjacent elements of
1 are 0. Hence we have (31a). Similarly, if the number of 0 is less than the
number of 1, the state converges to a congestion state where both of the
two adjacent elements of 0 are 1, and we have (31b).
– When 0, 1, and ∗( 6= 0, 1) are mixed, from Lemma 4, we suppose that there
are two elements γ(6= 0, 1) and γ′(6= 0, 1) at a time step in the form of 0γ0
and 1γ′1. From (29), noticing the facts that vtn+1 = 0 implies v
t+1
n = v
t
n,
and that vtn+1 = 1 implies v
t+1
n = v
t+2
n , we find the time evolution rule
gives
0 γ 0 → 0 γ a, b 1 γ′ 1 b′ → γ′ 1 b′ c c′,
where a, b, b′, c, and c′ are some values depending on the state. For a
stationary stateLemma 4 implies that a = 0 and that the left adjacent
element to γ′ is equal to 1. Therefore a pattern 0 γ 0 does not change its
position and a pattern 1 γ′ 1 moves two cites to the left. Hence after a
certain time steps, one of the following patterns is realized
0 γ 0 1 γ′ 1, 0 γ 0 0 1 γ′ 1, 0 γ 0 1 1 γ′ 1.
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At the next time step, these patterns change to
0 γ γ′ · · · , 0 γ 0 γ′ 1 · · · , 0 γ 1 γ′ 1 · · ·
respectively, all of which cannot exist in a stationary state. Thus we find
that 0 ∗ 0 and 1 ∗ 1 do not coexist in a stationary state.
Suppose that there exist patterns 0 ∗ 0. Since a sequence 0 ∗ 0 does not
move in time, the time evolution of the other cells does not change by the
transformation ∗ → 1. Hence, by the consideration of the case where only
0 and 1 exist, a sequence 0 ∗ 0 can exists when the number of 0s is greater
than or equal to the number of other values in a stationary state, and (31a)
holds. While a sequence 1 ∗ 1 exists, because of the symmetry between 0
and 1, (31b) holds.
Thus Proposition 3 was proved. uunionsq
Since Proposition 3 indicates that either a free-flow solution or a anti-
free flow solution is allowed in a stationary state which contains 0 or 1, and
otherwise a stationary state is restricted to a uniform solution or a two-periodic
solution, we obtain the following theorem.
Theorem 2
All the stationary solutions are the uniform solutions and the travelling wave
solutions listed in the subsection 3.1.
Finally let us discuss stability of the stationary solutions.
Theorem 3
Free flow or anti-free flow solutions are unstable. While two-periodic or uniform
solutions are stable, but not asymptotically stable.
Proof From the Proposition 1, a free flow solution will translate to a cer-
tain two-periodic or a uniform solution by small perturbation. Hence a free
flow solution is unstable and so is an anti-flow solution. Let us consider a uni-
form solution ρtn = α. Suppose that it is perturbed by small fluctuation as
ρ0n = α+ δn at t = 0. Let  := maxn[|δn|]. By the same arguments in the proof
of Lemma 1, we can show that (maxn[ρ
t
n])
∞
t=0 is a monotonically decreasing
sequence in time t and that (minn[ρ
t
n])
∞
t=0 is a monotonically increasing se-
quence. Thus it holds that |ρtn−α| ≤ , which implies ρtn is stable in the sense
of Lyapunov[3]. However, in general, it will not converge into the same uni-
form state and is not asymptotically stable. In a similar way, a two-periodic
solution is proved to be stable but not asymptotically stable. uunionsq
Figures 5 shows an example of temporal change of the fundamental diagram
for even N . Here we chose the initial state as{
ρt=0n = 2〈ρ〉β n = 1, 2, ..., N2
ρt=0n = 2〈ρ〉(1− β) n = N2 + 1, ..., N
, (33)
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t=0 t=100
t=500 t=800
Fig. 5 The transient behaviour of the fundamental diagrams in case of even N (N = 600).
A flux increases in time and a state asymptotically turns to a two-periodic state.
where 〈ρ〉 is the average density and β (0 ≤ β ≤ 12 ) is a parameter. The
system converges into various two-periodic states by changing β. The flux
always increases in time under this initial condition, though it can decrease in
general.
3.3 Fixed boundary conditions and bottle-neck effect
On highways, car density and/or car flux may differ place to place. In particu-
lar, they discontinuously change at entrance and exit. They also change at the
place where the number of lanes decreases or increases. With these situations
in mind, let us consider FCA 184 with the boundary condition
ρt0 = a, ρ
t
0(1− ρt1) = λ (0 < a ≤ 1, 0 ≤ λ ≤ a). (34)
The boundary condition (34) may correspond to the case where the density
and flux of cars at the entrance are controlled to be constant. For a stationary
state, there is neither a travelling wave solution nor a uniform solution except
for λ = a(1 − a) due to the boundary condition (34). However, some time-
independent solutions may exist and we examine them.
In (7), we assume that ρtn does not depend on t and put un = ρ
t
n. Then
we have the three terms recurrence relation
un+1 =
un − un−1 + unun−1
un
, (u0 = a, u0(1− u1) = λ) (35)
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Equation (35) has a conserved quantity
un+1(1− un) = un(1− un−1) = λ,
and can be written as
un+1 = 1− λ
un
. (36)
Thus un can be obtained by continued fraction expansion as
un = Un(λ; a) := 1−
λ
1− λ
. . . 1−
. . . λ
1− λ
a
. (37)
Hence if and only if ∀n, 0 ≤ Un(λ, a) ≤ 1, there exists a time independent
solution.
Fig. 6 Time independent solutions for the fixed boundary conditions. The parameters are
λ = 0.1,a = 0.7 (left) and λ = 0.25,a = 0.7 (right).
Proposition 4
Time-independent solutions of (35) exist if and only if the following conditions
are satisfied;
λ ≤ 1
4
and
1
2
−
√
1
4
− λ ≤ a. (38)
To prove Proposition 4, we use the following Lemma.
Lemma 5
Un(λ; a) =
(tn+1+ − tn+1− )a+ (−tn+1+ t− + tn+1− t+)
(tn+ − tn−)a+ (−tn+t− + tn−t+)
, (39)
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where t± are the two roots of the algebraic equation t2 − t+ λ = 0:
t±(λ) =
1±√1− 4λ
2
. (40)
Proof We define two polynomials of λ, pn(λ) and qn(λ), as p0(λ) = a, q0(λ) =
1, and
pn+1(λ) = pn(λ)− λqn(λ) (41a)
qn+1(λ) = pn(λ). (41b)
Clearly, (36) gives
un =
pn(λ)
qn(λ)
. (42)
Since (41a) and (41b) are simultaneous linear recurrence relations, we obtain(
pn(λ)
qn(λ)
)
=
(
1 −λ
1 0
)n(
a
1
)
=
1
t+ − t−
(
t+ t−
1 1
)(
t+ 0
0 t−
)n(
1 −t−
−1 t+
)(
a
1
)
=
1
t+ − t−
(
(tn+1+ − tn+1− )a+ (−tn+1+ t− + tn+1− t+)
(tn+ − tn−)a+ (−tn+t− + tn−t+)
)
, (43)
Thus we obtained (39). uunionsq
Proof of Proposition 4
We give the proof in the three cases: (1) 14 < λ ≤ 1, (2) λ = 14 , and (3)
0 ≤ λ < 14 .
(1) For 14 < λ ≤ 1, t± can be expressed as
t± =
√
λ e
√−1θλ ,
where θλ satisfies cos θλ =
1
2
√
λ
and sin θλ =
√
1− 14λ . From Eq (39), we
obtain
Un(λ; a) =
√
λ
a sin(n+ 1)θλ −
√
λ sinnθλ
a sinnθλ −
√
λ sin(n− 1)θλ
=
√
λ
sin (nθλ + φ)
sin ((n− 1)θλ + φ) , (44)
where
φ := tan−1
(
a sin θλ
a cos θλ −
√
λ
)
.
Since 0 < θλ ≤ pi3 , there exists a positive integer n0 such that
sin ((n0 − 1)θλ + φ) ≤ 0 and 0 < sin (n0θλ + φ) ,
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that implies Un0(λ; a) < 0 or ∞, and the condition ∀n, 0 ≤ un ≤ 1 is not
satisfied.
(2) For λ = 14 , we have
Un(
1
4
; a) =
1
2
(a− 12 )n+ a
(a− 12 )(n− 1) + a
.
For a ≥ 12 , 12 < Un( 14 ; a) ≤ 1 holds for any n and a time-independent solution
exists. While for a < 12 , there exists n0 ∈ Z>0 such that (a − 12 )n0 + a ≥ 0
and (a− 12 )(n0 + 1) + a ≥ 0 < 0, that implies Un0+1(λ; a) < 0 or ∞, and the
condition ∀n, 0 ≤ un ≤ 1 is not satisfied.
(3) When λ < 12 , we have
U1(λ; a) = 1− λ
a
, Un(λ; a) = Tn(λ)
Tn+1(λ)a− λ
Tn(λ)a− λ (n ≥ 2),
where
Tn(λ) :=
tn+ − tn−
tn−1+ − tn−1−
= t+
1−
(
t−
t+
)n
1−
(
t−
t+
)n−1 .
Let δ := t−t+ . Because
Tn+1(λ)− Tn(λ) = − δ
n−1(1− δ)2
(1− δn)(1− δn−1) < 0,
Tn(λ) is a monotonically decreasing function with respect to n, and
T2(λ) = 1, lim
n→∞Tn(λ) = t+.
Hence, if t+a−λ < 0, there exists n0 such that aTn0−λ ≥ 0 and aTn0+1−λ < 0,
that implies Un0+1(λ; a) < 0 or ∞, and the condition ∀n, 0 ≤ un ≤ 1 is not
satisfied. While, if t+a− λ ≥ 0,
Un(λ; a) < Tn(λ) ≤ 1
and a time-independent solution exists. Since t+a − λ ≥ 0 ⇔ a ≥ t−, the
proof is completed. uunionsq
If traffic congestion takes place, the car flux at the entrance of a high-
way is different from that at the exit. Since a car flux is constant in a time-
independent state, the congestion is a transient phenomenon. Figures 7 show
the time evolution of FCA 184 with the boundary condition where the flux
at the entrance is larger than that at the exit. We find that the high density
region of cars is extending backward as is empirically seen in traffic jams. To
examine this kind of transient behaviour analytically, we consider ultradiscrete
limit of FCA 184 in the next section.
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Fig. 7 Bottle-neck effect of traffic flow is shown. The congested regions propagate to the
backward direction. The car density utn changes from 0.4 to 0.8 (left), and from 0.4 to 0.5
(right).
4 Ultradiscrete analysis for FCA 184
Ultradiscretisation is a limiting procedure which transforms a given equation
to a piece-wise linear equation[19]. For FCA 184, we put
ρtn = e
−Utn/, (45)
and construct equations for U tn by taking → +0. However, since (7) contains
a negative term, it is not straightforward to take a limit. A method to avoid
this difficulty is to use the method of ultradiscretisation with sign[11], but here
we use another approach. Let qtn := 1− ρtn. Then, from (14), we find
ρt+1n = ρ
t
n−1q
t
n + ρ
t
nρ
t
n+1 (46a)
qt+1n = q
t
n+1ρ
t
n + q
t
nq
t
n−1 (46b)
1 = ρtn + q
t
n. (46c)
Introducing V tn by
qtn = e
−V tn/, (47)
and taking the limit → +0, we obtain the following simultaneous equations.
U t+1n = min
[
U tn−1 + V
t
n, U
t
n + U
t
n+1
]
(48a)
V t+1n = min
[
V tn+1 + U
t
n, V
t
n + V
t
n−1
]
(48b)
0 = min
[
U tn, V
t
n
]
. (48c)
Note that U tn, V
t
n ∈ R≥0 unionsq {∞} due to the inequality 0 ≤ ρtn, qtn ≤ 1.
Proposition 5
If ∀n, min[U0n, V
0
n ] = 0, then
∀n, ∀t, min[U tn, V
t
n] = 0.
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Proof We prove by induction.
For t = 0, the statement is trivial. Suppose that it holds for t = k. If
Uk+1n 6= 0, one of the pair {Ukn−1, V kn } and one of {Ukn , Ukn+1} are not equal
to 0. Since one of {Ukn , V kn } is equal to 0, non-zero pairs must be {Ukn−1, Ukn},
{Ukn−1, Ukn+1}, or {V kn , Ukn+1}, that means one of the following three pairs are
both zero {V kn−1, V kn }, {V kn−1, V kn+1} and {Ukn , V kn+1}. The first pair and the
third pair give V k+1n = 0, and the second pair also gives V
k+1
n = 0 because
one of Ukn and V
k
n is zero. Thus the Proposition is true for t = k+ 1. From the
induction hypothesis, the Proposition is true for any t, which completes the
proof. uunionsq
Proposition 5 means that once the initial state satisfy (48c), it is satisfied
forever, and the dynamical system described by (48a) and (48a) is determin-
istic. If ∀n, U0n, V
0
n ∈ {0,∞}, the dynamical system is equivalent to the rule
184 CA because 0 and ∞ correspond to 1 and 0 in the rule 184 CA.
Firstly we examine transient behaviour in the region 0 < ρtn  1 (free-
flow region). In the ultradiscrete limit, this situation will correspond to the
case ∀n, V 0n = 0. We also assume that the initial state satisfies the following
condition:
U0n > 0, and U
0
n = α (n ≥ N), U0n = β (n ≤ −N), (49)
where N is a positive integer. Note that, due to the transformation U tn =
− lim→+0 log ρtn, the smaller the value U tn, the higher the density ρtn.
Proposition 6
Any state given by (48a) – (48c), that satisfies ∀n, V 0n = 0 and (49), turns to
be a stationary travelling wave state with velocity one in finite time steps.
To prove Proposition 6, we prepare several notations and Lemmas. We put
U tn =: X
t
n−t, then, from Proposition 5, (5) becomes
Xt+1n = min
[
Xtn, X
t
n+1 +X
t
n+2
]
, (50)
with boundary condition
X0n > 0, and X
0
n = α (n ≥ N), X0n = β (n ≤ −N). (51)
The following Lemmas are readily proved by induction with respect to t.
Lemma 6
∀t, ∀n, Xt+1n ≤ Xtn (52)
Lemma 7
If there exists a time step t0 such that X
t
n+1 = X
t0
n+1 and X
t
n+2 = X
t0
n+2 for
∀ t ≥ t0. Then, ∀ t ≥ t0 + 1, Xtn = Xt0+1n .
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Lemma 8
If Y tn is a solution of (50) with the initial condition that satisfies
∀n, X0n ≥ Y 0n ,
then, it holds that ∀n, ∀t, Xtn ≥ Y tn.
Let γ be the minimum value among {β,X−N+1, X−N+2, . . . , XN−1, α},
and let Y tn be the solution of (50) with the boundary condition
Y 0N =
{
γ (−N + 1 ≤ n)
β (n ≤ −N) . (53)
We also define the Fibonacci numbers Fj (j = 0, 1, 2, ...) as
Definition 3
F0 = 1, F1 = 1, Fj+1 = Fj + Fj−1 (j = 1, 2, ...).
For example, F2 = 2, F3 = 3, F4 = 5 and F5 = 8.
Lemma 9
Let kγ be the positive integer which satisfies
Fkγγ ≤ β < Fkγ+1γ. (54)
Then, for n ≤ −N − kγ + 1, Y tn is constant in time, that is,
Y tn = Y
0
n = β (n ≤ −N − kγ + 1) (55)
Proof From (50) and (53), we have
Y 1n =
 γ (n ≥ −N + 1)min[β, 2γ] (n = −N)
β (−N − 1 ≤ n)
.
In the next time step,
Y 2n =

γ (n ≥ −N + 1)
min[β, 2γ] (n = −N)
min[β, Y 1−N + γ] (n = −N − 1)
β (−N − 2 ≤ n)
.
By repeating this procedurein the case F4γ ≤ β < F5γ for example, we find
the following time evolution pattern
n −N − 4 −N − 3 −N − 2 −N − 1 −N −N + 1 −N + 2
t = 0 · · · β β β β β γ γ · · ·
t = 1 · · · β β β β 2γ γ γ · · ·
t = 2 · · · β β β 3γ 2γ γ γ · · ·
t = 3 · · · β β 5γ 3γ 2γ γ γ · · ·
t = 4 · · · β β 5γ 3γ 2γ γ γ · · ·
t = 5 · · · β β 5γ 3γ 2γ γ γ · · ·
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Thus, for n = −N − i (i = 0, 1, 2), Y tn becomes Fi+2 γ at t = i + 1, and does
not change afterwards, and Y tn is constant in time for n ≤ −N − 3.
Let us consider general cases. Note that Y tn = Y
0
n = γ for −N + 1 ≤ n.
When kγ = 1Y
1
−N = min[β, F2 γ] = β and
∀n, X1n = X
0
n. Hence,
∀ t, ∀ n,
and Lemma 9 holds.
When kγ ≥ 2, Y 1−N = F2 γ and Y 1n = β for n ≤ −N − 1. Since ∀t , Y tn = γ
for −N + 1 ≤ n, Y t−N = 2 γ for t ≥ 1.
Similarly, for t = i + 1 (i = 0, 1, ..., kγ − 2), only at the site n = −N − i,
Y tn changes its value as Y
i
−N−i = β → Y i+1−N−i = Fi+2 γ.
At t = kγ ,
Y
kγ
−N−kγ+1 = min[Y
kγ−1
−N−kγ+1, Y
kγ−1
−N−kγ+2 + Y
kγ−1
−N−kγ+3]
= min[β, Fkγ γ + Fkγ−1 γ]
= min[β, Fkγ+1 γ] = β = Y
kγ−1
−N−kγ+1.
Thus we find that ∀n, Y kγn = Y
kγ−1
n , which implies that ∀n, Y tn = Y
kγ−1
n for
t ≥ kγ . Therefore it holds that Y tn = β for n ≤ −N − kγ + 1, which completes
the proof. uunionsq
Proof of Proposition 6
From Lemma 7 and ∀t, XtN = X
t
N+1 = α, we have X
t
N−1 = X
1
N−1 (t ≥ 1),
XtN−2 = X
2
N−2 (t ≥ 2), . . .. Hence for t ≥ j, Xtn does not change if n ≥ N − j.
On the other hand, from Lemma 9 and Lemma 8, it holds that
∀t, Xtn ≥ Y tn = β (n ≤ −N − kγ + 1).
However, from Lemma 6, Xtn ≤ X0n = β for n ≤ −N , and we have
∀t, Xtn = X
0
n = β (n ≤ −N − kγ + 1).
Therefore, for t ≥ 2N+kγ−1, ∀n, Xtn does not change in time, which completes
the proof of Proposition 6. uunionsq
Because of the symmetry between U tn and V
t
n, we immediately have the
following Corollary.
Corollary 2
Any state given by (48a)– (48c), that satisfies ∀n, U0n = 0 and the boundary
condition:
V 0n > 0, and V
0
n = α (n ≥ N), V 0n = β (n ≤ −N),
turns to be a stationary travelling wave state in finite time steps which moves
to the opposite direction with velocity one.
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The condition ∀n, U0n = 0 corresponds to a congestion limit, and Corollary 2
means that the congestion wave propagates backward, that coincides with our
empirical understanding. We also note that, if we consider a cyclic boundary
condition with period N , then we can similarly prove that, in time steps less
than N , any state turns to be a forward going travelling wave state with
velocity one if ∀n, V 0n = 0, and a backward going travelling wave state with
velocity one if ∀n, U0n = 0.
A Fibnacci type A triangle type
Fig. 8 Examples of time evolution of Utn in the solutions of (48a)-(48c).
Figures 8 shows two examples of time evolution patterns. The Fibonacci
type solutions are obtained for the initial conditions given by step functions.
For example, if U0n is given for k ≥ 2 as
U0n =
{
Fk (n ≤ 0)
1 (n ≥ 1) , (56)
then, after k − 2 time steps, U tn converges to the travelling wave state with
velocity one as
U tn =

Fk (n− t ≤ k − 2)
Fk−1 (n− t = k − 1)
Fk−2 (n− t = k)
· · ·
F2 (n− t = 0)
1 (n− t ≥ 1)
(57)
A triangle type solution also exhibits a travelling wave with velocity one. For
a positive integer k (k ≥ 2), it is given as
U tn =

k (n− t ≤ −k + 1)
k − 1 (n− t = −k + 2)
· · ·
1 (n− t = 0)
2 (n− t = 1)
· · ·
k (n− t ≥ k − 1)
(58)
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We can construct various kinds of exact solutions by mixing these solutions.
It is also fairly simple to solve an initial value problem of the ultradiscrete
equations (48a)-(48c).
5 Concluding remarks
In this article, we investigated FCA184 as a mathematical model of traffic flow.
It includes the rule 184 ECA and the Burgers equation as special cases. We
obtained all the stationary solutions for the periodic boundary conditions and
proved their stability. An interesting feature of this model is that, when the
number of total sites is even, the fundamental diagram of stationary states is
a two-dimensional domain and any point in the domain denotes a stable state.
We presume that this domain corresponds to the synchronized modes of traffic
flow. The bottle-neck effect was demonstrated by fixed boundary conditions
and we gave the condition of the boundary values for the existence of time
independent solutions. The ultradiscrete limit of FCA184 was also discussed
and proved that any state turns to a travelling wave state in finite time steps
for generic initial conditions. Extension of the FCA184 to more realistic models
such as a slow start model is one of the problems we wish to address in the
future.
Fig. 9 Relation between FCA184 and other models. When we restrict the values 0 and 1,
FCA184 becomes the rule 184 CA. The Burgers equation is obtained by continuous limit
aroung ρtn = 0.5. The ultradiscrete limit of FCA184 gives low and high density limit of
FCA184.
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