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Fakulteta za racˇunalniˇstvo in informatiko izdaja naslednjo nalogo:
Tematika naloge:
Vid zagotavlja cˇloveku ogromno zelo koristnih informacij, ki jih potrebuje za
varno navigacijo v realnem svetu. Z opazovanjem okolice lahko tako sledi
zastavljeni poti in detektira ovire. Slabovidni in slepi ljudje te informacije
na tak nacˇin ne morejo pridobiti. V diplomski nalogi zasnujte in izdelajte
prototip sistema, ki s stereo kamero opazuje okolico, detektira ovire pred
uporabnikom in mu zaznave pretvarja v zvocˇne signale, tako da tudi slepemu
uporabniku predaja informacijo o nevarnih ovirah v okolici ter mu s tem
omogocˇa varnejˇso navigacijo v mestnem okolju.
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Povzetek
Naslov: Detekcija ovir s sistemom racˇunalniˇskega vida za pomocˇ slepim
Avtor: Grega Dvorsˇak
Diplomska naloga predstavlja teoreticˇni in prakticˇni vidik razvoja sistema, ki
deluje s pomocˇjo metod racˇunalniˇskega vida, predvsem detektiranja objek-
tov, in pomaga slepim uporabnikom tako, da jim rezultate detekcije ovir
sporocˇa kot zvocˇne signale. Najprej sistem dobi podatke iz zaporedja obla-
kov 3D tocˇk, dobljenih s stereo kamero, kar omogocˇa uposˇtevanje dimenzije
globine. Podatke oblaka 3D tocˇk sistem potem uporabi kot vhode v algori-
tem za detekcijo. Sistem detektira objekte, ki so pomembni za uporabnika,
torej pesˇce, vozila, robnike in stopnice ter druge ovire na poti. Rezultate
sistem pretvori v zvocˇne signale, ki z razlicˇnimi zvoki jasno in dovolj hitro
sporocˇijo uporabniku, kako blizu so ovire. Koncˇni rezultat izboljˇsa izkusˇnjo
slepih ljudi ob hoji v naselju tako, da v realnem cˇasu uporabniku predvaja
ustrezna zvocˇna opozorila in zmanjˇsa mozˇnost, da bi se uporabnik zaletel ali
spotaknil ob oviro, poleg tega pa opozorila dajejo uporabniku vecˇ informaciji
o njegovi okolici.
Kljucˇne besede: vid, racˇunalniˇski vid, racˇunalniˇstvo, racˇunalnik, slepota,
detekcija objektov, ovire, zvok.

Abstract
Title: Obstacle Detection Using a Computer Vision System for Assisting
Blind People
Author: Grega Dvorsˇak
The diploma thesis consists of a theoretical as well as a practical aspect of
development of a device, which is based on computer vision methods, espe-
cially object detection, and is intended to help blind users by transforming
the results of obstacle detection data into audio data, which is then played
back to the users. The first step is to obtain a sequence of 3D point clouds
from a stereo camera, as the camera allows the recording of depth. Next, the
point cloud data is used as input data for object detection algorithms. It is
imperative for the system to detect the objects of importance to the user,
such as pedestrians, vehicles, curbs, stairs and other obstacles on the user’s
path. The results are transformed into an audio signal, which clearly and
in real-time notifies the user about the distance of approaching objects via
various sounds. The final result enhances the blind user’s experience when
walking in a city environment by playing warning sounds in real-time and
thereby reducing the danger of accidents, such as colliding with and losing
balance over obstacles. The system also gives more contextual information
of the user’s surroundings.
Keywords: vision, computer vision, computer science, computer, blindness,
object detection, obstacles, audio, sound.

Poglavje 1
Uvod
1.1 Motivacija
Vidni podatki, ki jih prejema cˇlovek so eni tistih, ki mu dajejo najvecˇ infor-
macij. Zato mora slep cˇlovek nadomestiti te podatke z drugimi oziroma jih
pridobiti na drugacˇne nacˇine. Za slepe ljudi obstaja veliko pripomocˇkov, ki
jim pomagajo pri tem, od Braillove pisave, spremljevalnih psov in belih palic
dalje. V tem delu smo si za cilj zastavili dodati svoj doprinos k izboljˇsanju
izkusˇenj in splosˇnega zˇivljenja oseb s posebnimi potrebami, sˇe posebej na
podrocˇju samostojne hoje in premikanja.
Osredotocˇili smo se na slepe ljudi in razvili orodje za pomocˇ pri njihovi
zaznavi okolice ter premikanju po kraju, v katerem zˇivijo. S podobnim pro-
blemom se ukvarja tudi mobilna robotika, saj se roboti lahko samostojno
premikajo in uporabljajo tehnologijo za zaznavanje ovir.
Obstajajo razlicˇni nacˇini zaznavanja 3D objektov, v diplomski nalogi pa
smo uporabili stereo kamero, ki snema podatke in lahko generira oblak 3D
tocˇk, s katerim je mozˇno manipulirati in dosecˇi dobre rezultate. Glavna ideja
je razviti sistem, ki zajema sekvence oblakov 3D tocˇk kot vhodne podatke
(Slika 1.1), procesira podatke z algoritmi za detekcijo ovir in pretvori rezul-
tate v zvocˇne signale, ki jih prejema uporabnik. V dokumentu bo predsta-
vljen tako program in uporabljene metode kot tudi njihovo teoreticˇno ozadje.
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Najbolj pomembna bo implementacija pravih algoritmov detekcije, saj so od
tega najbolj odvisni koncˇni rezultati. Sistem bo na koncu vrednoten z vidika
segmentacije, kjer se bo preverjalo, kako dobro so zaznani objekti na nivoju
tocˇk v oblaku ter na nivoju aplikacije, kjer se bo preverjalo, ali uporabnik
dobi pravilne informacije glede na ovire pred njim.
Slika 1.1: Stereo par slik iz posnetka stereo kamere, ki bodo uporabljene za
gradnjo oblaka tocˇk.
1.2 Sorodna dela
Za pomocˇ slepim uporabnikom obstaja veliko sistemov. Primer je sistem
Drishti, ki deluje tako na prostem kot v zaprtih prostorih in uporablja sistem
za natancˇno dolocˇanje pozicije, brezzˇicˇno povezavo in prenosni racˇunalnik z
vmesnikom za glasovno komuniciranje [1]. Na prostem uporablja diferencialni
globalni sistem za pozicioniranje (DGPS), ki usmerja uporabnike cˇim blizˇje
sredini plocˇnikov in z dinamicˇnim usmerjanjem zagotavlja optimalno pot za
uporabnike. Uporabnik lahko zamenja nacˇin na prostem ali v zaprtih prosto-
rih s preprostim glasovnim ukazom. V zaprtih prostorih Drishti uporablja
ultrazvok, uporabnika pa sistem usmerja z govornimi opozorili. Naslednji
primer je sistem, ki uporablja oznake radiofrekvencˇne identifikacije (RFID)
[2]. Vsaka oznaka dobi ob namestitvi podatke prostorskih koordinat in infor-
macije o okolici, v kateri se nahaja. To omogocˇa sistemu, da je lokaliziran ter
da ni potrebno uporabljati centralizirane baze podatkov ali brezzˇicˇne infra-
strukture za komunikacijo. Razvit je bil tudi sistem, ki na podlagi zaporedja
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slik iz kamere razbere oddaljenost videnih predmetov s pomocˇjo direktnega
monokularnega algoritma SLAM in nato izracˇuna najbolj obetavno pot za
uporabnika [3].
Najdemo tudi sisteme, ki za pomocˇ slepim uporabljajo stereo kamero.
Eden taksˇnih je SmartVision [4]. Za podatke o navigaciji uporablja geo-
grafski informacijski sistem (GIS), stereo kamero pa uporablja za detekcijo
ovir in drugih zanimivih tocˇk, kot so prehodi za pesˇce in vhodi v stavbe.
Pri navigaciji uporablja tudi RFID, GPS in brezzˇicˇno internetno povezavo.
Naslednji sistem je Stereo Vision based Electronic Travel Aid (SVETA), ki
nadgradi t. i. ETA - Electric Travel Aids [5]. To so naprave za slepe, ki
jim dajejo podatke senzorjev o okolici, nadgradnja pa je ta, da s pomocˇjo
stereo kamere in zvocˇnega sporocˇila uporabniki dobijo bolj tocˇno in direk-
tno informacijo o razdalji do ovir. SVETA uporablja stereo kamero, stereo
slusˇalke in racˇunalnik. Predlagan je bil tudi sistem Blavigator, ki stereo ka-
mero uporablja za algoritem detekcije ovir, ta pa je implementiran z algoritmi
za optimizacijo slik in dvoslojne slike disparitete [6].
Tudi na samem podrocˇju stereo vida je zelo veliko raziskav [7] [8] [9]
[10]. Glede na sˇtevilo cˇlankov in drugih del vidimo, da je to podrocˇje zelo
dobro pokrito in da se uporabljajo mnoge razlicˇne metode in pristopi pri
implementaciji detekcije ovir in navigacije.
1.3 Prispevki
Diplomsko delo opisuje razvoj in delovanje orodja za pomocˇ slepim pri za-
znavanju ovir med hojo po naselju. Vhodne podatke pridobivamo iz stereo
kamere, ki omogocˇa uposˇtevanje globine in jih uporabimo tudi za sprotno
testiranje razlicˇnih algoritmov. Pomembno je tudi to, da so izhodni zvocˇni
signali jasni in nedvoumni za uporabnika, saj bi sicer lahko prihajalo do
napak ali nesrecˇ. Rezultat je delujocˇ sistem, sestavljen iz stereo kamere,
racˇunalnika in slusˇalk oziroma zvocˇnega izhoda, ki ga slepi lahko uporabljajo
za izboljˇsanje izkusˇnje, ko hodijo po mestnem okolju.
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Sistem zazna ravnino tal in locˇi med visokimi ovirami, kot na primer
pesˇci, vozila, drogovi lucˇi in semaforjev in drugi vecˇji objekti, ter nizkimi
ovirami, kot na primer stopnice, robniki in manjˇse ovire, ob katere bi se
uporabnik lahko spotaknil. Uposˇtevamo tudi prioritete, tako da uporabniku
vedno sporocˇimo najbolj nevarne ovire, ki jih sistem zazna.
1.4 Struktura diplomske naloge
V 2. poglavju je opisano teoreticˇno ozadje o snemanju s stereo kamero ter
predstavljena kamera Stereolabs ZED. V 3. poglavju je opisano teoreticˇno
ozadje, ki ga potrebujemo za segmentacijo vhodnih podatkov. V 4. poglavju
je opisan sistem za zaznavanje ovir v smislu programa, kjer je opisano, kako
smo uporabili teorijo iz prejˇsnjega poglavja. 5. poglavje predstavlja kvanti-
tativne in kvalitativne rezultate sistema. V 6. poglavju sledi sˇe zakljucˇek.
Poglavje 2
Zajem 3D podatkov
Za ucˇinkovito zaznavanje objektov potrebujemo 3D podatke. Poleg stereo
vida lahko uporabimo tudi druge metode za zaznavanje globine oziroma raz-
dalje do objekta, kot so senzorji na infrardecˇo svetlobo, senzorji s kodirano
svetlobo (angl. coded light sensors), senzorji z detekcijo cˇasa potovanja si-
gnala (angl. time of flight sensors - RADAR, SONAR, LIDAR) in druge.
Ker zaznavamo objekte na prostem, lahko nastanejo tezˇave pri oddajanju
svetlobnih signalov, saj je veliko vecˇja mozˇnost sˇumov, na primer zaradi
soncˇne svetlobe. Stereo kamera teh tezˇav nima, ker uporablja pasivno zajete
slike in ne aktivnega oddajanja signalov, zato je najprimernejˇsa za projekt.
V tem poglavju bomo opisali delovanje oziroma glavne principe stereo
vida, nekatere izpeljave pa bodo povzete po [11].
2.1 Zaznavanje globine in triangulacija
V racˇunalniˇskem vidu zaznavanje globine deloma poteka podobno kot pri
cˇlovesˇkem vidu. Zdruzˇimo sliki, ki jih dobimo iz levega in desnega ocˇesa
oziroma leve in desne kamere in uposˇtevamo razliko oziroma dispariteto, kar
nam omogocˇa zaznati globino [11]. Stereo vid torej vkljucˇuje dve nalogi
in sicer zdruzˇevanje leve in desne slike ter 3D rekonstrukcijo. Slednja se v
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principu dobi tako, da vzamemo presecˇiˇscˇe P med premicama, ki potekata
skozi vsako od sovpadajocˇih tocˇk p in p′ na svoji sliki in z njima povezanima
opticˇna centra kamer O in O′ (Slika 2.1). Cˇe imamo dve tocˇki, ki oznacˇujeta
korespondenco na levi in desni sliki, je torej naloga lahka, vendar v splosˇnem
v slikah dobimo vecˇ mozˇnih korespondenc in posledicˇno je vsaka od njih
na levi sliki lahko povezana z vsako na desni sliki. Primer tega so robovi, ki
navadno generirajo vecˇ kandidatov za korespondenco, zato moramo uporabiti
metodo, ki nam da pravilna ujemanja in preprecˇi napake.
Slika 2.1: Primerjava med eno korespondenco, kjer ni dvoumnosti, in bolj
splosˇnim primerom z vecˇimi korespondencami [11].
Pri izracˇunih in razlagi privzamemo, da so vse kamere kalibrirane in vsi
notranji ter zunanji parametri natancˇno dolocˇeni glede na fiksen koordinatni
sistem sveta.
2.2 Stereo kamere in epipolarna omejitev
Za prej omenjeni problem pri vecˇ mozˇnih korespondencah za levo in de-
sno sliko uposˇtevamo omejitev, da sovpadajocˇe tocˇke lezˇijo na epipolarnih
premicah v obeh slikah, kar zmanjˇsa iskanje mnozˇice korespondenc na eno
dimenzijo [11].
Cˇe imamo sliki p in p′ slike P , ki sta posneti z obema kamerama z
opticˇnima centroma O in O′, potem vseh pet tocˇk pripada epipolarni ravnini,
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ki je definirana s sekajocˇima se zˇarkoma OP in O′P (Slika 2.2). Tocˇka p′ lezˇi
na premici l′, kjer se sekata ravnina in slikovna ravnina pi′ desne kamere.
Premica l′ je epipolarna premica, asociirana s tocˇko p, in poteka skozi tocˇko
e′, kjer pi′ seka premico, ki povezuje O in O′, imenovano osnovnica. Tocˇki
e in e′ sta epipola obeh kamer. Epipol e′ je projekcija opticˇnega centra O
leve kamere, opazovanega z desno kamero in obratno. Cˇe sta p in p′ sliki iste
tocˇke, potem mora biti p′ na epipolarni premici, povezani s p. To pravilo
opravlja temeljno vlogo v stereo vidu.
Slika 2.2: Ilustracija epipolne ravnine, kjer je opazovana tocˇka P z dvema
kamerama s centri O in O′ s slikami p in p′ [11].
Epipolarna omejitev nam torej zmanjˇsa iskanje mnozˇice korespondenc
tocˇk na levi in desni sliki, kar je najtezˇji del pri izgradnji umetnega sistema,
cˇe so notranji in zunanji parametri kamer natancˇno dolocˇeni (Slika 2.3). V
nadaljevanju pokazˇemo, da je to omejitev dobro karakterizirati z dvema 3x3
matrikama, in sicer z esencialno in fundamentalno matriko.
2.3 Esencialna in fundamentalna matrika
V tem razdelku uposˇtevamo, da so znani notranji parametri obeh kamer in
da so slikovne koordinatne normalizirane, torej ||p||2 = 1 [11]. Uposˇtevajocˇ
epipolarno omejitev morajo biti vektorji
−→
Op,
−−→
O′p′ in
−−→
OO′ koplanarni. Eden
8 Grega Dvorsˇak
Slika 2.3: Epipolarna omejitev [11].
od njih mora torej lezˇati v ravnini, ki jo razpenjata druga dva vektorja.
−→
Op · [−−→OO′ ×−−→O′p′] = 0.
To enacˇbo lahko zapiˇsemo v koordinatnem sistemu leve kamere.
p · [t× (Rp′)] = 0, (2.1)
kjer p in p′ oznacˇujeta homogene normalizirane vektorje slikovnih koordinat
p in p′, t je vektor translacije
−−→
OO′, ki locˇuje oba koordinatna sistema, R pa
je taka rotacijska matrika, da ima prost vektor s koordinatami w′ v koordi-
natnem sistemu desne kamere koordinate Rw′ v koordinatnem sistemu leve
kamere.
Enacˇbo (2.1) lahko prepiˇsemo v:
pTEp′ = 0, (2.2)
kjer je E = [tx]R, [ax] pa oznacˇuje antisimetricˇno matriko, tako da je [ax]x =
a×x vektorski produkt a in x. Matrika E je esencialna matrika. Njenih devet
koeficientov je definiranih do konstante natancˇno in so lahko parametrizirani
do treh prostostnih stopenj za matriko R in do dveh prostostnih stopenj za
translacijski vektor t.
Enacˇbo (2.2) lahko prepiˇsemo kot p · l = 0, kar kazˇe na to, da tocˇka p
lezˇi na epipolarni premici l. l = Ep′ je enacˇba za koordinatni vektor epi-
Diplomska naloga 9
polarne premice l, povezane s tocˇko p na levi sliki, zaradi simetrije pa do-
bimo tudi enacˇbo l′ = ETp za premico l′ in desno sliko. Esencialne matrike
so singularne, ker je t vzporeden z vektorjem prvega epipola e, tako da je
ET e = −RT [tx]e = 0. Vidimo tudi, da je e′ v jedru matrike E . Kot sta doka-
zala Huang in Faugeras, so esencialne matrike singularne z dvema enakima
nenicˇelnima singularnima vrednostma [12].
Za normalizirane slikovne koordinate velja Longuet-Higginsova relacija
[11]. Lahko zapiˇsemo p = Kpˆ in p′ = K′pˆ′, kjer sta K in K′ kalibracijski ma-
triki obeh kamer. pˆ poudari, da je p normaliziran. Zaradi Longuet-Higginsove
relacije dobimo:
pTFp′ = 0, (2.3)
kjer je F = K−TEK′−1 fundamentalna matrika, ki v splosˇnem ni esencialna
matrika. Ima rang enak dve, lastni vektor F povezan z njegovo nicˇelno lastno
vrednostjo pa je enak e′ (za F ′T e) epipolu. Prav tako l′ = Fp′ oziroma
l = FTp predstavlja epipolarno cˇrto za tocˇko p′ oziroma p v levi ali desni
sliki.
Matriki E in F lahko izracˇunamo iz notranjih in zunanjih parametrov.
Enacˇbi (2.2) in (2.3) prineseta omejitve pri vrednostih za ti matriki ne glede
na 3D pozicijo, kar pomeni, da lahko E in F izracˇunamo samo z dovolj velikim
sˇtevilom korespondenc v obeh slikah [11].
2.4 Stereo rekonstrukcija
Kot prej navedeno, rekonstruiramo tocˇke tako, da iˇscˇemo presecˇiˇscˇe zˇarkov
R = Op in R′ = O′p′ (Slika 2.1). V praksi se R in R′ zaradi napak pri
kalibraciji in lokalizaciji lastnosti nikoli dejansko ne sekata [11] [13]. To lahko
resˇujemo na vecˇ nacˇinov. Eden od njih je, da vzamemo segment premice,
pravokotne na R in R′, ki seka oba zˇarka (Slika 2.4). Sredinska tocˇka P
tega segmenta je najblizˇja zˇarkom in jo vzamemo kot iskano presecˇiˇscˇe za
rekonstrukcijo. Druga mozˇnost je, da se problema lotimo algebraicˇno: s
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projekcijskima matrikamaM inM′ ter sovpadajocˇima tocˇkama p in p′ lahko
prepiˇsemo omejitve Zp =MP in Z ′p′ =MP kot
{ p×MP = 0
p′ ×M′P = 0 ⇐⇒
(
[px]M
[p′x]M′
)
P = 0.
Dobimo sistem sˇtirih linearnih enacˇb v homogenih koordinatah tocˇke P ,
ki ga resˇimo z metodo najmanjˇsih kvadratov. Tak pristop nima ocˇitne ge-
ometricˇne interpretacije in je uporabljen tudi za splosˇen primer, ko imamo
lahko vecˇ kot dve kameri, s tem da za vsako dobimo dve novi omejitvi [11].
Slika 2.4: Triangulacija ob napakah pri kalibraciji in lokalizaciji [11].
3D rekonstrukcija tocˇke povezane s p in p′ je mozˇna tudi kot tocˇka Q, s
slikama q in q′, ki minimizira d2(p, q) + d2(p′, q′) (Slika 2.4). V tem primeru
moramo za rekonstruirano tocˇko uporabiti nelinearne tehnike najmanjˇsih
kvadratov [11]. Izracˇun se uporabi za zacˇetek procesa optimizacije. Tudi
ta pristop velja za dve ali vecˇ kamer. Mozˇni so sˇe drugi pristopi [13].
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2.5 Rektifikacija slik
Izracˇuni, povezani z algoritmi stereo vida, se pogosto poenostavijo, cˇe so
slike zamenjane z ekvivalentnimi slikami, ki imajo skupno slikovno ravnino
p¯i = p¯i′, vzporedno z osnovnico, ki povezuje opticˇna centra O in O′ (Slika 2.5)
[11]. Proces rektifikacije se zacˇne s projekcijo prvotnih slik na novo slikovno
ravnino. Nove epipolarne premice l in l′ postanejo premice novih slik, ki
so vzporedne z osnovnico. Pri izbiri rektificirane slikovne ravnine obstajata
dve prostostni stopnji, in sicer razdalja med ravnino in osnovnico ter smer
normale ravnine pravokotne z osnovnico. Pri prvi lahko vidimo, da je ne-
pomembna, saj vpliva le na velikost rektificiranih slik, ki se lahko popravlja
z inverznim procesom. Za drugo prostostno stopnjo navadno vzamemo rav-
nino, vzporedno s premico, kjer se sekata prvotni slikovni ravnini, in nato
minimiziramo motnje pri reprojekciji.
Slika 2.5: Rektifikacija stereo para: slikovni ravnini pi in pi′ sta preslikani na
skupno ravnino p¯i = p¯i′, vzporedno z osnovnico. Epipolarni premici l in l′,
povezani s tocˇkama p in p′ v slikah, se preslikata na skupno linijo l¯ = l¯′, ki je
tudi vzporedna z osnovnico in poteka skozi reprojecirani tocˇki p¯ in p¯′. [11]
Pri rektifikaciji slik dobi dispariteta konkreten pomen [11]. Za tocˇke p in p′
na isti premici leve in desne slike s koordinatami (x, y) in (x′, y) je dispariteta
enaka d = x′ − x. Na tem mestu privzamemo, da so slikovne koordinate
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normalizirane. To pomeni, da je za razdaljo med opticˇnimi centri B, v tem
primeru osnovnico, globina tocˇke P v normaliziranem koordinatnem sistemu
leve kamere Z = −B/d. Vektor tocˇke P za levo kamero je P = −(B/d)p,
kjer je p = (x, y, 1)T vektor normaliziranih slikovnih koordinat tocˇke p. Na
tak nacˇin dobimo sˇe eno metodo rekonstrukcije za rektificirane stereo pare.
2.6 Algoritmi za vzpostavljanje korespondenc
pri stereo slikah
Korespondence lahko dobimo na dva nacˇina, in sicer lahko uporabimo me-
tode, ki uposˇtevajo samo lokalne informacije, kot na primer podobnost v
svetlosti v okolici kandidatov za ujemanje, ali pa uposˇtevamo sˇe globalne
pristope, ki formulirajo problem stereo fuzije kot minimizacijo energijske
funkcije [11]. Za prvi nacˇin uporabimo korelacijo, ki najde korespondence
na nivoju slikovnih tocˇk s primerjanjem intenzitete v okolici potencialne ko-
respondence [14] [15]. V nekaterih situacijah je za primerjanje svetlosti bolje
uporabiti druge funkcije, kot na primer vsoto absolutne razlike [16]. Problem
pri metodah s korelacijo nastane, ker te metode implicitno privzamejo, da
je opazovana povrsˇina vzporedna z obema slikovnima ravninama, saj je to,
kako blizu vidimo posˇevno povrsˇino zaradi vidnega kota, odvisno od pozi-
cije kamer, ki povrsˇino opazujeta (Slika 2.6) [11]. Resˇitve za ta problem so
algoritmi z dvojnim obhodom, kjer se kompenzira za to lastnost [17].
Nagnjene povrsˇine so problematicˇne za korelacijske korespondence. Druga
resˇitev je, da najdemo korespondence s fizicˇno izstopajocˇimi lastnostmi, kot
so robovi namesto intenzitete slikovnih tocˇk [18] [19]. Te ugotovitve so im-
plementirane tudi v algoritmih [20].
Kot prej omenjeno, lahko uposˇtevamo sˇe globalne pristope, ki formuli-
rajo problem stereo fuzije kot minimizacijo energijske funkcije. Uporabljamo
omejitve urejenosti ali omejitve ostrine oziroma glajenja med sosednjimi sli-
kovnimi tocˇkami [11]. Omejitev urejenosti [21] [22] sicer ni zadovoljiva, ko
delamo z nekaterimi prekrivanji ali prozornimi objekti, kljub temu pa je
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Slika 2.6: Percepcija blizˇine posˇevne povrsˇine ni enaka za levo in desno ka-
mero: l/L 6= l′/L [11].
omejitev utemeljena in ucˇinkovito uporabljena v algoritmih z dinamicˇnim
programiranjem [11].
Konkretno moramo povezati intervale znacˇilnih tocˇk na povezanih epi-
polarnih premicah po obeh profilih intenzitete (Slika 2.7 levo). V skladu z
omejitvijo razvrsˇcˇanja mora biti vrstni red znacˇilnih tocˇk enak, cˇeprav bodo
nekateri intervali zreducirani na eno samo tocˇko zaradi morebitnega prekri-
vanja ali sˇuma.
Tako dobimo problem kot optimizacijo poti v grafu z voziˇscˇi parov znacˇilnih
tocˇk leve in desne slike in povezavami, ki predstavljajo ujemanja med levimi
in desnimi profili intenzitete, povezanimi s svojimi vozliˇscˇi (Slika 2.7 desno).
Cena povezav pomeni razliko med povezanima intervaloma, na primer razlika
kvadratov povprecˇnih vrednosti intenzitete. Problem je resˇljiv z dinamicˇnim
programiranjem [21] [22] [11].
Za omejitev razvrsˇcˇanja torej uporabljamo dinamicˇno programiranje, ki
je kombinatoricˇni optimizacijski algoritem za minimizacijo funkcije napake
pri diskretnih vrednostih.
Druga mozˇnost je minimizacija energijske funkcije, definirane z grafi, kjer
se uporablja omejitve glajenja [11]. Vzamemo rektificirani stereo sliki in de-
finiramo graf G = (V , E), ki ima n vozliˇscˇ predstavljenih s slikovnimi tocˇkami
prve slike, povezave pa povezujejo sosednje tocˇke na slikovni mrezˇi. Pri
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Slika 2.7: Dinamicˇno programiranje z omejitvijo razvrsˇcˇanja za vzpostavlja-
nje korespondenc [11].
dovoljenemu razponu disparitete D = {−K, ...,K} ⊂ Z, lahko definiramo
energijsko funkcijo E : Dn → R kot
E(d) =
∑
p∈V
Up(dp) +
∑
(p,q)∈E
Bpq(dp, dq), (2.4)
kjer d predstavlja vektor celosˇtevilskih disparitet dp, povezanih s slikovnimi
tocˇkami p, Up(dp) dolocˇa razliko med slikovno tocˇko p v levi in slikovno tocˇko
p+ dp v desni sliki ter Bpq(dp, dq) dolocˇa razliko med izrazoma p→ p+ dp in
q → q + dq. Prvi belezˇi podobnost med p in p+ dp, na primer z vsoto razlik
kvadratov v okolici p, drugi pa regularizira optimizacijski proces, s tem da
zagotavlja, da je funkcija disparitet dovolj gladka [11]. S tem modelom lahko
uporabimo minimizacijo E(d) za stereo fuzijo.
2.7 Kamera Stereolabs ZED
V diplomskem delu uporabimo kamero modela ZED podjetja Stereolabs
(Slika 2.8) [23], ki nam omogocˇa zaznavanje globine, pozicijsko sledenje in
3D mapiranje. Njene specifikacije so nasˇtete v tabeli 2.1.
Za programiranje nam ZED nudi paket za razvijalce in aplikacijski pro-
gramski vmesnik, s katerim lahko posnetke ali pa v zˇivo zajete oblake tocˇk
predvajamo in manipuliramo programsko (Slika 2.9). V programu med dru-
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locˇljivosti (video in globina) WVGA, HD 720p, HD 1080p, 2.2K
hitrost (za locˇljivosti) 100 FPS, 60 FPS, 30 FPS, 15 FPS
razdalja 0,5 do 20 m
dolzˇina osnovnice 120 mm
kamere sˇirokokotne steklene z zmanjˇsano distorzijo
podpora operacijskih sistemov Linux, Windows
podpora zunanjih ogrodij ROS, Unity, Unreal Engine, OpenCV,
Matlab
Tabela 2.1: Tabela specifikacij kamere Stereolabs ZED [23].
gim nastavimo locˇljivost, orientacijo koordinatnega sistema za slikovne tocˇke
v videu, enote koordinat, vrsto oblaka tocˇk, ki ga uporabljamo, levo ali de-
sno kamero, cˇe uporabljamo samo eno od njih, in nastavitev nacˇina zajema
globine, ki omogocˇa vecˇ ravni kvalitete, saj ta pogojuje kolicˇino procesiranja.
Te parametre nastavimo z aplikacijskim programskim vmesnikom.
V diplomskem delu smo nastavili resolucijo na HD 720p, enote za koor-
dinate so metri, koordinatni sistem je orientiran tako, da koordinata x kazˇe
desno, y gor, z pa v globino oblaka tocˇk. Za nastavitev globine smo nastavili
DEPTH MODE QUALITY, ki nam da dober kompromis med kvaliteto in
hitrostjo procesiranja. Pri tem je bilo pomembno, da smo imeli zagotovljeno
dovolj natancˇno zaznavanje koordinate z, saj bi sicer nastali problemi pri za-
znavanju ravnine, ki je lahko toliko oddaljena, da pride do napak v izracˇunu.
Nasˇa nastavitev ta problem resˇi. Oblak tocˇk smo nastavili na tip XYZRGB,
ki nam da poleg treh koordinat sˇe komponento RGB vsake tocˇke. Vse ostale
parametre smo imeli nastavljene samodejno. Primer oblaka tocˇk iz vecˇih
zornih kotov vidimo na sliki 2.9.
Uporabljali smo knjizˇnico PCL [24] za zaznavanje in manipuliranje oblaka
tocˇk in OpenCV [25] za primerjanje detekcij in temeljne resnice (ground
truth), ko smo vrednotili sistem z vidika segmentacije.
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Slika 2.8: Stereolabs ZED [23] na levi samostojno, na desni pa namesˇcˇena na
predel pasu, kot jo uporabljamo v diplomskem delu.
Slika 2.9: Zajeta oblaka tocˇk, prikazana iz vecˇih zornih kotov
Poglavje 3
Segmentacija 3D podatkov
3.1 Oblak tocˇk
Predstavitev tridimenzionalnega prostora je bila v racˇunalniˇskem vidu po-
gosto narejena s triangularnimi mrezˇami [26]. Dobimo jih z matematicˇnimi
opisi ali z aproksimacijo mnozˇice neorganiziranih tocˇk v smislu rekonstrukcije
scene. Zaradi potreb na razlicˇnih podrocˇjih, kjer se uporablja racˇunalniˇski
vid pri procesiranju, so se razvile metode, ki producirajo velike mnozˇice tocˇk
na povrsˇinah 3D objektov v prostoru. Tako mnozˇico, ki predstavlja meje
objektov, imenujemo oblak tocˇk [26].
V devetdesetih letih dvajsetega stoletja so bili na podrocˇju rekonstrukcije
3D povrsˇine uporabljeni pristopi, ki iz oblaka tocˇk generirajo triangularne
mrezˇe. Algoritmi so temeljili na prostorski delitvi [27], funkcijah razdalje
[28], t. i. warping-u [27] in inkrementalnem povecˇanju povrsˇin [29] ter dru-
gih pristopih. Za triangularne mrezˇe so bili razviti operatorji glajenja in
multiresolucijske metode, ki se uporabljajo tudi pri oblakih tocˇk [26]. Pred-
stavljena je bila tudi predstavitev z orientiranimi delci [30]. To so bili oblaki
tocˇk, kjer je imela vsaka tocˇka svojo orientacijo, ki kje primerljiva s smerjo
normale na opazovani povrsˇini, za locˇevanje posameznih objektov pa so se
uporabile potencialne energije.
V diplomski nalogi uporabljamo oblak tocˇk za detekcijo ovir, ki jih zazna
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stereo kamera, ker z njim lahko delamo vse potrebno za uspesˇno implemen-
tacijo programa. Omogocˇa nam tudi uporabo knjizˇnice Point Cloud Library
[24], s katero dobimo vse potrebno za zaznavanje ovir.
3.2 Algoritem RANSAC
Eden najpomembnejˇsih korakov v diplomski nalogi je detekcija ravnine tal.
Pri tem moramo v oblaku tocˇk segmentirati prevladujocˇo ravnino. Upora-
bimo algoritem RANSAC, oziroma Random Sample Consensus [31].
RANSAC uporabljamo za prileganje prej dolocˇenih modelov eksperimen-
talnim podatkom, kar je pogosta naloga pri analizi racˇunalniˇskega vida in de-
tekciji oblik na slikah ali v videih. Je metoda za resˇevanje problema dolocˇanja
lokacije ali t. i. Location Determination Problem (LDP) [31]. Analiza scene
je pogosto povezana z interpretacijo zaznanih podatkov v smislu mnozˇice prej
dolocˇenih modelov, ki vkljucˇuje dve aktivnosti. Prva je klasifikacija podatkov
v pravilen model, druga pa izracˇun najtocˇnejˇsih vrednosti za proste parame-
tre tega modela. Aktivnosti nista vedno neodvisni, saj je pogosto najprej
treba resˇiti estimacijski problem, da dobimo pravilno klasificiran model.
Klasicˇne metode za ocenjevanje parametrov, kot na primer metoda naj-
manjˇsih kvadratov, optimizirajo vse dobljene podatke v skladu z zˇeljenim
modelom, saj nimajo internega mehanizma za dolocˇanje napacˇnih podat-
kov in privzamejo, da bo vedno dovolj pravih podatkov, da se bodo napake
zgladile (domneva glajenja). Ta domneva v mnogih primerih ne velja, zato
so bile predlagane nekatere hevristike [31]. RANSAC lahko pravilno zgladi
tudi podatke s precejˇsnim delezˇem napak in je posebej uporaben za analizo
scene, ker lokalni detektorji znacˇilnih tocˇk, ki so vir podatkov za interpreta-
cijo, poleg merskih, za katere velja domneva glajenja, pogosto naredijo tudi
klasifikacijske napake.
RANSAC deluje tako, da vzame minimalno sˇtevilo tocˇk, ki so potrebne za
izracˇun modela, potem pa izracˇuna resˇitve v zaprtem sistemu (namesto, da bi
resˇeval problem iterativno, kar zahteva dobro zacˇetno tocˇko za zagotavljanje
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konvergence). Rezultati dajo dobro osnovo za resˇevanje LDP problema tudi
pri slabih razmerah, kot je na primer slaba vidljivost. Postopek je nasproten
od ostalih metod, ker namesto, da vzamemo cˇim vecˇ vhodnih podatkov za
zacˇetno resˇitev in potem odstranimo neveljavne tocˇke, vzamemo najmanjˇso
mozˇno mnozˇico podatkov.
Za primer krozˇnice bi potrebovali tri tocˇke, izracˇunali srediˇscˇe in radij ter
presˇteli sˇtevilo tocˇk, ki so dovolj blizu modela. Cˇe jih je dovolj, uporabimo
metodo najmanjˇsih kvadratov za natancˇnejˇsi rezultat parametrov krozˇnice
na mnozˇici identificiranih tocˇk.
Postopek za RANSAC formalno definiramo v naslednjih korakih [31]:
• Za model, ki potrebuje minimalno n tocˇk za proste parametre in mnozˇico
tocˇk P , kjer je sˇtevilo tocˇk v P vecˇje od n, nakljucˇno izberemo pod-
mnozˇico S1 mnozˇice P , ki ima n tocˇk in izracˇunamo instanco modela.
Za izracˇunan model M1 definiramo podmnozˇico S
∗
1 tocˇk v P , ki so zno-
traj tolerance napake M1. Mnozˇico S
∗
1 imenujemo konsenzna mnozˇica
(consensus set) mnozˇice S1.
• Cˇe je S∗1 vecˇja od mejne vrednosti t, ki je funkcija ocene sˇtevila napacˇnih
tocˇk v P , uporabimo S∗1 za izracˇun novega modela M
∗
1 , na primer z
metodo najmanjˇsih kvadratov.
• Cˇe je S∗1 manjˇsa od t, nakljucˇno izberemo novo podmnozˇico S2 in pono-
vimo zgornji proces. Cˇe po prej definiranemu sˇtevilu poskusov ne pri-
demo do mnozˇice, ki presega t elementov, lahko resˇimo model z najvecˇjo
konsenzno mnozˇico ali pa koncˇamo iskanje in ne dobimo resˇitve.
Mozˇni sta dve izboljˇsavi. Cˇe je za tocˇke modela dana problemska logika,
lahko izberemo deterministicˇne tocˇke namesto nakljucˇnih ter, ko najdemo
ustrezne konsenzne mnozˇice S∗ in model M∗, lahko dodamo tocˇke iz P , ki so
konsistentne s S∗ in z M∗, ter izracˇunamo model na vecˇji mnozˇici. Algoritem
RANSAC vsebuje tri parametre, ki jih specificiramo. To so: toleranca napake
za dolocˇanje, cˇe je tocˇka kompatibilna z modelom, sˇtevilo mozˇnih poskusov
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za formiranje mnozˇic in mejna vrednost t, ki oznacˇuje sˇtevilo kompatibilnih
tocˇk kot mejo za najden model [31].
Za algoritem RANSAC obstaja vecˇ razlicˇic, ki uporabljajo razlicˇne me-
tode pri dolocˇanju parametrov in klasificiranju. V diplomski nalogi smo
pri vrednotenju (Poglavje 5) uporabili osnovni RANSAC, PROSAC [32] in
MSAC [33].
Eden od problemov osnovnega algoritma RANSAC je, da je robustna
ocena lahko zelo slaba, cˇe postavimo mejo t previsoko. RANSAC v principu
poskusˇa najti minimum funkcije definirane kot
C =
∑
i
p(e2i ), (3.1)
kjer je p()
p(e2) =
0 e2 < t2konstanta e2 ≥ t2. (3.2)
Z drugimi besedami, tocˇke, ki ustrezajo modelu, ne prispevajo nicˇesar, ostale
pa dajo konstantno kazen. Zato vecˇji kot je t2, vecˇ resˇitev z enakim C dobimo,
kar prispeva k slabi oceni modela, saj bi pri dovolj velikem t imele vse resˇitve
enak C. Zato raje minimiziramo novo funkcijo
C2 =
∑
i
p2(e
2
i ), (3.3)
kjer je p2
p2(e
2) =
e2 e2 < t2t2 e2 ≥ t2. (3.4)
To je t. i. M-estimator. Lahko vidimo, da neustrezne tocˇke sˇe vedno dobijo
konstantno kazen, ustrezne pa so zdaj ocenjene v skladu s tem, kako dobro
se prilegajo podatkom. Ta metoda se imenuje MSAC, oziroma M-estimator
sample consensus [33].
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PROSAC ali Progressive Sample Consensus za razliko od algoritma RAN-
SAC, ki jemlje nakljucˇne vzorce uniformno iz celotne mnozˇice ter vse ko-
respondence tretira enako, dobiva vzorce iz vedno vecˇjih mnozˇic najviˇsje
uvrsˇcˇenih korespondenc glede na mero podobnosti. Cˇe privzamemo, da ta
mera zagotovi boljˇse rezultate kot nakljucˇen izbor, lahko ugotovimo, da PRO-
SAC prinasˇa veliko manj procesiranja in racˇunanja [32].
Algoritme RANSAC, MSAC in PROSAC smo uporabili v diplomski na-
logi, ko smo z njimi segmentirali prevladujocˇo ravnino v oblaku tocˇk in od-
stopanja od te ravnine, dobljena z enakimi algoritmi, ki smo jim spremenili
parametre (Poglavje 4.2). Nasˇtete algoritme smo primerjali med seboj pri
vrednotenju rezultatov (Poglavje 5.1).
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Poglavje 4
Sistem za zaznavanje ovir
V tem poglavju si bomo pogledali sistem za detekcijo ovir, ki je glavni re-
zultat diplomske naloge. Najprej bo opisana postavitev sistema, potem bo
razlozˇeno zaznavanje ovir, sledi obrazlozˇitev postavljanja prioritet, na koncu
pa sˇe razlaga razlicˇnih zvocˇnih signalov, ki so informacija za uporabnika.
4.1 Postavitev sistema
Razvili smo sistem za pomocˇ slepim uporabnikom, ki s stereo kamero zaznava
ovire pred uporabnikom in jim sporocˇa informacije z razlicˇnimi zvocˇnimi
piski. Sistem zaznava in klasificira ovire glede na oddaljenost in razlikuje
nizke ovire, torej stopnice ali robnike ter visoke ovire, ki zajemajo vse ostalo,
na primer pesˇce, vozila ali drogove cestnih lucˇi in semaforjev. Sistem s stereo
kamero ZED podjetja Stereolabs [23] opazuje prostor pred uporabnikom v
realnem cˇasu in z oblakom tocˇk klasificira morebitne ovire. Ko sistem zazna
oviro, v realnem cˇasu predvaja ustrezen pisk, ki uporabniku pove, ali ima
pred seboj visoko ali nizko oviro in kako dalecˇ je ovira. Kamero si uporabnik
namesti v predel pasu in za procesiranje uporablja prenosni racˇunalnik, ki ga
ima lahko v nahrbtniku, poskrbeti pa mora, da se iz racˇunalnika sliˇsi zvok,
v ta namen pa lahko uporabi slusˇalke. Kamera naj bo nagnjena tako, da
posname ravnino tal in ovire na njej (Slika 4.1).
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Slika 4.1: Preprosta skica, ki prikazuje na katerih razdaljah sistem zaznava
ovire. Kamera je nagnjena tako, da posname ravnino in ovire na njej. Snema
razdaljo od 0,5 do 5 metrov od uporabnika, ovire pa so zaznane najvecˇ 3 metre
stran.
4.2 Zaznavanje ovir
V programu uporabljamo 3D oblak tocˇk, ki ima podatke za koordinate tocˇk x,
y in z in tudi RGB komponente, kar nam omogocˇa, da vidimo in spreminjamo
barve slikovnih tocˇk na sliki in tako vizualiziramo ovire na sliki, kar nam
olajˇsa proces razvoja sistema. Slika 4.2 prikazuje shemo mozˇnih zaznanih
obmocˇji za vsako tocˇko, slika 4.3 pa prikazuje diagram logike zaznavanja
ovir. V tabeli 4.1 so navedene razdalje po koordinatah x in z.
Kot je prikazano na sliki diagrama 4.3, v programu najprej uporabimo
algoritem RANSAC (Poglavje 3.2) z modelom ravnine, da identificiramo
najvecˇjo ravnino, kar nam da ravnino tal (obmocˇje A). Za visoke ovire vza-
memo odstopanja od ravnine tal. Ovire razdelimo na tri obmocˇja glede na
koordinato z in sicer na obmocˇja C, D in E, kjer je C najblizˇje uporabniku
in se zato nevarnost zmanjˇsuje po abecednem vrstnem redu. Razdalja teh
obmocˇji je enaka en meter. Zaradi lazˇje predstave za uporabnika potem raz-
delimo koordinato x, tako da locˇimo ovire, ki so v sredinskem pasu slike, torej
neposredno pred uporabnikom, in so zato bolj nevarne, ter tiste na robnih
obmocˇjih (v shemi locˇene od drugih z znakom *). Ostale tocˇke predstavljajo
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Slika 4.2: Shema mozˇnih obmocˇji za vsako tocˇko v oblaku. A: ravnina, B1:
blizˇnje nizke ovire, B2: bolj oddaljene nizke ovire, C: blizˇnje visoke ovire
pred uporabnikom, C*: blizˇnje visoke ovire na robnem obmocˇju, D: srednje
oddaljene visoke ovire pred uporabnikom, D*: srednje oddaljene visoke ovire
na robnem obmocˇju, E: najdlje oddaljene visoke ovire pred uporabnikom, E*:
najdlje oddaljene visoke ovire na robnem obmocˇju, F: nenevarno obmocˇje.
prostor, ki je od uporabnika dovolj oddaljen, da ne predstavlja nevarnosti.
Za nizke ovire uporabimo prej zaznano ravnino tal. Na tocˇkah te ravnine
ponovno detektiramo drugo ravnino z enakim algoritmom, le da mu spreme-
nimo parametre in tako ponovno zaznamo ravnino, odstopanja na njej pa
predstavljajo nizke ovire (obmocˇje B1 in B2). Nizke ovire razdelimo na dve
obmocˇji glede na koordinato z. Zaznavamo jih samo neposredno pred upo-
rabnikom, saj na drugih obmocˇjih nizke ovire niso nevarne za uporabnika. V
primeru, da vidimo stopnico ali robnik, ki je dovolj izrazit, je teh odstopanj
vecˇ.
Ker se odstopanja in ovire kazˇejo v obliki tocˇk v oblaku, uporabimo sˇtevilo
tocˇk, ki predstavljajo ta odstopanja oziroma ovire in jih primerjamo s kon-
stantno mejno vrednostjo, ki dolocˇa sˇtevilo tocˇk, ki mora biti presezˇeno, da
program to obmocˇje registrira kot nizko ali visoko oviro. Nizke ovire imajo
vecˇjo mejno vrednost, ker je zaradi ponovne uporabe algoritma RANSAC
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Slika 4.3: Diagram, ki prikazuje procesiranje od prvotnega oblaka tocˇk do
odlocˇitve za vrsto ovire za vse tocˇke v oblaku
vecˇ mozˇnosti, da bi sistem zaznal nizko oviro, ki to v resnici ni, kot je takih
mozˇnosti za visoke ovire.
4.3 Prioritete ovir
Zaznano sliko lahko razdelimo, kot prikazuje shema na sliki 4.2, torej tako, da
je vsaka slikovna tocˇka bodisi ravnina, bodisi visoka ovira, bodisi nizka ovira,
ali pa je v nenevarnem obmocˇju. Tocˇna razdelitev po razdaljah koordinate
x in z ter razdelitev prioritet, v primeru, da zaznamo vecˇ vrst ovir hkrati, je
opisana v tabeli 4.1. Ostanejo sˇe slikovne tocˇke, ki so nastale zaradi sˇuma
in napak pri meritvi tocˇk s kamero. Prioritete so dolocˇene tako, da imajo
najbolj nevarna obmocˇja najviˇsjo prioriteto. Najnevarnejˇse je obmocˇje C, ki
je uporabniku najblizˇje in direktno pred njim, poleg tega pa so ovire visoke.
Sledi obmocˇje B1, ki je prav tako najbizˇje in pred uporabnikom, le ovire so
nizke, torej je nevarnost nekoliko manjˇsa. Potem sledi obmocˇje C*, ki je upo-
rabniku najblizˇje, vendar na robu. Podobna logika velja tudi v nadaljevanju,
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obmocˇje vrsta ovire koordinata x koordinata z prioriteta
A nenevarno ni omejitve od 0 do 3 metre 10
B1 nizka od 0 do 1 meter od 0 do 1 meter 2
od srediˇscˇa
B2 nizka od 0 do 1 meter od 1 do 2 metra 5
od srediˇscˇa
C visoka od 0 do 0,8 metra od 0 do 1 meter 1
od srediˇscˇa
C* visoka od 0,8 metra od 0 do 1 meter 3
od srediˇscˇa
D visoka od 0 do 0,8 metra od 1 do 2 metra 4
od srediˇscˇa
D* visoka od 0,8 metra od 1 do 2 metra 6
od srediˇscˇa
E visoka od 0 do 0,8 metra od 2 do 3 metre 7
od srediˇscˇa
E* visoka od 0,8 metra od 2 do 3 metre 8
od srediˇscˇa
F nenevarno ni omejitve od 3h metrov 9
Tabela 4.1: Tabela omejitev razdalj po koordinatah x in z ter prioritete za
vsako obmocˇje, kjer je 1 najviˇsja prioriteta. Srediˇscˇe pomeni koordinatno
izhodiˇscˇe oblaka 3D tocˇk.
s tem da se nevarnost manjˇsa s povecˇanjem razdalje v koordinati z. Nizke
ovire so samo v dveh obmocˇjih glede na koordinato z. Na koncu ostaneta
obmocˇji A in F, ki nista nevarni. Obmocˇje F ima viˇsjo prioriteto kot A, ker
je mozˇno, da so na njem ovire, ki bodo kasneje zaznane, na obmocˇju A pa
ne bo ovir.
Slika 4.4 prikazuje vsak korak dolocˇanja ovir z vizualiziranimi oblaki tocˇk.
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4.4 Sporocˇanje zvocˇnih signalov uporabniku
Glede na razdelitev slike na ravnino, ovire in ostale slikovne tocˇke lahko
z uposˇtevanjem prioritete implementiramo razlicˇne piske, da je uporabniku
jasno, ali je pred njim visoka ali nizka ovira in kje na sliki je bila zaznana.
To je prikazano v tabeli 4.2. Glede na to, da sama ravnina tal in tocˇke, ki
so na koordinati z oddaljene vecˇ kot 3 metre od uporabnika, niso nevarne,
za njih ne implementiramo piska. Imamo dve koordinati, ki vplivata na
zaznavanje ovir, istocˇasno pa locˇimo med visokimi in nizkimi ovirami, zato
piske spreminjamo na tri nacˇine. Pri koordinati x se spreminja dolzˇina piska.
Cˇe je ovira v sredinskem pasu, je pisk daljˇsi od tistega na robnih obmocˇjih
slike. Pri koordinati z se spremeni viˇsina oziroma ton piska. Blizˇje kot je
zaznana ovira, viˇsji ton ima pisk. Za nizke ovire velja podobno, le da imamo
samo eno dolzˇino piska in dve mozˇnosti na koordinati z. Prav tako se za
blizˇjo oviro predvaja viˇsji ton, med visokimi in nizkimi ovirami pa je razlika
ta, da imajo nizke ovire pisk, ki je izrazito nizˇjega tona in se sliˇsi precej
drugacˇe od piskov za visoke ovire. Pomembno je uposˇtevati prioritete, kot
so napisane v prejˇsnjem razdelku (Poglavje 4.3), saj se lahko predvaja le en
pisk hkrati, zaznati pa je mozˇno vecˇ vrst ovir naenkrat.
Na sliki 4.5 je prikazanih sˇe nekaj primerov vizualiziranih oblakov tocˇk,
na sliki 4.6 pa je prikazano zaporedje vsakih nekaj oblakov tocˇk v cˇasovnem
sosledju, da bi demonstrirali delovanje programa. Ker se na sliki uporabnik
vedno bolj priblizˇuje drogu, sistem najprej piska z nizkim, potem s srednjim
in nazadnje z visokim tonom, kar poudari priblizˇevanje uporabnika oviri in
mu pomaga, da se lahko odzove na to.
Po implementaciji sistema je pomembno vedeti, kako dobro deluje. Vre-
dnotenje sistema sledi v naslednjem poglavju.
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obmocˇje viˇsina tona dolzˇina
A ni piska ni piska
B1 izrazito nizek, viˇsji daljˇsa
B2 izrazito nizek, nizˇji daljˇsa
C visok daljˇsa
C* visok krajˇsa
D srednje visok daljˇsa
D* srednje visok krajˇsa
E nizek daljˇsa
E* nizek krajˇsa
F ni piska ni piska
Tabela 4.2: Tabela piskov glede na obmocˇja tocˇk.
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Slika 4.4: Dolocˇanje ovir korak za korakom. Vsi primeri imajo na levi vizua-
liziran oblak tocˇk samo z barvami obmocˇji, na desni pa so prikazani celotni
zajeti oblaki tocˇk skupaj z obarvanimi obmocˇji. Barve so enake kot na sliki
4.2. Primer a) prikazuje ravnino, b) ravnino in nizke ovire, c) visoke ovire
in d) vsa obmocˇja. Vsi primeri imajo tudi sivo obarvano obmocˇje F, ker so
omejeni na 3 metre glede na koordinato z.
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Slika 4.5: Primeri detekcije ovir.
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Slika 4.6: Primer zaporedja oblakov tocˇk.
Poglavje 5
Eksperimentalni rezultati
V tem poglavju so predstavljeni rezultati, ki jih dobimo po implementaciji
sistema, opisanega v prejˇsnjem poglavju. Najprej analiziramo sistem z vidika
segmentacije, kako tocˇno so zaznane ovire in ravnina v oblaku tocˇk, nato pa
preverimo delovanje sistema, cˇe predvaja pravilne piske v razlicˇnih situacijah.
V obeh primerih uporabimo izrezke iz enakih posnetih zaporedji oblakov tocˇk,
kot smo jih prej uporabili za testiranje in popravljanje sistema, s tem da za
testiranje in preverjanje ne uporabimo istih izrezkov. Ti izrezki so posamezne
slike iz videa, ki se lahko ocenjujejo.
5.1 Segmentacija
Da bi ocenili segmentacijo, za testno mnozˇico vzamemo 20 zajetih oblakov
tocˇk. Najprej na vhodnih slikah anotiramo 4 regije (Slika 5.1 a) ). To so
visoke ovire, nizke ovire, ravnina in tocˇke oddaljene vecˇ kot tri metre. To-
krat visokih in nizkih ovir ne locˇimo na vecˇ kategorij. Razdaljo koordinate
z ugotovimo tako, da uporabimo obarvane oblake tocˇk istega trenutka (Slika
5.1 b) ). Potem z enakimi barvami kot pri anotacijah vizualiziramo tocˇke v
oblaku (Slika 5.1 c) ). Pri tem za segmentacijo ravnine in nizkih ovir upora-
bimo tri razlicˇice algoritma RANSAC in sicer RANSAC, MSAC in PROSAC
(Poglavje 3.2). Za ocenjevanje primerjamo vsako slikovno tocˇko anotacije z
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istolezˇno slikovno tocˇko na sliki vizualiziranega oblaka tocˇk in dobimo ma-
triko zamenjav. Primerjave treh razlicˇic algoritma RANSAC vidimo na sliki
5.2.
Slika 5.1: Proces vrednotenja segmentacije. Najprej za vrstico a) anotiramo
slike s sˇtirimi barvami, kjer je modra ravnina, rdecˇa so visoke, oranzˇna nizke
ovire, siva pa je obmocˇje dlje od treh metrov. Da bi vedeli, kako dalecˇ so
obmocˇja glede na koordinato z, uporabimo slike v vrstici b), kjer smo v
oblaku tocˇk z barvami oznacˇili pasove razdalj. Za vrednotenje uporabimo
vrstico c), kjer smo oblake tocˇk obarvali tako kot svoje anotacije.
V matrikah zamenjav ni nasˇtetih slikovnih tocˇk, ki so v oblaku cˇrne,
torej niso definirane zaradi napak meritev, ali slikovnih tocˇk, ki so pri ano-
tacijah dobile druge vrednosti zaradi morebitnih napak pri barvanju anota-
cij. Cˇe teh tocˇk ne uposˇtevamo, ima RANSAC klasifikacijsko tocˇnost enako
93, 95%, oziroma 89, 14%, cˇe te tocˇke sˇtejemo kot napake. MSAC ima 93, 80,
oziroma 88, 99 odstotno tocˇnost, PROSAC pa 93, 82, oziroma 89, 03 odstotno
tocˇnost. Iz tega lahko vidimo, da so na dvajsetih testiranih slikah vsi trije
algoritmi delovali zelo podobno uspesˇno. Segmentacija torej znasˇa priblizˇno
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Slika 5.2: primerjava detekcij algoritmov a) MSAC, b) PROSAC in c) RAN-
SAC za ocenjevanje segmentacije oblakov tocˇk. Lahko opazimo, da so si zelo
podobni. Desne slike prikazujejo slab primer segmentacije, saj se v tem pri-
meru stopnice segmentirajo kot ravnina, v resnici pa bi morale biti visoka
ovira.
90% tocˇnosti.
Lahko ugotovimo, da so algoritmi RANSAC, PROSAC in MSAC delovali
z zelo podobno uspesˇnostjo. Najvecˇ napak je bilo pri nizkih ovirah, saj je
sistem narejen tako, da iˇscˇe odstopanja od ravnine, ki velikokrat niso do-
volj velika z vidika segmentacije. Kljub temu vidimo, da so tocˇnosti celotne
segmentacije okoli 90 odstotne, poleg tega pa sistem na drugem nivoju vre-
dnotenja ni imel tezˇav z nizkimi ovirami, kot bomo videli v nadaljevanju.
Napake se pojavljajo tudi na mejah med ravnino in visokimi ovirami, ker je
ravnina nekajkrat dvignjena na obmocˇje visokih ovir.
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Resnica/detekcija vecˇ od 3 m glavna ravnina nizke ovire visoke ovire
vecˇ kot 3 metre 99,04% 0,26% 0% 0,7%
glavna ravnina 1,39% 97,5% 0,7% 0,41%
nizke ovire 0,11% 81,9% 16,88% 1,11%
visoke ovire 0,57% 19,63% 1,93% 77,87%
Tabela 5.1: Tabela zamenjav za tocˇke, kjer uporabimo MSAC. Vrstice pred-
stavljajo temeljno resnico, stolpci pa detekcije. Odstotki predstavljajo delezˇ
zaznanih tocˇk glede na obmocˇje temeljne resnice.
Resnica/detekcija vecˇ od 3 m glavna ravnina nizke ovire visoke ovire
vecˇ kot 3 metre 99% 0,28% 0% 0,72%
glavna ravnina 1,4% 97,68% 0,52% 0,4%
nizke ovire 0,12% 83,52% 15,15% 1,21%
visoke ovire 0,52% 19,83% 1,88% 77,77%
Tabela 5.2: Tabela zamenjav za tocˇke, kjer uporabimo PROSAC. Vrstice
predstavljajo temeljno resnico, stolpci pa detekcije. Odstotki predstavljajo
delezˇ zaznanih tocˇk glede na obmocˇje temeljne resnice
Resnica/detekcija vecˇ od 3 m glavna ravnina nizke ovire visoke ovire
vecˇ kot 3 metre 99,03% 0,29% 0% 0,68%
glavna ravnina 1,39% 97,81% 0,41% 0,39%
nizke ovire 0,11% 80,78% 18,02% 1,09%
visoke ovire 0,52% 19,83% 1,88% 77,77%
Tabela 5.3: Tabela zamenjav za tocˇke, kjer uporabimo RANSAC. Vrstice
predstavljajo temeljno resnico, stolpci pa detekcije. Odstotki predstavljajo
delezˇ zaznanih tocˇk glede na obmocˇje temeljne resnice
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tem. res./det. C B1 C* D B2 D* E E* F
C 12 0 0 0 0 0 0 0 0
B1 0 0 0 0 0 0 0 0 0
C* 0 0 1 0 0 0 0 0 0
D 0 0 0 31 0 0 0 0 0
B2 0 0 0 0 4 0 0 0 0
D* 0 0 0 2 0 15 0 0 0
E 0 0 0 0 0 0 21 0 0
E* 0 0 0 0 0 0 0 6 0
F, A 0 0 0 0 0 0 0 0 8
Tabela 5.4: Tabela zamenjav za piske na stotih slikah. Vrstice predstavljajo
temeljno resnico, stolpci pa detekcije oziroma kaj je sistem sporocˇil. Oznake
polj so enake kot obmocˇja na sliki 4.2. Polja so urejena po padajocˇi prioriteti.
5.2 Klasifikacija ovir in uposˇtevanje prioritet
Na drugem nivoju vrednotenja sistema preverimo, kako dobro sistem sporocˇa
uporabniku ovire. Sistem mora glede na segmentacijo razbrati, katera za-
znana ovira ima najviˇsjo prioriteto, in za njo predvajati ustrezen zvok v
skladu s tabelo 4.2. V ta namen iz zajetih oblakov tocˇk kamere generiramo
100 slik in dolocˇimo, katere ovire naj bi bile zaznane z najviˇsjo prioriteto,
nato pa preverimo, katere zvocˇne signale predvaja sistem. Ponovno dobimo
matriko zamenjav, tokrat za vsa mozˇna obmocˇja v oblaku tocˇk razen ravnine,
ki glede na pisk spada v isto kategorijo kot obmocˇje dlje od treh metrov, saj
se za ti dve obmocˇji ne predvaja nicˇ, ker nista nevarni (Tabela 5.4).
Z izracˇunom dobimo klasifikacijsko tocˇnost 98%. Lahko opazimo, da so
edine napacˇne detekcije zaznane blizˇje, kot bi morale biti. Napacˇnih detekcij
je samo 2 odstotka, kar je zelo dober rezultat. Napaki sta pod diagonalo ma-
trike, kar pomeni, da nas sistem opozarja na vecˇjo nevarnost kot je v resnici,
to pa je manj napacˇno od primera, ko bi sistem javljal manjˇso nevarnost kot
je resnici, kar bi lahko vodilo k nesrecˇam. Rezultat se je obcˇutno izboljˇsal
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potem, ko smo dodali pogoj, da mora sˇtevilo tocˇk za vsako vrsto ovir presecˇi
mejno vrednost, preden sistem to registrira kot oviro.
Sistem je bil testiran na namiznem racˇunalniku tako, da smo najprej s
prenosnim racˇunalnikom zajeli posnetke oblakov tocˇk, nato pa na namiznem
racˇunalniku dokoncˇno razvili sistem. Specifikacije racˇunalnika so 3,2 GHz
procesor podjetja Intel, graficˇna kartica NVIDIA GeForce GTX1660 in po-
mnilnik kapacitete 16 GB. Sistem bi veljalo implementirati tudi s prenosnim
racˇunalnikom s podobnimi specifikacijami, ki bi tako deloval v realnem cˇasu
v realnem okolju in sluzˇil slepim za pomocˇ.
Poglavje 6
Sklep
V diplomskem delu smo razvili sistem za pomocˇ slepim uporabnikom. Upora-
bili smo stereo kamero, s katero smo dobili oblak 3D tocˇk, ki smo ga segmenti-
rali tako, da je bil uporaben za interpretacijo scene slepemu uporabniku. Cilj
diplomskega dela je bil, da slepemu uporabniku ta sistem izboljˇsa izkusˇnjo pri
vsakodnevni hoji po mestnem okolju. Sistem je glede na rezultate pokazal,
da ima dovolj potenciala za izpolnitev cilja.
Ovire sistem zaznava tako, da najprej segmentira prevladujocˇo ravnino iz
oblaka tocˇk, potem pa uporabi tocˇke, ki niso na ravnini za zaznavanje visokih
ovir, nizke pa zazna tako, da na glavni ravnini ponovno segmentira ravnino
s spremenjenimi parametri in iˇscˇe odstopanja od glavne ravnine. Uporabi
razdalje tocˇk v oblaku, da dolocˇi stopnjo nevarnosti blizˇajocˇih se ovir in
informacijo o njihovi lokaciji posreduje uporabniku preko zvocˇnih signalov.
Izkazalo se je, da je zelo pomemben izbor parametrov pri samem zagonu
stereo kamere, saj nam je prava izbira kvalitete posnetka v smislu natancˇnosti
merjenja globine mocˇno izboljˇsala rezultate. Primerjali smo delovanje treh
razlicˇic algoritma RANSAC in priˇsli do ugotovitve, da so bile v nasˇem pri-
meru razlike med njimi minimalne. Pomembno je bilo tudi, da smo za vsako
vrsto ovire uvedli pogoj, da mora sˇtevilo tocˇk v oblaku, ki sovpada s to vrsto
ovire, presecˇi mejno vrednost, saj nam je to obcˇutno izboljˇsalo klasifikacijske
tocˇnosti pri vrednotenju sistema.
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V nasˇem projektu je najvecˇ tezˇav povzrocˇala nastavitev parametrov algo-
ritma RANSAC, da smo dobili dobro detektirano ravnino, saj je bilo od tega
odvisno vse ostalo, ker smo od odstopanj dobili vse vrste ovir razen nizkih,
ki so bile prav tako dobljene z algoritmom RANSAC. V nekaterih primerih
bi bilo te parametre potrebno sˇe popraviti, saj lahko nastane problem, ko
sistem zazna ravnino na povrsˇinah kot so stopnice, ki bi morale biti klasi-
ficirane kot ovira. Druga mozˇna izboljˇsava je optimizacija sistema v smislu
hitrosti delovanja in boljˇse izkoriˇscˇanje procesorja, saj je sistem narejen tako,
da vse poteka na eni niti, zato se precej procesorskega cˇasa porabi samo za
predvajanje zvoka uporabniku.
Mozˇna nadaljnja dela na sistemu so na primer razvoj klasifikatorja, ki bi
zaznane ovire iz oblaka tocˇk razpoznal na podlagi 2D slike in tako izboljˇsal
natancˇnost sistema, lahko pa bi to tudi sporocˇil uporabniku s prej posne-
tim zvocˇnim sporocˇilom, ki ga izgovori cˇlovek, da bi uporabnik tocˇno vedel,
kaksˇne ovire so pred njim. Druga mozˇna nadgradnja bi bila sledenje skozi
cˇas, saj trenutno sistem detektira ovire iz posameznih slik oblakov tocˇk, tako
pa bi uposˇteval sˇe prejˇsnje slike.
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