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Resumo
Nesta tese estudamos aspectos sobre soluções da equação Korteweg-de Vries generalizada
(gKdV) caso o problema não seja bem posto globalmente, para dados iniciais no espaço de
Sobolev crítico sem qualquer restrição na norma.
Através da decomposição em perfis lineares da equação gKdV, em (FARAH; VERSIEUX,
2018), provamos a existência de soluções mínimas quase periódica módulo simetrias com
blow up positivamente e negativamente no tempo, e então caracterizamos os três possíveis
cenários para tal solução, caso o problema não seja bem posto globalmente.
Acreditamos que seja possível demonstrar que nenhum destes três cenários ocorra, e assim
concluir a boa colocação do problema e o espalhamento. Contudo, diferentemente do que se
encontra na literatura para o caso crítico, onde há conservação de massa e estimativas do
tipo Morawetz, necessitamos algum detalhe ou ferramenta adicional para que consigamos
excluir cada cenário.
Palavras-chave: Equação Korteweg-de Vries, Boa colocação global, Espalhamento.
Abstract
In this work we study the solutions of the generalized Korteweg-de Vries equation (gKdV)
if the initial-value problem is not globally well-posed, with initial data in the critical
Sobolev space without any norm restriction.
By using the linear profile decomposition for gKdV equation, in (FARAH; VERSIEUX,
2018), we will prove the existence of minimal solutions that are almost periodic modulo
symmetries which blows up forward and backward in time, and then we characterize three
scenarios for the solution, if the problem is not globally well posed.
We believe that it is possible to prove that any of these scenarios cannot occur, and then
conclude the well posedness and scattering. However, different from what we found in
literature in the critical case, where there is mass conservation and Morawetz estimatives,
we need some detail or additional tool to exclude ours scenarios.
Keywords: Korteweg-de Vries equation, Global well-posedness, Scattering.
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INTRODUÇÃO
A teoria das equações diferenciais parciais de evolução é motivada pela neces-
sidade de entender o comportamento das soluções que modelam fenômenos que surgem
continuamente nas ciências naturais. Os estudos são amplos e se baseiam principalmente
nos tópicos de existência local e global, regularidade, espalhamento, estabilidade, compor-
tamento assintótico entre outros.
No presente texto, analisaremos alguns destes aspectos em relação à equação
diferencial parcial de evolução denominada equação de Korteweg-de Vries generalizada
(gKdV), a qual é dada por
Btu  B3xu  µBxpuk 1q  0, x P R, t ¡ 0, (1)
onde k é um inteiro positivo e µ assume os valores 1 e 1. No caso µ  1 a equação (1)
é chamada focusing enquanto o caso µ  1 é conhecido como defocusing. Tal equação,
para k  1, foi derivada inicialmente por D.J. Korteweg e G. de Vries (KORTEWEG; de
VRIES, 1895) como um modelo de propagação de ondas de água unidirecionais.
Nosso principal objetivo será o estudo do problema de Cauchy (ou de valor
inicial) associado a (1), a saber,$&%Btu  B3xu  µBxpuk 1q  0, x P R, t ¡ 0,up0, xq  u0pxq. (2)
O conceito de boa colocação local (ou solvabilidade) que geralmente é adotado foi introdu-
zido em (KATO, 1983) e estipula que:
(i) para cada dado inicial a solução existe e é única em um determinado intervalo de
tempo (existência e unicidade);
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(ii) a solução tem a mesma regularidade do dado inicial no seu intervalo de existência
(persistência);
(iii) a solução varia continuamente com os dados iniciais (dependência contínua).
Se as três condições acima se verificam, dizemos que o problema (2) está bem posto ou
bem colocado. Se alguma dessas propriedades não se verifica, o problema é dito mal posto
ou mal colocado. Se as propriedades acima são válidas para todo t, dizemos que (2) é
globalmente bem colocado.
Note que se u é uma solução de (1) com dado inicial u0, então, para λ ¡ 0,
uλpx, tq  λ2{kupλx, λ3tq também é uma solução com dado inicial uλpx, 0q  λ2{ku0pλxq.
Além disso,
}uλp, 0q} 9Hsx  λ
s 2{k1{2}u0} 9Hsx .
Assim, para cada k, o espaço de Sobolev homogêneo 9Hskx , sk  1{2  2{k, é invariante
por esse scaling. Neste caso, 9Hskx é chamado de espaço de Sobolev crítico. Observe que o
espaço L2 será crítico para k  4 e, portanto, é natural chamarmos os casos 1 ¤ k ¤ 3,
k  4, e k ¡ 4, respectivamente, de L2-subcrítico, L2-crítico e L2-supercrítico.
Resultados de boa colocação local para (2), podem ser encontrados em grande
generalidade em (KENIG; PONCE; VEGA, 1993), onde os autores mostraram que (2) está
bem colocado no espaços de Sobolev Hsx, para valores específicos de s P R. Tais espaços,
até certo ponto são de baixa regularidade. No Capítulo 1 também apresentaremos alguns
resultados.
Em relação a boa colocação global em L2, o resultado é conhecido para k  1
e k  3 (veja (COLLIANDER et al., 2003) e (GRUNROCK, 2005)). Para k  2, a boa
colocação local se verifica apenas em espaços de Sobolev com regularidade acima de L2, a
saber, em Hsx com s ¥ 1{4 (ver (KENIG; PONCE; VEGA, 1993)). A boa colocação global
em tais espaços foi estabelecida em (COLLIANDER et al., 2003). Para k  4, o espaço L2
é em um certo sentido especial, porque é o espaço de Sobolev invariante pela escala e que
trataremos com mais detalhes no que segue.
Vamos aqui nos concentrar no caso defocusing e k  4, ou seja, na equação
Btu  B3xu Bxpu5q  0. (3)
Como L2 é o espaço crítico neste caso, o tempo de existência da solução local depende
da posição do dado inicial e não de sua norma (veja (KENIG; PONCE; VEGA, 1993));
portanto, uma estimativa a priori da solução não implica na boa colocação global. Todavia,
se o dado inicial for suficientemente pequeno, pode-se provar a boa colocação global em
L2 (veja (KENIG; PONCE; VEGA, 1993)). Percebe-se daqui que outras ferramentas são
necessárias para lidar com dados iniciais arbitrários.
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É bem conhecido (veja (KENIG; PONCE; VEGA, 1993, Corolário 3.8, página
557)) que se u é uma solução da equação KdV linear
Btu  B3xu  0 (4)
então u satisfaz
}u}L5xL10t ¤ CMpuq1{2, (5)




|upt, xq|2 dx (6)
é uma quantidade conservada da equação (1). Portanto é natural nos perguntarmos quando
uma estimativa similar se verifica no caso não linear, mais precisamente, quando temos
uma estimativa a priori da forma
}u}L5xL10I ¤ fpMpuqq, (7)
para todo compacto I  R e alguma função f . A estimativa em (7) foi provada em
(KENIG; PONCE; VEGA, 1993, Teorema 2.8, página 541) para toda solução suave u de
(3) com dados iniciais suficientemente pequenos. Ainda mais, os autores provaram que
nesse caso tal resultado implica na boa colocação global e a solução se espalha no sentido
que existe um dado inicial u  P L2 tal que
lim
tÑ 8
}uptq  Uptqu }L2  0.
Aqui e no que segue, Uptqu  denotará a solução da equação linear (4) com dado inicial u .
Em (TAO, 2007), o autor estabeleceu uma relação entre a estimativa (7) e uma
estimativa similar para a equação de Schrödinger crítica unidimensional
iBtu  B2xu |u|4u  0. (8)
Com efeito, também é bem conhecido (veja (CAZENAVE, 2003, Teorema 2.2.3) ou
(LINARES; PONCE, 2009, Teorema 4.2)) que soluções em L2 de
iBtu  B2xu  0,
satisfazem a estimativa
}u}L6t,x ¤ CMpuq1{2
para alguma constante C ¡ 0 que não depende de u. Portanto, assim como no caso da
KdV, é natural nos perguntarmos se a estimativa
}u}L6xL6I ¤ fpMpuqq, (9)
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também se verifica para alguma função f , todo compacto I e toda solução suave de (8).
Neste contexto, Tao provou o seguinte resultado: se a estimativa em (7) é verdadeira então
a estimativa em (9) também é.
Isso de alguma maneira significa que as estimativas em (7) e (9) deveriam ser
atacadas de forma conjunta. Uma pergunta natural é se a reciproca do resultado acima
também é verdadeira. Cronologicamente, esta pergunta não foi respondida diretamente,
mas o seguinte resultado foi demonstrado em (KILLIP et al., 2012).
Teorema A. Assuma que a estimativa em (9) seja verdadeira. Se a estimativa em (7)
falha, então existe uma solução maximal u : I  R Ñ R de (3) e funções N : I Ñ R ,





|pupt, ξq|2dξ ¤ η.
Além disso,
}u}L5xL10r0,sup Iq  }u}L5xL10pinf I,0s  8
e N satisfaz uma das seguintes condições:
(i) Temos I  R e Nptq  1, para todo t P I.
(ii) Temos I  R, sup
tPI
Nptq   8 e lim inf
tÑ8
Nptq  lim sup
tÑ8
Nptq  0.
(iii) Temos I  p0,8q e Nptq  t1{3, para todo t P I.
Recentemente, Dodson em (DODSON, 2016) provou que a estimativa (9) é
verdadeira, o que implica na boa colocação global e o espalhamento das soluções de (8)
para dados iniciais arbitrários. Conclui-se daí também que para provar a estimativa (7)
para dados iniciais arbitrários, e consequentemente a boa colocação global, é suficiente
mostrar que nenhuma das condições (i) - (iii) do Teorema A se verifica.
Teorema B. O problema de Cauchy associado a (3) é globalmente bem colocado em L2.
Além disso, a solução se espalha.
O Teorema B foi recentemente estabelecido em (DODSON, 2017), onde o autor
de fato mostrou que nenhuma solução maximal de (3) cumpre uma das condições (i) -
(iii) do Teorema A. Como observado anteriormente, a boa colocação global em espaços
críticos requer muito mais esforços do que em espaços subcríticos. A ideia principal contida
em (DODSON, 2017) para provar o Teorema B foi combinar a teoria de concentração-
compacidade (veja, por exemplo, (KENIG; MERLE, 2011), (KENIG; MERLE, 2007),
(KENIG; MERLE, 2006)) e estimativas do tipo Morawetz.
Em (FARAH et al., 2018), os autores provaram que se o dado inicial pertencer
a H1, então a solução correspondente de (1.1) no caso defocusing com k ¡ 4 par, é global
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e se espalha em H1, já em (FARAH; LINARES; PASTOR, 2011), se k for ímpar, temos a
boa colocação global nos espaços de Sobolev Hs, com s ¡ 4pk  1q5k .
No entanto, para k ¡ 4 nada foi dito sobre a boa colocação global ou o
espalhamento no correspondente espaço crítico 9Hskx . Neste contexto, foi provado em









onde C ¡ 0 não depende de u. Isso significa que a desigualdade (10) seria uma candidata
natural em substituição à (5) no caso supercrítico. Baseados nos argumentos apresentados
acima, somos aqui levados a formular à seguinte conjectura para a equação (1).
Conjectura 1. Assuma k ¡ 4 e µ  1. Seja u : I  R ÝÑ R uma solução maximal de
(1) tal que
u P L8pI : 9Hskx q. (11)







¤ Cp}u}L8t 9Hsk q,
para alguma função C : r0,8q ÝÑ r0,8q.
Observemos que as técnicas contidas em (DODSON, 2017) e (KILLIP et al.,
2012) para tratar o caso L2 crítico usam fortemente o fato da quantidade M , definida em
(6), ser conservada. Portanto tais ideias não podem ser aplicadas diretamente à Conjectura
1, uma vez que as soluções não estão em L2. Note também que no caso k  4, a hipótese
(11) é prontamente satisfeita, novamente em vista da quantidade conservada M . Portanto,
(11) surge como uma hipótese adicional em relação ao caso k  4.
Nesta tese não provaremos a Conjectura 1 por completo, mas daremos um
primeiro passo na direção de obtê-la como resultado. Nossa ideia será provar que se a
conjectura falha então um resultado envolvendo três cenários para as soluções maximais
de (1) pode ser estabelecido. Mais precisamente provaremos o seguinte teorema. Veja as
definições precisas no Capítulo 1.
Teorema 1 (Três cenários especiais para blow up). Suponhamos que a Conjectura 1 falhe.







 Mc, para algum Mc ¡ 0, e existem funções N : I Ñ R ,




















e N satisfaz uma das seguintes condições:
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(i) Devemos ter ou | inf I|   8 ou sup I   8.
(ii) Temos I  R e Nptq  1, para todo t P R.
(iii) Temos I  R, inf
tPR
Nptq ¥ 1 e lim sup
tÑ 8
Nptq   8.
Seguindo a estratégia de Dodson para provar o Teorema B, de posse do Teorema
1, a ideia natural para provar a Conjectura 1 seria mostrar que nenhuma solução maximal
de (1) satisfaz (i)-(iii). Entretanto, devido ao fato das soluções não estarem em L2 e ao
fato de não existirem identidades viriais adequadas para se trabalhar com (1) nos espaços
críticos, não conseguimos resultados de rigidez satisfatórios que nos possibilitassem excluir
tais casos.
Por outro lado, resultados similares ao apresentado no Teorema 1 foram prova-
dos, por exemplo, para a equação de Schrödinger 9H1x crítica em (KILLIP; VISAN, 2013),
(KILLIP; VISAN, 2010b) e para a equação de Schrödinger de quarta ordem 9H2 crítica em
(MIAO; XUA; ZHAO, 2009), onde os autores estabelecem resultados de boa colocação
global no referido espaço. Para outros resultados associados à equações do tipo Schrödinger
em espaços críticos, veja, por exemplo, (KENIG; MERLE, 2010), (KILLIP; VISAN, 2010a),
(MURPHY, 2014a), (MURPHY, 2014b), (DODSON et al., 2017) e referências subsequentes
a estes trabalhos.
A Conjectura 1 nos diz que as soluções obedecem limitações no espaço-tempo














onde o supremo é tomado sobre todas as soluções u : I  R ÝÑ R da equação (1) no caso
defocusing. Note que L : r0, 8q ÝÑ r0, 8s é não decrescente e, pelo Teorema 2.2 abaixo
é contínua. Além disso, pela teoria de boa colocação global para dados pequenos (veja
Corolário 1.14) existe δ ¡ 0 tal que LpMq ÀM , se M   δ. Assim, a falha da Conjectura 1
é equivalente a existência de um número Mc P p0, 8q, chamado de número crítico, tal
que
LpMq   8, para M  Mc e LpMq  8, para M ¥Mc. (12)
Este será o número que aparece no Teorema 1.
Nossa estratégia para provar o Teorema 1 será similar àquela apresentada
em (KILLIP et al., 2012) para provar o Teorema A, onde o método de concentração-
compacidade é fortemente utilizado. A chave para o método de concentração-compacidade
é a chamada decomposição em perfis (profile decomposition). Em (FARAH; VERSIEUX,
2018), foi provado a seguinte decomposição para a equação (1) com k ¡ 4 : dada uma



















para certas sequências de funções tΨju e tRJnu em 9Hskx e uma família de parâmetros reais
phjn, xjn, tjnq. A decomposição (13) é crucial para mostrar a existência de soluções quase
periódicas módulo simetrias que possuem blow up positivamente e negativamente no
tempo, veja a Definição 1.26 e o Teorema 2.8. Neste ponto, nosso trabalho diverge daquele
em (KILLIP et al., 2012), uma vez que os autores, num certo sentido, imergem o problema
associado à equação (1) no mesmo problema associado à equação (8). Portanto eles usam
a teoria de decomposição em perfis associada (8), o que não faremos aqui.
Esta tese está estruturado da seguinte maneira: o Capítulo 1 apresenta ferra-
mentas e conceitos básicos da análise, assim como resultados conhecidos de boa colocação
local e global e espalhamento para a equação (1.1). Também é desenvolvida algumas
propriedades de compacidade, uma caracterização de conjuntos pré compactos em 9Hskx , no
qual através de uma definição de grupo simetria, nos permite definir quando um conjunto é
pré-compacto módulo simetrias inspirando a definição de soluções quase periódica módulo
simetrias.
No Capítulo 2, os Teoremas de Estabilidade e a decomposição em perfis lineares,
de Farah e Piggot (FARAH; PIGOTT, 2017), são resultados base para provarmos a condição
de Palais-Smale módulo simetrias que é a chave para prova a existência de soluções mínimas
quase periódica módulo simetrias com blow up positivamente e negativamente no tempo.
No Capítulo 3, estabelecemos algumas propriedades sobre as funções escala
frequência e centro espacial, advindas das soluções quase periódica módulo simetrias
e assim caracterizamos os três possíveis cenários que a função escala frequência deve




1.1 Preliminares e conceitos básicos
Iniciaremos introduzindo algumas notações que serão utilizadas ao longo do
texto. Escreveremos X À Y para indicar que X ¤ CY, para alguma constante positiva
C ¡ 0. Usamos também a notação X  Y para dizer que X À Y À X. Se a constante
C depender dos parâmetros α1,    , αn, escreveremos X Àα1, ,αn Y . Similarmente para
X α1, ,αn Y.
Usaremos }  }Lp para denotar a norma no espaço LppRq, e quando necessário,
será utilizado um subscrito para indicar em qual variável estamos tomando a norma. Dado
um intervalo I  R, denotaremos por LqILpx ou LqtLpx o espaço de Banach das funções














respectivamente e com as modificações necessárias quando q  8 ou p  8. Quando p  q
abreviamos LqtLpx por L
p
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Para s P R, definimos o operador fracionário integral/diferencial por
yDsxfpξq : |ξ|sfˆpξq,




Quando r  2, denotamos o espaço 9W s,rx por 9Hsx.
Consideremos agora o problema de valor inicial para a equação Korteweg-de
Vries generalizada, denotada por gKdV,$&%Btu  B3xu  µBxpuk 1q  0, x P R, t ¡ 0,up0, xq  u0pxq, (1.1)
onde µ  1 e u é uma função a valores reais no espaço-tempo.
Como nosso objetivo é estudar a equação (1.1) em 9Hskx , definiremos o que
entendemos por uma solução em 9Hskx , tanto quanto scattering e blow-up. Nos restringiremos
apenas ao espaço 9Hskx , mas o conceito se estende também a outros espaços.
Definição 1.1 (Solução). Uma função u : IR ÝÑ R em um intervalo de tempo não-vazio
com 0 P I  R é uma solução de (1.1) se pertence a C0t 9Hskx pK  Rq X L5k{4x L5k{2t pK  Rq,
para todo compacto K  I, e obedece a fórmula de Duhamel




para todo t P I, onde Uptq denota o propagador associado à equação (1.1), isto é, para
qualquer função u0, Uptqu0 é a solução do problema linear associado à equação (1.1).
Referenciaremos ao intervalo I como o intervalo de existência de u. Dizemos
que u é uma solução com intervalo de existência maximal se a solução não pode ser
estendida para qualquer intervalo estritamente maior que I. Dizemos também que u é uma
solução global se I  R.
Definição 1.2 (Espalhamento). Dizemos que uma solução u de (1.1) espalha positivamente








Dizemos também que uma solução u de (1.1) espalha negativamente no tempo
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Associado a noção de solução está a correspondente noção de blow-up, o qual
corresponde a impossibilidade de continuar a solução (no caso de blow-up em tempo finito)
ou falha do scattering (no caso de blow-up em tempo infinito).
Definição 1.3 (Blow-up). Dizemos que uma solução u : I R ÝÑ R de (1.1) explode (ou
















A seguir, serão apresentadas algumas estimativas as quais serão utilizadas no
decorrer do texto.
Lema 1.4. (i) Se u0 P L2x, então
}BxUptqu0}L8x L2t À }u0}L2 .











Upt t1qgp, t1qdt1}L8x L2t À }g}L1xL2t .
Demonstração. Veja (KENIG; PONCE; VEGA, 1993, Teorema 3.5, página 553).





 12 , 
1
















, 1 ¤ p, q ¤ 8, 14 ¤ α ¤ 1, (1.4)
então
}DαxUptqu0}LpxLqt À }u0}L2x .
Demonstração. Veja (KENIG; PONCE; VEGA, 1991, Teorema 2.1).
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Lema 1.6. Assumamos que
1





 12  α. (1.5)
Então,
}Dαx Uptqu0}LpxL8t À }u0}L2x .
Demonstração. Veja (KENIG; PONCE; VEGA, 1993, Lema 3.29, página 579).
Corolário 1.7. Sejam k ¡ 4 e sk  pk  4q{2k. Então
}D1{kx Uptqu0}LkxL8t À }Dskx u0}L2x
e
}D2{3kx Uptqu0}L3k{2t,x À }D
sk
x u0}L2x .
Demonstração. A prova é essencialmente uma interpolação dos lemas acima. Para os
detalhes, veja (FARAH; PASTOR, 2013, Corolário 2.4).
Lema 1.8. Sejam k ¡ 4 e sk  pk  4q{2k. Então
}Uptqu0}L5k{4x L5k{2t À }D
sk
x u0}L2x . (1.6)
Demonstração. Interpolando as duas desigualdades do corolário acima, tem-se o resultado.
















onde p12 e q12 são os conjugados de Hölder de p2 e q2, respectivamente. Além disso, se
















Demonstração. Veja (KENIG; PONCE; VEGA, 2000, Proposição 2.2).
Utilizando a mesma ideia contida nos dois últimos lemas, temos o seguinte
corolário.









À }Dskx g}L1xL2t .
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Demonstração. Veja (FARAH; PASTOR, 2013, Corolário 2.7)





. Isso é utilizado quando lidamos com as desigualdades relacionadas à propriedades de
scattering. Também, as normas que incluem LpxL
q
t podem ser substituídas por LpxL
q
I , onde
I é um intervalo de tempo que contém zero.
Finalmente, vamos relembrar as estimativas para derivadas fracionárias.














(i) Regra de Leibniz:
}Dαx pfgq  fDαxg  gDαxf}LpxLqt À }Dαxf}Lp1x Lq1t }g}Lp2x Lq2t . (1.8)
A desigualdade (1.8) continua válida se p  1 e q  2.
(ii) Regra da cadeia:
}DαxF pfq}LpxLqt À }Dαxf}Lp1x Lq1t }F
1pfq}Lp2x Lq2t .
Demonstração. Veja (KENIG; PONCE; VEGA, 1993, Teorema A6, A8 e A13).
1.2 Alguns resultados de boa colocação
A teoria de boa colocação para o problema de Cauchy (1.1) foi essencialmente
desenvolvida por Kenig, Ponce e Vega (KENIG; PONCE; VEGA, 1993). Um resultado
de boa colocação global para dados pequenos foi provado pelos autores utilizando efeitos
suavizantes e estimativas do tipo Strichartz juntamente com o teorema do ponto fixo de
Banach. Contudo, em sua demonstração eles utilizaram estimativas envolvendo derivadas
fracionárias na variável temporal, tornando os cálculos bastante elaborados. Recentemente
Farah e Pastor em (FARAH; PASTOR, 2013) provaram novamente o resultado sem usar
qualquer norma envolvendo derivadas na variável temporal obtendo o seguinte resultado.
Teorema 1.13. Sejam k ¡ 4 e sk  pk  4q{2k. Dado u0 P 9Hskx , assumamos que para
alguma constante K ¡ 0,
}Dskx u0}L2x ¤ K.
Então, existe δ  δpKq ¡ 0 tal que, se
}Uptqu0}L5k{4x L5k{2t   δ,
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¤ 2δ e }Dskx u}L5xL10t   }Dskx u}L8t L2x   2cK.
Demonstração. Veja (FARAH; PASTOR, 2013, Teorema 1.2). Uma vez que a demonstração
deste resultado dará prospectos para serem utilizados em outros resultados ao longo da
tese, a faremos novamente aqui. Para a, b ¡ 0, definamos
Xa,b 
!
u P CpR : 9Hskx q; }u}L5k{4x L5k{2t ¤ a e }D
sk
x u}L8t L2x   }Dskx u}L5xL10t ¤ b
)
.
Note que Xa,b é um espaço de Banach, já que é um subespaço fechado do espaço de Banach
CpR : 9Hskx q. Em Xa,b consideremos o seguinte operador




Mostremos que Φ : Xa,b ÝÑ Xa,b está bem definido e é uma contração para uma escolha
apropriada dos parâmetros a e b.





















Afirmação: }Dskx puk 1q}L1xL2t À }u}kL5k{4x L5k{2t }D
sk
x u}L5xL10t .
De fato, pela regra de Leibniz (veja Lema 1.12) e pela desigualdade de Hölder
tem-se
}Dskx puk 1q}L1xL2t À }uDskx pukq}L1xL2t   }ukDskx u}L1xL2t   }uk}L5{4x L5{2t }D
sk
x u}L5xL10t
À }uDskx pukq}L1xL2t   }u}kL5k{4x L5k{2t }D
sk
x u}L5xL10t .
Estimemos o termo }uDskx pukq}L1xL2t . Pela desigualdade de Hölder,
}uDskx pukq}L1xL2t À }u}L5k{4x L5k{2t }D
sk




 1 e 25k  
1
q0
 12 . Agora, pela regra da Cadeia (veja Lema 1.12),














, ou seja, p1  5k4pk  1q e q1 
5k
2pk  1q . Portanto,
}uDskx pukq}L1xL2t À }u}kL5k{4x L5k{2t }D
sk
x u}L5xL10t ,
e assim conclui-se a Afirmação.
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¤ δ   cakb.
(1.10)
Agora, pelo Lema 1.2 e pelo Lema 1.7 com pp1, q1, α1q  p5, 10, 0q e
pp2, q2, α2q  p8, 2, 1q, temos
}Dskx Φpuq}L8t L2x   }Dskx Φpuq}L5xL10t








¤ cK   c}Dskx puk 1q}L1xL2t
¤ cK   cakb.
Escolhendo b  2cK e a ¡ 0 tal que cak ¤ 12 , teremos que





Por outro lado, escolhendo δ  a2 e a ¡ 0 tal que ca










e assim o operador Φ : Xa,b ÝÑ Xa,b está bem definido.







  }Dskx u}L8t L2x   }Dskx u}L5xL10t .










Upt t1qBxpuk 1  u˜k 1qpt1qdt1}L5k{4x L5k{2t
¤ c}Dskx puk 1  u˜k 1q}L1xL2t .
(1.11)
Estimemos (1.11). Pelo Teorema do valor médio, existe r P p0, 1q tal que
}Dskx puk 1  u˜k 1q}L1xL2t  c}Dskx ppru  p1 rqu˜qkpu u˜qq}L1xL2t ,
e assim pela regra de Leibniz, tem-se que
}Dskx ppru  p1 rqu˜qkpu u˜qq}L1xL2t ¤ c}Dskx pru  p1 rqu˜qk}Lp1x Lq1t }u u˜}L5k{4x L5k{2t
  c}pru  p1 rqu˜qkDskx pu u˜q}L1xL2t
: A B,
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com 1
p1






Utilizando a regra da Cadeia para o primeiro fator em A, concluímos que
}Dskx pru  p1 rqu˜qk}Lp1x Lq1t À }D
sk











, ou seja, p2  4pk  1q5k e q2 
2pk  1q
5k , e assim
}Dskx pru  p1 rqu˜qk}Lp1x Lq1t À }D
sk
x pru  p1 rqu˜q}L5xL10t }pru  p1 rqu˜q}k1L5k{4x L5k{2t .
(1.12)
Utilizando agora a desigualdade de Hölder em B, tem-se que
}pru  p1 rqu˜qkDskx pu u˜q}L1xL2t À }ru  p1 rqu˜}kL5k{4x L5k{2t }D
sk
x pu u˜q}L5xL10t . (1.13)
De (1.12) e (1.13), concluímos que
}Dskx puk 1  u˜k 1q}L1xL2t ¤ cak1b|||u u˜|||   cak|||u u˜|||
¤ d|||u u˜|||,
(1.14)
com 0   d   1, diminuindo a e b se necessário.
Analogamente, pode-se mostrar que








Upt t1qBxpuk 1  u˜k 1qpt1qdt1}|L5xL10t
¤ d|||u u˜|||.
Portanto |||ΦpuqΦpu˜q||| ¤ 3d|||uu˜|||. É claro que se necessário podemos escolher
a e b de tal forma que com 0   3d   1. Isso significa que Φ é uma contração. Logo, pelo
Teorema do Ponto Fixo de Banach, existe um único u P Xa,b tal que Φpuqptq  uptq, isto é,




Agora, observe que, se u e u˜ são soluções de (1.1) com condições iniciais u0 e
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u˜0, respectivamente, então pelos Lemas 1.6 e 1.10 segue que












Upt t1qBxpuk 1  u˜k 1qpt1qdt1}L5k{4x L5k{2t
¤ c}Dskx pu0  u˜0q}L2x   c}Dskx puk 1  u˜k 1q}L1xL2t
¤ c}u0  u˜0} 9Hskx   d|||u u˜|||.
Estimativas para as outras duas normas podem ser feitas de maneira similar. Concluímos
daqui que
|||u u˜||| ¤ C}u0  u˜0} 9Hskx ,
e portanto a aplicação u0 ÞÑ uptq é Lipschitz.
Corolário 1.14 (Boa colocação global para dados pequenos). Sejam k ¡ 4 e sk 
pk  4q{2k. Então, existe δk ¡ 0, tal que para qualquer u0 P 9Hskx com }u0} 9Hskx   δk, a
solução u de (1.1) com upt0q  u0 é global no tempo. Além disso
}u}L8t 9Hskx   }u}L5k{4x L5k{2t   }D
sk
x u}L5xL10t ¤ 2c}u0} 9Hskx .
Demonstração. A demonstração deste resultado é similar ao resultado anterior. Considere




Xka  tu : R R ÝÑ R; |||u||| ¤ au.
Utilizando (1.6) e as mesmas estimativas para a parte não linear como no Teorema 1.13,
concluímos que
|||Φpuq||| ¤ c}u0} 9Hskx   cak 1.
Escolhendo a  2c}u0} 9Hskx e }u0} 9Hskx tal que 2kck 1}u0}k9Hskx  
1
2 , obtemos
|||Φpuq||| ¤ 2c}u0} 9Hskx .
Analogamente o Teorema 1.13, concluímos a prova deste resultado.
Sem qualquer restrição no dado inicial, uma versão local do Teorema 1.13 foi
provado em (FARAH; PASTOR, 2013, Teorema 1.3) (veja também (KENIG; PONCE;
VEGA, 1993, Teorema 2.17, página 545)).
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Teorema 1.15 (Boa colocação local). Sejam k ¡ 4 e sk  pk  4q{2k. Dado u0 P 9Hskx ,
existem T  T pu0q e uma única solução u de (1.1) satisfazendo
}Dskx u}L8r0,T sL2x   }u}L5k{4x L5k{2r0,T s   }D
sk
x u}L5xL10r0,T s   8. (1.15)
Além disso, dado T 1 P p0, T q existe uma vizinhança V de u0 em 9Hskx tal que a
aplicação u0 ÞÑ u˜ptq de V até a classe definida por (1.15) no intervalo de tempo r0, T 1s é
Lipschitz.
O resultado anterior estabelece a existência de solução local com o tempo de
existência dependendo do dado inicial e não apenas de sua norma. O próximo resultado
nos diz sobre o comportamento da solução local próximo a um possível tempo de blow-up.
Teorema 1.16. Sejam k ¡ 4 e sk  pk  4q{2k. Seja T   T pu0q o tempo de existência








Além disso, se sup
tPr0,Tq
}Dskx uptq}L2x  K   8, então também temos
}D2{3kx u}L3k{2x L3k{2r0,Ts  8.
Demonstração. Ver (FARAH; PASTOR, 2013, Teorema 1.4).
O próximo resultado estabelece a existência do operador de onda para a equação
(1.1). Mais precisamente, mostra-se que dado v P 9Hskx sempre existe uma solução u de
(1.1), definida para tempos suficientemente grandes, de forma que u se espalha na direção
de v.
Teorema 1.17 (Existência do operador de onda). Sejam k ¥ 4 e sk  pk  4q{2k. Para
qualquer v P 9Hskx , seja Uptqv a solução do problema linear associado a (1.1) com condição








Além disso, u é única na classe
tu P L8t 9Hskx ;Dskx u P L5xL10rT, 8q, u P L5k{4x L5k{2rT, 8qu.
Demonstração. O resultado pode ser provado usando estimativas similares àquelas apre-
sentadas no Teorema 1.13. Para os detalhes, veja (FARAH; PASTOR, 2013, Teorema
1.6).
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Finalizaremos esta seção com um resultado de Farah e Pastor, veja (FARAH;
PASTOR, 2013, Teorema 1.2), que nos dá uma condição suficiente para que ocorra
espalhamento. Note que em vista deste resultado, se a Conjectura 1 for verdadeira então a
solução se espalha positivamente e negativamente no tempo.
Teorema 1.18 (Espalhamento em 9Hskx ). Assuma u0 P 9Hskx e suponha que uptq seja uma
solução global de (1.1) satisfazendo }Dskx u}L8t L2x   8. Se }u}L5k{4x L5k{2r0, 8q   8 então existe
f  P 9Hskx tal que
lim
tÑ8







  8 então existe f P 9Hskx tal que
lim
tÑ8
}Dskx puptq  Uptqfq}L2x  0.

































}Dskx u}L5xL10I   8 (veja, por exemplo, (FARAH; PASTOR, 2013, Teorema 1.4)). Portanto,
quando t, t1 Ñ  8, segue que o lado direito de (1.16) tende para zero e assim, pelo Critério
de Cauchy, o referido limite existe.

















quando tÑ  8. Definindo f  u0µ
» 0
8
Upt1qBxpuk 1qpt1qdt1, e usando um argumento
similar ao anterior tem-se o resultado.
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1.3 Algumas propriedades de compacidade
Iniciaremos esta seção com uma caracterização dos conjunto totalmente limita-
dos, ou pré-compacto, em 9Hskx o qual nos motivará a definir um tipo de solução de (1.1)
que será chamada de solução quase periódica módulo simetrias.
Recordemos que um subconjunto A de um espaço métrico completo X é dito
totalmente limitado (ou pré-compacto) se admite uma cobertura finita por conjuntos abertos
de diâmetro ε, para qualquer ε ¡ 0. Isto também equivale a dizer que A é compacto.
O teorema a seguir nos dá condições necessárias e suficientes para que um
subconjunto das funções pintegráveis seja totalmente limitado.
Teorema 1.19 (Kolmogorov-Riesz). Seja 1 ¤ p   8. Um subconjunto F de Lpx é total-
mente limitado se, e somente se,
(i) F é limitado;
(ii) para qualquer ε ¡ 0, existe algum R ¡ 0 tal que, para qualquer f P F;»
|x|¡R
|fpxq|pdx   εp,
(iii) para qualquer ε ¡ 0, existe algum ρ ¡ 0 tal que, para quaisquer f P F e y P R com
|y|   ρ, »
R
|fpx  yq  fpxq|pdx   εp.
Demonstração. Veja (HANCHE-OLSEN; HOLDEN, 2010, Teorema 5).
A partir do resultado acima, provaremos condições necessárias e suficientes
para que um subconjunto de 9Hskx seja totalmente limitado.
Corolário 1.20. Um subconjunto F  9Hskx é totalmente limitado se, e somente se,
(i) F é limitado;
(ii) para qualquer ε ¡ 0, existe algum R ¡ 0 tal que»
|x|¡R
|Dskx fpxq|2dx   ε2, f P F;
(iii) para qualquer ε ¡ 0, existe algum δ ¡ 0 tal que»
R
|Dskx fpx  yq Dskx fpxq|2dx   ε2, f P F, |y|   δ.
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Demonstração. Observe que F é totalmente limitado em 9Hskx se, e somente se, o conjunto
Dskx F  tDskx f ; f P Fu é totalmente limitado em L2x e, portanto, o resultado segue do
Teorema 1.19.
O próximo resultado nos dá uma forma alternativa para as condições (ii) e (iii)
do Corolário 1.20.
Corolário 1.21. Seja F  9Hskx um conjunto limitado. A fim de que F seja totalmente















|ξ|2sk |fˆpξq|2dξ  0. (1.18)
Demonstração. (Suficiência) Como F é limitado, pelo Corolário 1.20 é suficiente mostrar-
mos que (ii) e (iii) ocorrem.
A parte (ii) decorre imediatamente do limite em (1.17). Para a parte (iii), fixe
ρ ¡ 0, o qual será escolhido posteriormente. Pelo Teorema de Plancherel,»
R
|Dskx fpx  yq Dskx fpxq|2dx 
»
R
















Em vista de (1.17), dado ε ¡ 0, existe ρ suficientemente grande tal que, para toda f P F,»
|ξ|¥ρ
|ξ|2sk |fˆpξq|2dξ   ε
2
8 .




¤M , para toda f P F,»
R
|Dskx fpx  yq Dskx fpxq|2dx ¤M2 sup
|ξ| ρ
|eiyξ  1|2   ε
2
2 .
Também, usando a estimativa elementar |eiθ  1| ¤ |θ|, obtemos»
R
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: δ. Logo F é totalmente limitado.
(Necessidade) Suponha agora que F seja totalmente limitado. Pelo Corolário
1.20 vale (ii), o que prontamente implica no limite em (1.17). Resta mostrar que o limite
em (1.18) também é válido. Para isso, usaremos as mesmas ideias contidas em (PEGO,







|Dskx fpx yq Dskx fpxq|2dx  0. (1.19)
Seja ψpxq  p2piq1{2ex2{2 e defina ψρpxq  ρψpρxq, ρ ¡ 0. Sabemos que ψ e pψpξq  eξ2{2
estão no espaço de Schwartz e pψρp0q  »
R
ψρpxqdx  1. Observe que para |ξ| ¥ 2ρ temos










































Como pψρp0q  1, a desigualdade de Jensen aplicada à função t ÞÑ t2 juntamente com o




















































|Dskx fpx zq Dskx fpxq|2dx
Em vista de (1.19), temos que Hpy{ρq Ñ 0 quando ρÑ 8. Além disso, sendo H limitada
(pois F é limitado), o Teorema da convergência limitada implica que o lado direito da
última desigualdade acima vai para zero, quando ρÑ 8, o que mostra a veracidade do
limite em (1.18).
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O Corolário 1.21 nos diz que se F for um subconjunto limitado de 9Hskx e se





|ξ|2sk |fˆpξq|2dξ   ε, @f P F,
então F é totalmente limitado em 9Hskx .
A desigualdade acima é equivalente a dizer que para cada η ¡ 0, existe uma





|ξ|2sk |fˆpξq|2dξ   η, @f P F.
Com isto temos a seguinte proposição.
Proposição 1.22. Uma família de funções F é totalmente limitada (ou pré-compacta) em
9Hskx se, e somente se, é limitada e existe uma função C : R  ÝÑ R , a qual chamaremos





|ξ|2sk |fˆpξq|2dξ   η, @η ¡ 0
e toda função f na família F.
Tendo em vista que a equação (1.1) é invariante por scaling e por translações
em 9Hskx , nas nossas aplicações, os resultados acima deverão ser aplicados levando em
consideração tais simetrias. Por isso vamos definir.
Definição 1.23 (Grupo de Simetrias). Para qualquer posição x0 P R e parâmetro de
scaling λ ¡ 0, definimos
gx0,λ : 9Hskx ÝÑ 9Hskx
Ψ ÞÝÑ gx0,λΨ : R ÝÑ R








Denotaremos por G o conjunto de todas as transformações lineares gx0,λ, com
x0 P R e λ ¡ 0.
Observe que, dado g  gx0,λ P G, podemos definir a transformação inversa
através da relação








 {Ψx x0λ 	pξq
2 dξ.




















































Portanto, para quaisquer x0 P R e λ ¡ 0, gx0,λ é uma transformação unitária em 9Hskx .
Definição 1.24. Dados uma função u : I  R ÝÑ R e g  gx0,λ P G, definamos
Tgu : λ3I  R ÝÑ R, onde λ3I : tλ3t; t P Iu, por
Tgupt, xq  λ2{kupλ3t, λ1px x0qq.
Note que se u é uma solução de (1.1), então Tgu também é uma solução de (1.1)










Definição 1.25. Com base nas definições acima:
(i) Dizemos que uma sequência tΨnunPN em 9Hskx converge módulo simetrias se existe
uma transformação g  gx0,λ P G para alguns parâmetros x0 e λ, tal que a sequência
tgΨnunPN converge em 9Hskx .
(ii) Dizemos que uma família de funções F em 9Hskx é pré-compacta módulo simetrias se
o conjunto GF  tgf ; g P G e f P Fu é pré-compacto em 9Hskx .
De acordo com a Proposição 1.22, o conjunto GF é pré-compacto se, e somente





|ξ|2sk |xgfpξq|2dξ   η, (1.21)
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para todo η ¡ 0, f P F e g  gx0,λ P G. Observe que gfpxq  λ2{kfpλ1px x0qq, assim
a primeira parcela de (1.21) nos dá»
|x|¥Cpηq




e por definição sabemos que 
Dskx rfpλ1p  x0qqs
(^ pξq  |ξ|skrfpλ1p  x0qqs^pξq  |ξ|skeix0ξλfˆpλξq.
Portanto,


















 λskDskx fpλ1px x0qq,
e assim,»
|x|¥Cpηq


























já que 1 4
k











Para a segunda parcela de (1.21), veja que»
|ξ|¥Cpηq
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Logo, concluímos que o conjunto F é pré-compacto em 9Hskx módulo simetrias








|ξ|2sk |fˆpξq|2dξ   η,
para quaisquer η ¡ 0, f P F, x0 P R e λ ¡ 0.
A partir dos cálculos realizados acima, somos motivados a estabelecer a seguinte
definição de soluções quase periódica módulo simetrias.
Definição 1.26 (Quase periodicidade módulo simetrias). Uma solução u de (1.1) com
intervalo de existência I é dita quase periódica módulo simetrias se
u P L8I 9Hskx
e existem funções N : I ÝÑ R , x : I ÝÑ R e C : R  ÝÑ R  tais que para quaisquer t P I





|ξ|2sk |uˆpt, ξq|2dξ   η.
Referenciaremos à função N como função escala frequência para a solução u e à x como
função centro espacial.
Observação 1.27. Combinando os resultados acima, vemos que uma solução u : IR ÝÑ
R de (1.1) é quase periódica módulo simetrias se, e somente se, u P L8I 9Hskx e a órbita
tuptq; t P Iu é pré-compacta em 9Hskx módulo simetrias.
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CAPÍTULO 2
REDUÇÃO À SOLUÇÕES QUASE PERIÓDICA MÓDULO
SIMETRIAS
2.1 Teoria de Estabilidade
Uma importante parte da teoria de boa colocação é a teoria de estabilidade.
Por estabilidade entendemos como: dados u0 e u˜0, seja u˜ solução da equação$&%Btu˜  B3xu˜  µBxpu˜k 1q  e, x P R, t ¡ 0u˜p0, xq  u˜0pxq (2.1)
com µ  1 e k ¡ 4 um número inteiro e e pequeno em um sentido adequado. Se u0
está “perto” de u˜0, então existirá uma solução u de (1.1) que está próximo de u˜ nas
normas críticas no espaço-tempo, e neste caso chamamos a solução u˜ de (2.1) de solução
aproximada.
Iniciaremos com o seguinte resultado de estabilidade assumindo que a solução
aproximada possua as normas de Strichartz pequena.
Teorema 2.1 (Estabilidade Short-time). Seja I um intervalo de tempo contendo o zero e
seja u˜ uma solução de (2.1) em I  R para alguma função e. Assuma que
}Dskx u˜}L8I L2x ¤M
para alguma constante positiva M . Seja u0 tal que
}Dskx pu0  u˜0q}L2x ¤M 1
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  }Dskx u˜}L5xL10I ¤ ε0 (2.2)
e
}Uptqpu0  u˜0q}L5k{4x L5k{2I   }D
sk
x Uptqpu0  u˜0q}L5xL10I ¤ ε
}Dskx |Bx|1e}L1xL2I ¤ ε.
para algum 0   ε   ε0  ε0pM,M 1q. Então existe uma solução u de (1.1) em I  R com







  }Dskx pu u˜q}L5xL10I À ε
}Dskx puk 1  u˜k 1q}L1xL2I À ε.
Demonstração. Pelo Teorema 1.15, existe uma solução u de (1.1) definida em um intervalo
I 1 contendo o zero. Como estamos interessados em propriedades em uma vizinhança do
zero, podemos supor sem perda de generalidade que I 1  I e inf I  0.
Seja w  u u˜. Então w satisfaz o seguinte problema de valor inicial$&%pBt   B3xqw  µBxpuk 1q   µBxpu˜k 1q  e  µBxppu˜  wqk 1  u˜k 1   µ|Bx|1eq,wp0, xq  u0pxq  u˜0pxq.









Bptq : }Dskx ppu˜  wqk 1  u˜k 1q}L1xL2It .
Pelo Princípio de Duhamel, w é um ponto fixo do operador
Φpwqptq  Uptqwp0q  µ
» t
0
Upt t1qBxppu˜  wqk 1  u˜k 1   µ|Bx|1eqpt1qdt1.
Estimando Aptq, pelo Corolário 1.10 e pela desigualdade (1.7) com
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Dskx Bx » t
0





À ε  }Dskx ppu˜  wqk 1  u˜k 1   µ|Bx|1eq}L1xL2It
  }Dskx BxB1x ppu˜  wqk 1  u˜k 1   µ|Bx|1eq}L1xL2It




Observe que para Bptq, as estimativas são as mesmas feitas em (1.14), e assim
podemos concluir que existe r P p0, 1q tal que

























respectivamente, pelo Teorema 1.13, segue que
Bptq À εk0Aptq.
Logo, concluímos que
Aptq À ε Bptq À ε  εk0Aptq,
o qual utilizando um argumento de continuidade nos dá
Aptq À ε, para todo t P I,







  }Dskx pu u˜q}L5xL10I À ε.
Agora, como Bptq À εk0Aptq e Aptq À ε, segue que Bptq À ε, para todo t P I, ou seja,
}Dskx puk 1  u˜k 1q}L1xL2I À ε.
Isto completa a demonstração.
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Nosso próximo resultado de estabilidade mostra que também conseguimos
provar o Teorema 2.1 sem nenhuma restrição de pequenez sobre a norma em (2.2).
Teorema 2.2 (Estabilidade long-time). Seja I um intervalo de tempo contendo o zero e
seja u˜ uma solução de (2.1) em I  R para alguma função e. Assumamos que







  }Dskx u˜}L5xL10I ¤ L,
para algumas constantes positivas M e L. Seja u0 tal que
}Dskx pu0  u˜0q}L2x ¤M 1
para alguma constante positiva M 1. Assumamos também as condições
}Uptqpu0  u˜0q}L5k{4x L5k{2I   }UptqD
sk
x pu0  u˜0q}L5xL10I ¤ ε
e
}Dskx |Bx|1e}L1xL2I ¤ ε,
para algum 0   ε   ε1pM,M 1, Lq pequeno. Então, existe uma solução u de (1.1) em I R







  }Dskx pu u˜q}L5xL10I ¤ CpM,M
1, Lqε
}Dskx puk 1  u˜k 1q}L1xL2I ¤ CpM,M
1, Lqε.
Demonstração. Provaremos este Teorema por um processo iterativo. Primeiro, assumamos
sem perda de generalidade que inf I  0 e seja ε0 como no Teorema 2.1. Dividamos I em
N intervalos Ij  rtj, tj 1s de forma em que cada intervalo Ij tenhamos
ε0
2 ¤ }u˜}L5k{4x L5k{2Ij   }D
sk
x u˜}L5xL10Ij   ε0.
Primeiramente mostraremos que N depende somente de ε0 e L, e assim, apenas
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As mesmas estimativas são válidas se pusermos fjpxq : }Dskx u˜pxq}L10Ij , pois
basta fazermos as estimativas anteriores colocando k  4. Portanto, escolhendo ε1 suficien-
temente pequeno dependendo de N,M,M 1, podemos aplicar o Teorema 2.1 indutivamente
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  }Dskx pu u˜q}L5xL10Ij ¤ Cpj,M,M
1qε (2.4)
e
}Dskx puk 1  u˜k 1q}L1xL2Ij ¤ Cpj,M,M
1qε. (2.5)
Para provar isto, para cada 0 ¤ k   j, como hipótese de indução, mostraremos
que
(i) }Dskx puptjq  u˜ptjqq}L2x ¤ 2M 1;
(ii) }Upt tjqpuptjq  u˜ptjqq}L5k{4x L5k{2Ij ¤ Cpj,M,M
1qε;
(iii) }Dskx Upt tjqpuptjq  u˜ptjqq}L5xL10Ij ¤ Cpj,M,M
1qε.
e pelo Teorema anterior concluiremos nossa prova.
Mostremos inicialmente (i). Observe que





u˜ptjq  Uptjqu˜0  µ
» tj
0
Uptj  t1qBxpu˜k 1  µ|Bx|1eqpt1qdt1.
Logo,
uptjq  u˜ptjq  Uptjqpu0  u˜0q  µ
» tj
0
Uptj  t1qBxpuk 1  u˜k 1   µ|Bx|1eqpt1qdt1
e




Upt tjqUptj  t1qBxpuk 1  u˜k 1   µ|Bx|1eqpt1qdt
 Uptqpu0  u˜0q  µ
» tj
0
Upt t1qBxpuk 1  u˜k 1   µ|Bx|1eqpt1qdt.
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Usando o fato de tUptqu ser um grupo em L2x e o Corolário 1.10, temos
}Dskx puptjq  u˜ptjqq}L2x ¤ sup
tPr0,tjs
}Dskx puptq  u˜ptqq}L2x
 }Dskx pu u˜q}L8t L2xpr0,tjsRq

Dskx Uptqpu0  u˜0q  µ » t
0















 }Dskx pu0  u˜0q}L2xpRq  
Dskx » t
0





¤M 1   }Dskx puk 1  u˜k 1   µ|Bx|1eq}L1xL2t pr0,tjsRq









Para (ii), observe que, novamente pelo Corolário 1.10,
}Upt tjqpuptjq  u˜ptjqq}L5k{4x L5k{2Ij

Uptqpu0  u˜0q  µ » tj
0


















¤ }Uptqpu0  u˜0q}L5k{4x L5k{2Ij   }D
sk
x puk 1  u˜k 1q}L1xL2t pr0,tjsRq
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Para (iii), similarmente temos
}Dskx Upt tjqpuptjq  u˜ptjqq}L5xL10Ij

Dskx Uptqpu0  u˜0q  µ » tj
0


















Upt t1qBxpuk 1  u˜k 1   µ|Bx|1eqpt1qχr0,tjspt1qdt1}L5xL10t pRRq









Assim, para ε suficientemente pequeno, temos (i), (ii) e (iii) e valem (2.4) e (2.5).





















}Dskx pu u˜q}L5xL10t pIRq À
N1¸
j0







}Dskx puk 1  u˜k 1q}L1xL2t pIRq À
N1¸
j0






completando assim a demonstração.
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2.2 Decomposição em perfis lineares
Em (GéRARD, 1998), Gérard exibiu que a falha de compacidade aparece
na imersão de Sobolev 9HspRdq  L 2dd2s . Baseados em (GéRARD, 1998), o mesmo tipo
de problema no contexto de equações dispersivas recebeu uma atenção especial para
estimativas do tipo Sobolev-Strichartz para a equação da onda no trabalho de Bahouri
e Gérard, em (BAHOURI; GéRARD, 1999), para a equação de Schrödinger linear, em
(KERAANI, 2001), e para a equação de Schrödinger não linear, em (MERLE; VEGA, 1998).
Grosseiramente falando, eles provaram que uma sequência de soluções para a equação linear
com dado inicial limitado em um certo espaço de Sobolev homogêneo pode ser decomposta,
a menos de subsequências, a uma soma de ondas concentradas quase ortogonais e um resto
pequeno na norma de Strichartz associada. Na literatura, tal decomposição é chamada de
profile-decomposition.
Baseados nos resultados de Gérard em (GéRARD, 1998), Farah e Versieux, em
(FARAH; VERSIEUX, 2018), provaram o profile-decomposition para a equação de Airy,
ou seja, a gKdV linear, no espaço de Sobolev crítico 9Hskx , como segue.
Teorema 2.3 (Decomposição em perfis lineares). Sejam k ¡ 4 e tununPN uma sequência
limitada em 9Hskx . Seja vnptq  Uptqun. Então existe uma subsequência, que continuaremos
denotando por tvnunPN, uma sequência de funções tΨjujPN  9Hskx e uma família de parâ-


















onde temos a propriedade assintótica
lim sup
nÑ 8
}UptqRJn}L5k{4x L5k{2t ÝÑ 0, quando J Ñ  8. (2.6)
Além disso, a sequência de parâmetros tem a propriedade da divergência, ou





  tin  tjnphinq3
  xin  xjnhin
   8.








 }RJn}29Hskx  op1q, quando nÑ  8.
Demonstração. Veja (FARAH; VERSIEUX, 2018, Teorema 1.2).




}D1{px UptqRJn}LptLqx ÝÑ 0, quando J Ñ  8, (2.7)
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como os autores observaram, com esta informação é possível usar interpolação analítica e
chegar na propriedade assintótica enunciado no Teorema 2.3, como segue.





}UptqRJn}L5k{4x L5k{2t  0.
Demonstração. Veja (FARAH; VERSIEUX, 2018, Observação 1.3). Utilizando a interpo-
lação analítica
















e s  θs1 p1θqs2, para pp, q, sq  p5k{4, 5k{2, 0q,
pp1, q1, s1q  p3k{2, 3k{2, 2{3kq, pp2, q2, s2q  pk,8,1{kq e θ  3{5, temos
}UptqRJn}L5k{4x L5k{2t À }D
2{3k
x UptqRJn}3{5L3k{2x L3k{2t }D
1{k
x UptqRJn}2{5LkxL8t . (2.8)





}D2{3kx UptqRJn}L3k{2t,x  0.







   ε, @n ¥ n0,

























, @n ¥ n0.
Agora, como vnp0q  un, e tununPN é uma sequência limitada, existe M ¡ 0 tal
que }un}29Hskx ¤M, para todo n P N, daí
}RJn}29Hskx ¤M, @J ¥ 1,
e assim a limitação é uniforme em relação a n e J . Pelo Corolário 1.7 segue que
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A propriedade (2.6) será mais útil quando comparada com (2.7), pois é a norma
de Strichartz associada L5k{4x L
5k{2
t que usamos com frequência.
2.3 A condição de Palais-Smale módulo simetrias
Conforme enunciado no Teorema 1, mostraremos a existência de uma solução
mínima u que é quase periódica módulo simetrias e possui blow-up positivamente e







com Mc o número crítico dado em (12).
Um resultado de soluções mínimas com blow-up pode ser encontrado em
(KERAANI, 2006, Teorema 1.3), para a equação de Schrödinger não-linear massa crítica e
em (KENIG; MERLE, 2006), para a mesma equação no caso energia crítica.
Em (KILLIP; VISAN, 2013), Killip e Visan mostraram um resultado de com-
pacidade (módulo simetrias) para a equação de Schrödinger não-linear, tanto para o caso
massa-crítica quanto para o caso energia-crítica, o qual foi o ingrediente principal para
mostrar a existência de soluções mínimas quase periódicas módulo simetrias com blow
up positivamente e negativamente no tempo. Baseado neste resultado e nas estimativas
para a equação (1.1) dadas em (FARAH; PASTOR, 2013), provamos o resultado abaixo.
É válido ressaltar que alguns dos argumentos em sua prova foram retirados de (FARAH;
PIGOTT, 2017).
Proposição 2.5 (A condição de Palais-Smale). Assumamos que a Conjectura 1 falhe
e seja Mc o número crítico correspondente. Seja un : In  R ÝÑ R uma sequência de









}un}L5k{4x L5k{2rτn,sup Inq  limnÑ 8 }un}L5k{4x L5k{2pinf In,τns  8,
para alguma sequência de tempos τn P In. Então a sequência tunpτnqunPN possui uma
subsequência que converge módulo simetrias em 9Hskx .
Demonstração. Como a prova de tal resultado é demasiadamente longa, dividiremos a
prova em alguns passos para orientar na demonstração.





com sjn  0 ou sjn Ñ 8.
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Passo 2: Para cada possibilidade de sjn, dada no Passo 1, construir um perfil não linear vj
e a partir deste, construir uma sequência de perfis não lineares vjn via família de
parâmetros dado no Teorema 2.3.
Passo 3: Mostrar que ao menos um destes perfis não lineares vjn possui blow-up.
Passo 4: Construir uma solução aproximada uJn.
Passo 5: Mostrar o desacoplamento de uJn na norma 9Hskx .
Passo 6: Utilizando os passos anteriores, mostrar que a sequência unp0q possui apenas a
decomposição
unp0q  gnUpsnqΨ Rn, gn P G
sendo assim possível extrair um subsequência que converge módulo simetrias.
Passo 1: Sabemos que se un  unpt, xq é solução de (1.1), então uτnn :
unpt  τn, xq também é solução de (1.1). Assim, podemos considerar τn  0, para todo
n P N. Logo, como hipótese podemos supor que
lim
nÑ 8
}un}L5k{4x L5k{2r0,sup Inq  limnÑ 8 }un}L5k{4x L5k{2pinf In,0s  8. (2.10)
Agora, aplicando o Teorema 2.3 para a sequência tunp0qu (que é limitada em 9Hskx por

















Para cada j P N, podemos assumir que, a menos de subsequências, tsjnunPN








gjnUpsjn  sjqUpsjqΨjpxq  RJnpxq,
























gjnpUpsjnqΨjpxqΨjpxqq RJnpxq. Observe que o novo erro R˜Jn satisfaz
lim sup
nÑ 8
}UptqR˜Jn}L5k{4x L5k{2t Ñ 0, quando J Ñ  8, já que R
J


























quando sjn Ñ 0. Portanto, podemos considerar que sjn  0 ou sjn Ñ 8.
Passo 2: Definamos o perfil não linear vj : Ij  R ÝÑ R da seguinte maneira:
(i) Se sjn  0, então vj é uma solução de (1.1) com intervalo de existência maximal
(existe solução local, pelo Teorema 1.15) com condição inicial vjp0q  Ψj.
(ii) Se sjn Ñ  8, então vj é uma solução de (1.1) com intervalo de existência maximal







(iii) Se sjn Ñ 8, então vj é uma solução de (1.1) com intervalo de existência maximal







Observe que nos casos (ii) e (iii) a existência da solução vj é garantida pelo
Teorema 1.17. Para cada n, j P N, definamos vjn : Ijn  R ÝÑ R por
vjn : Tgjnvjp  tjnq, isto é, vjnpt, xq  gjnvjpphjnq3pt tjnq, xq,
ou seja, vjn é uma translação combinada com uma dilatação da solução vj , e assim, também é
uma solução de (1.1) com condição inicial vjnp0q  gjnvjpphjnq3tjnq  gjnvjpsjnq e intervalo
de existência Ijn  tt P R; phjnq3pt  tjnq P Iju. Note que Ijn é um intervalo da forma
pTn,j, T n,jq com 8 ¤ Tn,j   0   T n,j ¤  8, já que 0 P Ijn e este é um intervalo aberto.
Para cada J ¥ 1 fixado, pela expansão assintótica Pitagórica, tem-se que para







   ε, @n ¥ n0,











   ε, @n ¥ n0,




















, @n ¥ n0.











}unptq}29Hskx Mc, @J ¥ 1. (2.12)









16 , @j ¥ J0, (2.13)
onde δk é dado no Corolário 1.14, no qual tem-se boa colocação global.
Passo 3: Mostremos que ao menos um deste perfis não lineares possui blow-up.






Demonstração. Façamos a prova por redução ao absurdo. Suponhamos que para todo






Pelo Teorema 1.16 podemos concluir que tais soluções são globais e assim sup Ijn  8,
para todo 1 ¤ j   J0 e n suficientemente grande.
Vamos mostrar que as soluções vjn também são globais para j ¥ J0. De fato,
















À }vjpsjnq} 9Hskx .
De acordo com o Passo 1, temos três casos a analisar para sjn.
















 }vjpsjnq  UpsjnqΨj   UpsjnqΨj} 9Hskx
¤ }vjpsjnq  UpsjnqΨj} 9Hskx   }UpsjnqΨj} 9Hskx
 }vjpsjnq  UpsjnqΨj} 9Hskx   }Ψj} 9Hskx ,
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já que }vjpsjnq  UpsjnqΨj} 9Hskx Ñ 0, quando nÑ  8.
(iii) Se sjn Ñ 8, o caso é análogo a (ii).
Portanto, em qualquer caso temos }vjn}L5k{4x L5k{2
r0,sup Ijnq
  δk. Pelo Teorema 1.16















, para n suficientemente






















para n suficientemente grande.
Passo 4: Com as informações acima, deduziremos uma limitação para o ta-
manho do scattering de un positivamente no tempo (para n suficientemente grande),
contradizendo a hipótese (2.10). Para provarmos isto, utilizaremos o Teorema de Estabili-





mostrando que esta é uma solução aproximada para o problema (1.1).
Para utilizarmos o Teorema de Estabilidade com a solução aproximada uJn e
e  pBt   B3xquJn   µBxppuJnqk 1q, devemos verificar as seguintes condições:




n}L5xL10t ¤ L, (2.16)
}Dskx uJn}L8t L2x ¤M, (2.17)
}Dskx puJnp0q  unp0qq}L2x ¤M 1, (2.18)
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para constantes positivas M,M 1 e L. Além disso, também devemos verificar as condições
de pequenez
}UptqpuJnp0q  unp0qq}L5k{4x L5k{2t   }UptqD
sk
x puJnp0q  unp0qq}L5xL10t ¤ ε (2.19)
e
}Dskx |Bx|1e}L1xL2t ¤ ε, (2.20)
para algum 0   ε   ε1pM 1,M,Lq suficientemente pequeno.
Verifiquemos então tais condições para n e J suficientemente grandes.
Demonstração de (2.16). Veja que
}uJn}5k{4L5k{4x L5k{2t  }W
J
n   UptqRJn}5k{4L5k{4x L5k{2t À }W
J
n }5k{4L5k{4x L5k{2t   }UptqR
J
n}5k{4L5k{4x L5k{2t , (2.21)
onde W Jn 
¸
1¤j¤J
vjn. Para a primeira parcela acima,






































 ¤ CJ ¸
im
|zi||zm|a1, a ¡ 1,
temos











































»  }vinvmn }Lqt }pvmn qp5k4q{2}Lpt 1{2 dx
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onde usamos a desigualdade de Hölder em t com 1{p 1{q  1. Agora usando a desigualdade





















}vinvmn }1{2Lq{2x Lqt }v
m
n }p5k4q{4Lpp5k4q{4x Lpp5k4q{2t .
Escolhendo p  5k5k  4 e q 
5k







}vinvmn }1{2L5k{8x L5k{4t }v
m
n }p5k4q{4L5k{4x L5k{2t .







}vinvmn }1{2L5k{8x L5k{4t }v
m




A primeira parcela em (2.22) é limitada por (2.15) enquanto que por (2.6) a
terceira parcela vai a zero para n e J suficientemente grandes. Para a segunda parcela de
(2.22), mostremos que
}vinvmn }L5k{8x L5k{4t ÝÑ 0, i  m. (2.23)
De fato, lembremos que






  tin  tmnphinq3
  xin  xmnhin
  8.







(ii) hin  hmn e limnÑ8
tin  tmnphinq3
  xin  xmnhin
  8.
Suponhamos que ocorra (i). Sem perda de generalidade podemos supor que
hmn
hin
ÝÑ 8 quando n Ñ 8 e que vi e vm são contínuas e com suporte compacto (por
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densidade). Observe que





































, sk  ph
i
nq3   tin  tmn
phmn q3
e yk  h
i
ny   xin  xmn
hmn
.
Como vi e vm possuem suporte compacto, temos







Suponhamos agora que ocorra (ii), em vista da igualdade acima com hin  hmn
e como vi e vm são contínuas e possuem suporte compacto, pelo Teorema da Convergência
Dominada, temos (2.23).
Isso mostra que a primeira parcela em (2.16) é limitada. Para finalizarmos,
resta mostrarmos que }Dskx uJn}L5xL10t também é limitado. Mas isso, como na demonstração
do Teorema 1.18, segue do fato da primeira parcela ser limitada. Para os detalhes, veja
(FARAH; PASTOR, 2013, Teorema 1.4).
Demonstração de (2.17). Pela fórmula de Duhamel,
uJnptq  UptquJnp0q  
» t
0
Upt t1qpBxpuJnqk 1   eqdt1,
e assim,
}Dskx uJn}L8t L2x À }UptqDskx uJnp0q}L8t L2x   }Bx
» t
0
Upt t1qDskx ppuJnqk 1   |Bx|1eq}L8t L2x .




Upt t1qDskx ppuJnqk 1   |Bx|1eq}L8t L2x À }Dskx ppuJnqk 1   |Bx|1eq}L1xL2t
À }Dskx puJnqk 1}L1xL2t   }Dskx |Bx|1e}L1xL2t
Para a primeira parcela, assim como na demonstração do Teorema 1.14, veja que





o qual é limitado por (2.16). A segunda parcela é o item (2.20) que, conforme provaremos
mais adiante, vai para zero.
Demonstração de (2.18). Para qualquer J ¥ 1, mostremos que
lim
nÑ 8
}Dskx puJnp0q  unp0qq}L2x  0. (2.24)
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De fato, de (2.11) e da definição do profile vjn, temos































Analisemos três casos separadamente, de acordo com a definição do profile vjn.
(i) Se sjn  0, então vjp0q  Ψj e

















(ii) Se sjn Ñ  8, então















}Dskx pUpsjnqΨj  vjpsjnqq}2L2x ÝÑ 0.
(iii) Se sjn Ñ 8, o raciocínio é análogo a (ii).





}UptqpuJnp0q  unp0q}L5k{4x L5k{2t À limJÑ 8 lim supnÑ 8 }D
sk
x puJnp0q  unp0q}L2x  0,
donde segue o afirmado.





}Dskx |Bx|1ppBt   B3xquJn  BxppuJnqk 1qq}L1xL2t  0.
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Para J, n ¥ 1, temos




























































Mostremos que estas duas parcelas vão a zero para J e n suficientemente grandes. Para a
primeira parcela de (2.25), note queDskx  puJnqk 1  puJn  UptqRJnqk 1L1xL2t  Dskx  W Jn   UptqRJnk 1   W Jn k 1	L1xL2t








Queremos estimar cada termo da soma acima na norma L1xL2t que é dado por
Sn  }Dskx pf 1n    fknUptqRJnq}L1xL2t














}f rn}L5k{4x L5k{2t }D
sk
x pfknUptqRJnq}Lpkx Lqkt ,
(2.26)
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onde 1
pk
 1 pk  1q 45k e
1
qk
 12  pk  1q
2
5k . Assim,




x pUptqRJnq}Lpkx Lqkt . (2.27)





}fknDskx pUptqRJnq}Lpkx Lqkt  0. (2.28)
Se fkn  UptqRJn, pela desigualdade de Hölder





e assim, como }Dskx pUptqRJnq}L5xL10t À }RJn} 9Hskx   8 e }fkn}L5k{4x L5k{2t Ñ 0, para n e J
suficientemente grandes, (2.28) é satisfeita.
Se fkn  W Jn , para todo J ¡ J˜ ¥ 1, temos

























































}vjn}L5k{4x L5k{2t   8, daí dado ε ¡ 0, existe Jpεq ¡ 0 tal que¸
j¡Jpεq
}vjn}L5k{4x L5k{2t   ε.
Assim, escolhendo J˜  Jpεq basta provarmos que
lim sup
nÑ8
}vjnDskx pUptqRJnq}Lpkx Lqkt  0, @1 ¤ j ¤ Jpεq.
Fazendo a mudança de variáveis x  hjny   xjn e t  phjnq3s  tjn, temos
vjnpt, xq  vjnpphjnq3s  tjn, hjny   xjnq  phjnq2{kvjps, yq
e
Dskx pUptqRJnqpxq  Dskx pUpphjnq3s  tjnqRJnphjny   xjnqq.
Escrevendo wJnps, yq  phjnq2{kUpphjnq3s  tjnqRJnphjny   xjnq, temos









}Dskx wJn}Lp˜xLq˜t  0, para algum p˜ perto de 5 e q˜ perto de 10.
Assumamos que a Afirmação seja verdadeira por enquanto. Dado ε ¡ 0, seja
vjε P C80 pR2q tal que
}vj  vjε}L5k{4x L5k{2t   ε.
Então,




 }pvj  vjεqDskx wJn   vjεDskx wJn}Lpkx Lqkt




n}L5xL10t   }vjεDskx wJn}Lpkx Lqkt
  ε}Dskx wJn}L5xL10t   Cε}Dskx wJn}Lp˜xLq˜t ,













. Para p˜ e q˜ próximos de 5 e 10,
respectivamente, pela afirmação temos que
lim sup
nÑ8
}vjnDskx pUptqRJnq}Lpkx Lqkt  0, @1 ¤ j ¤ Jpεq.
Isso de fato mostra que a primeira parcela em (2.25) tende para zero.
Prova da Afirmação. Consideremos primeiramente o caso k ¥ 6. Como 23k   sk  
1  sk, interpolando as desigualdades }D2{3kx Uptqu0}L3k{2x,t À }u0} 9Hskx e }D
1 sk
x Uptqu0}L8x L2t À
}u0} 9Hskx , podemos encontrar θ P p0, 1q, a, b P p1, 8q tais que
}Dskx Uptqu0}LaxLbt À }D2{3kx Uptqu0}θL3k{2x,t }D
1 sk
x Uptqu0}1θL8x L2t .








2 . Sabemos também que}Dskx Uptqu0}L5xL10t À }u0} 9Hskx , interpolando novamente, para qualquer δ P p0, 1q, podemos
encontrar pδ e qδ tais que
































}D1 skx wJn}L8x L2t  }D1 skx UptqRJn}L8x L2t .
Combinando estas desigualdades, temos
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}Dskx wJn}Lpδx Lqδt ÝÑ 0, quando J Ñ  8.
Considerando agora k  5, note que não podemos aplicar o argumento anterior
visto que sk   2{3k. Agora observe que 1
k
  sk   23k e }D
1{kUptqu0}LkxL8t À }u0} 9Hskx .
Interpolando, temos
}Dskx Uptqu0}LcxLdt À }D1{kx Uptqu0}θLkxL8t }D
2{3k
x Uptqu0}1θL3k{2x,t .
Interpolando novamente, para qualquer δ P p0, 1q, podemos encontrar pδ e qδ tais que











}D2{3kx Uptqu0}p1δqp1θqL3k{2x,t , @δ P p0, 1q.
donde novamente segue que
lim sup
nÑ 8
}Dskx wJn}Lpδx Lqδt ÝÑ 0, quando J Ñ  8.
Isso completa a demonstração da Afirmação, pois podemos tomar p˜  pδ e q˜  qδ.
Resta mostrar que a segunda parcela de (2.25) também tende para zero. Para













está limitado por uma soma de termos da forma
Tn : }Dskx pvj1n  vj2n    vjkn  vjk 1n q}L1xL2t
onde os jl não são todos iguais, digamos jk e jk 1. Sendo assim, é suficiente mostramos















}vjrn }L5k{4x L5k{2t }D
sk
x pvjkn vjk 1n q}Lpkx Lqkt ,
onde 1
pk
 1 pk  1q 45k e
1
qk
 12  pk  1q
2
5k . Portanto, basta mostrarmos que
}vjkn vjk 1n }L5k{8x L5k{4t   }D
sk
x pvjkn vjk 1n q}Lpkx Lqkt ÝÑ 0, quando nÑ 8.
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A primeira parcela vai a zero por (2.23). Para a segunda, por interpolação, temos



















onde σk  k  4



































Agora, usando a regra Leibniz,


















  3k  4





  13k  2 . Novamente, por interpolação,





}Dskx vjkn }1σkL5xL10t .
e assim de (2.29) concluímos que }Dskx pvjkn vjk 1n q}Lpkx Lqkt ÝÑ 0, quando nÑ  8, finalizando
a demonstração de (2.20).
Portanto, utilizando o resultado de Estabilidade 2.2,
}un  uJn}L5k{4x L5k{2r0,sup Inq À ε,
para n e J suficientemente grandes. Como }uJn}L5k{4x L5k{2t ¤ L, por (2.16), concluímos que
}un}L5k{4x L5k{2r0,sup Inq  }pun  u
J
nq   uJn}L5k{4x L5k{2r0,sup Inq




para n e J suficientemente grandes, ou seja,
lim sup
nÑ8
}un}2L5k{4x L5k{2r0,sup Inq   8.
Mas isso é uma absurdo, pois contradiz a hipótese do Teorema 2.5. Isto finaliza a demons-
tração do Lema 2.6.
Voltando ao Teorema 2.5, rearranjando os índices, se necessário, de acordo com









}vjn}2L5k{4x L5k{2r0,8q   8, para j ¡ J1.
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Passando a uma subsequência em n, podemos garantir que
}v1n}2L5k{4x L5k{2
r0,sup I1nq
ÝÑ 8, quando nÑ  8.
Logo, juntamente com o Lema 2.6, podemos concluir que existem um ou mais
perfis que fazem com que a norma L5k{4x L
5k{2
t de un seja infinita. Para provar o Teorema 2.5,
mostraremos que apenas um profile possui tal característica. Para provar isto, precisamos
mostrar o desacoplamento de uJn em 9Hskx para grandes períodos de tempo.
Para m,n ¥ 1 definamos um inteiro jpm,nq P t1,    , J1u e um intervalo Kmn
da forma r0, τ s tal que
sup
1¤j¤J1
}vjn}L5k{4x L5k{2Kmn  }v
jpm,nq
n }L5k{4x L5k{2Kmn  m.
Pelo Princípio da casa dos pombos, existe um 1 ¤ j1 ¤ J1 tal que para infinitos m temos
um jpm,nq  j1, para infinitos valores de n. Reordenando os índices, podemos assumir








Por outro lado, todos vjn possuem norma L5k{4x L
5k{2
t finita em Kmn , para cada
m ¥ 1. Assim, pelo mesmo argumento usado no Lema 2.6, vemos que para cada n e J











para cada m ¥ 1.
Passo 5: Mostremos o desacoplamento em 9Hskx para uJn.





}uJn}29Hskx  ¸1¤j¤J }vjn}29Hskx  }RJn}29Hskx
  0.

































 xDskx UptqRJn, Dskx vjny   xDskx vjn, Dskx UptqRJny .
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Assim, para provar o lema, basta mostrarmos que para qualquer sequência
tn P Kmn ,
xDskx vjnptnq, Dskx vj
1
n ptnqy ÝÑ 0, quando nÑ 8
e
xDskx UptnqRJn, Dskx vjnptnqy ÝÑ 0, quando nÑ 8,
para todo 1 ¤ j, j1 ¤ J com j  j1.
Façamos a prova do segundo limite. Fazendo uma mudança de variáveis, temos
xDskx UptnqRJn, Dskx vjnptnqy  xDskx Upphjnq3tnqpgjnq1RJn, Dskx vjpphjnq3tn   tjnqy. (2.32)
Como tn P Kmn  r0, sup Ijnq, para todo 1 ¤ j ¤ J1, temos phjnq3tn   tjn P Ij,
para todo j ¥ 1. Refinando a sequência em j e utilizando o argumento padrão da diagonal,
podemos assumir que phjnq3tn  tjn converge para cada j. Fixe 1 ¤ j ¤ J1. Se phjnq3tn  tjn
converge para algum ponto τ j no interior de Ij. Pela continuidade do fluxo, vjpphjnq3tn tjnq
converge para vjpτ jq em 9Hskx . Por outro lado,
lim
nÑ8
}Upphjnq3tnqpgjnq1RJn} 9Hskx  limnÑ8 }R
J
n} 9Hskx ÀMc.
Combinando isto com (2.32), temos
lim
nÑ8
xDskx UptnqRJn, Dskx vjnptnqy  limnÑ8xD
sk
x Upphjnq3tnqpgjnq1RJn, Dskx vjpphjnq3tn   tjnqy
 lim
nÑ8
xDskx Uptjnqpgjnq1RJn, Dskx Upτ jvjpτ jqqy
 0,
já que Uptjnqpgjnq1RJn á 0 (isso pode ser obtido olhando a prova do Teorema 2.3).
Se phjnq3tn   tjn converge para sup Ij, devemos ter sup Ij   8. De fato, se
tjn Ñ  8, isto claramente é verdadeiro, já que phjnq3tn ¥ 0. Se tjn Û  8, a única opção
restante é termos tjn  0, já que tjn Û 8, senão não teríamos phjnq3tn   tjn convergindo
para sup Ij, assim, se tjn  0, temos
lim
nÑ8













contradizendo a hipótese do Teorema 2.5. Portanto, devemos ter sup Ij   8 e daí vj se
espalha positivamente no tempo para alguma φj P 9Hskx , ou seja,
lim
nÑ8
}vjpphjnq3tn   tjnq  Upphjnq3tn   tjnqφj} 9Hskx  0. (2.33)
Assim, de (2.32) e (2.33) temos
lim
nÑ 8
xDskx UptnqRJn, Dskx vjnptnqy  limnÑ 8xD
sk
x Uptjnqrpgjnq1RJns, Dskx φjy  0,
Capítulo 2. Redução à soluções quase periódica módulo simetrias 62
já que Uptjnqpgjnq1RJn á 0.
Façamos agora o caso quando phjnq3tn   tjn converge para inf Ij. Visto que
phjnq3tn ¥ 0 e inf Ij   8, para todo j ¥ 1 vemos que tjn não pode convergir para  8.
Além disso, se tjn  0, devemos ter inf Ij ¥ 0, o que é absurdo pois inf Ij   0. Isto nos
deixa apenas com a possibilidade tjn Ñ 8, quando n Ñ  8. portanto inf Ij  8 e vj




xDskx UptnqRJn, Dskx vjnptnqy  limnÑ 8xD
sk
x Uptjnqrpgjnq1RJns, Dskx φjy  0.
Isto finaliza a demonstração do Lema 2.7.
Passo 6: De (2.9) e (2.31)












para cada m ¥ 1. Por outro lado, como vale (2.30), devemos ter vjn  0 para j ¥ 2, e
assim Ψj  0, para j ¥ 2, nos deixando a decomposição
unp0q  gnUpsnqΨ Rn, (2.34)
para alguma gn P G, sn P R e funções Ψ, Rn P 9Hskx com Rn Ñ 0 fortemente em
9Hskx . Além disso sn  0 ou sn Ñ 8.
Temos três casos a analisar:
(i) Se sn  0, temos
unp0q  gnUpsnqΨpxq  Rnpxq  gnΨpxq  Rnpxq.
Portanto,
}unp0q  gnΨ}29Hskx  }g
1





ÝÑ 0, quando nÑ  8,
ou seja, pgnq1unp0q ÝÑ Ψ em 9Hskx quando n Ñ  8, isto é, a sequência tunp0qu
converge módulo simetrias para Ψ.
(ii) Se sn Ñ  8, é possível extrair uma subsequência de tsnu, o qual continuaremos
denotando por tsnu, de forma que ela seja crescente, ou seja, sn ¤ sn 1. Agora note
que
}UptqgnΨ}L5k{4x L5k{2t ¤ }D
sk
x gnΨ}L2x  }Ψ} 9Hskx   8
já que Ψ P 9Hskx . Mostremos que
lim
nÑ 8
}UptqUpsnqgnΨ}L5k{4x L5k{2t pr0, 8qRq  0. (2.35)
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Observe que





















Fazendo a mudança de variáveis t˜  t  sn,

















. Observe que fn 1 ¤ fn, fn P L1pRq e









ÝÑ 0, quando nÑ  8,
mostrando (2.35).
Agora, de (2.34),




}Uptqunp0q}L5k{4x L5k{2t ¤ limnÑ 8






}UptqRn}L5k{4x L5k{2t À limnÑ 8 }Rn} 9Hskx  0. Pelo Teorema 2.2 com u˜0  0 e
e  0 segue que
}un}L5k{4x L5k{2r0, 8q À ε, ou seja limnÑ 8 }un}L5k{4x L5k{2r0, 8q  0
o que contradiz a hipótese do Teorema 2.5. Portanto o caso sn Ñ  8 não ocorre.
(iii) O caso quando sn Ñ 8 é similar ao caso (ii).
Assim, apenas o caso (i) ocorre, onde foi possível extrair uma subsequência que
converge módulo simetrias, finalizando então a demonstração da Proposição 2.5.
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2.4 Existência de soluções quase periódica módulo simetrias
Se a Conjectura 1 falhar, com a Proposição 2.5 podemos extrair uma solução
mínima quase periódica módulo simetrias, no sentido da Definição 1.26, que possui blow
up positivamente e negativamente no tempo.
Teorema 2.8. Assumamos que a Conjectura 1 falhe. Seja Mc o número crítico corres-







intervalo de existência maximal I, que é quase periódica módulo simetrias e possui blow up
positivamente e negativamente no tempo.
Demonstração. Conforme já discutimos na introdução, a falha da Conjectura 1 implica
na existência de uma sequência de soluções un : In  R ÝÑ R tal que un P L8In 9Hskx ,
}un}L5k{4x L5k{2In   8, suptPIn
}unptq}29Hskx ÕMc e limnÑ 8 }un}L5k{4x L5k{2In  8.
Escolhamos tn P In de forma que }un}L5k{4x L5k{2rtn,sup Inq  }un}L5k{4x L5k{2pinf In,tns . Como
}un}L5k{4x L5k{2In À }un}L5k{4x L5k{2rtn,sup Inq   }un}L5k{4x L5k{2pinf In,tns
 2}un}L5k{4x L5k{2rtn,sup Inq
 2}un}L5k{4x L5k{2pinf In,tns .
segue que lim
nÑ 8
}un}L5k{4x L5k{2rtn,sup Inq  limnÑ 8 }un}L5k{4x L5k{2pinf In,tns  8. Sabemos que se u 
upt, xq é solução, então utn : upt tn, xq também é solução. Assim, podemos considerar
tn  0, @n P N.
Pelo Teorema 2.5, passando a uma subsequência se necessário, a sequência
tunp0qunPN converge fortemente para algum u0 P 9Hskx módulo simetrias, isto é, existe
tgnunPN  G, de acordo com a Definição 1.23, tal que gnunp0q converge fortemente para u0
em 9Hskx . Lembremos que pela identidade (1.20), a transformação Tgn preserva a norma em
L5k{4x L
5k{2
I . Assim, aplicando Tgn a un, podemos assumir sem perda de generalidade que gn
é a identidade para cada n P N, ou seja, unp0q converge fortemente para u0 em 9Hskx .
Seja u : I  R ÝÑ R a solução de (1.1) com condição inicial up0q  u0. Veja
que, por (1.2),
}un  u}L8In 9Hskx  }Uptqpunp0q  u0q  
» t
0
Upt t1qBxpuk 1n  uk 1qpt1qdt1}L8In 9Hskx
À }unp0q  u0} 9Hskx   }Dskx puk 1n  uk 1q}L1xL2In .
(2.36)







¤ L e }Dskx u˜}L5xL10In ¤ L. Note também que
lim sup
nÑ 8
}u˜0  u0} 9Hskx  lim supnÑ 8 }unp0q  u0} 9Hskx  0,
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}Uptqpu˜0  u0q}L5k{4x L5k{2t   }D
sk




}u˜0  u0} 9Hskx  0.







¤ }unptq}2L8In 9Hskx Mc. (2.37)
Mostremos que u possui blow up positivamente e negativamente no tempo. Se
u não possui blow up positivamente no tempo então sup I  8, e como I é um intervalo






  8. Levando em conta o
argumento usado acima, pelo Teorema 2.2, concluímos que para n suficientemente grande,
devemos ter




}un}L5k{4x L5k{2r0,8q À ε  lim supnÑ 8 }u}L5k{4x L5k{2r0,8q   8,
o que é um absurdo pela construção de un. Analogamente mostra-se que u possui blow up
negativamente no tempo.













  Mc devemos ter LpMq   8,
contradizendo o fato de u possuir blow up positivamente no tempo. Isto combinado com







Resta-nos mostrar que u é quase periódica módulo simetrias. Consideremos
uma sequência arbitrária de tempos t1n P I. Visto que u possui blow up positivamente e














Pela Proposição 2.5, concluímos que tupt1nqunPN possui uma subsequência con-
vergente módulo simetrias, ou seja, a órbita tuptq; t P Iu é pré-compacta em 9Hskx módulo
simetrias, e assim, pela Observação 1.27, u é quase periódica módulo simetrias.
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CAPÍTULO 3
TRÊS CENÁRIOS ESPECIAIS PARA BLOW-UP
A partir da existência de soluções quase periódicas módulo simetrias dada pelo
Teorema 2.8, provaremos algumas propriedades sobre sua função escala frequência Nptq,
que serão cruciais para provar o Teorema 1. Os resultados deste capítulo são baseados nos
resultados encontrados em (KILLIP et al., 2012) para a equação (1.1) massa crítica.
3.1 Lemas para soluções quase periódica módulo simetrias
Lema 3.1 (Quase unicidade de N). Seja u uma solução não nula de (1.1) com intervalo de
existência I que é quase periódica módulo simetrias com função escala frequência N : I ÝÑ
R , função centro espacial x : I ÝÑ R e função módulo compacidade C : R  ÝÑ R  e que
também é quase periódica módulo simetrias com função escala frequência N 1 : I ÝÑ R ,
função centro espacial x1 : I ÝÑ R e função módulo compacidade C 1 : R  ÝÑ R , então
Nptq u,C,C1 N 1ptq, @t P I.
Demonstração. Mostremos que N 1ptq Àu,C,C1 Nptq, para todo t P I. Por hipótese sabemos











|ξ|2sk |uˆpt, ξq|2dξ   η.
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Escrevamos
Dskx upt, xq  Dskx upt, xqχ|xx1ptq|¥C1pηq{N 1ptqpxq  Dskx upt, xqχ|xx1ptq| C1pηq{N 1ptqpxq
: u1pt, xq   u2pt, xq.











































|uˆ2pt, ξq|2 À }uptq}29Hskx C
1pηqN 1ptq1.
Por outro lado, para cada η ¡ 0 e t P I, seja B  tξ; |ξ| ¥ CpηqNptqu.
Utilizando (3.2), observe que
}zDskx u}2L2
ξ



























































pBq   η   2}zDskx u}2L2
ξ
pBq
¤ η   2}zDskx u}2L2
ξ
pBq
¤ η   2η
 3η,
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Como u é uma solução não nula, para ε suficientemente pequeno concluímos que
N 1ptq ¤ 4C 1pηqCpηqNptq.
donde segue que N 1ptq Àu,C,C1 Nptq.
Trocando os papéis de N e N 1 concluímos também que Nptq Àu,C,C1 N 1ptq, @t P
I. Logo, Nptq u,C,C1 N 1ptq, para qualquer t P I.
Definição 3.2 (Convergência localmente uniforme). Sejam un : In  R ÝÑ R e u :
I R ÝÑ R soluções de (1.1). Dizemos que un converge localmente uniformemente para u
se para todo K  I compacto, com K  In, para n suficientemente grande tem-se que un
converge fortemente para u em C0t 9Hskx pK  Rq X L5k{4x L5k{2t pK  Rq quando nÑ 8.
Lema 3.3 (Dependência quase contínua de N em u). Seja tununPN uma sequência de
soluções de (1.1) com intervalo de existência In que são quase periódica módulo simetrias
com funções escala frequência Nn : In ÝÑ R , funções centro espacial xn : In ÝÑ R
e função módulo compacidade C : R  ÝÑ R , independente de n. Suponhamos que un
convirja localmente uniformemente para uma solução não nula u de (1.1) com intervalo de
existência I. Então
(i) 0   lim inf
nÑ8
Nnptq ¤ lim sup
nÑ8
Nnptq   8, @t P I.
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(ii) lim sup
nÑ 8
|xnptq|Nnptq   8, @t P I.
(iii) u é quase periódica módulo simetrias com função escala frequência N : I ÝÑ R  e
função módulo compacidade C.
(iv) Além disso, Nptq u,C lim inf
nÑ8
Nnptq u,C lim sup
nÑ8
Nnptq, @t P I.
Demonstração. (i) Suponhamos que uma destas desigualdades falhe para algum t0 P I.
Então devemos ter lim inf
nÑ8
Nnpt0q  0 ou lim sup
nÑ8
Nnpt0q  8, assim, passando a uma
subsequência, se necessário, Nnpt0q converge para zero ou para infinito, quando nÑ 8.
Afirmação: }Dskx unpt0q}L2x ÝÑ 0, quando nÑ  8.
De fato, dividiremos a prova em dois casos de acordo com a convergência de
Nnpt0q.
Caso 1: Nnpt0q ÝÑ 0, quando nÑ  8.























Todos os termos do lado direito na desigualdade acima podem ser feito pequenos;
o primeiro tendo em vista que un ÝÑ u localmente uniformemente, o segundo pelo fato
de Nnpt0q ÝÑ 0, e o terceiro pela definição de quase periodicidade módulo simetrias. Isso
mostra o afirmado neste caso.
Caso 2: Nnpt0q ÝÑ  8, quando nÑ  8.























Novamente todos os termos do lado direito desta última desigualdade podem ser feito pe-
quenos; o primeiro tendo em vista que un ÝÑ u localmente uniformemente, o segundo agora
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pelo fato de Nnpt0q ÝÑ 8, e o terceiro novamente pela definição de quase periodicidade
módulo simetrias. Isso conclui portanto a prova da Afirmação.
Pela Afirmação acima tunpt0qunPN converge fortemente para zero em 9Hskx . Por
outro lado, como un converge localmente uniformemente para u, temos que unpt0q ÝÑ upt0q
em 9Hskx e assim, pela unicidade do limite, concluímos que upt0q  0. Observe agora que
v  0 também é solução de (1.1) satisfazendo vpt0q  0, e devido a unicidade de soluções
podemos concluir que u  0, contradizendo o fato de u ser não nula, por hipótese.
(ii) Suponhamos por absurdo que existe t0 P I tal que, a menos de subsequências,
|xnpt0q|Nnpt0q ÝÑ  8. Em vista de (i), devemos ter |xnpt0q| ÝÑ  8, quando nÑ  8.
Mostremos que também aqui }Dskx unpt0q}L2x ÝÑ 0, quando nÑ  8. De fato,























O primeiro e o terceiro termos da desigualdade acima pode ser feitos pequenos









. Como |xnpt0q| Ñ  8 e Cpηq
Nnpt0q é uma
quantidade limitada (veja item (i)) podemos concluir que tal termo também pode ser feito
pequeno.
Portanto, assim como no item (i) concluímos que u  0, o que é novamente um
absurdo.
(iii) Pelo itens (i) e (ii) segue que as sequências tNnptqunPN e txnptqunPN são
limitadas. Portanto, a menos de subsequências, podemos supor que estas convergem,
respectivamente, digamos para Nptq e xptq.






|ξ|2sk |uˆnpt, ξq|2dξ   η, @t P I.
Considere os conjuntos An  tx P R; |x  xnptq| ¥ Cpηq{Nnptqu, A  tx P
R; |x xptq| ¥ Cpηq{Nptqu, Bn  tξ P R; |ξ| ¥ CpηqNnptqu e B  tξ P R; |ξ| ¥ CpηqNptqu.






|Dskx upt, xq|2dx (3.3)
e »
Bn
|ξ|2sk |uˆnpt, ξq|2dξ Ñ
»
B
|ξ|2sk |uˆpt, ξq|2dξ (3.4)




























|Dskx upt, xq|2pχAn  χAqpxqdx|
Ñ 0,
já que un Ñ u localmente uniformemente e como Nnptq Ñ Nptq e xnptq Ñ xptq,
para cada t P I, segue que χAn Ñ χA.





|ξ|2sk |uˆpt, ξq|2dξ   η, @t P I.
Portanto u é quase periódica módulo simetrias.
(iv) Aqui é suficiente mostrarmos que existem constantes A,B ¡ 0 tais que
ANptq ¤ lim inf
nÑ 8
Nnptq ¤ lim sup
nÑ 8
Nnptq ¤ BNptq. (3.5)




Nnptq   ANptq e lim sup
nÑ8
Nnptq ¡ ANptq.
Portanto Nnptq possui dois pontos de acumulação que estão separados por uma distância
estritamente positiva, e assim u possui duas funções escala frequência que estão separadas
por uma distância estritamente positiva, o que é um absurdo pelo Lema 3.1 para A
suficientemente grande.
Definição 3.4 (Solução Normalizada). Seja u uma solução de (1.1) que é quase periódica
módulo simetrias com função escala frequência N e função centro espacial x. Dizemos que
u é normalizada se o intervalo de existência I contem o zero,
Np0q  1 e xp0q  0.
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Mais geralmente, uma normalização de u no tempo t0 P I é
urt0s : Tgxpt0qNpt0q,Npt0qup   t0q.
Esta é uma solução quase periódica módulo simetria com intervalo de existência
I rt0s : ts P R; t0   sNpt0q3 P Iu
e função escala frequência
N rt0spsq : Npt0   sNpt0q
3q
Npt0q .
Lema 3.5 (Compacidade de soluções quase periódica módulo simetrias). Seja tununPN
uma sequência de soluções normalizadas de (1.1) com intervalo de existência maximal
In Q 0, onde cada função é quase periódica módulo simetrias com funções escala frequência
Nn : In ÝÑ R  e função módulo compacidade C : R  ÝÑ R . Assumamos também que
0   inf
nPN
}unp0q} 9Hskx ¤ sup
nPN
}unp0q} 9Hskx   8. (3.6)
Então, passando a uma subsequência se necessário, existe uma solução não nula u de
(1.1) com intervalo de existência maximal I que é quase periódica módulo simetrias e un
converge localmente uniformemente para u.
Demonstração. Como as soluções un são normalizadas, temos Nnp0q  1 e xnp0q  0. Daí





|ξ|2sk |uˆp0, ξq|2dξ   η.
Além disso, sendo tunp0qunPN uma sequência limitada em 9Hskx (por (3.6)), a Proposição
1.22 implica que a família tunp0qunPN é pré-compacta em 9Hskx . Assim, passando a uma
subsequência se necessário, podemos encontrar u0 P 9Hskx tal que unp0q converge fortemente
para u0 em 9Hskx . Da primeira desigualdade em (3.6) vemos que u0 não é identicamente
nula.
Seja u a solução (não nula) com condição inicial u0. Assim, da dependência
contínua do problema de Cauchy (1.1) em relação aos dados iniciais (veja Teorema 1.15),
un converge localmente uniformemente para u e pelo Lema 3.3, temos u quase periódica
módulo simetrias.
Lema 3.6 (Constância local de N). Seja u uma solução não nula de (1.1) com intervalo de
existência maximal I que é quase periódica módulo simetria com função escala frequência
N : I ÝÑ R  e função módulo de compacidade C : R  ÝÑ R . Então existe um número
pequeno δ, dependendo de u, tal que, para todo t0 P I tem-se
rt0  δNpt0q3, t0   δNpt0q3s  I (3.7)
e
Nptq u Npt0q, sempre que |t t0| ¤ δNpt0q3. (3.8)
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Demonstração. Mostremos (3.7) inicialmente. Se (3.7) não ocorre então, para todo δ ¡ 0,
existe tδ P I tal que
rtδ  δNptδq3, tδ   δNptδq3s  I,
isto é, existe t¯δ P rtδδNptδq3, tδ δNptδq3s mas t¯δ R I. Assim, podemos obter sequências
ttnu  I e δn Ñ 0 tais que tn   δnNptnq3 R I ou tn  δnNptnq3 R I.
Sem perda de generalidade, suponhamos que tn   δnNptnq3 R I, para todo
n P N. Seja urtns a normalização de u no tempo tn. Então urtns é uma solução normalizada
com intervalo de existência maximal I rtns : ts P R; tn   sNptnq3 P Iu. Observe que
0 P I rtns porém δn R I rtns, para todo n P N. Além disso, urtns é quase periódica módulo
simetria com função escala frequência N rtnspsq : Nptn   sNptnq
3q







 }TgxptnqNptnq,Nptnqup0  tnq} 9Hskx  }uptnq} 9Hskx ¤ }u}L8I 9Hskx   8,
uma vez que Tg é uma isometria em 9Hskx e u é quase periódica módulo simetrias. Pelo Lema
3.5, passando a uma subsequência se necessário, urtns converge localmente uniformemente
para uma solução v com intervalo maximal de existência J Q 0 (que pode ser nula, uma vez
que a primeira desigualdade em (3.6) não é satisfeita, a princípio). Como J é um intervalo
aberto, 0 P J e δn Ñ 0, segue que δn P J , para n suficientemente grande.
Por outro lado, seja K  I um intervalo compacto tal que 0 P intK. Então,
para n suficientemente grande temos K  I rtns e δn P K. Daí, δn P I rtns, contradizendo
nossa construção. Logo (3.7) ocorre.
Mostremos agora (3.8). Se (3.8) não ocorre então, para todo δ ¡ 0, existe tδ P I
tal que
Nptq u Nptδq, para |t tδ| ¤ δNptδq3.
Tomando δ  1{n, concluímos então que existe tn P I tal que Nptq u Nptnq para |ttn| ¤
1
n
Nptnq3. Assim, podemos encontrar tn, t1n P I de forma que sn : pt1n  tnqNptnq3 Ñ 0,
mas Npt1nq u Nptnq, isto é, para quaisquer A,B ¡ 0 tem-se
Npt1nq ¥ ANptnq ou Npt1nq ¤ BNptnq,
ou ainda,
Npt1nq
Nptnq ¥ A ou
Npt1nq
Nptnq ¤ B.
Isto significa que Npt
1
nq
Nptnq converge para infinito ou zero.
Seja urtns a normalização de u no tempo tn e seja N rtns sua função escala
frequência. Novamente pelo Lema 3.5, passando a uma subsequência se necessário, vemos
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que urtns converge localmente uniformemente para uma solução v com intervalo de existência
maximal J Q 0. Observe que




Nptnq ÝÑ 0 ou 8.
e assim, como no Lema 3.3, urtnspsnq converge para zero em 9Hskx . Por outro lado, como
urtns converge localmente uniformemente para v e sn converge para zero, concluímos que











¡ 0, @t P I. Logo Nptq u Npt0q, sempre que |t t0| ¤ δNpt0q3.
Corolário 3.7 (Critério para blow up). Seja u uma solução não nula de (1.1) com
intervalo de existência maximal I que é quase periódica módulo simetrias com função




Demonstração. Sem perda de generalidade suponha sup I  T   8. Então pelo Lema 3.6
existe δ ¡ 0 tal que para t0 P I suficientemente próximo de T tem-se
rt0  δNpt0q3, t0s  I e Nptq u Npt0q, para |t t0| ¤ δNpt0q3.
Portanto, |t t0| ¤ δNpt0q3 u δNptq3, daí
Nptq Áu |t t0|1{3  |t0  t|1{3.
Fazendo t0 Ñ T, tem-se o afirmado Em particular, como lim
tÑT




Lema 3.8 (Quase limitação local de N). Seja u uma solução não nula de (1.1) com inter-
valo de existência I que é quase periódica módulo simetrias com função escala frequência






Demonstração. Suponhamos que isto não ocorra. Então existe um compacto K  I
tal que inf
tPK
Nptq  0 ou sup
tPK
Nptq  8, ou seja, existe uma sequência ttnu  K tal
que lim
nÑ8
Nptnq  0 ou lim
nÑ8
Nptnq  8. Assim, em qualquer caso, como no Lema 3.3,
uptnq converge para zero em 9Hskx . Como K é compacto, passando a uma subsequência se
necessário, podemos assumir que tn Ñ t0 P K. Também, como u P C0t 9Hskx pK  Rq temos
que uptnq converge fortemente para upt0q em 9Hskx , donde resulta que upt0q  0.
Agora, assim como na demonstração do Lema 3.3, devemos ter u  0, devido a
unicidade de soluções, contradizendo o fato de u ser não nula por hipótese.
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3.2 Demonstração do Teorema 1
Finalmente estamos aptos a provar o Teorema 1. Pelo Teorema 2.8 existe uma
solução v de (1.1) com intervalo de existência maximal J que é quase periódica módulo
simetrias com função escala frequência denotada por Nv. Definamos para qualquer T ¥ 0
a quantidade
oscpT q : inf
t0PJ
suptNvptq; t P J e |t t0| ¤ TNvpt0q3u
inftNvptq; t P J e |t t0| ¤ TNvpt0q3u ,
o qual mede a oscilação mínima possível que podemos encontrar em Nvptq em intervalos
de tempo de duração normalizada T.
Analisemos separadamente os casos onde temos a oscilação finita ou infinita.
Caso 1: lim
TÑ8
oscpT q   8
Neste caso, podemos encontrar um número A  Av, uma sequência de tempos
ttnu em J e uma sequência Tn Ñ 8 tal que
suptNvptq; t P J e |t tn| ¤ TnNvptnq3u
inftNvptq; t P J e |t tn| ¤ TnNvptnq3u   A, @n P N.
Observe que isto, juntamente com o Lema 3.6, implica que
rtn  TnNvptnq3, tn   TnNvptnq3s  J
e
Nvptq  Nvptnq,
para todo t neste intervalo. Seja vrtns a normalização de v no tempo tn. Então vrtns é uma
solução normalizada com intervalo de existência maximal
Jn : ts P R; tn   sNvptnq3 P Ju  rTn, Tns.
De fato, se Tn ¤ s ¤ Tn, então tn  TnNvptnq3 ¤ tn   sNvptnq3 ¤ tn   TnNvptnq3, ou
seja,
tn   sNvptnq3  rtn  TnNvptnq3, tn   TnNvptnq3s  J,





Em particular, como tn sNvptnq3 P rtn TnNvptnq3, tn TnNvptnq3s para s P rTn, Tns,
vê-se que
Nvptn   sNvptnq3q v Nvptnq, @s P rTn, Tns,
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(veja Teorema 2.8), o Lema 3.5 nos garante que, passando a uma subsequência se necessário,
vrtns ÝÑ u uniformemente em qualquer subconjunto compacto de J , onde u é uma solução
com intervalo de existência maximal I Q 0 que é quase periódica módulo simetrias. O
Lema 3.3 nos garante que a função escala frequência N : I ÝÑ R  de u satisfaz
Nptq u,C lim inf
nÑ8
Nvrtnsptq u,C lim sup
nÑ8
Nvrtnsptq, @t P I





Nptq   8. (3.9)
Pelo Corolário 3.7, se T é um extremo finito de I, então lim
tÑT
Nptq  8, o que é um absurdo
por (3.9). Logo I não possui extremos finitos, donde segue que I  R. Modificando C
por uma quantidade limitada, podemos considerar N  1. Dessa forma, extraímos uma
solução u com função escala frequência N e intervalo I conforme apresentado em (ii).
Para o caso quando oscpT q é ilimitada, considere
apt0q : Nvpt0qsuptNvptq; t P J e t ¤ t0u  
Nvpt0q
suptNvptq; t P J e t ¥ t0u , @t0 P J.
Observe que esta quantidade toma valores em r0, 2s. Analisemos os casos onde
inf
t0PJ










apt0q  0, existe uma sequência de tempos ttnu  J tal que aptnq ÝÑ




ÝÑ 0 e Nvptnq
Nvpt n q
ÝÑ 0,
quando nÑ  8, ou seja,
Nvptn q
Nvptnq ÝÑ  8 e
Nvpt n q
Nvptnq ÝÑ  8,
quando nÑ  8. Escolhamos t1n P ptn , t n q tal que
Nvpt1nq ¤ p1  εq inftNvptq; t P rtn , t n su,
com ε ¡ 0, em particular temos Nvpt1nq ¤ p1  εqNvptnq e assim podemos deduzir que
Nvptn q
Nvpt1nq
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quando nÑ 8.
Considere as normalizações vrt1ns nos tempos t1n. Assim como no Caso 1 seja u o
limite da subsequência de vrt1ns com intervalo de existência maximal I. Se I possui algum
extremo finito, então u é uma solução do tipo procurado no item (i) e nada mais temos a
fazer. Consideremos então o caso quando I  R e definamos sn   0   s n por
sn : ptn  t1nqNvpt1nq3.
Note que se s P psn , s n q, então t1n   sNvpt1nq3 P ptn , t n q. Estas normalizações são quase






















quando nÑ 8. Se Nu é a função escala frequência de u, pelo Lema 3.3 segue que












ptq, @t P I
e daí concluímos também que Nupsn q ÝÑ  8, quando nÑ  8.
Observe agora que s n Ñ  8 e sn Ñ 8, pois caso contrário, se s n ou sn
convergissem para algum valor finito T , considerando a função escala frequência Nu no






o que é absurdo, pois Nupsn q ÝÑ  8, quando nÑ  8. Agora, para s P psn , s n q vimos
que t1n   sNvpt1nq3 P ptn , t n q e assim















Como ε ¡ 0 é qualquer, sn Ñ 8 e s n Ñ  8, concluímos que
Nupsq ¥ 1, @s P R e lim sup
tÑ 8
Nuptq   8,
chegando no cenário descrito no item (iii).
Caso 3: lim
TÑ8
oscpT q  8 e inf
t0PJ
apt0q  2ε, para algum ε ¡ 0.
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Diremos que um tempo t0 P J é do tipo propagação-futura se
Nvptq ¤ ε1Nvpt0q, @t ¥ t0
e do tipo propagação-passada se
Nvptq ¤ ε1Nvpt0q, @t ¤ t0.
Da escolha de ε e da definição da função a, vemos que qualquer t0 P J é do tipo propagação-
futura, propagação-passada ou possivelmente ambos.
Mostraremos que todos os tempos suficientemente próximos de sup J são do
tipo propagação-futura ou todos os tempos suficientemente próximos de inf J são do
tipo propagação-passada. De fato, se isto não ocorresse, existiria um tempo t0 do tipo
propagação-futura e uma sequência de tempos ttnu do tipo propagação-passada que
convergiria para sup J . Seja t0 um tempo do tipo propagação-futura. Como tn Ñ sup J,
para n suficientemente grande temos tn ¥ t0. Como t0 é do tipo propagação-futura e
tn ¥ t0, então
Nvptnq ¤ ε1Nvpt0q.
Agora, como tn é do tipo propagação-passada e t0 ¤ tn segue que
Nvpt0q ¤ ε1Nvptnq,
daí Nvptnq v Nvpt0q.
Considere agora t P J com t0 ¤ t ¤ tn. Como por hipótese inf
t0PJ
apt0q  2ε ¡ 0,
vemos que t é do tipo propagação-futura ou do tipo propagação-passada e daí
Nvpt0q ¤ ε1Nvptq ou Nvptnq ¤ ε1Nvptq,
Logo, levando em conta que t0 é do tipo propagação-futura, temos
Nvptq ¤ ε1Nvpt0q,
e assim Nvptq v Nvpt0q, para t0   t   tn. Visto que ttnu converge para sup J , esta
afirmação se mantem para t0   t   sup J . Em particular, pelo Corolário 3.7, vemos que v
não possui blow up positivamente no tempo, ou seja sup J  8, pois caso contrário, se




contradizendo o fato de Nvptq v Nvpt0q, para todo t0   t   sup J . Disso obtemos que a
função Nv é limitada no intervalo pt0, 8q, porém isto implicaria que lim
TÑ8
oscpT q   8, o
que é absurdo por hipótese. Logo, concluímos então que todos os tempos suficientemente
próximos a sup J são do tipo propagação-finita.
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O caso quando todos os tempos suficientemente próximos a inf I são do tipo
propagação-passada é análogo ao que acabamos de fazer.
Notemos que se um tempo for do tipo propagação-futura ou propagação passada,
então o intervalo J deverá ser infinito ou na direção positiva ou negativa, respectivamente.
De fato, se os dois extremos fossem infinitos, teríamos inf
t0PJ
apt0q  0, o que é um absurdo,
pois neste caso o ínfimo é positivo.
Analisemos primeiro o caso onde todos os tempos próximos a sup J são do
tipo propagação-futura. Seja t0 P J um tempo do tipo propagação-futura suficientemente
próximo de sup J. Construiremos a partir de t0 uma sequência de tempos ttnu recursiva-
mente da seguinte maneira: visto que lim
TÑ8
oscpT q  8, escolha T suficientemente grande
de forma que oscpT q ¡ 2
ε
. O objetivo será construir uma sequência ttnu de forma que
0 ¤ tn 1  tn ¤ 16TNvptnq3 e Nvptn 1q ¤ 12Nvptnq. (3.10)
Considere t1n : tn   8TNvptnq3 e analisemos dois casos.




nq, escolha tn 1  t1n, assim as propriedades em (3.10) são
claramente satisfeitas.
(b) Se Nvpt1nq ¡
1
2Nvptnq, então o intervalo Jn : rt
1
n  TNvpt1nq3, t1n   TNvpt1nq3s está
contido no intervalo ptn, tn 16TNvptnq3q. De fato, se t P Jn então t1nTNvpt1nq3 ¤
t ¤ t1n   TNvpt1nq3 o que implica que
tn   8TNvptnq3  TNvpt1nq3 ¤ t ¤ tn   8TNvptnq3   TNvpt1nq3.
Como neste caso temos Nvpt1nq ¡
1
2Nvptnq, note que Nvpt
1
nq3   8Nvptnq3 e
8TNvptnq3   TNvpt1nq3. Logo
tn   8TNvptnq3  8TNvptnq3   t   tn   8TNvptnq3   8TNvptnq3,
ou seja,




  oscpT q  inf
t0PJ
suptNvptq; t P J e |t t0| ¤ TNvpt0q3u
inftNvptq; t P J e |t t0| ¤ TNvpt0q3u
¤ suptNvptq; t P J e |t t
1
n| ¤ TNvpt1nq3u
inftNvptq; t P J e |t t1n| ¤ TNvpt1nq3u
¤ suptNvptq; t P J e t P ptn, tn   16TNvptnq
3qu
inftNvptq; t P J e t P ptn, tn   16TNvptnq3qu .
Capítulo 3. Três cenários especiais para blow-up 80
Para t tal que tn ¤ t ¤ t1n  tn   8TNvptnq3 ¤ tn   16TNvptnq3, como t0 está
próximo de sup J e este é do tipo propagação-futura, a sequência é crescente e













inftNvptq; t P J e t P ptn, tn   16TNvptnq3qu
ou seja,
inftNvptq; t P J e t P ptn, tn   16TNvptnq3qu   12Nvptnq.
Portanto é possível escolher tn 1 tal que tn   tn 1   tn   16TNvptnq3 tal que
Nvptn 1q ¤ 12Nvptnq, como queríamos.
Agora note que
Nvptnq ¤ 12Nvptn1q ¤    ¤
1
2nkNvptkq, para k   n.







A sequência tsnu é limitada, pois






















Já que a sequência tsnu é negativa, concluímos que 16T ¤ sn   0.
Assim como no Caso 1, seja u : I R ÝÑ R o limite (a menos de subsequência)
de vrtns. Como Nvrtnspsnq ¥ 2n e tsnu é uma sequência limitada, vemos que Nupsnq ÝÑ  8
com 16T ¤ sn   0, onde Nu é a função escala frequência de u. Note que I não pode
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conter o intervalo compacto 16T ¤ t ¤ 0, pois caso contrário, pelo Lema 3.8 deveríamos
ter sup
16T¤t¤0
Nuptq    8, o que é um absurdo. Logo, o intervalo I possui o extremo inferior
finito, já que T é suficientemente grande, isto é, devemos ter | inf I|    8.
Se considerarmos o caso de t0 um tempo do tipo propagação-passada suficien-
temente próximo de inf J concluiremos que sup J    8, demonstrando assim que existe
uma solução com cenário descrito em (i).
3.3 Comentários Finais
De acordo com o Teorema 1, com a falha da Conjectura 1, encontramos uma
solução mínima quase periódica módulo simetrias com blow up positivamente e negati-
vamente no tempo com função escala frequência satisfazendo três cenários, comumente
chamados na literatura de “3 inimigos.” Nome este devido ao objetivo de mostrar que
nenhum destes 3 inimigos de fato ocorre. Sendo assim, um absurdo supor a falha da
Conjectura 1, e portanto teremos provado a boa colocação global e o espalhamento para a
equação (1.1) no caso defocusing para dados iniciais arbitrários, em vista dos Teoremas
1.16 e 1.18.
Dodson, em (DODSON, 2017), provou que de fato nenhum destes 3 inimigos
ocorrem para a equação (1.1) no caso defocusing massa-crítica, ou seja, quando k  4.
Neste caso, o espaço de Sobolev crítico é o espaço L2, onde tem-se conservação da massa,
o que de certa maneira facilita na abordagem de alguns processos. Um dos fatos cruciais
que o autor utilizou para atacar os 3 inimigos é a identidade virial do tipo Morawetz, que
não é válida para o caso k ¡ 4 no espaço de Sobolev crítico associado 9Hsk . Portanto, é
necessário uma abordagem diferente para poder atacar os 3 inimigos no caso supercrítico,
o qual será objeto de estudo para trabalhos futuros.
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