Abstract. We study σ-additive set functions defined on a hereditary subclass of a σ-algebra and taken values in the extended real line. Analogs of the Jordan decomposition theorem and the Radon-Nikodym theorem are obtained.
Example 1. Let µ 1 , µ 2 be positive measures on a A. Then the formula (µ 1 − µ 2 )(A) = µ 1 (A) − µ 2 (A) defines a partial measure µ 1 − µ 2 . (D(µ 1 − µ 2 ) = {A ∈ A : µ 1 (A) − µ 2 (A) is well-posed}.)
Example 2. Let (Ω, A, P) be a probability space, ξ : Ω → R be a random variable. Then the formula µ ξ (A) = A ξ dP defines a maximal partial measure µ ξ on A. (D(µ ξ ) = {A ∈ A : ξ is quasiintegrable over A}.)
For a partial measure µ on A, define two classes: F + (µ) = {F ∈ D(µ) : A ∋ A ⊂ F =⇒ µ(A) ≥ 0}, F − (µ) = {F ∈ D(µ) : A ∋ A ⊂ F =⇒ µ(A) ≤ 0}. Lemma 1. Let {F i : i ∈ I} and {F ′ j : j ∈ J} be two finite or countable families of mutually disjoint sets of
Lemma 2. Let a partial measure µ on A be maximal. If {F i : i ∈ I} is a finite or countable family of sets of
Proof. Clearly, it suffices to prove that all the unions i∈I F i of finite or countable families of mutually disjoint sets of F + (µ) belong to F + (µ). Extend µ to such unions by means of the formula µ i∈I F i = i∈I µ(F i ).
(By Lemma 1, µ is well-defined.) The extension obtained is a partial measure on A. Really, if A = i∈I F i (I is finite or countable,
Moreover, it is easy to check that the unions under consideration are sets of the class F + ( µ). To complete the proof, it suffices to observe that µ = µ by the maximality of µ.
Theorem 1. Let µ be a maximal partial measure on a σ-algebra A. Then the formulas
Proof. Observe, first, that for every F ∈ F + (µ) the formula µ F (A) = µ(A ∩ F ) defines a positive measure µ F on A. Also, from Lemma 2 it follows that the class F + (µ) is upwards directed by inclusion. Moreover,
It follows that the set function µ + on A is a pointwise limit of an increasing net of positive measures, therefore, µ + is a positive measure in Next, let A ∈ D(µ). By the Hahn decomposition theorem, A can be represented as a union,
and
Thus, we have proved the extremal property for µ + . The similar extremal property for µ − can be proved in the same manner. Remark. The preceding theorem is an analog of the Jordan decomposition theorem. Example 3 below shows that the direct analog of the Hahn decomposition does not hold for general maximal partial measures. Nevertheless, the latter analog does hold provided that a maximal partial measure under consideration is absolutely continuous with respect to a certain "good" measure (see the proof of Theorem 2 below).
Example 3. Let a σ-algebra A of subsets of Ω contains all the one-point subsets of Ω and does not coincide with the class P(Ω) of all the subsets of Ω. (For instance, we may take the Borel σ-algebra of [0, 1] as A.) Let B ∈ P(Ω) \ A. Define the set function µ as follows:
It is easy to see that µ is a maximal partial measure on A and that there exists no C ∈ F + (µ) with Ω \ C ∈ F − (µ). In the rest of the note, the triple (Ω, A, P) stands for a probability space, the abbreviation a. s. means "almost surely with respect to P". The following theorem is an analog of the Radon-Nikodym one.
Theorem 2. Let a maximal partial measure µ on A be absolutely continuous with respect to a probability measure P (i. e., P(A) = 0 implies A ∈ D(µ) and µ(A) = 0). Then there exists an a. s. unique random variable ξ : Ω → R such that µ = µ ξ , where µ ξ (A) = A ξ dP (see Example Hence, µ = µ ξ by the maximality of µ. It remains to prove the claim about the uniqueness. Let η be a random value such that µ η = µ. Then, by the uniqueness assertion in the RadonNikodym theorem, we have η| Ω + = a. s.
ξ| Ω + and η| Ω − = a. s.
ξ| Ω − , hence η = a. s.
ξ.
