Abstract. We investigate the asymptotic behavior of the logarithmic and Riesz energies of the first N points of a Leja sequence on the unit circle. We obtain first-order and second-order asymptotic results. The key idea is to express the energy of the first N points of a Leja sequence in terms of the binary representation of N . We also state some conjectures, motivated by our results, for general sequences on the unit circle.
Introduction and statement of main results
Let ω = {x 1 , . . . , x n } be a configuration of n ≥ 2 distinct points in the complex plane C. The logarithmic energy of ω is defined by
where |x i − x j | denotes the Euclidean distance between x i and x j , and for a fixed parameter s > 0, the Riesz s-energy of ω is defined by E s (ω) := 1≤i =j≤n
A Leja sequence (a n ) ∞ n=0 on an infinite compact set K ⊂ C is a sequence that is constructed by choosing an arbitrary a 0 ∈ K, and selecting each subsequent a n ∈ K such that n−1 i=0 |a n − a i | = max z∈K n−1 i=0 |z − a i |, n ≥ 1.
Equivalently, for every n ≥ 1, a n minimizes the discrete logarithmic potential n−1 i=0 log 1 |z−ai| on K. Note that the choice of a n may not be unique. Leja sequences are so-called in reference to the article [11] by F. Leja, although they were first introduced by A. Edrei in [6] . These sequences have attracted some interest in recent years, especially directed to the study of their interpolation properties, see e.g. [1, 3, 4, 18, 20] . Not many works have been devoted to the study of the energy and distribution of Leja sequences; some of these are [7, 15, 5, 12, 13] .
We shall denote the N -tuple formed by the first N points of a Leja sequence on a compact set K ⊂ C with α N = (a 0 , . . . , a N −1 ). A well-known result in logarithmic potential theory that can be consulted in [19, Theorem V.1.1] asserts that if K is non-polar (i.e., K supports a positive measure with finite logarithmic energy), then (1) lim
where P(K) is the set of probability measures supported on K, and α N has as limiting distribution the equilibrium measure of K, which is the unique probability measure ν on K satisfying the
The results of this paper form a part of the second author's M. Sc. dissertation at the University of South Alabama. The first author was partially supported by the grant MTM2012-36732-C03-01 of the Spanish Ministry of Economy and Competitiveness. The asymptotic result (1) was first proved for Fekete sets on K by Fekete and Szegő, see [17, Theorem 5.5 .2] and a generalization in the context of external fields in [19, Theorem III.1.3] . A Fekete set on K consisting of N ≥ 2 points is a set ω N ⊂ K satisfying E(ω N ) = inf{E(ω) : ω ⊂ K, card(ω) = N }.
In this paper we further examine the asymptotic behavior of the logarithmic energy of the first N points of a Leja sequence on the unit circle S 1 . In this context, it is evident that if (a n ) ∞ n=0 is a Leja sequence, then for any ρ ∈ C with |ρ| = 1, the sequence (b n ) = ρ (a n ) is also a Leja sequence and for all N ≥ 2, E(α N ) = E(β N ), β N = {b 0 , . . . , b N −1 }. Therefore, without loss of generality we only consider Leja sequences on S 1 for which a 0 = 1. Following the terminology used in [1] and [3] , we refer to an N -tuple composed of the first N points of a Leja sequence on n -Leja section is formed by the 2 n th roots of unity. 2) Given any 2 n+1 -Leja section α 2 n+1 containing the 2 n -Leja section α 2 n as its first 2 n points, there exists a 2 n th root ρ of −1 and a 2 n -Leja section β 2 n such that α 2 n+1 = (α 2 n , ρ β 2 n ). 3) Iterating 2), it is easily seen that for any k-Leja section α k with k = 2 n1 + 2
for some numbers ρ i that are 2 ni th roots of −1. In other words, any Leja section is composed of rotated lesser Leja sections.
Our main results are stated below.
is an arbitrary Leja sequence on S 1 , then for the sequence α N = (a 0 , . . . , a N −1 ) we have (2) lim
We note that on S 1 , any Fekete set consisting of N ≥ 2 points is exactly a certain rotation of the N th roots of unity and its logarithmic energy equals −N log N . Therefore E(ω) ≥ −N log N for any N -point configuration ω on S
1 . An improvement of (2) is the following second order estimate.
Under the same assumptions of Theorem 1.1, for every N we have
The upper bound in (3) is best possible since
Observe that if N is a power of 2, then the lower bound in (3) is attained. The estimates (3) imply (2), but we will provide a proof of (2) independent of (3).
In this paper we shall also analyze the asymptotic behavior of the Riesz s-energy of the first N points of a Leja sequence on S 1 . We should first emphasize that for any s > 0 fixed, if we construct on S 1 an infinite sequence (a n ) ∞ n=0 by choosing an arbitrary a 0 ∈ S 1 and selecting each subsequent a n ∈ S 1 , n ≥ 1, such that
then the sequence thus obtained is also a Leja sequence. This can be easily deduced from an induction argument that uses Lemmas 4.1 and 4.2 from [13] which we will omit here. Also, we emphasize that for any s > 0, the configurations ω N on S 1 consisting of N ≥ 2 points that minimize the Riesz s-energy, i.e., that satisfy the property
are again the configurations formed by equally spaced points, see [8] .
Following the notation used in [2] , we will denote by L s (N ) the Riesz s-energy (s > 0) of N equally spaced points in the unit circle, i.e.,
It is easy to see that
By convention we set L s (1) = 0. If the Riesz parameter s lies in the interval (0, 1), one can still use potential theory, as in the logarithmic case, to study the asymptotic behavior of L s (N ) and the Riesz s-energy of Leja point configurations. The following first-order asymptotic results are known and can be proved using the same techniques. We have (5) lim
, where σ is the normalized arclength measure in S 1 , which minimizes the energy
among all probability measures on S 1 . For a proof of (5), see [10, 19] . The limiting value in (5) is given by
In terms of second-order asymptotics for the sequence L s (N ), the following limit holds (see [2] ):
where ζ(s) is the analytic extension of the classical Riemann zeta function. It should be noted that in the range s ∈ (0, 1) we have ζ(s) < 0. Concerning the Leja case, in [13] it was observed that for any Leja sequence on S 1 and the corresponding configurations α N , the sequence
N 1+s is not convergent. In this paper we look more closely at this sequence.
In order to state our results in the Riesz setting, we need to introduce certain notations and definitions. Definition 1.3. Let p ≥ 1 be a fixed integer. We let Θ p ⊂ [0, 1] p denote the set of all vectors θ = (θ 1 , θ 2 , . . . , θ p ) for which there exists an infinite sequence of integers N = 2 n1 + 2
On Θ p × [0, ∞) we define the following function
It follows from (9) that for any θ = (θ 1 , . . . , θ p ) ∈ Θ p we have
In Section 5 we give some further remarks about the sets Θ p and the functions H in (10) . The graphs of some functions H associated with three vectors θ are shown in Figure 1 . 
Similarly, for s > 1 fixed we define
Unfortunately we have not found an explicit expression of the functions h(s) and h(s). Our next result is the following. Theorem 1.5. Let s ∈ (0, 1) be fixed, and let (a n ) ∞ n=0 be an arbitrary Leja sequence on S 1 . Then, for the sequence of configurations α N = (a n ) N −1 n=0 we have (15) lim sup
where ζ(s) is the analytic extension of the classical Riemann zeta function, and h(s) is defined in (11)- (12) . We also have
In particular, the sequence
is not convergent since h(s) < 1 for every s ∈ (0, 1).
In contrast to the case s ∈ (0, 1), if s ≥ 1 potential-theoretic tools are no longer available to study the asymptotic behavior of L s (N ) or E s (α N ). This is due to the fact that in this case the continuous Riesz s-energy (6) of any probability measure µ on S 1 is infinite. As a particular case of a general result for rectifiable Jordan curves in R d proved in [14, Theorem 3.2], we know that if s > 1 then (17) lim
where ζ(s) = ∞ n=1 n −s denotes now the classical Riemann zeta function. Concerning Leja sequences, we have the following result, analogous to Theorem 1.5. Theorem 1.6. Let s > 1 be fixed, and let (a n ) ∞ n=0 be an arbitrary Leja sequence on S 1 . Then, for the sequence of configurations α N = (a n ) N −1 n=0 we have (18) lim sup
where ζ(s) is the classical Riemann zeta function, and h(s) is defined in (13)- (14). We also have
N 1+s is not convergent since h(s) > 1 for every s > 1. We want to emphasize that the following result, related with (18) , can be deduced from [13,
1 is any sequence of pairwise distinct points on the unit circle and s > 1, then for the sequence of configurations ω N = {x 0 , . . . , x N −1 } we have lim sup
We finally consider the critical case s = 1. As a corollary of [14 
for any Leja sequence on S 1 and the corresponding configurations α N . Moreover, we have the following second-order asymptotics (see [2] ): (20) lim
N − log N ) denotes the Euler-Mascheroni constant. In our next result we consider the corresponding second-order expression for Leja sections. In order to state this result we need some definitions. For θ = (θ 1 , . . . , θ) ∈ Θ p we let
where if θ k = 0, we understand in (21) that θ k log θ k = 0. Let
be an arbitrary Leja sequence on S 1 . Then, for the sequence of configurations α N = (a n )
where κ is the constant in (22). We also have
is not convergent since κ > 0.
This paper is organized as follows. In Section 2 we formulate some conjectures for general sequences on the unit circle. In Section 3 we prove Theorem 1.1, and in Section 4 we prove Theorem 1.2. In Section 5 we give the proofs of the results in the Riesz setting.
Some conjectures
From the energy point of view, it is clear that Leja sequences are special within the class of general sequences on the unit circle, as each point in the sequence is selected in an optimal way. In fact, we can also define the point a n in a Leja sequence as a point satisfying E s ({a 0 , . . . , a n−1 , a n }) = inf
Because of this property, it is reasonable to expect that Leja sequences provide the lowest upper limit for the normalized energy expressions that have been described above. We state this as a conjecture.
be an arbitrary sequence in the unit circle such that x i = x j for every i = j, and let ω N = {x 0 , . . . ,
where the expressions in the right-hand sides of the last three inequalities are the same as those appearing in (15) , (18) and (23).
First-order asymptotics in the logarithmic case
In this section we prove Theorem 1.1, but first we give a preliminary discussion and prove an auxiliary result.
Let (a n ) ∞ n=0 be an arbitrary Leja sequence on S 1 . It was shown in [3, Lemma 4] 
Let U k denote the discrete potential
If τ (k) is the integer with the property
and therefore
Note that τ (k) is the number of ones in the binary representation of k, so it satisfies the following properties:
Recall that the logarithmic energy of the configuration formed by N equally spaced points in S 1 equals −N log N . Since the configuration α 2 n consists of 2 n equally spaced points, we have
In particular, (27) and (29) give
More generally, we have the following.
Lemma 3.1. Assume that
Proof. The proof is by induction on t. If t = 1 then (31) is exactly (30). Applying (28) and (30) we obtain
So (31) now follows easily by induction applying the previous computations and
Proof of Theorem 1.1. From (31) and (27) it follows that if N = 2 n1 + 2
We first justify that
Indeed, we have
The numerator in the last expression is bounded by ∞ n=1 n2 −n = 2 and (33) follows. We now show that (34) lim
hence (2) will follow from (32), (33) and (34). We write
due to the fact that n 1 → ∞ as N → ∞. Now we write
In order to prove that c N /d N → 1 it suffices to show that c N − d N → 0. We have
One can prove that this expression approaches zero applying Lebesgue's dominated convergence theorem. On N = {1, 2, . . .} we define a sequence of functions (f N ) N as follows:
otherwise.
The function f N is well-defined, and clearly 
and if we have equality in (38), then
and the sequence (x n ) ∞ n=0 will be asymptotically uniformly distributed, that is, we have the weakstar convergence
where σ denotes the normalized arclength measure on S 1 . Indeed, if (39) holds, then
and this implies (40) by a standard argument in potential theory, see [17] .
Second-order estimates in the logarithmic case
Proof of Theorem 1.2.The inequality on the left of (3) is obvious. If we write N = 2 n1 +2 n2 +· · ·+2 nt with n 1 > n 2 > · · · > n t ≥ 0, then in virtue of (27) and (31) we have
hence the inequality in the right-hand side of (3) is the same as
Simplifying we obtain that this is equivalent to
Hence we want to show that
In order to prove (42) we apply the following inequality, which can be found in [9, page 78]: For any collection of positive numbers (b i )
with equality only if all the b's are equal. The inequality (43) is obtained applying Jensen's inequality to the convex function x log x. Taking in (43) the values
we obtain after simplification the expression
which gives (42). In order to prove (4), it suffices now to show that for the subsequence
For this it is convenient to rewrite (41) as
.
For the choice (44) of N we have n 1 − n i = 2i − 2, hence the first term vanishes, while the second term approaches log(4/3). 
Riesz energy of Leja points
We begin with a formula that expresses the Riesz s-energy of the first N points α N of a Leja sequence on the unit circle in terms of the binary representation of N . Proposition 5.1. Let (a n ) ∞ n=0 be an arbitrary Leja sequence in S 1 , and let α N = (a n )
understanding t t+1 as empty sum. Proof. The proof of (46) is obtained from a repeated application of the following simple property. If A and B are two finite sets of points in the unit circle with A ∩ B = ∅, then
Let (a n ) ∞ n=0 be an arbitrary Leja sequence in S 1 , let A 1 denote the set formed by the first 2 n1 points of the sequence and B 1 denote the next N − 2 n1 = 2 n2 + · · · + 2 nt points of the sequence, i.e., A 1 := (a n )
n=2 n 1 . Since the points in A 1 are equally spaced, we have E s (A 1 ) = L s (2 n1 ). Any y ∈ B 1 lies in the midpoint of one of the 2 n1 arcs determined by the points of A 1 . So clearly x∈A1 |x − y| −s is independent of y, and we can write this expression as the difference
We conclude from (47) and the computation above that
Now we can apply this argument to the set B 1 , since this set itself has the structure of the first N − 2 n1 points of a Leja sequence, see [1, Theorem 5] and [13, Lemma 4.2] . In particular, if we make the partition B 1 = A 2 ∪ B 2 , where A 2 is the set formed by the first 2 n2 points in B 1 and B 2 is the set formed by the remaining N − 2 n1 − 2 n2 = 2 n3 + · · · + 2 nt points in B 1 , then again we have that A 2 is formed by equally spaced points and any point of B 2 lies in the midpoint of one of the 2 n2 arcs determined by the points of A 2 . Hence as before we get
and so
Applying this argument repeatedly it is clear that we arrive at (46).
Before giving the proofs of the results in the Riesz setting, we make some remarks concerning the sets Θ p and the functions H defined in (10) .
The reader can easily check that an alternative way to define the set Θ p is the following. This set consists of all vectors θ = (θ 1 , . . . , θ p ) that can be written in the form
where M = 2 t1 + 2 t2 + · · · + 2 tr−1 + 1 is an odd integer with t 1 > t 2 > · · · > t r−1 > 0 and 1 ≤ r ≤ p. The number of zeros in (48) is then p − r, if they appear. In particular we see that the set Θ p can be regarded as a subset of Θ p+1 , for all p. We preferred to give the Definition 1.3 for Θ p instead of the one described here since we are only going to make use of the limiting property (8) .
It follows from (10) that if θ = (θ 1 , . . . , θ p ) satisfies the condition θ k ≥ 2 p j=k+1 θ j for all k = 1, . . . , p − 1, then H( θ; s) is convex as a function of s since in this case we can write it as a positive linear combination of convex functions.
5.1. Second-order asymptotics in the Riesz case for 0 < s < 1. Below we will make use of a fortunate relation between the coefficients appearing in (46), the arguments of L s in this formula, and N 2 . The reader can easily check that for N as in Proposition 5.1 we have
So if we introduce the notation
it follows from (46)and (49) that Proof of Theorem 1.5. We first prove the inequality "≥" in (15) , which is straightforward. Let p ∈ N be arbitrary and fix a vector θ = (θ 1 , . . . , θ p ) ∈ Θ p . By Definition 1.3, there exists an infinite sequence N of integers of the form N = 2 n1 + 2
Using now (8), (50) and (7), we get
Here we have taken into account that if for some particular k = 1, . . . , p, the sequence 2 n k does not approach infinity, then 2 n k /N approaches θ k = 0 and therefore we still have (2
The first factor in the right-hand side of (52) is exactly H( θ; s), and therefore lim sup
Since p and θ were arbitrary, we obtain the desired inequality. Now we prove the converse inequality in (15) . Let N ⊂ N be an infinite sequence for which the sequence
converges, and we shall show that
Assume first that there exists p ≥ 1 such that an infinite number of integers N ∈ N satisfy the property τ (N ) = p, cf. (26). Then, taking a subsequence N of N if necessary, such that the integers N = 2 n1 + 2
and therefore (53) holds. So let us assume now that such an integer p does not exist. This means that we assume now that τ (N ) → ∞ as N → ∞ in the sequence N . Let us rewrite, for N = 2 n1 + 2
and let us introduce the notation
Since the sequence (R s (N )) N is bounded, it is evident that there exists an absolute constant C 1 > 0 independent of N , such that
On the other hand, we have the following simple estimate for each N = 2
. Now let 0 < ǫ < 1 be fixed. It follows from (57) that there exists M = M (ǫ) ∈ N independent of N such that (58)
hence (56) and (58) give
Applying (54) and (55) we can write
where
hence by (59) we have
Now we focus on the sum S N,M,1 . First we rewrite λ N,k in the form
This shows that we can write
Let's first estimate the sum (66). We have
Using (57) and the boundedness of the sequence (R s (N )) N , we find that there exists an absolute constant C 2 > 0 such that
This estimate and (58) shows that
Finally we analyze the sum (65). Introducing the notation
we can write
Again the numbers λ N,k are uniformly bounded and we have
where in the latter inequality we used (58). We conclude that
for some constant C 3 > 0. Note that the expression E N,M,1 is exactly as in (54) 
Applying now the relations (60), (64), (68), and the bounds (62), (67), (69) and (71), we conclude that
This inequality holds for an arbitrary ǫ > 0, so we obtain (53). This finishes the proof of (15) . The asymptotic formula (16) follows from the inequality E s (α N ) ≥ L s (N ), which is valid for every N and is an equality for all N of the form N = 2 n , and the asymptotic formula (7).
5.2.
First-order asymptotics in the Riesz case for s > 1. Proof of Theorem 1.6. The proofs of (15) and (16) are identical to the proofs of the corresponding formulas in Theorem 1.5. The reader only needs to use, instead of (51), the formula
which follows from (46), and use (17) instead of (7).
See Figure 4 for a plot of the first 4200 points of the sequence (72) in the case s = 2. 
If N = 2 n1 + 2 n2 + · · · + 2 np in decreasing order of powers, applying (49) we can write conveniently
Hence, applying (46) for s = 1 and (73) we obtain
The proof of (23) follows the same guidelines of the proof of (15) . To prove the inequality "≥" in (23), we take an arbitrary θ = (θ 1 , . . . , θ p ) ∈ Θ p , and we let N be a sequence of integers N = 2 n1 + · · · + 2 np as in Definition 1.3 satisfying (8). If we call L = 1 π (γ − log(π/2)), and apply (8) and (20) , it follows from (74) that
where we used the fact that
This proves the desired inequality. The proof of the converse inequality in (23) is similar to the one given for (53), so we will make reference to that proof below. Let N ⊂ N be an infinite sequence for which
converges and we shall show that
As in the proof of (53), if there exists p ≥ 1 such that an infinite number of N ∈ N satisfy τ (N ) = p, then it is clear that (76) holds. So we assume now that τ (N ) → ∞ as N → ∞ in the sequence N . We have, for N = τ (N ) k=1 2 n k ,
where we use the notation r(2 n k ) = 1 π log(2 n k /N ), r(2 n k +1 ) = 1 π log(2 n k +1 /N ).
Let ǫ > 0 be arbitrary, and choose M ∈ N sufficiently large so that (58) holds. Let λ N,k denote the expression in (63) with s = 1, and let ρ N,k := r(2 n k ) + 2 −n k +1 (2 r(2 n k +1 ) − r(2 n k ))
We see from (77) that we can write (65) and (66), respectively, taking s = 1 in these formulas. We also have the estimate (67). If we use (68), the bound (69) and the previous estimates, we conclude that
The analysis for the sum S N,M,3 + S N,M,4 follows the same argument, so we will not reproduce it below. Now we need to take into account the following estimates, which are easy to check: There exists an absolute constant C > 0, independent of N and M , such that where we use the notation r(2 n k ) = 1 π log 2 n k 2 n1 + · · · + 2 nM , r(2 n k +1 ) = 1 π log 2
Finally, we let N be a subsequence of N such that the limits (70) hold. Then, as in (75) we see that along the subsequence N , the first expression on the right-hand side of (79) converges to L, and the first expression on the right-hand side of (80) converges to (1/π) K(θ 1 , . . . , θ M ). Therefore, applying (78), (79) and (80), we conclude that This proves (76) since ǫ is arbitrary. The formula (24) follows immediately from (20) and the inequality E 1 (α N ) ≥ L 1 (N ), which is an equality for all N of the form N = 2
n .
The following figure shows the first 4200 values of the sequence
