Abstract. The multi-objective optimization method has a strong background of engineering application. In recent years, the problem of solving multi-objective optimization based on evolutionary algorithm has become a hot topic in the international academic circle. This paper studies the problem of dynamic application of high-dimensional multi-objective optimization problem heuristic evolutionary algorithm key technology and algorithm, which constructs online target dimension reduction algorithm model, alternating between the executive, the original problem is gradually transformed into smaller problems, improve the optimization algorithm, which provides a new method for solving high dimension the multi-objective optimization problem.
Introduction
Multi-objective optimization is one of the most common problems in engineering practice and daily life. It has been widely concerned by the academia and the engineering community. Compared with single objective optimization problem, only one objective function is considered [1] . Multi-objective optimization problems need to optimize multiple objective functions simultaneously, and these objectives usually exist independently, but restrict each other and restrict each other [2, 3] . In other words, the performance of other targets will be reduced while some target is improved, which makes it more difficult to solve this kind of algorithm. Initially, for multi-objective optimization problems, most of them adopted some integration methods to transform multi-objective optimization problems into single objective optimization problems [4, 5] . Then, a more mature single objective optimization algorithm was applied to solve them.
Fitness Evaluation and Selection Strategy in Multi-Objective Optimization Evolutionary Algorithm
Fitness evaluation and selection strategy is one of the key technologies of multi-objective optimization evolutionary algorithm. It plays a very important role in avoiding individual gene loss and improving the search speed and convergence performance of algorithm. The most commonly used solution is to sort the population of evolutionary algorithm based on the concept of Pareto dominance, calculate the fitness of each individual by ranking values, and select operation according to the fitness of individuals [6] . Because Pareto dominance concept has all the same importance as all objectives without introducing any preference information, and it is a strong sorting relation, the algorithm often produces a lot of non-dominated solutions that can not be compared to the best degree after operation [7] . Many non-dominated solutions can not be directly applied in practical engineering design, and decision-makers need to choose a satisfactory solution as the final solution of the problem, which undoubtedly increases the decision burden of decision makers. In addition, the concept of Pareto dominance ranking method to effectively deal with high dimensional optimization problems a number of greater than or equal to the multi-objective evolutionary algorithm based on the multiple non dominated solutions in finite size groups, these non-dominated solutions determined by lack of comparative standards, to the selection of operation in leading the algorithm stagnation [8] .
Evolutionary algorithm is a kind of random search algorithm that draws on biological selection and natural genetic mechanism. The proportion of non-dominant solutions in the random initial population (N representation of population size) is shown in Figure 1 . It has two important characteristics: group search strategy and information exchange among individuals. Multi objective evolutionary algorithm compared with the traditional method, its advantage lies in: in the implementation of a algorithm to obtain a set of optimal solutions, to avoid most of the traditional methods need to run multiple times and bring huge time overhead; the algorithm is not affected by the application of Pareto optimal front shape; evolutionary algorithm used to evaluate the objective function of the individual advantages and disadvantages of different problem solving, you only need to design the corresponding fitness function, without modifying the other part of the algorithm has good universality [9, 10] . At present, many efficient multi-objective evolutionary algorithms have been widely used in engineering practice, production and life. The proportion of individuals in the population(%)
Target number N=200 N=100 N=50 Figure 1 . The proportion of non-dominant solutions in the random generated initial population (N represents the population size) Fuzzy system is based on natural language and expert experience. It allows the use of imprecise data. Its expression and reasoning process are very similar to human thinking characteristics. Therefore, fuzzy system can deal with problems quickly and conveniently, and is easy to understand conceptually. Because of the complexity of objective things and the fuzziness of human thinking, in general, people can only provide qualitative language descriptions for preference information among different targets. Meanwhile, there is a subjective bias in the mutual improvement of the two solutions. Therefore, by introducing fuzzy information into the multi-objective optimization evolutionary algorithm, we can introduce preference information and improve the amplitude to compare the solution, so as to overcome the limitation of the concept, it is an appropriate choice [11] .
For a given optimization problem, the basic steps to solve the problem by using the multi-objective optimization evolutionary algorithm are as follows (1) The multi-objective optimization model of the problem is extracted. According to the actual requirements of the problem, determine the number of target problems to be optimized if possible, mathematical expression is given the optimization goal, and through mathematical transform such as the reciprocal, the optimization object all were converted to the maximization or minimization problem. (2) Improved algorithm. Aiming at the characteristics of a given problem, the local modifications based on the prior knowledge of the problem to the multi-objective optimization evolutionary algorithm are mainly individual coding, initialization, initialization, crossover, mutation and constraint handling. (3) The multi-objective optimization problem is solved. The parameters of multi-objective optimization evolutionary algorithm are determined. In certain software environment, programming is implemented to improve the algorithm for the problem characteristics; given
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the input parameters of the algorithm, operation algorithm, and output the running results. In the operation of the algorithm, the target value of the different individuals in the group needs to be evaluated [12, 13] . (4) Analysis results. The output data of the algorithm is sorted out, and the performance of the algorithm is analysed through performance measurement and comparison with existing algorithms, which verifies the effectiveness of the algorithm in a given optimization problem.
High Dimensional Multi-Objective Optimization Problem Solving Method Based on Online Objective Reduction
(1) On-line target dimensionality reduction algorithm model When solving many high-dimensional multi-objective optimization problems in practical applications, it not only requires the multi-objective optimization algorithm to have good convergence and distribution, but also needs to consider two important factors. One is because of cost considerations, for computing resources and computer performance have certain limitations, which requires calculation of multi-objective optimization algorithm with low complexity, small amount of calculation; the two is some application problems to have higher real-time requirements, which requires the multi-objective optimization algorithm can in a relatively short period of time are satisfactory the algorithm is also requires a shorter running time or faster convergence speed [14] . The increase of target number not only makes it difficult to obtain satisfactory results for high dimensional multi-objective optimization problems, but also has high computational complexity and long running time. If the problem can be converted to a small target, it is bound to improve the effectiveness and efficiency of the solution.
As a result, a new method of solving high dimensional multi-objective optimization problem is proposed, which is called the online target reduction algorithm. The algorithm divides the object dimension reduction algorithm is introduced to the search process of multi-objective evolutionary algorithm, the non-dominated solution set goal of dimensionality reduction algorithm to obtain the target for a subset of the original problem, the multi-objective optimization algorithm only in the reduced target set search optimal solution, gradually reduces the size of the problem until unable to delete [15] . The online target reduction algorithm model is shown in Figure 2 . 
A MOEA F g
MOEA represents a multi-objective evolutionary algorithm.
The target dimensionality reduction algorithm is based on the non-dominated solution set obtained by multi-objective evolutionary algorithm as input sample data. Based on F , we find a subset of F target consisting of fewer targets.
OR represents the target reduction algorithm, and  is the parameter of the target reduction algorithm, which is given by the decision-maker in advance. When a given number of target 
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reduced, OR algorithm is used to find composed of F   target minimum error target subset.
When  is given as the original problem to change the error threshold, the OR algorithm is used to find the smallest subset of the target which is not more than  .
Summary
The high dimensional multi-objective optimization problem with more than 3 targets is a common problem form in the field of practical engineering and scientific research. Such problems usually have many conflicting goals, which are highly demanding for computer performance, computing resources (such as storage devices) and real-time. Therefore, high-dimensional multi-objective evolutionary algorithm with strong search ability and high efficiency is of great application value. The research work of this paper is mainly focused on the key issues of heuristic evolutionary algorithm for dynamic high-dimensional multi-objective optimization problems. The online target dimension reduction method is mainly used in this paper.
