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Let N be the gradient of a functional and let N(O) = 0. For the equation 
N(u) = Au, we consider the following problem. Is the i&mum of the spectrum 
of N’(0) a bifurcation point? The main result (Theorem 2.1) gives conditions 
which imply that inf u(N’(0)) is a bifurcation point. These conditions do not 
require inf o(N’(0)) to he an eigenvalue of N’(0). For a large class of second 
order differential equations, it is shown that inf ~(~(0)) is not a bifurcation 
point. However, under special circumstances Theorem 2.1 can be used to 
show that inf u(N’(0)) is a bifurcation point. We use the non-linear Klein- 
Gordon equation to illustrate this. 
I. INTRODUCTION 
Let H be a real Hilbert space with norm denoted by )I /I, and let S: s(S) C 
H-+ H be a self-adjoint operator. Then B(S) equipped with the graph norm, 
is a Hilbert space which we dcnotc by .X. 
Let F: Z + H be a continuous mapping such that liF(u)ll/!il u ;jl -+ 0 as 
//I u ]I( + 0. We say that A, E R’ is a bz~zmation point for the equation, 
su - F(u) = Au for (24, A) E Z x R (I.11 
if and only if (0, A,,) belongs to the closure of E := ((u, A) E Z x R: Su - F(u) = 
Au and u # 0) in 2 x R. Let B denote the set of all bifurcation points of (I. 1). 
It is well known that all of the bifurcation points of (1.1) belong to the spectrum 
of S (i.c., B C a(S)). It is equally well known that, in general, B # a(S) and that 
S may even have eigenvalues which are not bifurcation points of (I. 1). However, 
if F is the gradient of a functional $: X - 172, then indeed every isolated eigen- 
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value of finite multiplicity of S is a bifurcation point of (1 .l). (See [I] for simple 
proofs of all of these statements and for references.) 
In this paper we shall give conditions on F which imply that A,, := inf o(S) is 
a bifurcation point, provided that S is bounded below. Let us stress that the 
hypotheses of this theorem (Theorem 2.1) do not require A, to be an eigenvalue of 
S, and S - A,1 need not be a Fredholm operator. Indeed in our applications. 
H -P(O, m), 
g(S) =- {u E H: u” E H and u(0) == 0) and su = -u’I, (1.2) 
where the prime denotes differentiation in the generalized sense. For this opera- 
tor, o(S) = [0, 00) S has no eigenvalues, and S - XI is Fredholm if and only 
if X < 0. 
In Section 3, we give conditions onf: (0, ~3) A iw - R which imply that the 
problem, 
-u”(x) - f(x, u(x)) =; Au(x), x > 0, 
u(0) = 0, u E L”(0, co), 
(1.3) 
is of the type (1 .l), where S is defined by (1.2) and E(u)(x) :-= f(~, U(X)). Then 
we show that under rather general conditions (Theorems 3.3 and 3.5) problem 
(1.3) has no bifurcation points. 
However, there are special circumstances in which A,) 7 0 ( _ inf a(S)) is a 
bifurcation point (and the only one) for problems of the type (1.3) and we can 
use Theorem 2.1 to prove this. As an example of this phenomenon we consider, 
in Section 4, the non-linear Klein-Gordon equation, 
-u”(x) - !JfkF u(x) == Au(x), 
x= 
x > 0, 
(1.4) 
u(0) =; 0, zi E L”(0, CD), 
where 0 is a positive constant. The existence of solutions of this problem has 
been studied in [2-61, but the problem of bifurcation does not seem to have been 
treated. The existence theorems in [2-61 . h s ow that, for each 0 > 4, E :.= ix, 
whereas for each 0 E (0, 4) and each h < 0, i? n [Z x {Al] ~,k $. :1s far as 
bifurcation is concerned, it follows from Theorem 3.3 that, for each 0 > $, 
B = o and from Theorem 2.1 that, for each o E (0, $), B = (0). Since our 
analysis of (1.4) does not exploit any special features (such as homogeneity) of 
the non-linearity, it can be extended to more general problems of the form (1.3). 
Deferring such a study to a subsequent paper, we prefer to show here that 
Theorem 2.1 can also be used to establish bifurcation for equations containing 
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non-local terms. As an example, in Section 5, we consider the Choquard equation, 
-tL”(‘y) _ 244 __- j-’ u(y)” dy - 224x) 1% d+- <lv :p A+), .x > 0, 
.x 0 - ., 
u(0) = 0, u EL’(0, co), 
(1.5) 
which has been studied recently by Lieb [7]. As an easy application of Theorem 
2.1, we prove that B = (0) for (I .5). Ag ain we claim that this analysis can easily 
be extended to a large class of integro-differential equations. Bifurcation has 
also been established for a large class of such problems, even when the non- 
linearity is not a gradient, by a completely different approach [8]. 
More recently, Theorem 2.1 and some generalisations have been applied to 
other problems, including partial differential equations [ 13- 151. 
2. THE BIFURCATION THEOREM 
Let H be a real Hilbert space and let T: Q(T) C N+ EZ be a closed, densely 
defined linear operator. The inner product in H is denoted by (,> and the 
norm by 11 il. 
For U, z’ E 9(T), let 
Since T is closed, 2(T) with the inner product (,>r is a real Hilbert space which 
we denote by HI . The norm in U, is denoted by I! & . Since 1’ is closed and 
densely defined, T”T: B( T*T) C W-t His a positive self-adjoint operator in I{. 
For U, z’ E 9( T”T), let 
(u, v)~ = (u, v; p T”Tu, 7” Tu I. 
Since T”T is closed, g(T”T) with the inner product (,)z is a real Hilbert space 
which we denote by Hz. The norm in Hz is denoted by j, IN2 . 
For zl E Q( T-7’) we have that u E S(T) and so 
Thus we see that Hz is continuously embedded in HI , which is clearly con- 
tinuously embedded in H. Setting 5’ = T”T we see that Hz =:: 2 and 1; ZL ,~2 = 
/(I u ii:, in the notation of Section I. We shall consider the problem, 
T’Tu -F(u) = Au for (u, h) E Hz x R, (2 1) 
where F: ET? -+ H satisfies the following hypotheses. 
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(Hl) F: EI1 --j H is continuous and is the gradient of a weakly (sequentially) 
continuous functional $: HI - R such that 4(O) = 0. By this we mean that 
there exists a continuously differentiable function q5: HI - R such that 
+‘(u)v = (F(u), v) for all 24, v E ff, 
Note that we have used the inner product in H in this definition. Furthermore 
+(u,) --f+(u) whenever {u,} converges weakly to u in HI Finally let us note that, 
if F: H1 -+ H is continuously differentiable, then F is a gradient if and only if 
(DF(u)v, w) = (v, DF(u)w) for all u, V, w E HI . If F is a gradient, then 
and adapting slightly Theorem 8.2 of [9] we see that the weak continuity of ~6 
follows from the compactness of F: HI ---f H. 
(H2) $(tu) >, t2d(4 3 0 for all u E Hr and t 3 I 
and 
%W G W4 u> for all u E H, . 
Note that, if F: HI -+ H is homogeneous of degree 0 > 1 (i.e., F(tu) = tOF(u) 
for all u E HI and t 3 0), and (F(u), u) 3 0 for all u t HI , then (H2) follows 
immediately since 
C(u) = s,’ (F(t4, u> dt = & (F(u), u>. 
(H3) There exist constants 01 E [0, 2) /3 > 0, and K > 0 with a + p > 2 
such that 
0 G <F(4, 4 G K II TU IP II u ilfl for all u E HI . 
Note that if F is a gradient and (H3) holds, then a similar inequality holds for 
+ since 
C(U) = Jo1 (F(tu), U) dt < K jJ TU jia Ii u (ia Jo1 ta+-’ dt. 
If F: HI -+ H is continuous at 0, then (H3) implies that F(0) =: 0. To see this, 
note that for u E HI , 
(F(O), u> = & <F(t4 u> 
= b+ (F(w), tu) t-l 
=: 0 by W3). 
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Since HI is dense in I$, this implies that F(0) = 0. Moreover, if F: HI --f W is 
continuously differentiable at 0, then (HI) and (H3) together imply thatF’(0) -- 
0. 7’0 see this, note that for u E Hl , 
1: ,“FF (F(tu), tu) t-” + 
=O by (H3). 
Hence <F’(O)u, u> =-- 0 for all ZI E Hl . However, (HI) implies that F’(0) is 
svmmetric on Hl and so 
,<F’(O)u, v;> = i[(F’(O)(u + u), u + v) 
- (F’(O)u, ZL:, - (F’(O)v, z/ ] 
=~ 0 for all u, ZI E IS1 . 
Since II, is dense in H, this implies that 
F’(O)u = 0 for all u E Hl . 
For c .> 0, let S(c) =- (Al E E-/1 : 11 u /I == c). Since we have used the norm in II’ 
in this definition, S(c) is an unbounded subset of H, (unless T is bounded). 
pIhI~OR~hI 2.1 . Let hypotheses (HI) to (H3) hold and let $: Hl ---f IR be de$ned 
b>, 
i)(u) = ;(Tu, Tu, - 4(u) for UEH,. 
(H4) ,Yuppose that there exists a constant c0 > 0 such that,,for each c t (0, co), 
inf{#(u): u E S(c)] < 0. 
Then 0 is a bifurcation point for problem (2.1). Indeed there is bifurcation to the 
left of h ~~ 0 in the sense that (0, 0) belorrgs to the closure of 
By -=- {(u, A) E IJ, x (-a, 0): T*Z’u -F(u) = Au and u # 0) in H, x Ft. 
Remarks. 1. If 4: Hl - R is not weakly sequentially continuous the result 
ma!’ fail to be true (see [I 51). 
2. WC have supposed that S( = T”T) . 1s a positive self-adjoint operator 
in 11, but the above bifurcation theorem does not contain the explicit hypothesis 
that 0 E a(S). In fact this is implied by conditions (HI) to (H4). Indeed if 0 + u(S) 
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there exists d > 0 such that (Su, u) > d // u I/a for all u t: 9(S) and so ,~ Tu ,iz > 
d Ij u Ii2 for all u E fSt But, for u E HI , 
2$(u) ’ 1; TU /I2 - Kli Tu /iv !I u Ila by (H2) and (H3) 
_ : 1: Tu 11~ 1)u /ID [ d(z-n)P Ij u 112-a +J - K]. 
Since ?L L /3 ‘> 2 WC: see that (H4) cannot hold if 0 $ o(S). 
3. Condition (H2) requires that F maps HI continuously into H and this 
may be regarded as an assumption of regularity of F. In fact for applications 
to partial differential equations this requirement is too restrictive. If generalised 
solutions of (1.1) arc considered, it can be replaced by the weaker assumption 
that maps HI continuously into (HI)* (see [14]). 
4. If conditions (HI) to (H3) are satisfied except that the constant 01 in 
(H3) is greater than 2, then there can be no bifurcation to the left at X 7 0 
(see [ 161). 
F’wo~ Let us choose c t (0, co). Then there exists a sequence [u,: in S(c) 
such that Z&U,) -:- 0 for all IZ E N and 
$2 #(uJ -= inf{+(u): u E S(c)). 
Now +(u,) < 0 implies that 4:’ Tu, /Ja < +(uJ and (H2) and (H3) imply that 
2+(%) < K // TU, I/= Ii u, ij”. 
Combining these two inequalities we find that 
for all 12 E N. 
Since 11y E [0, 2) this implies that the sequence {tin1 is bounded in HI and 
lim,, .,, Q!J(u~) > - m. Hence, by passing to a subsequence, we may assume that 
there exists an element u, E HI such that u,~ converges weakly to u, in H and 
Tu, converges weakly to Tu,, in H. (Recall that since T is closed and linear, the 
graph of T is a weakly closed subset of Ii x H.) Now by (HI), lim,.-,; 4(un) 
+(u,) and since the norm in fZ is weakly lower semicontinuous it follows that 
and that 
31,(O) -: 0 > inf($(u): u E S(c)) 
= Alt;3 Il,(u,) 3 $(u,), 
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we see that u, # 0. Let us suppose that j( u, I[ < c and set t = c/i’ u, I!. Then 
tu, E S(c) and 
I,&~) = ;t’(Tu, , Tu,) - +(tuJ 
.z. t’$quJ by (H2) since t > 1 
< 4”(“<.) since t ) I and #(zl,) < 0. 
Hence #(tuJ < inf{#(u): u E S(c)). Thus we see that u, E S(c) and hence bl 
[I 0, Sect. 8.1 I, Theorem 21, there exists a constant Ap E R, the Lagrange multi- 
plier, such that 
c,/J’(u,)v = h,<u, ) v , 
But this means that 
(Tu, , TV \ - (F(q), z” : <h,u, , a:, for all z! E HI . 
Since A,u, + F(u,) E H and HI == 9(T), this implies that Tu, E 9(T*) and that 
T”Tu, = Acu, .-I- F(q). 
This proves that, for all c E (0, c,,), there exists 
(u, , A,) E E =I= -(u, A) E Hc x R: T*Tu - F(u) = AU and u f O> 
with /I u, /I =: c. To complete the proof we show that A,. < 0 and that (u, , A,) 
converges to (0, 0) in H2 x R as c -+ 0. 
Now we have already proved that 
$(uC) = inf{$(u): u E S(c)) < 0 
and so using (H3) we obtain 
Since 01 E [0, 2) and /3 . a 0, this implies that u, ---f 0 in HI as c -+ 0. 
Furthermore, 
A,. I( u, iI* = (Tu,. , Tu,, - (F(u,), u, 
2 -K jl Tu, lWx /!u, :lfi by (H3) 
;4 -fqK4~Pq3. 
Thus we find,that 
h, 3 -fQ2(*- o-2)/(2-3), 
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where Kr > 0 and o! + /3 - 2 ,’ 0. On the other hand, 
Hence we have proved that 
-Jyp) 13-2)!(2-n) ~ x, < 0 for all c E (0, CO) 
and so A, + 0 as c - 0. 
But 
and so /[ T*Tu,, 1 --f 0 as c ---f 0 since F: II, --+ H is continuous and U, - 0 in 
H1 as c--f 0. This proves that U, - 0 in Ho and the proof of the theorem is 
complete. 
3. DIFFERENTIAL EQUATIONS 
In this section we begin by giving conditions on the functionf: (0, ~0) x IF! l 
W which imply that the problem, 
-u”(X) - f(x, u(x)) =- Au(x) for .x ;,- 0, 
u(0) ::.= 0, u EL2(0, co), 
(3.1) 
is of the type discussed in Section 1. Then we give rather general conditions 
which ensure that there is no bifurcation for (3.1). 
In writing (3.1) in the form (I .I), we use H and S: 94(S) C H - Has defined 
by (1.2). Setting 
9(T) :m [U t H: U’ E H and u(0) == 0), 
Tu = zi, 
%(T*) = (u E H: u’ E H], 
T*u = -u’, 
we recall that T: 9(T) C H -+ H is closed and that S = T* T. In the notation 
of Sections 1 and 2, 
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Let us now consider the Xemytskii operator F(U)(X) -f(x, u(x)) generated byf. 
Throughout this section we shall assume that f satisfies the following condition. 
(Cl) f: (0, co) x R -+ 58 is a continuously differentiable function such that, 
for each z > 0, p-lf(x, p) --ic 0 as p - 0 uniformly for .Y 2~ z. 
It should be noted that all of the results of this section allowf to have a singu- 
larity at x := 0. Such singularities occur naturally if (3.1) is obtained by seeking 
radially symmetric solutions of some partial differential equation on R’“. Let 
aif denote the ith partial derivative off. 
THEOREM 3. I. In addition to (Cl) suppose that, JOY each u” r; 0, 
(C2) there exist constants y > 0, c > 0, and 6 :> - !j such that 
Q(x, p)r L< c p I%-: for all .v E (0, z] and pE R. 
Then F(u)(x) =- ,f(x, u(x)) defines a continuous mappz’ng cf H, &to H and 
i! F(U)il/li U ,I2 + 0. 
If (C2) is yeplaced by the condition 
(C2)’ there exist constants y I.- 0, c :-z 0, and 6 :T: - 1 such that 
) Z,f(,x, p)I . c ! p jy A8 (;’ “) for all x t (0, x] and p E R. 
then F maps HI continuously into 127. 
Proof Let us suppose that (C2) holds. For u, r E Hz and x ,> 0, 
If(x> 44) - f(x, VW = / j-)' &f(x, tu(x) + (1 -. t) 44) df 1 
:> ” / U(X) - v(x)/ 1: 1 a,&, h(x) -t- (I - t) v(x))1 dt 
Z* ‘- c 1 U(X) - ,zfx)1 x8-‘, .: 1 tu(x)f (1 - t)z@)IYdt i 
by (c‘2) for 0 < x .< x, where the constants depend only on 2, 
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Setting v G 0 in (3.2) we see that E(u) EL~(O, zz) for all z > 0 since 6 ) -$. 
Now U(X) -+ 0 as x + CO if u E H2 and so, by (Cl), there exists z > 0 such that 
jf(X, u(X))/ < ] U(x)1 for all .r: > z. This proves that F(u) E If, and a similar 
argument shows that ljF(u)ll/lI u 112- 0 as 1: u ~~2 - 0. 
Let us now prove that F: H, - 11 is a continuous mapping. Let u,, E H2 and 
choose E > 0. Then there exist two constants, 7 > 0 and a,, > 0, such that 
am 
I); v y 2dy GE‘?. ( 1’ for all z ;; z,, and all c E H, with !I u,, - ‘~1 i/a ( 7. 
NOW /I F(u,) - F(v)1i2 < si 1 F(u,)(x) - F(v)(x),” dx -r 2G, where z 6 z0 is 
sufficiently large and 17 sufficiently small so that .f(.~, v(x))1 z< 1 a(~): for all 
I] u,, - v ll2 < q and x > z. The continuity of F: H, ---t H at u0 now follows 
from (3.2). If (C2) is replaced by (C2)‘, then instead of (3.2) we obtain the 
inequality 
I f(X, 4x1) - f(x, v(x))i 
< c 1 u(x) - v(x)1 xS-(‘/‘2) F ’ / tu(x) + (1 - t) vim dt for 0 -< .1: -<: X, - 0 
44 44 
I i 
1 
,<c y-- X6 ‘-1 
x 
It’1u~1,~1-(l-tt)j’vj~,I’dt forO<s,x 
0 
since 6 + 1 > 0. Using Hardy’s inequality, the continuity of F: Ff, --+ H now 
follows much as in the previous case. 
It follows from Theorem 3.1 that if the conditions (C I) and (C2) are satisfied 
then (3.1) can be written in the form of (l.l), i.c., SU - F(u) Au for u E H, 
and h E R, and that B C a(S) = [0, m). 
THEOREM 3.2. In addition to Irypotheses (cl) and (c2), suppose that 
xp-%,f(x, p) --f 0 as p -+ 0 uniformlyv fw .Y 1. 
ThenECH, x (--rx,O]andBC{O). 
Proof. Suppose that (u, A) t E and that h 2’ 0. Let F(x, p) =. s:f(x, s) ds 
for x > 0 and p E IF!. Then (d/dx)F(x, u(x)) :- f(x, u(x)) u’(x) !- Ji(zc) ij,r(x, s)s ds 
for x > 0, where Y(X, s) = s-‘f(~, s) ifs # 0 and Y(X, 0) ==-- 0. But -u”(.x) u’(,x) ~ 
f(~, u(x)) U’(X) = AU(X) U’(X) for N .> 0, and so 
-u’(x)“’ z X4x)2 -I 2 ;;F(.v, u(x)) -- 2 I”““’ h,r(?c, s)s ds for .t 0. (3.3) 
- 0 
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Now there exists a 6, > 0 such that 
Y(X, s)i < A/2 and .v 8,r(x, s) < h/2 
for all s 1 and s / -z 6, and hence 
/ F(x, p)l < a p’ and 
for all .v I and ; p ,< 8, . 
but u E fi, and so there exists 2 > 0 such that U(X) -,< 6, for ail x ;S J?. 
Hence, integrating (3.3) from s to a, we have that 
= 4Y)” , -U’(X)’ - Au(x) $- ; u(x)” t- ; 1 __ d) for all x .:: % 
s ? 
and so 
0 zg = 
I I z 
-u’(x)” - &(x)2 -t- ; (x - Z) qq dx. 
Hence we have proved that 
o<- JI 1 U’(X)” dx and so U(X) =: 0 for all .T > z. *Z 
This implies that u == 0 for all x > 0 because ZL is a solution of a second order 
ordinary differential equation. Hence we have proved that EC Ha x (-co, 01. 
This implies that B C (-- c;o, 0] and as we have already noted R C U(S) : -- [0, w). 
This proves the result. 
Finally we show that, for most problems of the t).pe (3. I), there is no bifurca- 
tion. ‘1’0 formulate the conditions which ensure this it is convenient to write J 
in the form 
.f(x, p) == +> P)P for S>O and pE R. 
‘YI~I:oR~<M 3.3. In addition to hyPotheses (Cl) and (C2), .w,Pose that 
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Proof. There exists 6 > 0 such that s;;’ x j Y(X, u(.x))i do < CCI if I/ u ii2 _’ 8. 
We show that if (u, A) E E and 1; u ;I2 < S, then X < 0. If (u, A) E B then Y is a 
solution of the linear problem 
-w”(X) - y(x) W(X) = /h(s), .2 ‘;- 0, 
w(0) -~ 0, 
(3.4) 
where q(x) := r(s, U(X)). 
Now j-1” ( q(x), d” v ( x and so, for A :x 0, (3.4) has two linearly independent 
solutions ofjthe form 
where ~~(2) -+ 0 and ZJ~(X) - 0 as x --t u;, (see [I I, Theorem 8.1, Sect. XI]). 
Since u must be a linear combination of zur and wz and since u E H! this implies 
that u := 0 if X > 0. Thus EC H2 x (-m, 01. 
Let (u, A) E E with X < 0. From the fact that u f 0 is a solution of (3.4) 
with li x ( q(s)/ CZ’X < ‘;r~, it follows easily that u’(0) ;i 0. Setting N infj.\: 0: 
U’(X) = O>, we have that Lo ::’ 0. Let us suppose that 0 < d(x) ~ II(N) for 
0 < K < CY. Then, for 0 K .X :.z CY, we have that 
(since X < 0) and so 
Therefore, 0 < u(m) < j; xy(x)u(x) d.x :< U(U) j: x ) q(x)\ dx. But there exists 
6 > 0 such that 
and so 0 < U(U) ::; iu(m) if i, u j12 < S. This implies that u(n) =: 0 and consc- 
quantly u -G 0. The case 0 > U(X) > ~(a) for 0 < .1: < pi can be treated similarly 
and so the result is proved. 
COROLLARY 3.4. In addition to hypotheses (C I) and (C2), s.uppo.w that there 
exist a continuous jmction q: (0, Co) -+ [0, CXI) and positive constants 6 and m 
such that 
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where 
x’p)(x) + 0 as x - 0 for some y<2+a 
and 
xp(x) is bounded as x ---f co, if D > 2, 
xyp(x) -j 0 as x+cofor somey>2-oa/2ifO<cr<2. 
Then B r- :; . 
f+oof. There exists 7 > 0 such that, if j[ u jls < 7, then 1 u(x)1 < 6 for all 
x : 0 and so 
Hence 
for all s > 0. 
j’ .Y 1 r(x, u(x))/ dx < J” xp(x) 1 ~(x)/~dx 
0 
<;~~~~~O~xl+urp(x)d~ 
G Cllull2” where C > 0 is independent of u. 
‘This proves that si x 1 r(x, u(x))1 dx --f 0 as [I u [I2 -+ 0. 
Now, if g 3 2, 
On the other hand, if 0 < 0 < 2, then 
fT x I r(x, +))I dx < j-m xp(x) / u(x)/” dx 
'1 
< j’l 1 u(x)l”” dx!“’ 1 j”’ (xF(x))“dx/l”, 
1 
wherep z- 2/u > 1 and l/p + l/q = I, 
= /r u(x)” dxr” /la (.~~(x))2~“-“,dxf~z-0~‘2 
where K is independent of u. 
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Thus we have proved that Jr x 1 Y(X, u(x))\ & - 0 as /I u (I2 -+ 0. The result 
now follows from Theorem 3.3. 
THEOREM 3.5. In addition to hypotheses (Cl) and (C2), suppose that there 
exist a continuous .function h: (0, XJ) --f [0, co) and positive constants 6 and CT 
such that 
I y(x, p)I h(s) 1 P I” for .x “‘. 0 and If <fi, 
where x~h(x) --f 0 as x --f 0 for some y < 2 L 0, and such that 
a&, p) .I; 0 for .x 3 0 and IPI <s. 
Then B = g. In particular, if (3.1) is autonomous (i.e., a,f(x, p) 0) and 
f(0) =f’(O) = 0, then B = 3. 
Proof. Note that, for u E Hz with 1 Us c 6 for all x > 0, 
[’ .x , r(r, u(x))] dx <; 1’ xh(x) 1 u(x)\” dx 
. 0 * 0 
i 
I 
, 
‘_.. 
I 0 
r’+ah(x) 1 + I0 dx 
Furthermore, F(x, U(X)) --f 0 as x --, 0 since 
Since Q(x, s) 2: 0 for all i s I -zz S, it follows that 
Now there exists 7 :-, 0 such that 1 U(X)! :- S for all .2: > 0, if 1, u ,? .-. q. 
Hence, as in the proof of Theorem 3.2, for (u, A) E E with I] u Ije .,’ 7, we have 
-u’(x)?’ 6 Au(x)2 $- 2 &x, u(x)) for x>O. 
Integrating from 0 to CQ, we find that 
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and so 
u(0) = u’(0) :- 0. 
But, as noted in the proof of Theorem 3.3, the fact that si x j Y(X, u(x))] dx < cc 
and u(0) = u’(0) 1 0 implies that u - 0. This proves that U =- hi. 
4. THE KLEIN-GORDON EQUATION 
Let us consider the equation 
f$ (x, t) - du(x, t) -i- rn%4(X, t) - g 1 u(x, t)p u(x, t) = 0 
forxER3andtER, 
(4.1) 
where my , R, and (T are three positive constants and where d = Ci=, 9/8xi2. If 
we seek a standing wave of the form U(X, t) == eiwtv(x), where w E R and i2 = - 1, 
then z’ should be a solution of the problem, 
-AZ(X) - g j z(x)i%(x) = (2 - m2)u(x), s E w. 
Setting A =~ wz - m2 and seeking radially symmetric solutions of this equation, 
we see that V(X) = u(i x !)/I x ), where II: [0, coo) --f R, is a solution of the 
problem, 
-qy:) - $ Le!~ u(y) = )iu(x) 
” ‘ x0 L 
I , “Y > 0, (4.2) 
u(0) == 0. 
Since ZL should lie in L2(R3), we must require that u cL2(0, co). Thus we see 
that (4.2) is a problem of the type (3.1), where 
,f(x, p) == g ) p ;“p.P for x>O and pe R. 
Clearly f satisfies hppothescs (Cl) and ((‘2) of Section 3 and so (4.2) is of the 
type (1 .I) where S, I-I, T, etc., are as defined in Section 3. 
Problem (4.2) has been studied in [2-61, where it is shown that 
(i) for each 0 > 0, EC H2 x (--co, 0), 
(ii) for each u 3 4, E = D, 
(iii) for each 0 E (0, 4) and each A < 0, En [H, x {A}] # O. 
The problem of bifurcation does not seem to have been considered for (4.2). 
Applying the general results of Sections 4 and 3, we obtain the following theorem. 
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THEOREM 4.1. (a) For each u :> 0, EC Hz x (-a, 0] and B C {Oj. 
(b) For each LT > t$, B = 0. 
(c) For each 0 E (0, ;), B = {O}. 
Proof (a) This follows immediately from Theorem 3.2. 
(b) Let y: (0, ‘x) * Iw be defined by v(x) = X-O. Then xt+“p(x) --t 0 as 
x ---f 0. 
If 0 > 2, then 1 > 2 - a/2 and 
xc/J(x) + 0 as x++cn. 
If 0 E (G$, 2), then Q > 2 - a/2 > 1 and 
x4139)(x) ---f 0 as X++CO. 
Hence, by Corollary 3.4, B = G . 
Before proving part (c) of the theorem we give the following lemma. Coupled 
with Remark 4 following Theorem 2.1 this lemma shows that B = JZ when 
#J z $. 
LEMMA 4.2. For u E HI and 0 < 0 < 2, 
Proof. Using Holder’s inequality we obtain 
and so 
s 
z 
0 
( Us”” dx < [21( u (1 (1 u' ii]"-' J‘ u(x)" dx. 
0 
But, for u E HI , Hardy’s inequality asserts that 
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Hence we have that 
Pwof of (c). We shall use Theorem 2.1. Let us note first of all thatF: H1 + H 
is continuous since condition (C2)’ of Section 3 is satisfied if (T E (0, 21. Further- 
more, F is the gradient of the mapping 4: HI -+ [w defined by 
It is proved in [.5] that $: HI + iw is weakly (sequentially) continuous and so 
(HI) of Section 3 is satisfied. Since F is homogeneous of degree 1 + U, condi- 
tion (H2) is also satisfied. Lemma 4.2 shows that condition (H3) is satisfied 
provided that 0 E (0, 3). In order to prove that condition (H4) is also satisfied 
for 4(u) = $(Tu, Tu) - 4(u), let 
W,(x) = z for x20 and a > 0, 
where 
N(m) = [s,” x2e-2ar &]l’P_ 
Then 
But 
cW, E S(c) = (u E H: /[ u (1 = c) for all a: > 0. 
If 0 E (0, $) then, given any c > 0, there exists u: > 0 such that #(cW,) < 0. 
This proves that, for u E (0, -$), all of the hypotheses of Theorem 2.1 are satis- 
fied and so 0 E B. By (a), this implies that B = (0) for 0 < u < $. 
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5. THE CHOQUARD I:Q~~ATIOK 
As another application of Theorem 2.1, we consider the Choquard equation, 
which has been treated recently by Lieb [7]. Seeking radially symmetric solu- 
tions, ~1, we find that n(x) =: ~(1 s 1)/i .T 1, where U: [0, x) -+ R! is a solution of 
the problem, 
u(0) 0. 
Since v should be in L”(W), we must also require that u EL”(O, ‘JS). 
With S, N, T, etc., as defined in Section 3, it is easy to see that this problem 
can be written in the form (I. I) with F: H, + H defined bv 
It is easy to check that F: HI + H is continuous and that 81 F(u)/‘/ll u ‘iI - 0 as 
/! u II1 -0. Thus B C o(S) =- [0, ~3). But adapting slightly the proof of 
Theorem 3.2 (as in Lemma 1 of [12]), WC see that E C H, x (- cu, 0] and so 
B C [Oj. To prove that R : {O) we can use Theorem 2. I. For this let $: HI + R 
be defined bv 
It is easy to see that 4: II; - R is weakly (sequentially) continuous and since F 
is homogeneous of degree 3, hypotheses (Hl) and (H2) of Section 2 are satisfied. 
But, for u E H, , 
cc; 8 1: u (13 I( u’ ‘1 by Hardy’s inequality. 
This proves that condition (H3) is also satisfied. To check condition (H4) of 
Theorem 2.1, let 
4(u) = ;(Tu, Tu‘ - $(zL) for u E HI 
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and let W’,: [0, NJ) + R be as defined in the proof of part (c) of Theorem 4.1. 
Then 
Hence, given c ;a 0, there exists (y. > 0 such that 4(cWw) < 0. Since cW, E S(c) 
for all c ,. 0, this proves that condition (H4) is satisfied and so Theorem 2. I 
implies that 0 E B. Ry our earlier remarks this proves that B :0t. 
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