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私たちの周りには不確実なものであふれています．不確実なものを
制御し，計算することは大切です．不確定要素を表す確率変数をいくつ
か集めたとき，それらが従う同時分布から周辺分布を計算することを考
えます．これは基本計算であることから，様々な応用を持ちます．
期待値計算，事後確率推定, 因果推論, コンピュータビジョン, たん
ぱく質のフォールディング, 遺伝子解析, etc
同時分布から周辺分布を計算する問題は，確率変数がたくさんある
高次元のときには，一般に計算が困難です．確率変数の個数について指
数オーダとなります．
同時分布:
p(x; θ) = exp
⎧⎨
⎩
∑
i∈V
θi(xi) +
∑
ij∈E
θij(xi, xj)− Φ(θ)
⎫⎬
⎭ ,
周辺分布:
pα(xα) =
∑
x\xα
p(x; θ).
周辺分布の計算のしやすさは，同時分布の持つ位相的な性質により
決まります．複数の確率変数の間の確率的関係が，鎖，木構造のように，
サイクルを持たないグラフで与えられるとき，効率的なアルゴリズムで
ある確率伝搬法 (Belief Propagation; BP)があります．これは確率変数の
個数Nについて線形オーダO(N)です．確率伝搬法は，グラフのエッジ
に沿って，各確率変数の情報(メッセージ)を伝搬，伝達することで，周
辺分布を計算するメッセージパシングアルゴリズムです．
それでは，確率的関係がサイクルを含むグラフで表されるとき，ど
のように同時分布から周辺分布を計算するのでしょうか？効率的に周辺
分布を”近似”計算する推論アルゴリズムがあります．
　Loopy BP (Pearl, 1988)
　Generalized BP (Yedidia, 2001)
　Fractional BP (Wiegerinck, 2003)
　Tree reweighted BP (Wainwright, 2005)
　etc
これらのアルゴリズムは，収束が保証されない問題点があります．同
時分布によっては，収束しません．それでは，収束が数学的に保証され
た高信頼と言えるアルゴリズムはどのように構成されるのでしょうか？
解の候補である周辺分布の集合の上に目的関数を設定し，目的関数を最
小化する制約付き最適化問題を解くことで周辺分布を計算します．
【目的関数】:
ベーテ自由エネルギー
FBethe(b) = −
∑
{ij}∈E
Sij(bij)−
∑
i∈V
(1− |Ni|)Si(bi) + 〈E(x)〉b
菊池自由エネルギー
FKikuchi(b) = −
∑
α∈R
cαSα(bα) + 〈E(x)〉b
TRW自由エネルギー
FTRW(b) = −
∑
i∈V
Si(bi) +
∑
ij∈E
ρijIij(bij) + 〈E(x)〉b
目的関数によって，計算される周辺分布の近似解，関数の凸性は異な
ります．たとえば，TRW自由エネルギーは，周辺分布の解の候補上で凸
性が保証されています．これより，TRW自由エネルギー最小化では，初
期値によらず，常に同じ近似周辺分布を計算することになります．ベー
テ/菊池自由エネルギーでは，一般に，複数の局所解を持つ多峰性の関
数です．これらの目的関数は統計物理学とつながりがあります．
目的関数の性質に応じて，最小化アルゴリズムが選ばれます(凸最適
化, Concave Convex Procedure (Yuille 2002), Heskes’ minimizing algorithm
(Heskes 2006), etc)．
収束保証つき確率推論アルゴリズムの例:
Bethe/Kikuchi-CCCP (Yuille, 2002, Nishiyama, 2008), TRW-CCCP
(Nishiyama, 2010), HAK algorithms (Heskes, 2006), TRW-GP (Glober-
son, 2007), sum-TRW-S (Meltzer, 2009)
【最小化アルゴリズム】:
Concave-Convex Procedure (CCCP)
目的関数がF (b) = fvex(b) − gvex(b) (fvex, gvexは共に凸関数)の形
で与えられたとき，変数bを初期値b0から始めて，∂fvex(bt+1) =
∂gvex(b
t)を満たすようにbtからbt+1へと更新していきます．2つの
凸関数fvex, gvexの間で，勾配が等しくなるようにbを更新する更新
式です．このとき目的関数の単調減少性が数学的に保証されます．
CCCPが誘導するアルゴリズム集合
目的関数F (b)が与えられたとき，2つの凸関数fvex, gvexによる差表
示は無限個（関数自由度）あります．これによりCCCPは，与えら
れた目的関数F (b)について，F (b)の単調減少アルゴリズムの集合
を導きます．
このアルゴリズム集合を積極的に取り入れることによる，ベーテ/
菊池/TRW自由エネルギー最小化を行う収束保証つき確率推論アル
ゴリズムを開発しました．選ばれるアルゴリズム集合内の点に依存
して，収束の速さが異なります.
この研究は，東京工業大学大学院博士後期課程での研究内容であり，
東京工業大学渡辺澄夫教授, UCLA大学 Alan Yuille教授, Xingyao Ye
との共同研究に基づいています．
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Figure 1: （左図）ベイジアンネットワーク（中央図）TRW-CCCPアルゴリズム（右図）TRW自由エネルギーが単調減少をしている様子
