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Abstract
Wound healing and tumour growth involve collective cell spreading, which is driven by individual
motility and proliferation events within a population of cells. Mathematical models are often used
to interpret experimental data and to estimate the parameters so that predictions can be made.
Existing methods for parameter estimation typically assume that these parameters are constants and
often ignore any uncertainty in the estimated values. We use approximate Bayesian computation
(ABC) to estimate the cell diffusivity, D, and the cell proliferation rate, λ, from a discrete model
of collective cell spreading, and we quantify the uncertainty associated with these estimates using
Bayesian inference. We use a detailed experimental data set describing the collective cell spreading of
3T3 fibroblast cells. The ABC analysis is conducted for different combinations of initial cell densities
and experimental times in two separate scenarios: (i) where collective cell spreading is driven by cell
motility alone, and (ii) where collective cell spreading is driven by combined cell motility and cell
proliferation. We find that D can be estimated precisely based on limited experimental data with a
small coefficient of variation (CV) of 2-5%. Our results indicate that that D appears to depend on the
experimental time, which is a feature that has been previously overlooked. Assuming that the values
of D are the same in both experimental scenarios, we use the information about D from the first
experimental scenario to obtain reasonably precise estimates of λ, with a CV between 4-12%. Our
estimates of D and λ are consistent with previously reported values; however, our method is based
on a straightforward measurement of the position of the leading edge whereas previous approaches
have involved expensive cell counting techniques. Additional insights gained using a fully Bayesian
approach justify the computational cost, especially since it allows us to accommodate information
from different experiments in a principled way.
Keywords: Approximate Bayesian computation, Cell diffusivity, Cell proliferation,
Random walk model, Collective cell spreading
1. Introduction
Cell motility and cell proliferation play an important role in collective cell spreading, which is
critical to many key biological processes, including wound healing (Dale et al., 1994; Maini et al.,
2004; Cai et al., 2007) and tumour growth (Swanson et al., 2003; Swanson, 2008). To improve
our understanding of, and our ability to predict these processes, mathematical models have been
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formulated and calibrated using experimental data collected from various types of cell biology exper-
iments. Modelling approaches that describe collective cell spreading can be grouped into two main
categories: (i) continuum models, and (ii) discrete models (Murray, 2002). Continuum models de-
scribe the behaviour of populations of cells using reaction-diffusion equations, such as the generalized
Fisher-Kolmogorov equation (Murray, 2002):
∂C
∂t
= D∇2C + λC
(
1− C
K
)
, (1)
where C is the cell density, D is the diffusion coefficient, λ is the intrinsic proliferation rate and K
is the carrying capacity density. Continuum models provide insight into the relationships among the
model parameters (Maini et al., 2004) and are relatively straightforward to solve numerically.
Discrete, individual-based models have been used for modelling biological systems in different
contexts, including lattice-based and lattice-free frameworks (Codling et al., 2008; Yates, 2014; Plank
& Simpson, 2012; Middleton et al., 2014). Discrete models usually involve discretizing time and space,
and they represent the behaviour of individual cells by some kind of stochastic process. These models
have several advantages: first, they are able to incorporate several important biological features such
as heterogeneity (Simpson et al., 2014) and fluctuations (Murray et al., 2011); second, they produce
image-based and movie-based information, that is easy to compare with experimental data (Simpson
et al., 2010). However, the likelihood function for discrete models is not available in an analytical
form, so a standard statistical inference for these models is challenging.
Previous approaches for estimating D and λ in Equation (1) include methods such as trial and
error to find a best fit (Takamizawa et al., 1997) and non-linear least squares estimation (Savla et al.,
2004; Maini et al., 2004). These approaches are limited in that they provide point estimates, and the
uncertainty in the estimate is not always quantified. Sengers et al. (2007) fitted solutions from the
generalized Fisher-Kolmogorov equation to experimental cell density profiles to provide estimates of
D and λ. Unfortunately, this approach is both experimentally and computationally expensive since
it requires a cell labelling and cell counting technique to construct approximate cell density profiles.
Here, we propose an approximate Bayesian computation (ABC) approach to estimate parameters
governing the spreading of a population of fibroblast cells (3T3 cells) in a circular barrier assay,
using a discrete simulation-based model. ABC does not require the specification of a likelihood
function and the Bayesian approach generally allows one to incorporate information from multiple
experiments. The ABC approach has been successfully applied in a wide range of biological problems
(Beaumont et al., 2002; Pritchard et al., 1999; Sisson et al., 2007; Drovandi & Pettitt, 2011b). It
is possible that the Bayesian version of the parametric bootstrap method (Efron, 2012) may be an
alternative to ABC for estimating posterior distributions but its properties are yet to be considered
in the context of intractable likelihoods.
The aim of the ABC analysis presented here is to obtain approximate posterior distributions for
D and λ, for three different levels of initial cell density in the barrier assays, and at three different
experimental time periods. Through the ABC technique, the associated uncertainty in the parameter
values is quantified and interpreted in terms of the coefficient of variation and probability intervals of
the posterior distribution. For all cases, we choose the number of model simulations to be sufficiently
large such that the Monte Carlo standard error (MCSE) of the target posterior distribution is at
an acceptable level, less than 1% of its associated posterior mean (Flegal et al., 2008).
The findings from this study emphasize the importance of considering the initial cell density
and the experimental time when estimating D and λ. We are unaware of any previous study that
compares estimates of D and λ for different experimental termination times. Therefore, this study
is the first attempt to demonstrate that the estimated values of D may differ by a factor of two or
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more, depending on the experimental termination time and the initial number of cells. These results
suggest that a more complicated model might be warranted, however this conclusion is not obvious
without first exploring the suitability of the standard model that we consider. Furthermore, in an
attempt to make our method as practical as possible, all parameter estimation is based solely on
measuring the position of the leading edge since this technique is simple, inexpensive and can be
applied retrospectively to previously published results (Treloar & Simpson, 2013; Johnston et al.,
2014).
This paper is organized as follows. Section 2.1 describes the data available for analysis and the
leading edge algorithm. The discrete model is described in Section 2.2, and the ABC algorithm is
given in Section 2.3. Results are presented in Section 3, and the discussion is given in Section 4.
2. Material and methods
2.1. Image analysis
The data for analysis consists of images showing the entire spreading populations at three par-
ticular time points (Simpson et al., 2013). Two different experimental scenarios are considered: (i)
collective cell spreading driven by cell motility alone, where Mitomycin-C was applied to inhibit cell
proliferation, and (ii) collective cell spreading driven by combined cell motility and cell proliferation
(Simpson et al., 2013). For both scenarios, experiments were performed for three different initial
numbers of cells inside the barrier (5 000, 10 000 and 30 000 cells). For each initial cell density,
experiments were terminated at three different times (24, 48 and 72 h). Furthermore, each exper-
iment, for each initial cell density, and each termination time, was repeated three times. Thus, a
2× 3× 3 balanced experimental design was conducted with three replicates, producing a total of 54
experimental images.
All experiments were performed in 24-well tissue culture plates, each with a diameter of 15.6 mm.
To initiate each experiment, either 5 000, 10 000 or 30 000 cells were approximately evenly distributed
within a circular barrier, of diameter 6.0 mm, located at the centre of the well. After the barrier was
lifted, images of the spreading population were recorded at 24, 48 or 72 h. All images were analysed
using the Matlab Image Processing Toolbox (MathWorks, 2012). The following steps were used to
detect the position of the leading edge, and to compute the area enclosed by the leading edge:
Step 1. Read and display image: by function “imread” and “imshow” (Figure 1a).
Step 2. Detect the segmented edge:
This step enhances the contrast between the area occupied by the spreading population from
the background area. First, the image was converted from violet to grayscale, “rgb2gray”.
A threshold value was calculated by “edge” and the Sobel operator ([∼, threshold]=edge
(image, ‘sobel’)), then tuned and passed to “edge” again to obtain the binary gradient mask
containing the segmented cell spreading area (f = edge (image,‘sobel’,threshold×0.5)) (Figure
1b).
Step 3. Dilate the image: The binary gradient image was dilated using linear structuring elements,
functions “strel” and “imdilate”, to trace the outline of the cell population (Figure 1c).
Step 4. Fill holes and remove unconnected objects: The dilated gradient image showed the outline
quite clearly, so the function “imfill” was used to fill any remaining holes inside the image
(Figure 1d).
Step 5. Smooth and filter the object: All objects not connected to the edge were removed by “im-
clearborder”. The image was then eroded twice with a diamond structuring element to make
the segmented object look smooth and natural. In these steps, only the cell spreading area is
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needed, that is the largest object, other small objects were removed by “bwareopen” (Figure
1e).
Step 6. Place an outline over the original image: by using “bwperim” (Figure 1f).
Fig. 1: Six steps in the leading edge detection algorithm for an experimental image corresponding to an experiment
with C(0) = 30 000 and terminated after T = 72 h. Here, cell spreading is driven by combined motility and
proliferation. Images show: (a) the original image, (b) the binary gradient mask, (c) the dilated gradient mask, (d)
the binary image with fill holes, (e) the smoothed segmented image, (f) the original image with outline. The scale bar
in (a) represents 2 mm.
All images of the cell spreading process show that the population maintains an approximately
circular shape for all times considered. Therefore, to quantify the degree of spreading we convert the
area enclosed by the leading edge, A, into an equivalent circular diameter, d =
√
4A/pi (supplemen-
tary material). We always ensured that we applied the exact same edge detection algorithm to both
our experimental data and the images produced by the discrete random walk model.
2.2. Discrete model of collective cell spreading
The discrete model is an unbiased random walk that explicitly incorporates cell-to-cell crowding
effects (Simpson et al., 2010). The experimental protocol was carefully designed to ensure that all
experiments involved a single monolayer of cells (Simpson et al., 2013). Therefore, to model these
experiments using a two-dimensional random walk on a square lattice, with lattice spacing ∆. For
all results we set ∆ = 25 µm, which corresponds to the average cell diameter (Simpson et al., 2013).
The parameter Pm ∈ [0, 1] is the probability that an agent will attempt to step a distance ∆ within
a time step of duration τ , and Pp ∈ [0, 1] is the probability that an agent will attempt to proliferate
within a time step of duration τ . Both the motility and proliferation mechanisms are unbiased, which
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means that a motile agent at (x, y), will attempt to step to either (x±∆, y) or (x, y±∆), with each
target site chosen with equal probability of 1/4. A proliferative agent at (x, y) will attempt to deposit
a daughter agent at (x ±∆, y) or (x, y ±∆), with each target site chosen with equal probability of
1/4. The random walk model is an exclusion process, with at most one agent per lattice site. Any
attempted motility or proliferation event that would place an agent on an occupied site is aborted.
The model does not incorporate any death mechanism since there was no experimental evidence of
cell death (Simpson et al., 2013).
The discrete model has four parameters: Pm, Pp, ∆ and τ . These parameters are related to D
and λ (Eq. 1) using D = Pm∆
2/(4τ) and λ = Pp/τ (Simpson et al., 2010). Given that we have access
to accurate estimates of ∆ (Simpson et al., 2013), we apply our ABC algorithm to obtain posterior
distributions of τ and λ. We then convert the posterior distribution of τ into a posterior distribution
of D.
t = 0 h
t = 72 ht = 48 ht = 24 ht = 0 h
(a) (b) (c) (d)
Fig. 2: Four typical realizations of the discrete random walk model with C(0) = 30 000, Pm = 1, Pp = 0, ∆ = 25 µm
and τ = 0.06 h (or D = 2604 µm2h−1). Images show the distribution of agents after: (a) T = 0 h, (b) T = 24 h, (c)
T = 48 h, and (d) T = 72 h. The scale bar in (a) represents 2 mm.
To implement the random walk algorith we let C(t) be the number of agents in the model at time t
and T be the termination time. Simulations are performed on a square lattice of size 624×624, so that
the width of the lattice corresponds to the diameter of the experimental cell culture well, 15.6 mm
(15 600 µm/25 µm = 624). To initialise the simulations, C(0) agents are uniformly distributed
inside a circle which has diameter of 240 lattice sites, corresponding to the 6 mm diameter of the
circular barrier (6 000 µm/25 µm = 240). For the first experimental scenario, where cell spreading
is driven by cell motility alone, C(t) remains constant with time. We use an approximate random
sequential update (RSU) algorithm (Chowdhury et al., 2005) which involves dividing time into small
uniform intervals, each of duration τ . To step from time t to time t + τ , C(t) agents are sampled,
at random, one at a time, with replacement, and given the opportunity to move with probability
Pm. Given the termination time, T , the model requires T/τ time steps. For the second experimental
scenario, where cell spreading is driven by cell motility and proliferation, C(t) is non-decreasing
and to simulate proliferation events we sample Pp × C(t) agents, at random, one at a time, with
replacement, and give each chosen agent the opportunity to proliferate with probability of one. If
Pp×C(t) is not an integer, an additional step is required (supplementary material). We also checked
that our approximate RSU algorithm produced results that were indistinguishable from the more
sophisticated, but computationally demanding, exact Gillespie algorithm (Gillespie, 1977) (results
not shown). Results in Figure 2 show typical snapshots of the simulated collective cell spreading
together with the position of the leading edge.
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2.3. Approximate Bayesian computation
In the Bayesian framework, the model parameters are considered as random variables and the
uncertainty about them is updated using observed data. Before the data is collected, information
about the model parameters is encoded within prior distributions, which are often based on expert
knowledge, previous studies, or both. After observing the data, the information from the prior is
updated by the likelihood, to produce the posterior distribution of the parameters. All inferences
about the model parameters such as point estimates, probability intervals and tests of hypotheses
are made from the posterior distributions. Thus, in Bayesian inference, evaluation of the likelihood
function is one of the critical steps to computing or estimating the posterior distribution. However,
for numerous complex stochastic models arising from the ecological, medical and biological sciences,
the likelihood functions are computationally intractable. ABC is a method of inference for such
models (Beaumont et al., 2002; Drovandi & Pettitt, 2011a).
The focus of this work is to apply an ABC technique to estimate the posterior distribution for
τ , which can be used to estimate D, for the first experimental scenario. We then approximate
the joint posterior distribution for τ and λ for the second experimental scenario. We use the most
straightforward ABC approach, ABC rejection sampling (Beaumont et al., 2002). We could use a
more efficient technique (Marjoram et al., 2003; Bortot et al., 2007; Sisson et al., 2007; Drovandi
& Pettitt, 2011a); however, given that this is the first time that ABC has been used to infer the
parameter values for a model describing collective cell spreading using leading edge information, it
is reasonable to implement the most straightforward ABC approach. ABC rejection sampling also
allows simulations to be performed in parallel (Sottoriva & Tavare´, 2010), thus reducing the required
computational time.
Let Sobs and Ssim represent the summary statistics of the observed and the simulated data,
θ = (τ, λ) represent the vector of unknown parameters, pi(θ) be the prior distribution and ρ denote
the distance function that compares Sobs and Ssim, ρ = ρ(Sobs, Ssim). The ABC sampling algorithm
is given by Algorithm 1.
1 Draw θi ∼ pi(θ) ;
2 Simulate data as per observed data structure from the model with θi ;
3 Compute Ssimi ;
4 Compute ρi = ρ(Sobs, Ssimi) and store samples (θi, ρi) ;
5 Repeat steps 1, 2, 3, 4 until N samples are simulated ;
Algorithm 1: ABC sampling
When a sufficiently large number, N , of samples (θi, ρi) is obtained, the set (θi, ρi)
N
i=1 is sorted
via the computed discrepancy ρ such that ρ1 ≤ ρ2 ≤ ... ≤ ρN . A set of tolerance values (1 >
2 > 3 > 4) are then computed based on the 20%, 10%, 1% and 0.1% quantiles of the calculated
discrepancies, respectively. For each value of j, j = 1, ..., 4, the ABC posterior sample consists of the
set (θi|ρi ≤ j)Ni=1. The selected sub-set forms the posterior distribution for θ. A small value of j will
force the simulated data to be closer to the observed data, but will also lead to fewer samples being
retained, and as such increase the MCSE of estimation from the true ABC posterior (Fearnhead &
Prangle, 2012). To overcome this we always choose N = 106 to ensure that there are at least 1000
samples in the target ABC posterior.
The ABC analysis was conducted to infer the key parameter values that govern cell spreading
experiments for each experimental time and initial cell density combination. For each experiment,
at each initial cell density, at a particular termination time, the experimental data includes three
diameters, d1, d2 and d3, which corresponds to three identically prepared experimental replicates.
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We considered the mean statistics, S = (1/3)
∑3
i=1 di, and the distance function, ρ(Sobs, Ssim) =
|Sobs − Ssim|. We also repeated all analysis using order statistics and found that this gave similar
results (not shown). We now test the performance of our ABC algorithm using synthetically generated
data for which we know the true parameter values.
3. Results
3.1. Validation with synthetic data
We simulate four independent data sets with τ = 0.05, 0.09, 0.13 and 0.17 h. All synthetically
generated experiments are initialised with C(0) = 5000 and are terminated after T = 24 h, where
cell spreading is driven by cell motility alone. Each simulated experiment is repeated three times.
We apply the ABC algorithm to each synthetic data set separately and we choose a uniform prior for
τ , τ ∼ U(0.01, 0.3) h. Given values of τ drawn from the prior distribution, we performed N = 106
discrete model simulations with Pm = 1, Pp = 0 and ∆ = 25 µm.
For the synthetic data set with τ = 0.13 h, we compare the ABC posterior distribution of τ
based on four different choices of tolerance, j, j = 1, ..., 4 in Figure 3a. We observe that posterior
distributions for 3 and 4 are almost indistinguishable so we do not reduce the tolerance any further.
For other synthetically generated data sets we found that taking the 0.1% quantile of the discrepancies
resulted in a sufficiently small tolerance value.
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Fig. 3: (a) ABC posterior distributions for τ for different tolerance values, j , j = 1, ...4, corresponding to the 20%,
10%, 1% and 0.1% quantiles, respectively, using the synthetic data set with τ = 0.13 h and a uniform prior for τ ,
τ ∼ U(0.01, 0.3) h. (b) Comparison of ABC posterior distribution estimates of τ in four separate synthetic data sets
with C(0) = 5000, T = 24 h and Pp = 0, so that the cell spreading process is driven by cell motility without any cell
proliferation. Each posterior distribution consists of N = 1000 parameter samples and the posterior means are plotted
as black vertical dashed lines. In the four posterior distributions, the tolerances are  = 0.004, 0.002, 0.001 and 0.0013,
respectively. The true parameter values are plotted as red squares. The horizontal axis corresponds to τ , whereas the
vertical axis is an estimate of the dimensionless probability density.
A comparison of the posterior distributions for all four synthetic data sets are shown in Figure
3b, indicating that all the ABC posterior distributions have a narrow spread. The uncertainty of the
parameter estimates is quantified in terms of the coefficient of variation, CV= σ/E[τ ], where σ is the
ABC estimate of the posterior standard deviation. For all four synthetically generated data sets, the
CV is small, approximately 4–6%. Furthermore, our posterior means are remarkably close to the true
values. In summary, our examination of the synthetic data suggests that our ABC algorithm with
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the information from the leading edge as a summary statistic allows us to recover the parameters
precisely. We now apply the same approach to the experimental data.
3.2. First experimental scenario: Collective cell spreading driven by cell motility alone
We present results for τ for all experimental conditions, a comparison of τ for different exper-
imental times, and a comparison of τ for different initial cell numbers. The ABC estimate of the
posterior expected value of τ , E[τ ], the 90% credible interval (CI) and the CVs, from all experimental
conditions, are given in Table 1. To assess the accuracy of our resulting estimates from the true ABC
posteriors, we computed the MCSE for E[τ ] in all experimental conditions, MCSE = σ/
√
ESS
(Geyer, 1992), where ESS = 1000 is the effective sample size. For all cases, we found that the
MCSE for estimates of E[τ ] is small, less than 0.2% of the estimate of E[τ ]. We report values of
E[τ ] with up to three significant figures (Flegal et al., 2008). To obtain an ABC posterior distribution
for D, we transformed all the values of the ABC posterior samples for τ using D = Pm∆
2/(4τ).
Table 1: ABC posterior summary for τ and D for all experiments in the first experimental scenario. Results shown
include the posterior mean, CV and the 90% CI. For all these estimates of E[τ ], MCSE < 0.002× E[τ ].
C(0) T E(τ) CV(τ) 90% CI (τ) E(D) CV(D) 90% CI (D)
(h) (h) (%) µm2h−1 (%) µm2h−1
5 000
24 0.125 5.2 (0.115, 0.136) 1300 5.1 (1100, 1400)
48 0.093 4.8 (0.085, 0.099) 1700 4.7 (1500, 1800)
72 0.062 5.7 (0.056, 0.068) 2500 5.7 (2400, 2600)
10 000
24 0.110 3.6 (0.105, 0.117) 1400 3.5 (1300, 1500)
48 0.077 3.0 (0.073, 0.081) 2200 3.1 (1900, 2100)
72 0.059 2.9 (0.055, 0.061) 2700 2.8 (2600, 2800)
30 000
24 0.092 2.3 (0.089, 0.095) 1700 2.1 (1600, 1800)
48 0.064 1.9 (0.063, 0.068) 2400 1.9 (2300, 2500)
72 0.057 1.8 (0.055, 0.058) 2760 1.8 (2700, 2800)
From Table 1, for all conditions, we see that the CV for τ is small, approximately 2–5%, implying
that τ is estimated precisely. Comparing the CV results indicates that the posterior inference for τ
is more precise for experiments with a larger numbers of cells. In general, we found that E[τ ] was
smaller for those experiments initiated with larger number of cells. This implies that those cells in
the experiments that are initiated with a larger number of cells appear to have a higher D than those
cells in the experiments that are initiated with a smaller number of cells.
Previous estimates of D have been obtained for a range cell types under various experimental
conditions. For example, Maini et al. (2004) estimated D for human peritoneal mesothelial cells in a
scratch assay, and found that D ≈ 1400 µm2h−1. Sengers et al. (2007) studied osteoblast MG63 and
human bone marrow stromal cells, and estimated D ≈ 1800 and D ≈ 3060 µm2h−1, respectively.
Simpson et al. (2013) used a combination of a discrete random walk model and the solution of the
generalized Fisher-Kolmogorov equation, on the same data set that we have studied here, and found
that D ≈ 1500, 1700 and 2900 µm2h−1 for experiments initialised with 5 000, 10 000 and 30 000 cells,
respectively. Comparing estimates of E[D] in Table 1 with these previous estimates indicates that
our technique produces similar estimates. However, the real advantage of our approach is that we
obtain a posterior distribution of D, which can be used to quantify the uncertainty in the estimates.
Figure 4 compares the ABC posterior densities of τ for different T and C(0). We observe that all
of the posterior distributions of τ are approximately symmetric. Results in Figure 4a-c correspond
to the experiments initiated with 5 000, 10 000 and 30 000 cells, respectively. The value of E[τ ] is
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largest for the experiments terminated after 24 h, and progressively decreases for the experiments
terminated after 48 h and 72 h, suggesting that D depends on the termination time, T . The putative
relationship between D and T could have several explanations. For example, it seems reasonable to
assume that once the cells are placed into the experimental apparatus, some amount of time could be
required for the cells to adjust to their new environment and hence the cell motility could be reduced
during this transition phase. We note that most previous studies neglect to consider any relationship
between D and T (Tremel et al., 2009; Cai et al., 2007; Sengers et al., 2007), and therefore we suggest
that future studies ought to consider how estimates of D might depend on T .
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Fig. 4: Comparisons of ABC posterior distribution estimates of τ for all combinations of C(0) and T , in the first
experimental scenario, where collective cell spreading is driven by cell motility alone. Results in (a-c) correspond to
the estimated posterior distributions of τ at three time points for the experiments initialised with 5 000, 10 000 and
30 000 cells, respectively. Results in (d-f) correspond to the estimated posterior distributions of τ for all three initial
cell numbers after a termination time of 24, 48 and 72 h, respectively. All results correspond to a uniform prior for τ ,
τ ∼ U(0.01, 0.3) h.
Results in Figure 4d-f compare posterior distributions of τ for the experiments terminated after
24, 48 and 72 h. In Figure 4d, at time T = 24 h, E[τ ] is largest for the experiment with C(0) = 5000,
whereas E[τ ] is smallest for the experiment with C(0) = 30000. Results in Figure 4e-f show a similar
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trend after T = 48 h and T = 72 h, respectively. However, the differences between the estimates of
the posterior distributions of τ are less pronounced at T = 72 h. In summary, these findings suggest
that D also depends on C(0). That is, more crowding appears to lead to larger D. While these
results are consistent with those identified by Simpson et al. (2013), they are of interest since they
are contrary to the results reported by Cai et al. (2007) and Tremel et al. (2009) who found that
D at low cell density is larger than D at high cell density. Although we cannot give any definite
explanation for the observed relationship between D and C(0), it seems possible that if the cells
produce some kind of chemical signal which enhances migration that this could provide a potential
explanation of these results. Further experimental and modelling work would be required to examine
this hypothesis.
3.3. Second experimental scenario: Collective cell spreading driven by combined cell motility and cell
proliferation
We consider two approaches to examine the second set of experiments: (i) we make limited
assumptions about the values of τ and λ, essentially assuming that τ in the second experimental
scenario could be completely unrelated to τ from the first experimental scenario, and (ii) we assume
that the values of τ from the first experimental scenario are equal to those of τ in the second
experimental scenario. In the latter approach, we therefore use the posterior distribution of τ from
the first scenario as the prior for τ in the second scenario.
3.3.1. Uniform priors for τ and λ
We first specify a uniform prior for both τ (τ ∼ U(0.01, 0.3) h) and λ (λ ∼ U(0, 0.3) h−1). The
uniform prior for λ covers a very wide range of cell doubling times, td = ln(2)/λ, from 2.3 h to an
infinite doubling time. This is conservative since typical estimates of the doubling is approximately
10–30 h (Johnston et al., 2014). The ABC posterior distributions for τ and λ for the experiments with
C(0) = 5000 and T = 24 h are presented in Figure 5. Our results show that we infer τ reasonably
well; however, we obtain far less information about λ. Thus, we only report the posterior summaries
for τ (converted into D) in Table 2, and comparisons of τ with respect to different experimental times
and different initial numbers of cells are given in Figure 6. We find that the MCSE for estimates
of E[τ ] is sufficiently small, less than 0.2% of the estimated value of E[τ ]. Therefore, all values for
E[τ ] (and E[D]) are reported using up to three significant figures.
Table 2: ABC posterior summary for τ and D for all experiments in the second experimental scenario, using uniform
priors (Section 3.3.1). Results are given for the posterior mean, CV and the 90% CI. For all these estimates of E[τ ],
MCSE < 0.002× E[τ ].
C(0) T E(τ) CV(τ) 90% CI (τ) E(D) CV(D) 90 % CI (D)
(h) (h) (%) (h) µm2h−1 (%) µm2h−1
5 000
24 0.133 5.0 (0.122, 0.144) 1170 5.1 (1090, 1280)
48 0.105 3.9 (0.099, 0.112) 1490 4.0 (1390, 1580)
72 0.075 4.5 (0.069, 0.081) 2090 5.0 (1920, 2270)
10 000
24 0.120 3.2 (0.115, 0.126) 1300 3.0 (1250, 1360)
48 0.083 2.9 (0.079, 0.087) 1880 2.8 (1810, 1970)
72 0.062 3.0 (0.059, 0.065) 2520 2.9 (2410, 2650)
30 000
24 0.095 2.3 (0.092, 0.099) 1650 2.3 (1580, 1710)
48 0.068 2.2 (0.065, 0.071) 2300 2.2 (2220, 2390)
72 0.059 3.3 (0.056, 0.063) 2610 3.3 (2470, 2760)
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Fig. 5: The ABC posterior distribution estimates of τ for the 5 000 cell experiment at 24 h, in the second experimental
scenario where cell spreading is driven by combined cell motility and cell proliferation. The horizontal dashed lines in
(a-b) correspond to the uniform priors for τ and λ, respectively.
Comparing estimates of E[D] in Table 2 with the previous estimates in Table 1 indicates that
the values of E[D] are slightly higher for experiments when proliferation is suppressed. Therefore,
it seems possible that proliferation could influence cell motility, and this effect is consistent for all
combinations of cell densities and experimental times. We note that, for the second experimental
scenario, our estimates of the CV for τ are also small, between 2-5 %, indicating that we obtain
precise estimates of τ .
The ABC posterior distributions of τ are compared with respect to different experimental ter-
mination times in Figure 6a-c. We observe a similar trend to that observed in Figure 4 for the
first experimental scenario. In summary, in both experimental scenarios, we observed a consistent
time-dependency in our estimate of τ (or D), suggesting that the longer the experiment, the higher
the value of D.
Results in Figure 6d-f show the posterior distributions for τ , with each sub-figure corresponding
to a particular termination time. The posterior distributions of τ for experiments initialised with
5 000 and 30 000 cells have little overlap, indicating that the cell motility is very different. This
apparent density-dependent mechanism is consistent with the results previously reported for the first
experimental scenario; that is, higher initial cell densities lead to larger D.
The limitation regarding the determination of λ (Figure 5b) could be explained by the correlation
between τ and λ. In fact, there are many plausible pairs of (τ, λ) values which lead to the same
diameter of the cell spreading population at a particular time point. To overcome this, one could
incorporate additional information from the experimental data such as counting the number of cells
or computing the distance between cells in some sub-regions of the cell populations. Alternatively,
we incorporate information from the two experimental scenarios.
3.3.2. Informative Gamma prior for τ and uniform prior for λ
Here we take a different approach and assume that the values of τ are the same in both experi-
mental scenarios. To do this we use an accurate ABC posterior of τ derived from the experiments
in the first scenario as the prior for τ for the corresponding experiments in the second scenario. The
Bayesian sequential learning approach allows us to incorporate information from previous experi-
ments. This amounts to assuming that the rate of cell motility in the first experimental scenario
is the same as the rate of cell motility in the second experimental scenario, and we note this is
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Fig. 6: Comparisons of ABC posterior distribution estimates of τ for all combinations of C(0) and T , in the second
experimental scenario, where collective cell spreading is driven by combined cell motility and cell proliferation. Results
in (a-c) correspond to the estimated posterior distributions of τ at three time points for the experiments initialised
with 5 000, 10 000 and 30 000 cells, respectively. Results in (d-f) correspond to the estimated posterior distributions
of τ for all three initial cell numbers after a termination time of 24, 48 and 72 h, respectively. All results correspond
to the priors specified in Section 3.3.1.
similar to the approach used by Finkensta¨dt et al. (2013). We fitted a Gamma distribution to each
ABC posterior density reported in Section 3.3, for all combinations of C(0) and T (supplementary
material), and use this Gamma distribution as a prior for τ in the corresponding experiment for the
second scenario.
The ABC posterior distributions for τ and λ for the experiments with C(0) = 10000 are presented
in Figure 7. Results in Figure 7a-c compare posterior distributions of τ obtained using the approach
in Section 3.3.1 and those results obtained by specifying a uniform prior for λ (λ ∼ U(0, 0.3) h−1)
and an informative Gamma prior for τ . Our results show that we infer τ reasonably well for both
sets of priors. Values of E[τ ] and the 90% CI for τ are very similar regardless of these choices of
priors.
The ABC posterior estimates of λ at 24, 48 and 72 h are given in Figure 7d-e, respectively. We
obtain reasonably precise estimates of λ, with the CV between 4-12%, when we specify an informative
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Gamma prior for τ . Our estimates of λ and τ are correlated, with the correlation coefficient, r ≈ 0.5.
In summary, these results suggest that if we are given some information about τ , via the informative
Gamma prior, we can obtain precise information about λ. However, without some prior information
about τ , it is difficult to obtain precise information about λ using leading edge data.
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Fig. 7: ABC posterior densities for τ for the experiments initiated with 10 000 cells, in the second experimental
scenario, where cell spreading is driven by combined cell motility and proliferation. Results in (a-c) correspond to
the ABC posterior distributions for τ , whereas the results in (d-f) summarise the ABC posterior distributions for λ.
The blue (dashed) curves in (a-c) corresponds to the fitted Gamma prior distributions, GP, for τ ; the black (dotted)
curves, P1, correspond to the approach outlined in Section 3.3.1 (using a uniform prior for both τ and λ), while the
red (solid) curves, P2, correspond to the approach outlined in Section 3.3.2 (using a Gamma prior for τ and a uniform
prior for λ).
Our estimates of E[λ], using the Gamma prior for τ , are consistent with previously reported
estimates by Simpson et al. (2013). However, these previously reported estimates are based on a
cell labelling and cell counting technique, which can be very time consuming. In comparison, our
approach is far simpler since we only rely on measuring the position of the leading edge. A summary
of the ABC posterior for τ and λ, using all combinations of C(0) and T is presented in Table 3
(summaries of posterior for D are in the supplementary material). Plots of the posterior densities
for τ and λ for the experiments with C(0) = 5000 and C(0) = 30000 are also reported in the
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supplementary material.
Table 3: ABC posterior summary for τ and λ for all experiments in the second scenario, where collective cell spreading
is driven by combined cell motility and cell proliferation. In this case we use the technique outlined in Section 3.3.2
and use fitted Gamma distributions as the prior distributions for τ . Results include the posterior mean (and the 90%
CV in the parentheses), CV and the correlation coefficient, r. For all these estimates of E[τ ], MCSE < 0.002×E[τ ].
C(0) T E(τ) CV(τ) E(λ) CV(λ) r
(h) (h) (%) (h−1) (%)
5 000
24 0.129 (0.120, 0.139) 4.9 0.046 (0.037, 0.055) 11.5 0.60
48 0.096 (0.089, 0.102) 4.2 0.057 (0.050, 0.063) 7.1 0.74
72 0.067 (0.062, 0.073) 4.8 0.059 (0.054, 0.065) 5.2 0.86
10 000
24 0.113 (0.108, 0.119) 3.5 0.050 (0.042, 0.058) 9.7 0.50
48 0.079 (0.076, 0.083) 3.0 0.059 (0.054, 0.064) 6.4 0.56
72 0.061 (0.058, 0.064) 2.9 0.064 (0.058, 0.068) 4.4 0.47
30 000
24 0.092 (0.089, 0.095) 2.0 0.069 (0.060, 0.078) 7.9 0.40
48 0.064 (0.062, 0.066) 1.6 0.070 (0.065, 0.076) 4.7 0.45
72 0.058 (0.056, 0.059) 1.3 0.071 (0.067, 0.076) 3.8 0.43
4. Discussion and conclusion
In this work we present an ABC approach to estimate D and λ, which describe the cell motility
and the cell proliferate rates, respectively, in a discrete model of collective cell spreading. We estimate
D and λ by applying the model to a detailed set of cell spreading experiments in which we consider
two distinct sets of experiments: (i) where collective cell spreading is driven by cell motility alone
(D > 0, λ = 0), and (ii) where cell spreading is driven by combined cell motility and cell proliferation
(D > 0, λ > 0). Even with relatively crude leading edge data, the ABC approach can provide precise
inferences for both D and λ. One particular finding from our analysis is that D appears to depend
on the experimental time, which is a feature that has been previously overlooked. Furthermore, we
also found that our estimates of D depend on the initial number of cells present in the assay, and
this effect is consistent in both experimental scenarios, with and without cell proliferation. These
results imply that a more sophisticated model might be warranted. However, it is worthwhile to note
that these conclusions would not have been obvious had we not attempted to fit our simpler model
to this dataset.
We took two different approaches to estimate λ. In the first approach, we assumed the values
of τ were unrelated in the two experimental scenarios. To achieve this, we specified a uniform prior
for both τ and λ and we found that this did not give precise information about λ. Alternatively,
by assuming that the rate of cell motility in the first experimental scenario is the same as the rate
of cell motility in the second experimental scenario, so that the ABC posterior for τ from the first
set of experiments could be used as an informative prior for τ in the second set of experiments, we
obtained precise estimates of λ.
Our results suggest we can obtain precise estimates of D and λ only if we have access to a detailed
experimental dataset (Figure 7). In particular, our dataset involves repeating each experiment twice.
In the first experimental scenario, the experiment is performed by treating the cells with a drug to
block proliferation, allowing us to estimate D. In the second scenario, each experiment is repeated
without the drug so that cell proliferation occurs. Using our estimate of D from the first experiment,
we then use the second set of experimental results to estimate λ. If, however, we did not have access
to this kind of detailed experimental dataset, we would have to estimate D and λ from the second
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set of experiments alone, and our results for this approach show that we obtain precise estimates
for D, but we obtain far less information about λ (Figure 5). Therefore, if the aim of performing
these kinds of experiments is to obtain precise estimates of both D and λ, we suggest that the more
detailed experimental approach is necessary.
We anticipate that our approach could also be applied to more detailed mathematical models
such as lattice free models (Plank & Simpson, 2012), models incorporating cell-to-cell adhesion
(Treloar et al., 2013), models of cell spreading incorporating nutrient dynamics and models of three
dimensional cell spreading (Zaman et al., 2005). However, for a more detailed mathematical model,
we also anticipate that we would need more informative summary statistics and an improved ABC
algorithm to reduce the computational time. Finally, we also expect that ABC techniques could be
used to investigate questions regarding optimal experimental designs, such as when to terminate the
experiments and how many replicates to use.
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