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4. THE METHOD OF FROBENIUS FOR CONSTRUCTION OF POWER 
SERIES EXPANSIONS OF REGULAR INTEGRALS 
We show how to compute coefficients of power series expansions of 
regular integrals (solutions) of linear differential equations. We obtain 
recurrences which enable us to compute successive coefficients in the 
power series expansions of the integrals. The basic method is due to 
Frobenius (1873; see Frobenius, 1968). However, in the case of equations 
with polynomial coefficients, substantial modifications of the Frobenius 
method are necessary. 
We start with an arbitrary linear differential equation of order m having 
a regular singularity at x = ~0. For the sake of future applications we do 
not assume at this moment that the coefficients are polynomial or rational 
functions; they can be arbitrary analytic functions. According to the 
Fuchs criterion, a homogeneous linear differential equation of order m, 
having all solutions regular at x = x0, has the (Fuchsian) form 
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d”‘y PI d”‘-ly dx”+--‘- PITI x _ xo dxm-1 + ’ ’ ’ + (x _ Xo)m y = ‘2 (4.1) 
where PI = P,(x), . . . , P, = P,(x) are analytic functions in the neigh- 
borhood of x = x0. 
Clearly, when one substitutes in the left-hand side of (4.1) a power 
series in x - x0, the result will be a power series in x - x0 as well (with, 
possible, negative powers of x - x0). To see the effect of such substitu- 
tion, we need some elementary differential algebra. 
LEMMA 4.1. Let 
m d’ 
L = z qi(Z)Z’ @ 
be a (Fuchsian at z = 0) linear operator in dldz of order m, with coef$- 
cients qi(Z) (i = 0, . . . . , m), analytic at z = 0. Then, for an arbitrary u 
we have 
L . z” = z” . f(z, u), 
where f(z, u) is analytic at z = 0 and a polynomial in cr of degree m, 
f(z, fl) = fob) + z . fib) + z2 * j&T) + . . . ) 
where f(z, u) = {u(u-I) . . . (u-*+‘)qm(z) + ~(a-‘) . . . (u~m+2)q,-I(z) 
+.* . + 40(z))- 
Zf qm(z) = 1, then the coefjcient of f(z, u) at urn is 1, fo(u) is a polyno- 
mial in u of degree m, and f,(u), fz(u), . . . are polynomials of degree 
m - 1 in u. If, on the other hand, qi(z) (i = 0, . . . , m) are polynomials 
in z of total degree at most d, then f(z, u) is a polynomial in z of degree 
at most d. 
Proof. Obvious, by substitution. 
To apply Lemma 4.1, let us denote z = x - x0 and put Pi(z) = Pi(x), i = 
1 3.. * 7 n. We denote by 
m d’ 
Ll = go Pm-i * Z’ * z (4.2) 
(p. = 1) the linear differential operator corresponding to the left side of 
(4.1). To obtain it we multiply (4.1) by zm. Note that we do not assume 
that x = x0 is an actual singularity of (4.1); it can be an apparent singular- 
ity, or a general regular point. 
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Let us start with an arbitrary regular power series expansion for the 
solution y = y(z) of (4.1). Let y have the form 
m 
y = za ZoY. . z” = c y,z*+“, 
n=O 
where y,, are unknown coefficients. According to Lemma 4.1 we have 
L*y = 2 y,L * z”+” = 
P 
2 YnZa+“f(Z, a + n) 
n=O n=O 
P 
= c Z~‘“{Y,fo(~ + n) + Yn-,fl((Y + n - 1) + . . . + yofn(4). 
n=O 
(4.3) 
If y1 is, in fact, a solution of (4.1), then L,y = 0, which means that all 
coefficients at za+” should be identically zero. This is equivalent to the 
following system of linear equations on yn: 
0 = Yo.fm, 
0 = Yoflb) + YI.f& + 11, 
(4.4) 
0 = Y0.e) + Ylfib + 1) + ytfob + 21, 
. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 
To solve this system of linear equations, let us introduce the quantities 
dA4: 
d,(a) is equal to 
fob + 117 0 0, . . . . 0, 
fita + 11, fob + 213 0, . ..) 0, - 
. . . . . . . . . 
f,-lb + 11, .L2(a + 2), fn-da + 3), . . * , fIta + n 
Then the solution, yn, of (4.4) is given as 
Yn = fo(a + 1) . j&X ,‘p) . . . fo(a + n) dn(cy)P 
whenever 
.hw = 0. 
- 
fl(ff> 
f2(4 
. . . 
11, .fnw 
(4.5) 
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In other words, y,, are determined inductively as a solution of the recur- 
rence 
lit!? Yj * ./i-j(a) + j) G 0 
j=O 
for all n = 0, 1,2, . . . . As we see later, if the original linear differential 
equation has polynomial coefficients, then the recurrence (4.6) has a jkite 
order bounded via the degrees of polynomial coefficients of the equation. 
Expressions (4.5) and (4.6), unfortunately, do not give a complete rep- 
resentation of a fundamental system of solutions of (4.1). One reason for 
this is the possibility of having logarithmic terms in the power series 
expansions of solutions of (4.1), which is often the case, when there are 
repeated roots in the indicial equation of (4.1) at x = x0. The second 
reason, which will help to explain the first, lies in the indicial equation of 
(4.1). Apparently the indicial equation of (4.1) is a polynomial equation 
few = 0 (4.7) 
of degree m. As we say above, for the existence of the solution of the form 
Y = za c yn * z”, 
n=O 
(4.8) 
it is necessary for (Y to be a root of the indicial equation (4.7). Moreover, 
expressions (4.5) seem to suggest that, whenever (Y is a root of an indicial 
equation (4.7), we have a solution y of (4. l), having the form (4.8) with y,, 
defined by (4.5). This statement is correct whenever no two roots of the 
indicial equation (4.7) differ by a positive integer, because in this case the 
denominators of (4.5) never turn zero. However, let us consider the gen- 
eral case, in which (Y belongs to a group of roots of an indicial equation 
that differ from each other by integers. Let us order this group of roots 
according to the increasing order of their real part as 
a,a+n,,. . . ,a+rQ 
with 0 5 nr 5 * . . S nk. Then, if we put in (4.5), 
g0 = fok + 1) . . . fob + nk), 
no coefficient y,, in (4.5) becomes infinite. Thus, with every root (Y of the 
indicial equation (4.7), we can associate a solution y of (4.1) having the 
form (4.8), with the coefficients y,, in the power series expansion of y 
determined through the recurrence (4.6). One sees, however, that in this 
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way we cannot obtain all m linearly independent solutions of (4. I), if there 
are two roots of the indicial equation of (4.1) that differ by integers (the 
logarithmic case). There are two ways to find missing solutions having 
logarithmic terms. One belongs to Frobenius (1968) and will be studied in 
detail. Another method was proposed earlier by Fuchs (1866; see Fuchs, 
1900-1906) and has the advantage of reducing a more difficult problem to 
a simpler one. This method might be used in the computer implementa- 
tion, because it requires only elementary differential algebra and the solu- 
tion of recurrences (4.6) for linear differential equations of decreasing 
orders. 
According to Fuchs’ method, let (Y be a root of an indicial equation (4.7) 
for which we already constructed a solution yo of the form (4.8). Starting 
from y. let us transform Eq. (4.1) in the dependent variable y to a new 
linear differential equation of order m - 1 in the new dependent variable 
y1 by means of the transformations 
Y = YO YI dx. I 
If an indicial equation (4.7) for the original equation (4.1) has another 
root, cy’, that differs from (Y by an integer, then one has to repeat the 
procedure (4.5)-(4.8) for CX’ instead of (Y and a new linear differential 
equation of order m - 1 in yl. Continuing this procedure we construct the 
fundamental system of solutions of (4.1). Fuchs’ method has clear disad- 
vantages, one being the necessity of additional differential and algebraic 
computations. 
To present the Frobenius method for the derivation of the fundamental 
system of solutions of (4.1), we consider (Y, the leading exponent in the 
expansion of y in (4.8), as a parameter, and we omit the first of the 
recurrences (4.6), which gives us fo(cu) = O-that (Y is a root of an indicial 
equation. In other words, we consider the function y as a function of two 
variables, y = y(z, CZ), where 
y(z, 4 = c yn * ZU+n (4.9) n=O 
and y, satisfy all the recurrences (4.6) but the first one: 
Y1.fxc.r + 1) + YofiW = 0 
Y2hb + 2) + YIflb+ 1) + Yof2(4 = 0 
. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 
(4.10) 
2 Yjfn-A a + j) = 0, n=l,2,. . . . 
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Using Lemma 4.1 and the recurrences (4.10), we immediately deduce 
that 
(4.11) 
As in the analysis above, now let 1, be a root of the indicial equation 
(4.7), 
h(v) = 0. (4.12) 
If u is a simple root of (4.12) and if there is no root of (4.12) that differs 
from v by an integer, then, as above, y = y(z, v) is an actual solution of the 
equation (4.1) for an arbitrary choice of yo. All coefficients yn : 12 2 1 are 
uniquely determined from (4.10). 
In general, if v is an arbitrary root of the equation (4.12), y(z, v) is still a 
solution of (4.1), because Lr * y(z, v) = yofo(v)z” = 0, according to (4.11) 
and (4.12). However, in the case where v is a multiple root of (4.12), or 
there are other roots of (4.12) that differ from Y by integers, the recurrence 
(4.10) no longer determines yn uniquely (zeros of denominators in (4.5)). 
Thus let us consider the most general case, in which v belongs to the 
group of roots of the indicial equation (4.7) that differ from each other by 
integers. Let us denote (the maximal) group of such roots of (4.7), to 
which Y belongs, by V. We order all elements of V according to the 
decreasing order of their real parts as yo, vI, . . . , vk , Card(V) = k + 1 
(k I 0). Not all of these roots have to be distinct; so, let us consider the 
distinct roots in the sequence ~0, ~1, . . . , Vk as 
for 0 = i. < ir < . * . < il < &+I = k + 1. Thus ~0 is a root of (4.7) of 
multiplicity ii, v;, is a root of (4.7) of multiplicity ii - i0, . . . , Vk (‘Vi,) is 
a root of (4.7) of multiplicity k + I - i/ = iI+, - il. 
To assure the existence of the sequence y,, satisfying the recurrences 
(4.10), we have to choose an appropriate initial condition y. = yo(cr), so 
that amoung the coefficients of (4.10), after division by their common 
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factor, the leading coefficient at yn in the nth equation becomes nonzero 
for Q = v from V. To do this we choose an integer L such that L 2 vk - v. 
and put 
YOW = .m + l>fob + 2) . * . Ada + L) * YW (4.13) 
for an arbitrary y(a). Substituting this into (4.11) we obtain 
LI * y(z, a) = zayb) * fi Ma +j1, 
j=O 
or 
LI . yk, a) = F(a) * ywza (4.14) 
for 
F(a) Ef fj fo(a + j). 
j=O 
It follows immediately from (4.5) that the choice of yo(cw) in (4.13) ensures 
the uniqueness of the solutions y,, = yn (a) : n 2 1 of recurrences (4.10) at 
any ar = v E V. 
The identity (4.14) also allows us to generate more solutions of (4.1) 
starting from y(z, a). For this let us count the multiplicity of any vi E V in 
the polynomial F(a). According to our enumeration of vi, F(a) has a 
factor of (a - VO)~I, because it is a factor of fo(cw). Next, F(a) has a factor 
of ((w - vJi2, because ((Y - ~i)h-~l is a factor offa( and because ((w - vi)‘1 
is a factor of &(a + vo - vi), etc. One sees thus that in F(a), vi, is a roar of 
multiplicity ij+l at least j = 0, . . . , 1. 
Since vii is the root of multiplicity at least ij of F(a), we have 
asF(cY) 
aas a=3 = 0 (4.15) 
for s = 0, 1, . . . , ij+i - 1 and j = 0, . . . , 1. 
Henceforth we can differentiate the identity (4.14) with respect to (Y. 
Since differentiations in cz and z commute, we obtain from (4.14) and 
(4.15) 
for s = 0, 1, . . . , ij+i - 1. Thus we obtain a class of solutions of (4.1) 
given by 
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(4.17) 
fors=O,. . . ,ij+r--landj=O,. . . ,I.Notallsolutions(4.17)are 
linearly independent (over @ or any other algebraically closed field). A 
simple check of the leading terms of the expansions of functions (4.17) 
gives the following Frobenius rule: 
PROPOSITION 4.2. (Frobenius, 1968). Let the indicial equation h(a) = 
0 have a maximal group of roots ~0, . . . , Vk which differ from one 
another by an integer, ordered according to the descending order of their 
real parts so that ~0 is a root of multiplicity il, vi, is a root of multiplicity i2 
- il, etc., Vi, (=Q) is a root of multiplicity k + 1 - i, = i/+1 - il. Then k + 1 
linearly independent solutions y of (4.1), regular at x = x0, and corre- 
sponding to 1 + 1 distinct exponents ~0, vi,, . . . , Vi, have the form: for 
anyj = 0, 1, . . . ,I, the ii+, - ij solutions of (4.1) that correspond to the 
exponent vi, have the form 
(4.18) 
fors = 4,. . . , ij+l - 1 andanyj= 0,. . . , 1. 
The total number of functions in (4.18) is k + 1. To see why solutions 
(4.18) give rise to logarithmic terms, and to see why all functions (4.18) 
are linearly independent (over C), we start from the original expression 
(4.9) of y(z, a) (where recurrences (4.10) on y,, = y,(a) and the norming 
(4.13) of yo(cw) should be taken into account). Since 
Y(Z, 4 = za n$o Yn((Y)Z”, 
we have 
wz, 4 = z” ~~o~~z”+S~(*~~z~~“~o~2” [ 
Oc as-lyn 
ae 
ca as-*yn 
+ s(s ; *) (log z)* * nzO F zn 
+. . . + (log z)$ * 2 ynz” , 
n=O I 
(4.19) 
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fors=0,1,2,. . . . Hence the set of solutions of (4.1) that one obtains 
by differentiating y(z, a) consecutively with respect to CY has the structure 
y(O) = y(z, a) = u, 
y”’ = u log z + Ur, 
y(2) = u (log z>* + 2u, log z + u*, 
. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 
y(s) = u(log z)S + sur(log z)s-l + &s(s - 1) 
x u*(log z)s-* + . . * + su,-1 log z + u,. (4.20) 
Hereu,ur,. . . , u, are power series free from logarithms all correspond- 
ing to the exponent CL Since y f 0, all s + 1 functions in (4.20) are linearly 
independent. This remark is sufficient to prove the linear independence of 
solutions (4.18) (the mere fact that functions of (4.18) are solutions to (4.1) 
was shown in (4.16) and (4.17)). 
Proposition 4.2 completes the Frobenius method of finding the funda- 
mental system of solutions to (4. l), having all possible (m of them) expo- 
nents and represented as regular power series in x - x0, or as linear 
combinations of regular power series with logarithmic terms, if necessary. 
These power series indeed represent the basis of eigenfunctions corre- 
sponding to the action of the local monodromy group around x = x0. The 
Frobenius method that we presented works in complete generality for 
arbitrary analytic coefficients of a linear differential equation (4.1), as 
long as this equation is Fuchsian at x = ~0, i.e., its indicial polynomial at 
x = x0 has degree m. The algorithm determining the coefficients in the 
expansions of m linearly independent regular power series solutions of 
(4.1) is an on-fine algorithm (Knuth, 1981). This means that we can deter- 
mine the n th coefficient yn in the power series expansions of solutions 
having on-line pieces of the power series expansions of the coefficients of 
Eq. (4.1) and previous coefficients yk. The recurrence (4.10) gives this 
algorithm with necessary modifications in the case of the presence of 
logarithmic terms. 
Two points have to be addressed. First, for most interesting applica- 
tions, especially for algebraic functions in which we are interested most, 
logarithmic terms do not occur. We need a simple way of checking 
whether the fundamental system of solutions of (4.1) is free from logarith- 
mic terms, and we want to see simplifications in the determination of 
coefficients of the expansions in this case. Second, we need recurrences 
of finite (bounded) order in the case when Eq. (4.1) has rational (polyno- 
mial) coefficients. We present these two additions to the Frobenius 
method. 
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5. REGULARSOLUTIONS FREE OF LOGARITHMICTERMS 
In any analysis of expansions of solutions of linear differential equa- 
tions at x = x0, one starts with an indicial equation fo(~) = 0 of this 
equation. An indicial equation is determined from Lemma 4.1, and we 
repeat this definition as a separate statement: 
COROLLARY 5.1. Let us consider a linear differential equation 
2 QMx - XOY 2 = 0, (5.1) 
Fuchsian (regular) at x = x0, i.e., with functions Qi(x) (i = 0, . . . , m) 
regular at x = x0, and such that Q,,,(xo) is nonzero. Then the indicial 
equation of(5.1) at x = x0 is 
def 
fo(a) = a((~ - 1) . . . (a - m + l)Qm(xo) 
+-. * + ~QI(xo> + Qoboh (5.2) 
and is an equation of degree m exacly. 
Proof. Follows immediately from Lemma 4.1. 
If an indicial equation of (5.1) does not have two roots differing by an 
integer, then, clearly, all power series expansions of solutions of (5.1) are 
free of logarithmic terms. The other extreme case is the case where there 
is a root of an indicial equation, which has a multiplicity t > 1. Then 
among solutions of (5.1) there exists a group of solutions definitely having 
logarithmic terms log(x - x0), . . . , (log(x - XO))~-‘. Thus, in order to find 
the cases in which an equation (5.1) does not have logarithmic terms, we 
have to consider the case where there exists a group of distinct roots of an 
indicial equation that differ from each other by integers. 
For the complete solution of our problem we reintroduce the quantities 
d,(a) from (4.5): 
d,(a) = - 
fob + 1) 0 . . . 0 f-1 (4 
fi@ + 1) fo(CX + 2) . . . 0 fz(4 
. . . . . . . . . . . . . . . 
fn-l(a + 1) fn-2(a + 2) . . . fib + n - 1) fn(4 
(5.3) 
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As above, let V be a maximal group of roots (containing a given one) 
that differ from each other by integers. We order these roots according to 
the decreasing order of their real parts as 
vO,vl,. . . ruk. (5.4) 
Following our previous discussion, to have all solutions free of loga- 
rithms, all roots in (5.4) should be simple. Then Proposition 4.2 shows 
that the solution of a linear differential equation (5.1) having the exponent 
Vi is 
@Y(Z, 4 
aa’ (I=“, 
for z = x - x0. Here, as above in (4.19), 
@Yk 4 = 
ad za* ~~o~.z”+i*(logz) 1 
* 2 2 * z” + * * - + (log z)’ .c y.z”}. 
n=O 
(5.5) 
(5.6) 
It follows from (5.6) that, in order for the solution (5.4) to be free of 
logarithms, it is necessary (and sufficient) that expressions y,(a) have (Y = 
vi as zero of multiplicity at least i. Taking into account the explicit repre- 
sentations of y,(a) from (4.5) in terms of d,(a) we obtain the following 
criterion for all solutions (5.5) to be free from logarithms. 
PROPOSITION 5.2. Let vo, vl, . . . , vk be a maximal group of roots of 
an indicial equation of (5.1) at x = x0 such that all roots vi differfrom each 
other by integers and are ordered according to the decrease of their real 
parts. All solutions of (5.1) corresponding to exponents ug, vI, . . . , vk 
are free of logarithms (and there are k + 1 linearly independent solutions 
of this nature), if and only if the following conditions are satisfied. The 
polynomials d,(a), defined in (5.3), have zeros of multiplicity i at a = vi 
for n = vg - Vi, i.e., 
ajdv,-, (4 
ad u=yI = 0 
forallj = 0, 1, . . . , i - 1. 
In order to verify these conditions, it is necessary to look only at the 
first vo - Vk pOlynOmidS d,(o), where YO - Vk iS the largest positive integer 
that is the difference between two roots of an indicial equation. 
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6. EXPLICIT LINEAR RECURRENCES DEFINING COEFFICIENTS IN THE 
EXPANSIONS OF SOLUTIONSOF LINEARDIFFERENTIALEQUATIONS AT 
REGULAR SINGULARITIES 
The Frobenius method, presented in Sections 4 and 5, allows one to 
construct recursively (on-line) coefficients of the power series expansions 
of the solutions of a linear differential equation corresponding to all possi- 
ble values of the exponents (roots of an indicial equation) from the recur- 
rence (4.10) or its variations (derivatives with respect to a parameter a). 
However, in this exposition, all coefficients of the equation are normal- 
ized, to make the leading coefficient at ~~(d~l&~) equal to one. With this 
normalization the recurrences (4.10) are of infinite order, and, even if the 
equation had polynomial coefficients, coefficients of the recurrences 
(4.10) are expressed in terms of (infinite) power series expansions of 
rational functions, not polynomials. Nevertheless this limitation disap- 
pears easily if one does not normalize an equation (5.1). In fact, nowhere 
do we need the normalization (4.1) of (5.1). We merely need the Fuchsian- 
ity of Eq. (5.1), which means that Qi(x) (i = 0, . . . , m) are analytic at 
x = x0 and Qm(xo) # 0. When Qi(x): i = 0, . . . , m are polynomials, we 
translate the Frobenius method of Sections 4 and 5 to obtain finite-order 
recurrences on yn instead of (4.10). Since the results of Sections 4 and 5 
were given with proofs, we have to present only the necessary explicit 
formulas following from the proofs. 
One starts with an arbitrary linear differential equation 
d”y 
a&)~ +. * 
& 
. + al(x) -& + Uo(X)Y = 0, 
where ai are polynomials (i = 0, . . . , m). Let x = x0 be a regular 
singularity of (6.1). This means that (6.1) can be represented in the form 
(5. I), 
2 Qj(x)(x - xO)~ 2 = 0, 
j=O 
with polynomials Qj(X) : j = 0, . . . , m such that Qm(xo> # 0. (That is, 
there exist polynomials To(x), Ti(x) such that ai * TO(X) = Q~(x)(x - XO)~ 
*Tl(x)undQ,(xo)fO:j=O,. . . , m.) We follow Lemma 4.1 and obtain 
a power series f(x, a) depending on a parameter CY such that 
[A Qj<x>(x - XO)~ $} 1 (x - ~0)~ = (X - ~0)~ * f(~, CZ) (6.3 
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and 
with 
f(x, a) dzf a(a - 1) . . . ((Y - m + 1) * &(x) 
+* * * + 4?1(-4 + QOW (6.4b) 
If degrees of polynomials Qj(X) :j = 0, . . . , m are bounded by d, then 
f(x, (Y) is a polynomial of degree m exactly in (Y and of degree at most d in 
x. As is explained above, 
fo(a) = a * (a - 1) . . . (a - m + 1) * Qm(xo) 
+. . . + aQl(xo) + Qo(xo). 
is an indicial polynomial (of degree m) in (Y of Eq. (6.1) at x = x0. 
Looking for a solution 
Yk 4 = (x - XOP * c Yn (a) * (x - XOY (6.5) 
n=O 
of (6.2), as above in Section 4, we arrive at the recurrences, equivalent to 
(4. lo), 
Yl * fob + 1) + yo * fib) = 0, 
Y2 *fob + 2) + Yl *&f-lb + 1) + yo * .h((Y) = 0, 
. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 
Yd . $6 + 4 + . ’ . + YI ’ &I(~ + 1) + yO.h(d = 0 
yd+l ‘j&a + d + 1) + * - * + y,fd((Y + 1) = 0 
or in general, 
max(n,d) 
(6.6) 
fern= 1,2,3,. . . . Thus we obtain a linear recurrence of order at most 
d (d + l-term linear recurrence). Clearly, it is the same recurrences as 
(4.10), simply f,(a) = 0 for n > d. We take the same precautions as in 
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Sections 4 and 5 to factor out common zeros of the coefficients of the 
recurrences (6.6), whenever an exponent v (a root of &(a)) belongs to the 
group of exponents that differ from each other by integers. 
Thus for a given V, let V be a maximal group of roots of an indicial 
equation containing v and such that all roots of V differ from each other by 
integers. Order the elements of V according to the descending order of 
their real parts, 
yo, VI, . . . 7 Vkr (6.7) 
where ~0 = * * . = &‘;,-I, Vi, = * * * = I/i,-1 , . . . , Ui, = * * * = vk, i.e., vo = 
vi0 has multiplicity of order it in &(a), vi, has a multiplicity iz - i, in fo(cr), 
etc., uir = Vk has a multiplicity d + 1 - il. 
As follows from Proposition 4.2, the k + 1 linearly independent inte- 
grals of (6.1) corresponding to k + 1 exponents (6.7) have the following 
form (note some slight change from the notations of (4.19)): 
These solutions are 
a”Ytz, 4 
ad a=v,, = (x - XOP . [So Y,;, . (x - XOY 
P 
+ A- lo& - x0> * 2 Yrpl (x - XOY n=O 
(6.8) 
+ s(s - 1) 
2 log2(x - x0) * c Yn;s-2(X - x0)” n=O 
+. . . + log”(x - x0> * i. Yn(X - x3] 
fOrs=ij,. . . ,ij+* - 1. Here the sequencesy,,,:r = 0, . . . , ij+, - 1 
are determined from the series of recurrences that one gets by differenti- 
ating (6.6) r times in (Y: note that 
a9ht4 
maxhd) 
(6.9) 
max(n,d) 
+. . . 
+ c Yn-r $ . 
I=0 a=“, +n-/ 
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Thus one determines ynir through the (nonhomogeneous) recurrence (6.9) 
oforder m, if one already knows ytir for t = n - d, . . . , n - 1 and y,,$ for 
t=n-d,. . . ,nands=r-1,. . . ,O. 
The recurrence (6.6) and nonhomogeneous recurrence (6.9) define all 
coefficients y,, and y,;, : s = ij , . . . , ij+, - 1 well in the expansion of the 
basic solutions (6.8) corresponding to the exponent (6.7) only whenj&q, + 
n) is nonzero; i.e., the leading coefficient of the recurrence can be di- 
vided. Let us denote by L, v. - vk = L, the largest positive integer by 
which two roots in V differ. Then the solutions of the recurrences (6.6), 
(6.9) are well defined whenever n > L for any j = 0, . . . , 1. 
The cases of n with vi, + n I v. must be handled carefully. First, start 
with j = 0, vi0 = vo. Then by the ordering (6.7) all recurrences (6.6), (6.9) 
are well defined. Next, let j = 1. Then, as the discussion of Section 4 
shows (see (4.13)), in order for recurrences (6.6) (6.9) be well defined, 
one must impose nontrivial initial conditions 
yo = 0, y1 = 0, . . . , yvo-v,-I = 0 
and (6.10) 
Yo;r = 0, Yl;r = 0, . * . , Yvq-I;, = 0 
whenever r = 0 (i.e., ynio = y,), r = 1, etc., up to r = ii - 1. If initial 
conditions (6.10) are satisfied, then recurrences (6.6) and (6.9) are well 
defined for every n. Similarly, proceeding further, one sees that in order 
for recurrences (6.6) and (6.9) to be well dejned for the coefficients y,, and 
ynir with r 5 ij +1 - 1 for the solutions (6.8) corresponding to the exponents 
I.+,, it is necessary and sufjcient to have the initial conditions 
Yo = 0, Yl = 0, . . . 3 Yw-v,-1 = 0 , 
and 
Yo;r = 0, Yl;, = 0, . . . 3 Yn;r = 0 
(6.11) 
for r I ij - il; - 1, where 4 is the maximal 5 < j such that n < vi5 - q . Here 
j= O,l,. * * 3 1. 
One can go further and normalize the first nonzero coefficient ynir fol- 
lowing the initial conditions (6.10), (6.11). To do this one follows the 
expressions (4.5) and (4.13), where one puts, say, y(a) = 1. Then the form 
of the initial conditions yn;, with n % L can be determined from the explicit 
formula (4.5), 
y,(a) = d,(a) * fo(a + n + 1) . . . fo(a + L): n I L, (6.12) 
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with the explicit expression d,(a) given in (5.2). It is necessary only to 
remember that the coefficients ynir in the expansions (6.8) of ij+, - ij 
linearly independent solutions of (6.1) corresponding to the exponents r+, 
are 
This completes the exposition of the algorithm giving us finite-term 
linear recurrences in power series expansions of solutions of linear differ- 
ential equations corresponding to the (complete) set of exponents. If one 
is looking at solutions without logarithmic terms, one uses Proposition 
5.2. Note that in the case where all assumptions of Proposition 5.2 are 
satisfied, only the leading term (x - x~)~E~=~ y,& - X$ survives as the 
solution of (6.1) corresponding to (Y = vi (here z+, = vj) and y,,;, = 0 for r < 
i. The recurrence (6.9) for y,;i is the same as the basic recurrence (6.6). 
7. NEWTON DIAGRAM METHOD 
Results of the previous sections allow us to compute the coefficients in 
the power (Puiseux) series expansions of various linear combinations of 
all branches of an algebraic function, by looking at the Fuchsian linear 
differential equation they all satisfy. There remains the problem of distin- 
guishing a given branch of an algebraic function among all linear combina- 
tions of branches of an algebraic function. For this, we need to find a 
representation of a given branch as a linear combination of the fundamen- 
tal system of solutions of the Fuchsian differential equation that was 
constructed in Sections 4-6. The simplest way to do this is to construct 
the first few terms in the Puiseux expansion of a given branch of an 
algebraic function, and comparing it with the Puiseux expansions of the 
fundamental system of solutions, determine all the coefficients in the 
representation of a given branch as a linear combination of fundamental 
solutions. In order for this approach to be successful one needs to com- 
pute independently the first few terms in the Puiseux expansion of a given 
branch of an algebraic function. In the case of the complicated singularity 
of (1.1) at x = x0, the Newton diagram method’ (see, e.g., Walker, 1950; 
Bruno, 1965) is very effective for determination of the lowest-order terms. 
The Newton diagram method followed by Newton iteration was used by 
Kung and Traub (1978) to compute the Nth coefficient of the Puiseux 
expansion of an algebraic function in O(N log N) operations. One can use 
the method of Kung and Traub for the computation of a few initial terms 
I We thank J. S. Lew for the exact reference (Newton, 1670-1673). 
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in the Puiseux expansion of a branch of an algebraic function. We choose 
to present an independent exposition of the Newton diagram method, 
with a view toward an independent treatment of a more complicated 
situation, when one is looking at the power series (Puiseux) expansions of 
branches of analytic curves defined as solutions of a system of equations 
&I, . * * 7 x,)=O:i= 1,. . . 3 n-l (7.1) 
in @“, with j$i, . . . , x,) (i = 1, . . . , n - 1) represented as Taylor 
series in xl, . . . , x,, and not by polynomials in general. We consider 
below the case of n = 2 of (7.1), with the branches of analytic curves 
studied only at the origin. Thus we consider x2 as an implicit function of x1 
given by an analytic equation 
f(Xl, x2) = 0 (7.2) 
near xl = x2 = 0. Here f(xl, x2) is given as a Taylor series 
f(Xl, x2) = hOXl + f&x2 + j-20-4 
+ fllXlX2 + fo2x: + . . . (7.3) 
with f(0, 0) = 0. If Ifi + j&l # 0, then the point (0,O) is called a simple 
point of (7.2), and there is a single branch of the solution of (7.2) at (0.0). 
Namely, if, say f(0, 0) = 0 and fo, # 0, then there exists a unique power 
series solution x2 of (7.2): 
m 
x2 = c c,x;. 
n=l (7.4) 
In the simple case (i.e., 0 = (0, 0) is a simple point of (7.2)), the 
coefficients c, of (7.4) can be determined consecutively by substituting x2 
from (7.4) into (7.2). This method is not very efficient because of the large 
number of multiplications. More efficient is the method of consecutive 
approximations to x2 (Newton’s method). In the consecutive approxima- 
tion method one starts, first, with a change of the variable: 
x2 = ClXl + y1. (7.5) 
Then (7.2) is replaced by a new equation, 
flhr Yl) = 0, (7.4i) 
and cl is determined from a single linear equation determined from the 
coefficients in fi(xi, yi) at the terms of first order (~1 has order 22). 
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Repeating this process, we determine c, from the n th approximation to x2 
given by 
Yn-l = cd-” + Yn, (7.5n) 
which transforms .LI(XI , Y,-I) (with .MxI, YO) = fh, ~2) and ~I(XI, YI> 
given in (7.4i)) into 
.&(x1, Yn) = 0 (7.4n) 
having terms of order at least IZ, and with the coefficient c, in (7.5n) 
determined by a single linear equation given by the coefficients in fn (x1, 
y,) at terms of nth order only (remember that yn has order ~12 + 1). 
This method of consecutive approximations in the simple case is a good 
illustration of a more general Newton diagram method. From the point of 
view of algebraic geometry, the Newton method represents a sequence of 
Z-processes (for a simple description of these see Walker, 1950). In our 
case these processes are finite iterations of birational transformations 
YI = x1x2, Y2 = x2 
or 
Yl = Xl, Y2 = x1x2 
with parallel transfers in x1 or x2. These birational transformations sepa- 
rate branches x2 of solutions of (7.2). To represent this process geometri- 
cally one denotes ./(x1, x2) in (7.2) as 
f(xl, x2) = &ED fKfK, (7.6) 
where for K = (nr, n2) E Iw2, we denote XK dGf x’t’x?. In (7.6), D denotes 
the set of all possible pairs K of exponents with nonzero coefficients fK , D 
is a subset of the lattice (Z9o)2 in (R’“)2. We associate with D its Newton 
polygon I, which is an intersection of supporting semiplanes Dp for all 
vectors P = (p,, p2) with p1 < 0, p2 < 0 defined by the conditions 
(K;, P) = (Kj, P):Ki, Kj E Dp, 
(Kk, P) < (Kj, P): Kk E D\Dp. 
Here (P, Q) = plql + p2q2 is the standard scalar product of two vectors 
P = (p,, p2) and Q = (q,, q2). The Newton polygon I has the boundary Z. 
In the classic literature “the Newton polygon” is understood as the con- 
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vex hull f of the set D. The main interest in the construction of all 
branches x2 in the nonsimple case lies in the study of edges lj of f, con- 
nectmg the vertices Xj and Xj+i of f (with an appropriate orientation of 
the Newton polygon). 
To be more specific, we need two auxiliary notions. The first is that of 
the “leading order”; and the second, that of the “generalized Z-process.” 
To determine the “leading order” of a formal power series f(xi , x2) with 
respect to the “direction” P = (pl, pZ), we consider a curve C, on (x1, x2) 
given parametrically near t = w by two equations 
x1 = ClP(l + o(1)) 
x2 = CzP(l + o(1)). 
(7.7) 
Since we consider the neighborhood of 6, we have p1 < 0 and p2 < 0. 
Now let us substitute (7.7) into f = f(x,, x2). If 
f(xlY x2) = c fKXK, 
KED 
then the leading terms with respect to the direction P are determined by 
the value of 
ordpfzf maxK,D(K, P). 
Let Ki, . . . , K, be those K E D for which (Kj, P) = ordpf 
(the maximum is achieved). Let us denote by fP(xl, x2) the sum of 
those monomials &XK (from f(xl , x2) for which (K, P) = ordp$ 
Looking at the curve (7.7), near I = ~0 we get 
We call ~$(xi, x2) the leading term off with respect to P. The general- 
ized C-process is defined as a monomial transformation 
(7.8) 
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for a nonsingular matrix a! = (aij)f,j = 1. The inverse of the transformations 
(7.8) is also a monomial transformation 
(7.8’) 
for a matrix /3 = (pi,j):=i inverse to CL On curves (7.7) with the direction 
P = (pi, p2), the monomial transformation (7.8) induces the linear trans- 
formation of the direction vector P: the new direction vector P’ for the 
transformed vector (7.7) is 
(a* is the transposition). 
Simple analysis of the generalized C-processes shows that the only 
directions P = (pl, p2) for which there is a branch x2 of the solution of 
(7.2) with the parameterization (7.7) are those that coincide with the direc- 
tion of an edge lj of the Newton polygon f. There are two methods for 
finding the power series expansions of all branches x2 of solutions of (7.2). 
The first is based on the generalized Z-processes with triangular matrices 
(Y and leads to the expansions 
x2 = c(l)j-i + c(2)j-j! + . . . (7.9) 
for positive rational numbers j, increasing with k. The second method 
uses the generalized C-processes with the unimodular matrices Q (from 
,X2(Z)) that leads to the power series expansions 
x. = c!l)jP + cf2)jilZ’ + . . . : i = 1, 2 1 I (7.10) 
for negative integers j@’ : i = 1 2 and s = 1 2 . . . In fact, in the 
second method the sehes (7.10; can be chosen k’the standard Puiseux 
form 
x2 = C\2)jj(‘1 + C$2)jY2) + . . . 
(7.11) 
for c\‘) # 0, cl” # 0 and negative integers m, j(l), jc2), . . . . 
We present an algorithm that finds all branches x2 of a solution of (7.2) 
using the second method, and the representation of the Puiseux expansion 
of x2 in the form (7.10). The only case where this method fails to separate 
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all the branches in finitely many (effectively bounded number of) steps is 
the case of multiple branches of (7.2). For this case see Section 1, where, 
essentially, we study fJ2(xL, XT), etc. 
All branches of x2 correspond, in the nonsimple case (when 0 is not a 
simple point off), to all edges lj of f. Let lj be an edge connecting two 
vertices Xj and Xj+r of f. Let Rj be the “unit vector” of the edge Ij . This 
means that Rj = (r,, r2) for relatively prime integers rl and r2 and 
k * Rj = Xj+l - Xj, 
where k is the gcd of the coordinates of the vector Xj+r - Xi. Then the 
direction vector 
Pj 2f (-r2, r,) 
determines the leading terms of the form (7.8) in the expansion (7. IO). We 
now apply the generalized Z-process with the unimodular matrix (Y for 
which the new direction vector is 
P’ = cx * P; = (-1, qt. 
Here (Y is chosen using the gcd algorithm. For example, we choose 
integers al, a2 such that alr2 - a2rI = 1 and put 
al a2 
(Y= i ). rl r2 
We apply the transformation (7.8), 
y1 = xyxp, 
y2 = Xi'XT, 
to f = f(xl, x2). We arrive at 
(7.12) 
(with K” = j3’Kt, D’ = P’D). For a new Newton polygon D’, the edge lj of 
D is transformed into a new edge 1; of D’, and 1; is orthogonal to the 
vector (- 1, 0). Thus 1; is parallel to the y-axis, and for all K E lj’, the x- 
coordinate of K has the same value, say, r. Let us look now for the leading 
terms off and f’ with respect to Pj and P’. According to the remark 
above, we have 
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&(x,9 x2) =“mY,, Y2) = Y’; * hY2), 
wheref&y2) is a polynomial in y2 only. From the definition of the leading 
term it follows that the entire series f ‘(yl , y2) is divisible by y ;. Thus we 
can define a new series 
fcxY,Y Y2) = f’(Yl, Y2) . Y7, 
which has only positive integral powers of yI, ~2. Thus the problem of 
finding branches x2 of solutions of (7.2) is reduced to the problem of 
finding all solutions of 
.flxYl? Y2) = 0 (7.13) 
among the curves (of the form (7.8)) with the direction vector P' = 
(-1, 0): 
y1 = c;t-‘(1 + o(1)) (say c; = 1) 
Y2 = &Cl + 41)) with c; f 0, m. 
The leading term of fA(y,, yz) with respect to P' = (- 1,O) is p;)(y2), as 
we had computed previously. Thus the leading coefficient c; of y2 in y1 = 
c;t-’ + . . . ) y2 = c; + . . . is determined by the polynomial equation 
AI 
fo(4 = 0. (7.14) 
If the root c; of (7.14) is a simple one, then, according to the discussion 
of the simple case, the solution of (7.13) near yl = 0, y2 = c; is given by a 
consecutively computed series c(yi) with positive integer exponents in y1 : 
Y2 = c; + C(Yl). (7.15) 
This branch of a solution of (7.13) is already separated. Making the 
inverse Z-process transformations (7.8’), we obtain an expansion of xl 
and x2 in integral powers of yl. Thus we obtain the series representation 
(7.10) with the parameter t = y;‘. 
Now let us consider the case where the root c; of (7.14) is a multiple 
root. In this case the point y1 = 0, y2 = c; might be a nonsimple point of 
fA(yi , y2), and if so, we make a parallel translation 22 = y2 - c; and study 
the function 
.fl(Yl, z2) = f;l(YlY Y2h 
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and then begin the analysis of the branches of the equation 
fl(Yl, z2) = 0 
instead of (7.2). 
This process, apparently, lasts only finitely many steps. To establish 
this it is enough to consider the “height” of the link Ij, defined as the 
number of integral points on lj minus one. The height 6(I) of the Newton 
polygon is the sum of th heights of its edges. The unit height corresponds, 
of course, to the simple case. The series of transformations above de- 
crease the height of the Newton polygon whenever we do not hit a multi- 
ple branch. In particular, it follows that the number of branches of solu- 
tions of (7.2) does not exceed the height of the Newton polygon of (7.2). 
The Newton polygon method presented above is applicable to the gen- 
eral analytic equations (7.2), not only to the algebraic equations (1.1). 
Unfortunately, its implementation without fast multiplication is slow. 
Nevertheless it is sufficient for our purposes, since in order to express an 
expansion of a branch of an algebraic function in terms of the fundamental 
system of solutions (6.8) of a Fuchsian linear differential equation (1.9), 
we need only finitely many first coefficients of the Puiseux expansion of 
this branch. Nevertheless the Newton diagram method has advantages in 
the case where the analytic function f(xr , x2) in (7.2) does not satisfy a 
simple differential equation, as it does in the polynomial case. 
To complete the description of our algorithm, we have to determine 
exactly how many first terms in the Puiseux expansion of a branch y = 
y(x) of a solution of algebraic equation (1.1) we must compute (using the 
Newton diagram method) in order to obtain the expression of y as a linear 
combination of fundamental system of solutions of (1.9). 
Let us denote by d the minimal order of a Fuchsian linear differential 
equation, satisfied by all roots of an algebraic equation (1.1). Let us de- 
notebyyl, . . . , yd the fundamental system of solutions of this equation 
of the form (3.1) (with d substituted for m), as described in Theorem 3.2, 
Eq. (3.3). These solutions then have the following expansion near x = x0 
(where x0 is an arbitrary point in the projective plane, regular or singular), 
Yi(X) = (x - xoy+ . u;(x): 
P 
k(X) = C U;,n(X - Xdn, 
n=O 
(7.16) 
i=l,. . . , d. Here ui(x) is regular at x = x0 and, for normalization, we 
put ui.0 = 1. The local exponents vi of yi(x) are crucial in the determination 
of the representation of y(x) as a linear combination of yi(x). The local 
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exponents are all distinct (there are no logarithmic terms, according to 
Proposition 5.2), and we can assume without loss of generality that they 
have the increasing order ~1 < * . * < Vd. Let us consider the representa- 
tion 
YCx) = $ Ci ’ yi(X) (7.17) 
with constants Cr, . . . , Cd, and compare it with the Puiseux expansion 
of Ycd, 
Y(X) = 2 ca . (x - xlJa (7.18) 
&A 
(for a set A C Q with Q E A in an increasing order). Since y(x) is a solution 
of the same linear differential equation, for any CY E A it has (Y z v]. Thus 
Cr = c,,. Also by the same reasoning, 
ca = C1h,WVl for all (Y E A, v1 s (Y < u2. 
Next, 
c2 + clul,vz-“, = cy*, 
and, in general, 
GUl,a-v, + . . * + CkUk,a-vr = c 
for all Cr E A, vk 5 a! < vk+l. 
(7.19) 
Thus one has to compute the expansion (7.18) of y(x) only up to order 
vd. 
Consequently, the Puiseux expansion of a given branch y(x) of an alge- 
braic function given by (1.1) in the neighborhood of a point x = x0 has to 
be computed only up to order Vd, where Vd is the maximal of the local 
exponents of the appropriate linear differential equation. Then the coeffi- 
cients Cl, . . . , Cd in the representation of yl(x) in the fOrm (7.17) are 
given by the simple rule (7.19). Since we have recurrence formulas for 
computation of the coefficients of the expansion of yi(x) : i = 1, . . . , d, 
we obtain a simple rule for generation of the expansion of y(x). 
Finally, we remark that one can determine C,, . . . , Cd in (7.17) 
without determining the expansion (7.18) of y(x). For this it is necessary 
to learn from the Newton diagram method only how to compute the 
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coefficient at the leading term of an expansion of an algebraic function. 
This coefficient is determined, according to the rule above, as the root c of 
the algebraic equationfo(l, c) = 0 for the leading term&(x, y) for f = P 
and the direction vector Q corresponding to the local exponent vi. If we 
start with vi = ~1, we determine c,, in (7.18) and thus Cr = c,, . We then 
consider a new algebraic equation satisfied by a new function jr = y - 
Cry, and find the first nonzero coefficient in its expansion. Continuing this 
process we can determine all Cl, . . . , Cd. We recommend finding the 
expansion (7.18), however, because it provides an independent means of 
checking the correctness of the expansion using Eqs. (7.19). 
REFERENCES 
BRUNO, A. D. (1%5), Power asymptotics of solutions of nonlinear systems, Izu. Acad. Nauk 
SSSR Ser. Mat. 29, 329-364. [Russian] 
CHUDNOVSKY, D. V., AND CHUDNOVSKY, G. V. (1986), On expansion of algebraic functions 
in power and Puiseux series, I, .I. Complexity 2, 271-294. 
FUCHS, L. (1900-1906), “Gesammelte Mathematische Werke,” Bd. l-3, Berlin. 
FROBENIUS, F. G. (1968) “Gesammelte Abhandlungen,” Bd. 1, Springer-Verlag, New 
York. 
KNUTH, D. E. (1981), “The Art of Computer Programming,” 2nd, Vol. 2, Addison-Wesley, 
Reading, MA. 
KUNG, H. T., AND TRAUB, J. F. (1978) All algebraic functions can be computed fast, J. 
Assoc. Comput. Mach. 25, 245-260. 
NEWTON, I. (1670-1673), De methodis serierum st fluxionum. De affectarum aequationum 
reductione, in “The Mathematical Papers of Isaac Newton” (D. T. Whiteside, Ed.), 
Vol. III, Cambridge Univ. Press, London, 1969. 
WALKER, R. J. (1950), “Algebraic Curves,” Princeton Univ. Press, Princeton, NJ. 
