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1 Introduction
Biological systems can be modelled using gene regulatory
networks (GRNs), where a group of genes influence each
others dynamics behaviour. GRNs are the most impor-
tant organisation level within a cell [22], and are the focus
of much research in the growing field of systems biology
[40]. The building blocks of gene networks are not well
known [43, 94, 104], however the role of each gene can be
better understood by investigating their interactions and
topology within GRNs [37]. Systems biology can broaden
our knowledge about networks that are responsible for ba-
sic biological functions and robustness, and the causes of
their breakdowns leading to disease states [62]. How cel-
lular systems are formed from the interactions between
genes, proteins and small moelcules is a major challenge
for biology [19].
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1.1 Modelling
There are several methods for modelling GRNs. Here we
breifly cover Boolean and differential equation models,
for details of common techniques the reader is refered to
[7, 37, 44, 58, 109]. Logic models, the most fundamental
of which are the Boolean networks [58, 82], are a pop-
ular choice as they can give information about the net-
work topology and are relatively simple to analyse [82].
For Boolen model of a two gene system each gene can
be either active (1) or inactive (0) and interactions can
be modelled using IF statements. For the GRN given in
Fig. 1, a simple Boolean network would model the regu-
lations as
g1 =
{
0 if g2 is 1
1 if g2 is 0
Repressor
g2 =
{
0 if g1 is 0
1 if g1 is 1
Activator,
(1)
where g1 activates itself and g2. This leads to a flipping
of each of the genes from the inactive (0) state to the
active (1) state due to the repression of g1 by g2 and
demonstrates the importance of Boolean networks in un-
derstanding steady states and robustness in GRN [58].
More detailed models include ordinary differential equa-
tion (ODE) models, which are able to model the dynam-
ics behaviour of each gene in the network, are commonly
used [18, 97, 98, 116, 131, 133]. This increase in knowledge
of the system, i.e. how the expression of each gene varies
over time, comes at an increased cost in model complexity
and computational run time as it requires an ODE solver.
In general for an N gene network the dynamic behaviour
can be modelled as dxN/dt = fN (x1, x2, . . . , xN ), where
fN represents the regulation between network genes, and
is commonly modelled as a Hill function [55, 117–119,
126]. Hill functions are non-linear equations that are de-
rived from Michaelis-Menten enzymatic kinetics [3, App. A].
A possible ODE model of the GRN in Fig. 1 using Hill
functions and summation logic to combine the auto reg-
ulation of g1 with the repression from g2 would take the
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form
g˙1 =
w1
2
(
β1
1+(φ1/g2)
n +
β1g
n
1
φn1+g
n
1
)
− γ1g1 Repressor
g˙2 = w2
β2g
n
1
φn2+g
n
2
− γ2g2 Activator,
(2)
where wN is the interaction weight, βN is the maximum
activation, φN is the threshold for the interaction, γN is
the degradation of the protein from gene N , and n is the
Hill coefficient. Non-linear models are favoured as inter-
actions in nature, such as gene regulation, oftern have
non-linear characteristics in their behaviour [76, 123].
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Fig. 1: a gene regulatory network model showing how reg-
ulation on the gene level corresponds to mRNA and Tran-
scription Factor (TF) production on the Protein level
Another common ODE modelling technique is the S-
System [40, 48, 86, 87, 89, 99]. This is a power law for-
malism, which in general is
x˙i = αi
N∏
j=1
x
gi,j
j − βi
N∏
j=1
x
hi,j
j . (3)
For the GRN in Fig. 1 the S-System model would be
x˙1 = α1x
g1,1
1 − β1xh1,11 xh1,22
x˙2 = α2x
g2,1
1 − β2xh2,22 ,
(4)
where αi and βi are the production and degradation weights.
Here we can see that x1 self activates in the first term,
while the second term combines the repression by g2 as
well as the degredation of g1’s mRNA. For x2 we have a
simpler equation where the first term is for the activation
form g1 and tyhe second term is for the degredation of
the mRNA from g2.
Other forms of models are based on Baye’s Theorem
[20, 37, 100, 122, 132] which are directed graph models
that display an edge to represent a causal link between
two nodes. Informatics models based on Pearson’s cor-
relation [30] or mutual information [21, 80, 90, 135] use
expression profiles to determine the likelyhood of a con-
nection between two genes. Other models based on the
state of a system include Petri Nets [58] and state charts
[32].
1.2 Reconstruction
Gene regulatory networks are not fully understood [115]
and the reconstruction of biological GRNs is one of the
most complex tasks in bioinformatics [82]. Using expres-
sion data to reconstruct gene regulatory networks is one
of the most important challenges for research in systems
biology [73] and an active area of research [40]. The re-
verse engineering of GRNs therefore serves as an inter-
mediate step between systems biology and bioinformatics
[37]. Current high-throughput experiments can provide
genome-wide gene expression measurements and an ac-
tive area of research is the inference of gene networks
from this data [40]. Despite experimental advances in
data collection techniques, significant costs lead to lim-
ited availability for fine grain time series data for a given
network. Penfold and Wild [91] noted that for microar-
ray time series data for 3 replicates each with 25 time
points costs in the region of £30,000 (over $45,000). Fur-
thermore, specific growth conditions for many organisms
mean that much of the data is heterogeneous and can not
necessarily be used together. This has lead to the under
determinism of such problems, often referred to as ‘the
curse of dimensionally’, where there is insufficient time
series data available to statistically reconstruct large net-
works [40, 58, 109].
1.3 Optimization
As biological networks are often large [40], particularly
for more complex organisms, and thus sophistocated re-
construction techniques are required. One such technique
is the use of optimization algorithms to reconstruct the
biological networks based on data which are often noisy
and incomplete [6, 40], which is a general problem in bi-
ology [126]. Optimization algorithms have the advantage
of not requiring prior knowledge of the system, but only
an evaluation of potential solutions and are a powerful
tool for modelling complex problems in biology [125]. In
order to fully reconstruct a GRN, one must identify both
the topology and parameterisation of the connections, re-
sulting in a vast search space of the problems and thus
making optimization algorithms an attractive method.
1.4 Big Data
Big data is characterised by increasing volume, variety
and velocity of data generated [69], see Fig. 2, rather
than simply running repeats of the same experiments pro-
ducing replicate data sets. Recently data veracity (uncer-
tianty and reliability) [111] is also used with the others to
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Fig. 2: how data is changing: high-throughput experi-
ments and improvements in data storage will lead to sig-
nificant increases in the volume and velocity of data over
the next few years. Data variety will also increase with ad-
ditional types of experimental data being stored, however
this will likely be at a lower rate the the others. Veracity
is another aspect of big data though not shown here
form what is known as the ‘Four V’s of big data’. Accord-
ing to IBM “Every day, we create 2.5 quintillion bytes of
data - so much that 90% of the data in the world today
has been created in the last two years alone” [49]. This is
2.5 x 1018 bytes per day and results in somewhere in the
region of 1021 bytes of data in the world today, which is
comparable with the mass of the Moon (73.5 x 1021 kg)
[127].
With this in mind, GRNs provide a platform for a
biological big data problem, and the reconstruction of
these GRNs provides an overlap between biologists and
computer scientists. The volume of data is ever increas-
ing with developments in next generation sequence tech-
niques such as high-throughput experiments. Analytical
and computatutional developments will eventually allow
us to collect, process and analyse data in real time in-
creasing the data velocity. Improvements in next genera-
tion sequencing techniques will reduce noise and errors
in measuremetns and help address the veracity of the
data. With so many potential experimental conditions
and measurement combinations, it is clear that the vari-
ety of data will grow with time. However increasing data
variety means that GRN reconstruction techniques must
utilise data integration methods in order to build realistic
biological models. The need for data integration and ‘cu-
ration’ [10] will increase rapidly as the data deluge pushes
biology towards the ‘Fourth Pradigm’ [45] as data intesive
science.
1.5 Optimization and Big Data
Gene expression data is growing at an increasing rate and
the fields of biology, systems biology and bioinformatics
are entering the Fourth paradigm. As a consequces these
fields will have to start dealing with the big data problems
and develop universal data collection, curation, storage
and retirval techniques in order to develop our under-
standing of GRNs during the data deluge. As mentioned,
the reconstruction of GRNs from gene expression data is a
platform for studying optimization techiniques and prin-
ciples for real world problems. Due to the large search
space, sparse and incomplete, data and potentially com-
plex fitness landscapes, these reverse engineering prob-
lems are well suited to metaheuristic techniques. There-
fore using gene expression data to reconstruct GRNs is
both an optimization problem and a big data problem,
and can be thought of as a Big Optimization Problem.
The paper is structured as follows; Section 2 provides
a brief overview of various modelling methods for biologi-
cal network reconstructions. In Section 3 we outline some
metaheuristic methods for solving optimization problems
such as biological networks. We discuss the role of Big
Data in biological networks in Section 4. Next we given
an overview of some existing reconstruction algorithms in
Section 5. Finally we then provide discussion and conclu-
sions on the topic in Section 6.
2 Modelling Networks
2.1 Models
There are various methods one can use in order to model
GRNs such as, static or dynamic, continuous or discrete,
linear or non-linear, deterministic or stochastic models
[37]. It is possible to model various levels of biological
activity from gene regulation and protein interaction to
metabolic and biochemical reaction [29]. Figure 1 shows
a simplified two gene system which models the gene and
protein interaction levels only. This indicates that for a
large number of genes even a simplified model can quickly
become complicated.
2.2 Dealing with data
Each data set can be either experimentally measured or
synthetically generated from a target network, which is
usually the goal of the reconstruction. Synthetic, or artifi-
cial data sets are used because the limited availability and
cost of experimental data. However it also allows com-
parisons between the predicted network and the actual
known network to be made and thus assess the reliability
and performance of the reconstruction method.
Due to the complexity of experimental data sets, ar-
tificial data is not a realistic representation of biological
data [37], thus varying levels of noise are often added to
the data to make it more ‘realistic’ [37, 107], as well as to
further test the algorithms performance [89]. When using
artificial data, it is also possible to produce many time
points and replicate data sets to aide the reconstruction
process [7, 37, 91, 107].
Those dealing with real data sets are often required
to maximise the amount of data through interpolation of
the avaialble data [106]. This has the added benefit of
giving constant time intervals for the data points, as ex-
perimental time series may not have constant time steps
throughtout the measurements [59].
For a large networks it is possible to cluster genes with
similar expression profiles together to reduce the size of
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the network and reduce the dimensionality of the prob-
lem. This method has been used by several researchers
[29, 47, 120], however this adds the need for a clustering
process and averaging expression profiles before the opti-
mization stage creating additional overhead and potential
errors. Altough this techniques does fit with some biolog-
ical observations, i.e. sparcity, it is still a simplification.
Additional information can be taken other types of
data sets, such as from knockout and pertubation experi-
ments. The former removes a gene from a genome, known
as a null or mutant strain, and compares expression lev-
els of genes with ‘wild type’ organism [2]. This process is
known as differential gene expression and can give signif-
icant insight to which genes are in the same network and
thus affected by the deletion. The latter gives more fine
detailed information into the interconnectivity in the net-
work by varying the state of a particular gene to observe
any changes in other genes in the network [7].
2.3 Topological Networks
Topological models are of particular important to our un-
derstanding of the behaviour of GRNs due to the mod-
ularity of biological systems and the functions of these
modules such as AND and OR gates for time delays and
robustness [4, 75, 83, 110]. Topological models can also
help identify auto regulation of genes, which are known
for their functional roles such as decreasing response time
or enhanced variation in expression levels [4].
Swain et al. [115] illustrated the importance of topol-
ogy by using a caterpillar and butterfly analogy, where
the two insects contain the same genes, the connectivity
of which is changed during the crystalline phase result-
ing in the physical difference between the two. In some
cases the topology of the network is more important than
the parameterisation as the structure can determine the
dynamic behaviour of the network [40, 115]. For some
cases different parameters settings in network can lead to
the same behaviour for small network motifs, for example
some network motifs that produce oscillations and toggle
switches contain many local parameter optima that pro-
duce the same network dynamics [117–119]. The impor-
tance of topology, over parameterisation, is also present
in more complex models, such as the Drosophila segment
polarity network. This model contains 48 free parameters,
which when randomised, each had a 90% of being com-
patible to the desired behaviour regardless of parameter
magnitude or range [23].
The main issue with topological models is the need
for a quantitative metric for comparison between models
[126]. One can use measures such as specificity, sensitivity,
precision and recall, however for the practical case of an
unknown topology, theses measures are useless. However
for competing models of the same unknown system the
fit to the experimental data can be used as a measure
of model quality. For models of similar fits to the data,
the simpler model, i.e. less nodes and/or connections, is
preferred as it is easier to understand and less prone to
over fitting [58], an example of Occam’s Razor.
2.4 Parameterised Networks
The parameterisation of a network is also important as it
allows us to investigate the modelling of the connections
within a GRN. The difference between a simple linear
connection and a more complex non-linear connection be-
tween genes could significantly affect their dynamics be-
haviour. This also gives a platform for comparing regula-
tion type, ie activating or repressive, as well as regulation
strength. Gonze [36] observed regions in the parameter
space that determined the dynmaic behaviour of a fixed
network structure and determined the bifurcation values
for changing the newtork dynamics. Similarly in [118] the
authors observed different dynamic behaviour for a fixed
network by varying the parameters of one of the connec-
tions.
2.5 Combining Topology and Parameterisation
Both topology and parameterisation are improtant as dis-
cussed above and for complex systems, both are likely to
affect the behavious of the network. In [119] it was ob-
served that for a given topology the same behaviour was
observed for multiple parameter values, however by re-
versing the direction of a single connection the network
appear to be dependent on parameterisation. Here the
authors observed a ‘weak’ bifurcation point in a single pa-
rameter that caused a change in the dynamic behaviour
of the network in most cases.
3 Metaheuristic Methods
Metaheuristic methods can be used to solve difficult op-
timization problems with little or no prior knowledge.
These are able to solve underdetermined problems [84,
109] such as the reverse engineering of GRNs. Although
metaheuristic searches do not always yield the most op-
timum solution, they can provide a feasible solution given
the problem constraints. As many metaheuristics are stochas-
tic, it is possible to average results over numerous simu-
lations or to find the optimum solution.
Reverse engineering GRNs is a difficult task hindered
by the complexity of biological networks [33]. Both the
reconstruction of the network topology and the interac-
tions between network nodes are suited to optimization,
and as a complex real world problem with a large search
space contain many local optima [6]. Several optimiza-
tion techniques have been used for reconstructing biolog-
ical networks, however they are limited by the amount of
data available and the high dimensionality of the prob-
lem [96], as well as computational power required for large
networks.
3.1 Nature Inspired Optimization Algorithms
Evolutionary algorithms (EAs) are a class of metaheuris-
tic algorithms that are based on the process of Darwinian
evolution where the fittest solutions survive. These algo-
rithms are able to deal with large search spaces [82] and
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Fig. 3: complex fitness landscape based on the Schwefel
function [102] containing many local minima
complex fitness landscapes, such as Fig. 3, and are there-
fore well suited to network reconstruction problems [115].
In these algorithms, a possible solution to the optimiza-
tion problem is represented as an individual, which is in
a population of individuals. Through operations based on
crossover and mutations, a ‘parent’ population is used to
produce an ‘offspring’ population with each individual’s
fitness determined by evaluating an objective function of
the optimization problem. Individuals are then selected
based on their fitness, with the solutions satisfying the
objective function the most being the fittest solutions and
are used as the parent population for the next generation.
This process is repeated until some stopping criteria is
met, either the desired number of generations or some
threshold for the objective function.
The genetic algorithm (GA) and evolution strategy
(ES) are two common types of EAs which are used in a
variety of optimization problems. Historically GAs were
for binary valued optimization problems and ES only used
the mutation operation. Now however, there are many
real valued GAs, most notably NSGA-II [26], and ESs
that use crossover operations making an ES and a real
valued GA very similar [25, pp.133]. Another common EA
is a genetic programming (GP) where each individual is
an evolvable ‘tree-like’ structure and solutions are oftern
not of the same form, see Fig. 4.
/
x +
∗ 2
x x
(a) x/(x2 + 2)
+
3 ∗
x +
y 1
(b) 3 + x(y + 1)
Fig. 4: example of individuals in a genetic program
Other forms metaheuristics that are inspired by na-
ture are a group of algorithms known as swarm intelli-
gence, the most common of which is the particle swarm
optimization (PSO) [60]. Here each particle in a swarm
represents a candidate solution for the optimization prob-
lem. As with EAs, these solutions are evaluated based on
an objective function and then ranked in order of how well
they meet the criteria of the objective. Each of the par-
ticles have an associated position and velocity which are
updated based on the position and velocity of the local
best and global solutions from the previous generation,
see Fig. 5. Other notable swarm intelligence algorithms
are ant colony optimization (ACO) [28] and bee colony
optimization (BCO) [57].
Another optimization process that is inspired by na-
ture is simulated annealing, where the physical process of
slowly cooling a melted substance to form a crystalline
structure, known as annealing, is adapted to solve op-
timization problems [64]. Here a slower rate of cooling
causes larger decrease in the materials thermodynamic
free energy. Simulated annealing mirrors this by slowly re-
ducing the probability of poor solutions, which are needed
for escape local optimum, being accepted into the popu-
lation.
x
y
xi(t)
Vi(t) xj(t)
Vj(t)
Lbi
Lbj
gb
Vi(t+ 1)
Vj(t+ 1)
Fig. 5: an Example of two individual particles, xi and
xj , at time t in a particle swarm optimization algorithm.
Shown is how the velocity of a particle changes over time
based on the position of the best local (Lb) and best global
(gb) solutions
3.2 Other Forms of Optimization
Other, non-nature inspired, forms of optimization include
local search algorithms, that search a solutions neigh-
bours by making slight variations to the decision variables
in an attempt to improve the overall objective function.
These types of searches however often lead to local optima
rather than global optimal solutions as they are unable
to vary solutions enough to escape the local optima, an
example of this is the hill climber algorithm. Some more
sophisticated local searches have been proposed such as a
tabu search which remember solutions that have been pre-
viously searched and assigns them as forbidden, or tabu
[35]. This allows searches to avoid local optima compared
with other local searches.
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3.3 Elitism
The role of elitist selection in optimization is a debated
issue due to its ability to aide algorithm convergence
[54, 117–119] but also leading to local, rather than global,
optimal solutions [12]. Reverse engineering biological net-
works in general have a large optimization search space
as a result of the systems complexity, and even the small-
est known genome can contain 200,000 interactions, after
making many false simplifications [40]. If you modelled a
cell through all its significant interacting constituents, the
resulting complexity would be ‘daunting’ [61]. Due to such
large search spaces, many researchers have used elitism in
their reconstruction algorithms to aide the evolutionary
search and reduce the computation time [48, 74, 82].
3.4 The Number of Objectives
3.4.1 Single Objective
Optimization algorithms are designed to solve a prob-
lem based on an objective function. If there is only one
objective, such as minimise error then this is a single ob-
jective problem. A common objective for biological net-
work reconstruction is simply to minimise the error be-
tween the model output and the data you are simulating
[89, 97, 109, 122, 130] which can be applied to both real
and Boolean networks [40]. This method can work well for
small networks, however, this can lead to over fitting and
many false positive connections if there is no constraint
on number of connections between nodes. This becomes
a problem of larger networks, not only for biological rel-
evance but it also increases computation time dramati-
cally. Other objective functions have been suggested such
as information criterions [74, 89, 105] and the inclusion of
penalty terms to reduce over fitting [21, 89, 97]. Some au-
thors have integrated prior biological information to aide
the reconstruction process [34, 76].
3.4.2 Multi-objecitve
The number of objectives used is also an area of interest
in optimization applications [46, 92], such as minimising
error and increasing sparsity, yielding a multi-objective
real world problem. Furthermore, several combinations of
these objectives can be used, for example error between
the model and the data, sparsity, robustness, number of
regulators, maximum connectivity of each node, regula-
tion density, modularity, regulation chain length, biologi-
cal plausibility [30], etc. Thus the use of mutliple objective
functions can be used to infer an accurate network model
based on the data, while also using another objective to
maintain biological plausibillity, as they are able to deal
with more complex models [46]. Multiobjective optimiza-
tion also provides several potential solutions taken from
the Pareto front and can be comapred and selected by the
user based on some preference. Several multi-objective
optimization algorithms are available, such as GAs for bi-
nary [114] and real valued problems [26], Predator-Prey
ES [71], and Pareto-Achived ES [66], all of which are de-
tailed in [25].
3.4.3 Many-objectives
With increasing number if objectives, current optimiza-
tion algorithms are severily hinder and lead to many non-
optimal solutions [50]. If there are more than 3 objec-
tives to optimization the problem is known as a many-
objective problem, an increasing area of research in the
field of optimization [51]. It is possible to use several ob-
jectives simultaneously to reconstruct a GRN, as men-
tioned above, to develop a more realistic model. Several
algorithms have been proposed to deal with more than
3 objectives, such as MOPSO [5], NSGA-III [52], GDE3
[68], MOEA/D [134], IBEA [138], and Borg (a framework)
[39].
3.5 Multiobjectivization
With all the combinations of objective functions men-
tioned above it may be possibel to untilisze the observed
phenomenone of multiobjectivization [15, 41, 78] which
can aide the optimization search by increasing conver-
gence speed and obtaining global optimum [41, 42]. Mul-
tiobjectivization can be achieved by decomposing a sin-
gle objective in to multiple objectives with similar goals
[14, 67], or through the use of additional ‘helper’ objec-
tives [14, 53] and may also provide more non-dominated
solutions with no extra cost to functional evaluation [42].
However multiobjectivization can also hinder the evolu-
tionary search and performance may be problem specfic
[14, 42]. Furthermore it has also be observed that equiva-
lent objective functions in different domains lead to either
evolutionary converegence speedup or hinder the search
[117]. Multiobjectivization has been shown to speed up
convergence times of inferecne algorithms, however the
practicality of this application to larger networks still re-
quires investigation [107].
3.6 Innovization
Innovization [27] is a process whereby innovative ideas
can be found through optimization by analysing the Pareto
optimal solutions are observing there special features and
commonalities. It is possible to use this technique to dis-
cover new and interesting properties of a system through
optimization. In [46] the authors state that multi-objective
optimization can lead to the the discovery of patterns in
an organisms structure so is an example of innovization in
the reconstruction of GRNs. This parallels are area of big
data where analysis of large data sets can provide novel
information and may lead to the discovery of new laws or
principles. The common example of this is Kepler’s Law of
planetary motion which were discovered through analysis
of Tycho Brahe’s systematic astronomical observations,
i.e. data analysis [45]. Systems biologists can use multi-
objective optimization and innovation to provide novel
insights into the structure and cahracteristics of GRNs
using large scale data analytics. Here we can see that the
study of GRNs can act as a platform of both optimization
and data science.
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3.7 Hybrid Algorithms
Due to the large search space of optimizing a models
topology and parameters together, several hybrid algo-
rithms have been suggested to separate theses optimiza-
tion problems. Splitting these process greatly reduce the
dimensionality of the problem [6] and can lead to im-
proved algorithm performance and fitness values [74]. Cur-
rent hybrid algorithms include an artificial neural network
and a GA [59], a GP-PSO hybrid [16, 17], a memetic algo-
rithm consiting of a GA and an ES [113], and differential
evolution with a local search [89]. In these algorithms the
first stage determines the topology of the network and
the second determines the parameters of the system. In a
similar methodology, nested optimization is also used to
separate structure and parameter optimization [109].
4 Big Data in Biology
High-throughput experiments can collect vast amounts
of information about an organism, not only gene expres-
sion but also experimental conditions, which can help im-
prove the reconstruction of networks and enable the de-
velopment of more realistic biological models [109]. Each
experiment can produce gene expression levels for thou-
sands of genes at a given time after some biological event
giving a genome-wide view of gene expression for the first
time [40]. Although currently microarray experiments are
expensive and noisy [81], with improvements in technol-
ogy and process the constraint of cost will decreases, and
the number of time steps, as well as the frequency, will
increase. Many such experiments use biological replicates,
where identical strains of an organism are grown along-
side each other under the same conditions to remove ex-
perimental noise. We will soon therefore, have many time
points for several biological replicates for each of the genes
in an organism for the specific growth conditions, i.e ho-
mogeneous data. However, with growth conditions deter-
mining the properties of the organism, numerous growth
conditions are likely to be measured leading to many
different heterogenous data sets, therefore our ability to
combine data sets whilst reducing problems such as het-
erogenous noise has to improve [109].
Analysing such large quantities of gene expression data
is not trivial due to their high dimensionally and noise lev-
els [109], and biology rapidly becoming quantitative [7],
data intensive, science. In order to reconstruct biological
networks of significant size and complexity we will need
to be able to store, use, share and analyse data efficiently.
The so-called curation stage will become increasingly im-
portant as high-throughput experiments produce massive
quantities of data with varying provenance. At present
there is not enough detailed information to accompany
the hugh amounts of data being collected [40], however,
as more effort is made in data curation we will be bet-
ter able to cope with the data deluge. If we are able to
record vast quantities of data, along with relavent infor-
mation i.e. provenance, in a usable and accessible way,
systems biology can not only predict network structures,
but also determine between competing models and de-
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Fig. 6: number of entries to GenBank [13] database and
base pairs contained, which doubles every 18 months [13].
Note the solid red line is is units of millions and the dotted
blue line is in units of billions. The big challenges of big
data paper has similar plot
velop our understanding of the underlying process of the
complex system [128].
Many areas of small scale biology are currently going
through the data deluges. The database GenBank which
is doubling its number of entries roughly every 18 months
[13] and the number of entries and base pairs is shown in
Fig. 6. Integration techniques will allow us to combine
vast amounts of information from different areas of biol-
ogy and micro-biology and may lead to a unified model
of biological systems.
4.1 Big Data and Gene Expression
Gene expression data is a practical example of big data
in a real world setting. It is obvious how next generation
sequencing techniques such as high-throughput experi-
ments lead to increases in the volume of data, beyond
more time course data, there is the possibility of repli-
cates, differences in experimental conditions, as well as
other organisms in the Genus when comparing similari-
ties across Species. What may be less clear is how this
data fits the other of the so called ‘Four V’s of Big Data’.
4.1.1 Veracity
How accurate, precise or reliable the data is, data ve-
racity, will depend on the techniques used to conduct the
experiments and will undoubtably improve with the tech-
niques themselves. Biological replicates are used to reduce
experimental noise [133] and remove fluctuations from the
noisy techniques such as DNA arrays [59]. This in effect
is improving the veracity of the data and it is possible to
combine data from different high-throughput sources to
increase confidence in the data used.
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4.1.2 Variety
Aside from obviously different types of data such as steady-
state and dynamics data, gene expression experiments
rarely have the same growth conditions and thus pro-
duce heterogeneous data sets. However this does provide
additional data, increasing data volume, which can be
used to test and compare models and may help determine
biologically plausible models from those that overfit the
data. Data variety is also significantly increased through
the use of deletion data, where a gene is deleted in or-
der to determine its direct regulatory targets [2, 131] and
are further examples of heterogeneous data sets that can
be integrated in order to learn more about an organisms
GRN structure [131]. Perturbation data is also useful in
reconstruction of GRNs [33] as it gives detailed informa-
tion on more complex or weaker interactions [131].
4.1.3 Velocity
This aspect of gene expression data comes from two main
areas, measurement and analysis. The measurement side
includes the experimentation, where high-throughout ex-
periments are occurring in many laboratories leading to a
continual increase in the data becoming available. How-
ever, the main aspect of the data velocity comes from the
analysis of this data, which is still a developing research
area. The analysis ranges from turning the raw data into
gene expression profiles to using these profiles to infer
network structure. The latter is still in its infancy, but in
the future we may be able to combine reconstruction algo-
rithms with the experimentation to determine the struc-
ture of an organise in real time alongside the initial data
analysis. Further still we can look at how models built
from the data being collected compares to a those built
from availabel data to test the impact of the data begin
collected on model inference.
4.1.4 Volume
In this case the volume of data is linked to the variety
and veracity of the data as demonstrated in Fig. 7. Data
available on gene expression is increasing at an exponen-
tial rate [129]. Beyond biological replicates, repeat exper-
iments, independent verification and simply more time
points in the measurements add to increasing volumes of
data.
4.1.5 Linking the Four V’s
There is much overlap between the Four V’s of Big Data
indicated in the above paragraphs, and changes in one of
them can lead to changes in at least one of the others. This
implies that Big Data is more than just a large amount of
data points and that several, if not all, of the asspect of
Big Data are linked. It is possible to think of Big Data as
a 3D surface of volume, velocity and variety, as in Fig. 2
each point with an element of veracity.
4.2 Data Integration
Data integration itself is an important issue in biology
and is generating considerable interest [40, 45, 69], partic-
ularly heterogeneous data [106, 109]. Heterogenous data is
ubiquitous in nature due to the complexity of biology and
the lack of standardised experimental protocol, resulting
in incompatible sources from different data formats [136,
pp. 49]. The benefit of models based on multiple data
sources was demonstrated in [108], where models were
less prone to over-fitting and more robust to noise and
parameter perturbation, and although this increases the
computational complexity, it does help reduce the prob-
lem of under-determinism [109].
Data integration is vital in data science and the recon-
struction of GRNs is already beginning to combine differ-
ent types of data in order to build more reliable models,
such as deleted and perturbed data sets [131], and dy-
namic and steady-state data [137]. Information on biolog-
ical sparsity [96], the number of network regulators [72],
and a shallow architecture with regulators typically one
step away from their targets to increase response time [4],
can be used as additional objectives or as system constri-
ants. The latter can help reduce the search space to only
biologically plausible regions during the optimization and
the former can potentially be used to increase the algo-
rithms convergence via multiobjectivization as mentioned
in Section 3.5.
Data provence is also an important aspect of big data
and is necessary to reverse engineer biologically plausible
networks, particularly when integrating data sets and as-
sesing data veracity. More generally, for different species
containing similar network structures and regulators [77],
one can integrate data on similar organisms to generalise
certain fundemental biological process.
These elements of gene expression data highlight the
link from GRNs to big data and the need to incorporate
large scale data analytics in order to deal with the ‘flood’
of data [123]. The curation and integration of data is a
growing challenge with the rapid development of many
sequencing technologies [136, pp. 51]. The comments on
variety alone clearly illustrate the need for improvements
in data integration, curation and analysis. Biology is in
the midst of a data deluge, gene expression data is a clear
example of this and Fig. 7 shows how the different types
of experiments from gene expression measurements are
leading to changes in data volume, variety and veracity.
4.3 Big Data and Metaheuristics
Metaheuristics are suited to dealling with Big Data, as
they can deal will multiple objectives and constriants
based on data provenance or heterogenous sources, and
they are also able to deal with large search spaces which
are likely to be the case with Big Data problems, such as
inference of GRNs. Metaheuristcs are felxible with many
kinds of algorithms and frameworks providing scope for
tailoring algorithms that are better suited to certian kinds
of problems. Also developments in the area of so called
‘hyper-heuristics’ provide a platform for evealuating dif-
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Fig. 7: how mircoarray data is big data. MReplicates pro-
vide homogenous data sets which can help reduce the ve-
racity of the data. Heterogenous data sets are provided
by varying the growth conditions of organism, i.e. the nu-
trients, and also by varying the organism conditions via
perturbation and knockout experiments. The heteroge-
nous data sets are examples of data variety (see text for
details). An increase along any axis leads to an increase
in data volume and as techniques improve indicating a
link between the elements of the Four V’s
ferent metaheuristics for a certian problem. More specif-
ically, Big Data problems require researchers to improve
data analytics and infer laws or principles from data, sim-
ilar to Kepler and the laws of planetary motion. A type
of metaheuristic, genetic programs, already been proven
to infer some of the laws of physics from experimental
data [101] and so provide direct evidence that metaheuris-
tics can be used as analystical tools in big data prob-
lems. Further evidence is provided in Section 3.6, where
multi-objective optimization can lead to innovative ideas
through innovization. These innovations can discover spe-
cial features and commonalities between Pareto optimal
solutions which may be of great interest to engineering
and design disciplins [27].
5 Current Reconstruction Algorithms
There are many reconstruction algorithms available and
several reviews comparing them with different data sets,
some of which are detailed in Table 1. In [7] several al-
gorithms were tested against steady-state and dynamic
data sets of varying sizes, however none of the algorithms
tested were able to reconstruct networks from dynamic
time-series data, of any size, significantly better than ran-
dom. The reconstruction algorithms in [37] used various
sized networks and concluded that none of the algorithms
tested out perform the others and that not only were none
of them were able to reconstruct the true network for all
data sets, but all methods had a low precision and re-
sult in many false positives. In [107] it was noted EA
methods are favoured due to the lack of data, however
hybrid algorithms are needed for larger networks. The
authors also stated that as hybrid methods are compu-
tational expensive, parallel implementation is vital. Pen-
fold and Wild [91] found that reconstruction from time
course was nearly always better than those from system-
atic knockout experiments. They also noted that NDS
methods performed the best based on time series data,
however they scale with the number of obsevations and
are impractical for cases where many time courses are
generated. This becomes particuclarly problematic when
the networks are large, for 100 genes with 21 time points
and 10 replicates (totalling 210 observations per gene),
NDS methods require 48hrs of computational time per
gene [91].
The is an urgent need for reconstruction tools [74],
particularly those that can deal with a large number of
genes and can reverse engineer networks based on real
data. Many algorithms use artificial data as a benchmark-
ing tool as the true network is known and the performance
can be quantified. Although the artificial data can be use-
ful for comparing algorithms and see how models use the
data [93], they are not as complex as real biological data
[37]. These benchmark tests often use multiple data sets
that increase with the number of genes in the target net-
work, however the expense of current experiments [6, 91]
is not realistic.
Performance of reconstruction algorithms will improve
with addtional data, however, advances in reverse engi-
neering algorithms is desperately needed to incorperate
data integration techniques. This may help reduce the
problem of underdeterminism and allow the algorithms
to cope with the high levels of noise within mircorarray
data sets, as well as any missing data points.
Figure 8 shows how the computational time for net-
work reconstruction increases with increasing network size
for several data and model types. Particularly notable is
the large runtimes for real data sets and the significant
spread of the runtimes for networks of the same size. This
spread is likely to be due to the quality of the data avail-
able, which will vary significantly between experiments
and will not be present in artificially generated data sets.
Table 1: Current reconstruction algorithms. Model type
acronyms are ordinary differential equation (ODE), dy-
namic Bayesian network (DBN) and non-linear dynamical
systems (NDS).
Algorithm Model type Ref. Reviewed
ARACNE Relevance network [80] [7, 37]
Banjo Bayesian network [132] [7, 37]
NIR/MNI ODE [11, 33] [7]
GNRevealer Neural network [38] [37]
LDST State space [95] [37]
GeneNet Graphical Gaussain [100] [37]
ParCorA Pearson / Spearman [24] [37]
DE+AIC ODE [88, 89] [107]
GA+ANN ODE + neural network [59] [107]
GLSDC ODE [121] [107]
PEACE1 ODE [63] [107]
GA+ES ODE [112] [107]
G1DBn DBN [31] [91]
VBSSM DBN [9] [91]
TSNI ODE [8] [91]
GP4GRN NDS [1] [91]
CSI NDS [65, 91] [91]
GCCA Granger causality [103] [91]
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Fig. 8: reconstructed network size versus computational
runtime. Data types are either from synthetic networks
(Artificial) or from biological experiments (Real) and are
either dynamics or topological models as indicated in the
figure key. Data collected from [7, 56, 59, 79, 85, 87–89,
100, 107, 122, 129–132]
Model complexity is also a factor as this can significnalty
effect the compuatational run time. It is also clear that
reconstruction based on dynamic data sets, even for small
networks are very computationally expensive. Many au-
thors do not include information about the runtimes of
their algorithms so the available information is relatively
small. It does however illustrate the need to improvements
in computational techniques, not only in the reconstruc-
tion algorithms and methods, but in the execution of the
algorithm and other computational tools [58]. There is
little research into reconstruction of GRNs based on real
data compared to artificial data [40], which are ultimately
just benckmarks for algorithms but are not adding to out
understanding of biological networks.
6 Discussions and Conclusions
Parallel computing is an obvious solution for the run-
times of algorithms which can be significantly reduced
by splitting them over several cores. This does, however,
require some expertise and programming at a low level
of abstraction [70] making the algorithm more problem
specific and less useful for general reverse engineering of
networks. Xiao et al. in [129] used parallel processing to
reconstruct a network of 1000 genes based on artificial
perturbation data and observed a parallel speedup of 20
times with 32 cores. Although they noticed a sharp de-
crease in parallel efficiency when using 4 cores, due to
information sharing, there is little change between 4 and
32 cores. Even with this continual decrease in parallel ef-
ficiency with additional nodes, the authors reduced the
computational run time from 108 mins to 5 mins.
This speedup can be furthered using graphic process-
ing units (GPUs) can contain 1000s of cores and reduce
a runtime of days into minutes, though this requires even
more expertise than standard parallel computing. Despite
the barrier of knowledge, parallel computing is becoming
a necessity [107] for network reconstruction and as the
quantity, and quality, of data increases, so must our com-
putational abilities. Some reconstruction methods already
take hours to reconstruct small networks [63, 87, 89] and
others are already running on computer clusters [131].
Methods that are not intrinsically parallel, such as the
S-System Eq. (3), can be decoupled so that each con-
nection can be treated seperatly allowing parallelisation.
Such techniques can significantly reduces the search space
[59, 89, 109, 124].
Further computational improvements can be made at
the algorithm level. As available data increases and data
integration techniques improve and become more com-
mon, statistical based reconstruction methods will bene-
fit from increasing levels of usable data. However how the
algorithms deal with data and the rate at which infor-
mation is processed and then used in the reconstruction
needs to improve so that large and more complex net-
works can be reconstructed. Improvements in efficientcy
in algorithm operations, such as solution evaluation and
selection may lead to significant speedups.
Although the problem of under-determinism of GRNs
is addressed with increasing the amount of data, meta-
heuristics are still an attractive option due to their flexi-
bility and search power. Even in an ideal case were high
quality time series data is plentiful, there may still be a
considerable search space for connection parameters, and
even for the form of connection between genes. Not only
can metaheuristics be used in connection topology and
parameterisation of a network, they also offer a platform
for optimizing biological objectives whilst also being in-
trinsically parallel [109]. Several objective functions can
be compared and used together to investigate their effects
on the final network which may help to identify important
biological objectives in addition to the potential benefits
of multiobjectivization. Furthermore, with the develop-
ment of many-objective optimization, there is potential
for using several objectives to help steer the search to-
wards biologically plausible solutions.
In [124] the authors noted that 95% of the optimiza-
tion time for larger networks was spent on numerical inte-
gration. This can oftern lead to non-convergence of even
algorithm failure [123]. However does indicating the po-
tential for significant improvements to runtime efficiency
providing improvements to the mathematical and com-
putational techniques occur, i.e. parallelising integration
calculations for newtork reconstruction.
Reconstruction algorithms must be able to scale up to
10s of thousands of genes [120] in order to model higher
level organisms. The future of reconstruction algorithms
is likely to contain a synergy of data intensive and opti-
mization processes in order to analyse the data required
for the optimization of a large networks search space. This
Big Data optimization synergy requires both biologists
and computer scientists to work together and share not
only data, but also expertise, knowledge and processes.
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