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ABSTRACT 
We obtain conditions for the convergence of SSOR and USSOR methods when 
the matrix A has a special form (so-called “red-black” ordering), using some vectorial 
norms. We give characterizations for the H-matrix with respect to the USSOR 
iteration matrix. Our results extend the work of Alefeld and Krishna. 
1. INTRODUCTION 
To solve the system of linear equations 
Ax=b, (I4 
where AEC”,” is a nonsingular complex matrix with nonzero diagonal 
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elements, it is convenient to consider the splitting of A, 
A=D(Z-L-U), 0.2) 
with D a diagonal matrix and L, U strictly lower and upper triangular 
matrices, respectively. 
Let us denote the iteration matrices for the Jacobi, forward successive 
over-relaxation (SOR), backward SOR, symmetric successive overrelaxation 
(SSOR), and unsymmetric successive overrelaxation (USSOR) methods, asso- 
ciated with the splitting (1.2), by J, Yti, @‘,, YW, 9,. WI, respectively; they are 
defined by 
J=Z-D-‘A=L+U, (1.3) 
~W=(z-~L)-l{(l-w)z+wu}, (1.4) 
~,=(z-wv)-l{(l-o)z+oL}, (1.5) 
y:=@&?P:, (1.6) 
Y O,wI = %&PW. (1.7) 
Then, the SSOR and USSOR iterative methods are defined by 
.(i+U =.Y~~(~)+w(2-w)(Z-oU)-‘(Z-wL)-~b, i=O,l,..., 
(1.8) 
and 
i=O,l ,..., (1.9) 
respectively. 
In the first part of this paper, using some notions about vectorial norms, 
we derive intervals of convergence for the SSOR and USSOR iterative 
methods when the matrix A has the special form (1.10). These results have 
some computational advantage over those established in [l] and [2]. Then, we 
generalize the USSOR method when A is an H-matrix and has the form 
(1.10). This extends the result of Alefeld [ 11. 
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According to Young [8, pp. 463-4731 we know that the SSOR method 
presents certain advantages over the classical SOR method. Moreover, 
Neithammer [3] has shown that with the exception of the first iteration, the 
SSOR method does not need more computation effort than the SOR method. 
In this paper, we assume that A has the following structure: 
Dl H 
A= K D, 
[ 1 2 (1.10) 
where D, and D, are nonsingular diagonal matrices. Matrices having this 
structure are the result of the discretization of elliptic boundary value 
problems if the unknowns are collected using so-called red-black ordering [B, 
pp. 1591. 
2. CONVERGENCE OF THE SSOR METHOD 
The following theorems use vectorial norms of the matrices L and U 
generated by a vectorial norm p as given in Theorem 1 of [5]. The first 
theorem gives sufficient conditions for the convergence of the SSOR method. 
THEOREM 2.1. Let A E Q: n,n be a nonsingular matrix of the form (1.10). 
Let p be a vectorial regular norm of dimension k defined over C *, and M the 
vectorial nom of the matrix generated by p. lf p* = p(M(L)+ M(U)) -C 1, 
then the SSOR method is convergent if 0 < w -C 2. 
Proof. Because of the special form (1.10) of A, the SSOR iteration 
matrix yti associated with A can be written as follows (see [8]): 
where 
xxw= [ ilbl (l-:)1, ’ 1 
9 = (l-41 
0.0 
[ 
wM1 
0 1 (1-w)I, ’ 
(2.2) 
and M, = - D;lH, IV1 = - Dg 1~. 
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If we interchange the matrices Y,,, w and 9w,0 in (2.1) we obtain a 
matrix ga = Yas,Z:a whose spectral radius is the same as that of the 
matrix Ya (see [8, pp. 15, Theorem 1.111). Moreover, 
where (3 = 42 - w). 
From Theorem 6 of [5], it follows that 9& is contractive relative to the 
vectorial norm p if 
2 
P* -C 1 and 0~6 -C - 
1+p*’ 
Hence, from the given hypothesis and the Theorem 3 in [5], we conclude 
that 
2 
PC%) < 1 if O<G<----- 
1+p*’ 
Forp*<1,O<S<2/(1+p*)ifandonlyifO<o<2,soY(_?Z’G)<1if 
0 < (3 < 2/(1+ p*). More precisely, 
P(=%) < 1 if O<w<2. n 
As a consequence of this theorem, we obtain a sufficient condition for the 
convergence of the SSOR iterative method when the associated A matrix is 
an H-matrix. If we use the vectorial norm p of dimension n defined over C n 
such that 
then we have the following result of Alefeld [l]. 
COROLLARY 2.2. Let A E C”*” be a nonsingular H-matrix of the fm 
(1.10). Then the SSOR method converges if 0 -C w c 2. 
In the next section, we obtain the sufficient conditions for the conver- 
gence of the USSOR iterative methods when the matrix A has the form 
(1.10). We also give necessary and sufficient conditions for H-matrices. 
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3. USSOR METHOD 
Krishna [2] has shown the following result: Let A = [u i, j] E C “* “, n >, 2. 
Then the following are equivalent: 
(a) A is nonsingular N-matrix. 
(b) For any B E Q(A) and any o and w’ in the interval 0 < w, w’,< 1, the 
USSOR method converges. 
In the following theorem we assume that A has the form (1.10) and prove 
the generalization of the above theorem which will extend the result of 
Alefeld [l] for the SSOR method. 
Given any complex matrix A = [a,, j] E Q= “T”, we define its comparison 
matrix J?(A) = [CQ, j] E R”,” by 
ai, j = - Ia,, jl> i # j. 
The collection of all matrices equimodular to A is defined by 
Q(A)= {R= [bi,j] EC”.“, Ibi, jl = IUi, jl3 1 d i, j < n}. 
Clearly, J?(A) is an element of Q(A). Any real matrix A = [a,, j] with 
a, j<O,i#jcanbewrittenas 
A=rZ-C 
satisfying 7 > 0 and C > 0. Ostrowski [4] called such a matrix a nonsingular 
M-matrix if 7 > p(C). A complex matrix A is called a nonsingular H-matrix if 
the associated comparison matrix _&Y(A) is a nonsingular M-matrix. 
Now we prove the following lemma and the theorem on the USSOR 
method when A is a nonsingular H-matrix. 
LEMMA 3.1. Let w and w’ be two real numbers. Then the following are 
equivalent: 
(a) O<o+w’-ww’<l. 
03) Exactly one of the following holds (possibly with w and w’ inter- 
changed ). 
(i) w = 1 and w’ is arbitrary; 
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(ii) w < 1 and o/(w - 1) < w’ < 1; 
(iii) w > 1 and 16 0’ < w/( w - 1). 
Proof. 
0<0$.w’-CU’~1 * OQ(l-o)(l-w’)<l. 
The above is true if and only if one of the following holds (w and w’ are 
interchangeable): 
(i) 1 - w = 0, or o = 1 and w’ is arbitrary. 
(ii) 1 - w > 0 and 0 Q (1 - o’) < l/(1 - w); i.e., w < 1 and w/(o - 1) < 
w’ < 1. 
(iii) l--w<0 and l/(1-w)<(l--w’)<O; i.e., w>l and l<w’< 
o/( w - 1). n 
THEOREM 3.2. Let A = [a,, j] E Cns”, where A has the fom (1.10). Then 
the following are equivalent: 
(a) A is nonsingular H-matrix. 
(b) For all B E G(A) and 0 < w + o’- WW’G 1, we have p(YuT,,) < 1. 
Proof. From (1.7) 
where PW,,a, g,,,,, JPU 0, and go,, are defined as in (2.2). 
Let 
Then Sp,, wI and yw,+,, have the same eigenvalues (see [8, Theorem 21.111). 
If D = o + w’ - wo’, then 9’G,0 = YwP,O_!ZU,O and Pa,; = YO,W,sPO,,. From 
[8, p. 2561, we have 
where 
2Y5= [I-++ w’-W.l’)L] -‘{(l-w)(l-w’)l+(o+o’-ww’)U}. 
The eigenvalues of 9&,, pa,,,, and PG are the same. 
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We write YUttij instead of YU+. if we want to express the dependence 
of Sp,, J on A. The same notation applies to other iterative matrices. Thus we 
have 
(i) p(L$*) < 1 for some (3, 0 < G < 1, if and only if p(YU$) < 1 for w 
and w’ satisfying 0 < (5 Q 1, where LZ = o + w’ - ow’. 
To complete the proof, we use the following additional equivalent state- 
ments given by Varga [6]: 
(ii) A is a nonsingular H-matrix; 
(iii) For all B E O(A), we have p(JB) < p(J”‘*‘) < 1; 
(iv) For all BE O(A) and 0 < 2 < 2/[1+ p(]Js]>], we have ~(9: )<l. 
Now we give the proof of the theorem. 
(a) = (b): If A is nonsingular H-matrix, it follows from (iv) above that 
P(=K?)<l forall O<G<l and BEQ(A). 
Thus from (i), we have p(YU~,,) < 1 for all w and w’ satisfying 0 < o + w’ - 
oo’ G 1 and I? E G(A). 
(b) =. (a): Let p(YUyw.) < 1 for ah w and w’ satisfying 0 < o + o’- ww’ 
< 1 and B = A(A) E Q(A). It is obvious that J”(*) > 0, so by the Stein- 
Rosenberg theorem p(9r-“rcA)) < 1 if and only if p( J”‘*‘) < 1. If w = 1 (or 
o’ = l), then S = 1 and from (i) we have p(L?lM(A)) < 1, which implies that 
p(.YCA’ ) < 1. Hence, condition (iii) is satisfied, and so from (ii) A is a 
nonsingular H-matrix. n 
We remark that if we use w = w’, then we get the result of Alefeld [l] for 
the SSOR method. 
The next theorem is another generalization of Theorem 2 of Alefeld [l]. 
THEOREM 3.3. Let A = [a,, j] be an M-matrix of the form (1.10). Then 
min 
o<o+w’-oo’c1 PP?J = P(~i). 
Proof. Let 
D 
P= 
w+w’-sow’ 
[I - (CJ + id- oo’)L] 
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and 
Q= D 
W+O'-CdwO' 
[I-(o+w'-ow')Z+(o+o'-ow')U] 
= (I- 40 - 4 
D+DU. 
W+O’-UwW’ 
Then A=P-Q and LZ’;=P-lQ. 
From Lemma 3.2, it is easy to see that 
40 - 1 
min 
(l- 4 
= 0<o+w’-C&loo’gl w+w’--ww’ 
min 
o<w+w’<l [ 
-1 
w+w’-~ww’ 1 
occurs when either w = 1 or w’ = 1, in which case (3 = 1. Since p(Y,, ,,) = 
p(P&), the result follows from Theorem 3.15 in [7]. n 
We remark that if we let o = w’ in the above theorem, we get the result 
obtained by Alefeld [l] for the SSOR method. 
Finally, using vectorial norms, we give sufficient conditions for the 
convergence of the USSOR method when A has the form (1.10). 
THEOREM 3.4. Let A E C n,n be a nonsingular matrix of the form (1.10). 
Let p be a vectorial regular norm of dimension k defined over C n and M the 
vectorial norm of a matrix generated by p. 
If 
p*=p(M(L)+M(U))<L 
then the USSOR method is convergent if exactly one of the following 
conditions hold (here w and o’ are interchangeable): 
w = 1 and w’ is arbitray, (3.3) 
0 a 
o<l and -<<‘<l+- 
w-1 1-W’ (3.4) 
a w 
w>l and l+- <a’<- 
1-w 0-l’ (3.5) 
where a = (1 - p*)/(l + p*). 
CONVERGENCE OF SSOR AND USSOR 193 
Proof. As given in Theorem 3.2, we know that the eigenvalues of Y,_, 
are the same as those of PC, where (3 = w + w’ - ww’. The matrix ZG is 
contractive relative to the vectorial norm p if p* < 1 and 0 < r3 < 2/(1+ p*) 
(see [5, Theorem 61). Thus, from Theorem 3 in [5], it follows that ~(2~) -C 1 
if 0 < 3 < 2/(1+ p*). 
It can be shown by a simple generalization of Lemma 3.2 that 0 < (3 < 
2/(1+ p*) if and only if exactly one of the following conditions holds: 
(i) w = 1 and w’ is arbitrary; 
(ii) w < 1 and w/(o - 1) < o’< 1+ a(l- w); 
(iii) o>land l+a/(l--)<w’<w/(w-1). 
Hence Y( Pa, ,,) < 1 if one of the conditions (3.3)-(3.5) holds. n 
As a consequence of this theorem, we have the following corollary. 
COROLLARY 3.5. Zf A E C '*" is a nonsingulur H-matrix of the fm 
(1. lo), then the USSOR method is convergent if exactly one of the conditions 
(3.3)-(3.5) hozds. 
We remark that the intervals of convergence of the previous corollary 
contain the intervals obtained by Krishna in [2]. However in [2], the matrix A 
need not necessarily be of the form (1.10). 
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