We propose and discuss how basic notions (quadratic modules, positive elements, semialgebraic sets, Archimedean orderings) and results (Positivstellensätze) from real algebraic geometry can be generalized to noncommutative * -algebras. A version of Stengle's Positivstellensatz for n×n matrices of real polynomials is proved.
Introduction
In recent years various versions of noncommutative Positivstellensätze have been proved, about free polynomial algebras by J.W. Helton and his coworkers [8] , [9] , [10] and about the Weyl algebra [25] and enveloping algebras of Lie algebras [26] by the author. These results can be considered as very first steps towards a new mathematical field that might be called noncommutative real algebraic geometry.
The aim of this paper is to discuss how some basic concepts and results from real algebraic geometry should look like in the noncommutative setting. This article unifies a series of talks I gave during the past five years at various conferences (Pisa, Marseille, Palo Alto, Banff) and at other places. It should be emphasized that it represents the authors personal view and ideas on this topic. These concepts and ideas exist and will be presented at different levels of exactness and acceptance by the community. Some of them (quadratic modules, positivity by representations, Archimedean orderings) are more or less clear and accepted. The definition of a semialgebraic set seems to be natural as well. Possible formulations of Artin's theorem in the noncommutative case are at a preliminary stage and will be become clearer when more results are known, while others such as the definition of the preorder or a noncommutative formulation of Stengle's theorem require more research before satisfying formulations can be given.
In section 2 we collect some general definitions and notations which are used throughout this paper. In section 3 we set up basic axioms, concepts and examples for noncommutative real algebraic geometry. Roughly speaking, by passing to the noncommutative case the polynomial algebra and the points of R d are replaced by a finitely generated * -algebra and a distinguished family of irreducible * -representations. In section 4 we investigate and discuss possible formulations of Artin's theorem and Stengle's theorem in the noncommutative case. As the main new result of this paper we obtain a version of Stengle's theorem for the algebra of n × n matrices with polynomial entries. Section 5 is devoted to * -algebras with Archimedean quadratic modules. We derive some properties and abstract Positivstellensätze for such * -algebras and develop a variety of examples. In section 6 we show how Pre-Hilbert * -bimodules can be used to transport quadratic modules from one algebra to another. This applies nicely to algebras of matrices and it might have further applications.
I thank Y. Savchuk for helpful discussions on the subject of this paper.
Definitions and Notations
Throughout this article A denotes a real or complex unital * -algebra. By a * -algebra we mean an algebra A over the field K = R or K = C equipped with a mapping a → a * of A into itself, called the involution of A, such that (λa + µb) * =λa * +μb * , (ab) * = b * a * and (a * ) * = a for a, b ∈ A and λ, µ ∈ K. The unit element of A is denoted by 1 and A h := {a ∈ A : a = a * } is the set of hermitian elements of A.
As usual, R[t]=R[t 1 , . . ., t d ] resp. C[t]=C[t 1 , . . ., t d ] are the * -algebras of real resp. complex polynomials in d commuting hermitian indeterminates t 1 , . . ., t d . Set N (p) = {s ∈ C d : p(s) = 0} for p ∈ C[t]. Let M k,n (R) denote the k × nmatrices over a ring R and set M n (R) := M n,n (R).
If a is an operator on a Hilbert space, we denote by D(a) its domain, by R(a) its range, by N (a) its kernel, byā its closure and by a * its adjoint (if they exist). A subset E of D(a) is called a core for a if for each ϕ ∈ D(a) there is a sequence of vectors ϕ n ∈ E such that ϕ n → ϕ and aϕ n → aϕ.
We now turn to some notions on * -representations, see [23] for a treatment of this subject. Let D be a pre-Hilbert space with scalar product ·, · . A * -representation of A on D(π):=D is an algebra homomorphism π of A into the algebra of linear operators mapping D into itself such that π(1)ϕ = ϕ and π(a)ϕ, ψ = ϕ, π(a * )ψ for all ϕ, ψ ∈ D and a ∈ A. Two * -representation π 1 and π 2 are (unitarily) equivalent if there exists an isometric linear mapping U of D(π 1 ) onto D(π 2 ) such that π 2 (a) = U π 1 (a)U A state of A is a linear functional f on A such that f (1) = 1 and f (a * a) ≥ 0 for all a ∈ A. A state f of A is called pure if each state g satisfying g(a * a) ≤ f (a * a) for all a ∈ A is a multiple of f . If π is a * -representation of A and ϕ ∈ D(π) is a unit vector, then f (·) := π(·)ϕ, ϕ is a state of A. 
We recall two standard definitions from real algebraic geometry (see e.g. [1] , [18] or [15] ). Suppose B is a commutative unital algebra over K = R, C. LetB denote the set of all homomorphisms of B into K. We write f (s) := s(f ) for f ∈ B and s ∈B. If B = R[t 1 , . . . , t d ], then each element ofB is given by the evaluation at some point of
is a k-tuple of elements f j ∈ B, the basic closed semialgebraic set K f and the preorder T f associated with f are defined by
3 Basic Concepts of Noncommutative Real Algebraic Geometry
Two Main Ingredients of Noncommutative Real Algebraic Geometry
The first main ingredient of real algebraic geometry is the algebra R[t 1 , . . ., t d ] of polynomials or the coordinate algebra R[V ] of a real algebraic variety. Its counter-part in the noncommutative case is a
• finitely generated real or complex unital * -algebra A.
In real algebraic geometry elements of the algebras R[t 1 , . . ., t d ] or R[V ] are evaluated at points of R d or of V . As the noncommutative substitute for the set of point evaluations we assume that we have a given distinguished
• family R of equivalence classes of irreducible * -representations of A.
Elements of R can be interpreted as "points" of a "noncommutative space".
One could also take a family of pure states on A instead of representations. The GNS-representation of a pure state is irreducible ([23],8.6.8). The converse is valid for bounded representations on a Hilbert space.
If π is a * -representation of A and a ∈ A h , we write π(a) ≥ 0 if and only if π(a)ϕ, ϕ ≥ 0 f or all ϕ ∈ D(π).
This may be considered as a generalization of the positivity f (t) ≥ 0 of the point evaluation of f ∈ R[t] at t ∈ R d . Let us collect a number of important examples.
Example 1 Commutative polynomial algebras
The * -algebra for "ordinary" real algebraic geometry is the real * -algebra A = R[t 1 , . . ., t d ] with trivial involution a * =a. One can also take the complex * -algebra A = C[t 1 , . . ., t d ] with involution defined by p * (t):= α c α t α for p(t)= α c α t α . Let R ∼ = R d be the set of point evaluation, that is, R = {π t : t ∈ R d }, where π t (p) = p(t) for p ∈ A.
•
and involution defined by (a k ) * =a −k for k=1, . . . , d. For the Weyl algebra W(d) the set R consists of a single element π 0 , the Bargmann-Fock representation. It is described by the actions of generators on an orthonormal basis {e n ; n ∈ N d 0 } of the Hilbert space given by
Here 1 k is the d-tuple with 1 at the k-th place and 0 otherwise and e n−1 k :=0 when n k = 0. The domain D(π 0 ) consist of all sums ϕ n e n such that n
Example 3 Enveloping algebras
Let E(G) be the complex universal enveloping algebra of a finite dimensional real Lie algebra G. Then E(G) is a * -algebra with involution given by
There is a simply connected Lie group G having G as its Lie algebra. Let G denote the unitary dual of G, that is,Ĝ is the set of equivalence classes of irreducible unitary representations of G. For each α ∈Ĝ we fix a representation U α of the class α. Each representation U α of G gives rise to an irreducible * -representation dU α of the * -algebra E(G), see e.g. [23] , 10.1, for details. The irreducibility of dU α follows from [23] , 10.2.18.
As R we take the family {dU α ; α∈Ĝ} of * -representations of E(G).
Example 4 Free polynomial algebras
For d ∈ N, let A = C t 1 , . . . , t d be the free unital complex algebra with d generators t 1 , . . . , t d . It is a * -algebra with involution determined by t *
Let R be the equivalence classes of all irreducible representations by bounded operators on a Hilbert space. We may also take the families R 1 of equivalence classes of π in R which act on a fixed (sufficiently large) Hilbert space or R 2 of equivalence classes of finite dimensional representations in R. Since the * -algebra is free, each d-tuple of bounded selfadjoint operators T j on a Hilbert space H defines a * -representation π on H by π(t j ) = T j .
Often it is convenient to use the * -algebra A 0 =C z 1 , . . ., z d , w 1 , . . ., w d with involution given by z * j := w j . Clearly, A 0 is * -isomorphic to A with a * -isomorphism determined by z j → t j + it d+j , j=1, . . . ,d.
Example 5
Matrix algebras over commutative * -algebras Suppose that B is a commutative unital * -algebra. Let A be the matrix * -algebra M n (B) with involution (b ij ) * = (b * ji ) and R the set {ρ s ; s ∈ R d } of irreducible * -representations ρ s :A → A(s), where the matrix A(s) acts as linear operator on the Hilbert space K d in the usual way. * -Subalgebras of matrix * -algebras M n (B) provide a large class of interesting * -algebras for noncommutative real algebraic geometry. Example 10 below is one of such examples. More can be found in the book [17] .
How a possible new theory as noncommutative real algebraic geometry will evolve in future depends essentially on what will be considered as typical examples and fundamental problems. Positivstellensätze should be one of the basic problems to be studied. * -Subalgebras of matrix algebras over commutative * -algebras (see Example 5) will lead to a theory that is closest to real algebraic geometry. They might be studied first. Weyl algebras and enveloping algebras (and some algebras from subsection 5.4) are interesting but challenging classes of examples. It is likely that a theory based on these examples will be very different from the classical theory. All elements a * a, where a ∈ A, are called squares of A. The wedge
Quadratic Modules and Orderings
of finite sums of squares is obviously the smallest quadratic module of A. If S is a family of * -representations of A, then
is a quadratic module of A. The interplay between quadratic modules which are defined in algebraic terms (such as A 2 ) and those which are defined by means of * -representations (such as A(S) + ) is one of the most interesting challenge for the theory.
The following polarization identities are useful. For a, x, y∈A, we have 4x
From (7), applied with a=y=1, and (6) we easily conclude that
for any quadratic module C. Of course, for (6) and for the second equalitiy of (8) one has to assume that A is a complex * -algebra.
A quadratic module C is called proper if C = A h . By (7), C is proper iff −1 is not in C. A proper quadratic module C of A is called maximal if there is no proper quadratic moduleC of A such that C ⊆C and C =C.
If C is a maximal proper quadratic module of a commutative unital ring A, then C ∩ (−C) is a prime ideal and C ∪ (−C) = A. In the noncommutative case the second assertion is not true, for the first we have the following theorem due to J. Cimpric [2] . 
Proof. (i) Clearly, I C is * -invariant and C 0 is a real vector subspace. If a ∈ C 0 and x ∈ A, then (x * +i k y) * a(y * +i k y) ∈ C 0 for k=0, 1, 2, 3 by (5) and hence 4xay ∈ C 0 + iC 0 =I C by (6) . Thus A · C 0 · A ⊆ J C and hence A · I C · A ⊆ I C . (ii) [2] , Theorem 1 and Remark on p.5.
Noncommutative Semialgebraic Sets
Let R be a family of (equivalence classes) of * -representations of A.
Definition 2 A subset K of R is semialgebraic if it is a finite Boolean combination (that is, using unions, intersections and complements) of sets
Let f = (f 1 , . . ., f k ) be a k-tuple of elements of A h , where f 1 = 1. We define the basic closed semialgebraic set associated with f by
and the associated wedges
Then P(f ) and C(f ) are quadratic modules such that C(f ) ⊆ P(f ) and C(f ) is the smallest quadratic module that contains all elements f 1 , . . . , f k . In general we cannot add mixed products f j f l to the wedge C(f ), because f j f l is not hermitian if f j and f l do not commute.
Example 6 Commutative polynomial algebras
If A and R are as in Example 1, semialgebraic sets, algebraic sets, and basic closed semialgebraic sets according to the preceding definitions are just the ordinary ones in real algebraic geometry [1] , [18] [15] and P(f ) is the wedge of nonnegative real polynomials on K(f ). Since C(f ) is in general not closed under multiplication, it is not a preorder. If we replace f by the tuplef of all products
Example 7 Free polynomial algebras
. . ,, w d be the * -algebras from Example 4 and let R be the family of all bounded * -representations of A resp. A 0 on a separable Hilbert space. Then the basic semialgebraic set K(f ) for A defined by (9) corresponds precisely to the positivity domain D f of f according to J. Helton and S. McCullough [9] . For the polynomial
Then the elements of the algebraic set Z(f ) for A 0 is in one-to-one correspondence with representations of the Cuntz algebra O d .
The Role of Well-Behaved Unbounded Representations
In this subsection we will show that in case of unbounded * -representations one has to select "good" * -representations rather than taking all (irreducible) * -representations as R. Let τ st denote the finest locally convex topology on a vector space. Proposition 3 Let A be a countably generated complex unital * -algebra such that
For any a ∈ A h the following are equivalent:
(ii): π(a) ≥ 0 for all * -representations π of A.
(ii)→(iv) and (iii)→(iv): We apply (ii) resp. (iii) to the GNS representation π f of the state f and use formula (1) . Note that the GNS representation π f is irreducible if the state f is pure ( [23] , Corollary 8.6.8). (iv)→(i): Assume to the contrary that a is not in A 2 . By the separation theorem for convex sets (see e.g. [21] , II.9.2), applied to the compact set {a} and the closed (!) convex set A 2 of the locally convex space
2 is a wedge, the infimum is zero, so we have g(a) < 0 and g( A 2 ) ≥ 0. The latter implies that the Cauchy-Schwarz inequality holds. Therefore, 0 = |g(a)| 2 ≤ g(1)g(a 2 ) which yields g(1) > 0. Extending the R-linear functional g(1)
−1 g on A h to a C-linear functional f on A, we obtain a state f such that f (a) < 0. (v)→(iv): Since A is countably generated, the assumptions of Theorem 12.4.7 in [23] are satisfied. By this theorem, each state of A is an integral over pure states. This in turn gives the implication (v)→(iv). Since the implications (ii)→(iii) and (iv)→(v) are trivial, the equivalence of (i)-(v) is proved.
Let A be one of * -algebras from Proposition 2. Since then A 2 is τ st -closed, Proposition 3 applies and states that the sums of squares in A are precisely those elements which are nonnegative in all irreducible * -representations (or for all pure states) of A. In particular, there is no difference between the commutative * -algebra C[t 1 , . . . , t d ] and the free * -algebra C t 1 , . . . , t d in this respect. In order to get an interesting theory in the spirit of classical real algebraic geometry one has to select a distinguished class R of well-behaved * -representations rather taking all irreducible * -representations. For the * -algebras
and E(G) families R of such representations has been chosen in Examples 1-3. It should be noted that there is no general procedure for finding well-behaved representations of arbitrary * -algebras. Using essentially the τ st -closedness of the cone C t 1 , . . ., t d 2 proved in [22] we give a short proof of the following theorem due to Helton [8] .
Proof. Let π be a * -representation of A and ϕ ∈ D(π). By Proposition 3,(ii)→(i), it suffices to show that there is a finite dimensional * -representation ρ such that ϕ ∈ D(ρ) and π(a)ϕ, ϕ = ρ(a)ϕ, ϕ . This is easily done as follows. Let A k be the vector space of polynomials of degree less than k. We choose k such that a ∈ A k . Let P denote the projection of the Hilbert space H on the finite dimensional subspace π(A k )ϕ. Since
4 Positivstellensätze for General * -Algebras 
is not nonnegative, since π 0 (N −1)e 0 , e 0 = −1 for the vacuum vector e 0 .
• Example 9 Let A be the * -algebra with a single generator a and defining relation a * a = 1. Then p 0 := 1−aa * is a nonzero projection in A and we have p 0 axa * p 0 = 0 ∈ A 2 for arbitrary x ∈ A. But elements of the form axa * are in general not nonnegative in * -representations of A.
• For a reasonable generalization of Artin's theorem one should add conditions which ensure that π(a) ≥ 0 for π ∈ R. In the commutative case c can be chosen such that the zero set N (c) is contained in the zero set N (a). (This follows, for instance, from Stengle's Positivstellensatz.) It seems to be natural to require a generalization of this condition in the noncommutative case as well. Thus, our first version of a noncommutative generalization of Artin's theorem for A and R is the following assertion:
For each a ∈ A h such that π(a) ≥ 0 for all π ∈ R there exists an element c ∈ A such that
Let a ∈ A h and suppose conversely that there exists a c ∈ A such that (12) and (13) hold. For π ∈ R we put
* ) and ψ ∈ D(π), using condition (13) we obtain
where the last inequality follows at once from condition (12) . (13) by the following technical condition:
In many cases it is difficult to decide whether or nor (13) can be satisfied. We now formulate another condition which is often easier to verify. Let Ψ(c) denote the set of all finite sums of linear functionals of the form π(·)π(c)ϕ, π(c)ϕ on A, where π ∈ R and ϕ ∈ D(π). By our second version of a noncommutative generalization of Artin's theorem we mean that assertion (12) and the following density condition (15) hold:
For each π ∈ R and ψ ∈ D(π) the functional π(·)ψ, ψ on A is the weak limit of a net of functionals from Ψ(c).
Since (12) obviously implies that π(a) ≥ 0 on π(c)D(π), it follows from (12) and (15) that π(a) ≥ 0 on D(π) for all π ∈ R. Clearly, if suffices to assume (15) for vectors ψ from a core for π(a) rather than for all ψ ∈ D(π).
We give an example for this second version. This example is due to Y. Savchuk and details of proofs will appear in his forthcoming thesis.
Example 10 Let A be the complex * -algebra with a generator a and defining relation a * a + aa * = 1. All * -representations of A act by bounded operators. Let R be the equivalence classes of all irreducible * -representations. They are formed by series ρ α,ϕ , where α ∈ [0, 1/2), ϕ ∈ [0, 2π), of 2-dimensional representations and ρ ϕ , where ϕ ∈ [0, 2π), of 1-dimensional representations. These representations act on the generator a by 
Generalizations of Stengle's Theorem to General * -Algebras
As already noted in subsection 3.3 the usual definition of the preorder does not make sense in the noncommutative case, because the product of noncommuting hermitian elements is not hermitian. For arbitrary * -algebras and semialgebraic sets I don't know how a proper generalization of the preorder might look like. In this subsection we propose one possible way to remedy this difficulty by reducing the problem to some appropriate commutative * -subalgebra. Our guiding examples for this method are * -subalgebras of matrix algebras M n (B) (Example 5). Let Z(A) be the center of A and let Z denote the set of nonzero elements of the wedge Z(A) 2 . We shall assume the following: If az = 0 for some a ∈ A and z ∈ Z(A), then a = 0 or z = 0.
Obviously, this is fulfilled if A has no zero divisors.
Definition 3 For a 1 , a 2 ∈ A h , we write a 1 ∼a 2 if there exist elements s 1 , s 2 ∈ Z , z ∈ Z(A) and x ± ∈ A such that
Lemma 6 " ∼ " is an equivalence relation on A h .
Proof. Suppose a 1 ∼ a 2 . Multiplying the second equation of (16) by x − from the left and by x * − from the right and using the first equations we get
Since s 2 zz * ∈ Z , the latter means that a 2 ∼ a 1 . Suppose a 1 ∼ a 2 and a 2 ∼ a 3 . Then there are elements s 1 , s 2 , s 3 , s 4 ∈ Z , x + , x − , y + , y − ∈ A and z, w ∈ Z(A) such that x − x + = x + x − = z, y − y + = y + y − = w, s 1 a 1 = s 2 x + a 2 x * + , s 3 a 2 = s 4 y + a 3 y * + . Setting u − := y − x − ,
The relation ∼ is extended to tuples a=(a 1 , . . . , a n ) and b=(b 1
To begin with the setup for Stengle's theorem, let us fix a k-tuple f = (f 1 , . . . , f k ) of elements f j ∈ A h . Let a be an element of A h which is nonnegative on the semialgebraic set K(f ), that is, π(a) ≥ 0 for π ∈ K(f ).
Suppose there exist a finitely generated commutative real subalgebra B of A h such that the following assumptions are fulfilled: Recall that K(b) is the noncommutative semialgebraic set defined by (9) and K b = {s ∈B : b 1 (s) ≥ 0, . . ., b r (s) ≥ 0} is the "ordinary" semialgebraic set for the commutative real algebra B defined by (2) .
We now derive our noncommutative version of Stengle's theorem. By assumption (I), we have f + ∼ b and a ∼ + c. The relation f + ∼ b implies that the two semialgebraic sets K(f ) and K(b) of A coincide. Since a ∼ + c, we have π(c j ) ≥ 0 for all π ∈ K(f ) = K(b) and j=1, . . ., m. Therefore, by assumption (II), c j ≥ 0 on K b . Let T b denote the preorder (3) for the commutative algebra B. By Stengle's theorem, applied to K b and T b , there exist elements g j , h j ∈ T b and numbers n j ∈ N such that
Since c j ∼ a and b l ∼ f l , there exist elements s 1j , s 2j , s 3l , s 4l ∈ Z and x +j , y +l ∈ A such that s 1j c j = s 2j x +j ax * +j and s 3l b j = s 4l y +l f l y * +l . Put s 3 :=s 31 · · · s 3r . Multiplying (17) 
for j=1, . . ., m. Set p j :=s 3 g j s 2nj 1j s 2j . Let T (f ) denote the quadratic module of A generated by the preorder T b of B. Since s 3 g j and s 3 h j belong to T (f ), p j ∈ T (f ). Hence the right-hand side of (18) is in T (f ), so we have
That is, there exist elements p j ∈ T (f ) and x +j ∈ A such that (19) holds. We consider this statement (and likewise the more precise equalities (18)) as a noncommutative version of Stengle's theorem. We now turn to the converse direction, that is, we show that our version of Stengle's theorem implies that π(a) ≥ 0 for all π ∈ K(f ) . For suppose that (18) is satisfied for j = 1, . . ., m with s 1j , s 2j , s 3 , g j , h j , x +j as above. Then, since (18) is nothing but (17) multiplied by s 2nj +1 1j s 3 , equation (17) holds, so each element c j is nonnegative on the set K b . Therefore, by assumption (II) we have π(c j ) ≥ 0 for all π ∈ K(b) = K(f ). Since c ∼ + a by assumption (I), it follows that π(a) ≥ 0 for all π ∈ K(f ).
We close this subsection by discussing assumption (II). The following simple example shows that it is not always satisfied.
Example 11 Let B be the * -algebra C[t] of complex polynomials in one hermitean indeterminate t. From the moment problem theory it is known that there exists a state f on B such that f (t 3 pp) ≥ 0 for all p ∈ B and f (tp 2 0 ) < 0 for some p 0 ∈ B h . For the GNS representation π f of f we then have π f (t 3 ) ≥ 0 and π f (t) ≥ 0. Therefore, if the family R contains π f , then t ∈ K(t 3 ), but t ∈ K t 3 = [0, ∞).
The converse direction fails if R is to "small". For instance, if we take
• Proof. Since π ∈ R is bounded, it is a direct sum of cyclic representations. Hence we can assume without loss of generality that each π ∈ R has a cyclic vector ϕ π . Then µ π (·) := E π (·)ϕ π , ϕ π defines a positive Borel measure on R d such that supp E π = supp µ π . From the spectral theorem we obtain
Suppose that c ∈ B h ∼ = R[y 1 , . . . ,
Since the polynomials are uniformly dense in the continuous function on the compact set suppµ π , it follows that π(c) ≥ 0 if and only if supp µ π ⊆ K c . (20) . Conversely, if a ∈ K(b), then supp µ π ⊆ K a for all π ∈ R such that supp µ π ⊆ K b . By assumption K b is the union of all sets supp µ π = supp E π which are contained in K b . Hence K b ⊆ K a which in turn yields a ∈ K b .
This implies that
K(b) = {π ∈ R : supp µ π ⊆ K b }. Therefore, if a ∈ K b , then a ∈ K(b) by
Diagonalization of Matrices with Polynomial Entries
In the rest of this section, A is the real * -algebra M n (R[t]) of n × n-matrices over R We begin with some notation. If i=(i 1 , . . ., i p ) and j=(j 1 , . . ., j p ) are p-tuples of integers such that 1 ≤ i 1 < · · · < i p ≤ n and 1 ≤ j 1 < · · · < j p ≤ n and A ∈ A, then M 
Set (21) we obtain
That is, we have shown that for any matrix A ∈ S n (R[t]) in standard form (that is, rank A = r and M 1 = 0, . . . , M r = 0) there exists a diagonal matrix D ∈ M n (R[t]) such that A ∼ D and the corresponding matrices X ± can be chosen to be lower triangular.
We now turn to arbitrary matrices in S n (R[t]). Our aim is to prove Proposition 8 below. The main technical ingredient for this proof is the following procedure for block matrices over a ring R. We write a matrix A ∈ S n (R), n ≥ 2, as
and put
Then we have
Proof. Let i, j ∈ {1, . . . , n}, i ≤ j. Put a ii = a ii and a ij = a ij + 1 2 (a ii + a jj ) if i < j. We first show that there is an orthogonal matrix T ij ∈ M n (R) such that
For l ∈ {2, . . . , n}, let P l denote the permutation matrix which permutes the first row and the l-th row. Setting T 11 = I and T ii = P i for i = 2, . . . , n, (26) holds for i = j. Now suppose i < j. Let S = (s kl ) ∈ M n (R) be the matrix with s ii = s ij = s ji = 2 −1/2 , s jj = −2 1/2 , s ll = 1 if l = i, j and s kl = 0 otherwise. Set T ij = T ii S. One easily checks that T ij is orthogonal and (26) is satisfied for i < j. Now we apply the above procedure to the block matrix A ij := T ij AT t ij , i ≤ j, given by (26) . Let A ij , X ±,ij denote the corresponding matrices. Then there is a matrix B ij ∈ S n−1 (R[t]) such that
We claim that for any s ∈ R d , A(s) ≥ 0 if and only if a ij (s) ≥ 0 and B ij (s) ≥ 0 for all i, j ∈ {1, . . . , n}, i ≤ j. Applying the same reasoning to the matrices B ij instead of A and proceeding by induction we obtain after at most n−1 steps a finite sequence of diagonal matrices having the desired properties.
Corollary 9 For each matrix
. . , r, r ≤ n, and matrices
Proof. Since A = 0, a ij = 0 for some i, j. We apply the above procedure to the matrix B ij from (27) and proceed by induction until the corresponding matrix B ij is identically zero.
Remark. Suppose that A ∈ S n (R[t]), A = 0. Because the rank r of A is the column rank and the row rank it follows that A has a non-zero principal minor of order r. Hence, there exists a permutation matrix P such that M r (P AP t ) = 0. But it may happen that all principal minors of order r−1 of P AP t vanish, so P AP t is not in standard form. A simple example is 
Artin's Theorem and Stengle's Theorem for Matrices of Polynomials
From Corollary 9 and Proposition 8 we easily derive versions of Artin's theorem and Stengle's theorem for matrices of polynomials. The next proposition is Artin's theorem for matrices of polynomials. It was first proved in [7] and somewhat later also in [19] .
Proof.
, the assertion follows at once by applying Artin's theorem for polynomials to the diagonal entries d 1 , . . . , d r and multiplying by the product of denumerators.
is limit of a sequence of points s n such that c(s n ) = 0. Then each vector state of ρ s is weak limit of vector states of ρ sn with vectors from c(s n )R d . Since these functionals belong to the set Ψ(c), condition (15) is fulfilled and the second version of Artin's theorem holds.
We now turn to Stengle's theorem and apply the setup of subsection 4.2 to the * -algebra A = M n (R[t]) and its commutative * -subalgebra B of diagonal matrices. Let F = (F 1 , . . . , F k ) be a k-tuple of elements from S n (R[t]) and let 
. . , b jn be the diagonal entries of B j . Since B contains all permuted diagonal matrices, the set K:={s ∈ R d : b 1l (s) ≥ 0, . . . , b rl (s) ≥ 0} does not depend on l=1, . . . , n. Hence we have K(B) = {ρ s : s ∈ K} and K B = {h i,s : s ∈ K} which implies that assumption (II) is fulfilled. Therefore the version of Stengle's theorem stated in subsection 4.2 is valid. Recall that T (F ) is the quadratic module of A generated by all products B i1 · · · B i l , where 1 ≤ i 1 < i 2 < . . . i l ≤ r. We may consider T (F ) as a noncommutative substitute of the preorder associated with F . Since T (F ) depends on the particular diagonalizations of F j , it is neither uniquely nor canonically associated with F .
Archimedean Quadratic Modules
In this section A is complex unital * -algebra. Then we have A = A h + iA h be writing a ∈ A as a = a 1 + ia 2 , where a 1 = Re a := (a * +a)/2, a 2 = Im a := i(a * −a)/2.
Definition and Simple Properties
Let C be a quadratic module of A. We denote by A b (C) the set of all elements a ∈ A for which exists a a number λ a > 0 such that λ a ·1 ± Re a ∈ C and λ a ·1 ± Im a ∈ C.
The following proposition was proved in [25] and in [3] .
We call A b (C) the * -subalgebra of C-bounded elements of A. In the case C = A 2 we denote A b (C) by A b . Note that A b (C) is the counter-part of the ring of bounded elements (see [27] , [16] ) in real algebraic geometry.
The main notion in this section is the following.
Definition 5 A quadratic module C of A is called Archimedean if for each element a ∈ A h there exists a λ > 0 such that λ·1 − a ∈ C and λ·1 + a ∈ C.
Let C be a quadratic module of A. By the definition of A b (C) the quadratic module C b :=C ∩ A b (C) of the * -algebra A b (C) is Archimedean. Obviously, C is Archimedean if and only if A b (C) = A. In order to prove that a quadratic module C is Archimedean, by Proposition 11(i) it suffices to show that a set of generators of A is in A b (C). This fact is essentially used in proving Archimedeaness for all corresponding examples in this section.
Clearly, C is Archimedean if and only if 1 is an order unit (see [12] ) of the corresponding ordered vector space (A h , ).
Recall that a point x of a subset M of a real vector space E is called an internal point of M if for any y ∈ E there exists a number ε y > 0 such that x + λy ∈ M for all λ ∈ R, |λ| ≤ ε y . Let M
• denote the set of internal points of M .
Since order units and internal points coincide [12] , C is Archimedean if and only if 1 is an internal point of C. The existence of an internal point is the crucial assumption for Eidelheit's separation theorem for convex sets. Let us say that a * -representation π is C-positive if π(c) ≥ 0 for all c ∈ C. −1 f to a C-linear functional on A which is denoted again by F . Since A 2 ⊆ C, F is a state of the * -algebra A. Let π F denote the GNS-representation of F . For c ∈ C and a ∈ A, we have a * ca ∈ C and hence F (a * ca) = f (1) −1 f (a * ca) ≥ 0. Therefore, using formula (1) we obtain
that is, π F (c) ≥ 0 and π F is C-positive.
Lemma 13
If C is an Archimedean quadratic module and π is a C-positive * -representation of A, then all operators π(a), a ∈ A, are bounded.
Proof. Let a ∈ A. Since C is Archimedean, by Proposition 11(ii) there exists a positive number λ such that λ·1 − a * a ∈ C. Therefore,
and hence π(a)ϕ ≤ λ 1/2 ϕ for all ϕ ∈ D(π).
Definition 6 A * -algebra A is called algebraically bounded if the quadratic module A 2 is Archimedean.
Since * -representations are always A 2 -positive, each * -representation of an algebraically bounded * -algebra acts by bounded operators.
Abstract Positivstellensätze for Archimedean Quadratic Modules
For the following three propositions we assume that C is an Archimedean quadratic module of A.
Proposition 14
For any element a ∈ A h the following are equivalent:
(ii) π(a) ≥ 0 for each C-positive * -representation π of A.
Proof. The implications (i)→(ii)→(iii) are clear. To prove that (iii) implies (i) let us assume to the contrary that a + ε · 1 is not in C for some ε > 0. Applying Lemma 12 with B := {a + ε · 1} yields a C-positive state f such that f (a + ε · 1) ≤ 0. Then we have f (a) < 0 which contradicts (iii).
Proposition 15
For a ∈ A h the following conditions are equivalent:
(ii) For each C-positive * -representation π of A there exists a number
Proof. As above, (i)→(ii)→(iii) is obvious. We prove (iii)→(i). Assume that (i) does not hold. We apply Lemma 12 to the Archimedean quadratic modulẽ C = R + ·1 + C and B = {a} and obtain aC-positive state f on A such that f (a) ≤ 0. Since f is also C-positive, this contradicts (iii).
The assertion of next proposition I have learned from J. Cimpric' talk at the Marseille conference, March 2005.
Now we out
Hence there exist numbers c > 0 and k ∈ N such that g 2cp k . Combining the latter with (31), we get p
Using the preceding result we now give a new and elementary proof of the author's Positivstellensatz [24] .
Proof. Assume to the contrary that q is not in T f . By Proposition 17, T f is Archimedean. Therefore, by Lemma 12 there exists a T f -positive state F on A such that F (q) ≤ 0. Let p denote the supremum of p ∈ R[t] on the compact set K f . Our first aim is to show that F is · -continuous.
For let p ∈ R[t]. Fix ε>0 and put λ:= p +ε. We define a state F 1 on the polynomials in one hermitian indeterminate x by F 1 (x n ) := F (p n ), n ∈ N 0 . By the solution of the Hamburger moment problem there exists a positive Borel measure ν on R such that F 1 (x n ) = s n dν(s), n ∈ N 0 . For γ > λ let χ γ denote the characteristic function of (−∞, −γ] ∪ [γ, +∞). Since λ 2 − p 2 > 0 on K f , we have p 
for all n∈N. Since γ > λ, the preceding implies that χ γ dν = 0. Therefore, supp ν ⊆ [−λ, λ]. Using the Cauchy-Schwarz inequality for F we obtain
Letting ε → 0, we get
Since q > 0 on the compact set K f , there is a positive number δ such that q − δ ≥ 0 on K f . By the classical Weierstrass theorem the continuous function q(s) − δ on K f is uniform limit of a sequence of polynomials p n ∈ R[t]. Then lim n p 2 n − q + δ = 0 and hence lim n F (p Remarks. 1. That for compact sets K f the preorder T f is Archimedean was first shown by T. Wörmann [28] . 2. Shortly after the Positivstellensatz [24] appeared, A. Prestel observed that there is a small gap in the proof. (It has to be shown that the functional G n+1 occuring therein is nontrivial.) This was immediately repaired by the author and it was precisely the reasoning used in the proof of Proposition 17 that filled this gap. 3. Having Proposition 17 there are various ways to prove Theorem 18. One can use the spectral theorem as in [24] , the Kadison-Dubois theorem as in [28] or Jabobi's theorem [11] .
Examples of Archimedean Quadratic Modules
Example 12 Veronese Map Let A be the complex * -algebra of rational functions generated by
,
0 for k, l=1, . . . , d, it follows from Proposition 11 that x kl ∈ A b and hence A b = A. That is, the quadratic module A 2 is Archimedean and A is algebraically bounded. This algebra has been used by M.Putinar and F. Vasilescu in [20] .
• A large class of algebraically bounded * -algebras is provided by coordinate * -algebras of compact quantum groups and quantum spaces.
Example 13 Compact quantum group algebras
Any compact quantum group algebra A (see e.g. [13] , p.415) is linear span of matrix elements of finite dimensional unitary corepresentations. These matrix elements v kl with respect an orthonormal basis satisfy the relation The simplest example is the quantum group SU q (2), q ∈ R. The corresponding * -algebra has two generators a and c and defining relations ac = qca, c * c = cc
From the last relation we see that a and c are in
Example 14 Compact quantum spaces
Many compact quantum spaces have algebraically bounded coordinate * -algebras A. Famous examples are the so-called quantum spheres, see e.g. [13] , p. 449. One of the defining relations of the * -algebra A is n k=1 z k z * k = 1 for the generators z 1 , . . ., z n . Hence we have A b = A. The simplest example is the * -algebra A with generators a and defining relation aa * + qa * a = 1, where q > 0.
• Weyl algebras and enveloping algebras are not algebraically bounded, but they do have algebraically bounded fraction * -algebras. The fraction algebras of the next two examples have been the main technical tools in the proofs of a strict Positivstellensatz in [25] and in [26] .
Example 15 A fraction algebra for the Weyl algebra Let W(d) be the Weyl algebra (Example 2) and set N = a *
Let us fix real number α which is not an integer. Let A be the * -subalgebra of the fraction algebra of W(d) generated by the elements
, and y n := (N + (α + n)1)
where a 0 := 1. Then A is algebraically bounded ( [25] , Lemma 3.1).
Example 16 A fraction algebra for enveloping algebras
Let E(G) be the complex universal enveloping algebra of a Lie algebra G (Example 3). We fix a basis {x 1 , . . . , x d } of the real vector space G and put
Let A be the unital * -subalgebra of the fraction algebra of E(G) generated by the elements x kl := x k x l a −1 , k, l=0, . . . , d, where x 0 := 1. As shown in [26] , A is algebraically bounded.
Transport of Quadratic Modules by Pre-Hilbert * -Bimodules
Let A and B be complex unital * -algebras. We shall show how A−B-bimodules equipped with A-and B-valued sesquilinear forms can be used to move quadratic modules from one algebra to the other. Our assumptions (i)-(ix) are close to the axioms of equivalence bimodules in the theory of Hilbert C * -modules (see [14] , 1.5.3).
Let X be a left A-module and a right B-module such that (a·x)·b = a·(x·b) for a ∈ A, b ∈ B and x ∈ X . Suppose that there is a sesquilinear map ·, · B : X × X → B which is conjugate linear in the first variable and satisfies the following conditions for x, y ∈ X , b ∈ B, and a ∈ A: For a quadratic module C of A, let C X denote the set of finite sums of elements a·x, x B , where a ∈ C and x ∈ X .
Lemma 19 C X is a quadratic module of the * -algebra B.
Proof. From (i) and (iii) it follows that C X is contained in B h . Obviously, C X is a wedge. Since the unit of A is in C, (iv) implies that the unit of B is in C X . Let b ∈ B, c ∈ C and x ∈ X . Using conditions (ii) and (i) and the bimodule axiom (a·x)·b = a·(x·b) we obtain b * a·x, x B b = b * a·x, x·b B = ( x·b, a·x B b) * = ( x·b, (a·x)·b B ) * = x·b, a·(x·b) B ) * = a·(x·b), (x·b) B .
Hence C X satisfies (5) and C X is a quadratic module.
Suppose that ·, · A : X × X → A is a sesquilinear map which is conjugate linear in the second variable such that for x, y ∈ X , b ∈ B and a ∈ A: For a quadratic module P of B, let X P denote the finite sums of elements y, y·b A , where b ∈ P and y ∈ X . A similar reasoning as in the proof of Lemma 19 shows X P is a quadratic module for A. Finally, we assume the following compatibility condition:
(ix) x, y A · z = x · y, z B for all x, y, z ∈ X .
Proposition 20 If C is a quadratic module of A and P is a quadratic module of B, then we have X (C X ) ⊆ C and ( X P) X ⊆ P.
Proof. We prove only the first inclusion. Since X (C X ) consists of sums of elements of the form y, y· a·x, x B A , where a ∈ C and x, y ∈ X , it suffices to show that these elements are in C. We compute y, y· a·x, x B A = y· x, a·x B , y A = y, x A ·(a·x), y A = y, x A a·x, y A = ( x, y A ) * a x, y A , where the first equality follows from assumptions (vii) and (i), the second from (ix), the third from (vi), and the fourth from (v) and (vi). By (5) the terms on the right hand side of the preceding equations is in C.
We illustrate these general constructions by an important example.
Example 17 Quadratic modules of k-positive n × n matrices Let R be a unital * -algebra. Set A=M k (R), B=M n (R), and X =M kn (R). Then X is an A−B-bimodule with module operations defined by the left resp. right multiplications of matrices and equipped with B-resp. A-valued "scalar products" x, y B := x * y and x, y A := xy * for x, y ∈ X . With these definitions all assumptions (i)-(ix) are satisfied.
If C and P are quadratic modules for A=M k (R) and B=M n (R), respectively,, then the quadratic module C X and X P are given by C n,k := C X = { s l=1 x * l a l x l ; a l ∈ C, x l ∈ M kn (R), s ∈ N } , (33) P k,n := X P = { s l=1 y l b l y * l ; b l ∈ P, y l ∈ M kn (R), s ∈ N } . Now we specialize the preceding by setting R=C[t 1 , . . ., t d ]. Let C be the set M k (C[t] ) + of hermitian k × k matrices over C[t] which are positive semidefinite for all s ∈ R d . Put C n,0 := B 2 . From (33) we obtain an increasing chain of quadratic modules C n,0 ⊆ C n,1 ⊆ C n,2 ⊆ · · · ⊆ C n,n
of B=M n (C[t]). Matrices belonging to C n,k will be called k-positive. If d = 1 and a ∈ C n,n , then the matrix a is positive semidefinite on R and hence of the form a = b * b for some b ∈ M n (C[t]) [4] . Therefore all quadratic modules in (34) coincide with M n (C[t]) 2 . Suppose now that d ≥ 2. As shown in [5] , the matrix 1 + t . is in C 2,2 , but not in C 2,1 . For d ≥ 2 we have a sequence C n,k of intermediate quadratic modules between the two extremes C n,0 = M n (C[t]) 2 and C n,n = M n (C[t]) + . These quadratic modules are used in Hilbert space representation theory to characterize k-positive representations of the polynomial algebra C[t 1 , . . ., t d ] (see [5] and [23] , Proposition 11.2.5).
