ABSTRACT. Singular perturbation methods are applied to show a bifurcation of traveling pulse waves from front and back waves with the same velocity. In our proof, the behavior of the stable and unstable manifolds with respect to the equilibrium points as they cross are given, and these play an essential part in proving the existence and stability properties of traveling pulse waves.
Introduction
In the framework of nonequilibrium systems, reaction-diffusion systems have been proposed to model spatial and temporal pattern dynamics in the fields of chemical reactions, neurophysiology, morphogenesis, combustion, solidification, etc. It is recognized that under the interaction of two simple mechanisms, reaction and diffusion, very complex and very beautiful spatial and temporal patterns appear. This paper studies traveling pulse solutions for a system of reaction-diffusion equations of the form eut = € 2 u xx + f(u, v) (*,*)€ R+xR.
(1.
1) vt = Dv xx + g(u, v)
This system contains two physical parameters e and D. We assume that e is a sufficiently small positive parameter and D is a positive parameter. The reaction terms / and g are taken to be typical of excitable media (see Figure 1) . Figure 1(a) shows the mono-stable case, and Figure 1 (b) does the bi-stable case, depending on the number of stable constant stationary solutions of (1.1). For this system, an important problem is to study the existence and the stability properties of traveling wave solutions, which gives us an understanding of high-dimensional wave propagation such as spiral patterns and labyrinthine patterns.
First, let us consider the mono-stable case. When D = 0, this system is called the FitzHugh-Nagumo equations, and the existence of stable traveling pulse solutions is well-known. But when D ^ 0, it is difficult to show the existence and the stability property of traveling pulse solutions rigorously. When D = 0(e) (= eDi), this system is known as the Belousov-Zhabotinskii reaction equations. It has been believed that there exist stable traveling pulse solutions for this system. In fact, Dockery and Keener [1] showed that traveling pulse solutions and standing pulse solutions coexist for the system with piecewise linear / and g. Furthermore, they showed that the branch of traveling pulse solutions bifurcates from the one for standing pulse solutions, and no traveling pulse solutions exist for large Di; they used a formal perturbation analysis and numerical methods. On the other hand, when D = 0(1), this system is known as lateral inhibition, which implies the existence of standing pulse solutions. These results suggest that no traveling pulse solutions exist when D = 0(1).
In this paper, we treat the bi-stable case. It is to be expected that the results similar to the above hold with respect to each stable equilibrium point. Here we shall show stronger results than the mono-stable case. That is, when D = 0(1), there exist traveling pulse solutions under the special nonlinearities / and g. Replacing We can deal with the three kinds of traveling wave solutions (w, v)(z) of (1.2) with velocity c: (a) traveling front wave, (b) traveling back wave, and (c) traveling pulse wave. The first one means a solution (u ) v)(z) of (1.3) satisfying (tx,v)(-oo) = P and ('u,i')(oo) = Q, while the second one satisfies the opposite boundary conditions (w,i;)(-oo) = Q and (u,v)(oo) = P. The third one satisfies the boundary conditions (u,v)(±oo) = P or Q. Note that a traveling front wave with velocity c becomes a traveling back with velocity -c using a suitable transformation. We know already that there exist traveling front and back waves of (1.2) with the bi-stable nonlinearity (see [5] ). If we take / and g to be
f(u,v) = u(l -u)(u -a) -v (0 < a < 1/2),
gfavn) = u-jv (1.4) (see Figure 2 ), we can get the global branches of front and back waves, c versus 7 (see Figure 6 ). Here 7 is a positive parameter satisfying 7 > 70, and 70, 71, and 72 are the critical values as shown in Figure 3 . At 7 = 71, front and back waves with the same velocities c coexist because of the odd symmetry of / and g. This situation suggests that traveling pulse-like waves satisfying (u, ^(±00) = P or Q exist whose length of excited regions are infinite. This also suggests the possibility of the existence of traveling pulse waves, whose length of excited regions are very long but finite, in a neighborhood of 71 (see Figure 7 ). This conjecture was proved affirmatively in [6] by using homoclinic bifurcation theory. The system (1.3) can be rewritten as an equivalent four-dimensional dynamical system (i -V = F(V;e;r,c) z e R, dz V(±oo) = P (orQ) (1.5) for V = (u,eu z ,v,v z ). Then a traveling pulse wave of (1.2) corresponds to a homoclinic orbit of (1.5) based on P = (0,0,0,0) (or Q = (u + (7),0,v+(7),0)). Kokubu et al. [6] showed the bifurcation of front and back waves by using distance-like functions, which are called separations, of the stable and unstable manifolds with respect to P and Q. Next, by the aid of these separations, they showed the bifurcation of pulse waves at 7 = 71. But the crossing behavior of the stable and unstable manifolds with respect to P or Q were not obtained there, and that plays an essential role for locally unique existence and the stability property. Here, we want to obtain this information by using an analytic singular perturbation method which is different from [6] (see §4).
In this paper, we only consider the singular limit problem which has important information about the existence and the stability property of an exact solution. The existence and the stability properties of these solutions will be given in [4] .
In §2, we give a short summary of the existence results for traveling front and back waves and will see that traveling front and back waves with the same velocity coexist at 7 = 7i. In §3, we consider the singular limit problem for traveling pulse waves and show that singular limit pulse waves bifurcate from singular limit front and back waves at 7 -7!. In §4, the crossing behavior (see (4.25), (4.26)) of the stable and unstable manifolds of the equilibrium points for the singular limit problem are given and are good approximations of those for the full system (1.5). We give the most important information for proving the existence of an exact solution and its stability property. Finally, in §5, we make a few comments on our results.
For simplicity, we assume that the nonlinearities / and g are as in (1.4). But our assumptions will be weakened to more general nonlinearities such that singular limit traveling front and back waves with the same velocity coexist at some value of a physical parameter (see §3). In Figure 2 , u = h-(v) and u = h+(v) denote the left and the right branches of / = 0, respectively. Two stable constant states are p = (0,0) and Q = (U^(J),V + (J)). Hereafter, we write (0,0) as (^_ (7),t;_(7)) for a short notation. Define
We use the following function spaces. Let I = R_, R + , or R, e and p be positive numbers, and n be an integer. Let
Front and back waves
In this section, we give a short summary of the existence results for traveling front and back waves of our previous paper [5] . As stated above, the existence of a front wave with velocity c implies the existence of a back wave with velocity -c. So we consider only a front wave for a while. Introducing the traveling coordinate z = x + ci, we find that a traveling front wave with velocity c satisfies the following equations:
We suppose e (> 0) is sufficiently small. Since any solution of (2.1), (2.2) is translationinvariant, we can normalize u by
where a is an arbitrarily fixed number in the interval (ifc_(7), ^+ (7)). We expect that a sharp transition layer appears in a neighborhood of z = 0. Moreover, we put t;(0)=/3€(i;_(7),t;+(7)), t
and P will be determined later.
First, we shall separate the whole interval R into two subintervals, say R_ and R + , and consider the following boundary-value problems on each subinterval:
(O** -civ*)* + <?(«*, «*; 7) = 0
6)
In §2.1, we construct outer solutions which approximate (2.5) outside of a boundary layer region. In §2.2, we construct inner solutions which approximate (2.5) in a boundary layer region. Second, in §2.3, using these approximate solutions we construct a uniformly approximate traveling wave solution of (2.1), (2.2), and (2.3), which gives us the information used to construct an exact solution. Finally, in §2.4, we define singular limit problems and look at the global pictures of these singular limit solutions.
Outer solutions.
By putting e = 0 formally in (2.5), we get the following approximate problems:
We replace /(u*,?;*) = 0 by u* = h±{v ± ). Thus, (2.6) can be reduced to
Lemma 2.1. For any fixed c € R, /3 G (v_(7),i; + (7)), and 7 £ (70,00), there exist unique strictly monotone increasing solutions V^zjc,/^) (z € R±) of (2.7) satisfying jV^^c,/?;^-^± (7) Prom this lemma, we directly obtain the following result which will be useful in §2.3. Using the functions V^^jc,/?^), we define U^(z;c,P;j) by t7 0 ± (^c,i9;7) = ^±(^o ± (^c,i8;7)) *€R±.
We thus find that (C^oSV^Xz; 0,^57) approximately satisfy (2.5) outside of a neighborhood of z = 0; however, UQ(Z',C,(3\I) do not satisfy the boundary conditions C/ 0 ± (0;c,/3;7) = a.
Inner solutions.
As stated above, (C/5 b ,^) ± )(2;;c,/3;7) does not satisfy (2.5) approximately in a neighborhood of z = 0. That is, solutions u^ of (2.5) have steep gradients. Therefore, we must remedy that defect by supplementing (UQ,V^) with inner solutions Wjf in a neighborhood of z = 0, so that (U^ + W^, V^) will satisfy (2.5) approximately for all z € R±.
For this purpose, we introduce the stretched variable £ = z/e in a neighborhood of z = 0. Substituting (U^ + Wo : ,l / o fc ) i nto (2) (3) (4) (5) and putting e = 0, we obtain the following approximate problems:
where ft is a fixed constant satisfying (3 € (i;_(7) ) i; + (7)). We first state the following lemma. 
Uniformly approximate solutions.
In the preceding subsections, we constructed the lowest-order approximations (UQ 1 (z; c, f3; f) + W^z/eiCj/^r), ^(z; c, (3] 7)) of the problems (2.5). It is clear that these approximations are matched at z -0 in the C 0 -sense. In order for these to be approximations of (2.1), (2.2), and (2.3) uniformly on R, their derivatives have to be matched at z = 0 in the C 0 -sense. That is, we impose the following conditions on (WQ Figure 4 ).
-3=^
(a) ,/3/(r, 7)) be an arbitrary intersection point of the curves (2.18) and (2.19). Define
W(z;c f (T,i),l3 f (Tn)n) + W?(z/e;c f (T,'r)l3 f (T,'r)iT) ZGK + ,
and ^(^;e;r,7)
V 0 (^;6/(^7),/?/^,7);7) 2;GR_, ^(z;Cffa-y^Pffa-y);7) * € R + . with velocity c = c/(r,7) for 0 < r < T C (7), two for r = T C (7) and one for r > T C (7) . On the other hand, when 7 > 72, it has only one for any r (see Figure 5 ).
(a) is satisfied, then by using the implicit function theorem, we can find an exact solution of (2.1), (2.2), and (2.3) in a neighborhood of (UQ,VQ)(Z;€]T^) (see [5] ). as e -> 0.
As for the stability property of these traveling front waves, it is shown in [7] that the upper and lower branches are stable and the middle one is unstable (see Figure  5 ). More precisely, the sign of the left-hand side of (2.20) corresponds one-to-one to the stability property of a traveling front wave. Namely, this is equivalent to the sign of the real part of the principal eigenvalue of the linearized eigenvalue problem.
Singular limit problems for traveling front and back waves.
We presented a method to construct traveling wave solutions with the aid of outer and inner solutions, that is, a usual singular perturbation method as in [5] . Now, let us review our method. What are the simplest limiting equations of (2.1), (2.2), and (2.3) that hold important information about the existence and the stability property of an exact solution? Formally, putting e = 0 in (2.1), we obtained the problems (2.7), which describe the outer solutions. However, these are not sufficient for our purpose. Then, we had to consider the other problems (2.11), which describe the inner solutions. If we impose the relation /? = /3/(c; r) in advance, the inner solutions Wj^fc c, /?; r) of (2.11) are matched at £ = 0 in the C 1 -sense automatically. Thus, combining the relation ft = /3J(C;T) with (2.7), we can obtain the following limiting equations: Then we call (2.21) and (2.22) a singular limit problem for traveling front waves and call (UQ,VQ)(Z;€;T^) (Z G R) and c/(r,7) a singular limit traveling front wave and a singular limit velocity, respectively. We write a singular limit traveling front wave as P -► Q symbolically. where ^*o(c,i3j(c;r);7) > 0, we find that the sign of the left-hand side of (2.23) determines the stability property of an exact solution.
Similarly, we can consider a singular limit problem of traveling back waves: Let Vf(;z;c;T,7) (z G R±) be solutions of (2.25), (2.26) and W^\C,0]T) (f e R±) be solutions of (2.11). Put 4(2;e;T,7)
= f/i_(V fe -(z;c 6 (r,7);T,7)) + W 0 -(-^;c fe (r,7),/3/(c6(r,7) 5 r);r) zeR-, ~ i/i + (F f c + (z;c6(r,7);T,7)) + T^0 + (-2;/£;c 6 (r,7),/3j(c6(r,7),r);r) z e R+, ' and i;g(2:;£:;r,7) = 6/ _ ^_J V 6 («;c6(r,7);r,7) * € R-, V^C^Cft^^Jjr^) z € R+, where V^^cjr^) = V^C-z; -c;r,7) and c 6 (r,7) = -c/(r,7). Then, (i&vg) (z;e;r,7) will be a uniformly approximate solution of (2.1), (2.2)', and (2.3), where
We call a solution (wg, t;g)(z; e; r, 7) (2; € R) and c b (r, 7) a singular limit traveling back wave and a singular limit velocity, respectively. Similarly, we write a singular limit traveling back wave as Q -> P symbolically. Finally, regarding 7 as a bifurcation parameter, we give the bifurcation diagrams for singular limit front waves P -» Q, c = c/(r,7), and back waves Q -> P, c = C&(T,7), in Figure 6 for any fixed r. These pictures play an essential part in the next section. 
Singular pulse waves bifurcating from front and back waves
We will show a local bifurcation structure of traveling pulse waves in the (c, 7)-parameter space near the intersection points of the two curves of parameters corresponding to the singular limit traveling front and back waves. At the points Pi (i = 1,2,3,4,5) in Figure 6 , traveling front waves P -► Q and back waves Q -> P with the same velocities coexist. This situation suggests that traveling pulse-like waves connecting P at z = -00 with P at z = 00 exist, with infinitely long excited regions. This suggests the possibility of the existence of traveling pulse waves, with arbitrarily long (but finite) excited regions in some neighborhood of 71 (see Figure 7) . Our purpose is to construct a traveling pulse wave of the problem
with boundary conditions (u,v)(±oo) = P = (tt_(7),i;_ (7)) (3.1)
. Shapes of front, back, P-pulse and Q-pulse waves: (a) front wave, (b) back wave, (c) front + back wave (P-pulse wave), (d) back + front wave (Q-pulse wave).
for 7 close to 71 with the aid of traveling front and back waves. We call a solution satisfying (3.1), (3.2) or (3.1), (3.3) a P-pulse wave or a Q-pulse wave, and write it symbolically as P -» P or Q -> Q, respectively. We restrict our attention to the case where we find a P-pulse wave of the problem (3.1), (3.2) for (0,7) in a neighborhood of Pi. We comment on other cases later. We suppose that this solution has two sharp transition layers at z = -£ and z = m (see Figure 7 (c)). Normalize (tx, v)(z; e; r,7) to satisfy ^(0;e;r,7) = 0, (3.4) and define v, I, m, /3i, and #2 such that
where a is arbitrarily fixed in the interval (tx_(7),^+ (7)). Then, we can separate the whole line R into four subintervals and consider the following problems: In order to obtain smooth solutions on R of the problems (3.7), (3.8), we must impose the conditions PI = PI(C;T), 02 = /J/(-C;T), (3) (4) (5) (6) (7) (8) (9) respectively (see Lemma 2.4 and Remark 2.2). Therefore, substituting (3.9) into (3.6a)-(3.6d), we have the singular limit problem of (3.1), (3.2):
(V^) zz -ciV^+gih-iV^V^n) = 0 z e (-oo,-*), ^1)(-OO) = T;_(7), V< 1 )(-0 = i8/(c;T), (3.10a) We want to apply phase-plane methods to find solutions of the problems (3.10a)-(3.10d), (3.11). To do so, we rewrite them as the following equivalent first-order systems: 
V^(-e) = p I (c;T), (V^U0) = 0, (3.10b) (V< 3 ))" -c(V^) z +g(h + (V^),V^-
«e (-00,-0, ) ;7) / (YW) z =cYW-g(h-(vW),vW;
P->Q
FIGURE 8. Coexistence of front and back waves.
First, we fix 7 arbitrarily satisfying 7 < 71 and define 0/(7), 0,(7) as in Figure 8 . ('i;_(7),0) and (v+(<y),0) are critical points of (3.12a), (3.12d) and (3.12b), (3.12c), respectively. Using the theory of ordinary differential equations, we find that for c = ^(7), there exist unique trajectories Tt = (VW(«;C 6 (7);T,7),1; (0 («;C5(7);T,7)) satisfying (3.12a)-(3.12d) (see Figure 9(a) ). The trajectory Fi emanates from the saddle point O = (?;_ (7), 0) and reaches A. The two relations /?/(<?/(7); r) = ^0(^/(7); 7) and ft (cf (7) \T)<(3' 0 (C/ (7); 7) imply that 0 = v.(7) < /3 / (c 6 (7);r) < Po{c b (i)\i) < v+{i) because of the relation 0/(7) < 05 (7) . By virtue of this, r2 starts out at A and reaches B. £ is determined by the time ^9(0,(7); r,7). On the other hand, Fa emanates from the saddle point (v + (7),0) and reaches D. Because /?/(-0,(7);r) = Po(-0,(7);7), r4 starts out at D and reaches the point O. In this case, we must take m as ^P(C6(7);T,7) = oo. Let us choose c = c b (j) (< 0,(7)) close to c b (y). By using the continuous dependence of the trajectories on c and the relation /3/(-C6(7);T) < /? 0 (-c&(7); 7), we know that the trajectories in Figure 9 (a) are slightly perturbed and changed into the ones in Figure 9 (b). For this c, m is defined by the time 771^(0,(7); r, 7) and remains finite. Here, define L(c; r, 7) = V& (0; c; r, 7) -V^ (0; c; r, 7).
(3.14)
We see that L is a continuous function of c and satisfies £(0,(7); r, 7) < 0. L can be regarded as the distance with a sign from the singular stable manifold to the singular unstable manifold with respect to O = (^- (7), 0) of the systems (3.12a)-(3.12d), which is closely related to a Melnikov function in [2] or a separation in [6] . Next, we fix c -0/(7) (> 0/(7)) close to 0/(7). Similar to the above analysis, there exist unique trajectories F* satisfying (3.12a)-(3.12d), as depicted in Figure 9 (c). This implies that L(c/(7); r, 7) > 0. Then, by the mean value theorem, we know that there exists c+(r,7) (0/(7) < c+(r,7) < 05 (7)) satisfying L(c+(r,7);r,7) = 0 (that is, B = C), which indicates that we can get the solution trajectories F; satisfying (3.12a)-(3.12d) and (3.13). Here ^(r,7) and m+(r,7) are the time ^p(c+(r,7);r,7) and mp(c^"(r, 7); r, 7), respectively (see Figure 9(d)) . We obtain the following theorem: Theorem 3.1. For any 7 < 71 in a neighborhood of Pi, there exist parameters C+(T, 7) in the interval (c/ (7), 0, (7)), ^ (r, 7), and m+(T,j) such that the singular limit problem (3.10a)-(3,10d) ; (3.11 ) has a solution V p (1) (*;c+(T,7);r,7) z € (-00, -J+(T,7)), ^( 2) (^;c+(r,7);r,7) « € (-^(r,7),0), F p (3) (^;c+(r,7);r,7) ^ G (0,m+(r,7)), yp (4) (2:;c+(r,7);r,7) z G (m+(r,7),oo).
C P ( r )7) Z5 a singular limit velocity of a P-pulse wave and lim 7 | 7l ^J" (T,7) = 00 = lim 7t7l m+(r,7).
On the other hand, for any 7 > 71, we cannot find solution trajectories Ti satisfying (3.12a)-(3.12d) and (3.13) because for any c in the interval (c6 (7),c/ (7)), trajectories emanating from the point O = ('y_(7),0) can never return to the same point (see Figure 10) .
V+{z]T,'y)=<
FIGURE 10. Trajectories of the singular limit problem for 7 > 71.
For the singular limit problem of a Q-pulse wave: 
VW(m) = I3I(C;T), (V^) 2 (m) = (V^) z (m), (3.15c) (V^) zz -c(VW) z +g(h + (V(%vW n )
= 0 z e (m.oo),
VW(m) = friar), vW(oo)=v + ( 1 ), (3.15d)
and (y ( 2 ))(0) = (y (3) ) (0), (3.16) let Vg^(z;c;r,7) be solutions of (3.15a)-(3*15d). £(m) is determined as a function of c, r, and 7, say ^(c;r,7) (mg(c;r,7)), satisfying (3.15b) ((3.15c) ). We can show the following results by using a method similar to the above: where £+(r,7) = ^(c+(r,7);r,7) and m+(r,7) = m g (c+(r,7);r,7). c+(r,7) is a singular limit velocity of a Q-pulse wave and lim 7 | 7l ^(r, 7) = 00 = lim 7 j, 7l r72+(r, 7).
If we get a singular limit P-pulse (Q-pulse) wave V^+(z;r, 7) (^(zjr^)) with a velocity c+(r,7) (C+(T,7)), then V^,"(-2;T,7) (V^+(-Z;T,7)) is a singular limit Ppulse (Q-pulse) wave with a velocity -Cp(r,7) (-c g (T, 7)). Then, in a neighborhood of the point P3, we have Corollary 3.1. For any 7 < 71 (7 > 71) in a neighborhood-of P3, there exists a singular limit P-pulse (Q-pulse) wave V~(Z]T,J) = V^+(-Z;T,7) (V^""(2:;r,7) = V r g + (-2;; r, 7)) mife a singular limit velocity c~(r, 7) = -c+(r, 7) (c~(r, 7) =-cj(r, 7)).
Also, in neighborhoods of P2, P4, or P5, results similar to the case of Pi or P3 hold. Theorem 3.3. For any 7 < 71 (7 > 71) in a neighborhood of Pi (i = 2,4,5), there exists a singular limit P-pulse (Q-pulse) wave Vp(z' ) T ) 7) (Vg(z;T^)) with a singular limit velocity Cp(r,7) (Cg(r,7)).
The above analysis of the singular limit problem of P-pulse or Q-pulse waves shows that in a neighborhood of each point Pi (i = 1,2,3,4,5), there exists a singular limit P-pulse wave for 7 < 71 and a singular limit Q-pulse wave for 7 > 71. To prove the existence of an exact P-pulse or Q-pulse wave solutions of the original problems (3.1), (3.2) or (3.1), (3.3), as we have seen in §2, we must show the transversality condition ^L( C ;r,7)^0 (3.17)
at each singular limit velocity c (see [4] ). Of course, at the point P4, standing front and back waves with zero velocity coexist. But both waves do not satisfy the transversality condition (see Figure 5(b) ). So in a neighborhood of P4, we cannot show the transversality condition for P-pulse or Q-pulse waves with the aid of these standing front and back waves (see §4). In order to overcome these difficulties, a more careful and delicate analysis will be required. At other points, say, Pi, P2, P3, and P5, we can show the transversality condition* For the proof of the existence of an exact pulse wave, it suffices to show the transversality condition (3.17). But for the stability property, it is important to know the sign of the left-hand side of (3.17), which corresponds to the crossing behavior of the stable and unstable manifolds with respect to the equilibrium points for the singular limit problem. We will state this in the next section. Therefore, we conclude with the following results for local bifurcation diagrams of traveling P-pulse or Q-pulse waves in the (c, 7)-parameter space near the points Pi, P25 -P3 and P5 (see Figure 11) .
In a neighborhood of Pi (P3), a singular limit velocity c = c+(r, 7) > 0 (c = Cp (T, 7) < 0) (7 < 71) of a P-pulse wave bifurcates tangentially from the curve P -> Q (Q -» P) at 7 = 71 and a singular limit velocity c = C+(T, 7) > 0 (c = C~(T, 7) < 0) (7 > 71) of a Q-pulse wave bifurcates tangentially from the curve Q^P(P^Q) at>y = <n.
(2) In a neighborhood 0/P2 or P5, a singular limit velocity c = Cp(r,7) (7 < 71) of a P-pulse wave bifurcates from the curve P -> Q and Q -► P at 7 = 71, which satisfies -jf-c^ir, 71) = 0 and a singular limit velocity c = c^(r,7) (7 > 71) of a Qpulse wave bifurcates from the curve P -> Q and Q -» P at 7 = 71, which satisfies ^(r,7i) = 0. For the proof, we must show the transversality condition (3.17) and compute the value of ^-c(r,7i) of each singular limit velosity c(r,7), which will be done in the next section.
p->e e->p
We note that this theorem is obtained in [6] by using homoclinic bifurcation theory. We already know the existence of standing P-pulse waves for 7 < 71 and Q-pulse waves for 7 > 71. Indeed, these are equal to c = Cp(r,7) (7 < 71) and c = c^(r,7) (7 > 71) in a neighborhood of P2 or P5 of the (c, 7)-parameter space.
Remark 3.1. In a neighborhood of P2 or P5, Cp(r,7) = 0 for 7 < 71 and C°(T,7) = 0 for 7 > 71.
Crossing behavior for singular limit solutions
In this section, we restrict ourselves to the case 7 < 71. The case 7 > 71 can be treated similarly. We use the notation c* (= c*(r,7)) in place of c+(r,7), c~(r, 7) or Cp(r,7) for simplicity, t and m* are the values determined by the singular limit problem of a P-pulse wave with c = c*. We establish the crossing behavior of the stable and unstable manifolds corresponding to each singular limit solution, which plays an essential role in proving the existence of an exact solution and its stability property [4] . Furthermore, we compute the slope of the bifurcated singular limit velocities of singular limit pulse waves at 7 = 71 (see Theorem 3.4) . For this purpose, we have to examine the dependence of the parameters c, £, m, and 7 on a singular limit pulse wave. First, let us consider the problems:
V^im) = /9/(-C;T), y (4) (oo) = ^+ (7)-
It is easy to find solutions of (4.1a)-(4.1d) by using the phase plane analysis. Then, we write the solutions of (4.1a)-(4.1d) as V (1) (;z;c,47), F (2) (^;c,47), F (3) (^;c,m,;7) and V^iz; c, m; 7), respectively. Here we do not write the dependence of r explicitly because it is not so important for our analysis in this section. For these solutions, we have the next lemma. Note that the left-hand side of (4.21) is equal to I/(c;7) defined in (3.14). We know that 0(7) = c*. Here we should note that the first part in (4.24) comes from the transversality condition of the front wave and the second comes from that of the back wave. Furthermore, noting that
we find that the first (second) part in (4.24) is dominant when c* > 0 (c* < 0 
On the other hand, note that the curve c = 0/(7) was determined by the relation /?i(c)=/?o(c;7). Then, substituting c = 0/(7) into this relation and differentiating with respect to 7, we have 
Concluding remarks
In this paper, by analyzing the singular limit problem of the reaction-diffusion system, we proved Theorem 3.4 (see Figure 11 ). That is, in a neighborhood of Pi (i = 1,2,3,5), P-pulse waves and Q-pulse waves bifurcate at 7 = 71. A more detailed proof of the existence of an exact solution will be given in [4] . There, the transversality condition will play the essential role. Also in [4] , stability properties of these traveling pulse waves are discussed with the aid of Theorem 4.1. Applying singular perturbation methods to the linearized eigenvalue problem leads to the algebraic equation G(A; 7) = 0 relating the eigenvalues A and the parameter 7. Finding roots A satisfying G(A; 7) = 0 is equivalent to solving the linearized eigenvalue problem. When 7 = 71, a traveling pulse wave is separated into a traveling front wave and a traveling back one. Then, the distribution of roots satisfying G(A; 71) = 0 depends on the stabilities of the front and back waves. That is, for example, if the front and back waves are both stable (unstable), G(A;7i) = 0 has double zero roots and double negative (positive) roots A* (see Figure 12 (a-i), (b-i)). When 7 is slightly perturbed from 7 = 71, how does the distribution of the roots satisfying G(A;7i) = 0 change?
GfaY,)

G(X;y)
Gfoy,) Two nonzero roots still stay in a neighborhood of A*. Moreover, due to translation invariance of a traveling pulse wave, we find that G(A; 7) = 0 has one zero root which remains after the perturbation of 7 from 71. Therefore, the most important problem is to determine the sign of the eigenvalue which is perturbed from the other zero root for the case 7 = 7!. For this problem, we have the relation sgn{^G(0; 7 )} = s g n{-^; 7 )}, where ^L(c*;7) is the crossing behavior given in Theorem 4.1 (see Figure 12) . Thus, we can show that one traveling pulse wave which bifurcates from the intersecting point of a stable front wave and a stable back one is stable, and other types of traveling pulse waves are unstable. That is, traveling pulse waves which bifurcate at Pi, P3, and P5 are stable, and ones at P2 are unstable. Generally speaking, the stability of a traveling pulse wave is determined by the following two items: the first is the stability of front and back waves, which become parts of the pulse wave. The other is how to connect two parts, which comes from the crossing behavior of the stable and unstable manifolds.
Let us revise Figure 11 to give the diagrams of the relation c versus r. Then we obtain Figure 13 . The label *'s" means stable and "u" means unstable. Finally, we note that the dimension of the unstable manifold of the unstable standing pulse wave is equal to three. Figure 13 (b) suggests that traveling pulse waves bifurcate from standing pulse waves at r = r c . But numerical simulations indicate a more complex situation in the neighborhood of r = r c . This is a problem to be considered in the future. Thus the proof of Lemma 4.1 is completed.
