The aim of this article is to give the proof-theoretic analysis of various subsystems of Feferman's theory T 1 for explicit mathematics which contain the non-constructive -operator and join. We make use of standard proof-theoretic techniques such as cut-elimination of appropriate semi-formal systems and asymmetrical interpretations in standard structures for explicit mathematics.
Introduction
Systems of explicit mathematics were introduced in Feferman 5, 9] . Two families of theories were presented there, namely the theories T 0 and T 1 together with their various subsystems. T 1 results from T 0 by adding the so-called non-constructive minimum operator, a predicatively justi ed quanti cation operator over the natural numbers. Complete proof-theoretic information about T 0 and its various subsystems is available since 1983 by the work of Feferman 5, 9 ], Feferman and Sieg 14], J ager 20] and J ager and Pohlers 22] . A crucial step in the proof-theoretic analysis of subsystems of T 1 was established only recently in the two papers by Feferman and J ager 13, 12] . 1 Whereas the rst of these papers deals with pure applicative theories plus non-constructive -operator, the second paper is concerned about extensions of these systems with (variable) types and classes. More precisely, a theory EET( ) of elementary explicit type theory with non-constructive -operator is studied in 12] in the context of various induction principles on the natural numbers, namely set induction (S-I N ), type induction (T-I N ) and formula induction (F-I N ) (cf. Section 2 for precise de nitions), and the following proof-theoretic equivalences to well-known Research supported by the Swiss National Science Foundation. 1 Important work on corresponding systems with a typed application operation is due to Feferman 6, 7] . 1 subsystems of analysis are established there: 2 
EET( ) + (S-I N )
PA;
EET( ) + (T-I N ) ( 0 1 -CA) <" 0 ; EET( ) + (F-I N ) ( 0 1 -CA) <"" 0 :
The crucial class existence principle of EET( ) is the axiom of elementary comprehension (ECA). However, there are two other class existence principles which are relevant in explicit mathematics, namely the join axiom (J) and inductive generation (IG), cf. Feferman 5, 9] . It is established in Section 8 that does not increase proof-theoretic strength if (IG) is present, since the applicative axioms with can be interpreted by making use of 1 1 comprehension, which in turn follows from (IG). As a consequence, the remaining interesting systems to be studied in the context of the non-constructive -operator contain join (J) but not inductive generation (IG). Accordingly, it is the aim of this paper to give an exact proof-theoretic analysis of the three systems EET( )+ Before we turn to the details of our presentation, let us brie y indicate the main lines of the proof-theoretic analysis of the above systems. The treatment of EET( ) + (J) + (S-I N ) is straightforward by establishing that this system is a conservative extension of the theory BON( ) + (S-I N ) of Feferman and J ager 13] , so that the equivalence of the latter theory to PA yields the desired result. Let us turn to the systems EET( )+(J)+(T-I N ) and EET( )+(J)+(F-I N ). As far as their lower bounds are concerned, we know from 13] that ( 0 1 -CA) <" 0 is contained in EET( ) + (J) + (T-I N ), and a generalization of the proof given in 13] yields an embedding of ( 0 1 -CA) <'" 0 0 into EET( ) + In the sequel we write t 0 for s N t and 1 for 0 0 . More generally, the numerals of L p are inductively given by 0 = 0 and n + 1 = s N n. In addition, we use the following abbreviations concerning the predicate N. The logic of applicative theories with types is the (classical) logic of partial terms, cf. Beeson 1] . Accordingly, the partial equality relation ' is introduced by s ' t := (s# _ t#) ! (s = t):
We have prepared the ground in order to state the axioms of EET, the rst order part of which corresponds to the theory BON of basic operations and numbers of Feferman and J ager 13]. Hence, the applicative part of EET contains the following axioms (1){(10).
I. Partial Combinatory Algebra.
(1) kxy = x, (2) sxy #^sxyz ' xz(yz).
II. Pairing and Projection.
(3) p 0 (x; y) = x^p 1 (x; y) = y.
III. Natural Numbers.
IV. Definition by Cases on N. As usual the axioms of a partial combinatory algebra allow one to de ne lambda abstraction and to prove a recursion theorem (cf. e.g. 1, 5]).
As already mentioned above, the binary relation < between objects and types acts as a naming relation, i.e. <(s; A) means that s is a name of A or s represents A.
While the naming of types must be understood intensionally, the types themselves are extensional in the usual set-theoretical sense. The axioms about explicit representation state that every type has a name, (E:1), and that there are no homonyms, i.e. di erent types have di erent names, (E:2).
VII. Explicit Representation.
(E: 1) 9x<(x; A); (E:2) <(a; B)^<(a; C) ! B = C:
As usual one introduces an element relation2 between individual terms given by s2 t := 9X(<(t; X)^s 2 X):
In order to facilitate the naming process, we will adopt the conventions of 12]. In particular, let us assume that we have some xed standard G odel numbering of the formulas of L p . Furthermore, let v0; v1; : : : and V 0; V 1; : : : be an arbitrary but xed enumeration of the individual and type variables, respectively. If F is an L p formula with all its individual variables from the list v0; : : : ; vm and all its type variables among V 0; : : : ; V n, and ifx = x 0 ; : : : ; x m andỸ = Y 0 ; : : : ; Y n , then we write F x;Ỹ ] for the L p formula which results from F by simultaneously replacing vi by x i and V j by Y j (0 i m, 0 j n). Finally, ifx = x 1 ; : : : ; x n andX = X 0 ; : : : ; X n , then we write <(x;X) instead of V n i=0 <(x i ; X i ).
We are ready to state the axioms for elementary comprehension. 
We nish this section by giving the exact axiomatization of the non-constructive minimum operator .
The Unbounded Minimum Operator
In the sequel we write EET( ) for EET + ( :1; :2) Remark 1 J ager and Strahm 23, 25] consider a slight strengthening of the axioms for . In contrast to the theories studied in 23], this extension is irrelevant for the theories studied in this article as far as proof-theoretic strength is concerned.
Predicative subsystems of analysis
For the sake of completeness, let us brie y recapitulate the de nition of some wellknown subsystems of analysis, which will be relevant in the sequel. Let L 2 be the usual language of second order arithmetic with number variables x; y; z; : : :, set variables X; Y; Z; : : : (both possibly with subscripts), the constant 0 as well as function and relation symbols for all primitive recursive functions and relations. The number terms (r; s; t; : : :) of L 2 and the formulas (F; G; H; : : :) are de ned as usual. An L 2 formula F is called arithmetic, if F does not contain bound set variables; let 0 1 denote the class of all arithmetic L 2 formulas.
In the following we presuppose some standard primitive recursive coding machinery: ht 0 ; : : : ; t n?1 i is the sequence number associated to the numbers t 0 ; : : : ; t n?1 with related projections ( ) i so that (ht 0 ; : : : ; t n?1 i) i = t i for 0 i < n.
Let PA denote the usual rst order theory of Peano arithmetic formulated in the rst order part L 1 of L 2 . For the de nition of theories with iterated arithmetical comprehension we refer to a primitive recursive standard wellordering of order type ? 0 and eld N, and the reader is assumed to be familiar with the Veblen functions ' , cf. Pohlers 29] or Sch utte 30]. Furthermore, let n denote the restriction of to fm : m ng, and let us write TI( ; F) for the formula (8x n)((8y x)F(y) ! F(x)) ! (8x n)F(x); provided that the order type of n is . In addition, if F(X; x) is an L 2 formula (possibly with other free variables) and n 2 N, then H F (X; n) denotes the L 2 formula given by H F (X; n) := 8y y 2 X $ y = h(y) 0 ; (y) 1 i^(y) 0 n^F((X) (y) 0 ; (y) 1 )]; where (X) (y) 0 is the set fhx; zi 2 X : x (y) 0 g. If is an ordinal less than ? 0 , then let ( 0 1 -CA) denote the L 2 theory comprising the axioms of PA, the formulas TI( n ; F) for all L 2 formulas F, and the universal closure of 9XH G (X; n) for every arithmetic L 2 formula G(X; x), where the order type of n is . Finally, let ( 0 1 -CA) < denote the union of the theories ( 0 1 -CA) for < . For more details about theories with iterated comprehension the reader is referred to 4, 13, 15, 32] . In order to establish proof-theoretic lower bounds of systems of explicit mathematics, we will make use of two interpretations of the language L 2 of second order arithmetic into the language L p of elementary explicit type theory; they only di er in the 
Standard structures
The purpose of this section is to de ne standard structures for EET( ) + (J). Initial segments of those will be used in Section 7, where proof-theoretic upper bounds of EET( ) + (J) + (T-I N ) and EET( ) + (J) + (F-I N ) are obtained by partial reductions using so-called asymmetrical interpretations.
A standard structure for EET( )+(J) is obtained by extending a model of BON( ) to an L p structure which interprets the second order part of EET( )+(J). The standard models for BON( ) have a recursion-theoretic avor, but the interpretation of the second order part is done in a set-theoretical way. Standard structures for systems of explicit mathematics were introduced in Feferman 5, 8, 9] ; re ned versions thereof are studied in Takahashi , namely Peano arithmetic PA and the subsystem of second order arithmetic ( 0 1 -CA) <" 0 , respectively. Therefore, we will only consider the system EET( ) + (J) + (F-I N ) for the rest of this section, and we will show that it contains the theory ( 0 1 -CA) <'" 0 0 . The system ( 0 1 -CA) <" 0 is contained in EET + (J) + (F-I N ) via the translation ( ) N of Section 3 (cf. e.g. Gla 17] ). This is due to the fact that EET + (F-I N ) proves trans nite induction up to each < " 0 w.r.t. arbitrary L p formulas, so that arithmetic comprehension can be iterated below " 0 in the presence of the uniform axiom of join (J).
Proposition 3
We have for all L 2 sentences F:
By methods of Sch utte 30] it is well-know that ( 0 1 -CA) <" 0 proves (8X)TI( ; X) for each < '" 0 0. Hence, we have the following corollary. In the rst paragraph of this section we recapitulate the system d E and its restrictions of 24], and we introduce the system d E <" 0 . The second paragraph contains the proof-theoretic analysis of d E <" 0 .
The theories d E and d
E <" 0 We rst introduce the notion of an inductive operator form. Let P be an n-ary relation symbol which does not belong to the language L 2 , and let L 2 (P ) denote the extension of L 2 by P. An L 2 (P ) formula F is called P-positive if each occurrence of P in F is positive. We call P-positive formulas without free or bound set variables which contain at mostx = x 1 ; : : : ; x n free inductive operator forms; we let A(P;x) range over such forms. Now we extend L 2 to a new second order language L by adding a new sort of ordinal variables ( ; ; ; ; : : :), new binary relation symbols < and = for the less relation and the equality relation on the ordinals 3 and an (n+1)-ary relation symbol P A for each inductive operator form A(P;x) for which P is n-ary. Finally, the elementary L formulas are the L formulas without bound set variables. We are ready to give the exact axiomatization of the theory d E , which is based on the usual many-sorted predicate calculus with equality and classical logic.
I. Number-theoretic Axioms. These include the usual axioms of PA except for complete induction on the natural numbers. 
((< )F ( ) ! F( )) ! F( ):
This The level of a set term S is de ned by lev(S) = maxf : a set variable X occurs in Sg:
The level of an L formula is de ned analogously. Now we de ne the cut rank rk(F ) for L formulas F:
1. If F is a or a formula, then rk(F ) = 0. Below we de ne the rank function for formulas which are not or formulas.
2. rk(t 2 X ) = rk(t 6 2 X ) = ! , rk(t 2 fx : Fg) = rk(t 6 2 fx : Fg) = rk(F (t)) + 1.
rk(F _ G) = rk(F^G) = maxfrk(F ); rk(G)g + 1:
4. rk(9xF ) = rk(8xF ) = rk(9 F) = rk(8 F) = rk(F ) + 1. 5. rk((9 < )F ) = rk((8 < )F ) = rk(F ) + 2. 6. rk(9X F(X )) = rk(8X F(X )) = maxf! lev(8X F(X )); rk(F (X 0 ))+1g.
Notice that rk(F ) = rk(:F ). We make the following observations:
If lev(F ) = , then ! rk(F ) < !( + 1). 2. If lev(S) < , then rk(F (S)) < rk(9X F(X )).
In E E ? we denote that there is a derivation of ? in E such that is an upper bound for the proof length and is a strict upper bound for cut ranks which occur in the derivation. Standard proof-theoretic techniques can be applied here to obtain partial cut elimination, cf. Pohlers 29] !( (n)+1) 9X (n)+1 H F (X (n)+1 ; n); (1) where (n) = maxflev(S) : S occurs in Fg + . Proof We will only sketch this roughly without paying attention to ordinal bounds; the reader may convince her-or himself that the ordinal bounds noted in (1) are su cient. De ne the set term R(n) = fhx; yi : x n^9X (n) (H F (X (n) ; x)^F(X (n) ; y))g: (2) Notice that lev(R(n)) < (n) + 1. We prove E `H F (R(n); n) (3) simultaneously with (1) by induction on . We have the induction hypothesis E `(8x n)H F (R(x); x): (4) Further, notice that for x m n the induction hypothesis of (1) E <" 0`F , then there is an < " 0 and a -instance F 0 of F such that E F 0 with < " 0 .
Theorem 11 j d E <" 0 j '('" 0 0)0:
Proof Take an arithmetical (L 2 ) sentence F with d E <" 0`F . Then by Proposition 10 there is < " 0 such that E F. By Proposition 7 we obtain ' such that E 1 F. Using the in nitary system Z of J ager and Strahm 24], Theorem 39, we obtain an ordinal < ! ! +1 such that Z F. Using predicative cut elimination for Z ( 24] , Theorem 25), we obtain an ordinal ' < '('" 0 0)0 such that Z 0 F. But this implies j d E <" 0 j '('" 0 0)0, e.g. by 24], Theorem 29.
In Section 7.3 we will see that Theorem 11 determines in fact the least upper bound for the proof-strength of d E <" 0 .
Upper bounds
In this section we establish the exact proof-theoretic upper bounds of the three systems EET( ) + (J) + (S-I N ), EET( ) + (J) + (T-I N ) and EET( ) + (J) + (F-I N ), whereas the strength of the rst system follows from known results (cf. Section 7.3). Hence, our main concern is about the latter two systems. In Section 7. 
The Tait calculi T 1 and T 2
In the sequel we de ne two Tait calculi T 1 and T 2 , which will be used for interpreting EET( ) + (J) + (T-I N ) and EET( ) + (J) + (F-I N ), respectively. They enjoy partial cut elimination as it is needed for the asymmetrical interpretation described in the next paragraph. Tait calculi for systems of explicit mathematics with join have previously been studied in the literature in Marzetta 26, 27] and Gla 17] .
The language L T p of T 1 and T 2 is the extension of L p by complementary relation symbols 6 =; "; = 2; N and < for =; #; 2; N and <, respectively. The atomic formulas built from the latter group of relation symbols are called positive literals and those obtained from relation symbols in the former group negative literals. Lemma 12 The following holds by pure logic and the representation axiom (E:2): (8x 2 A)9Y <(fx; Y ) ! 9ZJ 1 (a; f; A; Z) $ 8z9ZJ 2 (a; f; z; A; Z)]:
In particular, the above is true in S M ( ) for each ordinal .
We are ready to introduce the In contrast to the usual ! rule, the above rule still allows one to prove a partial cut elimination theorem in a standard way; it is also used in Cantini 2] .
In the following we write T for either T 1 or T 2 . The derivability relation T k ? is de ned by induction on as follows: Since the main formulas of all axioms and rules (including the ! rule) have rank 0, we can eliminate all cuts of rank greater than 0. The proof is more or less standard apart from the presence of the logic of partial terms. For similar arguments the reader is referred to 29, 30] . Asymmetrical interpretations are a well-known technique in proof theory, cf. e.g. 3, 19, 30] . They have previously been applied in the context of explicit mathematics in Marzetta 26, 27] and Gla 16, 17 Let us mention that it is also possible to provide a proof-theoretic proof of this theorem; it makes use of arguments similar to the ones of the previous two paragraphs. By 13] we know that BON( ) + (S-I N ) is proof-theoretically equivalent to (the rst order part of) R-d E , which in turn has the proof-theoretic strength of PA by J ager 21] (cf. Proposition 6). Hence, we have established the following corollary. The upper bounds of the theories EET( ) + (J) + (T-I N ) and EET( ) + (J) + (F-I N ) are obtained by formalizing the results of the previous two paragraphs in W-d E and d E <" 0 , respectively, thus yielding the desired proof-theoretic equivalences. In the sequel we will only sketch these reductions, since the details of formalization are fairly standard.
Let us rst mention that in all our reductions the applicative fragment L p of L p is treated in exactly the same way as in Feferman and J ager 13], namely by making use of xed point theories with ordinals. In particular, there exists a formula
Further, we mention that also the methods of Gla 17] for non-uniform type existence principles are applicable to the context where the -operator is present. It is possible to obtain similar results to 17]. For example we obtain with the nonuniform version (J ? ) of the join axiom: We notice that the proof uses a combination of methods of this paper and of 17]. It is similarly to the proof of Theorem 11 and Section 5 and makes use of a sharpening of Proposition 9 for the special case = ! and the fact that d E <! 2 = d E + (ECA ! ). We nish this section by mentioning two possible strengthenings of the applicative axioms which do not raise the proof-theoretic strength of the theories considered in this article. The totality axiom (Tot) expresses that application is always total, i.e.
(Tot) (8x)(8y)(xy#);
and the extensionality axiom (Ext) claims that operations are extensional in the following sense:
(Ext) (8x)(fx ' gx) ! (f = g):
It is established in J ager and Strahm 25] that the presence of (Tot) and (Ext) does not raise the proof-theoretic strength of various theories including the nonconstructive -operator, and one readily veri es that the methods used there carry over to theories of types and names. We nish this paper by taking up Feferman's conjecture (ii) which we have mentioned in the introduction. Although the results of this article disprove (ii), the question arises whether there is a natural subsystem of T 1 of the same strength as predicative analysis. A partial answer to this question is provided in Marzetta and Strahm 28] , where a system of explicit mathematics with universes plus operator is studied, whose ordinal strength is shown to be exactly ? 0 . An alternative approach consists in setting up systems of explicit mathematics with plus a form of the bar rule; details will be presented elsewhere.
