We consider the Neumann boundary value problem in presence of an inclusion with complex conductivity k. We show that the solution is bounded in its H 1 -norm uniformly in k as long as k lies in a sector in a complex plane. We then show with an estimate that the solution depends on k in its H 1 -norm Lipschitz continuously. We finally show that the boundary perturbation formula in presence of a diametrically small inclusion is valid uniformly in k lying in the sector. The results are obtained using the spectral property of the associated Neumann-Poincaré operator and the spectral resolution.
Introduction
Let Ω be a bounded simply connected domain in R d (d ≥ 2) and let D be a simply connected domain compactly contained in Ω. We assume that the boundaries of D and Ω are Lipschitz continuous and the conductivity of Ω \ D is 1 while that of D is k so that the conductivity distribution is given by (1.
2)
The conductivity k = k ′ + ik ′′ is a complex number (k ′ and k ′′ denote the real and imaginary parts of k, respectively). We assume that k is not on the negative real axis to guarantee the ellipticity of the problem (1.2).
The solution u k to (1.2) varies depending on the conductivity k regarded as a parameter. For instance, we have a standard regularity estimate u k H 1 (Ω) ≤ C g H −1/2 (∂Ω) (1.3) for some constant C which may depend on k. Here and throughout this paper H s (Ω) (and H s (∂Ω)) denotes the standard L 2 -Sobolev space and H −1/2 (∂Ω) is the dual space of H 1/2 (∂Ω). However, if k is real (0 ≤ k ≤ ∞), it is proved in [33] that the constant C can be chosen independently of k. Moreover, if the inclusion D is diametrically small, it is proved in the same paper that the asymptotic boundary perturbation formula (see section 5) is valid uniformly in k. We emphasize that these results were obtained using variational methods. The purpose of this paper is to develop a new method to investigate dependency of solution u k on the conductivity k of the inclusion, and to extend above mentioned results to the case when k is a complex number. Specifically, if k = k ′ + ik ′′ satisfies
for some constant L > 0 (see the left figure in Figure 1 .1), we prove that (1.3) holds for some C independent of k. We then show with an estimate that u k depends on k in H 1 (Ω)-norm Lipschitz continuously. We finally prove uniform validity of the asymptotic boundary perturbation formula when D is diametrically small regardless of k satisfying (1.4).
There is growing interest in the complex conductivity, especially in relation to the electrical impedance tomography (EIT). For instance, the imaginary part of the complex conductivity changes depending on the frequency of the prescribed current, and by exploiting this fact inclusion can be reconstructed with a high resolution (see, for example, [30] ). Another example is the size estimation problem in the EIT, which is to derive bounds on the volume fraction of the inclusion via boundary measurements. This problem is recently considered when the conductivity of the inclusion is complex [13, 24, 36] . The bounds for the complex conductivity case turned out to be quite tight as the numerical examples presented in the last two papers show.
The method of this paper is based on the spectral property of the Neumann-Poincaré (NP) operator related to the problem (1.2). The NP operator is a boundary integral operator which appears naturally when solving the Neumann (and Dirichlet) boundary value problems using single or double layer potentials. It is not self-adjoint with respect to the usual L 2 -inner product. However, it can be symmetrized using a certain twisted inner product. We show that if ∂D is Lipschitz, then the spectrum of the NP operator defined on ∂D on a Sobolev space lies in [−b ∂D , b ∂D ] for some b ∂D < 1/2. Here, the spectrum or resolvent λ of the NP operator is related to the conductivity k by the bilinear transformation
Since bilinear transformations map circles on the Riemann sphere onto circles, this transformation maps the region defined by (1.4) onto the region outside the oval shaped curve (see Figure  1 .1). We emphasize that the boundary of the region in the λ-space intersects with the real axis at 1/2 and −1/2. Since b ∂D < 1/2, there is some distance between the transformed region and the spectrum of the NP operator. Using this property and the spectral resolution of a self-adjoint operator we are able to obtain the results described above. The program of estimating the spectrum of the NP operator goes back to Poincaré [35] as the name suggests, and was recently revisited in [29] with a new perspective. The spectrum of the NP operator also has been studied using complex function theory such as the Beurling-Ahlfors transform and quasi-conformal mapping, for which we refer to [34] (and references therein) where a bound on the essential spectrum of the NP operator for two dimensional domains with corners is obtained. It is proved in [37] that the set R \ (−1/2, 1/2) is contained in the resolvent set of the NP operator on L 2 0 for Lipschtiz domains. Its spectrum on H −1/2 lies in (−1/2, 1/2] (see [18] ). Recently the spectral theory of the NP operator has been applied to analysis of cloaking by anomalous localized resonance on the plasmonic structure [2] , analysis of high concentration of the gradient [3, 14, 15, 32] , and a shape optimization problem [1] . This paper is organized as follows. In section 2 we obtain some spectral properties of the Neumann-Poincaré operator. In section 3 we show that the solution is bounded in its H 1 -norm uniformly in k. In section 4 we show that the solution depends continuously on k. We then show in section 5 that the boundary perturbation formula when the inclusion is diametrically small is valid uniformly in k. In the final section we obtain similar results for the transmission problem in the whole space R d .
We end introduction with a remark on the case when there are multiple inclusions. If conductivities of all inclusions are the same, then the analysis of this paper go through without much change and results of this paper are valid. However, if conductivities are different, then analysis is more involved. We will report the results for multiple inclusions in a separate paper.
Spectral properties of the Neumann-Poincaré operator
Let Γ(x) be the fundamental solution to the Laplacian, i.e., 
It is well known (see for example [7, 21] ) that S ∂D [ϕ] satisfies the jump relation
where ∂ ∂ν denotes the outward normal derivative, the subscripts ± indicates the limit from outside and inside D, respectively, and the operator K * ∂D is defined by
Here ν x denotes the outward unit normal vector to ∂D at x. The operator K * ∂D is called the Neumann-Poincaré (NP) operator associated with the domain D. It is a singular integral operator and known to be bounded on L 2 (∂D) (and on H −1/2 (∂D)) [20] . Let H −1/2 0 (∂D) be the collection of ϕ ∈ H −1/2 (∂D) with the mean zero, i.e.,
where , is the
, the right hand side of (2.6) is well-defined. It is known (see, for example, [2, 15, 23, 29] ) that , H is an inner product on H −1/2 0 (∂D) and K * ∂D is self-adjoint with respect to this inner product, which is a consequence of Plemelj's symmetrization principle (also known as Calderón's identity)
Here K ∂D is the adjoint of K * ∂D with respect to the usual L 2 -inner product. It is worth mentioning that K * ∂D is not self-adjoint in the usual inner product unless the domain D is a disk or a ball [31] . Let H = H(∂D) be the space H −1/2 0 (∂D) equipped with the inner product , H . We denote the norm associated with , H by · H .
Let us write ϕ H s (∂D) as ϕ s from now on for ease of notation.
So, by duality, A :
By interpolation we infer that
In three or higher dimensions, it is proved in [37] that S ∂D : L 2 (∂D) → H 1 (∂D) is invertible. So, A is a Fredholm operator of index zero. Thus one can show by the exactly the same proof as in two dimensions that A : L 2 (∂D) × C → H 1 (∂D) × C is invertible in three dimensions. So we obtain the desired result by the same argument (duality and interpolation). ✷ Lemma 2.1 says that for any f ∈ H 1/2 (∂D) and b ∈ C there is a unique pair (ψ, a) ∈ H −1/2 (∂D) × C such that ψ, 1 = b,
and
for some constant C. In particular, if we take b = 0, then
(∂D) and (2.10) becomes
So, we obtain the following lemma.
Moreover, there is a constant C independent of f such that
(∂D) and a be such that (2.9) and (2.11) hold. Then we have
Replace ψ by −ψ to have (2.12). Uniqueness of ψ is obvious and the proof is complete. ✷ As a consequence we obtain the following theorem.
Theorem 2.3 Let D be a bounded Lipschitz domain. There are constants C 1 and C 2 (which may depend on D) such that
for some constant C.
To prove the opposite inequality, for f ∈ H 1/2 (∂D) choose ψ ∈ H −1/2 0 (∂D) satisfying (2.12) and (2.13). Then we have, by the Cauchy-Schwarz inequality and (2.13),
Since the above inequality holds for all f ∈ H 1/2 (∂D), we obtain
This completes the proof. ✷ Since K * ∂D is self-adjoint on H, its spectrum σ(K * ∂D ) is real, consists of point and continuous spectra, and is a closed set. Moreover, by the spectral resolution theorem there is a family of projection operators E(t) on H (called a resolution of identity) such that 18) where b ∂D is the spectral bound of K * ∂D , namely,
See [38] . It is well-known that for any Lipschitz domain
We obtain the following lemma.
Theorem 2.4 Let D be a bounded Lipschitz domain. Then,
Proof. It is proved in [37] 
But, the proof there shows that λI + K * ∂D is invertible on H −1/2 0 (∂D) if λ / ∈ (−1/2, 1/2). We then infer from (2.14) that the spectrum σ(K * ∂D ) of K * ∂D on H lies in (−1/2, 1/2). Since σ(K * ∂D ) is a closed set, we have (2.21). ✷ Before completing this section let us make a few remarks on the spectrum of the NP operator. If ∂D is C 1,α for some α > 0, then K * ∂D is compact and has only a point spectrum accumulating to 0. The point spectrum of K * ∂D is completely known when D is a disk, a ball, or an ellipse (see [23] ). For example, if D is an ellipse of the long axis a and short axis b, then eigenvalues of
See [11] . So, the eccentricity of the ellipse becomes large, the spectral bound approaches to 1/2. Other than these examples, the complete spectrum of the NP operator on two discs is obtained in relation to the analysis of gradient concentration [14, 32] . On the other hand, a bound for the essential spectrum has been obtained [34] .
3 Uniformity of the regularity estimate of the solution
The purpose of this section is to show that (1.3) holds uniformly in k. To do so let u k be the solution to (1.2), and define an harmonic function h k in Ω by
where the double layer potential
It is proved in [25, 27] that the solution u k to (1.2) is represented as
where
Here λ = λ(k) is defined by (1.5). In fact, (3.4) is a consequence of transmission conditions on ∂D (continuity of the potential and the flux). Then it follows from the spectral resolution (2.18) that
For a fixed constant L > 0 let S L be the infinite sector of k satisfying (1.4) and let O L be the image of S L under the transformation (1.5) (the grey region in the right figure in Figure 1 
So, we have from (3.5) that
So we obtain from (2.14) that
for some constant C independent of k ∈ S L . Using this result, we obtain the following theorem.
Theorem 3.1 Let L > 0 be a fixed constant. There is a constant C such that
for all k ∈ S L and g ∈ H −1/2 0 (∂Ω).
We emphasize that the estimate (3.9) was obtained in [33] by a variational method when k is real.
To prove Theorem 3.1 we need the following lemma.
Lemma 3.2
There is a constant C such that
Proof. Let , ∂Ω be the H −1/2 -H 1/2 pairing on ∂Ω. Note that
So we have 4) . It then follows from (3.11) that
for some constant C independent of k. Choose a smooth subdomain Ω 0 of Ω containing D. For η ∈ H −1/2 0 (∂Ω) let w be the solution to
Then there is a constant C such that
and hence
Now, (3.10) follows from (3.13) and (3.14). ✷ Proof of Theorem 3.1. It follows from (3.1) and (3.10) that
for some C independent of k. Here (and throughout this paper) the constant C may differ at each occurrence. As a consequence, we obtain
So, we have from (3.8)
Then, (3.9) follows from (3.3), (3.15) and (3.17) . ✷
Lipschitz continuity of solutions with respect to the conductivity
In this section we investigate the continuous dependency of u k on the conductivity parameter k. There has been some work on this problem. If k is real and approaches to ∞ (or 0), then it was proved that u k converges to u ∞ (or u 0 ) in H 1 -norm ( [22] ) and in L ∞ -norm ( [26] ). The conductivity being ∞ means that the solution u ∞ is constant in the inclusion D, and it being 0 means that the normal derivative of the solution u 0 is zero along ∂D.
In this paper we consider the case of complex conductivity, and obtain, using Theorem 3.1 and the spectral resolution (2.18), the following theorem depicting Lipschitz continuous dependency of the solution on the conductivity parameter satisfying (1.4).
Theorem 4.1 Let L > 0 be a fixed constant. Then, there is a constant C such that
for all k, s ∈ S L and g ∈ H −1/2 0 (∂Ω).
Before proving Theorem 4.1, we make a brief remark on the expression of (4.1). If k and s are bounded, then it is a Lipschitz continuity estimate. But if k and s are large, then it means more than Lipschitz continuity. It shows, for example, that u k − u s can be arbitrarily small in H 1 -norm if k and s are large.
Proof of Theorem 4.1. Suppose k, s ∈ S L . Let us defineũ s bỹ
It is worth mentioning thatũ s is a solution to the equation ∇ · (γ s ∇u) = 0 in Ω. We now compare u k withũ s , and thenũ s with u s . We use the spectral resolution (3.5) to have
. By (3.16) and a similar argument as in (3.8), we have
we have
On the other hand, we obtain from Theorem 3.1
where the last inequality holds since there is a distance between ∂D and ∂Ω. We then infer from (4.6) that
We obtain (4.1) from (4.7) and (4.9). ✷
Uniform validity of the boundary perturbation formula
Let U be the solution in absence of an inclusion, that is, the solution to
Then u k − U can be regarded as a perturbation due to presence of the inclusion with the conductivity k. If D is diametrically small, then the perturbation is small and the asymptotic formula as the diameter tends to zero is known. We assume that the inclusion D is represented as
where δ represents the small diameter of D, B is a reference domain containing 0, and z is the location of D. Here we also assume that D is away from ∂Ω, namely, there is c 0 > 0 such that
This condition is required so that the interaction between D and ∂Ω does not appear in the boundary perturbation formula in the following. Then, the following asymptotic expansion of the boundary perturbation holds:
where M = M (k, B) is the polarization tensor associated with the conductivity k and the domain B (see (5.10) below for the definition of the polarization tensor), N (x, z) is the Neumann function on Ω, which is the solution to 5) and E 1 k (x) indicates the error of the approximation and satisfies
for some C k which may depend on k. The formula (5.4) was first discovered in [22] and used effectively for the inverse problem to find the location and/or some geometric properties (especially the equivalent ellipse of the inclusion) of the inclusion using the boundary measurements [10, 16, 19] . The formula has been extended in [5] to include the higher order terms as
where m αβ = m αβ (k, B) is a series of tensors, called generalized polarization tensors (GPTs), associated with (k, B) (see (5.10) below). Here α and β are multi-indices. The error of this approximation satisfies
The formula (5.7) has been also used to solve inverse problems for which we refer readers to [6, 7] and references therein. It is worth mentioning that the asymptotic expansion method has been applied in various contexts such as multi-static imaging and bio-medical imaging for which we refer to [4, 8] and references in. The first order formula (5.4) was also generalized to the case when the inclusion is an arbitrary subset of Ω of low volume fraction [17] . As pointed out in the paper, there may not be a higher order formula in such a case. Since the conductivity of the inclusion can be extreme (close or equal to 0 or ∞), it is important to clarify dependence of the constant C k appearing in (5.6) and (5.8) . Recently it is proved in [33] that the approximation formula (5.4) is valid uniformly in k for k real and 0 ≤ k ≤ ∞, namely, C k in (5.6) can be chosen independently of k. The purpose of this section is to show that the approximation formula (5.7) is valid uniformly in complex k satisfying (1.4). It is worth mentioning that an asymptotic formula for elasticity similar to (5.7) was obtained in [12] and its uniform validity for the real Lamé parameters was proved in [9] (using a variational method).
We obtain the following theorem.
Theorem 5.1 Let E k be the error defined in (5.7). There is a constant C such that
for all k ∈ S L and g ∈ H −1/2 (∂Ω).
Before proving Theorem 5.1, let us recall the definition of GPTs associated to the inclusion B with the conductivity k. For a given multi-index α ∈ N d , let ϕ k,α be the solution to (3.4) with h k and D replaced by x α and B, respectively. Here
for α, β ∈ N d . Here the integral in (5.10) is understood as the H 1/2 − H −1/2 pairing. We observe that the same estimate as (3.7) yields the existence of a constant C satisfying
for all k ∈ S L . Thus GPTs for the Lipschitz domain B are bounded independently of k ∈ S L .
Proof of Theorem 5.1. We closely follow the derivation of (5.7) in [5] keeping track of the dependency of the constants on k. Assume that g −1/2(∂Ω) = 1. The solution u k to (1.2) admits the representation (3.3). Let ϕ k be the potential appearing in the representation. Let
. By a change of variables, (3.4) can be written as
By the Taylor expansion of h k , we have
Here the error term e 1 (x) and ∂ α h k (z) are bounded uniformly in k. Indeed, from the definition of h k in (3.1) and Lemma 3.2, we have
where C n depends only on n, ∂Ω, and c 0 . It follows from Lemma 3.2
for some constant C independent of k. Thus, (5.12), (5.13) , and the definition of ϕ k,α yield for some C independent of k. The solution u k can also be written using the Neumann function by
(see [5, 6] ), and after a change of variables,
Since N (x, z + δy) admits the Taylor expansion
where R(x, y) is bounded for x ∈ ∂Ω and y ∈ B, it follows from (5.15) that for x ∈ ∂Ω
Since the integrals ∂Bφ k (y)dσ(y) and ∂B e 2 (y)dσ(y) vanish, we can arrange terms in the following form: where h is a given harmonic function in R d , to obtain results like Theorem 3.1 and Theorem 4.1. In fact, the argument is simpler in this case. The solution u k to (6.1) also can be represented as + ∇(u k − h) L 2 (R 2 ) ≤ C ∂h ∂ν −1/2(∂D) (6.6) in two dimensions, and
in three or higher dimensions, for all k ∈ S L .
Theorem 6.2 Let h be a harmonic function in R d and α > 0. There is a constant C such that (6.9) in three or higher dimensions, for all k, s ∈ S L .
