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分割表の中で一番簡単な 2× 2分割表は様々な分野で用いられる重要なものであり, それ
ぞれの分類の間に関連があるかどうかを調べる独立性の検定はその解析法として中心的な
ものとなる。独立性の検定でよく用いられるものは χ2 検定と Fisherの正確確率検定であ
り, データ数が小さい場合後者の方法が適している。
一方, 分割表が 2標本の比率データと考えられるとき, それぞれの比率の差に関心のある
場合がある。たとえば, 2つの薬剤に対して有効か無効かを判定し, 薬剤に違いがあるかど
うか検定した上で 2つの薬剤の有効率の差がどのぐらいか見積もるといった状況である。









有効 無効 計 真の有効率
薬剤 A x z n p
薬剤 B y w m q
計 k  N
本論文では x ∼ B(n, p), y ∼ B(m,q) とそれぞれ 2項分布に従っている 2項分布モデル
で考える。2つの比率の差（薬剤の有効率の差）は p− q であるのだが, この信頼区間は未













統計学辞典 (1989) などに示されているように 2 × 2 分割表の独立性の検定は確率モデ
ルが何であれ, 一般超幾何分布によるオッズ比の検定に帰着する。（本論文ではオッズ比を

















が求め方が複雑となる。ところが, 次の定理 1によりこの 2つの構成法で得られる信頼区間
は一致することが分かり, 求め方は簡便な最初の方法を, 意味は受け入れやすい 2番目の方
法をと考えることができるようになる。
定理 1 2項分布モデル
f (x, y) = nCxpx(1− p)n−x · mCyqy(1− q)m−y
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においてオッズ比 λ を固定した下で次の 2つの条件は同値となる。




f (x,k − x) を最大にする (p, q)
(証明) 条件 iiから iが導かれることを示す。
λ = p(1 − q)/q(1− p) より f (x, y) は次のように変形される。
f (x, y) = nCx
(
qλ
1− q + qλ
)x ( 1− q
1− q + qλ
)n−x
· mCyqy(1− q)m−y
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nλ +m(1− q) +mqλ





x=max(0,k−m) f (x,k − x) を最大にする必要十分条件は
k
q(1− q) −
nλ +m(1− q) +mqλ
(1 − q)(1− q + qλ) = 0
であることが分かる。（各項の増減が同調することに注意する。）




オッズ比の信頼区間 λ1 ≤ λ ≤ λ2 が与えられたとき, それに対応する比率の差の信頼区
間は次の定理を用いて p(λ1)− q(λ1) ≤ p− q ≤ p(λ2)− q(λ2) で得られる。








−k +m+ kλ+ nλ−√(k −m− kλ− nλ)2 − 4knλ(λ − 1)






(証明) λ = p(1 − q)/q(1− p) と np+mq = k を連立させると以下の 2次方程式となる。
g(p) = Ap2 +Bp+ C = 0
ただし,
A = n(λ− 1)
B = k −m− kλ − nλ
C = kλ
である。
ゆえに, λ = 1 のときは自明。
λ = 1 のとき, 2次方程式の解は次の 2つになる。
p+ =
−k +m+ kλ+ nλ+√(k −m− kλ− nλ)2 − 4knλ(λ − 1)
2n(λ− 1)
p− =
−k +m+ kλ + nλ−√(k −m− kλ − nλ)2 − 4knλ(λ − 1)
2n(λ− 1)
したがって, この 2つの解のうち p− のみが適していることを示せばよい。
λ < 1 のとき, g(0) = kλ > 0 で g(1) = k−m−n ≤ 0 となることから p+ < 0 < p− ≤ 1
が分かる。
λ > 1のとき, g(0) = kλ > 0で g(1) = k−m−n ≤ 0となる。ゆえに, k = m+nのときは,













る検定法が提案されている。（椿 (1982), 佐藤 (1993)参照）それを片側× 2検定と呼ぶ。こ
の検定に対応するように信頼区間を構成すると片側検定の結果とも一致して都合がよい。本










pH ≥ 2.5 pH < 2.5
薬剤 F 118 1
薬剤 R 111 4
Fisherの片側検定の p 値は 0.207となり, 有意な差は見られない。
一方, オッズ比の正確な信頼区間は
0.4103 ≤ λ ≤ 211.15
となる。ゆえに, 5節の計算式より
A = −70.1743, 25007.85
B = −28.7844, −73366.2
C = 93.9587, 48353.35
となり, 提案する方法に基づく信頼区間（以下では「提案する区間」と呼ぶ）は








処理 1 9 1
処理 2 5 5
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