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IRREDUCIBILITY OF THE FERMI VARIETY FOR DISCRETE
PERIODIC SCHRO¨DINGER OPERATORS AND EMBEDDED
EIGENVALUES
WENCAI LIU
Abstract. Let H0 be a discrete periodic Schro¨dinger operator on Z
d:
H0 = −∆+ V,
where ∆ is the discrete Laplacian and V : Zd → R is periodic. We prove that
for any d ≥ 3, the Fermi variety at every energy level is irreducible (modulo
periodicity), and for d = 2, the Fermi variety at every energy level except for
the average of the potential is irreducible (modulo periodicity). This is sharp
since for d = 2 and a constant potential V , the Fermi variety at V -level has
two irreducible components (modulo periodicity). In particular, we show that
the Bloch variety is irreducible (modulo periodicity) for any d ≥ 2.
As applications, we prove that the level set of any extrema of any spectral
band functions has dimension at most d−2 for any d ≥ 3, and finite cardinality
for d = 2. In particular, the level set of any spectral band edges has dimension
at most d − 2 for any d ≥ 2. We also prove that H = −∆+ V + v does not
have any embedded eigenvalues provided that v decays super-exponentially.
1. Introduction and main results
Periodic elliptic operators have been studied intensively in both mathematics
and physics, in particular for their role in solid state theory. One of the diffi-
cult and unsolved problems is the (ir)reducibility of Bloch and Fermi varieties
[3–5, 13, 15, 16, 22, 33, 41]. Besides its own importance in algebraic geometry,
the (ir)reducibility is crucial in the study of spectral properties of periodic el-
liptic operators, e.g., the structure of spectral band edges and the existence of
embedded eigenvalues by a local defect [1, 18, 28, 29, 42]. We refer readers to
the recent survey [26] for the history and most recent developments.
In this paper, we will concentrate on discrete periodic Schro¨dinger operators
on Zd. Given qi ∈ Z+, i = 1, 2, · · · , d, let Γ = q1Z ⊕ q2Z ⊕ · · · ⊕ qdZ. We say
that a function V : Zd → R is Γ-periodic (or just periodic) if for any γ ∈ Γ,
V (n + γ) = V (n).
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Let ∆ be the discrete Laplacian on ℓ2(Zd), namely
(∆u)(n) =
∑
|n′−n|=1
u(n′),
where n = (n1, n2, · · · , nd) ∈ Z
d, n′ = (n′1, n
′
2, · · · , n
′
d) ∈ Z
d and
|n′ − n| =
d∑
i=1
|ni − n
′
i|.
Consider the discrete Schro¨dinger operator on ℓ2(Zd),
(1) H0 = −∆+ V,
where V is periodic.
In this paper, we always assume the greatest common factor of q1, q2, · · · , qd
is 1, V is periodic and H0 is the discrete periodic Schro¨dinger operator given by
(1).
Let {ej}, j = 1, 2, · · ·d, be the standard basis in Z
d:
e1 = (1, 0, · · · , 0), e2 = (0, 1, 0, · · · , 0), · · · , ed = (0, 0, · · · , 0, 1).
Definition 1. The complex Bloch variety B(V ) of H0 = −∆ + V consists of
all pairs (k, λ) ∈ Cd+1 for which there exists a non-zero solution of the equation
(2) H0u = (−∆+ V )u = λu
satisfying the so called Floquet-Bloch boundary condition
(3) u(n+ qjej) = e
2piikju(n), j = 1, 2, · · · , d, and n ∈ Zd,
where k = (k1, k2, · · · , kd) ∈ C
d.
Definition 2. Let λ ∈ C. The Fermi surface (variety) Fλ(V ) is defined as the
level set of the Bloch variety:
Fλ(V ) = {k : (k, λ) ∈ B(V )}.
Our main interest in the present paper is the irreducibility of Bloch and Fermi
varieties as analytic sets.
Definition 3. Let Ω be an open set in Ck or Rk. A subset A ⊂ Ω is called
an analytic set if for any x ∈ Ω, there is a neighborhood U ⊂ Ω, and analytic
functions f1, f2, · · · , fp in U such that
A ∩ U = {y ∈ U : f1(y) = 0, f2(y) = 0, · · · , fp(y) = 0}.
Definition 4. An analytic set A ⊂ Ω is said to be irreducible if it can not be
represented as the union of two non-empty proper analytic subsets.
It is widely believed that the Bloch/Fermi variety is always irreducible for
periodic Schro¨dinger operators, which has been formulated as conjectures:
3Conjecture 1. [26, Conjecture 5.17] The Bloch variety B(V ) is irreducible
(modulo periodicity).
Conjecture 2. [26, Conjecture 5.35] [28, Conjecture 12] Let d ≥ 2. Then
Fλ(V )/Z
d is irreducible, possibly except for finitely many λ ∈ C.
Conjectures 1 and 2 have been mentioned in many articles [3–5, 16, 22, 29].
It seems extremely hard to prove them, even for “generic” periodic potentials.
See Conjecture 13 in [28] for a “generic” version of Conjecure 2.
In this paper, we will first prove both Conjectures. For any d ≥ 3, we prove
that the Fermi variety at every level is irreducible (modulo periodicity). For
d = 2, we prove that the Fermi variety at every level except for the average of
the potential is irreducible (modulo periodicity). In particular, the Bloch variety
is irreducible (modulo periodicity) for any d ≥ 2.
Theorem 1.1. Let d ≥ 3. Then the Fermi variety Fλ(V )/Z
d is irreducible for
any λ ∈ C.
Denote by [V ] the average of V over one periodicity cell, namely
[V ] =
1
q1q2 · · · qd
∑
0≤n1≤q1−1
······
0≤nd≤qd−1
V (n1, n2, · · · , nd).
Theorem 1.2. Let d = 2. Then the Fermi variety Fλ(V )/Z
2 is irreducible for
any λ ∈ C except for λ = [V ], where [V ] is the average of V over one peri-
odicity cell. Moreover, if F[V ](V )/Z
2 is reducible, it has exactly two irreducible
components.
The special situation with the Fermi variety at the average level in Theorem
1.2 is not surprising. When d = 2, for a constant function V , F[V ](V )/Z
2 has
two irreducible components.
Corollary 1.3. Let d ≥ 2. Then the Bloch variety B(V ) is irreducible (modulo
periodicity).
It is easy to show that Conjecture 1 holds for d = 1. See p.18 in [16] for
a proof. Significant progress in proving those Conjectures has been made for
d = 2, 3. When d = 2, Corollary 1.3 was proved by Ba¨ttig [2]. In [16], Gieseker,
Kno¨rrer and Trubowitz proved that Fλ(V )/Z
2 is irreducible except for finitely
many values of λ, which immediately implies Corollary 1.3 for d = 2. When
d = 3, Theorem 1.1 has been proved by Ba¨ttig [4].
For continuous (rather than discrete) periodic Schro¨dinger operators, Kno¨rrer
and Trubowitz proved that the Bloch variety is irreducible (modulo periodicity)
when d = 2 [22].
When the periodic potential is separable, Ba¨ttig, Kno¨rrer and Trubowitz
proved that the Fermi variety at any level (modulo periodicity) is irreducible
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for d = 3 [5]. It is not hard to extend it to separable potentials in any dimen-
sions.
As far as we know, except for seperable potentials, there are no results about
the irreducibility of Bloch or Fermi varieties for d ≥ 4.
In [2–5, 16, 22], proofs heavily depend on the construction of toroidal and
directional compactifications of Fermi and Bloch varieties.
A new approach will be introduced in this paper. Instead of compactifications,
we will focus on studying the homogeneous component of a family of Laurent
polynomials of the lowest degree near singularities of the Fermi variety.
We will study the Floquet variety instead, which is an algebraic set. The
first step of our proof is to lift the Floquet variety by a standard group action.
Then at each chosen singular point, we are able to show that the quotient of
the tangent cone is irreducible. Finally, we prove that the polynomial, which
determines the tangent cone, has the minimum degree. It forbids the polynomial
determining the Floquet variety to have more than one factor. Actually, two
stronger statements (Theorems 2.1 and 2.2) will be proved.
The irreducibility is a powerful tool to study the spectral theory for elliptic
periodic operators. Our first application is the extrema of band functions.
Let Q = q1q2 · · · qd. The spectrum of H0 = −∆+ V
(4) σ(H0) =
⋃Q
m=1
[am, bm]
is the union of the spectral band [am, bm], m = 1, 2, · · · , Q, which is the range
of a band function λm(k), k ∈ [0, 1)
d. We note that λm(k) is a periodic funtion.
The structure of extrema of band funtions is very important in many problems,
such as homogenization theory, Green’s function asymptotics and Liouville type
theorems. We refer readers to [8, 12, 25, 26] and references therein for more
details.
Conjecture 3. [26, Conjecture 5.25][27, Conjecture 5.1] Generically (with re-
spect to the potentials and other free parameters of the operator), the extrema of
band functions
(1) are attained by a single band;
(2) are isolated;
(3) are nondegenerate, i.e., have nondegenerate Hessians.
A classical result made a progress towards Conjecture 3 at the bottom of the
spectrum. After that the progress is slow, even for the study of the structure of
band edges, a particular class of extrema. Recently, a celebrated work of Filonov
and Kachkovskiy [12] proves that for a wide lass (not “generic”) of 2D periodic
elliptic operators (continuous version), the global extrema of all spectral band
functions are isolated.
5As an application of our irreducibility, we are able to prove a stronger version
(work for all extrema) of Filonov and Kachkovskiy’s results [12] in discrete set-
tings. The advantage for discrete cases is that the Fermi variety is algebraic in
Floquet variables e2piik1, e2piik2 , · · · , e2piikd, which allows us to use Be´zout’s theo-
rem to do the proof.
Theorem 1.4. Let d = 2. Let λ∗ be an extremum of λm(k), k ∈ [0, 1)
2, m =
1, 2, · · · , Q. Then the level set
(5) {k ∈ [0, 1)2 : λm(k) = λ∗}
has cardinality at most 4(q1 + q2)
2.
In particular, Theorem 1.4 shows that any extremum of any band function
can only be attained at finitely many points, which is a stronger statement (not
“generic”) than (2) of Conjecture 3.
It is worth to point out that Theorem 1.4 does not hold for discrete periodic
Schro¨dinger operators on a diatomic lattice in Z2 [12].
Theorem 1.5. Let d ≥ 3. Let λ∗ be an extremum of λm(k), k ∈ [0, 1)
d, m =
1, 2, · · · , Q. Then the level set
{k ∈ [0, 1)d : λm(k) = λ∗}
has dimension at most d− 2.
Since the edge of each spectral band is an extremum of the band function
λm(k), immediately we have following two corollaries.
Corollary 1.6. Let d = 2. Then both level sets
{k ∈ [0, 1)2 : λm(k) = am} and {k ∈ [0, 1)
2 : λm(k) = bm}
have cardinality at most 4(q1 + q2)
2.
Corollary 1.7. Let d ≥ 3. Then both level sets
{k ∈ [0, 1)d : λm(k) = am} and {k ∈ [0, 1)
d : λm(k) = bm}
have dimension at most d− 2.
The result of Corollaries 1.6 and 1.7 was announced by I. Kachkovskiy [20]
during a seminar talk at TAMU, as a part of a joint work with N. Filonov [11].
During Kachkovskiy’s talk, we realized that we could provide a new apporach
to study the upper bound of dimensions of level sets of extrema based on the
irreducibility 1. In private communication, we were made aware that the proof
from [11] extends to Theorems 1.4 and 1.5 without changes. However, their
approach is very different and is based on the arguments from [12].
1Indeed, a much weaker assumption is sufficient for our arguments. See Remark 6.
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We are going to talk about another application. Let us introduce a perturbed
periodic operator:
(6) H = H0 + v = −∆+ V + v,
where v is a decaying function on Zd.
By the Weyl’s law, if lim sup|n|→∞ |v(n)| = 0, then
σess(H) = σ(H0) =
⋃Q
m=1
[am, bm],
where σess(H) is the essential spectrum of H .
The (ir)reducibility of the Fermi variety is closely related to the existence of
eigenvalues embedded into the essential spectrum of perturbed periodic operators
[28, 29]. We postpone full set up and backgroud to Section 2, and formulate one
theorem before closing this section. Based on the irreducibility (Theorems 1.1
and 1.2), arguments in [28], and a unique continuation result for the discrete
Laplacian on Zd, we are able to prove
Theorem 1.8. Let H0 and H be given by (1) and (6) respectively. If there exist
constants C > 0 and γ > 1 such that
(7) |v(n)| ≤ Ce−|n|
γ
,
then H = −∆ + V + v does not have any embedded eigenvalues, i.e., for any
λ ∈
⋃Q
m=1(am, bm), λ is not an eigenvalue of H.
2. Main results and notations
Definition 5. Let C∗ = C\{0} and z = (z1, z2, · · · , zd). The Floquet variety is
defined as
(8) Fλ(V ) = {z =∈ (C
∗)d : zj = e
2piikj , j = 1, 2, · · · , d, k ∈ Fλ(V )}.
In other words,
Fλ(V ) ={z ∈ (C
∗)d : there exists a non-trivial function u satisfying
(9)
H0u = λu and u(n+ qjej) = zju(n), j = 1, 2, · · · , d, and n ∈ Z
d}.
Introduce a fundamental domain W for Γ:
W = {n = (n1, n2, · · · , nd) ∈ Z
d : 0 ≤ nj ≤ qj − 1, j = 1, 2, · · · , d}.
By writing out H0 = −∆ + V as acting on the Q dimensional space {u(n), n ∈
W}, the equality (9) translates into the eigenvalue problem for a Q×Q matrix,
M(z, λ). Let P(z, λ) be the determinant of M(z, λ).
One can see that P(z, λ) is a polynomial in the variables λ and
z1, z
−1
1 , z2, z
−1
2 , · · · , zd, z
−1
d .
7In other words P(z, λ) is a Laurent polynomial of λ and z1, z2, · · · , zd. Therefore,
the Floquet variety Fλ(V ), which equals to {z ∈ (C
∗)d : P(z, λ) = 0}, is an
algebraic set. It implies that B(V ) and Fλ(V ) are analytic sets. See Section 4
for more details. Since the identity (3) is unchanged under shift: k → k+Zd, it
is natural to study Fλ(V )/Z
d.
In our proof, we focus on studying the Floquet variety Fλ(V ) to benefit from
its algebraicity.
A Laurent polynomial of a single term is called monomial, i.e., Cza11 z
a2
2 · · · z
ad
d ,
where aj ∈ Z, j = 1, 2, · · · , d, and C is a non-zero constant.
Definition 6. We say that a Laurent polynomial h (z1, z2, · · · , zk) is irreducible
if it can not be factorized non-trivially, that is, there are no monomial Laurent
polynomials f (z1, z2, · · · , zk) and g (z1, z2, · · · , zk) such that h = fg.
Theorem 2.1. Let d ≥ 3. Then for any λ ∈ C, the Laurent polynomial P(z, λ)
(as a function of z) is irreducible. In particular, the Fermi variety Fλ(V )/Z
d is
irreducible for any λ ∈ C.
Theorem 2.2. Let d = 2. Then the Laurent polynomial P(z, λ) (as a function
of z) is irreducible for any λ ∈ C except for λ = [V ], where [V ] is the average
of V over one periodicity cell. Moreover, if P(z, [V ]) is reducible, P(z, [V ]) has
exactly two non-trivial irreducible factors.
Corollary 2.3. Let d ≥ 2. Then the Laurent polynomial P(z, λ) (as a function
of both z and λ) is irreducible. In particular, the Bloch variety B(V ) is irreducible
(modulo periodicity).
Remark 1. Reducible Fermi surfaces are known to occur for periodic graph
operators, even at all engery levels, e.g., [13, 42].
The next topic we are going to discuss is the existence of embedded eigenvalues
for perturbed discrete periodic operators (6).
For d = 1, the existence/absence of embedded eigenvalues has been under-
stood very well [21, 31, 34, 37, 40]. Problems of the existence of embedded
eigenvalues in higher dimensions are a lot more complicated. The techniques
of the generalized Pru¨fer transformation and oscillated integrals developed for
d = 1 are not available.
In [28], Kuchment and Vainberg introduced a new approach to study the em-
bedded eigenvalue problem for perturbed periodic operators. It employs the
analytic structure of the Fermi variety, unique continuation results, and tech-
niques of several complex variables theory.
Condition 1: Given λ ∈
⋃
(am, bm), we say that λ satisfies Condition 1 if
any irreducible component of the Fermi variety Fλ(V ) contains an open analytic
hypersurface of dimension d− 1 in Rd.
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Theorem 2.4. [28] Let d = 2, 3, and H0 and H be continuous versions of (1)
and (6) respectively. Assume that there exist constants C > 0 and γ > 4/3 such
that
|v(x)| ≤ Ce−|x|
γ
.
Assume the Condition 1 for some λ ∈
⋃
(am, bm). Then this λ can not be an
eigenvalue of H = −∆+ V + v.
For λ in the interior of a spectral band, the irreducibility of Fermi variety
Fλ(V ) implies Condition 1 for this λ. See Lemma 7.1. The restriction on d = 2, 3
and the critical exponent 4/3 arise from a quantitative unique continuation.
Suppose u is a solution of
−∆u + V˜ u = 0 in Rd,
where |V˜ | ≤ C, |u| ≤ C and u(0) = 1. From the unique continuation principle,
u cannot vanish identically on any open set. The quantitative result states [6]
(10) inf
|x0|=R
sup
|x−x0|≤1
|u(x)| ≥ e−CR
4/3 logR.
A weaker version of (10) that there is no non-trivial solution of (−∆+V˜ )u = 0
such that
(11) |u(x)| ≤ e−c|x|
4/3+ε
was established in [36] and [14].
For complex potentials V˜ , the critical exponent 4/3 in (10) is optimal in view
of the Meshkov’s example [36]. It has been conjectured (referred to as Landis’
conjecture, which is till open) that the critical exponent is 1 for real potentials.
However, the unique continuation principle for discrete Laplacians is well known
not to hold (see e.g., [19, 30]). This issue turns out to be the obstruction to
generalize Kuchment-Vainberg’s approach [28] to discrete periodic Schro¨dinger
operators.
Fortunately, a weak unique continuation result is sufficient for Kuchment-
Vainberg’s arguments in [28]. Such unique continuation result is not difficult to
establish for discrete Schro¨dinger operators on Zd. Actually, the critical compo-
nent can be improved from “4/3” to “1”. Therefore, we are able to establish the
discrete version of Theorem 2.4 for any dimensions.
Theorem 2.5. Let d ≥ 2, H0 and H be given by (1) and (6) respectively.
Assume that there exist constants C > 0 and γ > 1 such that
(12) |v(n)| ≤ Ce−|n|
γ
.
Assume the Condition 1 for some λ ∈
⋃Q
m=1(am, bm). Then this λ can not be an
eigenvalue of H = −∆+ V + v.
9Remark 2. • It is well known that for general periodic graphs even com-
pacted supported solutions can exist (see e.g.[30]) due to no unique con-
tinuation.
• It is known that a compactly support perturbation of the operator on a
graph might have a embedded eigenvalue. If this case happens, under the
assumption on irreducibility of the Fermi variety, Kuchment and Vain-
berg proved that the corresponding eigenfunction is compactly supported
(invalid the unique continuation) [29]. Shipman provided examples of
periodic graph operators with unbounded support eigenfunctions for em-
bedded eigenvalues (the Fermi variety is reducible at any energy level)
[42].
Our approach does not work at the boundary points am and bm of the spectral
band. Fortunately, for higher dimensions (d ≥ 2), there is a lot of overlap among
spectral bands, which is predicted by the Bethe-Sommerfeld conjecture. Both
continuous and discrete versions of the Bethe-Sommerfeld conjecture have been
well understood [9, 10, 17, 23, 39].
Assume that V is zero. We can think that V is a periodic function on Zd
with any q1, q2, · · · , qd. Denote by [am, bm], m = 1, 2, · · · , Q, the spectral band
of −∆. Clearly, ⋃Q
m=1
[am, bm] = σ(−∆) = [−2d, 2d].
Lemma 2.6. [17, Lemmas 1.2 and 1.3] Let d ≥ 2. Then
• for any λ ∈ (−2d, 2d) \ {0}, λ ∈ (am, bm) for some 1 ≤ m ≤ Q,
• if at least one of qj’s is odd, then 0 ∈ (am, bm) for some 1 ≤ m ≤ Q.
For d = 2, Lemma 2.6 was also proved in [10].
Theorem 1.8 and Lemma 2.6 imply
Corollary 2.7. Assume that there exist some C > 0 and γ > 1 such that
|v(n)| ≤ Ce−|n|
γ
.
Then σess(−∆+ v) = [−2d, 2d] and σp(−∆+ v) ∩ (−2d, 2d) = ∅.
Remark 3. Under a stronger assumption that v has compact support, Isozaki
and Morioka proved that σp(−∆+ v) ∩ (−2d, 2d) = ∅ [18].
The rest of this paper is organized as follows. The proof of Theorems 2.1 and
2.2 is entirely self-contained. We recall the discrete Floquet transform in Section
3. In Section 4, we do preparations for the proof of our main theorems. Section
5 is devoted to proving Theorems 2.1 and 2.2. In Section 6, we finish the proof
Theorem 2.5. In Section 7, we prove Theorems 1.4, 1.5 and 1.8.
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3. Discrete Floquet-Bloch transform
In this section, we recall the standard discrete Floquet-Bloch transform.
Let
W¯ =
d∏
j=1
{
0,
1
qj
,
2
qj
, · · · ,
qj − 1
qj
}
⊂ [0, 1]d.
Define the discrete Fourier transform Vˆ (l) for l ∈ W¯ by
Vˆ (l) =
1
Q
∑
n∈W
V (n)e−2piil·n,
where k ·n =
∑d
j=1 ljnj for l = (l1, l2, · · · , ld) ∈ W¯ and n = (n1, n2, · · · , nd) ∈ Z
d.
For convenience, we extend Vˆ (l) to W¯ + Zd periodically, namely for any l ≡ l˜
mod Zd,
Vˆ (l) = Vˆ (l˜).
The inverse of the discrete Fourier transform is given by
V (n) =
∑
l∈W¯
Vˆ (l)e2piil·n.
For a function u ∈ ℓ2(Zd), its Fourier transform F(u) = uˆ : Td = Rd/Zd → C is
given by
uˆ(x) =
∑
n∈Zd
u(n)e−2piin·x.
For any periodic function V and any u ∈ ℓ2(Zd), one has
V̂ u(x) =
∑
l∈W¯
Vˆ (l)uˆ(x− l).
We remark that uˆ is the Fourier transform for u ∈ ℓ2(Zd) and Vˆ is the discrete
Fourier transform for V (n), n ∈ W . Let
B =
d∏
j=1
[0,
1
qj
).
Let L2(B × W¯ ) be all functions with the finite norm given by
||f ||L2(B×W¯ ) =
∑
l∈W
∫
B
|f(x, l)|2dx.
Define the unitary map U : ℓ2(Zd)→ L2(B × W¯ ) by
(U(u))(x, l) = uˆ(x+ l)
11
for x = (x1, x2, · · · , xd) ∈ B and l ∈ W¯ . For fixed x ∈ B, define the operator
H0(x) on ℓ
2(W¯ ):
(13) (H0(x)u)(l) =
(
d∑
j=1
−2 cos(2π(lj + xj))u(l)
)
+
∑
j∈W¯
Vˆ (l − j)u(j),
where l = (l1, l2, · · · , ld) ∈ W¯ . Let Hˆ0 : L
2(B × W¯ )→ L2(B × W¯ ) be given by
(14) (Hˆ0u)(x, l) =
(
d∑
j=1
−2 cos(2π(lj + xj))u(x, l)
)
+
∑
j∈W¯
Vˆ (l − j)u(x, j).
The following two Lemmas are well known.
Lemma 3.1. Let H0 and Hˆ0 be given by (1) and (14) respectively. Then
(15) Hˆ0 = UFH0F
−1U−1.
Lemma 3.2. The operator H0(x) given by (13) is unitarily equivalent to the
operator −∆+ V on ℓ2(Zd) with the following boundary condition:
(16) u(n+ qjej) = e
2piiqjxju(n), j = 1, 2, · · · , d, n ∈ Zd.
For each k ∈ [0, 1)d, let x = (k1
q1
, k2
q2
, · · · , kd
qd
). It is easy to see that H0(x) has
Q = q1q2 · · · qd eigenvalues. Order them in non-decreasing order
λ1(x) ≤ λ2(x) ≤ · · · ≤ λQ(x).
We call λm(x) or λm(k) the m-th band function, m = 1, 2, · · · , Q. Then we have
Lemma 3.3.
[am, bm] = [ min
xj∈[0,1/qj )
1≤j≤d
λm(x), max
xj∈[0,1/qj )
1≤j≤d
λm(x)]
= [ min
k∈[0,1)d
λm(k), max
k∈[0,1)d
λm(k)]
and am < bm, m = 1, 2, · · · , Q.
4. Preparations
It is useful to introduce the covering
c : C∗ × C∗ × · · · × C∗ → C∗ × C∗ × · · · × C∗
(z1, z2, · · · , zd)→ (z
q1
1 , z
q2
2 , · · · , z
qd
d )(17)
and the preimage
F˜λ(V ) = c
−1(Fλ(V )).
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In other words,
F˜λ(V ) ={z ∈ (C
∗)d there exists a nontrivial function u on Zd satisfying
(18)
(−∆+ V )u = λu and u(n+ qjej) = z
qj
j u(n), j = 1, 2, · · · , d, n ∈ Z
d}.
Similarly to the definition of M(z, λ), denote by M(x, λ) (M˜(z, λ)) the Q ×
Q matrix to the spectral problem (16) ((18)). Let P (x, λ) (P˜(z, λ)) be the
determinant of M(x, λ) ( M˜(z, λ)).
Clearly,
M˜(z, λ) =M(c(z), λ),M˜(e2piix1 , e2piix2, · · · , e2piixd, λ) =M(x, λ),
and
P˜(z, λ) = P(c(z), λ), P˜(e2piix1 , e2piix2, · · · , e2piixd, λ) = P (x, λ).
Here are some simple facts about P and P˜.
1: P(z−11 , z
−1
2 , · · · , z
−1
d , λ) = P(z1, z2, · · · , zd, λ) and
P˜(z−11 , z
−1
2 , · · · , z
−1
d , λ) = P˜(z1, z2, · · · , zd, λ).
2: P(z, λ) is a polynomial in the variables z1, z
−1
1 , z2, z
−1
2 , · · · , zd, z
−1
d and
λ with highest degrees z±q2q3···qd1 , z
±q1q3···qd
2 , · · · , z
±q1q2···qd−1
d and λ
Q.
3: P˜(z, λ) is a polynomial in the variables z1, z
−1
1 , z2, z
−1
2 , · · · , zd, z
−1
d and
λ with highest degrees z±Q1 , z
±Q
2 , · · · , z
±Q
d and λ
Q.
Instead of discussing the Laurent polynomial P(z, λ), sometimes we will study
the following polynomial: z
Q
q1
1 z
Q
q2
2 · · · z
Q
qd
d P(z, λ).
Definition 7. We say that a polynomial h (z1, z2, · · · , zk) is irreducible if it can
not be factorized non-trivially, that is, there are no non-constant polynomials
f (z1, z2, · · · , zk) and g (z1, z2, · · · , zk) such that h(z) = f(z)g(z).
Let
ρjnj = e
2pii
nj
qj ,
where 0 ≤ nj ≤ qj − 1, j = 1, 2, · · · , d. Denote by µqj the multiplicative group
of qj roots of unity, j = 1, 2, · · · , d. Let µ = µq1 × µq2 × · · · × µqd.
For any ρ = (ρ1, ρ2, · · · , ρd) ∈ µ, we can define a natural action on (C∗)d
ρ · (z1, z2, · · · , zd) =
(
ρ1z1, ρ
2z2, · · · , ρ
dzd
)
.
Of course, Fλ(V ) is the quotient of F˜λ(V ) by µ
(19) Fλ(V ) = F˜λ(V )/µ.
Proposition 4.1. Fix λ ∈ C. We have
• The Floquet variety Fλ(V ) = {z ∈ (C
∗)d : P(z, λ) = 0};
• F˜λ(V ) = {z ∈ (C
∗)d : P˜(z, λ) = 0};
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• The Fermi variety/surface
Fλ(V ) = {(k1, k2, · · · , kd) ∈ C
d : P(e2piik1 , e2piik2 , · · · , e2piikd, λ) = 0};
• The Fermi variety/surface Fλ(V )/Z
d is irreducible if and only if Fλ(V )
is irreducible;
• The Fermi variety/surface Fλ(V )/Z
d is irreducible if and only if F˜λ(V )/µ
is irreducible;
• If the Laurent polynomial P(z, λ) (as a function of z) is irreducible, then
Fλ(V ) is irreducible.
Lemma 4.2. Let n = (n1, n2, · · · , nd) ∈ W and n
′ = (n′1, n
′
2, · · · , n
′
d) ∈ W .
Then M˜(z, λ) is unitarily equivalent to A + B, where A is a diagonal matrix
with entries
(20) A(n;n′) = −
((
d∑
j=1
(
ρjnjzj +
1
ρjnjzj
))
+ λ
)
δn,n′
and B
B(n;n′) = Vˆ
(
n1 − n
′
1
q1
,
n2 − n
′
2
q2
, · · · ,
nd − n
′
d
qd
)
.
In particular,
P˜(z, λ) = det(A+B).
Proof. Recall that xj =
kj
qj
, zj = e
2piikj , j = 1, 2, · · · , d. Lemma 4.2 follows from
Lemma 3.2, (13) and (17). 
We notice that B is independent of z1, z2, · · · , zd and λ.
5. Proof of Theorems 2.1 and 2.2
Let P1 be the standard complex projective space. For an algebraic set C =
{z ∈ (C∗)d : p(z) = 0} with a Laurent polynomial p, we consider the compacti-
fication of C in (P1)d = P1 ×P1 × · · · ×P1, where (C∗)d is embedded in (P1)d.
By abusing notations, we continue to use C as its compactification.
Let
(21) h˜1(z) = z
Q
1 z
Q
2 · · · z
Q
d
∏
0≤nj≤qj−1
1≤j≤q
(
d∑
j=1
1
ρjnjzj
)
,
and
(22) h˜2(z) = z
Q
1 z
Q
2 · · · z
Q
d−1z
−Q
d
∏
0≤nj≤qj−1
1≤j≤q
(
ρdndzd +
d−1∑
j=1
1
ρjnjzj
)
.
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Since both h˜1(z) and h˜2(z2) are unchanged under the action of the group µ, we
have that there exist h1(z) and h2(z) such that
(23) h˜1(z1, z2, · · · , zd) = h1(z
q1
1 , z
q2
2 , · · · , z
qd
d ),
and
(24) h˜2(z1, z2, · · · , zd) = h2(z
q1
1 , z
q2
2 , · · · , z
qd
d ).
Lemma 5.1. Both h1(z) and h2(z) are irreducible.
Proof. Without loss of generality, we only show that h1(z) is irreducible. Suppose
the statement is not true. Then there are two non-constant polynomials f(z)
and g(z) such that h1(z) = f(z)g(z). Let
f˜(z) = f(zq11 , z
q2
2 , · · · , z
qd
d ), g˜(z) = g(z
q1
1 , z
q2
2 , · · · , z
qd
d ).
Therefore,
(25) f˜(z)g˜(z) = zQ1 z
Q
2 · · · z
Q
d
∏
0≤nj≤qj−1
1≤j≤q
(
d∑
j=1
1
ρjnjzj
)
.
By the assumption that the greatest common factor of q1, q2, · · · , qd is 1, we have
for any nj , n
′
j with 0 ≤ nj, n
′
j ≤ qj − 1 and (n1, n2, · · · , nd) 6= (n
′
1, n
′
2, · · · , n
′
d),
(26)
{
z ∈ (C∗)d :
d∑
j=1
1
ρjnjzj
= 0
}
6=
z ∈ (C∗)d :
d∑
j=1
1
ρj
n′j
zj
= 0
 .
By the fact that f˜(z) (g˜(z)) is unchanged under the action µ, and (26), we have
that if f˜(z) (g˜(z)) has one factor
(∑d
j=1
1
ρ
j
nj
zj
)
, then f˜(z) (g˜(z)) will have a
factor
∏
0≤nj≤qj−1
1≤j≤q
(∑d
j=1
1
ρ
j
nj
zj
)
. This contradicts (25). 
Denote by P1(z, λ) the polynomial (−1)
Qz
Q
q1
1 z
Q
q2
2 · · · z
Q
qd
d P(z, λ).
Lemma 5.2. For any λ ∈ C, the polynomial P1(z, λ) (with respect to variables
z) has at most two non-trivial factors. In the case that P1(z, λ) has two factors,
namely P1(z, λ) = f(z)g(z), we have
• the compactification of one component C1 = {z ∈ (C
∗)d : f(z) = 0}
meets z1 = z2 = · · · = zd = 0,
• the compactification of one component C2 = {z ∈ (C
∗)d : g(z) = 0} meets
z1 = z2 = · · · = zd−1 = 0, zd =∞.
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Proof. Assume that for some λ, there are two non-constant polynomials f(z)
and g(z) such that P1(z, λ) = f(z)g(z). Let
C1 = {z ∈ (C
∗)d : f(z) = 0} and C2 = {z ∈ (C
∗)d : g(z) = 0}.
Let
f˜(z) = f(zq11 , z
q2
2 , · · · , z
qd
d ), g˜(z) = g(z
q1
1 , z
q2
2 , · · · , z
qd
d ).
Then
f˜(z)g˜(z) = det(−z1z2 · · · zd(A+B)) = (−1)
QzQ1 z
Q
2 · · · z
Q
d P˜(z, λ).
By the structure of A in Lemma 4.2, both polynomials f and g must depend on
zj , j = 1, 2, · · · , zd.
By letting z1 = z2 = · · · = zd−1 = 0, we have that C1 (C2) meets either
z1 = z2 = · · · = zd = 0 or z1 = z2 = · · · = zd−1 = 0, zd =∞.
Let us first take z1 = z2 = · · · = zd = 0 into consideration. Let A and B be
given by Lemma 4.2. Then the off-diagonal entries of −z1z2 · · · zd(A+B) are all
divisible by z1z2 · · · zd, while the diagonal entries are
(27)
(
z1z2 · · · zd
(
d∑
j=1
1
ρjnjzj
)
+ functions divisible by z1z2 · · · zd
)
,
where 0 ≤ nj ≤ qj − 1. This shows the homogeneous component/polynomial of
lowest degree of det(−z1z2 · · · zd(A +B)) at z1 = z2 = · · · = zd = 0 is
(28) h˜1(z) = z
Q
1 z
Q
2 · · · z
Q
d
∏
0≤nj≤qj−1
1≤j≤q
(
d∑
j=1
1
ρjnjzj
)
.
Similarly, the homogeneous component/polynomial of lowest degree (with re-
spect to z1, z2, · · · , zd−1, z
−1
d ) of det(−z1z2 · · · zd−1z
−1
d (A + B)) at z1 = z2 =
· · · = zd−1 = 0, zd =∞ is
(29) h˜2(z) = z
Q
1 z
Q
2 · · · z
Q
d−1z
−Q
d
∏
0≤nj≤qj−1
1≤j≤q
(
ρdndzd +
d−1∑
j=1
1
ρjnjzj
)
.
By (27),
zj ∤ f(z), zj ∤ g(z), j = 1, 2, · · · , d,
since the term of lowest degree of det(−z1z2 · · · zd(A +B)) is
zQ1 z
Q
2 · · · z
Q
d
d∑
j=1
1
zQj
.
Since both h1(z) and h2(z) are irreducible by Lemma 5.1, we have both f(z) and
g(z) are irreducible. Moreover, f and g satisfy the statement in Lemma 5.2. 
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Remark 4. When d = 2, Gieseker, Kno¨rrer and Trubowitz proved that the
Fermi variety Fλ(V )/Z
2 has at most two irreducible components for any λ [16].
We are ready to prove Theorems 2.2 and 2.1.
Proof of Theorem 2.2. Without loss of generality, assume [V ] = 0. Assume
P(z, λ) is reducible. By Lemma 5.2, there are two non-constant polynomials
f(z) and g(z) such that none of them has a factor z1 or z2, and
(30) (−1)q1q2zq21 z
q1
2 P(z1, z2, λ) = f(z1, z2)g(z1, z2).
Moreover, the compactification of {z ∈ (C∗)2 : f(z) = 0} meets z1 = z2 = 0 and
the compactification of {z ∈ (C∗)2 : g(z) = 0} meets z1 = 0, z2 =∞.
Let
f˜(z) = f˜(z1, z2) = f(z
q1
1 , z
q2
2 ), g˜(z) = g˜(z1, z2) = g(z
q1
1 , z
q2
2 ).
Therefore, f˜(z) and g˜(z) are also polynomials and
(31) f˜(z)g˜(z) = (−1)q1q2zq1q21 z
q1q2
2 P˜(z1, z2, λ) = det(−z1z2A− z1z2B).
By Lemma 5.1, (28) and (29), we have there exists a constant K such that
(32) f˜(z) =
(
p∑
i=1
ciz
ai
1 z
bi
2
)
+K
∏
0≤n1≤q1−1
0≤n2≤q2−1
(
z2
ρ1n1
+
z1
ρ2n2
)
,
where ai + bi ≥ q1q2 + 1, and
(33) g˜(z) = zk2
( p˜∑
i=1
c˜iz
a˜i
1 z
−b˜i
2
)
+
∏
0≤n1≤q1−1
0≤n2≤q2−1
(
1
z2ρ1n1
+ z1ρ
2
n2
) ,
where a˜i + b˜i ≥ q1q2 + 1 and k = max1≤i≤p˜{q1q2, b˜i} (this ensures that g(z) is a
polynomial and g(z) does not have a factor z2).
Since the highest degree of z2 in det(z1z2A+z1z2B) is z
2q1q2
2 , by (31), (32) and
(33) one has k = q1q2 and b˜i ≤ q1q2. Therefore, we have
(34) g˜(z) =
( p˜∑
i=1
c˜iz
a˜i
1 z
ab−b˜i
2
)
+
∏
0≤n1≤q1−1
0≤n2≤q2−1
(
1
ρ1n1
+ ρ2n2z1z2
) ,
where a˜i + b˜i ≥ q1q2 + 1 and b˜i ≤ q1q2.
The matrix z1z2A is given by
−
(
ρ1n1z
2
1z2 +
z2
ρ1n1
+
z1
ρ2n2
+ ρ2n2z
2
2z1 + λz1z2
)
δn1,n′1δn2,n′2
and all the entries of z1z2B has a factor z1z2.
17
By (34), zai1 z
bi
2 g˜(z) with ai + bi ≥ q1q2 + 1 will contribute to z
i
1z
j
2 with i+ j ≥
3q1q2+1. Since det(z1z2(A+B)) can only have z
i˜
1z
j˜
2 with i˜+ j˜ ≤ 3q1q2, we have
ci = 0, i = 1, 2, · · · , p. Therefore,
(35) f˜(z) = K
∏
0≤n1≤q1−1
0≤n2≤q2−1
(
z2
ρ1n1
+
z1
ρ2n2
)
.
Reformulate (31), (33) and (35) as,
1
z2q1q22
f˜(z)g˜(z) = (−1)q1q2det
[
z1
z2
(A+B)
]
,
1
zq1q22
f˜(z) =
∏
0≤n1≤q1−1
0≤n2≤q2−1
(
1
ρ1n1
+
z1
z2ρ2n2
)
,
and
1
zq1q22
g˜(z) =
( p˜∑
i=1
c˜iz
a˜i
1 z
−b˜i
2
)
+
∏
0≤n1≤q1−1
0≤n2≤q2−1
(
1
z2ρ1n1
+ ρ2n2z1
) ,
where a˜i + b˜i ≥ q1q2 + 1 and b˜i ≤ q1q2.
The matrix z1
z2
A is
−
(
ρ1n1
z21
z2
+
1
z2ρ1n1
+
z1
ρ2n2z
2
2
+ ρ2n2z1 + λ
z1
z2
)
δn1,n′1δn2,n′2
and every entry of z1
z2
B has a factor z1
z2
. Since za˜i1 z
−b˜i
2
∏
0≤n1≤q1−1
0≤n2≤q2−1
(
1
ρ1n1
+ z1
z2ρ2n2
)
with a˜i + b˜i ≥ q1q2 + 1 will contribute to z
i
1z
−j
2 with i + j ≥ 3q1q2 + 1 and
det z1
z2
(A + B) can only have z i˜1z
−j˜
2 with i˜ + j˜ ≤ 3q1q2, we have c˜i = 0, i =
1, 2, · · · , p˜. Therefore,
(36) g˜(z) =
∏
0≤n1≤q1−1
0≤n2≤q2−1
(
1
ρ1n1
+ ρ2n2z1z2
)
.
We conclude that we prove that if Fλ(V ) is reducible, then by (31), (35) and
(36),
det(−A− B)
=
K
zq1q21 z
q1q2
2
∏
0≤n1≤q1−1
0≤n2≤q2−1
(
z2
ρ1n1
+
z1
ρ2n2
) ∏
0≤n1≤q1−1
0≤n2≤q2−1
(
1
ρ1n1
+ ρ2n2z1z2
)
.(37)
We will prove that if (37) holds, then λ = 0.
18 WENCAI LIU
Let
tn1,n2(z1, z2) = ρ
1
n1
z1 +
1
ρ1n1z1
+ ρ2n2z2 +
1
ρ2n2z2
=
(
ρ1n1z1 + ρ
2
n2
z2
)(
1 +
1
ρ1n1ρ
2
n2
z1z2
)
.
Then tn1,n2(z1, z2) + λ is the (n1, n2)-th diagonal entry of A.
Let z1 = −z2. By (37), one has
(38) det(A+B) ≡ 0.
and
(39) t0,0(z1, z2) ≡ 0.
Since q1 and q2 are coprime, for any (n1, n2) 6= (0, 0),
(40) ρ1n1z1 − ρ
2
n2
z1 6= 0, for z1 6= 0,
and hence tn1,n2 is not a zero function. Check the term of highest degree of
z1(z2) in det(A+ B). By (20), (39) and (40), the term of highest degree (up to
a nonzero constant) is
(41) λzq1q2−11 .
By (38) and (41), λ = 0. We complete the proof of the first part of Theorem
2.2. The second part follows from (37). 
For any n = (n1, n2, · · · , nd) ∈ Z
d
+, let z
n = zn11 z
n2
2 · · · z
nd
d and |n| =
∑d
j=1 nj.
Proof of Theorem 2.1. The proof is similar to that of Theorem 2.2. In order
to avoid repetition, we skip some details. Without loss of generality, assume
[V ] = 0. Assume that P(z, λ) is reducible. Then there are two non-constant
polynomials f(z) and g(z) such that none of them has a factor zj , j = 1, 2, · · · ,
and
(42) (−1)Qz
Q
q1
1 z
Q
q2
2 · · · z
Q
qd
d P(z, λ) = f(z)g(z).
Let
f˜(z) = f(zq11 , z
q2
2 , · · · , z
qd
d ), g˜(z) = g(z
q1
1 , z
q2
2 , · · · , z
qd
d ).
Therefore, f˜(z) and g˜(z) are also polynomials and
f˜(z)g˜(z) =(−1)QzQ1 z
Q
2 · · · z
Q
d P˜(z, λ)(43)
=det(−z1z2 · · · zd(A+B)).(44)
Moreover, the compactification of {z ∈ (C∗)d : f(z) = 0} meets (0, · · · , 0) and
the compactification of {z ∈ (C∗)d : g(z) = 0} meets (0, · · · , 0,∞).
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By Lemma 5.1, (28) and (29), we have for some constant K,
(45) f˜(z) =
(
p∑
i=1
ciz
ai
)
+Kh˜1(z),
where |ai| ≥ (d− 1)Q+ 1, and
(46) g˜(z) = zkd
[(
p˜∑
i=1
c˜iz˜
a˜iz−b˜id
)
+ h˜2(z)
]
,
where z˜ = (z1, z2, · · · , zd−1), |a˜i|+ b˜i ≥ (d− 1)Q+ 1 and k = max1≤i≤p˜{Q, b˜i}.
Since the highest degree of zd in det(z1z2 · · · zd(A + B)) is z
2Q
d , by (44), (45)
and (46) one has k = Q and b˜i ≤ Q. Therefore, we have
(47) g˜(z) =
[(
p˜∑
i=1
c˜iz˜
a˜izQ−b˜i2
)
+ zQd h˜2(z)
]
,
where |a˜i|+ b˜i ≥ (d− 1)Q + 1 and b˜i ≤ Q.
By (45) and (47), f˜(z)g˜(z) will contribute to za with |a| ≥ (2d− 1)Q. This is
impossible since det(z1z2 · · · zd(A+B)) can only have z
b with |b| ≤ (d+1)Q. 
6. Proof of Theorems 2.5
Theorem 6.1. [28, Lemma 17] Let Z be the set of all zeros of an entire function
ζ(k) in Cd and ∪Zj be its irreducible components. Assume that the real part
Zj,R = Zj ∩ R
d of each Zj contains a submanifold of real dimension d − 1. Let
also g(k) be an entire function in Cd with values in a Hilbert space H such that
on the real space Rd the ratio
f(k) =
g(k)
ζ(k)
belongs to L2loc(R
d,H). Then f(k) extends to an entire function with values in
H.
The following lemma is well known, we include a proof here for completeness.
Lemma 6.2. Let fˆ ∈ L2(Td) and {fn} be its Fourier series, namely, for n ∈ Z
d,
fn =
∫
Td
fˆ(x)e−2piin·xdx.
Then the following statements are true:
i). If fˆ is an entire function and |fˆ(z)| ≤ CeC|z|
r
for some C > 0 and r > 1,
then for any 0 < w < r
r−1
,
|fn| ≤ e
−|n|w ,
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for large enough n.
ii). If |fn| ≤ Ce
−C−1|n|r for some C > 0 and r > 1, then fˆ is an entire
function and there exists a constant C1 (depending on C and dimension
d) such that
|fˆ(z)| ≤ eC1|z|
r
r−1
,
for large enough |z|.
Proof. Fix any large n = (n1, n2, · · · , nd) ∈ Z
d. Without loss of generality,
assume n1 > 0 and n1 = max{|n1|, |n2|, · · · , |nd|}. Then for any w˜ <
1
r−1
,
|fn| =
∣∣∣∣∫
Td
fˆ(x)e−2piin·xdx
∣∣∣∣
=
∣∣∣∣∣
∫
Td−1
e−2pii(n2x2+···ndxd)dx2 · · · dxd
∫
z1=x−in
w˜
1
x∈T
fˆ(z)e−2piin1z1dz1
∣∣∣∣∣
≤ CeCn
rw˜
1 e−2pin
1+w˜
1
≤ e−n
1+w˜
1 ,
for large |n|. This proves i).
Obviously,
fˆ(z) =
∑
n∈Zd
fne
2piin·z.
Then one has
|fˆ(z)| ≤
∑
n∈Zd
Ce−C
−1|n|reC|n||z|
≤
∞∑
l=1
Clde−C
−1lreCl|z|
≤ eC|z|
r
r−1
,
for any large z. This completes the proof of ii). 
Lemma 6.3. Let f and g be entire functions on Cd. Assume that for some
C1 > 0, ρ > 0,
(48) |f(z)| ≤ C1e
C1|z|ρ, |g(z)| ≤ C1e
C1|z|ρ.
Assume that h = g/f is also an entire function on Cd. Then there exists a
constant C such that
|h(z)| ≤ CeC|z|
ρ
.
Remark 5. Lemma 6.3 is well known, e.g., see Theorem 5 of Section 11.3 in
[32] for d = 1 and p.37 in [24] for d ≥ 2.
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The following Lemma can be obtained by a straightforward computation. For
example, see Lyubarskii-Malinnikova [35] or p.49 in Bourgain-Klein [7].
Lemma 6.4. Let V˜ : Zd → C be bounded. Assume that u is a nontrivial solution
of
(−∆+ V˜ )u = 0.
Then for some constant C > 0,
sup
|n|=R
(|u(n)|+ |u(n− 1)|) ≥ e−CR.
Now we are ready to prove Theorem 2.5
Proof of Theorem 2.5. Suppose there exists λ ∈ (am, bm) such that λ ∈
σp(H). Then there exists a non-zero function u ∈ ℓ
2(Zd) such that
−∆u+ V u+ vu = λu,
or
(49) (H0 − λI)u = −vu.
Denote by the function on the right hand side by ψ(n) :
ψ(n) = −v(n)u(n).
Applying UF on both sides of (49), one has
(50) (H0(x)− λI)uˆ(x, l) = ψˆ(x, l),
where uˆ(x, l) ∈ L2(B × W¯ ).
By the assumption (12) and Lemma 6.2, for any l ∈ B, we have
(51) |ψˆ(x, l)| ≤ CeC|x|
γ
γ−1
.
Recall thatM(x, λ) is the Q×Q matrix corresponding to the operatorH0(x)−λI
and P (x, λ) is its determinant. Denote by B(x, λ) the adjoint matrix ofM(x, λ).
By the Cramer’s rule, we have
(H0(x)− λI)
−1 =
B(x, λ)
P (x, λ)
.
Hence,
uˆ(x, l) =
B(x, λ)ψˆ(x, l)
P (x, λ)
.
Since uˆ(x, l) ∈ L2(B × W¯ ), by Theorem 6.1, one has uˆ(x, l) is an entire function
for any l ∈ W¯ . Since all the entries of H0(x) − λI are consisted of e
2piiqjxj and
e−2piiqjxj , we have that
(52) ||B(x, λ)|| ≤ CeC|x|, |P (x, λ)| ≤ CeC|x|.
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By (51) and (52), one has B(x, λ)ψˆ(x, l) and P (x, λ) satisfy (48) with ρ = γ
γ−1
and ρ = 1 respectively. By Lemma 6.3, we have for any l ∈ W¯ ,
|uˆ(x, l)| ≤ CeC|x|
γ
γ−1
.
By Lemma 6.2, we have for any w with w < γ,
|u(n)| ≤ Ce−|n|
w
.
This is contradicted to Lemma 6.4.

7. Proof of Theorems 1.4, 1.5 and 1.8
Let G : [0, 1)d → (C∗)d be given by
G(k) = z,
where k = (k1, k2, · · · , kd) and z = (z1, z2, · · · , zd) = (e
2piik1 , e2piik2 , · · · , e2piikd).
Proof of Theorem 1.4. Let λ∗ = λm(k0) be an extremum of a band function
λm, m = 1, 2, · · · , q1q2. Then
(53) ∇kλm(k)|k=k0 = 0,
where ∇ is the gradient. By Lemma 3.3 and Proposition 4.1, (k, λ = λm(k)) is
one branch of solutions of equation
(54) P(e2piik1 , e2piik2 , · · · , e2piikd, λ) = 0.
By (53) and (54), one has
(55) ∇kP(e
2piik1 , e2piik2, · · · , e2piikd, λ∗)|k=k0 = 0.
Recall that zj = e
2piikj , j = 1, 2, · · · , q1q2. By (55),
{k ∈ [0, 1)2 :λm(k) = λ∗}
⊂{k ∈ [0, 1)2 : P(z, λ∗) = 0} ∩ {k ∈ [0, 1)
2 : ∇kP(z, λ∗) = 0}
= G−1{z ∈ (C∗)2 : P(z, λ∗) = 0} ∩ {z ∈ (C
∗)2 : ∇zP(z, λ∗) = 0},(56)
Recall that if P(z, λ) is reducible, we have λ = [V ] and (37) holds. By Lemma
5.1, the polynomial zq21 z
q1
2 P(z, λ) (as funtion of z1 and z2) is square-free for any
λ. By Be´zout’s theorem, we have
(57) {z ∈ (C∗)2 : P(z, λ∗) = 0} ∩ {z ∈ (C
∗)2 : ∇zP(z, λ∗) = 0}
is a finite set with cardinality at most 4(q1+q2)
2. Now Theorem 1.4 follows from
(56) and (57).

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Proof of Theorem 1.5. Similarly to (56), one has
{k ∈ [0, 1)d :λm(k) = λ∗]}
⊂{k ∈ [0, 1)d : P(z, λ∗) = 0} ∩ {k ∈ [0, 1)
d : ∇kP(z, λ∗) = 0}(58)
It implies that {k ∈ [0, 1)d : λm(k) = λ∗} is a subset of singular points of the
(real) analytic set {k ∈ [0, 1)d : P(z, λ∗) = 0}. Since the (complex) dimension
of {k ∈ Cd : P(z, λ∗) = 0} is d − 1 and P(z, λ∗) is irreducible, by the basic
fact of analytic sets (e.g., Corollary 4 in p.69 [38]), the analytic set {k ∈ Cd :
P(z, λ∗) = 0} ∩ {k ∈ C
d : ∇kP(z, λ∗) = 0} has (complex) dimension at most
d−2. It implies that {k ∈ [0, 1)d : P(z, λ∗) = 0}∩{k ∈ [0, 1)
d : ∇kP(z, λ∗) = 0}
has dimension at most d− 2. Now Theorem 1.5 follows from (58).

Remark 6. In the proof of Theorems 1.4 and 1.5, we only use the fact that the
polynomial z
Q
q1
1 z
Q
q2
2 · · · z
Q
qd
d P(z, λ∗) (as a function of z) is square-free.
Lemma 7.1. [29, Lemma 4] Let d ≥ 2. Assume λ ∈ (am, bm) for some m. Then
the Fermi variety Fλ(V ) contains an open analytic hypersurface of dimension
d− 1 in Rd.
Proof of Theorem 1.8. For d = 1, H0+v does not have embedded eigenvalues
if v(n) = o(1)
|n|
as n→∞[34]. Therefore, it suffices to prove Theorem 1.8 for d ≥ 2.
By Lemma 7.1, if λ ∈ ∪(am, bm) and Fλ(V ) is irreducible, then λ satisfies
the Condition 1. For d = 2, if Fλ(V ) is irreducible, by Theorem 1.2, λ = [V ].
By (37), λ = [V ] satisfies the Condition 1. For d ≥ 3, by Theorem 1.1, the
Condition 1 holds for every λ ∈ ∪(am, bm). Now Theorem 1.8 follows from
Theorem 2.5. 
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