A new algorithm for the reseeding of multiple polynomial LFSR for pseudorandom test pattern generation(PRPG) ZJ proposed in this paped. It is based on the Gauss-elimination procedure and the deterministic test set generated by an ATPG software system for combinational circuits. In addition to the general LFSR modcl, we also provide two further improvements, mslp and lsmp, t o minimize the hardware overhead. Ezperimental results were obtained on IS-CAS-85 benchmark circuits to demonstrate the effectiveness of this methodology. Complete fault coverage is achieved in 011 circuits. Low hardware overhead is also maintained with 0 reasonable test length.
Introduction
The BIST with pseudorandom patterns is very attracti.;e due to their low hardware cost, and has been offered as a test solution for large scale VLSI circuits, such as microprocessors, MCMs. But there exist circuits that contain random pattern resistant faults and cannot be detected with a reasonable amount of time [2, 31. Weighted random methods [l, 2, 31 which are based on the numerical optimization [l] or the pre-analysis of deterministic tests [2, 31 are proposed for the PRPG(pseudo-random pattern generation) and good results were obtained. A multiple seed LFSR for uniform random testing is illustrated in [4] . It requires twoseparate clocks to achieve the reseeding operation. Hellebrand et al. [5] and S . Venkataraman et al. [SI use a reseeding technique for multiple polynomial LFSRs in which the test vectors are encoded as the polynomial index and seeds.
There are some major problems on the PRPG with LFSR. One of the problems is the fault coverage. To Ing-Yi Chen
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achieve complete fault coverage will usually lead t o large overhead and complex hardware as experienced in the early researches [3] . However, complete fault coverage is achieved in many recent works and has become an essential criteria for the pseudorandom test. The test application time and the hardware overhead are the other two critical problems. The ATPG(Automatic Test Pattern Generation) algorithms [9] analyze the characteristics of a circuit and the potential faults under the fault model to derive the appropriate test set. Very high fault coverage and minimum test set are the major advantages of this method. But the implementation of ATPG algorithm always leads to a large area and is not applicable for large scale VLSI circuits.
In this paper, we start from a deterministic test set generated by ATPG software and propose a new application of the Gauss-elimination procedure for the multiple seed and multiple polynomial LFSR structure. The selection of seeds and polynomials is made by the Gauss-elimination process to solve the random pattern sequences as a set of multi-variable linear equations.
Reassignable LFSR
A general LFSR consists of shift registers and XORgates with feedback links of the corresponding bits. Based on the general LFSR structure, we propose a reassignable LFSR which employs multiple seeds and polynomials to perform the pseudorandom test pattern generation. This approach is shown in Fig. 1 .
For each test generation cycle, the appropriate seedpolynomial pair must be selected from memory and be loaded into LFSR. The selected polynomial is then shifted by the LFSR and latched into the D flip flop of each LFSR cell to establish the feedback links. The same shift operation is performed repeatedly to load the seed. Following this, the test vectors will be The reseeding and multiple polynomial concept can be not only a 14-1 but also an m-to-1 relationship in our approach. The m-to-1 relationship means there are m seeds with only one polynomial or one seed with multiple polynomials. The advantage of mto-1 approach is the space saving on the storage for both the seeds and the polynomials.
In general, we choose an appropriate seedpolynomial pair each time. However, we can just rescan a new seed only. At the next test generation cycle, the previous polynomial remains unchanged and the feedback link assignments are still determined by the contents of the D-latches. This is the case of m seeds with one polynomial(ms1p). It makes the implementation of LFSR from a general structure to a fixed, well designed architecture to reduce the hardware overhead. The required seeds can be stored in the local memory of the BIST structure or shifted from the ATE outside the circuit. An example mslp LFSR is shown in Fig. 2 . Otherwise, we can shift the new seed at the beginning of test. We only change the polynomial of the LFSR at the next test generation cycle. The last vector in the previous test generation cycle is then used as the seed of the current cycle. That is the case of one seed with m polynomials( lsmp). A simple example is shown in Fig. 3 .
More advantage is obtained due to the saving of shifting operations(for both seeds and polynomials). Furthermore, only the bits with different setting among test generation cycles are required, the widths of the stored polynomials can be significantly reduced. The hardware overhead of this approach can be evaluated in two parts. First part is the constant portion due to every cell in the general LFSR model. It is proportional to the number of PIs(primary inputs) of the circuit under test, and is independent of the circuit as well as the test patterns. The other part is the memory size for the storage of seeds and polynomials and is one of the main issues for this approach. We must restrict the memory size as small as possible to reduce the hardware overhead.
FLA : Feedback Link Assignment
The selection of seeds and polynomials aims at not only achieving complete fault coverage but also incurring minimum hardware overhead. A Gausselimination based algorithm for seed-polynomial selection is discussed here.
Gauss-Elimination
The test generation procedure for a general LFS-R model cpn be illustrated as following. Test vectors are generated by loading the LFSR with pre-selected seed as the initial state. Then the LPSR will generate 1 pseudorandom patterns under the feedback link assignments by the selected polynomial. All bits except the most significant bit of each test vector are shifted from the previous vector. The most significant bit is set by the XOR operations of the corresponding feedback bits of the previous vector. Under this model, we can represent the test vectors as a multi-variable linear equations set as following: The solution of the above variables is exactly the specified feedback link assignments we want, the polynomial of LFSR. The Gauss-elimination method [8] in linear equation system with some modifications to handle the boolean valiies and the module-2 add operations is appropriate for solving such multi-variable linear equations.
The complexity of this procedure while ay.,~ling to an N-input circuit is O ( N 2 ) for the module-2 add operations. In the worst case, all m deterministic test vectors must be evaluated. The computing time becomes m x O(N2). For ISCAS-85 benchmark circuits, the maximum number of deterministic tests used is 106(c1908) and the maximum number of input is 206(c7552). It can be seen that it is very efficient in the physical experiments and is comparable to the weight assignment or reseeding scheme in other existing approaches.
FLA Algorithm
A known deterministic test set that provides complete fault coverage of detectable faults is first used to guide the seed-polynomial selection procedure. Ideally, we want to generate a pseudorandom test set which has the same fault coverage as the deterministic test set. And then we solve these random vectors backward to find the specified feedback link assignments. The first one of these random vectors is chosen as the seed. The algorithm for feedback link assignments is described step by step in the following. Step6 : perform fault simulation to determine test length Initially, we choose a test vector which can detect the hard-to-detect faults and has the highest fault coverage from the deterministic test set as an initial state of LFSR. The definition and the selection procedure of hard-to-detect fault in [3] is used here. Then we emulate the shift operation of the LFSR, and set the most significant bit to 'unknown'. After each shift operation, we search the deterministic test set to find a vector which is equivalent to the current selected vector bit by bit except the 'unknown' bits. If this vector is found, we use it to set all the 'unknown' bits of the current random vector. We can get a set of multi-variable linear equations from the vector set generated above, and the most significant bit of each vector is set to the equation value of its former vector. The Gauss-elimination procedure is performed first for the inconsistency check of the random vector set. To explain the inconsistency of the test vector, we will define the linear dependence for the test vector first.
Definition 1 : Linear Dependence of Test Vectors

Vector vi and the corresponding r a n d o m vector space V of the r a n d o m tests i s said t o be linearly dependent if there ezist a finite number of distinct non7m0 elements v l , u ',...,vk in V s u c h that
From the definition above we can then define the inconsistency of the test vectors as follows.
Definition 2 : Inconsistency of Test Vectors
Vector vi is said t o be inconsistent t o the r a n d o m vector space V if vi is linearly dependent t o V and
The procedure inconsistency-checking(V) in Step4 can be treated a5 a pre-processing t o ensure the existence of the solution for these linear equations. If the inconsistency does occur, the shift and search operations are continued until the next vector is found. Otherwise, the Gauss-elimination procedure is then performed again to solve the feedback link assignments. It is shown in Step5 and p is the resultant polynomial vector. For each iteration, we drop the detected faults by fault simulation and remove the patterns that cover the same fault set from the deterministic test set. This procedure is executed for the remaining vectors of the deterministic test set until complete fault coverage is achieved.
This method has two main advantages. First, the fault coverage can be guaranteed t o be equal to that of the deterministic test set. Physically, even in random pattern resistant circuit we can use only a subset of the deterministic test set to generate a random test set which has complete fault coverage. The second advantage is that there is no restriction on the circuit under test. We have focused only on the vectors and do not care what the circuit is. It makes this method applicable to general circuits and saves the analysis of the circuit characteristics. There are two heuristics used in our experiments. First, we perform the Gauss-elimination process to solve the polynomial whenever an equivalent vector is found. This makes that two deterministic test vectors be used a t the same time. The results of the first heuristic are shown under the column 2-S in Table 1 For each circuit, the num'3r.V of PIs(primary inputs) and the number of tests in the deterministic test set(# of ATPG patterns) are given first in Table 1 . The deterministic test set which is used here was generated by the PODEM [9] and an additional compaction [lo] to reduce the test length. None of the don't care values is used in our experiments. The first column under the 2-S method is the number of seed-polynomial pairs used. The physical memory size required is twice of this value. The next column shows the percentage of the storage overhead compared with the necessary space for the ATPG tests. Following is the pseudorandom test length. The simulation length of each test generation cy(-le is in the last column.
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Experimental Results
In the 2-S experiments, we always obtain less than N linear independent equations. This will lead to more than one different random vector space be Spanned. Thus we can only find a solution randomly. In order to decide unique as well as more suitable feedback link assignments, the second heuristic is then used. Extended from the previous method, we continue the shift and search operations after the first vector was found until the N linear vectors are found. The results are shown under the column n-S in Table 1 .
Complete fault coverage is achieved in all cases. The hardware overhead for the storage space of the seeds and polynomials is between 0% to 25% except the c2670 and c7552. The test length is restricted to a reasonable size which reduces the test application time. However, hardware overheads of c2670 and c7552 are also restricted to 86.36% and 54.79% respectively. We apply different simulation lengths in the experiments. Although larger test length will increase the number of detected faults, it will also lead to an unacceptable test application time and must be considered at the same time to balance the test length reduction and the hardware optimization.
As described in section 2, a major advantage of our approach is the m t @ l relationship of seed and polynomial. Experiments are provided only for those circuits which require more than one seed-polynomial pair. And for simplicity, we perform n-S heuristic only in the following experiments. Simulation results are collected in Table 2 . First two columns are the circuit name and the simulation length. The first case is m-S I P under the column mslp. The number of required seeds is given first. The other two columns are the percentage memory overhead and the physical test length same as above. Experimental results for lsmp are in the column lsmp in Table 2 . First column shows the number of required polynomials. The polynomial width reduction is shown in the column X width of polynomial by a factor representation of the width of stored polynomial and the number of PIS. Thus, the percentage memory overhead is multiplied by the percentage width of polynomial as shown. The last column is the physical test length.
Obviously, the percentage memory overhead is reduced further. For c880, c1908, and c3540, the required memory overhead is reduced to less than 12% and even under 7% in the case of lsmp. About 53% and 37% memory overheads axe required for c2670 and c7552 respectively. But the large number of polync+ mials leads none of improvement for po1ynomi;il resetting.
For the circuit with 0% memory overhead, a fixed LFSR implementation is provided and is the same as a regular LFSR without any additional hardware. Less polynomial resetting elements in reassignable LFSR is required for c880, c1908, and c3540 to get the second polynomial. They both lead to a very small test hardware. In the worst case of random pattern resistant circuits c267n and c7552, the whole reassignable LF-SR is needed and becomes twice of the regular LFSR as in [5] and [6] .
Our approach is also comparable to the weighted random method in [3] . It needs 3-gate module to generate specified weight and always lead to a larger hardware in general cases. Besides, incomplete fault coverage is achieved for random pattern resistant circuits c2670 and c7552. It gets only 95.74% fault coverage for c2670 for example. In this case, only 2 polynomials are required for lsmp LFSR in our approach and only 4.55% memory storage overhead is introduced. Similarly, for c7552, 98.26% fault coverage is achieved by 5 polynomials with 6.85% memory overhead in our approach.
In summary, the experimental results show that except the c2670 and the c7552, much better results are obtained in all cases. Although some improvements have been made on the random pattern resistant circuits, the overall performance is still not satisfactory. This is due to the long distance brtween two matching vectors in the FLA algorithm. Since a deterministic value is used in the algorithm, a more restricted search space will limit the flexibility of this algorithm. The other limitation is the LFSR model used here, the external-XOR LFSR. It will generate a more regular test sequence to cover restricted number of faults.
Conclusions
A pseudorandom test pattern generation method based on the Gauss-elimination procedure has been illustrated in this paper. The pattern generator uses a general LFSR model with multiple seeds and polynomials to generate the pseudorandom tests. We use a deterministic test set to guide the selection of appropriate seeds and polynomials. Experiments were performed to show that the goal of complete fault coverage, minimum hardware overhead, and small test length are achieved on most ISCAS-85 benchmark circuits.
We not only can guarantee complete fault coverage but also can obtain a complete fault coverage random test set from an incomplete fault coverage ATPG test set. Besides, the absence of circuit analysis makes our approach applicable to all kinds of circuits. Further research is being conducted on the hardware optimization of the random pattern resistant circuits by including the don't care value and the internal-XOR LFSR model. Application to sequential circuits and more physical experiments on VLSI circuit or MCM die testing are also future works.
