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Abstract
We correct the limit theory presented in an earlier paper by Hu and Phillips [2004a. Nonstationary
discrete choice. Journal of Econometrics 120, 103–138] for nonstationary time series discrete choice
models with multiple choices and thresholds. The new limit theory shows that, in contrast to the
binary choice model with nonstationary regressors and a zero threshold where there are dual rates of
convergence (n1=4 and n3=4), all parameters including the thresholds converge at the rate n3=4. The
presence of nonzero thresholds therefore materially affects rates of convergence. Dual rates of
convergence reappear when stationary variables are present in the system. Some simulation evidence
is provided, showing how the magnitude of the thresholds affects ﬁnite sample performance. A new
ﬁnding is that predicted probabilities and marginal effect estimates have ﬁnite sample distributions
that manifest a pile-up, or increasing density, towards the limits of the domain of deﬁnition.
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1. Introduction
This note corrects the limit theory given in Hu and Phillips (2004a, hereafter HP) for
discrete choice models with integrated covariates and nonzero thresholds that determine an
ordered set of choices. The error occurs in Lemma 1 and Theorem 1 of HP. Those results
sought to provide the asymptotic theory for sample moment expressions that appear in the
score function and hessian (Eqs. (7)–(9), in HP); and they gave dual rates of convergence
(n1=4 and n3=4) and limit expressions involving the local time of Brownian motion at the
origin. Those results turn out to apply only when the threshold parameters are unscaled or
zero, and in these cases the results correspond to those in the binary choice model
considered in Park and Phillips (2000, hereafter PP). When the threshold parameters are
nonzero and are scaled to have the same order of magnitude as the covariates (i.e., by
ﬃﬃﬃ
n
p
for integrated regressors), a single convergence rate of n3=4 applies to both parameters and
thresholds and the limit theory involves expressions with local time evaluated at the
thresholds rather than the origin. The limit theory for the parameter estimates is still mixed
normal and usual procedures for statistical inference remain valid, as do the expressions
for the arc sine laws and extended arc sine laws given in PP and HP.
As discussed in Hu and Phillips (2004b, hereafter HP2), practical empirical work on
ordered discrete choice models frequently involves explanatory variables that display
random wandering characteristics. For instance, HP2 construct a discrete choice model of
the empirical behavior of the Federal Reserve in making discrete adjustments to the federal
funds target rate, where the explanatory variables involve economic fundamentals
monitored by the Fed such as the inﬂation rate and unemployment as well as leading
indicators like consumer and business conﬁdence. In modeling such intervention decisions
where some of the explanatory variables behave like stochastic trends, it seems appropriate
for the thresholds in the decision choices to be scaled to have the same order as the
regressors so that there are nontrivial effects. This scaling is a theoretical device for
developing a more meaningful asymptotic theory. Otherwise, the limit distribution will be
degenerate and trivial. When the latent variable yt in the choice model is nonstationary
and converges to a continuous stochastic process like Brownian motion after scaling byﬃﬃﬃ
n
p
, the choices ultimately depend on the behavior of the limiting stochastic process. For
example, the observed dependent variable yt may take on a discrete value such as unity
(corresponding to a certain choice) when yt falls in the interval between the scaled
thresholds
ﬃﬃﬃ
n
p
m10 and
ﬃﬃﬃ
n
p
m20, and for such realizations the limit Brownian motion lies in the
interval between m10 and m
2
0, and the associated probability will be nonzero when m
1
0am
2
0.
However, if the thresholds were unscaled, the limiting probability of yt falling in the ﬁxed
interval between m10 and m
2
0 would be zero (since m
1
0=n
1=2; m20=n
1=2 ! 0) and would therefore
be trivial. The thresholds could, in fact, be determined by other variables, although this is
not explored in HP or the present paper.
In the development that follows, we use the same model and notation as HP. In the
interests of brevity, the set-up of HP will not be repeated in detail here and this paper
provides a revised version of Lemma 1 and Theorem 1 of HP (given in Lemma R1 and
Theorem R2) and the results which depend on them. We also need some supplementary
results on convergence to functionals of Brownian local time at spatial points away from
the origin, which are of independent interest. These are provided, together with proofs of
the main results, in Appendices I and II. Readers are referred to the full length version of
this paper (Phillips et al., 2005, hereafter PJH) available on the authors’ websites for
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complete details. Further empirical illustrations of Brownian local time are given in
Phillips (1998/2005, 2001).
The results of some simulation experiments are summarized, again with details in PJH.
These reveal that the ﬁnite sample distributions of the regression coefﬁcient and threshold
estimates are generally well approximated by the mixture normal limit theory. A new
ﬁnding is that predicted probabilities and marginal effect estimates have ﬁnite sample
distributions in which the density increases towards the limits of the domain of deﬁnition.
This pile-up problem is shown to occur also in the stationary discrete choice model.
2. Revised notation and assumptions
The set-up here follows HP and PP with some differences and extensions. In particular,
we consider the regression model given by
yt ¼ x0tb0  t for t ¼ 1; . . . ; n, (1)
where xt is a (m 1) vector of explanatory variables and t is an error with cdf F. The
dependent variable yt is unobserved. Instead, what is observed is the indicator yt, which
takes the following possible ðJ þ 1Þ values:
yt ¼ 0 if yt 2 ð1;
ﬃﬃﬃ
n
p
m10
¼ 1 if yt 2 ð
ﬃﬃﬃ
n
p
m10;
ﬃﬃﬃ
n
p
m20
..
.
¼ J  1 if yt 2 ð
ﬃﬃﬃ
n
p
mJ10 ;
ﬃﬃﬃ
n
p
mJ0 
¼ J if yt 2 ð
ﬃﬃﬃ
n
p
mJ0 ;1Þ. ð2Þ
In (1) xt is predetermined and is an integrated process satisfying Assumption 1 of HP
and for which n1=2x½n ) V ðÞ, Brownian motion with variance matrix S. The conditions
are also sufﬁcient to ensure that Skorohod embedding arguments may be used. The
parameters are assembled in the vector y, whose true value y0 ¼ ðb00; m00Þ0 is an interior point
of a subset of RmþJ which is compact and convex. As in HP, the regressor space is rotated
using an orthogonal matrix H ¼ ðh1;H2Þ with h1 ¼ b0=ðb00b0Þ1=2 to isolate the effects of the
nonlinearities. The process V is correspondingly transformed as V1 ¼ h01V , V 2 ¼ H 02V ,
LV 1ðt; sÞ is the local time of V1 at the spatial point s over the time interval ½0; t, and
L1ðt; sÞ ¼ ð1=s11ÞLV1 ðt; sÞ, where s11 is the variance of V1. Under rotation by H, (1)
becomes
yt ¼ x0tb0  t ¼ x0tHH 0b0  t ¼ x1ta10 þ x02ta20  t,
where x1t ¼ h01xt, x2t ¼ H 02xt, a10 ¼ h01b0 ¼ ðb00b0Þ1=2, a20 ¼ H 02b0 ¼ 0, and a0 ¼ H 0b0 with
a0 ¼ ða10; a2
0
0 Þ0. Denote y0 ¼ ða00;m00Þ0. The conditional probabilities of yt are written as
Pðyt ¼ jjFt1Þ ¼ Pjðxt; y0Þ.
The log likelihood function is logLnðyÞ ¼
Pn
t¼1
PJ
j¼0Lðt; jÞ logPjðxt; yÞ, where
Lðt; jÞ ¼ 1fyt ¼ jg, and the score function is SnðyÞ ¼ ðSnðbÞ0;SnðmÞ0Þ0 ¼ ðq logLn=qb0;
q logLn=qm0Þ0 with elements
q logLn
qb
¼
Xn
t¼1
XJ
j¼0
Lðt; jÞ
Pjðxt; yÞ
pjðxt; yÞxt, (3)
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q logLn
qmj
¼ ﬃﬃﬃnp Xn
t¼1
Lðt; j  1Þ
Pj1ðxt; yÞ
 Lðt; jÞ
Pjðxt; yÞ
 
f ðx0tb
ﬃﬃﬃ
n
p
mjÞ, (4)
where
p0ðxt; yÞ ¼ f ðx0tb
ﬃﬃﬃ
n
p
m1Þ,
pjðxt; yÞ ¼ f ðx0tb
ﬃﬃﬃ
n
p
mjÞ  f ðx0tb
ﬃﬃﬃ
n
p
mjþ1Þ for j ¼ 1; . . . ; J  1,
pJ ðxt; yÞ ¼ f ðx0tb
ﬃﬃﬃ
n
p
mJ Þ.
The ﬁrst and second derivatives of F are written as f and _f .
The following assumption about the distribution function F and density f of t extends
Assumption 2 of HP by placing some additional explicit component functions in the
classes and placing uniform tail conditions on F and f . Both probit and logit functions
satisfy conditions (a)–(c) of Assumption R2 (as discussed in PP and HP) and (5), as is
easily veriﬁed. As in HP, we use the following classiﬁcations for nonlinear functions:
g : R! R is regular if it is bounded, integrable, and differentiable with bounded
derivative; FR denotes the class of regular functions; FI is the class of bounded and
integrable functions; and F0 the class of functions that are bounded and vanish at inﬁnity.
The notation _g and €g is used to denote the ﬁrst and second derivatives of g. The deﬁnitions
for Zkl ;Ak;Bl ;Ck; tklpq are given in PJH.
Assumption R2. (Updates Assumption 2 of HP). F is three times differentiable with
bounded derivatives and satisﬁes
sup
jxjoM
F ðxM1þZmÞ
F ðxÞ ¼ oð1Þ; supjxjpM
1 F ðxþM1þZmÞÞ
1 F ðxÞ ¼ oð1Þ,
sup
jxjoM
f ðxM1þZmÞ
f ðxÞ ¼ oð1Þ, ð5Þ
as M !1 for any Z;m40. Further, for k; l ¼ 1; . . . ; J:
(a) ZklAkBl ; ZklAkAl ; ZklBkBl 2 FR;
(b) ZkkAk; ZkkBk; ðZkl _AkBlÞ; ðZkl _AkAlÞ; ðZkl _BkBlÞ; Z1=2kk _Ck 2 F I;
(c) tklpqAkAlApAq; tklpqAkAlBpBq; tklpqBkBlBpBq;CkClZkl 2 F 0.
3. Correction to Lemma 1 of HP
Lemma R0 gives some limit results for partial sum expressions that are needed in
analyzing the asymptotic behavior of the score and hessian functions. Lemma R1 corrects
Lemma 1 of HP. Proofs and complementary results are given in the Appendix and PJH.
Lemma R0. Let f and P be the density and probability distribution functions defined above,
let Assumption 1 in HP and Assumption R2 hold, and let mj0a0 and k1X0. Then, as n!1,
(a) 1
n1=2ð1þk1Þ
Xn
t¼1
f 2ðx1ta10 
ﬃﬃﬃ
n
p
mj0Þ
Pj
xk11t )
ðmj0Þk1
ða10Þk1þ1
L1 1;
mj0
a10
 !Z 1
1
f 2ðsÞ
F ðsÞ ds,
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(b) 1
n1=2ð1þk1Þ
Xn
t¼1
f 2ðx1ta10 
ﬃﬃﬃ
n
p
mj0Þ
Pj1
xk11t )
ðmj0Þk1
ða10Þk1þ1
L1 1;
mj0
a10
 !Z 1
1
f 2ðsÞ
1 F ðsÞ ds,
(c) 1
n3=2
Xn
t¼1
f 2ðx1ta10 
ﬃﬃﬃ
n
p
mj0Þ
Pj
x1tx2t )
mj0
ða10Þ2
Z 1
0
V2ðrÞdL1 r;
mj0
a10
 !Z 1
1
f 2ðsÞ
F ðsÞ ds,
(d) 1
n3=2
Xn
t¼1
f 2ðx1ta10 
ﬃﬃﬃ
n
p
mj0Þ
Pj1
x1tx2t )
mj0
ða10Þ2
Z 1
0
V2ðrÞdL1 r;
mj0
a10
 !Z 1
1
f 2ðsÞ
1 F ðsÞ ds,
(e) 1
n3=2
Xn
t¼1
f 2ðx1ta10 
ﬃﬃﬃ
n
p
mj0Þ
Pj
x2tx
0
2t )
1
a10
Z 1
0
V2ðrÞV 2ðrÞ0 dL1 r;
mj0
a10
 !Z 1
1
f 2ðsÞ
F ðsÞ ds,
(f) 1
n3=2
Xn
t¼1
f 2ðx1ta10 
ﬃﬃﬃ
n
p
mj0Þ
Pj1
x2tx
0
2t )
1
a10
Z 1
0
V2ðrÞV 2ðrÞ0 dL1 r;
mj0
a10
 !Z 1
1
f 2ðsÞ
1 F ðsÞ ds,
(g) n1=2
Xn
t¼1
f ðx1ta10 
ﬃﬃﬃ
n
p
mj0Þf ðx1ta10 
ﬃﬃﬃ
n
p
mj10 Þ
Pj1
!p0,
(h) n1=2
Xn
t¼1
f ðx1ta10 
ﬃﬃﬃ
n
p
mj0Þf ðx1ta10 
ﬃﬃﬃ
n
p
mjþ10 Þ
Pj
!p0.
Remark. In a similar fashion to part (a) when k1 ¼ 2 (as occurs in the hessian expression
considered below), we obtain the limit
1
n3=2
Xn
t¼1
f ðx1ta10 
ﬃﬃﬃ
n
p
mj0Þx21t )
ðmj0Þ2
ða10Þ3
L1 1;
mj0
a10
 !Z 1
1
f ðsÞds, (6)
whereas, when mj0 ¼ 0, we have (e.g. from Lemma 2 part (a) of PP)
1
n1=2
Xn
t¼1
f ðx1ta10Þx21t )
1
ða10Þ3
L1ð1; 0Þ
Z 1
1
f ðsÞs2 ds. (7)
Thus, a major effect of the nonzero threshold mj0a0 is to change the rate of convergence
(or standardization) from 1=
ﬃﬃﬃ
n
p
in (7) to 1=n3=2. Another effect is that the limit random
variable involves Brownian local time at mj0=a
1
0 instead of the origin. Finally, the scale effect
arising from the spatial integral changes from
R1
1 f ðsÞs2 ds in (7) to m20
R1
1 f ðsÞds in (6).
Each of these effects arises from the fact that the principal contribution to the partial sum
comes when x1t is around
ﬃﬃﬃ
n
p
mj0=a
1
0. These are the changes in the limit theory for the
nonzero threshold case that lead to the corrections needed for HP.
Lemma R1. (Corrects Lemma 1 of HP). Let Assumption 1 in HP hold, and write
Akðx1t; y0Þ ¼ Ak, Bkðxt; j; y0Þ ¼ Bk. Assume for k; l;¼ 1; . . . ; J, that AkAlZkl , AkBlZkl ,
ARTICLE IN PRESS
P.C.B. Phillips et al. / Journal of Econometrics 141 (2007) 1115–1130 1119
BkBlZkl 2 FR, AkZkk, BkZkk 2 F I, and tkkkkA4k, tkkkkB4k 2 F 0 for Ak, Bk : R! R. Then
n3=4
Pn
t¼1
PJ
k¼1Akzktx1t
n3=4
Pn
t¼1
PJ
k¼1Akzktx2t
n1=4
Pn
t¼1
PJ
k¼1 Bkzkt
0BB@
1CCA)M1=2W ð1Þ, (8)
where M ¼ ð½Mij Þ is partitioned conformably with component submatrices
M11 ¼
XJ
j¼1
ðmj0Þ2
ða10Þ3
L1 1;
mj0
a10
 !Z 1
1
f 2ðsÞ
F ðsÞð1 F ðsÞÞ ds
( )
, ð9Þ
M12 ¼
XJ
j¼1
mj0
ða10Þ2
Z 1
0
V 2ðrÞdL1 r;
mj0
a10
 !Z 1
1
f 2ðsÞ
F ðsÞð1 F ðsÞÞ ds
( )
, ð10Þ
M22 ¼
XJ
j¼1
1
a10
Z 1
0
V2ðrÞV2ðrÞ0dL1 r;
mj0
a10
 !Z 1
1
f 2ðsÞ
F ðsÞð1 F ðsÞÞ ds
( )
, ð11Þ
M13 ¼
mj0
ða10Þ2
L1 1;
mj0
a10
 !Z 1
1
f 2ðsÞ
F ðsÞð1 F ðsÞÞ ds, ð12Þ
M23 ¼
1
a10
Z 1
0
dL1 r;
mj0
a10
 !
V2ðrÞ0
Z 1
1
f 2ðsÞ
F ðsÞð1 F ðsÞÞ ds, ð13Þ
M33 ¼ 1a10
L1 1;
mj0
a10
 !Z 1
1
f 2ðsÞ
F ðsÞð1 F ðsÞÞ ds, ð14Þ
and W is m-dimensional Brownian motion with covariance matrix I, which is independent
of V.
Remarks. (1) The main correction that Lemma R1 makes to Lemma 1 of HP is to
include the component n3=4
Pn
t¼1
PJ
k¼1Akzktx1t, which has the same rate of conver-
gence (n3=4) as the element n3=4
Pn
t¼1
PJ
k¼1Akzktx2t involving the factor x2t. The
corrections, notably that the limit functional involves Brownian local time at
spatial points fmj0=a10 : j ¼ 1; . . . ; Jg away from the origin, are discussed in the Remark
above.
(2) It is pointed out in PP that if x2t were replaced by a stationary variate (as it
would in some directions were x2t to be cointegrated), then the norming would be
different. Thus, suppose x3t is a stationary (m3  1) vector with coefﬁcient g0, satisﬁes
the same conditions as vt in Assumption 1 of HP and is independent of ut. Then
we have:
1
n1=2
Xn
t¼1
f ðx03tg0 þ x1ta10 
ﬃﬃﬃ
n
p
mj0Þx3tx03t )
1
a10
L1 1;
mj0
a10
 !Z 1
1
f ðsÞdsS33,
where S33 ¼ Eðx3tx03tÞ, and
1
n1=4
Xn
t¼1
XJ
k¼1
Akzktx3t )MN 0;
XJ
j¼1
1
a10
L1 1;
mj0
a10
 !Z 1
1
f 2ðsÞ
F ðsÞð1 F ðsÞÞ ds
( )
S33
 !
.
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4. Correction to the main results
The maximum likelihood estimator byn ¼ ðbb0n;bm0nÞ0 of y0 ¼ ðb00;m00Þ0 satisﬁes the expansion
0 ¼ SnðbynÞ ¼ Snðy0Þ þ JnðeyÞðbyn  y0Þ, (15)
where ey is on the line segment between byn and y0, which differs from row to row of the
hessian matrix JnðeyÞ. Corresponding to the rotation in the regressor space, deﬁne
G ¼
H 0
0 IJ
 !
,
and let y ¼ ða0;m0Þ0. Then, the score function and hessian matrix for the new parameters are
based on SnðyÞ ¼ G0SnðyÞ and JnðyÞ ¼ G0JnðyÞG, and
0 ¼ Snðy^nÞ ¼ Snðy0Þ þ Jnð~ynÞðy^n  y0Þ. (16)
Using Lemma R1, we obtain the following limit theory for the score function and the
hessian, which corrects Theorem 1 of HP.
Theorem R2. Let Assumption 1 in HP and Assumption R2 hold. Then
n3=4Snðy0Þ ) Q1=2W ð1Þ and n3=2Jnðy0Þ ) Q
jointly, where Q is the symmetric matrix partitioned as
Q ¼
q11 q12 q13
q21 q22 q23
q31 q32 q33
0B@
1CA (17)
conformably with ða10; a2
0
0 ;m
0
0Þ0, and where
q11 ¼
XJ
j¼1
ðmj0Þ2
ða10Þ3
L1 1;
mj0
a10
 !Z 1
1
f 2ðsÞ
F ðsÞð1 F ðsÞÞ ds
( )
,
q12 ¼
XJ
j¼1
mj0
ða10Þ2
Z 1
0
dL1 r;
mj0
a10
 !
V 2ðrÞ0
Z 1
1
f 2ðsÞ
F ðsÞð1 F ðsÞÞ ds
( )
,
q13ðjÞ ¼
mj0
ða10Þ2
L1 1;
mj0
a10
 !Z 1
1
f 2ðsÞ
F ðsÞð1 F ðsÞÞ ds,
q22 ¼
XJ
j¼1
1
a10
Z 1
0
V2ðrÞV2ðrÞ0dL1 r;
mj0
a10
 !Z 1
1
f 2ðsÞ
F ðsÞð1 F ðsÞÞ ds
( )
,
q23ðjÞ ¼
1
a10
Z 1
0
dL1 r;
mj0
a10
 !
V 2ðrÞ0
Z 1
1
f 2ðsÞ
F ðsÞð1 F ðsÞÞ ds,
q33ðj; jÞ ¼
1
a10
L1 1;
mj0
a10
 !Z 1
1
f 2ðsÞ
F ðsÞð1 F ðsÞÞ ds,
q33ðj; iÞ ¼ 0 for iaj.
and W is defined as in Lemma R1.
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Remarks. (1) Notice that with threshold parameters in the model, even if t has a
symmetric distribution, as in the probit and logit models, q12; q13; q21 and q31 are not zero
and Q does not reduce to a block diagonal matrix, which differs from the result in PP.
(2) When stationary m3-dimensional variables x3t are present in the model, we get
multiple convergence rates. Suppose x3t is an m3-vector of zero mean, stationary time series
with coefﬁcient g0 deﬁned as above. Let r ¼ ðg0; y0Þ0, r ¼ ðg0; y0Þ0, and
G2 ¼
Im3 0 0
0 H 0
0 0 IJ
0B@
1CA,
Dn ¼ Diagðn1=4Im3 ; n3=4ImþJÞ.
Following similar steps as those in the proof of Theorem R2, and using Remark 2 after
Lemma R1, we obtain the following limit theory:
DnSnðr0Þ ) X
1=2W ð1Þ and D1n Jnðr0ÞD
1
n ) X,
where
X ¼
X11 0
0 Q
 !
,
with
X11 ¼
XJ
j¼1
1
a10
L1 1;
mj0
a10
 !Z 1
1
f 2ðsÞ
F ðsÞð1 F ðsÞÞ ds
( )
S33,
and Q is deﬁned as in Theorem R2, and S33 ¼ Eðx3tx03tÞ.
The asymptotic results for Snðy0Þ and Jnðy0Þ in Theorem R2 lead to the limit distribution
of byn. From expansion (16), the normed and centered estimator satisﬁes
n3=4ðbyn  y0Þ ¼ ðn3=2Jnðy0ÞÞ1n3=4Snðy0Þ þ opð1Þ, (18)
a result that is established in the proof of Theorem R3, which corrects Theorem 2 of HP.
Theorem R3. Let Assumption 1 in HP and Assumption R2 hold. Then there exists a sequence
of ML estimators for which as byn!py0, and n3=4ðbyn  y0Þ ) Q1=2W ð1Þ, in the notation
introduced in Theorem R2.
Remarks. (1) From the above, we get
n3=4G0ðbyn  y0Þ ) Q1=2W ð1Þ, (19)
and therefore n3=4ðbyn  y0Þ ) GQ1=2W ð1Þ ¼MNð0;GQ1G0Þ,
(2) Following arguments similar to those in Theorem 3 and using Remark 2, when there
are stationary variables in the model, we have
Dnðbrn  r0Þ ) X1=2W ð1Þ
and
DnG
0
2ðbrn  r0Þ ) X1=2W ð1Þ
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or
n1=4ðbgn  g0Þ ) X1=211 W ð1Þ,
n3=4G0ðbyn  y0Þ ) Q1=2W ð1Þ.
Thus
n3=4ðbyn  y0Þ ) GQ1=2W ð1Þ ¼MNð0;GQ1G0Þ,
n1=4ðbgn  g0Þ ) X1=211 W ð1Þ,
which we formalize in the Corollary that follows, which replaces Corollary 1 of HP.
Corollary R4. Under Assumption 1 in HP and Assumption R2, as n!1
n3=4ðbbn  b0Þ
n3=4ðbmn  m0Þ
 !
)MNð0;GQ1G0Þ. (20)
When there are stationary variables in the system with coefﬁcients g0, n
1=4ðbgn  g0Þ )
MNð0;X111 Þ and is independent of (20), so that
n1=4ðbgn  g0Þ
n3=4ðbbn  b0Þ
n3=4ðbmn  m0Þ
0BB@
1CCA)MNð0;G2X1G02Þ,
in which case the convergence rates for the parameter estimates differ, with a slower n1=4
rate for the parameters of stationary variables, and a faster n3=4 convergence rate for the
other parameter estimates.
The conditional covariance matrix of y^n can be estimated by the hessian inverse
Jnðy^nÞ1, or the more commonly used alternative Jnðy^nÞ1, where Jn;ij excludes the
terms in Jn;ij that involve martingale differences (see HP and PJH for details). The
following result replaces Theorem 3 of HP.
Theorem R5. Under Assumption 1 in HP and Assumption R2, ½n3=2JnðbynÞ1 ) GQ1G0
as n!1, with the same limit holding for ½n3=2JnðbynÞ1.
Again, when we have stationary variables, ½n1=2JnðbgnÞ1 ) X111 , and
½n3=2JnðbynÞ1 ) GQ1G0 as n!1.
5. Predicted probabilities and marginal effects
5.1. Predicted probability
Next consider P^j;x ¼ P^jðxt; y^nÞ, the predicted probability of the choice yt ¼ j, andbuj;x ¼ p^jðxt; y^nÞb^n, the estimated marginal effect of xt on P^jðxt; y^nÞ both evaluated for some
xt ¼ x. To achieve comparability between x0b0 and the thresholds, and thereby assist in
simulating the ﬁnite sample and asymptotic distributions of the predicted probabilities, we
write the scaled thresholds in the comparable form znm
j
0 (in place of
ﬃﬃﬃ
n
p
mj0) and suppose
zn40 is a realization of some (independent) unit root time series so that zn ¼ Opð
ﬃﬃﬃ
n
p Þ, and
the ordering on the thresholds is positively scaled and therefore not reversed. This scaling
is analogous to the
ﬃﬃﬃ
n
p
mj0 scaling of the thresholds used in previous sections and serves as a
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device for developing the asymptotic theory in a convenient way. The probabilities Pj are
then evaluated at xt ¼ x and zn ¼ z for some speciﬁc values x and z. The probabilities
satisfy
P0ðxt; y0Þ ¼ 1 F ðx0b0  zm10Þ,
Pjðxt; y0Þ ¼ F ðx0b0  zmj0Þ  F ðx0b0  zmjþ10 Þ for j ¼ 1; . . . ; J  1,
PJðxt; y0Þ ¼ F ðx0b0  zmJ0 Þ.
To analyze these quantities, we deﬁne a matrix Rð0Þ ¼ DiagðIm; i01Þ where ij is a vector of
length J with the jth element 1 and other elements zero. Similarly, RðJÞ ¼ DiagðIm; i0JÞ and
for 1pjpJ  1, RðjÞ ¼ DiagðIm; ðij ; ijþ1Þ0Þ. Accordingly, we may write
b^n  b0
m^1n  m10
 !
¼ Rð0Þ b^n  b0
m^n  m0
 !
b^n  b0
m^Jn  mJ0
 !
¼ RðJÞ b^n  b0
m^n  m0
 !
,
and for 1pjpJ  1,
b^n  b0
m^jn  mj0
m^jþ1n  mjþ10
0BB@
1CCA ¼ RðjÞ b^n  b0m^n  m0
 !
.
Corollary R6. Let Assumption 1 in HP and Assumption R2 hold. Given xt ¼ x, zn ¼ z, for
j ¼ 0; . . . ; J, the predicted probabilities of yt ¼ j ðj ¼ 0; . . . ; JÞ satisfy
n3=4ðbPj;x  Pj;xÞ )MNð0;UðjÞGQ1G0UðjÞ0Þ.
The above expressions use the following notation:
Pj;x ¼ Pjðx; y0Þ for j ¼ 0; 1; . . . ; J,
Uð0Þ ¼ f ðx0b0  zm10Þ
x
z
 !0
Rð0Þ,
UðJÞ ¼ f ðx0b0  zmJ0 Þ
x
z
 !0
RðJÞ,
UðjÞ ¼
½f ðx0b0  zmj0Þ  f ðx0b0  zmjþ10 Þx
f ðx0b0  zmj0Þz
f ðx0b0  zmjþ10 Þz
0BBB@
1CCCA
0
RðjÞ for j ¼ 1; . . . ; J  1.
When we have stationary variables, given xt ¼ x, zn ¼ z, x3t ¼ x3 the limit theory
becomes
n1=4ðbPj;x  Pj;xÞ )MNð0; f ðx03g0 þ x0b0  zmj0Þ2x03X111 x3Þ for j ¼ 0; J,
n1=4ðbPj;x  Pj;xÞ )MNð0; ½f ðx0b0  zmj0Þ  f ðx0b0  zmjþ10 Þ2x03X111 x3Þ
for j ¼ J; . . . ; J  1.
Therefore, the limit theory when stationary variables are present is dominated by the
stationary coefﬁcients and the convergence rate is n1=4, just as in PP.
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5.2. Marginal effects
For the marginal effects, we have the following limit theory.
Corollary R7. Let Assumption 1 in HP and Assumption R2 hold. Given xt ¼ x, zn ¼ z, for
j ¼ 0; . . . ; J, the estimated marginal effects buj;x have the following asymptotic distributions as
n!1
n3=4ðbuj;x  uj;xÞ )MNð0;PðjÞGQ1G0PðjÞ0Þ.
These expressions use the notation:
uj;x ¼ ujðx; y0Þ ¼ pjðx; y0Þb0 for j ¼ 0; 1; . . . ; J,
Pð0Þ ¼
 _f ððx0b0  zm10ÞÞxb00  f ððx0b0  zm10ÞÞIm
_f ððx0b0  zm10ÞÞzb0
0@ 1A0Rð0Þ,
PðJÞ ¼
_f ððx0b0  zmJ0 ÞÞxb00 þ f ððx0b0  zmJ0 ÞÞIm
 _f ððx0b0  zmJ0 ÞÞzb0
0@ 1A0RðJÞ,
PðjÞ ¼
½ _f ððx0b0  zmj0ÞÞ  _f ððx0b0  zmjþ10 ÞÞxb00 þ pjðx; y0ÞIm
 _f ððx0b0  zmj0ÞÞzb0
_f ððx0b0  zmjþ10 ÞÞzb0
0BBB@
1CCCA
0
RðjÞ
for j ¼ 1; . . . ; J  1.
When stationary variables are present, given xt ¼ x, zn ¼ z;x3t ¼ x3, the estimated
marginal effects buj;x have the following asymptotic distributions as n!1
n1=4ðbuj;x  uj;xÞ )MNð0;LðjÞX111 LðjÞ0Þ,
where
Lð0Þ ¼  _f ððx03gþ x0b0  zm10ÞÞrx03  f ððx03gþ x0b0  zm10ÞÞIm3 ,
LðjÞ ¼ ½ _f ððx03gþ x0b0  zmj0ÞÞ  _f ððx03gþ x0b0  zmjþ10 ÞÞrx03 þ pjðx; x3; r0ÞIm3 ,
LðJÞ ¼ _f ððx03gþ x0b0  zmJ0ÞÞrx03 þ f ððx03gþ x0b0  zm10ÞÞIm3 .
Therefore, the limit theory when stationary variables are present is dominated by the
stationary coefﬁcients and the convergence rate is n1=4, just as in PP.
6. Simulation experiments
Some extensive simulations were conducted to examine the ﬁnite sample performance of
ML estimation, predicted probabilities, and marginal effects in a polychotomous choice
model under nonstationarity. This section brieﬂy summarizes some of the ﬁndings and
readers are referred to PJH for details and further discussion.
The experimental design was based on a model with m ¼ 2 explanatory variables
and J ¼ 2, giving a triple-choice dependent variable yt. The DGP for the exogeneous data
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is the system
x1t
x2t
 !
¼
r1 0
0 r2
 !
x1t1
x2t1
 !
þ
v1t
v2t
 !
, (21)
with vt ¼ ðv1t; v2tÞ0 ¼ iid Nð0; I2Þ, and r1 ¼ r2 ¼ r ¼ 1. The coefﬁcient parameter vector
was set at b0 ¼ ð1; 0Þ0, so x0tb0 ¼ b10x1t ¼ x1t and the direction orthogonal to b0 is ð0; 1Þ,
giving the coefﬁcient b20 ¼ 0 of x2t. This set-up is analogous to that of the simulation study
of PP. The number of replications was 50 000, and sample sizes ranging from n ¼ 100 to
1000 were used. The main conclusions are as follows:
1. As the magnitude of the threshold parameters increased (from 0:1 to 1:5Þ, the
convergence rates of the coefﬁcient estimates in the two directions showed evidence of
equalizing, thereby corroborating the limit theory of Theorem R3 in contrast to the zero
threshold case of PP, where the convergence rates differ.
2. The distributions of both parameters and threshold estimates generally appear to
approach symmetric distributions corresponding to the mixed normal limit theory.
However, there is some evidence that, as the magnitude of the thresholds mj0 increase,
the distributions of the estimates become biased. The reason for the bias appears to be
related to the behavior of the choice probabilities in such cases, which quickly go to zero
or unity when the arguments are large. This bias is also found to occur in the stationary
case (for values of riX0:95 in (21)) when the thresholds are large.
3. Fig. 1 shows kernel estimates of the sampling distributions of the (scaled and centered)
choice probability when j ¼ 0 for sample sizes n ¼ 100; 250; 500; 1000. Different choices
of m0, b0, z, and x do not change the results in a material way provided the parameter
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Fig. 1. Density of choice probability for j ¼ 0.
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settings are small, but when they are large the choice probabilities can quickly go to zero
or unity and this appears to bias the distributions, as mentioned above.
4. The ﬁnite sample distribution of the choice probability has ﬁnite support and reveals a
pile-up problem where the density increases towards the limits of the domain of
deﬁnition, as is apparent in Fig. 1. This pile-up problem, which to our knowledge has
not before been noticed in the discrete choice literature, also occurs in the stationary
case—see Fig. 2, where r1 ¼ r2 ¼ r ¼ 0:95, and Fig. 3 where r1 ¼ r2 ¼ r ¼ 0:99, with
sample sizes n ¼ 100; 500; 1000; 5000. The ﬁgures show that as n passes to inﬁnity the
pile-up problem steadily dissipates. For n ¼ 5000 the upper and lower bounds are close
to the extremes of the support where the limit distribution is nonnegligible. Thus, the
problem of pile-up is not conﬁned to the nonstationary discrete choice problem but is a
more generic problem. In effect, the asymptotic approximations (such as those given in
Corollary R6) are valid in an immediate interval around the true values. Outside that
interval, behavior is rather different because of the fact that bP0;x goes to zero or unity
depending on the sign of its argument, resulting in a pile-up of the distribution in ﬁnite
samples. It might therefore be argued that the true ﬁnite sample distribution would be
better approximated by a mixture of three distributions, one of which is the local
asymptotic result given above and the other two are based on pile-ups around bP0;x0,
and bP0;x1. Developing such a mixture approximation clearly involves further
complications and is left for the future research.
5. Figs. 4 and 5, show kernel estimates of the sampling distributions of the marginal effectsbuj;x ¼ bpjðxt;bynÞbbn ¼ buj;x ¼ bpjðxt;bynÞðbb1n;bb2nÞ0when j ¼ 0 for sample sizes n ¼ 100; 250; 500;
1000. In the graphs, we use ME1 to denote bpjðxt;bynÞbb1n, and ME2 to denote bpjðxt;bynÞbb2n:
The graphs show that in large samples the distributions of scaled marginal effects
appear to approach the asymptotic distributions derived in the paper. Again, there
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appears to be a pile-up problem towards the limits of the domain of deﬁnition
particularly in the case of ME1. Investigation shows that this problem also occurs in the
stationary case for large values of the autoregressive coefﬁcient. As for the predicted
probabilities, this phenomenon deserves further study.
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Appendix. Useful lemmas and proofs
The corresponding appendix of PJH contains some useful lemmas, proofs of those
lemmas, and proofs of the main results in the paper, which update and extend those in HP,
PP and Park and Phillips (1999, 2001). The updating takes into account the explicit form of
the dependence of functions on the threshold. The reader is referred to PJH for details. We
provide here only the statement of the key lemma that is used directly in the derivation of
the main results, showing the effects of nonzero thresholds. Some related work, which
gives a version of part (a) of the lemma, is contained in the recent paper by Jeganathan
(2004).
Lemma E (Extends Lemma 2 of PP to local time away from the origin). Let Assumption 1 in
HP hold, f : R! R be regular, and ma0. Then we have:
(a) ð1= ﬃﬃﬃnp ÞPnt¼1 f ðx1t  ﬃﬃﬃnp mÞ ) L1ð1;mÞ R11 f ðsÞds,
(b) ð1=nÞPnt¼1 f ðx1t  ﬃﬃﬃnp mÞx2t ) R 10 V 2ðrÞdL1ðr;mÞ R11 f ðsÞds,
(c) ð1=n3=2ÞPnt¼1 f ðx1t  ﬃﬃﬃnp mÞx2tx02t ) R 10 V2ðrÞV2ðrÞ0dL1ðr;mÞ R11 f ðsÞds.
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