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ABSTRACT 
Let F = Fq denote the finite field of order q, and let GL, = Gun, q) denote 
the general linear group of all nonsingular n X n matrices over F. A function 
f : CL, + CL, is called a scalar polynomial fin&on on GL, if there exists a 
polynomial f(x) E F[ x] which, when considered as a matrix function under substitu- 
tion, represents the function f. In this paper we characterize those polynomials 
f(r) E F[x] which d e me scalar polynomial functions on GL, and we characterize f 
those polynomials f(x) which determine permutations of CL,. Also we enumerate 
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1. INTRODUCTION 
Let F = Fu denote the finite field of order y, where 4 is an arbitrary but 
fixed prime power, and let F, x n denote the algebra of n X n matrices over 
F. It is well known [9, p. 3691 that every function f : F -+ F can be 
represented by a polynomial with coefficients in F, and in fact f can be 
represented by a unique polynomial of degree < y. 
Each polynomial f( ) x over F defines, via substitution, a function from 
F 7lXtl to itself. A function f : F,,,, + F,,,, is called a scalar polynomial 
function on F,, n if there exists a polynomial f(x) E F[ x] which, when 
viewed as a matrix function under substitution, represents the function f. 
(Here, the word “scalar” is used to indicate that the coefficients of x are 
scalars in F rather than matrices over F; however, in this paper the word 
“polynomial” will always mean “scalar polynomial,” so there should be no 
confusion when “scalar” is omitted.) In case a scalar polynomial function f is 
also a permutation of F,l x ,,, then f is called a permutation polynomial 
function, and any polynomial f(x) which re p resents f is called a permuta- 
tion polynomial (abbreviated p. p.) on F,,, ,,. Numerous papers have been 
written about such polynomial functions; for example, in [5], Brawley, Carlitz, 
and Levine gave a unique set of representatives for the scalar polynomial 
functio ns on F, x ,I and they characterized those polynomials f(x) over F 
which are p.p.‘s on F,,,,,. In [4, Theorem 4] Brawley enum erated the group 
of scalar permutation polynomial functions on F,, x ,, , and in [8] James and 
Lid1 gave several additional ciasses of examples of p. p.‘s on F, x ,, Brawley 
and Schnibben in [6] studied similar questions over an arbitrary field, and in 
[3] Brawley considered the more general setting of a finite commutative ring 
with identity. 
In the present paper we study scalar polynomial functions on the general 
linear group of all nonsingular n X n matrices over Fcf. This group will be 
denoted by Gun, q), and more simply by GL,, when we do not want to 
emphasize q. In Section 2 we characterize those scalar polynomials which 
map GL, to itself, and we also determine the number of scalar polynomial 
functions on GL,. This number turns out to be related to the number of 
partitions of a special type considered in Agarwal and Mullen [l] in which 
multiple copies of each part are used. In Section 3, we characterize those 
scalar polynomials which are p. p.‘s on GL,,, and we enumerate the permuta- 
tions of GL, which are representable by polynomials. In the final Section 4, 
we consider several classes of examples. 
We should mention that the general linear group GL, is isomorphic to 
the Betti-Mathieu group defined as the set of all permutations of F(,,, of the 
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form 
n-1 
L(x) = c a,&, ai E F$, 
i=O 
under the operation of composition modulo x”’ - x (e.g., see Vaughan 1131). 
Such linearized polynomials L(X) play important roles in finite field theory 
and have been extensively studied; see for example [10-H] and [9, Section 
3.41. 
2. SCALAR POLYNOMIAL FUNCTIONS ON GL,, 
It is known [5] that the manic polynomial L,(X) of least degree in F[ x I 
which is satisfied by every A E F, x n is the least common multiple (1.c.m.) of 
all manic polynomials of degree < n in F[x] and is given by 
consequently, L,( x > has degree 
6 = 6( n, 9) = q” + q”- ’ + *** +q2 + q, 
and its factorization into irreducibles is given by 
(1) 
L,(X) = n p( X)t+l, (2) 
where the product is over all manic irreducibles p(x) in F[ x J with deg p(r) 
= k < n and where [n/k] is the greatest integer in n/k. 
In a similar fashion, if L*,(X) denotes the manic polynomial of least 
degree in F[x] which is satisfied by every A E GL,, then L:(x) is the 1.c.m. 
of those manic polynomials over F of degree < n with nonzero constant 
term; further, 
L*( x) 
L*,(x) = zf-y+’ - 1) = x)1> (3) 
deg L:(x) = (q” + q”-’ + ... +q2 + q) - n = 6 - n, 
and the factorization of L:(x) into irreducibles is given by 
(4) 
L*,(x) = n p( xyl, (5) 
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where the product is over all irreducibles p(x) in F[ x] where p( s) + Y and 
deg p(x) = k < n. 
Thus, we have the following elementary result, whose proof parallels 
Theorem 4 of [5]. 
THEOREM 1. Two polynomials g(x) and h(x) in F[ x ] represent the 
same function from GL n to F,, X ,, if and only if they are congruent modulo 
L:(x). Further, every scalar polynomial function from GL n to E;, x ,, is 
represented uniquely by a polynomial of degree < deg L:(x) = 6 - n, and 
the number of functions f : GL n -+ Fn X ,, which are scalar polynomial func- 
tions is q s- n, where S is given by (: >. 
Another straightforward problem is that of characterizing those polynomi- 
als f(x) E F[ 1 h’ h x w ic carry nonsingular matrices to nonsingular matrices. 
THEOREM 2. Let f(x) E F[ xl, and write f(x) = x”‘g(x), where g:(x) is 
relatively prime to x. Then f( x) def anes a function from GL,, to GL,, if and 
only if g(r) has no irreducible factor of degree < n. 
Proof. Suppose first that f(x) = x”‘g(x), where g(x) has an irreducible 
factor p(x) of degree k < n. If G denotes the companion matrix of g(x), 
then G is nonsingular and so is the n x n matrix A = diag(Z,_ k, G) where 
Z n _k denotes the identity matrix of size n - k. Since f(A) = 
diag(f(Z,_k), f(G)) = diag(f(Z,_k),O), it follows that f(A) is singular and 
consequently f ( x> does not map GL,, to GL, 
Conversely, suppose that f(x) = x’“g(x>, where g(x) has no irreducible 
factor of degree < n. Let A denote an arbitrary nonsingular matrix, and let 
c(x) denote the characteristic polynomial of A. Since deg c( x > = n, it 
follows that (c(x), f(x)> = 1, so there are polynomials r(r) and s(x) such 
that r(x)c(x) + s<x)f(x> = 1. Substituting A for x gives s(A)f(A) = Z 
and shows that the image of A under f( x) is nonsingular. W 
In order to determine the number M(n, q) of scalar polynomial functions 
f : GL, + GL,, we need to consider the notion of a factorization pattern of 
polynomials as studied in Agarwal and Mullen [l]. A factorization pattern of 
the integer m > 0 is a partition Z.L = byib,“z 1.. b,“r where m = b,a, 
+ ... +b,a, and where 
b, = . . . = b,, > bk,+, = ... = bk2 > ... > b,<_ ,+, = ... = b, 
with k,. = r (6a) 
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For example, the factorization patterns of 4 are given by 4, 31, 22, 22, 21’. 
211 l4 131 1212, 1211, and 1111. > 7 > 
Such factorization patterns arise very naturally in polynomial algebra. In 
particular, in the polynomial ring over a field, if V = BflBlz a** BSr is the 
canonical factorization into irreducibles of a polynomial V of degree m. 
where the degree of Bi is bj and aj > 1 for j = 1,. , r, then V induces the 
factorization pattern CL. 
Let P,,+,(m) denote the number of factorization patterns of m with the 
property that each part bj > n + 1. Using standard techniques from partition 
theory [2, Chapter 11, one can show that P,, + 1 (m) has the generating function 
1 
1 + c Pn+l(m)z”’ = n n- = 
j>n+l i>l 1 ---'j II 1 j>n+l (1 - zj)"'"+""' m,l 
where d(n + 1, j) is the number of divisors of j which are > n + 1. Note 
that if n = 1, the generating function for P,(m) reduces to 
I-I l 
ja2 (1 - zj)‘l(j)- l 
as given in [l], where d(j) is the number of divisors of j. 
Let r(b) = n,(b) denote the number of manic irreducibles of degree b 
over Fq, so that 
T(b) = ; c /A( d)c7h’d, 
dlb 
where p is the classical Mijbius function (see for example [9, Theorem 3.251). 
Also let x(j) = x(x - 1) *** (X - j + 1) denote the falling factorial function. 
Given a factorization pattern /_L of the form (6), a natural question is: How 
many manic polynomials of degree m over Fq factor into the pattern CL? This 
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number may of course be zero, but it is given in general by the expression 
(“(bk,))(k’) (“(b,,)y 
k,! ... k,.! --. 
where r(b) is given in (7). 
For 2 < m < S - n, if K(m) denotes the number of manic scalar 
polynomial functions of degree m, not divisible by X, that map GL, to itself, 
then 
K(m) = c (4bk,))(k1) k,! (8) 
where the sum is over all I’, + ,(m) factorization patterns of m of the form (6) 
with each bj z n + 1. 
Clearly each of the 6 - n power polynomials xk with 0 < k < 6 - n 
maps GL, to itself. Using the characterization from Theorem 2 and using the 
fact that a polynomial f(x) maps GL, to GL, if and only if for each c E F,,! 
the polynomial q( X) maps GL, to GL, , we have 
THEOREM 3. The number M(n, y) of scalar polynomial functions 
f:GL, + GL,, is 
6-n-2 
M(n,q)=(q-1) 6-n+ c mK(6-n-m) (9) 
m=l 
where K(m) is given in (8). 
Because of the sum in (8) the formula (9) for M(n, q) is not totally 
satisfactory. It would be helpful to have a closed formula for M(n, 4). For 
example if n = 1, then (9) must reduce to M&9) = (q - l)Y- ‘. Is there an 
analogous formula for M(n, q) where n > l? 
It follows from (9) that M(2,2) = 6; in fact, the 6 different scalar 
polynomial functions on GL(2,2) are represented by 
1, x, 2, x3, x3 fx +1, x3 +x2 + 1 
It is easily checked among these only x and x 3 + X” + I are p. p.‘s on 
GL,(2,2), a fact that will also follow from results given in Sections 3 and 4. As 
one would expect, only a small fraction of the functions f : GL(n, y) + 
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GL(n, 9) are represented by polynomials over Fq; e.g., if 9 = n = 2, then of 
the 66 functions from GL(2,2) to GL(2,2), only 6 have polynomial represen- 
tations. 
3. SCALAR PERMUTATION POLYNOMIALS ON CL,, 
In this section we study the permutations of GL, which can be repre- 
sented by polynomials f(x) E F[ x 1; in particular, we characterize the poly- 
nomials f(x) which permute GL,, and we determine the number of distinct 
permutations of GL, that these polynomials represent. Of course, the set of 
all permutations of GL, which are representable by scalar polynomials is a 
subgroup of the group of all permutations of GL,; indeed, this subgroup may 
be thought of as the set of all polynomials f(x) of degree < S - n which 
permute the GL, under the operation of composition modulo L:(x). 
Our derivations are made simpler by a result of [5] which characterizes 
the polynomials f(x) in F[ x] which permute F, x n. We state this result as 
THEOREM 4. A poZynomiaZf(x) E F[ ] x is a permutation polynomial on 
F “XII if and only if 
(i) f(x) is a permutation polynomial on F(, , F, z , . . , F(, )), 
(ii) the derivative f’(x) off(x) does not vclnisfi on Fq, c,l, . , F+.,~I. 
We first describe those p. p.‘s on F, X ,, which induce permutations on 
GL, by proving the easy but important 
LEMMA 5. 
(i) Zff(x) is a p.p. on F,,, andf(0) = 0, then f(x) preserves rank. 
(ii) Zff(x> is a p.p. on FnX,,, then f(x) is a p.p. on CL,, if and only if 
f(0) = 0. 
Proof. For(i), suppose that f(x) = a, + ulx + .** +a,,x”’ is a p.p. on 
F flXll with f(0) = 0. Then a, = 0, and for any A E F, X n we have f( A) = 
A(u,~ A’“-’ + ... +qZ,,). Since the rank of a product is no greater than the 
rank of each factor, it follows that rank f( A) < rank A. Thus if A has rank 1, 
then rank f( A) < 1, and since f(x) is a permutation with f(0) = 0, it must 
be that f(A) has rank 1 for all matrices A of rank 1; i.e., f(x) permutes the 
rank-l matrices, and by induction it follows that rank f( A) = rank A for all 
A E F,x,. The sufficiency of (ii) is clear from (i). For necessity, if a, f 0, 
there exists B E GL, with f(B) = a,Z,. But f(O) = a,Z,, a contradiction to 
the fact that f(x) is injective. ??
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We continue by proving an analogue of Theorem 4 for GL,,. Here, F,f 
denotes the multiplicative group of nonzero elements of the field q,k. 
THEOREM 6. YfC x) E F[ xl, then fC 1 x is a permutation polynomial on 
GL, qaand only if 
(i) f(x) is (I permutation polynomial on F(F, F<,I"L , , F(,Y, ;
(ii) the derivative f’( x) off(x) do es not vanish on F(,*, FJ, , Fc,Trj,r~. 
Proof. First assume that f(r) is a p.p. on GL,. Since f(diag(A, B)) = 
diag(f( A), f(B)), it f 11 o ows that f(x) is a p.p. on GL, for all 1 < k < n. 
Now for any such k, if p(x) is an irreducible matrix of degree k over F(, 
whose companion matrix is C, then the finite field F(,P is isomorphic to the 
subalgebra of k X k matrices V(C) = {&C : a, E F,]. Hence, since f(x) is 
a p.p. on CL, and since every nonzero matrix in V(C) is nonsingular, it 
follows that f(x) is one-to-one on F<,T = V(C) \ {O}. Further, for arbitrary 
ai E F , it is clear that f(Ca,C,) E V(C), showing f(x) is a p.p. on F$; 
thus (1 1s established. 3 . 
To prove (ii), let k be an integer satisfying 1 < k < n/2, let C again 
denote the companion matrix of an irreducible p(x) in F[ x] of degree k, and 
define n X n matrices A and B by 
A=[; ; 81, B=[i ; ej, 
where the O’s and Z’s represent respectively zero and identity matrices of 
appropriate sizes. A direct substitution of A and B into the scalar polynomial 
f(x) yields 
f(A) = !“%’ ;;; &,)> f@) = (I’fl fC%:) f(;, 1. 
It follows that f’(C) # 0 [otherwise, f(x) is not one-to-one on GL,,, and (ii) 
is established. 
Conversely, assume that f(x) satisfies conditions (i) and (ii). We claim 
that there is a polynomial h(x) in F[ x] such that the polynomial g(x) 
defined by 
g(x) =fW + h(x)CXx) (10) 
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is a p.p. on F,,, whose constant term is 0. This will complete the proof, 
because in the first place, since L:(A) = 0 for A E GL,, it follows from (10) 
that g(x) and fC ) 11 gr x wi a ee on GL,, and in the second place, g(x) will be 
a p.p. on GL, by Lemma S(n). 
To establish the claim, put h(x) = Siri and note from (10) that 
g(O) =f(O> + (- l)“h,; hence by choosing 
h, = ( -l),+ ‘f(0) (11) 
we satisfy g(0) = 0. With this choice of ha, g(x) is a p.p. on ,F(,k for 
1~k~k_n;Nextletkbeanintegerwith1<k<n/2.Thenbothxq-’ - 1 
and xq - 1 are factors of Lz( x), and hence for all (Y E F>, the deriva- 
tive LE( x)’ of Lz( x) vanishes at x = (Y. Now from (10) we have 
g’(x) -f’(x) +h’(+qx) +h(+q(x)‘. 
Hence for nonzero (Y E Fqk we have g ‘( (Y ) = f’( (Y 1, and for (Y = 0 we have 
g’(0) =f’(O) + (-l)“h, + h&(O)‘, (12) 
where ha is given by (11). Clearly, there are 9 - 1 choices for hi in (12) 
which lead to g ‘(0) + 0, and for any such choice of h,, we obtain a g(x) 
satisfying the two conditions of Theorem 6; thus, the proof is complete. ??
Using a rather involved argument, it was shown in [4] that the order of the 
group G(9, n) of all permutations of F,, n which are representable by 
polynomials over F is given by 
jG(9, n)l = ( fi r(d) d”‘“))~~19~“‘“v’“/“1-“‘(9n - l)n(ri), (13) 
d=l 
where p(d) is the number of manic irreducibles of degree d over Fq as given 
in (7). Using this result together with Theorem 6, we can determine the order 
IH(9, n)l of the group H(9, n) of permutation polynomials of GL,; indeed, 
this order is given by 
THEOREM 7. The number IH(9, n)l of permutations of GL, which are 
representable as polynomials over F is 
tG(94 
lH(9+)l= (4 _ 1)9”-1 ’ 
where lG(9, n)l is given in (13). 
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Proof. If g(x) is a p.p. on F,,,,, then so is g( xl + a for all c( E F; 
consequently, by Lemma 5, the functions in G(y, n) whose restrictions to 
GI,,! are p.p.‘s on GL,, are precisely the members of G(cZ, n) which map 0 
to 0, and their number is T = IG(y, n)l/y. Let S = {g,(r), g,(a), , g:,-(x)} 
denote the (unique) set of polynomials in G(9, n> of degree < 6 each of 
whose restrictions to GL,, is a permutation, and let Y be the function on S 
defined by 
q(gi(x)) =fi(‘)> (14) 
where h< X) is the reduction of gi(x) mod L:(x). [Note that while gi(Ol = 0, 
it is not necessarily true that fi(0) = 0.1 It is clear that q is a function from S 
to the group H(q, n). Further, * is onto, since each ~CX> E H(9, n) can be 
lifted to a permutation of F, x ,~ by (10). Finally, given any polynomial f< x 1 of 
degree < 6 - n which is a p. p. on GL, , the number of polynomials 
g(x) E S such that U(g( xl) = fC x1 is (y - l)q”- ‘; indeed, the polynomial 
h(x) of (10) can be taken as any polynomial h(x) = h,, + h,x 
+ ... +h,_,Y of degree < n with h, given by (ll), h, selected so that 
(12) is nonzero, and h,, h,, , h,, ~, arbitrary. ??
4. CLASSES OF EXAMPLES 
We close by providing a brief discussion of several classes of scalar 
permutation polynomials on GL n. To this end we first give the exponent of 
the group GL,, i.e., the smallest positive integer t such that At = I, for 
every A E GL,. As indicated in Chang [7], the exponent t of the general 
linear group GL, is given by 
t = e(n) lcm{q - 1, q” - 1,. , y” - I), (15) 
where e(n) = min{ pk : pk > n} and p is the characteristic of F For 
example, the exponent of GL(2,2) is 2 X Icm(l,3) = 6. (Incidentally, the 
fact that the number t of (15) is the exponent of GL, is readily proved by 
using the factorization of LE( X) as given in (5) together with properties of the 
order (exponent) of a polynomial over a finite field, say as described in [9, 
Section 3.11.) 
Our first class of examples is given by the set of power polynomials 
fk(r) = xk. For each n 2 2, it follows from condition (ii) in Theorem 4 that 
the only polynomial among the fk( x) which permutes the full matrix ring 
F “X” is f&x> = X. However, for GL,, we have that fk( X) permutes GL n if 
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and only if gcd(k, t> = 1. This follows from Theorem 6 and (15) together 
with the well-known fact that x k is a p. p. on FIIZ,, if gcd( k, 9 ” - I) = I 
(e.g., see [9, p. 3511). 
The map from GL, to itself that sends A to A-’ is of course a 
permutation on GL,, and moreover, it is representable by a scalar polynomial 
function. In fact, one polynomial which represents this map is ft _ ,( X) = X’ I, 
since AA-’ = A’ = I, for each A E GL,,. For example, since the exponent 
of GL(2,2) is 6, it follows that the matrix function which sends every matrix 
to its inverse is represented by the polynomial f(r) = x5. In this case, the 
polynomial of (3) is given by I,;( X) = x4 - x3 - x + 1; hence, by Theorem 
1, the unique polynomial of degree < 4 which represents the matrix function 
A-+A-’ is the polynomial xs + x2 + 1, obtained by reducing x5 modulo 
x4 - x3 -x+1. 
As a generalization of the power polynomial rk, we may consider the 
Dickson polynomial gk(x, a) of degree k over e, defined for n E F(, by 
gktxd = c - 
For a # 0, it is known from James and Lid1 [S] that the Dickson polynomial 
gk(r, a) permutes F, x n if and only if 
gcd(k, p lcm {92r - 1)) = 1, 
I<r<r1 
where p is the characteristic of F(,. Moreover for 0 # 0, it is quite easy to 
check that gk( x, a) permutes F,, x ,~ if and only if gk(r, a) permutes GL,,. 
The Dickson polynomials thus provide a class of scalar permutation polyno- 
mials on GL,. 
Another class of scalar permutation polynomials on GL,# can be obtained 
from the class of linearized polynomials. A polynomial I,( X) is said to be a 
linearized polynomial over F, if it has the form 
r-1 
L(x) = c qx’f’, a, E F,.. (16) 
i=O 
Moreover, from [5], L(x) induces a permutation on GL, if a, f 0, r = 
lcmll, 2,. . . , n}, and the circulant determinant detiu ._i) (where the sub- 
scripts are interpreted mod n) is nonzero. Hence the meanzed polynomials r! . 
(16) with nonzero circulant determinant provide another class of permutation 
polynomials on GL,. It is possible to give other classes by considering various 
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other types of polynomials discussed in James and I,idl [8]; however, we shall 
not go into these details. 
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