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Abstract
Data with complex structures, such as array-valued predictors, or responses, are
commonly encountered in modern statistical applications. Such data typically contain
intrinsic relationship among the entries of each array-valued variable. Conventional
sufficient dimension reduction (SDR) methods cannot efficiently utilize the data struc-
tures and are inappropriate for the complex data. In this thesis, we propose a class
of sufficient dimension reduction methods, including model-based dimension reduction
methods: dimension folding principal component analysis (PCA) and dimension folding
principal fitted components (PFC), moment-based sufficient dimension reduction meth-
ods: tensor sliced inverse regression (SIR), and envelope methods to tackle data with
array-valued predictors, or responses. The proposed methods can simultaneously re-
duce a predictor’s, or a response’s, multiple dimensions without losing any information
in prediction or classification. We study the asymptotic properties of these methods
and demonstrate their efficiency in both theoretical and numerical studies.
iv
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Chapter 1
Introduction
With the rapid development of data storage and computing technology, high dimensional
data are frequently collected in a large variety of areas, such as biomedical engineering,
neuroimaging, genomics, social media analysis, and high frequency finance. Dimension
reduction is among major techniques in studying high dimensional data.
The basic idea of dimension reduction is to reduce the number of random variables
in a dataset from a high dimensional space to a low dimensional space. Considerable
dimension reduction methods have been studied in literature. For instance, principal
component analysis (PCA) can be considered as one of the earliest and the most com-
monly used dimension reduction methods in application. In addition, factor analysis,
projection pursuit, independent component analysis, certain nonlinear dimension re-
duction techniques such as principal curves and multidimensional scaling, and sufficient
dimension reduction (SDR) approaches are also popular in practice.
1.1 SDR
In this thesis, we study dimension reduction methods mainly under the framework
of sufficient dimension reduction. Sufficient dimension reduction is introduced by Cook
(1994, 1998a). It is a paradigm of exploring dependency information through dimension
1
2reduction. Let X ∈ Rp be a p-dimensional random predictor vector and Y ∈ R1 be
a response variable. Typical statistical problems study the relationship between Y
and X in terms of the conditional distribution Y |X. When p is large, however, most
statistical methods suffer the issue, so called the “curse of dimensionality”. Therefore, it
is desirable to reduce the dimension of the predictor while preserving the full relationship
between Y and X. Sufficient dimension reduction serves to achieve this goal. The
key idea of SDR is to reduce the dimension of the predictor vector X by replacing
it with its projection PSX onto a subspace S of the predictor space without loss of
information on the conditional distribution of Y |X. This requirement can be stated as
Y X|PSX, where ‘ ’ indicates independence. Under mild conditions (Cook 1998a),
the intersection of all such dimension reduction subspaces S ⊆ Rp is also a dimension
reduction subspace and is called the central subspace, denoted as SY |X .
In some cases, one might not concern sufficient reduction for the full conditional
distribution Y |X, but only for certain aspects of the dependency of Y on X. For
instance, one might be only interested in the conditional mean of Y |X, denoted as
E(Y |X). In this case, a dimension reduction subspace is defined as the subspace S ′ ⊆ Rp
such that E(Y |X) = E(Y |PS′X). Again, the smallest dimension reduction subspace,
which is the intersection of all such dimension reduction subspaces, is of interest and it
is called the central mean subspace (Cook and Li 2002), denotes as SE(Y |X). Depending
on one’s specific need, the goal of SDR is to estimate SY |X , or SE(Y |X), or the smallest
dimension reduction for the target of interest.
Research into sufficient dimension reduction has gained considerable momentum
since early ’90s. Numerous dimension reduction methods can be incorporated into
the rationale of sufficient dimension reduction under certain conditions. Sliced inverse
regression (SIR; Li 1991) and sliced average variance estimation (SAVE; Cook and
Weisberg 1991) are two early techniques for sufficient dimension reduction. Since then,
principal Hessian directions (PHD; Li 1992, Cook 1998b), iterative Hessian transfor-
mations (Cook and Li 2002), SDR for the conditional k-th moment (Yin and Cook
32002), SDR with categorical predictors (Chiaromonte et al. 2002), minimum average
variance estimation (MAVE; Xia et al. 2002), bootstrap dimension reduction (Ye and
Weiss 2003), inverse regression estimation (IRE; Cook and Ni 2005), directional regres-
sion (DR; Li and Wang 2007), SDR for non-elliptical distributed predictors (Li and
Dong 2009), semiparametric SDR (Ma and Zhu 2012), and many other methods were
developed to either improve the estimation for SDR, or to perform SDR under different
settings. While a few of the proposed methods employ nonparametric and semipara-
metric techniques for estimation, most of them use the first two moments of X|Y for
estimation, so called moment-based methods. In contrast, Cook (2007), and Cook and
Forzani (2008, 2009) presented model-based SDR techniques, including principal fitted
components (PFC), that give the maximum likelihood estimators (MLE) of the central
subspace based on normal inverse models of X on Y . Model-based SDR inherits the
optimal properties from maximum likelihood estimation and thus is more efficient than
moment-based methods when the normality assumption holds. More recently, Cook et
al. (2010, 2013) proposed a nascent research area, “Envelope models”, that combines
the idea of SDR with multivariate analysis to achieve substantial gains in efficiency.
1.2 Outline
Although dimension reduction topics have been widely studied, the methods mainly fo-
cus on a simple data structure: Y ∈ R1 and X ∈ Rp. In modern statistical applications,
however, one often encounters more complex data structures, such as data with matrix-
or array-valued predictors, or responses. In this thesis, we focus on such data and
develop model-based SDR, moment-based SDR, and envelope models for array-valued
data.
In Chapter 2, we propose model-based dimension folding methods mainly for data
with matrix-valued predictors. The methods can be treated as extensions of conventional
principal components analysis (PCA) and principal fitted components (PFC). We refer
4to them as dimension folding PCA and dimension folding PFC. The proposed methods
can simultaneously reduce a predictor’s multiple dimensions and inherit asymptotic
properties from maximum likelihood estimation. They provide robust estimation and
are computationally efficient. Dimension folding PFC gains further efficiency by effective
use of the response information. Both theoretical and numerical results are provided to
demonstrate the advantages.
In Chapter 3, we develop an efficient moment-based SDR method by extending SIR
to general array (tensor)-valued predictors and refer to it as tensor SIR. Tensor SIR is
constructed based on tensor decomposition to reduce an array-valued predictor’s multi-
ple dimensions simultaneously. The proposed method provides fast and efficient estima-
tion. It circumvents high-dimensional covariance matrix inversion that researchers often
suffer when dealing with such data. We further investigate its asymptotic properties
and show its advantages by simulation studies and a real data application.
Inspired by the idea of envelopes proposed by Cook et al. (2010), we establish matrix-
variate regressions and their envelope models for data with matrix-valued predictors
and responses in Chapter 4. The proposed methods can be naturally extended to array-
valued regressions for array-valued predictors and responses. We study the estimation
procedures and their asymptotic properties for the cases - with and without envelope
structures. Under the envelope framework, immaterial information can be eliminated
in estimation and the number of parameters can be notably reduced when the matrix-
variate dimension is large. Therefore, the estimation can be much more accurate and
efficient. We investigate these properties by both theoretical and numerical studies.
In chapter 5, we discuss some future works regarding SDR for complex data struc-
tures.
51.3 Notations
To facilitate our discussion, the following notations are used in the thesis. The symbol
U V |Z indicates the conditional independence of U and V given Z, and ∼ means
identically distributed. For positive integers p and q, Rp×q denotes the class of all p× q
matrices. For A ∈ Rp×q, span(A) denotes the subspace spanned by the columns of A,
PA = A(A
TA)†AT denotes a projection operator onto span(A) relative to the usual
inner product, and QA = Ip − PA, where † is the Moore-Penrose inverse, and Ip is
the p × p identity matrix. For a symmetric and positive definite matrix Σ ∈ Rp×p,
PA(Σ) = A(A
TΣA)†ATΣ denotes a projection operator onto span(A) relative to the
Σ-inner product. The Σ-inner product is defined as < X,X >= XTΣX for X ∈ Rp.
For a subspace S ⊆ Rp and a square matrix B ∈ Rp×p, BS = {Bν : ν ∈ S}.
The symbol S⊥ stands for the orthogonal complement of S relative to the usual inner
product. A basis matrix for S is any semi-orthogonal matrix whose columns form a basis
for S. A matrix A ∈ Rp×q(q < p) is a semi-orthogonal matrix if ATA = Iq. When A is
a basis matrix of S, we use A0 to denote a semi-orthogonal basis of S⊥, where (A,A0)
forms an orthogonal matrix. The notation G(u, r) stands for the Grassman manifold of
dimension u in Rr, which is a set of all u dimensional subspaces in Rr.
For two square matrices B,C ∈ Rp×p, Sd(B) denotes the span of the d eigenvectors
of B corresponding to its d largest eigenvalues, and Sd(B,C) = B− 12Sd(B− 12CB− 12 ).
When B ≥ 0, |B|0 indicates the product of non-zero eigenvalues of B. The notation ⊗
means the Kronecker product, and ⊕ denotes the direct sum of subspaces. For instance,
the direct sum of m subspaces V1,V2, . . . ,Vm is defined as
m⊕
i=1
Vi = {v1 + v2 + · · ·+ vm :
v1 ∈ V1, v2 ∈ V2, . . . , vm ∈ Vm}. The symbol || · ||F stands for the Frobenius norm of a
matrix or an array.
We use “vec” to indicate the vectorization operator that stacks the columns of a
matrix into a vector, use “vech” to denote the half vectorization operator that stacks
elements from the upper triangular or lower triangular part of a symmetric matrix into
6a vector column-wise, and use “avar” to denote the asymptotic covariance matrix.
Chapter 2
Dimension folding PCA and PFC
In modern statistical applications, data with matrix- or array-valued predictors, such
as longitudinal data with p predictors observed over q times, EEG (electroencephalog-
raphy) data, FMRI (functional Magnetic Resonance Imaging) data and general image
data, are often encountered. The EEG data studied by Li et al. (2010) contains 122
subjects that are divided into alcoholic and control groups. For each subject, the pre-
dictor contains measurements from 64 channels of electrodes placed on the subject’s
scalp and sampled at 256 times. Thus the predictor is formed as a matrix of dimension
256×64, and the response is a binary variable indicating groups. The data structure can
be represented as Y ∈ R1 and X ∈ RpL×pR . Traditional dimension reduction methods
are inadequate to analyze such complex data structures since they can only reduce the
predictor’s dimension by vectorizing it, thus losing important information on its matrix
structure.
In face recognition and image analysis, certain unsupervised dimension reduction
techniques were developed to deal with such data, based only on the marginal distri-
bution of X. These methods include 2DPCA (Yang et al. 2004), (2D)2PCA (Zhang
7
8and Zhou 2005), GLRAM (Ye 2005), Unified PCA (Shan et al. 2008), probabilis-
tic higher-order PCA (Yu, Bi and Ye 2011), etc. Li et al. (2010) proposed super-
vised and moment-based dimension folding approaches that extend SIR, SAVE, and
DR to data with matrix-valued predictors, in order to reduce the predictor’s row and
column dimensions simultaneously without loss of information on Y |X. The idea of
dimension folding can be expressed as the condition: Y⊥⊥X|ΓT2 XΓ1 or, equivalently,
Y⊥⊥vec(X)|(Γ1 ⊗ Γ2)Tvec(X), where Γ1 ∈ RpR×dR and Γ2 ∈ RpL×dL have the small-
est column dimensions dR and dL (dR ≤ pR, dL ≤ pL). The subspace span(Γ1 ⊗ Γ2)
or, equivalently, span(Γ1) ⊗ span(Γ2) is called the central dimension folding (CDF)
subspace for Y |X, and denoted as SY |◦X◦.
Like conventional moment-based methods, moment-based dimension folding ap-
proaches are generally more efficient for discrete than for continuous responses, since
their performance depends on how to slice the response variable in order to estimate
the conditional mean or variance of X|Y . The estimation can be inadequate if the num-
ber of slices is not selected properly. Moreover, the moment-based dimension folding
methods may not possess good asymptotic properties since they require inverting the
high dimensional covariance matrix Σˆ = ĉov[vec(X)]. When the predictor X contains a
large number of rows and columns, computational complexity and singularity issues in-
trude. As a result, pre-screening is often necessary. To resolve these issues and improve
efficiency, we propose model-based dimension folding methods, to be called dimension
folding PCA and dimension folding PFC, that retain the key idea of dimension folding
and obtain the MLE of the central dimension folding subspace. Dimension folding PFC
gains further efficiency by effective use of the response information. The proposed meth-
ods circumvent directly inverting Σˆ and thus are more applicable to high dimensional
data. In addition, dimension folding PCA and PFC provide robust estimators. They
can be treated as generalized versions of conventional PCA and PFC since they include
them as special cases.
The remainder of this chapter is organized as follows. In Section 2.1 we introduce
9dimension folding PCA and its estimation. Section 2.2 is devoted to the development of
dimension folding PFC. Section 2.3 provides robustness results. Prediction methods are
discussed in Section 2.4. Section 2.5 and 2.6 contain illustrations of the performance of
our methods with simulation studies and data analysis. Discussion is given in Section
2.7. Technical details are given in Section 2.8.
2.1 Dimension folding PCA
Dimension folding PCA is a preliminary step to developing dimension folding PFC.
It performs dimension reduction for data with matrix-valued predictors by reducing
the predictor’s row and column dimensions simultaneously, so the predictor’s matrix
information can be preserved. It is built on a normal inverse model of the predictor
X ∈ RpL×pR on a latent matrix ν ∈ RdL×dR and provides the MLE of the central
dimension folding subspace.
Here is a brief review of conventional PCA methods. PCA was originally considered
as a well-established data-analytic method not associated with any probabilistic model.
Model-based PCA can be traced back to Tipping and Bishop (1999), where the PCA
model was formulated as
X = µ+ Γν + σε. (2.1)
In their case, X ∈ Rp is the predictor vector, µ ∈ Rp is the overall mean of X, Γ ∈
Rp×d(d ≤ p) is a coefficient matrix with rank d, ν ∈ Rd is a latent random vector,
and ε ∈ Rp is the random error. Additionally, ν and ε are assumed to be independent
and both have standard multivariate normal distributions with zero means and identity
covariance matrices. A random error with this structure is called an isotropic error. The
identity covariance assumption for ν is not a restriction, since one can always combine
a non-identity covariance matrix with Γ. Thus, the parameter Γ itself is not identified
but span(Γ) is identified.
Under (2.1), it can be shown that the maximum likelihood estimator of span(Γ)
10
corresponds to the subspace spanned by the first d eigenvectors of the sample covariance
matrix Σˆ of X, which is the principal subspace obtained from data-analytic PCA. Cook
(2007) proposed that when the latent variable ν is replaced by some fixed, centered but
unobserved values ν1, ..., νn, (2.1) can be considered as the regression of X on ν. Then
R(X) = ΓTX is a sufficient reduction satisfying X|ΓTX, ν ∼ X|ΓTX, where ‘∼’ stands
for equivalence. The MLE of span(Γ) is the same as the estimator obtained from (2.1)
with the normal assumption for ν.
2.1.1 Formulation of dimension folding PCA
Dimension folding PCA incorporates the idea of dimension folding into the conventional
PCA model (2.1). To achieve this, we assume that the matrix-valued predictor X
is matrix normally distributed and has some intrinsic structure among its rows and
columns to convey its matrix structure. The model is built on the inverse regression of
the predictor as
X = µ+ Γ2νΓ
T
1 + σε, (2.2)
where X ∈ RpL×pR , Γ1 ∈ RpR×dR (dR ≤ pR) and Γ2 ∈ RpL×dL (dL ≤ pL) are semi-
orthogonal matrices that reduce the column and row dimensions of X, µ ∈ RpL×pR is the
overall mean of X, and ν ∈ RdL×dR is a latent matrix with mean zero. The random error
ε is assumed to be independent of ν and have a matrix normal distribution. The matrix
normal distribution is briefly reviewed in the appendix. As dimension folding PCA is a
starting model, we simplify the error to be isotropic, so ε is NpL×pR(0pL×pR , IpR , IpL).
More general error structures will be discussed in the dimension folding PFC section.
In (2.2), neither Γ1 nor Γ2 is identified: if Γ1, Γ2 and ν are replaced by Γ2A2, Γ1A1 and
A−12 ν(A
T
1 )
−1, equation (2.2) remains the same, where A1 and A2 are any nonsingular
matrices. Thus, the dimension folding PCA model depends on Γ1 and Γ2 only through
their column spaces. Under (2.2), ν contains the coordinates of the centered conditional
mean E(X|ν)−µ relative to Γ1 and Γ2, and the relationship E(X|ν)−µ = PΓ2 [E(X|ν)−
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µ]PΓ1 holds. Therefore, the predictor’s important row and column signals are preserved
by span(Γ1) and span(Γ2).
Model (2.2) reflects the homogeneous characteristic among the rows and columns of
the centered conditional mean E(X|ν) − µ, because its column information is retained
by the same Γ1 over all rows and its row information is preserved by Γ2 over all of its
columns. This feature can be found in many data sets with matrix-valued predictors.
For example, in the EEG data, the rows and columns of the predictors indicate the time
and location measurements for each subject. It is reasonable to believe that the signals
provided by the scalp locations are consistent over time, and vice versa. This is one
major distinction between dimension folding PCA and conventional PCA, which omits
the predictor’s intrinsic matrix information and simply converts it to a vector. In addi-
tion to preserving the predictors’ matrix structure, another benefit of (2.2) is to greatly
reduce number of parameters in estimation and improve accuracy. Meanwhile, when
the column dimension of X is one, (2.2) is equivalent to the conventional PCA model
(2.1) under the setting of Cook (2007). Thus, it is a generalization of the conventional
model.
Model (2.2) can also be written in a vectorization version as
vec(X) = vec(µ) + (Γ1 ⊗ Γ2)vec(ν) + σvec(ε). (2.3)
Here vec(ε) has a multivariate normal distribution N(0pLpR , IpLpR). In this way, di-
mension folding PCA implies that under the isotropic error assumption, the centered
conditional means E[vec(X|ν)]− vec(µ) fall in the subspace spanned by the columns of
Γ1 ⊗ Γ2.
A proposition connects the inverse regression models (2.2) and (2.3) to the dimension
folding conditions.
Proposition 2.1. (a) Under (2.2), the distribution of ν|X is the same as the distribu-
tion of ν|ΓT2 XΓ1 over all values of X; (b) under (2.3), the distribution of ν|vec(X) is
the same as the distribution of ν|(Γ1 ⊗ Γ2)T vec(X) for all values of X.
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Based on Proposition 2.1, R(X) = ΓT2 XΓ1 is a sufficient reduction (folding) satis-
fying X⊥⊥ν | ΓT2 XΓ1. Since both Γ1 and Γ2 have the minimum column dimensions,
span(Γ1 ⊗ Γ2) forms the central dimension folding subspace Sν|◦X◦.
2.1.2 Estimation of dimension folding PCA
The parameters in (2.2) are estimated based on maximum likelihood. We assume that
for each observation Xi of X, i = 1, ..., n, there is a corresponding coordinate matrix
νi, such that Xi = µ + Γ2νiΓ
T
1 + σε, where νi is fixed and
n∑
i=1
νi = 0 without loss of
generality. In general, we are not able to find a closed-form solution for the MLE of
the central dimension folding subspace. Yet we can apply a fast and stable algorithm
that uses three eigen-based iterations and provides connections to the conventional PCA
model.
For an independent sample {Xi}, according to (2.23), the full log likelihood of (2.2)
can be written as
l(µ,SΓ1 ,SΓ2 , σ2, ν1, · · ·, νn) = −
npLpR
2
log(2pi)− npLpR
2
logσ2
− 1
2σ2
n∑
i=1
tr[(Xi − µ− Γ2νiΓT1 )T (Xi − µ− Γ2νiΓT1 )],
(2.4)
where SΓ1 and SΓ2 denote the column spaces span(Γ1) and span(Γ2). It is easy to see
that the MLE µˆ = X¯ since
n∑
i=1
νi = 0. Then for any arbitrary σ
2, maximizing (2.4) is
equivalent to minimizing
∑n
i=1 tr[(Xi− X¯ −Γ2νiΓT1 )T (Xi− X¯ −Γ2νiΓT1 )], which can be
solved based on the following.
Proposition 2.2. Suppose that Xi ∈ RpL×pR , i = 1, ..., n, are observed matrices. Let
(Γˆ1, Γˆ2, νˆ1, ..., νˆn) be minimizers of
n∑
i=1
tr[(Xi −G2ωiGT1 )T (Xi −G2ωiGT1 )] (2.5)
over all G1 ∈ RpR×dR , G2 ∈ RpL×dL, and ωi ∈ RdL×dR , i = 1, ..., n. Then
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(i) For fixed G1, the columns of the minimizer Γˆ2 are given by the dL eigenvectors of the
matrix ΣˆL =
n∑
i=1
XiP1X
T
i /n corresponding to its dL largest nonzero eigenvalues, where
P1 = G1G
T
1 .
(ii) For fixed G2, the columns of the minimizer Γˆ1 consist of the dR eigenvectors of the
matrix ΣˆR =
n∑
i=1
XTi P2Xi/n corresponding to its dR largest nonzero eigenvalues, where
P2 = G2G
T
2 .
(iii) For fixed G1 and G2, the minimizer νˆi = G
T
2 XiG1, i = 1, ..., n.
Based on Proposition 2.2, for fixed G1 and G2, if ωi is replaced by νˆi = G
T
2 XiG1,
the objective function (2.5) is L1 = tr(
n∑
i=1
XTi Xi)− tr[
n∑
i=1
(XTi P2Xi)P1]. Then for fixed
P2, L1 is minimized by choosing the columns of G1 to be the first dR eigenvectors of
n∑
i=1
XTi P2Xi. So we need to choose P2 to minimize L12 =
dR∑
k=1
λk(
n∑
i=1
XTi P2Xi), where
λk(A) indicates the k-th eigenvalue of A. This can be treated as an optimization problem
over a Grassmann manifold but it is hard to solve because eigenvalues are involved in the
objective function. Instead, we apply an iterative algorithm that can solve the problem
efficiently. We assume that the predictors are centered.
1. Generate an initial value of Γ10 ∈ RpL×dL and let Γˆ1 = Γ10.
2. For given Γˆ1, compute the matrix ΣˆL =
∑n
i=1XiΓˆ1Γˆ
T
1 X
T
i /n and find its first dL
eigenvectors, denoted as vˆ1, vˆ2, ..., vˆdL . Estimate Γ2 as Γˆ2 = [vˆ1, vˆ2, ..., vˆdL ].
3. For given Γˆ2, compute ΣˆR =
∑n
i=1X
T
i Γˆ2Γˆ
T
2 Xi/n; find the first dR eigenvectors of
ΣˆR, denoted as lˆ1, lˆ2, ..., lˆdR , which form the columns of Γˆ1 as Γˆ1 = [lˆ1, lˆ2, ..., lˆdR ].
4. For given Γˆ1 and Γˆ2, compute νˆi = Γˆ
T
2 XiΓˆ1, i = 1, ...., n.
5. Repeat Step 2 to 4 and iterate each time using the updated Γˆ1 and Γˆ2 until∑n
i=1 tr[(Xi − Γ2νiΓT1 )T (Xi − Γ2νiΓT1 )] converges.
The MLE of the central dimension folding subspace Sν|◦X◦ is then equal to span(Γˆ1)⊗
span(Γˆ2). Consequently, σˆ
2 is equal to 1npLpR
∑n
i=1 tr[(Xi−Γˆ2νˆiΓˆT1 )T (Xi−Γˆ2νˆiΓˆT1 )]. The
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estimators obtained from the dimension folding model inherit the asymptotic properties
of likelihood estimation under normality.
As with most optimization procedures, the proposed algorithm can convergence to
a local minimum. It has a linear convergence rate. Our experience shows that the
convergence behavior depends on the gaps between the eigenvalues of ΣˆL and the gaps
between the eigenvalues of ΣˆR. The larger the gaps, the more likely the algorithm
obtains a global solution. Meanwhile, according to our empirical study, the algorithm
is quite stable with use of random initial values of Γ10. When a better initial value is
required, one can choose the first dR eigenvectors of
∑n
i=1X
T
i Xi/n as an initial Γ10,
where
∑n
i=1X
T
i Xi/n is the sample row covariance matrix of X.
The proposed estimation procedure has connections with conventional PCA and is
easily interpreted. It can be seen that when the column reduction matrix Γ1 is known,
the estimator of the row reduction Γ2 is the same as that of Γ in the conventional PCA
model (2.1) with the original predictor Xi replaced by XiΓ1. Although here XiΓ1 is a
matrix instead of a vector, the estimation logic remains the same. Similarly, if Γ2 is
known, the column reduction Γ1 can be obtained from the conventional PC model with
Xi replaced by Γ
T
2 Xi.
Compared to conventional PCA, dimension folding PCA is computationally efficient
for dealing with matrix-valued predictors. The algorithm has three major steps at each
iteration. An efficient way to compute ΣˆL is to perform multiplication for Xi and Γˆ1
first and then multiply it by its transpose. Thus, the total computation cost of ΣˆL
is O(npLdR(pL + pR)). The eigen-decomposition of ΣˆL requires O(p
2
LdL) operations.
Similarly, it takes O(npRdL(pL + pR)) and O(p
2
RdR) operations to compute ΣˆR and its
eigenspace. The computation of νˆi is of order O(pLdR(pR + dL)). Therefore, dimension
folding PCA totally requires at most O(max(pL, pR)
2max(dL, dR)nm) operations, where
m is the number of iterations. Conventional PCA targeting vectorizedX costsO(p2Lp
2
Rn)
operations, which is more expensive under the mild condition that max(dL, dR)m <
min(pL, pR)
2.
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2.1.3 Relationship with tensor PCA
Higher-order tensor decompositions have been widely studied in applied mathematics
and engineering. Among them, the Tucker decomposition is considered as a higher
order form of PCA, or tensor PCA (Kolda and Bader 2009). Here we discuss the
connections of dimension folding PCA with tensor PCA. The key idea of tensor PCA is
to decompose a tensor into a core tensor multiplied by a component matrix along each
mode. Thus, in a two-mode tensor case where X ∈ RpL×pR , we have X ≈ GCHT , where
C ∈ RdL×dR is the core matricized two-way tensor, and G ∈ RpL×dL and H ∈ RpR×dR
are the component matrices. If dL and dR are less than pL and pR, the core tensor C
is considered as a compressed version of X. Thus, dimension reduction of the original
tensor can be achieved. There are several ways to compute the Tucker decomposition.
Major algorithms are developed to minimize the mean-squared loss function
f(G,H,C) = ||X − Xˆ||2F = ||X −GCHT ||2F . (2.6)
This loss function has the equivalent form of the last term in our objective function
(2.4). Kroonenberg and De Leeuw (1980) proposed an iterative least squares algorithm
(ALS), called TUCKALS3 for computing a Tucker decomposition of three-way arrays.
This method was further refined by De Lathauwer et al. (2000), where they enhanced
the approximation by directly calculating the dominant subspaces rather than their
individual singular vectors. From this aspect, the algorithm we presented for dimension
folding PCA is equivalent to a sample version of the method in Lathauwer, Moor and
Vandewalle (2000) for two-mode tensors.
Tensor PCA is a well-established data-analytic method but is not associated with
any probabilistic model. Dimension folding PCA can be treated as a model-based ten-
sor PCA. It gains properties from maximum likelihood estimation when the predictors
are approximately normally distributed. The normality assumption, however, is not
essential in our model and can be relaxed to a general distribution. In this case, dimen-
sion folding PCA is equivalent to tensor PCA. The robustness of the dimension folding
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model regarding its normality assumption will be further discussed in Section 2.3.2.
2.2 Dimension folding PFC
Although dimension folding PCA can reduce the predictor’s row and column dimensions
simultaneously, it performs dimension folding marginally and the relationship between
the predictor and the response is omitted. Instead of regressing X on a latent matrix
ν, dimension folding PFC models the inverse regression of X|Y and provides more
informative estimation of the central dimension folding subspace SY |◦X◦.
2.2.1 Formulation of dimension folding PFC
The dimension folding PFC model can be formed in several ways depending on the
relations between the predictors and response. One way is to fit the inverse regression
by taking the true model to be
X = µ+ Γ2β2f(Y )β
T
1 Γ
T
1 + ε (2.7)
or, equivalently,
vec(X) = vec(µ) + (Γ1 ⊗ Γ2)(β1 ⊗ β2)vec(f(Y )) + vec(ε), (2.8)
where f(Y ) ∈ RrL×rR contains elements formalized as functions of Y , β1 ∈ RdR×rR(dR ≤
rR) and β2 ∈ RdL×rL(dL ≤ rL) are the coefficient matrices of rank dR and dL, and ε
is the random error independent of Y . It can be isotropic following the matrix normal
distribution σNpL×pR(0pL×pR , IpR , IpL) or more general with NpL×pR(0pL×pR ,Ω,M) er-
ror. In Section 2.3.2, we show that the normality assumption is not necessary in order
to obtain consistent estimation. The other terms in (2.7) are defined as in Section 2.1.1.
Based on (2.7), each coordinate Xij of X is a linear function of the elements in f(Y )
plus a random error. In addition,
(ΓT2 XΓ1)ij = (Γ
T
2 µΓ1)ij +
rL∑
k=1
rR∑
l=1
β
(2)
ik β
(1)
lj f(Y )kl + (Γ
T
2 εΓ1)ij ,
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where β
(2)
ik denotes the ik-th element of β2, β
(1)
lj denotes the lj-th element of β
T
1 , and
f(Y )kl is the kl-th element of f(Y ), i = 1, ..., dL, j = 1, ..., dR. This shows a multiplica-
tive coefficient structure.
The function f(Y ) is determinable in some cases, for instance when inverse response
plots (Cook 1998 (Chapter 10)) of Xij versus Y are informative about f(Y ), or when
the response Y is categorical. In other cases, one can approximate f(Y ) by a series of
basis functions or piecewise basis functions. Usually f(Y ) can be chosen as a diagonal
matrix with dimension rL = rR = r. We use this matrix form in the rest of this chapter.
When using polynomial approximations, f(Y ) is then a diagonal matrix with diagonal
elements of Y, Y 2, ..., Y r. Correspondingly, the conditional expectation [ΓT2 E(X|Y )Γ1]ij
is (ΓT2 µΓ1)ij +
r∑
k=1
β
(2)
ik β
(1)
kj Y
k, which often captures the main regression shape of X on
Y when r is relative large. In fact, in Section 2.3.1 we show that in order to receive
a consistent estimator for the central dimension folding subspace, the selected fitting
function does not need to be very close to the true function, it is only required to be
correlated to it. This indicates that an approximation with a finite dimension for f(Y )
is generally adequate.
When the response Y is categorical, the fitting function f(Y ) can be naturally
determined. For instance, suppose that Y has h categories, then f(Y ) can be simply
chosen as a diagonal matrix of dimension r = h−1 and its k-th diagonal element can be
specified as diag(f(Y ))k = I(Y ∈ Jk)−nk/n, k = 1, ..., h−1, where Jk indicates the k-th
category, nk is the number of observation in Jk, and I(·) is the indicator function. The
sample solution of dimension folding PFC with a categorical response is not equivalent
to that obtained by dimension folding SIR (Li et al. 2010). Dimension folding PFC is
more efficient in estimation, does not involve computations relative to vec(X).
Compared with slicing-based methods, dimension folding PFC provides the flexi-
bility to formulate the relationship between X and Y . It can more effectively use the
response information by choosing an appropriate fitting function to perform dimension
folding. Slicing function can be considered as one special choice for fitting f(Y ) but
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it is generally less accurate when Y is continuous. A proposition identifies the central
dimension folding subspace for the dimension folding model (2.7).
Proposition 2.3. Under (2.7), when the random error ε is isotropic the central di-
mension folding subspace SY |◦X◦ = span(Γ1) ⊗ span(Γ2); when ε has a general ma-
trix normal distribution NpL×pR(0pL×pR ,Ω,M), the central dimension folding subspace
SY |◦X◦ = span(Ω−1Γ1)⊗ span(M−1Γ2).
Other ways to formulate the dimension folding PFC model are discussed in Section
2.7. We focus on estimating model (2.7) with both isotropic error and general error in
the next section. Without loss of generality, the predictor X and the fitting function
f(Y ) are assumed to be centered.
2.2.2 Estimation of dimension folding PFC
Isotropic error
When ε is isotropic with distribution σNpL×pR(0pL×pR , IpR , IpL), the central dimension
folding subspace SY |◦X◦ is equal to span(Γ1) ⊗ span(Γ2). For a random sample of size
n from (Y,X), the MLE of SY |◦X◦ is obtained based on the log likelihood function of
(2.7):
l(µ,SΓ1 ,SΓ2 , σ2, β1, β2) = −
npLpR
2
log(2pi)− npLpR
2
logσ2 − 1
2σ2
×
n∑
i=1
tr((Xi − µ− Γ2β2f(Yi)βT1 ΓT1 )T (Xi − µ− Γ2β2f(Yi)βT1 ΓT1 ).
(2.9)
It is easy to see that the MLE µˆ = X¯. Thus for any arbitrary σ2, maximizing (2.9) is
equivalent to minimizing the empirical expectation
En{tr[(X − Γ2β2f(Y )βT1 ΓT1 )T (X − Γ2β2f(Y )βT1 ΓT1 )]} (2.10)
over X and Y.
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Proposition 2.4. Suppose that X ∈ RpL×pR is a random matrix and Y ∈ R1 is a
random variable. Let (Γˆ1, Γˆ2, βˆ1, βˆ2) be minimizers of
En{tr[(X −G2b2f(Y )bT1 GT1 )T (X −G2b2f(Y )bT1 GT1 )]}. (2.11)
over all G1 ∈ RpR×dR , G2 ∈ RpL×dL, b1 ∈ RdR×rR , and b2 ∈ RdL×rL. Then
(i) For fixed G1 and b1, the columns of the minimizer Γˆ2 over G2 are given by the dL
eigenvectors of the matrix
ΣfitL = En(XG1f
∗T )[En(f∗f∗
T
)]−1En(f∗GT1 X
T )
corresponding to its dL largest nonzero eigenvalues, where f
∗ = f(Y )bT1 . The minimizer
βˆ2 = Γˆ
T
2 En(XG1f
∗T )[En(f∗f∗
T
)]−1.
(ii) For fixed G2 and b2, the columns of the minimizer Γˆ1 over G1 consist of the dR
eigenvectors of the matrix
ΣfitR = En(X
TG2f
∗)[En(f∗
T
f∗)]−1En(f∗
T
GT2 X)
corresponding to its dR largest nonzero eigenvalues, where f
∗ = b2f(Y ). The minimizer
βˆ1 = Γˆ
T
1 En(X
TG2f
∗)[En(f∗
T
f∗)]−1.
Similar to Proposition 2.2, after replacing G2 and b2 with their optimum solutions
Γˆ2 and βˆ2 obtained from Proposition 2.4(i), the problem becomes an optimization over
a Grassmann manifold, but it is complicated to solve. Instead, we choose a simple
iterative algorithm to estimate the likelihood function (2.9) as follows.
1. Generate initial values of Γ10 and β10 and let Γˆ1 = Γ10 and βˆ1 = β10.
2. For given Γˆ1 and βˆ1, compute the matrix ΣˆfitL = XTLPFLXL/n, where XL =
(X1Γˆ1, ..., XnΓˆ1)
T , FL = (f∗1 , ..., f∗n)T with f∗i = f(Yi)βˆT1 . Then the term PFLXL
represents the fitted values from the multivariate regression of XΓˆ1 on f(Y )βˆ
T
1 .
Therefore, ΣˆfitL is the sample column covariance matrix of the fitted values of
XΓˆ1. Then the columns of Γˆ2 are estimated by the first dL eigenvectors of ΣˆfitL
and βˆ2 = Γˆ
T
2 XTLFL(FTLFL)−1.
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3. For given Γˆ2 and βˆ2, compute the matrix ΣˆfitR = XTRPFRXR/n, where XR =
(XT1 Γˆ2, ..., X
T
n Γˆ2)
T , FR = (f∗
T
1 , ..., f
∗T
n )
T with f∗i = βˆ2f(Yi). The term XTRPFR
represents the fitted values from the multivariate regression of ΓˆT2 X on βˆ2f(Y ).
Then ΣˆfitR represents the sample row covariance matrix of the fitted values of
ΓˆT2 X. The columns of Γˆ1 are given by the first dR eigenvectors of ΣˆfitR and
βˆ1 = Γˆ
T
1 XTRFR(FTRFR)−1.
4. Repeat Steps 2-3 and iterate each time with the updated estimators until the
objective function (2.10) converges.
The MLE of the central dimension folding subspace is then given by span(Γˆ1)⊗span(Γˆ2).
Correspondingly, σ2 is estimated by
1
npLpR
n∑
i=1
tr((Xi − Γˆ2βˆ2f(Yi)βˆT1 ΓˆT1 )T (Xi − Γˆ2βˆ2f(Yi)βˆT1 ΓˆT1 )).
It can be seen that the estimators Γˆ1 and Γˆ2 obtained from dimension folding PFC have
similar expressions as those achieved by dimension folding PCA. The only difference is
that we perform eigen-decomposition for the sample row (column) covariance matrix of
the fitted values of the linear regressions ΓˆT2 X (XΓˆ1) on βˆ2f(Y ) (f(Y )βˆ
T
1 ). In this way,
the redundant information of X that is not related to Y is eliminated. Thus, dimension
folding PFC is more precise in estimation and prediction. The estimators obtained
from this algorithm can be treated as a generalized version of the results attained in
conventional PFC.
From a computational perspective, the proposed algorithm is more economical than
conventional PFC and dimension folding SIR. Its major costs come from the com-
putation of ΣˆfitL and ΣˆfitR . For ΣˆfitL , computing XL and FL requires npLpRdR and
nrLrRdR operations, and computing XTLFL and FTLFL requires ndRpLrL and ndRr2L
operations. The inverse of FTLFL costs O(r3L). Therefore, the total cost of ΣˆfitL is
at most O(max(ndR, rL)max(pL, pR, rL, rR)
2) . Similarly, the cost of ΣˆfitR is of order
O(max(ndL, rR)max(pL, pR, rL, rR)
2). Thus, dimension folding PFC with an isotropic
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error requires at most O(max(ndL, ndR, rL, rR)max(pL, pR, rL, rR)
2m) operations with
m iterations. Analogously, it can be shown that the computations of conventional PFC
and dimension folding SIR targeting on vec(X) take at least O(max(n, pLpR)max(pLpR,
r)r) and O(p2Lp
2
Rmax(pLpR, n)k) operations, which are in general more than dimension
folding PFC when pL and pR are relative large. Here r is the dimension of the fitting
function in conventional PFC and k is the iteration number in dimension folding SIR.
General error
In this section, we consider a general error structure for ε with the matrix normal
distribution NpL×pR(0pL×pR ,Ω,M). Based on this covariance structure, the dimension
folding models reveal another homogeneous characteristic among the predictor’s rows
and columns. Let ei = (0, ..., 0, 1, 0, ...0)
T denote the pL-dimensional vector with ith
component equal to one, i = 1, ..., pL. Then e
T
i X = (vec(e
T
i X))
T and var(eTi X|Y ) =
var[(I ⊗ eTi )vec(X)|Y ] = (I ⊗ eTi )(Ω⊗M)(I ⊗ ei) = miiΩ, where mii is the ith diagonal
component ofM . This implies that the conditional covariance matrices of the predictor’s
row vectors are all proportional to Ω. Similarly, the predictor’s column conditional
covariance matrices are all proportional to M . Thus, the second-order moments also
reflect the predictor’s intrinsic row and column structure, which the conventional PC
and PFC models are not able to catch.
Another notable advantage is that the high-dimensional covariance matrix Σ =
var[vec(X)] ∈ RpLpR×pLpR can be decomposed into two smaller matrices Ω ∈ RpR×pR
and M ∈ RpL×pL . Therefore, one can circumvent inverting the sample covariance matrix
Σˆ in estimation. This is beneficial when the sample size is relative small.
For estimation, note that if Ω and M are known, the problem reduces to the isotropic
dimension folding PFC since one can standardize Xi to Zi = M
− 1
2XiΩ
− 1
2 . When Ω and
M are unknown, the log likelihood function becomes:
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l(µ,SΓ1 ,SΓ2 , β1, β2,Ω,M)
= −npLpR
2
log(2pi)− npL
2
log|Ω| − npR
2
log|M |
− 1
2
n∑
i=1
tr{Ω−1(Xi − µ− Γ2β2f(Yi)βT1 ΓT1 )TM−1(Xi − µ− Γ2β2f(Yi)βT1 ΓT1 )}.
(2.12)
It is easy to see that the MLE of µ is X¯. The other parameters can be es-
timated by alternating iterations with one group of parameters fixed. Let XL =
(X1Ω
− 1
2 , ..., XnΩ
− 1
2 )T , FL = (f(Y1)βT1 ΓT1 Ω−
1
2 , ..., f(Yn)β
T
1 Γ
T
1 Ω
− 1
2 )T , and XR = (XT1 M−
1
2 ,
..., XTnM
− 1
2 )T , FR = (f(Y1)TβT2 ΓT2 M−
1
2 , ..., f(Yn)
TβT2 Γ
T
2 M
− 1
2 )T . Define ΣˆfitL = XTLPFL
XL/npR, Mˆres = M˜ − ΣˆfitL = XTLXL/npR − ΣˆfitL , and ΣˆfitR = XTRPFRXR/npL, Ωˆres =
Ω˜− ΣˆfitR = XTRXR/npL− ΣˆfitR , where Ω˜ and M˜ are sample row and column covariance
matrices. Then the MLEs can be obtained based on the following.
Proposition 2.5. Suppose that Xi ∈ RpL×pR , i = 1, ..., n are observed and centered
matrices, and let (Γˆ1, Γˆ2, βˆ1, βˆ2, Ωˆ, Mˆ) be the minimizers of (2.12).
(i) For fixed Ω, Γ1, and β1, if UˆLΛˆLUˆ
T
L be the eigen-decomposition of Mˆ
− 1
2
res ΣˆfitLMˆ
− 1
2
res and
DˆL is the diagonal matrix with the first dL eigenvalues of ΛˆL replaced by zeros, then Mˆ =
Mˆres + Mˆ
1
2
resUˆLDˆLUˆ
T
L Mˆ
1
2
res, Γˆ2 = Mˆ
1
2 times the first dL eigenvectors of Mˆ
− 1
2 ΣˆfitLMˆ
− 1
2 ,
and βˆ2 = Γˆ
T
2 Mˆ
−1XTLFL(FTLFL)−1.
(ii) For fixed M , Γ2, and β2, if UˆRΛˆRUˆ
T
R is the eigen-decomposition of Ωˆ
− 1
2
res ΣˆfitRΩˆ
− 1
2
res
and DˆR is the diagonal matrix with the first dR eigenvalues of ΛˆR replaced by zeros, then
Ωˆ = Ωˆres + Ωˆ
1
2
resUˆRDˆRUˆ
T
R Ωˆ
1
2
res, Γˆ1 = Ωˆ
1
2 times the first dR eigenvectors of Ωˆ
− 1
2 ΣˆfitRΩˆ
− 1
2 ,
and βˆ1 = Γˆ
T
1 Ωˆ
−1XTRFR(FTRFR)−1.
To estimate the parameters in (2.12), one can begin with initial estimates of Ω, Γ1,
and β1, then iterate the two steps in Proposition 2.5 until the log likelihood function
(2.12) converges. The computational cost of dimension folding PFC under a general
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error is in general less expensive than that of conventional PFC and dimension folding
SIR. We summarize the results for all models in Table 2.1.
Table 2.1: Comparison of computation complexity
Method Computation complexity
PCA
DF-PCA O(max(pL, pR)
2max(dL, dR)nm)
PCA O(p2Lp
2
Rn)
isotropic PFC
DF-PFC O(max(ndL, ndR, rL, rR)max(pL, pR, rL, rR)
2m)
PFC O(max(n, pLpR)max(pLpR, r)r)
general PFC
DF-PFC O(max(npL, npR, rL, rR)max(pL, pR, rL, rR)
2m)
PFC O(max(n, pLpR)max(pLpR, r)
2)
SIR DF-SIR O(p2Lp
2
Rmax(pLpR, n)k)
Remark 1. According to Proposition 2.5, Mˆ is invertible when Mˆres is invertible. The
existence of Mˆ−1res only requires that pL ≤ npR − 1 and Rank(I − PFL) = pL. The
latter condition is generally satisfied since the nonzero eigenvalues of PFL are unlikely
to be exactly equal to one and they are unlikely to be all identical. Hence it is usually
guaranteed that Mˆ−1 and Ωˆ−1 exist if pL ≤ npR− 1 and pR ≤ npL− 1 or, equivalently,
n > max( pLpR ,
pR
pL
)− 1.
Remark 2. The maximum matrix dimension required in Proposition 2.5 is npL × npL
or npR×npR, from PFL or PFR . This dimension could be very large (> 30000×30000) in
some cases (e.g. the EEG data) and exceed the storage limit in R software. In this case,
one can apply an equivalent iteration algorithm that i) chooses moment estimators of Ω
and M as initial values of Ωˆ and Mˆ ; ii) standardizes the predictors as Zi = Mˆ
− 1
2XiΩˆ
− 1
2 ;
iii) applies isotropic dimension folding PFC to the standardized data; iv) updates Ωˆ and
Mˆ according to (2.26) and (2.27), the MLEs of matrix normal distribution (Dutilleul
1999) described in the supplement file; v) repeats ii)-iv) using the updated parameter
values until the likelihood function converges.
Remark 3. Although the proposed algorithms are quite efficient for estimating the
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central dimension folding subspace based on random initial values, using the conven-
tional PFC model to obtain initial values can guarantee consistency of the estimators
when the fitted function f(Y ) is misspecified. This is discussed in Sections 2.3 and 2.8.
Corollary 2.1 provides five equivalent forms of the MLE of the central dimension
folding subspace. We applied the original form SdR(Ωˆ, ΣˆfitR) ⊗ SdL(Mˆ, ΣˆfitL) in our
simulation and data analysis.
Corollary 2.1. The MLE of SY |◦X◦ under (2.7) with an general error is SdR(Ωˆ, ΣˆfitR)⊗
SdL(Mˆ, ΣˆfitL). It is equivalent to SdR(Ωˆres, ΣˆfitR) ⊗ SdL(Mˆres, ΣˆfitL) = SdR(Ω˜, ΣˆfitR) ⊗
SdL(M˜, ΣˆfitL) = SdR(Ωˆ, Ω˜)⊗ SdL(Mˆ, M˜) = SdR(Ωˆres, Ω˜)⊗ SdL(Mˆres, M˜).
2.3 Robustness
In this section, we study the robustness of the estimator SdR(Ωˆ, ΣˆfitR) ⊗ SdL(Mˆ, ΣˆfitL)
when f(Y ) in model (2.7) is misspecified and the normality assumption is violated.
2.3.1 Misspecification of f(Y )
Under (2.7), we now assume that the true fitting function f(Y ) is misspecified by using
the user-selected function h(Y ) in place of f(Y ). It can be shown that the estima-
tor of the central dimension folding subspace is still consistent under certain condi-
tions. To simplify the notation, let g = β2f(Y )β
T
1 and l = κ2h(Y )κ
T
1 be the mis-
specified fitting components. Note that g and l are both centered. We take ρL =
var
− 1
2
c (g)covc(g, l)var
− 1
2
c (l) to be the dL × dL column correlation matrix between the el-
ements of g and l, where varc(g) = E(gg
T ) is the column variance of g, varc(l) = E(ll
T )
is the column variance of l, and covc(g, l) = E(gl
T ) is the column covariance matrix
between g and l; let ρR = var
− 1
2
r (g)covr(g, l)var
− 1
2
r (l) be the dR × dR row correlation
matrix between the elements of g and l, where varr(g) = E(g
T g) and varr(l) = E(l
T l)
are row variance matrices of g and l, and covr(g, l) = E(g
T l) is the row covariance
matrix between g and l.
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Proposition 2.6. SdR(Ωˆ, ΣˆfitR)⊗SdL(Mˆ, ΣˆfitL) is a
√
n consistent estimator of span(Ω−1
Γ1)⊗ span(M−1Γ2) if and only if ρL has rank dL and ρR has rank dR.
Thus SdR(Ωˆ, ΣˆfitR)⊗SdL(Mˆ, ΣˆfitL) can still be a reasonable estimator when f(Y ) is
misspecified and the normality assumption is violated, as long as the row and columns
correlations between the true fitting function and the selected fitting function have full
ranks. This result is a generalization of Theorem 3.5 in Cook and Forzani (2008), and
it is a mild condition. Nevertheless, in applications care should be taken when selecting
f(Y ) in order to obtain better estimates. Polynomial approximations can be simple and
good choices.
2.3.2 Normality assumption
In applications, when the matrix-valued predictors do not satisfy the normality as-
sumption, transformations such as log power are commonly used in literature (Gasser,
Ba¨cher, and Mo¨cks 1982) to achieve relative normality.
In addition, we show that the normality assumption is not essential for our model-
based dimension folding methods. Suppose the random error ε in model (2.2) follows a
general distribution with mean zero and covariance matrices IPR and IPL . The unknown
parameters in this model can be estimated by minimizing
∑n
i=1 ||(Xi−µ−Γ2νiΓT1 )||2F =∑n
i=1 tr[(Xi−µ−Γ2νiΓT1 )T (Xi−µ−Γ2νiΓT1 )]. Here the estimates span(Γˆ1) and span(Γˆ2)
have the same expression as what we obtained under normality. Moreover, this objec-
tive function is equivalent to the loss function (2.6) of the two-mode tensor PCA. The
asymptotic normality and asymptotic efficiency of the projection matrix PΓˆ1⊗Γˆ2 onto
the estimated principal subspace span(Γˆ1 ⊗ Γˆ2) were developed by Hung et al. (2012).
Hence without normality, one can still obtain
√
n consistent estimators for the principal
subspaces.
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In terms of sufficient dimension reduction, the normality assumption can be re-
laxed to the elliptically symmetric condition required by dimension folding SIR. Suppose
vec(ε) ∼ ECpLpR(0,Ω⊗M,Q), where ECpLpR(0,Ω⊗M,Q) is an elliptical contoured dis-
tribution with mean zero, row and column covariance matrices Ω and M , and a density
generator Q(.). Let Y˜ = sI(Y ∈ Js), s = 1, ..., h, be the slice indicator function, where
J1, ..., Jh are h non-overlapping slices. Let ζ˜ = (Ω⊗M)−1E[vec(X)|Y˜ ], and let E⊗(ζ˜) be
the Kronecker envelope of ζ˜. According Li et al. (2010), E⊗(ζ˜) is the dimension folding
SIR subspace. It is defined as S◦ζ˜ ⊗ Sζ˜◦, the Kronecker product of the two smallest
subspaces S◦ζ˜ and Sζ˜◦, such that span(ζ˜) ⊆ S◦ζ˜ ⊗ Sζ˜◦. The relationships between the
dimension folding SIR subspace (SfSIR), dimension folding PFC subspace (SfPFC), and
central dimension folding subspace (SY |◦X◦) are shown below.
Proposition 2.7. Under (2.7), when the random error is elliptically contoured dis-
tributed as ECpLpR(0,Ω⊗M,Q), SfSIR ⊆ SfPFC ⊆ SY |◦X◦, where SfPFC = span(Ω−1Γ1)
⊗ span(M−1Γ2).
Thus, under the elliptically symmetric condition, the subspace span(Ω−1Γ1)⊗ span(
M−1Γ2) given by dimension folding PFC is not guaranteed to be the true central di-
mension folding subspace but a subspace of it. It contains the dimension folding SIR
subspace at the population level and its sample estimate can be more accurate since
the fitting function f(Y ) is generally more efficient than a slicing function. Therefore,
under this minimum condition, dimension folding PFC is still useful. Both algorithms
in Section 2.2.2 provide
√
n consistent estimators for SfPFC without normality, because
the algorithm for the isotropic error case in Section 2.2.2 is equivalent to a least square
estimation and the consistent estimation of the algorithm for the general error case in
Section 2.2.2 is given by Proposition 2.6, which does not rely on normality.
Similarly, Proposition 2.7 holds for dimension folding PCA in terms of Sν|◦X◦ and
ζ = E[vec(X)|ν]. Hence dimension folding PCA and PFC are beneficial under the
minimum elliptically symmetric condition.
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2.4 Prediction
The ultimate purpose of dimension folding is to serve regression and classification. Di-
mension folding SIR, SAVE, and DR proposed by Li et al. (2010) provide good pre-
diction results in the classification case. Dimension folding PFC can further improve
prediction accuracy for classification problems. In the regression case, where the re-
sponse variable is continuous, the function of moment-based dimension folding methods
is limited. Slicing could miss useful information on the response variable and the choice
of slice number is a big issue. Dimension folding PFC can overcome this shortcoming
and provide better prediction results.
We propose two prediction approaches. Based on our knowledge, there is no well-
established method for predicting a univariate responses from a matrix-valued pre-
dictor directly. Thus, we consider the prediction of Y from vec(X) instead. The
first approach is to regress Y on vec(X) in two steps. By applying dimension fold-
ing PCA or PFC, one can obtain the MLE of the central dimension folding subspace
SˆY |◦X◦ = span(Γˆ1) ⊗ span(Γˆ2) under an isotropic error, or SˆY |◦X◦ = span(Ωˆ−1Γˆ1) ⊗
span(Mˆ−1Γˆ2) = SdR(Ωˆ, ΣˆfitR) ⊗ SdL(Mˆ, ΣˆfitL) under a general error. After dimen-
sion folding, one has a new predictor ΓˆT2 XΓˆ1, or Γˆ
T
2 Mˆ
−1XΩˆ−1Γˆ1, with smaller row
and column dimensions compared to the original predictor X. The second step is to
fit a model, such as a general additive model (GAM), to estimate the mean function
E[Y |vec(ΓˆT2 XΓˆ1)] or E[Y |vec(ΓˆT2 Mˆ−1XΩˆ−1Γˆ1)], and then perform prediction based on
it.
The second method was motivated by a nonparametric prediction technique of
Adragni and Cook (2009). Let f(X) and f(X|Y ) be the density functions of X and
X|Y . Let R(X) denote a sufficient folding assumed to have a density. Then E[Y |X =
x] = E{Y f [R(x)|Y ]}/E{f [R(x)|Y ]}. This provides the key idea of this nonparamet-
ric prediction approach because the estimated prediction function Eˆ[Y |X = x] can be
written as Eˆ[Y |X = x] =∑ni=1 ωi(x)Yi, where ωi(x) = fˆ [Rˆ(x)|Yi]/∑ni=1 fˆ [Rˆ(x)|Yi].
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Once the density function f(X|Y ) is estimated, the predicted value Yˆ can be easily
obtained since it is the weighted average of the observed responses. This method is
applicable to our proposed dimension folding models since the conditional distribution
of X|Y is known through the model assumptions. According to (2.23) in Section 2.8,
when the random error ε is isotropic we have
fˆ [Rˆ(x)|Yi] = fˆ [Rˆ(vec(x))|Yi]
∝ exp{−(2σˆ2)−1||(Γˆ1 ⊗ Γˆ2)T [vec(x)− vec(Xˆi)]||2}
= exp{−(2σˆ2)−1||Rˆ(vec(x))− Rˆ(vec(Xˆi))||2},
(2.13)
where vec(Xˆi) = vec(X¯)+(Γˆ1⊗Γˆ2)(βˆ1⊗βˆ2)vec(f(Yi)) is the predicted value of vec(x)|Yi
and the reduction Rˆ(vec(x)) = (Γˆ1 ⊗ Γˆ2)Tvec(x). When ε has a general covariance
structure, the estimated conditional density is
fˆ [Rˆ(x)|Yi] = fˆ [Rˆ(vec(x))|Yi] ∝ exp{−1
2
||[(Γˆ1 ⊗ Γˆ2)T (Ωˆ⊗ Mˆ)−1(Γˆ1 ⊗ Γˆ2)]− 12
[Rˆ(vec(x))− Rˆ(vec(Xˆi))]||2},
(2.14)
where Rˆ(vec(x)) = (Γˆ1 ⊗ Γˆ2)T (Ωˆ⊗ Mˆ)−1vec(x).
Each method outperforms the other under certain conditions. The inverse regression
prediction relies on the density function f [R(X)|Y ] but does not make any parametric
assumption on modeling Y |X, while forward regression prediction usually assumes a
parametric model on Y |X or it depends on the estimation of Y |X. Thus, the inverse
prediction method shows its advantages when the distribution of the random error ε
in model (2.7) is known or can be well estimated. The forward prediction is beneficial
when the assumption made on Y |X is reasonable.
In addition, the choice of f(Y ) can affect the prediction accuracy. Consider the mean
squared error MSE = E[Y − Yˆ (X)]2 for which the minimum prediction error is achieved
when Yˆ (X) is the conditional mean E(Y |X). According to Proposition 2.6, when the
row and column correlations of the selected fitting function κ2h(Y )κ1 and the true
function both have full ranks, which indicates that the two are correlated, the estimator
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of the central dimension folding subspace is
√
n consistent. For the forward predic-
tion method, we have Yˆ (X) = Eˆ(Y |Rˆ(X)) = Eˆ(Y |ΓˆT2 Mˆ−1XΩˆ−1Γˆ1). If one chooses
Eˆ(Y |R(X)) to be a consistent estimator for E(Y |R(X)), such as the Nadaraya-Watson
estimator, then under mild regularity conditions, Yˆ (X)→ E(Y |R(X)) = E(Y |X) when
the selected fitting function is correlated to the true function. Thus the prediction error
can reach its minimum asymptotically if the condition in Proposition 2.6 is satisfied.
For the inverse prediction method, we have
Eˆ[Y |X = x] = 1
n
n∑
i=1
fˆ [Rˆ(x)|Yi]Yi
/
1
n
n∑
i=1
fˆ [Rˆ(x)|Yi].
Assuming that f(Y ) is known, then it can be shown that 1n
∑n
i=1 fˆ [Rˆ(x)|Yi]→ E{f [R(X)|Y ]}
and 1n
∑n
i=1 fˆ [Rˆ(x)|Yi]Yi → E{Y f [R(X)|Y ]} at
√
n rate. Then Eˆ[Y |X = x] converges
to E[Y |X = x] and the prediction error is asymptotically minimized. This result does
not hold for misspecified f(Y ) because the density function f [R(X)|Y ] is misspecified
in this case. Yet we can expect that the closer the approximation of the fitting function,
the more likely we obtain good prediction.
2.5 Simulation studies
2.5.1 Evaluation of estimation accuracy
We assess the accuracy of our proposed dimension folding methods and compare it
to that of conventional methods. We measure the difference between the estimated
projection matrices and true projection matrices for the central dimension folding sub-
space and denote it as “PCDF Error”; for conventional PCA and PFC, we evaluate
the estimation error of the projection matrices of the central subspace and denote it as
“PCS Error”. Specifically,
PCDF Error = ‖PSˆY |◦X◦ − PSY |◦X◦‖
2
F (2.15)
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PCS Error = ‖PSˆY |vec(X) − PSY |◦X◦‖
2
F . (2.16)
To evaluate the performance of the dimension folding PCA model (2.2), the data
were generated as follows: Let dL = dR = 2 and pL = pR = p, with sample size n = 100.
The components of Γ1 and Γ2 were generated from N(0, 1) and the components νi before
centering were generated from N(1, 2), i = 1, ..., n. The vectorized isotropic error ε was
obtained from the multivariate normal with mean zero and covariance matrix 0.8IpLpR .
We chose p = 5, 10, 15, 20 and 30, and ran each simulation 1000 times. The notations
“DF-PCA”, “DF-PFC” and “DF-SIR” were used to denote dimension folding PCA,
dimension folding PFC, and dimension folding SIR in figures and tables.
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Figure 2.1: The comparison results of DF-PCA and PCA
Figure 2.1 shows that for all selected dimensions of p, dimension folding PCA was
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noticeably more accurate than PCA. As the predictor’s dimension increases both meth-
ods showed ascending estimation distance from the true projection space, but dimension
folding PCA had the slower error increase in both the mean and standard deviation.
For dimension folding PFC, we did simulations for both isotropic and general error
cases. When the general error structure was considered, we chose pL = pR = 3, dL =
dR = 2 and rL = rR = 4 . Conventional PFC and dimension folding SIR both required
n > pL × pR with a general error and we used small matrices pL × pR = 9 in this case.
The sample size was selected as n = 30, 50, 80, 100 and 150. The components of Γ1
and Γ2 were generated from N(0, 1). The elements of β1 and β2 were generated from
N(1, 2) and absolute normal |N(2, 2)|. The responses Yi, i = 1, ..., n were obtained from
N(0, 1), and f(Yi) = diag(Yi, Y
2
i , Y
3
i , Y
4
i ). The covariance matrices were
Ω =

0.50 −0.25 0.00
−0.25 0.50 −0.25
0.00 −0.25 0.50
 M =

0.886 0.266 0.062
0.266 0.248 0.048
0.062 0.048 0.015.

For the isotropic error case, we chose pL = pR = 10 and σ = 0.8, with sample size
n = 120, 150, 200, 300, 500. The other parameters were kept the same as those in the
general error case. We ran the simulation 1000 times for each sample size.
Figure 2.2 summarizes the results under the general error setting. It can be seen that
the central dimension folding subspaces were estimated precisely based on the estimation
procedures proposed in Section 2.2.2 except for some extreme outliers. Although the
plots appear with dense outliers, the actual percentages of these outliers were less than
5% under 1000 repetitions. Some outliers like the one with estimation error close to 3 at
n = 150 could be due to the algorithm getting caught in a local minimum. Conventional
PFC had much higher estimation errors for all sample sizes.
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Figure 2.2: The comparison results of DF-PFC and PFC under general errors
We further compared the model-based methods to dimension folding SIR. For the
latter, 8 slices were selected for the response variable. Based on our simulation results,
it was the best choice among 6, 8, 10 and 15 slices.
The mean estimation errors are shown in Figure 2.3, based on 1000 repetitions. It
can be seen that dimension folding PFC provided the most accurate estimations for the
central dimension folding subspace over all sample sizes. Although conventional PFC
was less accurate than dimension folding PFC, it still beat dimension folding SIR to
a large extent. Dimension folding SIR failed to obtain precise estimation because the
conditional mean E(X|Y ) was not adequately estimated by slicing the responses. The
PFC methods benefitted from careful fitting of the inverse regression of X on Y .
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Figure 2.3: The comparison results of DF-PFC, DF-SIR and PFC
2.5.2 Choice of dL and dR
In the previous sections, the reduced row and column dimensions dL and dR were as-
sumed known. In applications, one can apply an information criterion, say AIC or
BIC, to select optimal dimensions by minimizing the objective function −2L(dL, dR) +
h(n)g(dL, dR). Here L(dL, dR) is the log likelihood function of the estimated model,
h(n) is log(n) for BIC and 2 for AIC, and g(dL, dR) is the number of parameters
to be estimated. One can also use the likelihood ratio test statistic Λ(dL0 , dR0) =
2(L(min(rL, pL),min(rR, pR)) − L(dL0 , dR0)) to perform sequential tests for increasing
values of dL and dR.
We illustrate these procedures using the simulated samples obtained from the isotropic
error setting. Here dL = dR = 2, pL = pR = 10, and n = 200 were chosen for both di-
mension folding PCA and dimension folding PFC. The simulations were repeated 1000
times. All three methods were able to correctly identify the true dimensions over 95%
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of the time. When we took the true dimensions to be (dL, dR) = (1, 1), (1, 2) and (2, 1),
the percentages of the precise identifications were over 90% for all methods.
Table 2.2: Percentages of correct identifications
DF-PCA DF-PFC
AIC BIC LRT(p-val.) AIC BIC LRT(p-val.)
dL = dR = 1 100 100 100 94.8 100 90.6
dL = 1, dR = 2 100 100 100 98.5 99.6 92.0
dL = 2, dR = 1 100 100 100 98.1 99.6 93.2
dL = dR = 2 100 100 100 99.9 99.8 95.8
2.5.3 Prediction
We evaluated the prediction performance of dimension folding PFC, conventional PFC,
and dimension folding SIR using the simulated data under the isotropic error from
Section 2.5.1. The two prediction methods in Section 2.4 were applied. For the first
method, we fitted a generalized additive model of Y on the reduced predictor (Γˆ1 ⊗
Γˆ2)
Tvec(X) to the original data and then generated new data for prediction. The new
data are denoted by (X∗i , Y
∗
i ), i = 1, ..., nnew, where nnew = n/4. The average prediction
error was calculated as:
PE =
nnew∑
i=1
(Y ∗i − Eˆ(Y |X = X∗i ))2/nnew. (2.17)
This procedure was repeated for 1000 data sets and the averaged prediction error∑1000
i=1 PEi/1000 was used to assess the prediction accuracy of the three methods.
For the nonparametric prediction approach, we used the same data and evaluation
scenario except for using different prediction functions for Eˆ(Y |X = X∗i ). For dimension
folding PFC and conventional PFC, the density function f(X|Y ) was obtained based
on their model assumptions. For dimension folding SIR, f(X|Y ) was estimated based
on the matrix normal distribution.
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Figure 2.4: Prediction results under isotropic errors
Figure 2.4(a) shows the prediction results with generalized additive model fitting.
It illustrates the potential advantages of using an inverse regression model to estimate
the conditional expectation E(X|Y ), or E[vec(X)|Y ], instead of using a slicing method.
Dimension folding PFC predicted best over all sample sizes. Though conventional PFC
omits the predictor’s matrix structure, it still gave more accurate results than did di-
mension folding SIR. Figure 2.4(b) shows the prediction performance according to the
second prediction approach. It provided smaller prediction errors for dimension folding
PFC and relatively large errors for conventional PFC and dimension folding SIR.
2.6 Data analysis
We applied dimension folding PFC to two data sets, one with a discrete response, the
other with a continuous response. For the discrete response case, the EEG data used
in Li et al. (2010) was studied, while Dow Jones industrial stock data was used for the
36
second case.
2.6.1 EEG data
The primary goal of this study was to explore the relationship between alcoholism and
the pattern of voltage values over times and channels. Let (X1, Y1), ..., (X122, Y122)
denote the observed data, where Xi is a 256×64 matrix and Yi is a binary univariate
variable, i = 1, ..., 122. It is easy to see that error structure is not isotropic. In this case,
conventional PFC is not applicable since n  pL × pR. We applied dimension folding
PFC with a general error to these data. Since our proposed estimation procedures
circumvent vectorization of the predictors, we were able to handle the original EEG
data without pre-screening work, as in Li et al. (2010). In our case, the maximum
dimension of a matrix inversion is 256 by 256 (Mˆ−1), instead of the 256×64 by 256×64
(Σˆ−1) required for the moment-based dimension folding methods. According to Remark
1 in Section 2.2.2, both inverse matrices Mˆ−1 and Ωˆ−1 exist for the original EEG data,
because n > max( pLpR ,
pR
pL
)− 1.
For a categorial response Y of h categories, f(Y ) can be naturally chosen as a
diagonal matrix with its kth diagonal element diag(f(Y ))k = I(Y ∈ Hk) − nk/n, k =
1, ..., h − 1. Thus, for the EEG data, we have dL = dR = rL = rR = r = 1. Then the
sufficient reduction ΓˆT2 Mˆ
−1XΩˆ−1Γˆ1 obtained by the dimension folding PFC model is
a univariate variable, labeled as X11. Figure 2.5(a) shows good separation of the two
groups by X11 without pre-screening the original predictors. Figure 2.5(b) shows the
corresponding result after pre-screening the predictors to smaller dimensions (p∗L, p
∗
R) =
(15, 15) with the screening method in Li et al. (2010). Pre-screening the predictors
loses information about the original data as the two groups cannot be separated quite
as well as in (a).
To obtain classification results, we applied quadratic discriminant analysis and leave-
one-out cross validation. Without pre-screening the original predictors, dimension fold-
ing PFC with a general error correctly classified 107 subjects out of the total 122 subjects
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Figure 2.5: Density plot with the new reduced predictor X11
based on X11; after pre-screening the predictors, it classified 102 out of the 122 subjects.
In comparison, dimension folding DR and dimension folding SIR provided 97 and 94
out of 122 correct decisions, using (p∗L, p
∗
R) = (15, 15) and (dL, dR) = (1, 2).
2.6.2 Dow Jones stock data
We used Dow Jones industrial stock data from January 2001 to December 2010. The
response is the monthly Dow Jones industrial average index change rate. If mi denotes
the Dow Jones industrial average monthly index for the i-th month, the responses Yi =
(mi −mi−1)/mi−1, i = 1, ..., n, are the index change rates, assumed to be independent.
For each response (month), the predictor was formed by 19 daily stock price change
rates over the 30 Dow Jones companies. We chose 19 daily stock price change rates
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because there are usually 19-23 trading days each month. Hence the predictor for each
observation is a 19×30 matrix and the response is a univariate continuous variable. We
deleted the observations in September 2001 and September 2008 due to the incidents of
terrorism and the financial crisis, leaving n = 118 observation months. The final data set
consisted of (X1, Y1), ..., (X118, Y118) observations. Primary interest was in association
between monthly stock index change rates and the daily stock price change rates from
the individual companies.
Dimension folding PFC with both isotropic and general errors, dimension folding
SIR, and the Lasso were applied to our study. We evaluated the prediction performance
for the first three methods using the prediction approach with OLS fitting of Y on
the reduced predictor vec(ΓˆT2 XΓˆ1), as proposed in Section 2.4. Four sets of dimensions,
(dL, dR) = (1, 1), (dL, dR) = (1, 2), (dL, dR) = (2, 1), and (dL, dR) = (2, 2), were selected.
The function f(Y ) was chosen as a diagonal matrix with its diagonal elements formed
by (Y, Y 2, Y 3, Y 4) for dimension folding PFC. Dimension folding SIR was studied with
slicing numbers 6 and 8. We also applied the Lasso to select important signals in vec(X)
and performed prediction. The 10-fold cross validation method was used to evaluate
the prediction performance using (2.17) for all methods. The results are summarized in
Table 2.3.
Table 2.3: Prediction results (×1000) with 10 folded cross validations
DF-PFC DF-SIR Lasso
(isotropic) (general) (6 slices) (8 slices)
dL = dR = 1 9.1 12.3 15.6 13.6 15.4
dL = 1, dR = 2 8.7 12.4 10.7 9.8 15.4
dL = 2, dR = 1 9.6 11.0 12.3 11.0 15.4
dL = dR = 2 10.0 10.1 12.8 11.0 15.4
It can be seen that isotropic dimension folding PFC provided smaller prediction
errors than all other methods. Since the dependence of the stock price change rates is
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not strong from day to day and from company to company, dimension folding PFC under
a general error structure could be overparametrized and thus the prediction errors were
likely to be increased. Dimension folding SIR presented less accurate results than the
isotropic dimension folding PFC model over all selected dimensions and slicing numbers.
Lasso showed relatively large prediction errors.
2.7 Discussion
Our dimension folding PCA and PFC methods provide likelihood-based dimension fold-
ing solutions for matrix-valued predictors that can be applied to a broad range of appli-
cations with categorical or continuous responses. The fitting components f(Y ) in the
dimension folding models possess the flexibility to capture the useful information on re-
sponse and provide more accurate estimation for the conditional mean E(X|Y ) than the
moment-based dimension folding approaches. The assumption on the covariance struc-
ture of the random error provides another benefit for the model-based methods since one
can circumvent inverting the high dimensional covariance matrix of vec(X). In addition,
the MLEs obtained from our algorithms have good interpretations and connections to
the conventional PCA and PFC methods, and are robust to model assumptions.
There are different formulations for the dimension folding PFC model. Model (2.7)
provides a multiplicative coefficient structure β2f(Y )β
T
1 for the fitted function. In-
stead, one can model dimension folding PFC with an additive coefficient structure, an
interactive coefficient structure, or a general coefficient structure, respectively, as
X = µ+ Γ2[β2f(Y )erR,dR + edL,rLf(Y )β
T
1 ]Γ
T
1 + ε, (2.18)
X = µ+ Γ2[β2f(Y )erR,dR + edL,rLf(Y )β
T
1 + β2f(Y )β
T
1 ]Γ
T
1 + ε, (2.19)
X = µ+ Γ2vec
−1{βg(Y )}ΓT1 + ε, (2.20)
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where erR,dR is a rR × dR matrix with all elements equal to one, and edL,rL is sim-
ilarly defined. If f(Y ) is diagonal and its diagonal elements are formed by polyno-
mial basis functions, then under (2.18) the folded conditional mean [ΓT2 E(X|Y )Γ1]ij =
r∑
k=1
(β
(2)
ik +β
(1)
kj )Y
k, where the coefficients are additive. When the multiplicative or addi-
tive coefficient model itself is not sufficient to formulate the relationship between X and
Y , (2.19) might be needed. In this case, [ΓT2 E(X|Y )Γ1]ij =
r∑
k=1
(β
(2)
ik +β
(1)
kj +β
(2)
ik β
(1)
kj )Y
k.
This is called the dimension folding PFC model with the interactive coefficient struc-
ture. More generally, one might not impose any constraints on the coefficients and adopt
(2.20), where “vec−1” stands for the matrixing operation. Then with polynomial basis
functions as the components of g(Y ), the folded conditional mean [ΓT2 E(X|Y )Γ1]ij =
rLrR∑
k=1
β(j−1)dL+i,kY
k, where β(j−1)dL+i,k is the element in [(j − 1)dL + i]-th row and k-th
column of β. The choice of a particular dimension folding PFC model depends on the
intrinsic row and column structure of X|Y . To estimate model (2.20), one can apply
the estimation procedure in Section 2.2.2, though the algorithm cannot be directly used
for the dimension folding PFC model with the additive or the interactive coefficient
structure. Instead, one can use numerical algorithms with least square iterations.
The proposed dimension folding models can also be generalized to array-valued
predictors. Let X = {Xi1...im : i1 = 1, ..., p1, ..., im = 1, ..., pm} be an m-way random
array of dimension p1 × · · · × pm and Y be a univariate random response. The goal of
dimension folding is to find a smaller m-array of dimension d1 × · · · × dm such that the
conditional distribution of Y |X is retained the same if X is replaced by the reduced
array. In this case, the dimension folding PCA and PFC models are formulated as
vec (X ) = vec(µ) + (Γ1 ⊗ Γ2 ⊗ · · · ⊗ Γm)vec (νi) + vec (ε), (2.21)
vec(X ) = vec(µ)+(Γ1⊗Γ2⊗· · ·⊗Γm) · (β1⊗β2⊗· · ·⊗βm) ·vec(f(Y ))+vec(ε), (2.22)
respectively. Here Γi ∈ Rpm−i×dm−i , i = 1, ...,m, νi is a m-way array of dimension
d1 × · · · × dm, βi ∈ Rdm−i×rm−i , i = 1, ...,m, f(Y ) is a m-way array of dimension
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r1×· · ·×rm, and vec (ε) has a multivariate normal distribution with mean 0p1···pm×p1···pm
and covariance matrices Ω1⊗Ω1⊗· · ·⊗Ωm. It can be shown that the dimension folding
subspace with m-way array-valued predictors is span{(Ω1⊗Ω1⊗· · ·⊗Ωm)−1(Γ1⊗Γ2⊗
· · · ⊗ Γm)}, which can be estimated by adapting the numerical algorithms in Section
2.1.2 and Section 2.2.2.
2.8 Appendix
2.8.1 Matrix normal distribution
A matrix-valued distribution (De Waal 1985) is a probability distribution of a random
matrix. The matrix normal distribution is a generalization of the multivariate normal
distribution to matrix-valued random variables. Let X = {Xij : i = 1, ..., pL, j = 1, , pR}
be a matrix-valued variable. Its expected value and covariance matrix are defined as
E[X] = (E[Xij ]) = µ and var(X) = E[vec(X−E[X])vecT (X−E[X])] = Σ. Then X has a
matrix normal distribution if its covariance can be decomposed as the Kronecker product
of two positive definite matrices Ω and M , and vec(X) follows a multivariate normal
distribution with mean vec(µ) and covariance matrix Σ = Ω⊗M . The matrix normal
distribution is denoted as NpL×pR(µ,Ω,M). Its density function is defined through the
distribution of vec(X) and is given by
fX(x) = fvec(X)(vec(x))
= (2pi)−
pLpR
2 |Ω|− pL2 |M |− pR2 exp{−1
2
tr(Ω−1(x− µ)TM−1(x− µ))}.
(2.23)
The second moments of X are E[(X−µ)(X−µ)T ] = Mtr(Ω) and E[(X−µ)T (X−µ)] =
Ωtr(M). Thus, Ω = E[(X −µ)T (X −µ)]/tr(M) is called the row covariance matrix and
M = E[(X − µ)(X − µ)T ]/tr(Ω) is called the column covariance matrix. The rows or
columns of X are independent if and only if Ω or M is diagonal. In addition, if both Ω
and M are scalar matrices, X is called isotropic, which means that X has an isotropic
variance.
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The MLE algorithm for the matrix normal distribution was proposed by Dutilleul
(1999). The MLE of µ is x¯. For fixed M , the MLE Ωˆ is given by
Ωˆ =
1
npL
n∑
i=1
(Xi − X¯)TM−1(Xi − X¯); (2.24)
and for fixed Ω, the MLE Mˆ is
Mˆ =
1
npR
n∑
i=1
(Xi − X¯)Ω−1(Xi − X¯)T . (2.25)
Dutilleul (1999) showed that the MLEs of Ω and M estimated from (2.24) and (2.25)
are positive definite if and only if n ≥ max(pL/pR, pR/pL) + 1, so a large sample size is
not required in order to invert the estimated covariance matrices, as long as the relative
ratios of the two dimensions are not too large.
Based on this result, for the general dimension folding PFC model with a log likeli-
hood function (2.12), the MLE Ωˆ is given by
Ωˆ =
1
npL
n∑
i=1
(Xi − X¯ − Γ2β2fiβT1 ΓT1 )TM−1(Xi − X¯ − Γ2β2fiβT1 ΓT1 ), (2.26)
for fixed Γ1, Γ2, β1, β2 and M ; and the MLE Mˆ is
Mˆ =
1
npR
n∑
i=1
(Xi − X¯ − Γ2β2fiβT1 ΓT1 )Ω−1(Xi − X¯ − Γ2β2fiβT1 ΓT1 )T , (2.27)
for fixed Γ1, Γ2, β1, β2 and Ω.
2.8.2 Proofs
Proof of Propositions 2.1 and 2.3. We demonstrate the proof of Proposition 2.1 first.
The condition ν|X ∼ ν | ΓT2 XΓ1 is equivalent to (X|ΓT2 XΓ1, ν) ∼ X|ΓT2 XΓ1. Treating
ν as a parameter matrix and X as data, we can show that ΓT2 XΓ1 is a sufficient statistic
for X|ν. Since Γ1 and Γ2 have the smallest column dimensions, it is equivalent to prove
that ΓT2 XΓ1 is a minimum sufficient statistic for X|ν. To show this, let f(X|ν) be the
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conditional density function of X|ν, we consider the the log likelihood ratio based on
model (2.2):
log
f(X|ν)
f(Z|ν) = −
1
2
tr[(X − µ)T (X − µ)− (Z − µ)T (Z − µ)] + tr[(ν(ΓT1 (X − Z)TΓ2)].
It can be seen that logf(X|ν)/f(Z|ν) is a constant in ν if and only if (ΓT1 (X−Z)TΓ2) =
0. Thus, ΓT2 XΓ1 is a minimum sufficient statistic and the condition ν|X ∼ ν | ΓT2 XΓ1
holds. Similarly, it can be shown that (Γ1⊗Γ2)Tvec(X) is a minimum sufficient statistic
for vec(X)|ν based the log likelihood ratio in (2.3).
For proposition 2.3, when the random error is isotropic, the result can be directly
obtained from proposition 2.1. When the random error has a general matrix normal
distribution, let Z = M−
1
2XΩ−
1
2 , then vec(Z) = (Ω ⊗ M)− 12vec(X) has covariance
IpLpR . Transforming model (2.8) into Z scale, we have SY |◦Z◦ = (Ω⊗M)−
1
2 span(Γ1 ⊗
Γ2). Based on Proposition 1 in Li, et al. (2010), SY |◦X◦ = (Ω−
1
2 ⊗M− 12 )SY |◦Z◦ =
span(Ω−1Γ1)⊗ span(M−1Γ2).
Proof of Propositions 2.2 and 2.4. We first prove Proposition 2.2. It is easy to see
that
n∑
i=1
tr[(Xi −G2ωiGT1 )T (Xi −G2ωiGT1 )] = tr(
n∑
i=1
XTi Xi)− 2tr(
n∑
i=1
XTi G2ωiG
T
1 )
+ tr(
n∑
i=1
ωTi ωi)
(2.28)
Minimizing (2.28) over G1, G2 and ωi is the same as minimizing L = tr(
n∑
i=1
ωTi ωi) −
2tr(
n∑
i=1
XTi G2ωiG
T
1 ). For fixed G1 and G2, to obtain the minimizer νi over ωi, we take
the first derivative of L corresponding to ωi and have ∂L/∂ωi = 2ωi − 2(GT2 XiG1).
Since the second derivate of L on ωi is positive, the minimum L is obtained when
νˆi = G
T
2 XiG1, i = 1, ..., n. Thus, the objective function L becomes
L = −tr[GT1 (
n∑
i=1
XTi P2Xi)G1], (2.29)
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where P2 = G2G
T
2 . For fixed G2, L is minimized by choosing the columns of the
minimizer Γˆ1 over G1 to be the dR eigenvectors of
n∑
i=1
XTi P2Xi (or
n∑
i=1
XTi P2Xi/n)
corresponding to its dR largest nonzero eigenvalues. Similarly, (2.29) can be written as
L = −tr[GT2 (
n∑
i=1
XiP1X
T
i )G2], where P1 = G1G
T
1 . Then for fixed G1, the minimizer Γˆ2
overG2 is obtained when its columns are composed by the dL eigenvectors of
n∑
i=1
XiP1X
T
i
(or
n∑
i=1
XiP1X
T
i /n) corresponding to its dL largest nonzero eigenvalues.
To prove Proposition 2.4, for fixedG1 and b1, let f
∗ = f(Y )bT1 andG20 ∈ RpL×(pL−dL)
be the orthogonal compliment of G2, then we have
En{tr[(X −G2b2f(Y )bT1 GT1 )T (X −G2b2f(Y )bT1 GT1 )]}
=En{tr[(X −G2b2f∗GT1 )T (G2GT2 +G20GT20)(X −G2b2f∗GT1 )]}
=En{tr[(GT2 X − b2f∗GT1 )(GT2 X − b2f∗GT1 )T ]}+ En{tr[(GT20X)T (GT20X)]}
(2.30)
We first find the minimizer βˆ2 over b2 assuming other terms are fixed. By taking the
first derivative of the last equation in (2.30) corresponding to b2, we have ∂L1/∂b2 =
−2GT2 En(XG1f∗
T
) + 2b2En(f
∗f∗T ), then βˆ2 = GT2 En(XG1f∗
T
)[En(f
∗f∗T )]−1. Replac-
ing b2 with βˆ2, the objective function (2.11) becomes
En{tr[(X −G2βˆ2f∗GT1 )T (X −G2βˆ2f∗GT1 )]}
=En[tr(XX
T )]− tr{PG2En(XG1f∗
T
)[En(f
∗f∗
T
)]−1En(XG1f∗
T
)T }.
Therefore, the minimizer Γˆ2 over G2 has its columns formed by the first dL eigenvectors
of
En(XG1f
∗T )[En(f∗f∗
T
)]−1En(f∗GT1 X
T ),
and correspondingly βˆ2 = Γˆ
T
2 En(XG1f
∗T )[En(f∗f∗
T
)]−1.
Similarly, given G2 and b2, let f
∗ = b2f(Y ) and we have
En{tr[(X −G2b2f(Y )bT1 GT1 )(X −G2b2f(Y )bT1 GT1 )T ]}
=En{tr[(XT −G1b1f∗TGT2 )T (XT −G1b1f∗
T
GT2 )]}.
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The same procedure for estimating Γˆ2 and βˆ2 can be applied to obtain Γˆ1 and βˆ1. Hence
the columns of Γˆ1 consist of the first dR eigenvectors of the matrix
En(X
TG2f
∗)[En(f∗
T
f∗)]−1En(f∗
T
GT2 X),
and βˆ1 = Γˆ
T
1 En(X
TG2f
∗)[En(f∗
T
f∗)]−1.
Proof of Proposition 2.5 and Corollary 2.1. To prove Proposition 2.5(i), for fixed
Ω, Γ1 and β1, let X
∗ = XΩ−
1
2 , and f∗ = f(Y )βT1 ΓT1 Ω
− 1
2 . The log likelihood function
(2.12) under centered predictors becomes
l(SΓ2 , β2,M) = C −
npR
2
log|M | − 1
2
n∑
i=1
tr{(X∗i − Γ2β2f∗i )TM−1(X∗i − Γ2β2f∗i )},
where C = −npLpR2 log(2pi)− npL2 log|Ω|. Treating Γ2 and M fixed, by taking derivatives
of the log likelihood corresponding to β2, it is easy to obtain that
βˆ2 = (Γ
T
2 M
−1Γ2)−1ΓT2 M
−1XTLFL(FTLFL)−1.
Substituting βˆ2 back, after some algebra we have
l(SΓ2 ,M) = C −
npR
2
log|M | − npR
2
{tr(M− 12 M˜M− 12 )− tr(P
M−
1
2 Γ2
M−
1
2 ΣˆfitLM
− 1
2 }.
Now treating M fixed, the log likelihood is maximized when the columns of M−
1
2Γ2
contain the first dL eigenvectors of M
− 1
2 ΣˆfitLM
− 1
2 . Since Mˆres = M˜ − ΣˆfitL , then the
log likelihood reduces to
l(M)
= C − npR
2
log|M | − npR
2
{tr(M− 12 MˆresM− 12 )− tr((I − P
M−
1
2 Γ2
)M−
1
2 ΣˆfitLM
− 1
2 }
= C − npR
2
log|M | − npR
2
tr(M−1Mˆres)− npR
2
pL∑
i=dL+1
λi(M
−1ΣˆfitL).
The MLE of M is Mˆ = Mˆres + Mˆ
1
2
resUˆLDˆLUˆ
T
L Mˆ
1
2
res. This proof can be done in the same
way as for Theorem 3.1 in Cook and Forzani (2008). Thus it is omitted. Substitute Mˆ
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back to the estimate of M−
1
2Γ2, we have Γˆ2 = Mˆ
1
2 times the first dL eigenvectors of
Mˆ−
1
2 ΣˆfitLMˆ
− 1
2 and further βˆ2 = Γˆ
T
2 Mˆ
−1XTLFL(FTLFL)−1.
The results in Proposition 2.5(ii) can be simply obtained by taking transpose of (2.7)
and then following the above procedure.
To prove Corollary 2.1, let A = (IpL + DˆL)
−1 and U˜L = Mˆ
− 1
2
res UˆLA
1
2 . Applying
Lemma A.1 in Cook and Forzani (2008), we have span(U˜L) = SdL(Mˆ, ΣˆfitL). Since A is a
full rank diagonal matrix, span(U˜L) is equal to span(Mˆ
− 1
2
res UˆL), where UˆL are the first dL
eigenvectors of Mˆ
− 1
2
res ΣˆfitLMˆ
− 1
2
res . This implies that SdL(Mˆ, ΣˆfitL) = SdL(Mˆres, ΣˆfitL). Sim-
ilarly, one can show that SdR(Ωˆ, ΣˆfitR) = SdR(Ωˆres, ΣˆfitR). Thus the second form holds.
Since ΣˆfitL = M˜ − Mˆres, it is easy to see that M˜−1ΣˆfitL and Mˆ−1res ΣˆfitL have the same
eigenvectors. This provides the result: SdL(M˜, ΣˆfitL) = M˜−
1
2SdL(M˜−
1
2 ΣˆfitLM˜
− 1
2 ) =
SdL(M˜−1ΣˆfitL) = SdL(Mˆres, ΣˆfitL). Similarly, SdR(Ωˆres, ΣˆfitR) = SdR(Ω˜, ΣˆfitR). The third
form is proved. The last two forms hold since Ω˜ = Ωˆres + ΣˆfitR and M˜ = Mˆres + ΣˆfitL .
Proof of Proposition 2.6. Recall that g = β2f(Y )β
T
1 is the true fitting function
and l = κ2h(Y )κ
T
1 is the selected fitting function. Let hi denote h(Yi) and hY denote
h(Y ). By applying conventional PFC model, we can obtain proper initial values for
our algorithm to prove the consistency of our estimates. To do so, we choose a nonzero
vector v ∈ RpL . Recall that f(Y ) is a diagonal fitted matrix with dimensions r × r.
Based on model (2.7), we have XT v = Γ1β1f(Y )β
T
2 Γ
T
2 v + ε
T v = Γ1β1f(Y )ω + ε
T v,
where ω = βT2 Γ
T
2 v is a r dimensional vector and var(ε
T v) = aΩ with a constant
a = vTMv. Let f˜ ∈ Rr denote a vector containing the diagonal elements in f(Y ),
then f(Y ) can be written as diag(f˜). Since diag(f˜)ω = diag(ω)f˜ , it follows that
XT v = Γ1β1diag(ω)f˜ +ε
T v = Γβf˜ +εT v, where Γ = Γ1 and β = β1diag(ω). This forms
a conventional PFC model and the unknown parameters Γ, β and Ω can be estimated
based on it. Conventional PFC provides
√
n consistent estimator for the true subspace
span(Ω−1Γ), even when the function f˜ is misspecified by h˜ but they are sufficiently
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correlated (Cook and Forzani 2008), where diag(h˜) = h(Y ). Thus, we can apply conven-
tional PFC to get proper initial values of Γ1, κ1 and Ω as Γˆ, κˆ and Ωˆ. Let X
∗ = XiΩˆ−
1
2 ,
h∗ = hY κˆT ΓˆT Ωˆ−
1
2 . Then ΣˆfitL = (
n∑
i=1
X∗i h
∗T
i /n)(
n∑
i=1
h∗ih
∗T
i /n)
−1(
n∑
i=1
h∗iX
∗T
i /n)/pR con-
verges to ΣfitL = E(XΩ
−1Γ1κhTY )Q
−1E(XΩ−1Γ1κhTY )
T /pR, where Q = varc(hY κ
T ) =
E(hY κ
TκhY ), κ = κ1diag(ω) and ω = κ
T
2 Γ
T
2 v. Using (2.7), we have E(XΩ
−1Γ1κhTY ) =
E(Γ2gκh
T
Y ) = Γ2covc(g, hY κ
T ) = Γ2covc(g, hY diag(ω)κ
T
1 ) = Γ2V diag(ω), where V =
covc(g, hY κ
T
1 ). Thus, ΣfitL = Γ2V diag(ω)Q
−1diag(ω)V TΓT2 /pR. As early defined,
M˜ =
n∑
i=1
X∗iX
∗T
i /npR =
n∑
i=1
XiΩ
−1XTi /npR. It follows that M˜ converges at
√
n rate to
M∗ = E[XΩ−11 X
T ]/pR = (Γ2varc(g)Γ
T
2 + M)/pR. The last equation is obtained based
on (2.7).
From Corollary 2.1, we know SdL(Mˆ, ΣˆfitL) = SdL(M˜, ΣˆfitL), that is equivalent to
SdL(M˜−1ΣˆfitL). Hence SdL(Mˆ, ΣˆfitL) converges to SdL(M∗
−1
ΣfitL) at
√
n rate. Us-
ing the fact that (Γ2CΓ
T
2 + M)
−1 = M−1 −M−1Γ2(C−1 + ΓT2 M−1Γ2)−1ΓT2 M−1, we
have span(M∗−1ΣfitL) = span{(Γ2varc(g)ΓT2 + M)−1Γ2V diag(ω)Q−1diag(ω)V TΓT2 } ⊆
span{(Γ2varc(g)ΓT2 +M)−1Γ2} = span(M−1Γ2). Since Γ2 has full rank dL and diag(ω)
has full rank r (Its diagonal elements are all nonzeros with probability one.), we have
span(M∗−1ΣfitL) = span(M
−1Γ2) if and only if the rank of V = covc(g, hY κT1 ) is equal
to dL. Since ρL = var
− 1
2
c (g)covc(g, l)var
− 1
2
c (l) = var
− 1
2
c (g)covc(g, hY κ
T
1 )κ
T
2 var
− 1
2
c (l) and
κ2 has rank dL, the rank of ρL is equal to the rank of covc(g, hY κ
T
1 ).
Similarly, by following the above steps one can show that SdR(Ωˆ−1/2, ΣˆfitR) converges
to span(Ω−1Γ1) at
√
n rate if and only if covr(g, h
T
Y κ
T
2 ) or, equivalently, ρR has rank dR,
based on the fact that span(Mˆ−1Γˆ2) = SdL(Mˆ, ΣˆfitL) is
√
n consistent to span(M−1Γ2).
Proof of Proposition 2.7. Assume that E(X) = 0. Let Z = M−
1
2XΩ−
1
2 and let
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SY |◦Z◦ = span(α1 ⊗ α2). Under the elliptically symmetric condition, we have
(Ω⊗M)− 12E[vec(X)|Y ] = E[vec(Z)|Y ] = E{E[vec(Z)|(α1 ⊗ α2)Tvec(Z), Y ]|Y }
= E{E[vec(Z)|(α1 ⊗ α2)Tvec(Z)]|Y }
= Pα1⊗α2E[vec(Z)|Y ].
(2.31)
Thus, (Ω ⊗ M)− 12E[vec(X)|Y ] ∈ SY |◦Z◦. From model (2.7), we can observe that
E[vec(Z)|Y ] = (Ω ⊗M)− 12 (Γ1 ⊗ Γ2)(β1 ⊗ β2)vec(f(Y )). Hence (Ω ⊗M)− 12 span(Γ1 ⊗
Γ2) = span{E[vec(Z)|Y ] : over all Y } ⊆ SY |◦Z◦. By the invariance property SY |◦Z◦ =
(Ω ⊗ M) 12SY |◦X◦, we have SfPFC = (Ω ⊗ M)−1span(Γ1 ⊗ Γ2) = span{ζ = (Ω ⊗
M)−1E[vec(X)|Y ] : over all Y } ⊆ SY |◦X◦.
Dimension folding SIR can be formulated with f(Y ) specified by h(Y ) = diag{I(Y ∈
J1)−n1n , ..., I(Y ∈ Jh−1)−nh−1n }T = diag(I(Y˜ = 1)−n1n , ..., I(Y˜ = h−1)/(h−1)−nh−1n )T .
Then ζ˜ = (Ω⊗M)−1E[vec(X)|Y˜ ] = (Ω⊗M)−1(Γ1 ⊗ Γ2)(β1 ⊗ β2)vec(h(Y )). It follows
that span(ζ˜) = span{(Ω ⊗ M)−1E[vec(X)|Y˜ ] : over all Y˜ } ⊆ span{(Ω ⊗ M)−1(Γ1 ⊗
Γ2)} = SfPFC . According to Theorem 1 in Li et al. (2010), the dimension folding
SIR subspace SfSIR is equal to the Kronecker envelope E⊗(ζ), which is the Kronecker
product of the two smallest subspaces S◦ζ⊗Sζ◦ such that span(ζ) ⊆ S◦ζ⊗Sζ◦. Therefore,
SfSIR ⊆ SfPFC .
Chapter 3
Tensor sliced inverse regression
In this chapter, we propose an efficient SDR method by extending sliced inverse regres-
sion (SIR) to data with general m-way array-valued (m-mode tensor-valued) predictors,
and refer to it as tensor SIR. We further study its asymptotic properties and demonstrate
its advantages by both theoretical and numerical results. Since the method is developed
based on the tensor data structure and tensor decompositions, we use “tensor” instead
of “array” to facilitate the description of the data throughout this chapter.
3.1 Motivation
SIR was proposed by Li (1991). It is a major supervised dimension reduction technique
in non-parametric regression problems. It assumes that the response variable Y ∈ R1
depends on the predictor X ∈ Rp only through K(K < p) unknown linear combinations
of the predictor. Let B = (β1, β2, ..., βK) ∈ Rp×K . This relationship can be described
as Y |X ∼ Y |BTX. To build SIR into the sufficient dimension reduction framework,
BTX is called a sufficient reduction of X (Cook 1994, 1998). The matrix B itself is not
identified since it can be replaced by any non-singular transformation of its columns.
However, the linear space SB = span(B) is identified. As a consequence of this structure
one can reduce the dimension of the predictor X by replacing it with its projection PSB
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onto the subspace SB, without loss information on the conditional distribution of Y |X.
That is,
Y |X ∼ Y |PSBX or Y⊥⊥X|PSBX. (3.1)
When K is the smallest column rank of B such that (3.1) holds, the subspace SB is
the central dimension reduction subspace (CS), denoted as SY |X . The goal of SIR is to
estimate SY |X . We will provide a brief review for the SIR procedure in Section 3.2.1.
Conventional SIR is simple and useful for dimension reduction of vector-valued pre-
dictor X ∈ Rp. However, it is inefficient to tackle problems with more general tensor-
valued predictors, such as an m−mode tensor X ∈ Rp1×p2×···×pm . This type of data
is commonly encountered in applications. For instance, EEG (electroencephalography)
signals in biomedical engineering, gene expression in bioinformatics and images in pat-
tern recognition are usually formed as two-mode tensors (matrices). Video sequences,
spatial data and data in social networks often contain three- or multiple mode tensor
predictors. Such data are often referred to as multivariate relational data because the
tensor-valued predictors represents intrinsic spatial, repeated measured, or other cor-
related structure among variables. In the EEG data, for example, the brain signals of
each subject forms a 256×64 matrix-valued (two-mode tensor-valued) predictor with its
rows and columns representing time and location information respectively. Vectorizing
such higher order predictors could and typically does lose important information about
the data structure and decrease estimation accuracy.
Sufficient dimension reduction (SDR) for tensor-valued predictors has received in-
creasing interest in recent literature. Pioneering work was done by Li et al. (2010),
where the authors proposed the idea of dimension folding and developed a class of
moment-based dimension folding methods, including dimension folding SIR, to reduce
a tensor predictor’s multiple dimensions simultaneously. Their methods apply to many
moment-based dimension reduction approaches but, as will be shown in later sections,
are not very efficient for dealing with higher-order tensor predictors. Other works in-
clude longitudinal SIR studied by Pfeiffer et al. (2012) and dimension folding PCA and
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PFC developed by Ding and Cook (2013). These two studies focused only on two-mode
tensor predictors.
In this chapter, we propose higher-order SDR by extending SIR to general m−mode
tensor-valued predictors and refer to it as tensor SIR. We provide asymptotic properties
for tensor SIR estimates and compare tensor SIR with aforementioned methods in the
two-mode tensor case. The proposed method outperforms dimension folding SIR by: (i)
reducing the number of parameters and alleviating computation cost; (ii) circumventing
high-dimensional covariance matrix inversion; and iii) having easy interpretation and
good theoretical properties. In comparison to longitudinal SIR, tensor SIR places fewer
restrictions on the covariance structure of vec(X ). It provides the maximum likelihood
estimation of the sufficient reduction when X|Y is matrix-normally distributed and
cov[vec(X)] has a Kronecker structure.
The rest of this chapter is organized as follows. Section 3.2 introduces tensor SIR
for two-mode tensor predictors, called two-tensor SIR. Section 3.3 is devoted to the
development of tensor SIR for more general m−mode tensor predictors. We develop the
asymptotic properties for the proposed methods in Section 3.4. Section 3.5 establishes
connections between tensor SIR and other high-order SDR methods. Sections 3.6 and
3.7 contain simulation results and data analyses. Discussion is given in Section 3.8.
Technical details are given in Section 3.9.
3.2 Two-tensor SIR
Without loss of generality, we assume that the predictors discussed in this chapter have
mean zero.
3.2.1 A review of SIR
In the classical setting, X ∈ Rp is a predictor vector and Y ∈ R1 is a response variable.
Let Σ and Σˆ be the covariance and sample covariance matrices ofX respectively. Assume
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that SY |X = span(η) is the central subspace for Y |X, where η ∈ Rp×d (d ≤ p). Then
under the linearity condition (Condition 3.1 in Li (1991), or Proposition 4.2 in Cook
(1998)), we have
E(X|Y ) = E[E(X|ηTX,Y )|Y ] = E[E(X|ηTX)|Y ] = P Tη(Σ)E(X|Y ). (3.2)
This indicates that Σ−1E(X|Y ) ∈ span(η), and correspondingly Σ−1span{cov[E(X|Y )]} ⊆
SY |X . Conventional SIR estimates SY |X by the sample estimate Σˆ−
1
2 times the leading
d eigen-vectors of ĉov[Σˆ−
1
2E(X|Y )].
3.2.2 Two-tensor SIR
To introduce the idea of tensor SIR, we first consider a two-mode tensor-valued (matrix-
valued) predictor X ∈ Rp1×p2 . The response Y is still univariate. In this case, we call
tensor SIR as two-tensor SIR to distinguish it from higher order cases.
The sufficient dimension reduction for X ∈ Rp1×p2 is defined as follows.
Definition 3.1 (Li et al. 2010). Let B1 ∈ Rp1×d1 (d1 ≤ p1) and B2 ∈ Rp2×d2 (d2 ≤ p2)
be two semi-orthogonal matrices that satisfy
Y⊥⊥X|BT1 XB2, or equivalently, Y⊥⊥vec(X)|(B2 ⊗B1)Tvec(X). (3.3)
i) Then span(B2) ⊗ span(B1) is called a dimension folding subspace. ii) If d1 and d2 both
are the smallest column dimensions such that (3.3) holds, then span(B2) ⊗ span(B1)
is called the central tensor (dimension folding) subspace (CTS) for Y |X, denoted as
SY |◦X◦.
The key idea of SDR for a matrix-valued predictor is to reduce the predictor’s
row and column dimensions simultaneously without loss of information on Y |X. Li et
al. (2010) proposed dimension folding SIR for estimating the CTS for X ∈ Rp1×p2 .
Their method relies on the linearity condition on vec(X) and does not employ the
predictor’s matrix structure in estimation. Two-tensor SIR considers a matrix-formed
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linearity condition and leads to more efficient estimation for the CTS. We propose the
methodology below and provide a connection between the two methods in Section 3.5.
For a matrix-valued predictor X, it is reasonable to consider the linearity conditions
built in a matrix form. Let α ∈ Rp1×d1(d1 ≤ p1) and β ∈ Rp2×d2(d2 ≤ p2) be two full
rank matrices. Assume that the conditional means E(X|αTX) and E(X|Xβ) are linear
functions of αTX and Xβ respectively. In other words, there exist two uniquely defined
matrices A ∈ Rp1×d1 and B ∈ Rp2×d2 such that
E(X|αTX) = AαTX, E(X|Xβ) = XβBT . (3.4)
The next lemma gives the explicit forms for A and B.
Lemma 3.1. Let Ω1 = E(XX
T ) and Ω2 = E(X
TX) be the column and row covariance
matrices of X. If condition (3.4) holds for full rank matrices α and β, then A =
Ω1α(α
TΩ1α)
−1 and B = Ω2β(βTΩ2β)−1.
Suppose that SY |◦X◦ = span(B2 ⊗B1). According to Lemma 3.1, we see that
E(X|Y ) = E[E(X|BT1 X,Y )|Y ] = E[E(X|BT1 X)|Y ] = P TB1(Ω1)E(X|Y ), (3.5)
Similarly, we observe E(X|Y ) = E(X|Y )PB2(Ω2). Therefore, the following equations
hold:
E(X|Y ) = P TB1(Ω1)E(X|Y )PB2(Ω2), (3.6)
or equivalently,
E[vec(X)|Y ] = P TB2⊗B1(Ω2⊗Ω1)E[vec(X)|Y ]. (3.7)
Let Γ1 and Γ2 be the bases of span(Ω1B1) and span(Ω2B2) respectively. Then the
CTS can be equivalently written as SY |◦X◦ = (Ω−11 ⊗ Ω−11 )span(Γ1 ⊗ Γ2). Correspond-
ingly, (3.7) and (3.6) can be reformulated as
E[vec(X)|Y ] = PΓ2⊗Γ1E[vec(X)|Y ], (3.8)
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and
E(X|Y ) = PΓ1E(X|Y )PΓ2 . (3.9)
This shows that in addition to the relationship E[vec(X)|Y ] ∈ span(Γ2 ⊗ Γ1), the two
conditions span{E(X|Y )PΓ2} ⊆ span(Γ1) and span{E(XT |Y )PΓ1)} ⊆ span(Γ2) hold.
They suggest that after projecting the row (column) space of E(X|Y ) onto span(Γ2)
(span(Γ1)), the column (row) space of the projected matrix is a subspace of span(Γ1)
(span(Γ2)). Let covc[A] = E[AA
T ] be the column covariance matrix for any random
matrix A. Then the column spaces of covc[E(X|Y )PΓ2 ] and covc[E(XT |Y )PΓ1 ] are
contained in span(Γ1) and span(Γ2) respectively. These relationships provide the basic
idea for tensor SIR to estimate the CTS and, as stated in the next proposition, they
can be derived by minimizing the discrepancy function
E||E(X|Y )− PΓ1E(X|Y )PΓ2 ||2F. (3.10)
Proposition 3.1. Let (Γ1,Γ2) be the minimizers of the objective function
E||E(X|Y )− PG1E(X|Y )PG2 ||2F, (3.11)
over all semi-orthogonal matrices G1 ∈ Rp1×d1 and G2 ∈ Rp2×d2. then
(i) For fixed G1, the columns of the minimizer Γ2 over G2 consist of the d2 eigenvectors
of the matrix ΣR = E[E(X
T |Y )PG1E(X|Y )] corresponding to its d2 largest nonzero
eigenvalues.
(ii) For fixed G2, the columns of the minimizer Γ1 over G1 are given by the d1 eigenvec-
tors of the matrix ΣL = E[E(X|Y )PG2E(XT |Y )], corresponding to its d1 largest nonzero
eigenvalues.
According to Proposition 3.1, for an iid sample (Xi, Yi), i = 1, ..., n, by slicing the
responses into H categories, one can apply the following algorithm to estimate Γ1, Γ2
and the CTS.
1. Generate initial values of Γ10 and let Γˆ1 = Γ10.
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2. Given fixed Γˆ1, for each slice Js, s = 1, ...,H, compute the sample mean within the
category by X¯s =
∑
Yi∈Js Xi
ns
, where ns is number of observations within category
s. Compute the weighted column covariance matrix ΣˆR =
H∑
s=1
ns
n X¯
T
s Γˆ1Γˆ
T
1 X¯s and
take the d2 eigenvectors of ΣˆR corresponding to its d2 largest eigenvalues to form
the columns of Γˆ2.
3. For fixed Γˆ2, compute the weighted column covariance matrix ΣˆL =
H∑
s=1
ns
n X¯sΓˆ2Γˆ
T
2 X¯
T
s
and take the d1 eigenvectors of ΣˆL corresponding to its d1 largest eigenvalues to
form the columns of Γˆ1.
4. Repeat 2-3 and iterate with the updated estimators until the objective function
H∑
s=1
ns
n ‖X¯s − PΓˆ1X¯sPΓˆ2‖2F converges. Then the CTS SY |X is estimated by (Ωˆ
−1
2 ⊗
Ωˆ−11 )span(Γˆ2 ⊗ Γˆ1), where Ωˆ1 = 1n
n∑
i=1
XiX
T
i and Ωˆ2 =
1
n
n∑
i=1
XTi Xi.
Two-tensor SIR is well connected with conventional SIR and is easily interpreted.
It can be treated as an adaptive SIR procedure because it performs an adjusted SIR at
each iteration step. To reduce the dimension of each mode, one first needs to project
the column space of the other mode into its sufficient reduction subspace and then
apply SIR for the reduced predictors. Moreover, two-tensor SIR demonstrates good
asymptotic properties. We will show the advantages of this method in Section 3.4 and
Section 3.5.
3.3 Multiple mode tensor SIR
3.3.1 Methodology
In this section, we develop tensor SIR for a general m-mode tensor predictor X ∈
Rp1×p2×···×pm and a univariate response Y ∈ R1. Let M = {1, 2, · · · ,m}. We first
review some important tensor operations and properties.
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Definition 3.2 (Tensor product). The product of an m-mode tensor X ∈ Rp1×p2×···×pm
and a matrix Ak ∈ Rdk×pk(k ∈M), is a (p1 × · · · × pk−1 × dk × pk+1 × · · · × pm)-mode
tensor, denoted by X ×k Ak with
(X ×k Ak)i1···ik−1jkik+1···im =
pk∑
ik=1
Xi1···ik−1ikik+1···imAjkik .
Definition 3.3 (Unfolding matrix). The k-th (k ∈M) unfolding matrix of an m-mode
tensor X ∈ Rp1×p2×···×pm is defined as X(k) ∈ Rpk×(pk+1···pmp1···pk−1), where row i of X(k)
contains all elements of X that have the k-th index equal to i.
For example, let B ∈ R3×4×2 be a three mode tensor formed as
B[ , , 1] =

1 2 3 4
5 6 7 8
9 10 11 12
 B[ , , 2] =

13 14 15 16
17 18 19 20
21 22 23 24
 ,
then the unfolding along the third mode gives
B(3) =
 1 2 3 4 5 6 7 8 9 10 11 12
13 14 15 16 17 18 19 20 21 22 23 24

Based on Definitions 3.2 and 3.2, the following properties hold. For Ak ∈ Rpk×dk (k ∈
M),
i) Y = X ×k ATk ⇔ Y(k) = ATkX(k);
ii) Y = X×1AT1 ×2AT2 ×3 · · ·×mATm ⇔ Y(k) = ATkX(k)(Am⊗· · ·⊗Ak+1⊗Ak−1⊗· · ·⊗A1);
iii) vec(Y) = vec(Y(1)) = (Am ⊗ · · ·A1)Tvec(X ) = (
1⊗
j=m
Aj)
Tvec(X ).
For further background on tensor operations, see Kolda (2006). The vectorization
of a tensor is usually defined by vectorizing its first mode unfolding matrix, that is,
vec(X ) = vec(X(1)). Hence in iii), the index order of Aj (j ∈ M) is from m to 1. In
general, the choice of the unfolding order is not important as one can always convert
vec(X(k)) to vec(X(1)) by elementary row exchange. The goal of SDR for an m-mode
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tensor predictor X is to reduce the predictor’s multiple dimensions simultaneously so
that the reduced m-mode tensor contains full information about the response Y while
preserving the tensor structure. The CTS for X ∈ Rp1×p2×···×pm is defined as below.
Definition 3.4. Let B1 ∈ Rp1×d1, B2 ∈ Rp2×d2, ..., Bm ∈ Rpm×dm be m semi-orthogonal
matrices. If d1, d2, ..., dm reach the minimum column dimensions such that Y⊥⊥X|X×1
BT1 ×2 BT2 · · · ×m BTm or equivalently, Y⊥⊥vec(X )|(
1⊗
j=m
Bj)
Tvec(X ), then span(
1⊗
j=m
Bj)
is the CTS for X , denoted as SY |X◦m.
For tensor-valued predictors, we assume that the linearity condition holds along each
mode of the predictor. Let αk (k ∈M) be full rank pk× dk, dk ≤ pk, matrices. Assume
that E(X(k)|αTkX(k)) is a linear function of αTkX(k), k ∈M. That is, there exist matrices
Ak ∈ Rpk×dk such that
E(X(k)|αTkX(k)) = AkαTkX(k), k ∈M, (3.12)
or equivalently,
E(X|X ×k αTk ) = X ×k AkαTk , k ∈M, (3.13)
Then Ak (k ∈M) are uniquely determined by the following lemma.
Lemma 3.2. Let Ωk = E(X(k)X
T
(k)) be the k-th mode covariance matrix of X . If
condition (3.12) holds for full rank matrices αk, then Ak = Ωkαk(α
T
k Ωkαk)
−1, k ∈M.
Suppose that the CTS of Y |X is span(
1⊗
j=m
Bj). According to Lemma 3.2, using
the same argument in (3.5), we have E(X(k)|Y ) = P TBk(Ωk)E(X(k)|Y ), or equivalently,
E(X|Y ) = E(X|Y )×k P TBk(Ωk), k ∈ M. Therefore, by continuing operation on E(X|Y )
over all k ∈M, we have
E[X|Y ] = E[X|Y ]×1 P TB1(Ω1) ×2 P TB2(Ω2) ×3 · · · ×m P TBm(Ωm), (3.14)
which is equivalent to two other versions
E[X(k)|Y ] = P TBk(Ωk)E[X(k)|Y ](
1⊗
j=m, j 6=k
P TBj(Ωj)), k ∈M. (3.15)
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Let Γk be the bases of span(ΩkBk), k ∈ M. Then SY |X◦m = (
1⊗
j=m
Ω−1j )span(
1⊗
j=m
Γj)
and
E[X(k)|Y ] = PΓkE[X(k)|Y ](
1⊗
j=m, j 6=k
PΓj ), k ∈M. (3.16)
The basis matrices Γk (k ∈M) can be solved as follows.
Proposition 3.2. Let (Γ1,Γ2, ...,Γm) be the minimizers of the objective function
E||E[X|Y ]− E[X|Y ]×1 PG1 ×2 PG2 ×3 · · · ×m PGm ||2F, (3.17)
over all semi-orthogonal matrices Gk ∈ Rpk×dk (k ∈ M). Then for fixed G1, ..., Gk−1,
Gk+1, ..., Gm, the columns of the minimizer Γk over Gk are given by the first dk eigen-
vectors of the kernel matrix Σk = E{E[X(k)|Y ](
1⊗
j=m, j 6=k
PGj )E[X
T
(k)|Y ]}, Σk ∈ Rpk×pk
(k ∈M).
Correspondingly, for an i.i.d sample with m-mode tensor predictors and univariate
responses (Xi, Yi) , one can apply the eigen-based iteration algorithm to estimate Γk
and the CTS. Let X¯s =
∑
yi∈Js Xi/ns be the sample mean within slice Js and let X¯s(k)
be the k-th unfolding matrix of X¯s, s = 1, ...,H, where ns is the number of observations
in Js.
1. Generate initial values of Γˆ
(0)
k ∈ Rpk×dk , k = 2, ...,m, such that the columns of
Γˆ
(0)
k form the dominant eigen-subspace of the sample estimate of covc[E(X(k)|Y )].
For notation convenience, let Γˆk = Γˆ
(0)
k .
2. Update Γˆ1, ..., Γˆm sequentially by forming the columns of Γˆk as the first dk
eigenvectors of
Σˆk =
H∑
s=1
ns
n
X¯s(k)(
1⊗
j=m,j 6=k
PΓˆj )X¯
T
s(k)
, k = 1, ...,m,
with updated parameters.
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3. Iterate step 2 until the objective function
H∑
s=1
ns
n ‖X¯s− X¯s×1 PΓˆ1 ×2 PΓˆ2 ×3 · · · ×m
PΓˆm‖2F converges. The CTS is then estimated by (
1⊗
j=m
Ωˆ−1j )span(
1⊗
j=m
Γˆj), where
Ωˆj =
1
n
n∑
i=1
X(j)iX
T
(j)i
is the sample column covariance matrix of X(j), j ∈M.
Similar as discussed in Section 3.2, this algorithm can be treated as an adaptive SIR
algorithm for multiple mode tensor predictors.
3.3.2 Kronecker tensor SIR
In the conventional setting X ∈ Rp, Cook (2007) showed that SIR provides the MLE
for the central subspace when X|Y is multivariate normal. It would be interesting to
see whether tensor SIR yields the MLE for the CTS. We propose an alternative tensor
SIR procedure that requires a special setting on cov{vec(X )} and leads to the MLE.
The procedure is described below. A statistical justification is given in Section 3.5.4.
Assume that cov{vec(X )} has a Kronecker structure as
cov{vec(X )} = Vm ⊗ Vm−1 ⊗ · · · ⊗ V1 =
m⊗
j=1
Vj , (3.18)
where Vj ∈ Rpj×pj , j ∈ M. It can be shown that each separate covariance matrix Vj
corresponds to the j-th unfolding matrix with Vj = E{X(j)XT(j)}/
∏m
i=1,i 6=j tr(Vi). Then
similar to conventional SIR, tensor SIR can be developed based on the standardized
scale Z = X ×1 V −1/21 ×2 V −1/22 × · · · ×V −1/2m . Suppose that SY |Z◦m = span(
⊗1
j=m βj).
One can apply the algorithm in Section 3.3.1 to estimate βs using the standardized
predictor Z = X ×1 Vˆ −1/21 ×2 Vˆ −1/22 ×· · ·× Vˆ −1/2m , where Vˆj = Ωˆj = n−1
∑n
i=1X(j)iX
T
(j)i
.
The scalar
∏m
i=1,i 6=j tr(Vi) is not essential for the CTS estimation. Therefore, by the
equivalence property, the CTS of Y |X is estimated by (⊗1j=m Ωˆ−1/2j )SˆY |Z◦m . Since this
procedure relies on the Kronecker structure on cov{vec(X )}, we call it as Kronecker
tensor SIR, shortened as tensor SIR-K.
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When (3.12) holds but cov{vec(X )} does not have the Kronecker structure, tensor
SIR-K tends to provide biased estimation because the transformation Z = X×1V −1/21 ×2
V
−1/2
2 × · · · × V −1/2m does not standardize the predictor properly.
3.4 Large sample properties
In this section, we provide asymptotic properties of the tensor SIR estimates. We
first introduce the following notations. Let (Γ1,Γ2, ...,Γm) be the minimizers of (3.17)
and let Γ1 = [γ1,1, . . . , γ1,d1 ], Γ2 = [γ2,1, . . . , γ2,d2 ], ..., Γm = [γm,1, . . . , γm,dm ] be the
column expressions of these semi-orthogonal matrices. Then the bases of the CTS
can be represented as {
1⊗
k=m
(Ω−1k γk,jk), j1 = 1, ..., d1, · · · , jm = 1, ..., dm}, which are the
tensor SIR principal directions. Since we can estimate Ωk at rate
√
n, the rate for
estimating the CTS is determined by how well the Γk are estimated. Therefore, we first
develop asymptotic properties for Γk, k ∈M.
Let ζk = {(i, j) : vec(X(k)) =
∏
i,j
Ti,jvec(X )} be a set of indexes to transform
vec(X(k)) to vec(X ), where Ti,j is an elementary matrix produced by exchanging row i
and row j of the identity matrix Iu. Denote the transformation matrices
∏
(i,j)∈ζk
Ti,j by
Tk, k ∈M. It follows that vec(X(k)) = Tkvec(X ). Then an alternative expression of Σk
can be obtained.
Lemma 3.3. The kernel matrix Σk = E{E[X(k)|Y ](
1⊗
j=m, j 6=k
PΓj )E[X(k)|Y ]T } is equial
to
d1∑
j1=1
· · ·
dk−1∑
jk−1=1
dk+1∑
jk+1=1
· · ·
dm∑
jm=1
[(
1⊗
l=m,l 6=k
γl,jl) ⊗ Ipk ]TTkΩT Tk [(
1⊗
l=m,l 6=k
γl,jl) ⊗ Ipk ], where
Ω = cov{E[vec(X )|Y ]}.
Let λk,1 > λk,2 > · · · > λk,dk ≥ 0 be the first dk eigenvalues of Σk, k ∈M. According
to Proposition 3.2, the columns of Γk consists of the corresponding eigenvectors of Σk.
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Therefore, the following equation system
{
d1∑
j1=1
· · ·
dk−1∑
jk−1=1
dk+1∑
jk+1=1
· · ·
dm∑
jm=1
[(
1⊗
l=m,l 6=k
γl,jl)⊗ Ipk ]TTkΩT Tk [(
1⊗
l=m,l 6=k
γl,jl)⊗ Ipk ]}γk,jk
= λk,jkγk,jk
(3.19)
holds for jk = 1, . . . , dk, k ∈M.
We establish the asymptotic properties of tensor SIR based on these equations. From
(3.19), all of the leading eigenvalues and eigenvectors {λk,jk , γk,jk , jk = 1, . . . , dk, k ∈
M} can be expressed as functions of Ω. Correspondingly, the sample estimates Γˆ1, . . . , Γˆm
are functions of Ωˆ, where Ωˆ =
H∑
s=1
ns
n vec(X¯s)vec(X¯s)T . Hence if the asymptotic distri-
bution of Ωˆ is obtainable, the statistical properties of the tensor SIR estimates can be
derived based on a delta method. We adopt the idea of Zhu and Ng (1995) to establish
the asymptotics for Ωˆ.
Let g(Y ) = E[vec(X )|Y ] be the mean inverse regression function of vec(X ) on Y ,
let  = vec(X )− g(Y ) be the regression error, let u = ∏mi=1 pi be the vectorized tensor
dimension and let u−k =
∏m
i=1,i 6=k pi. The function g(Y ) ∈ Ru is said to have a total
variation of order r if for any closed interval [−δ, δ] with fixed real number δ > 0,
lim
n→∞
1
nr
sup
Pn([−δ,δ])
n−1∑
i=1
||g(Y ∗(i+1))− g(Y ∗(i))||F = 0,
where Pn([−δ, δ]) = {(Y ∗(1), · · · , Y ∗(n)) : −δ ≤ Y ∗(1) ≤ · · · ≤ Y ∗(n) ≤ δ} is the collection of
all n-point partitions of [−δ, δ]. In addition, g(Y ) is called non-expansive in the metric
of G(Y ) in both side of δ0, if there exist a non-decreasing function G(Y ) ∈ R1 and a
real number δ0 > 0 such that for any two points Y1, Y2 ∈ (−∞,−δ0] or Y1, Y2 ∈ [δ0,∞],
||g(Y1)− g(Y2)||F ≤ |G(Y1)−G(Y2)|.
The asymptotic distribution of Ωˆ is established based on the following regularity
assumptions.
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Assumption 1. Each slice has the same number of observations, cn.
Assumption 2. E(||vec(X )||4+b) <∞ for some nonnegative number b.
Assumption 3. The inverse regression function g(Y ) has a total variation of order
r > 0.
Assumption 4. g(Y ) is non-expansive in the metric of G(Y ) on both sides of a
positive number δ0, such that G
4+b(t)P (y > t)→ 0 as t→∞.
Lemma 3.4. Given Assumptions 1-4 with b > 0, when c = O(nτ ), where τ = 1/2 −
max{2r, 2/(4 + b)} > 0, then √n[vec(Ωˆ − Ω)] d−→ W , as n → ∞, where W follows a
multivariate normal distribution with zero means and covariance matrix
cov[vec(X )⊗ vec(X )− ⊗ ]. (3.20)
Based on the relationship between Γˆ1, . . . , Γˆm and Ωˆ and the asymptotic results from
Lemma 3.4, we obtain the asymptotic distribution of Γˆ1, . . . , Γˆm as follows.
Theorem 3.1. Under the linearity condition (3.12) and the conditions in Lemma 3.4,
√
n[vec(Γˆ1, · · · , Γˆm)− vec(Γ1, · · · ,Γm)] converges in distribution to JmW , where Jm =
[(∂γ1,1/∂vec(Ω))
T , . . . , (∂γ1,d1/∂vec(Ω))
T , · · · , (∂γm,1/∂vec(Ω))T , . . . , (∂γm,dm/∂vec(Ω))T
]T and ∂γk,jk/∂vec(Ω) = {γk,jk⊗vec(
1⊗
j=m, j 6=k
PΓj )⊗{λk,jkIpk−E[E(X(k)|Y )(
1⊗
j=m, j 6=k
PΓj )
E(X(k)|Y )T ]}+}T [(Kpk,u−kTk)⊗ Tk], forjk = 1, . . . , dk, k ∈M.
The important point of Theorem 3.1 is the consistency and the asymptotic normality
of the estimates Γˆk, k ∈ M. This proves that tensor SIR provides
√
n consistent
estimator for the CTS as Ωˆk converges to Ωk (k ∈ M) at rate
√
n. The next theorem
gives the asymptotic normality of the tensor SIR estimator. Let Σ = cov[vec(X )], Q =
E{cov[vec(X )|Y ]}, and let Ijk ∈ Rpk×pku−k be a block matrix with its j-th column block
equal to Ipk and all other column blocks equal to zero, that is, Ijk = [0 . . .0 Ipk 0 . . . 0].
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Theorem 3.2. Under the linearity condition (3.12) and the conditions in Lemma 3.4,
√
n[vec(Ωˆ−11 Γˆ1, · · · , Ωˆ−1m Γˆm)− vec(Ω−11 Γ1, · · · ,Ω−1m Γm)] d−→ HW1, (3.21)
where W1 follows a multivariate normal distribution with mean zero and covariance
matrix N(0, cov[(vec(X )T ⊗ vec(X )T , T ⊗ T )T ]), and
H =

∂vec(Ω−11 Γ1)/∂vec(Σ)
T ∂vec(Ω−11 Γ1)/∂vec(Q)
T
· · · · · · · · · · · ·
∂vec(Ω−1m Γm)/∂vec(Σ)T ∂vec(Ω−1m Γm)/∂vec(Q)T

with ∂vec(Ω−1k Γk)/∂vec(Σ)
T = −
u−k∑
j=1
(ΓTk Ω
−1
k IjkT Tk ⊗Ω−1k IjkT Tk ) + (Idk ⊗Ω−1k )∂vec(Γk)/
∂vec(Ω)T and ∂vec(Ω−1m Γm)/∂vec(Q)T = −(Idk ⊗ Ω−1k )∂vec(Γk)/∂vec(Ω)T , where
∂vec(Γk)/∂vec(Ω)
T = [(∂γk,1/∂vec(Ω))
T , . . . , (∂γk,dk/∂vec(Ω))
T ]T , k ∈M, are given in
Theorem 3.1.
Theorem 3.2 shows that tensor SIR not only provides the
√
n consistent estimator,
but also gives asymptotic normal estimation for the CTS. The covariance matrix of the
asymptotic normal distributions is not the main emphasis here as it is not commonly
used in SDR studies.
3.5 Connections with other higher-order SDR methods
To the best of our knowledge, all of the other higher-order SDR methods were mainly
proposed for matrix-valued predictors. Thus, we analyze the relationship between two-
tensor SIR and the other methods for X ∈ Rp1×p2 .
3.5.1 Comparison of different linearity conditions
In literature, the higher-order SDR methods, such as dimension folding SIR, longitudinal
SIR and dimension folding PCA and PFC, require a linearity condition imposed directly
on vec(X). That is, E[vec(X)|ηTvec(X)] is linear function of ηTvec(X) for the basis
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matrix η ∈ Rp1p2×d(d ≤ p1p2) of the CTS. Since η is usually unknown, this condition is
generally satisfied when the distribution of vec(X) is elliptical symmetric (Li, 1991). In
comparison, two-tensor SIR uses the tensor-formed linearity condition 3.4. It requires
elliptically symmetry only along each mode of X but the different modes need not be
jointly elliptically symmetric. However, joint elliptical symmetry is requisite when we
directly impose the linearity condition on vec(X). In addition, longitudinal SIR further
requires the Kronecker structure (3.18) on cov[vec(X)] for m = 2. It can be shown
that when the linearity condition holds for vec(X) and cov{vec(X)} has the Kronecker
structure, Condition 3.4 is satisfied. Yet the opposite direction does not necessarily hold.
In other words, when the tensor-formed linearity condition is satisfied, cov[vec(X)] needs
not be Kronecker structured. The simulation in Section 3.6.1 can serve as a counter
example. For higher-order tensors, the tensor-formed linearity condition is weaker.
3.5.2 Two-tensor SIR and dimension folding SIR
Dimension folding SIR relies on the linearity condition on vec(X). Under this condition,
Li et al. (2010) shows that U(Y ) = Σ−1E[vec(X)|Y ] is contained in a subspace of the
CTS, where Σ = cov[vec(X)]. This subspace is called as the Kronecker envelope of the
U(Y ), denoted as E⊗(U). It is the Kronecker product of two smallest subspaces S◦U
and SU◦ such that span{U(Y )} ⊆ S◦U ⊗ SU◦, for any Y . Dimension folding SIR then
estimates E⊗(U) by minimizing
E ‖ U(Y )− (b⊗ a)ωy ‖2F,
over b ∈ RpL×uL(uL ≤ dL), a ∈ RpR×uR(uR ≤ dR) and ωy ∈ RuLuR , where span(b) =
S◦U , span(a) = SU◦ and ωy is a vector-valued latent function of y. Although dimen-
sion folding SIR serve to reduce the predictor’s row and column dimensions simul-
taneously, its estimation procedure is still based on vec(X). In contrast, two-tensor
SIR operates on the original tensor-formed predictor with the following novel aspects:
(1) It contains only the CTS parameters in estimation, whereas dimension folding
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SIR involves high dimensional matrix inversion Σ−1 and additional latent vectors ωi,
i = 1, . . . ,H. The maximum covariance matrix inversion of two-tensor SIR is in di-
mension max{p1, p2, . . . , pm} × max{p1, p2, . . . , pm}, which is much smaller than the
dimension
∏m
i=1 pi×
∏m
i=1 pi required for Σ
−1 in dimension folding SIR. (2) Two-tensor
SIR provides eigen-based subspace estimation. Dimension folding SIR yields element-
based estimation using iterative least square algorithm. As a result, it is harder to be
generalized to m-mode tensor predictors. (3) Two-tensor SIR shows good theoretical
properties. It provides
√
n consistent estimator for the CTS and is asymptotically nor-
mal under certain regularity conditions. (4) When the predictor is vector-valued, tensor
SIR coincides with conventional SIR. Dimension folding SIR usually does not have this
property.
3.5.3 Two-tensor SIR and longitudinal SIR
Longitudinal SIR (Pfeiffer et al. 2012) addresses dimension reduction for data with
longitudinal predictors, a special form of matrix-valued predictors. It estimates the SIR
directions, or the basis of the CTS, by (Ωˆ
− 1
2
2 ⊗ Ωˆ
− 1
2
1 )span(ηˆ2 ⊗ ηˆ1), where the columns
of ηˆ1 and ηˆ2 are formed by the leading d1 and d2 eigenvectors of Ψˆ1 =
∑H
s=1
ns
n Z¯sZ¯
T
s
and Ψˆ2 =
∑H
s=1
ns
n Z¯
T
s Z¯s, the sample estimates of Ψ1 = E[E(Z|Y )E(ZT |Y )] and Ψ2 =
E[E(ZT |Y )E(Z|Y )]. Longitudinal SIR requires the linearity condition on vec(X) and
the Kronecker structure on cov[vec(X)]. Thus, it is more restrictive than two-tensor SIR.
In comparison to two-tensor SIR-K, the later uses the leading eigenvectors of ΣˆL and ΣˆR,
the sample estimates of ΣL = E[E(Z|Y )PΓ2E(ZT |Y )] and ΣR = E[E(ZT |Y )PΓ1E(Z|Y )]
for estimation. Two-tensor SIR-K has more efficiency gains because it projects E(Z|X)
onto each direction before estimating the other direction. The projection removes redun-
dant information from each direction. It provides an intuition regarding the asymptotic
efficiency shown in Section 3.5.4.
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3.5.4 Two-tensor SIR and dimension folding PFC
Dimension folding PFC (Ding and Cook 2013) is a model-based SDR method for matrix-
valued predictors. It gains efficiency by effectively modeling the conditional mean func-
tion E(X|Y ). Under the normality assumption for X|Y , dimension folding PFC inherits
optimal asymptotic properties from maximum likelihood estimation. The model can be
built in several ways depending on the relations between the predictors and response.
A general coefficient model is formed as:
X = µ+ Γ1vec
−1(βg(Y ))ΓT2 + e, (3.22)
where µ ∈ Rp1×p2 is the overall mean of X, Γ1 ∈ Rp1×d1(d1 ≤ p1) and Γ2 ∈ Rp2×d2(d2 ≤
p2) are semi-orthogonal matrices that reduce the column and row dimensions of X, β ∈
Rd1d2×r is a coefficient matrix of rank d1d2, f(Y ) ∈ Rr is a known centered vector-valued
function of Y and e is a random error independent of Y . According to Proposition 3 in
Ding and Cook (2013), when e follows a matrix normal distribution Np1×p2(0,M1,M2),
the CTS of Y |X is (M−12 ⊗M−11 )span(Γ2 ⊗ Γ1). The relationship between tensor SIR
and dimension folding PFC is established below.
Proposition 3.3. Under the matrix normality of X|Y , when Y is categorical and
cov[vec(X)] has a Kronecker structure, two-tensor SIR-K is equivalent to dimension
folding PFC and thus provides the MLE of the CTS.
This implies that when X|Y is matrix-normal and the Kronecker condition on
cov[vec(X)] is satisfied, two-tensor SIR-K provides the optimal estimation for the CTS.
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3.6 Simulation studies
In this section, we evaluate the performance of tensor SIR and compare it with other
methods numerically. To access the accuracy of the CTS estimation, we used the crite-
rion
‖PSˆY |X◦m − PSY |X◦m‖F, (3.23)
to measure the distance between the estimated and true projection matrices of SY |X◦m .
To evaluate conventional SIR, we used the criterion
‖PSˆY |vec(X) − PSY |vec(X)‖F. (3.24)
3.6.1 Two-mode tensor predictors
We first consider the simulation setup from Li et al. (2010). Let d1 = d2 = 2 and
p1 = p2 = p = 5, 10. The response Y is a binary variable and was generated from the
Bernoulli distribution with success probability equal to 0.5. The matrix-valued predictor
X was generated based on the conditional distribution of X given Y which is assumed
to be multivariate normal with conditional mean
E(X|Y = 0) = 0p×p, E(X|Y = 1) =
 aI2 02×(p−2)
0(p−2)×2 0(p−2)×(p−2)

and conditional variance
var(Xij |Y = 0) =

0.1 if (i, j) ∈ A,
1 if (i, j) /∈ A,
var(Xij |Y = 1) =

1.5 if (i, j) ∈ A,
1 if (i, j) /∈ A,
where a is a scalar and A is the index set {(1, 1), (1, 2), (2, 1)}. Let ei ∈ Rp be the vector
with i-th element equal to 1 and all other elements equal to zero. It can be shown that
the CTS is Γ2 ⊗ Γ1, where Γ1 = Γ2 = (e1, e2), and the linearity condition (3.4) holds.
However, cov[vec(X)] does not exactly have a Kronecker structure.
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We applied two-tensor SIR, two-tensor SIR-K, dimension folding SIR, longitudinal
SIR and conventional SIR for the simulated data and evaluated their estimation accuracy
based on (3.23) and (3.24). The comparison results for a = 4 are listed in Table 3.1 with
the shortened names 2-T SIR, 2-T SIR-K, DF-SIR and L-SIR, respectively. It can be
seen that two-tensor SIR provides the most accurate estimation as it is less restrictive.
Two-tensor SIR-K and longitudinal SIR perform similarly. Although the Kronecker
structure is not satisfied for cov[vec(X)], they still outperform dimension folding SIR.
The reason is that in this example the Kronecker structure is not violated significantly
and dimension folding SIR is computed based on vec(X) that requires more parameters
in estimation. Conventional SIR omits the matrix structure of the predictors. Thus, it
is less accurate than other methods.
Table 3.1: Comparison of the CTS estimation among different higher-order SDR meth-
ods for two-mode tensor predictors when a = 4. Each entry is the mean of the estimation
errors (3.23) over 500 samples.
Method n=100 n=200 n=300 n=500 n=800
p1 = p2 = 5
2-T SIR 0.4310 0.3048 0.2518 0.1926 0.1524
2-T SIR-K 0.4366 0.3066 0.2528 0.1931 0.1527
DF-SIR 1.0697 0.7212 0.5785 0.4425 0.3433
L-SIR 0.4366 0.3066 0.2528 0.1931 0.1527
SIR 1.6664 1.5547 1.5123 1.5085 1.4964
p1 = p2 = 10
2-T SIR 0.6429 0.4553 0.3717 0.2902 0.2295
2-T SIR-K 0.6527 0.4568 0.3736 0.2910 0.2299
DF-SIR 1.9465 1.2478 0.9816 0.7452 0.5764
L-SIR 0.6527 0.4568 0.3736 0.2910 0.2299
SIR 2.5057 2.0573 1.9386 1.8422 1.7850
We now vary the conditional mean E(X|Y = 1) by choosing a = 50 and keep all
other settings the same. and keep all other settings the same. In this case, the signal of
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cov[E{vec(X) | Y }] is strong and thus the Kronecker structure of cov[vec(X)] is violated
significantly. Table 3.2 shows that the performance of tensor SIR is not affected but the
accuracy of tensor SIR-K and longtudinal SIR are dramatically decreased. The latter
two methods highly rely on the Kronecker decomposition of cov[vec(X)], resulting in
less efficiency when this assumption is not well satisfied.
Table 3.2: Comparison of the CTS estimation among different higher-order SDR meth-
ods for two-mode tensor predictors when a = 50. Each entry is the mean of the estima-
tion errors (3.23) over 500 samples.
Method n=100 n=200 n=300 n=500 n=800
p1 = p2 = 5
2-T SIR 0.2922 0.2081 0.1707 0.1298 0.1047
2-T SIR-K 2.1731 1.1536 0.5523 0.1826 0.1213
DF-SIR 0.9921 0.6845 0.5510 0.4148 0.3297
L-SIR 2.2038 1.2521 0.6517 0.1928 0.1256
SIR 1.8576 1.8336 1.7792 1.7872 1.7318
p1 = p2 = 10
2-T SIR 0.3518 0.2473 0.2045 0.1591 0.1244
2-T SIR-K 2.6990 0.8116 0.3005 0.1897 0.1371
DF-SIR 1.8507 1.1761 0.9360 0.7069 0.5524
L-SIR 2.7020 0.9182 0.3237 0.1929 0.1387
SIR 2.6409 2.1492 2.0208 1.9231 1.8598
3.6.2 Three-mode tensor predictors
We next evaluated the performance of tensor SIR for three-mode tensor predictor X ∈
Rp1×p2×p3 . Let p1 = p2 = p = 5, 10, p3 = 2 and d1 = d2 = 2, d3 = 1. The response
Y is a binary variable and is generated from Bernoulli (0.5). The tensor predictor X
was generated based on the conditional distribution of X given Y that is multivariate
normal with conditional mean
70
E{X [, , 1]|Y = 0} = E{X [, , 2]|Y = 0} = E{X [, , 2]|Y = 1} = 0p×2p,
E{X [, , 1]|Y = 1} =
 aI2 02×(p−2)
0(p−2)×2 0(p−2)×(p−2)

and conditional variance
var{X [i, j, k]|Y = 0} =

0.1 if (i, j) ∈ A,
1 if (i, j) /∈ A,
var{X [i, j, k]|Y = 1} =

1.5 if (i, j) ∈ A,
1 if (i, j) /∈ A,
where A is the index set {(1, 1, 1), (1, 2, 1), (2, 1, 1), (1, 1, 2), (1, 2, 2), (2, 1, 2)}. It can be
seen that the CTS of X|Y is Γ3 ⊗ Γ2 ⊗ Γ1, where Γ1 = Γ2 = (e1, e2), the same as that
in the two-mode case, and Γ3 = (1, 0)
T . Similar as the two-mode example, the tensor
linearity condition (3.12) is satisfied for the data. However, cov[vec(X )] cannot be
exactly decomposed into the Kronecker structure (3.18) (m = 3). The larger the value
of a, the stronger the violation of the Kronecker assumption. As dimension folding SIR
and longitudinal SIR were proposed only for matrix-valued predictors, we applied tensor
SIR, tensor SIR-K to estimate the CTS and added the results of conventional SIR for
comparison. When p1 = p2 = 10, the sample covariance matrix Σˆ = ĉov[vec(X )] is
singular and the ridge-regression-type inverse (Σˆ + 0.001I200)
−1 is used for conventional
SIR. The results based on (3.23) and (3.24) were summarized in Table 3.3 for a = 4.
It shows the similar phenomenon as that in the two-mode case. Tensor SIR pro-
vides the most accurate estimation for the CTS over all sample sizes. Tensor SIR-K
performs closely to tensor SIR because of the weak violation of the Kronecker structure
on cov[vec(X )]. Both tensor SIR procedures beat conventional SIR considerably.
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Table 3.3: Comparison of the CTS (or CS) estimation among different SDR methods
for three-mode tensor predictors when a = 4. Each entry is the mean of the estimation
errors over 500 samples.
Method n=100 n=200 n=300 n=500 n=800
p1 = p2 = 5
T-SIR 0.3237 0.2290 0.1908 0.1458 0.1160
T-SIR-K 0.3270 0.2305 0.1917 0.1463 0.1161
SIR 2.1782 2.0897 2.0183 1.9315 1.8699
p1 = p2 = 10
T-SIR 0.4669 0.3335 0.2723 0.2103 0.1666
T-SIR-K 0.4750 0.3350 0.2730 0.2107 0.1668
SIR 2.2108 2.2240 2.2132 2.1718 2.1009
We now vary the conditional mean E{X [, , 1]|Y = 1} using a = 50, so cov[vec(X )]
deviates significantly from the Kronecker structure. From Table 3.4, we see that ten-
sor SIR outperforms tensor SIR-K noticeably as it does not impose any constraint on
cov[vec(X )]. Tensor SIR-K highly depends on the Kronecker constraint. It can perform
worse than conventional SIR when cov{vec(X )} deviates strongly from the Kronecker
structure.
In application, we recommend tensor SIR since it is less restrictive. When the
Kronecker condition holds, tensor SIR and tensor SIR-K perform closely according to
our empirical studies.
3.7 Data analysis
We now analyze the EEG data using tensor SIR. Recall that the EEG data contains
122 subjects, which are divided into alcoholic and control groups with 77 subjects and
45 subjects respectively. For each subject, the predictor contains measurements from
64 channels of electrodes placed on the subject’s scalp and sampled at 256 times. The
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Table 3.4: Comparison of the CTS (or CS) estimation among different SDR methods
for three-mode tensor predictors when a = 50. Each entry is the mean of the estimation
errors over 500 samples.
Method n=100 n=200 n=300 n=500 n=800
p1 = p2 = 5
T-SIR 0.2181 0.1536 0.1269 0.0998 0.0773
T-SIR-K 2.8284 2.8284 2.8203 2.8203 2.7977
SIR 2.2145 2.2205 2.2194 2.2184 2.2154
p1 = p2 = 10
T-SIR 0.2525 0.1781 0.1461 0.1144 0.0898
T-SIR-K 2.8284 2.8284 2.8184 2.8140 2.7734
SIR 2.2318 2.2294 2.2297 2.2309 2.2312
64 sites were matched among individuals. Thus, the predictor X is formed as a matrix
of dimension 256× 64, and the response Y is a binary variable indicating groups. Since
the row and column dimensions of the predictor are moderately large, it is very likely
that only a few row linear combinations and a few column linear combinations are
relevant to classify the response. Moreover, as n pL × pR, conventional classification
methods, such as linear discriminate analysis (LDA) and quadratic discriminate analysis
(QDA) cannot be directly applied to the data. Consequently, higher-order SDR tools
are desirable to reduce the predictor’s row and column dimensions.
Assume that the observations of the subjects are independently and identically dis-
tributed. To evaluate the performance of tensor SIR, we compared its classification
rate with the other methods. We used leave-one-out cross validation to obtain training
datasets, (Xi, Yi), i = 1, . . . , 122, i 6= j, and test datasets (Xj , Yj) for j = 1, . . . , n. Two-
tensor SIR, dimension folding SIR and longitudinal SIR were applied to each training
set and then QDA was employed to the reduced training data, (Γˆ−11 Ωˆ
−1
1 XiΩˆ
−1
2 Γˆ1, Yi),
i = 1, . . . , 122, i 6= j, to obtain the classification rule. This classification rule is then
used for the corresponding test dataset (Γˆ−11 Ωˆ
−1
1 XjΩˆ
−1
2 Γˆ1, Yj).
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Since two-tensor SIR circumvents vectorization of the predictors, it can be directly
applied to the original EEG data without any prescreening work. In this case, it correctly
classified 88 out of 122 subjects with (dL, dR) = (1, 2), while longitudinal SIR classified
75 subjects under the same setting. Dimension folding SIR, however, cannot be directly
applied due to the high dimension of vec(X), which is equal to 256 × 64 = 16, 384.
In order to make comparison with dimension folding SIR, we applied the procedure in
Li et al. (2010) to prescreen the predictor’s row and column dimensions to (sL, sR) =
(15, 15) first and then performed higher-order SDR and QDA with (d1, d2) = (1, 2).
As a result, two-tensor SIR correctly classified 97 subjects of total 122 subjects based
on the reduced two-dimensional predictor vector Γˆ−11 Ωˆ
−1
1 XΩˆ
−1
2 Γˆ1 = (x11, x12). Both
dimension folding SIR and longitudinal SIR provided 92 out of 122 correct decisions.
We also tried to prescreen the predictors to other different dimensions, such as (sL, sR) =
(10, 10), (30, 30), (95, 15). In all cases, tensor SIR showed more accurate classification
rates than the other two methods. Figure 3.1 demonstrates the separation of the two
groups by two-tensor SIR and longitudinal SIR when (sL, sR) = (95, 15). Tensor SIR
shows better separation.
3.8 Discussion
We proposed a new approach for sufficient dimension reduction of tensor-valued predic-
tors and refer to it as tensor SIR. In comparison to the existing higher-order dimension
reduction methods, tensor SIR is asymptotically consistent and normal under certain
regularity conditions. It requires the linearity condition on each mode of the tensor-
valued predictor, which is less restrictive than the conditions required by the other
methods. In addition, the tensor SIR procedure enhances estimation accuracy and
improves computation efficiency. It can be treated as an adaptive SIR and is easily
implemented.
To determine the reduced dimensions, one can apply cross-validation to select (d1, d2,
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Figure 3.1: Scatter plots by dimension reduced predictors X11, X12 with (sL, sR) =
(95, 15). The triangles indicate alcoholic subjects. The circles represent nonalcoholic
subjects.
. . . , dm) that provides the smallest prediction or classification error. One can also apply
the procedure described in Dong and Li (2010) that adapts the bootstrap idea in Ye
and Weiss (2003) to evaluate the multivariate correlation (Hall and Mathiason 1990) be-
tween the original estimated principal tensor SIR components C = (
m⊗
j=1
Γˆj)vec(X ) and
the estimated bootstrap tensor SIR components Cb = (
m⊗
j=1
Γˆbj)vec(X ). The multivariate
correlation is defined as
{var(Cb)}−
1
2 cov(Cb, C){var(C)}−1cov(C,Cb){var(Cb)}−
1
2 , (3.25)
where Γˆbj is the b-th bootstrap sample estimate of Γj . Let λ1, . . . , λl be the nonzero
eigenvalues of (3.25) and let r2(Cb, C) =
l∏
i=1
λi be the eigen-based correlation coefficient.
The optimal dimension combination is then selected to maximize the average bootstrap
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sample correlation r¯2 = 1B
B∑
b=1
r2(Cb, C).
Although the core of this chapter focuses on extending SIR to tensor-valued predic-
tors, the same logic can be used to study tensor SAVE and other tensor SDR methods
based on the tensor-formed linearity condition (3.12). Furthermore, we can relax the lin-
earity condition (3.12) and use the recent results in Ma and Zhu (2012, 2013) to develop
semiparametric tensor SDR methods. These extensions are under investigation.
3.9 Appendix
3.9.1 Proof of Lemma 3.1 and Lemma 3.2
Proof of Lemma 3.1. We only show A = Ω1α(α
TΩ1α)
−1 since the expression of B can
be similarly derived. Consider
E{E(X|αTX)(αTX)T } = E{E(XXTα|αTX)} = E(XXT )α = Ω1α.
Based on the fact that E(X|αTX) = AαTX, we have E{E(X|αTX)(αTX)T } = E(AαTX
XTα) = AαTΩ1α. Therefore, Aα
TΩ1α = Ω1α and the result is proved.
The proof of Lemma 3.2 can be done based on the same logic shown above and thus
is omitted.
3.9.2 Proof of Proposition 3.1 and 3.2
We demonstrate the proof of Proposition 3.1 first. It is easy to see that the objective
function (3.11) is equivalent to
E{tr{[E(X|Y )− PG1E(X|Y )PG2 ]T [E(X|Y )− PG1E(X|Y )PG2 ]}}
=tr{E[E(XT |Y )E(X|Y )]} − tr{E[PG2E(XT |Y )PG1E(X|Y )]}.
Thus, minimizing (3.11) is the same as maximizing L = tr{E[PG2E(XT |Y )PG1E(X|Y )]} =
tr{GT1 E[E(X|Y )PG2E(XT |Y )]G1}. Then for fixed G2, the minimizer Γˆ1 over G1 is ob-
tained by choosing its columns to be the first d1 eigenvectors of E[E(X|Y )PG2E(XT |Y )].
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Similarly, L can be written as tr{GT2 E[E(XT |Y )PG1E(X|Y )]G2} and thus the minimizer
Γˆ2 can be similarly proved.
The proof of Proposition 3.2 can be similarly done since the objective function (3.17)
is equivalent to
E||E(X(k)|Y )− PΓkE(X(k)|Y )(
1⊗
j=m, j 6=k
PΓj )||2F, k ∈M. (3.26)
Treating Γj (j ∈M, j 6= k) fixed, the estimate Γˆk is obtained.
3.9.3 Proof of Lemma 3.3 and Lemma 3.4
To prove Lemma 3.3, we first consider the column-wise expression of
1⊗
j=m, j 6=k
Γj . It is
easy to see that
1⊗
j=m, j 6=k
Γj = [
1⊗
l=m, j 6=k
γl,1, (
2⊗
l=m, j 6=k
γl,1)⊗ γ1,2, · · · ,
1⊗
l=m, j 6=k
γl,dl ]
= [
1⊗
l=m, j 6=k
γl,jl ] j1=1,...,d1······
jm=1,...,dm
Then
1⊗
j=m, j 6=k
PΓj =
1⊗
j=m, j 6=k
ΓjΓ
T
j = [
1⊗
l=m, j 6=k
γl,jl ] j1=1,...,d1······
jm=1,...,dm
[
1⊗
l=m, j 6=k
γl,jl ]
T
j1=1,...,d1······
jm=1,...,dm
and
E(X(k)|Y )(
1⊗
j=m, j 6=k
PΓj )E(X(k)|Y )T
= E(X(k)|Y )[
1⊗
l=m, j 6=k
γl,jl ] j1=1,...,d1······
jm=1,...,dm
[
1⊗
l=m, j 6=k
γl,jl ]
T
j1=1,...,d1······
jm=1,...,dm
E(X(k)|Y )T .
For any arbitrary jl (l = 1, . . . ,m, l 6= k), by taking vectorization operation, we have
E(X(k)|Y )[
1⊗
l=m, j 6=k
γl,jl ] = {[
1⊗
l=m, j 6=k
γl,jl ]
T ⊗ Ipk}E[vec(X(k))|Y ]
= {[
1⊗
l=m, j 6=k
γl,jl ]
T ⊗ Ipk}TkE[vec(X )|Y ].
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Hence
E{E(X(k)|Y )(
1⊗
j=m, j 6=k
PΓj )E(X(k)|Y )T }
=
d1∑
j1=1
· · ·
dk−1∑
jk−1=1
dk+1∑
jk+1=1
· · ·
dm∑
jm=1
[(
1⊗
l=m,l 6=k
γl,jl)⊗ Ipk ]TTkcov{E[vec(X )|Y ]}T Tk ·
[(
1⊗
l=m,l 6=k
γl,jl)⊗ Ipk ].
The proof of Lemma 3.4 can be done by following the proofs of Theorem 1 and
Theorem 2 in Zhu and Ng (1995). Note that
√
n(Ωˆ − Ω) = √n[(Σˆ − Qˆ) − (Σ − Q)] =
−M1 −M2 −M3 +M (1)4 −M (2)4 , where M1, M2, M3 and M (2)4 are the same defined as
T1, T2, T3 and T
(2)
4 in Zhu and Ng (1995), only with the predictor x replaced by vec(X ),
and M
(1)
4 =
1√
n
n∑
i=1
[vec(Xi)vec(Xi)T − εiεTi − Ω]. Under the conditions in Lemma 3.4,
the elements in M1, M2, M3 and M
(2)
4 are all equal to op(1), as shown in Zhu and Ng
(1995), and vec(M
(1)
4 ) converges to N(0, cov[vec(X )⊗ vec(X )− ⊗ ]).
3.9.4 Proof of Theorem 3.1
The main procedure is to show the gradient matrices ∂γk,jk/∂vec(Ω). Inspired by Hung
et al. (2012), we apply the perturbation method to derive these results. Let Ω be
perturbed to Ω(ε) = Ω + εΩ∗+ o(ε). With this perturbation, the eigen equation system
becomes
Σk(ε)γk,jk(ε) = {
d1∑
j1=1
· · ·
dk−1∑
jk−1=1
dk+1∑
jk+1=1
· · ·
dm∑
jm=1
[(
1⊗
l=m,l 6=k
γl,jl(ε))⊗ Ipk ]TTkΩ(ε)T Tk ·
[(
1⊗
l=m,l 6=k
γl,jl(ε))⊗ Ipk ]}γk,jk(ε) = λk,jk(ε)γk,jk(ε), jk = 1, . . . , dk, k ∈M,
(3.27)
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where λk,jk(ε) = λk,jk + ελ
∗
k,jk
+ o(ε) and γk,jk(ε) = γk,jk + εγ
∗
k,jk
+ o(ε) satisfying
γk,jk(ε)
Tγk,jk(ε) = 1 and γk,jk(ε)
Tγi,ji(ε) = 0, for i 6= k. Therefore,
Σk(ε) =
d1∑
j1=1
· · ·
dk−1∑
jk−1=1
dk+1∑
jk+1=1
· · ·
dm∑
jm=1
{[
1⊗
l=m,l 6=k
(γl,jl + εγ
∗
l,jl
+ o(ε))]⊗ Ipk}T (TkΩT Tk +
εTkΩ
∗T Tk + o(ε)){[
1⊗
l=m,l 6=k
(γl,jl + εγ
∗
l,jl
+ o(ε))]⊗ Ipk}
= Σk + εΣ
∗
k + o(ε), k ∈M,
where
Σ∗k =
d1∑
j1=1
· · ·
dk−1∑
jk−1=1
dk+1∑
jk+1=1
· · ·
dm∑
jm=1
[(
1⊗
l=m,l 6=k
γl,jl)⊗ Ipk ]TTkΩ∗T Tk [(
1⊗
l=m,l 6=k
γl,jl)⊗ Ipk ]
+
d1∑
j1=1
· · ·
dk−1∑
jk−1=1
dk+1∑
jk+1=1
· · ·
dm∑
jm=1
[(
1⊗
l=m,l 6=k
γ∗l,jl)⊗ Ipk ]TTkΩT Tk [(
1⊗
l=m,l 6=k
γl,jl)⊗ Ipk ]
+
d1∑
j1=1
· · ·
dk−1∑
jk−1=1
dk+1∑
jk+1=1
· · ·
dm∑
jm=1
[(
1⊗
l=m,l 6=k
γl,jl)⊗ Ipk ]TTkΩT Tk [(
1⊗
l=m,l 6=k
γ∗l,jl)⊗ Ipk ]
Let Λ = [
1⊗
l=m, j 6=k
γl,jl ] j1=1,...,d1······
jm=1,...,dm
and Λ∗ = [
1⊗
l=m, j 6=k
γ∗l,jl ] j1=1,...,d1······
jm=1,...,dm
be two matrices with
their columns formed by
1⊗
l=m, j 6=k
γl,jl and
1⊗
l=m, j 6=k
γ∗l,jl , jl = 1, . . . , dl for all l ∈ M and
l 6= k, respectively. Then
Σ∗k =
d1∑
j1=1
· · ·
dk−1∑
jk−1=1
dk+1∑
jk+1=1
· · ·
dm∑
jm=1
[(
1⊗
l=m,l 6=k
γl,jl)⊗ Ipk ]TTkΩ∗T Tk [(
1⊗
l=m,l 6=k
γl,jl)⊗ Ipk ]
+ E[E(X(k) | Y )(Λ∗ΛT + ΛΛ∗
T
)E(XT(k) | Y )].
The expression of Σ∗k can be further simplified by showing its last term equal to zero.
Since tensor SIR can be modeled as
X(k) | Y = Γkνy(
1⊗
l=m,l 6=k
Γl)
T + e,
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where νy = Γ
T
k E(X(k) | Y )(
1⊗
l=m,l 6=k
Γl) represents a coordinate mean structure and e ∈
Rpk×u−k is a random error with mean zero and constant covariance matrix, it follows
E[E(X(k) | Y )(Λ∗ΛT + ΛΛ∗
T
)E(XT(k) | Y )]
= E{E(X(k) | Y )[
1⊗
l=m,l 6=k
(ΓlΓ
∗T
l + Γ
∗
l Γ
T
l )]E(X
T
(k) | Y )}
= E{[Γkνy(
1⊗
l=m,l 6=k
Γl)
T ][
1⊗
l=m,l 6=k
(ΓlΓ
∗T
l + Γ
∗
l Γ
T
l )][Γkνy(
1⊗
l=m,l 6=k
Γl)
T ]T }
= E{Γkνy[
1⊗
l=m,l 6=k
(Γ∗
T
l Γl + Γ
T
l Γ
∗
l )]ν
T
y Γ
T
k }.
Now we show that the middle term
1⊗
l=m,l 6=k
(Γ∗Tl Γl + Γ
T
l Γ
∗
l ) is equal to zero. Consider
the fact that γl,jl(ε)
Tγl,jl(ε) = 1 for all l ∈M, we have
(γl,jl + εγ
∗
l,jl
+ o(ε))T (γl,jl + εγ
∗
l,jl
+ o(ε)) = γTl,jlγl,jl + ε(γ
T
l,jl
γ∗l,jl + γ
∗T
l,jl
γl,jl) + o(ε) = 1.
Hence γTl,jlγ
∗
l,jl
+γ∗Tl,jlγl,jl = 0 for all l ∈M. Similarly, γTl,jlγ∗i,ji +γ∗
T
l,jl
γi,ji = 0 for all i 6= l,
based on the fact that γl,jl(ε)
Tγi,ji(ε) = 0, i 6= l. Therefore, for any l ∈M,
Γ∗
T
l Γl + Γ
T
l Γ
∗
l =

γ∗Tl,1
...
γ∗Tl,dl
 (γl,1, · · · , γl,dl) +

γTl,1
...
γTl,dl
 (γ∗l,1, · · · , γ∗l,dl) = 0.
Correspondingly, E[E(X(k) | Y )(Λ∗ΛT + ΛΛ∗T )E(XT(k) | Y )] = 0 and
Σ∗k =
d1∑
j1=1
· · ·
dk−1∑
jk−1=1
dk+1∑
jk+1=1
· · ·
dm∑
jm=1
[(
1⊗
l=m,l 6=k
γl,jl)⊗ Ipk ]TTkΩ∗T Tk [(
1⊗
l=m,l 6=k
γl,jl)⊗ Ipk ].
(3.28)
80
From (3.27), using the result of Lemma 2.1 in Sibson (1979), we have
γ∗k,jk = {λk,jkIpk −
d1∑
j1=1
· · ·
dk−1∑
jk−1=1
dk+1∑
jk+1=1
· · ·
dm∑
jm=1
[(
1⊗
l=m,l 6=k
γl,jl)⊗ Ipk ]TTkΩT Tk ·
[(
1⊗
l=m,l 6=k
γl,jl)⊗ Ipk ]}+Σ∗kγk,jk
=
λk,jkIpk − E[E(X(k) | Y )(
1⊗
j=m,j 6=k
PΓj )E(X
T
(k) | Y )]

+
Σ∗kγk,jk
(3.29)
The combination of (3.28) and (3.29) gives
∂γk,jk/∂vec(Ω) = {γk,jk ⊗ vec(
1⊗
j=m, j 6=k
PΓj )⊗ {λk,jkIpk − E[E(X(k) | Y )(
1⊗
j=m, j 6=k
PΓj )·
E(XT(k) | Y )]}+}T (Kpk,u−k ⊗ Iu)(Tk ⊗ Tk),
for jk = 1, . . . , dk, k =∈ M. Then by applying the delta method and the result in
Lemma 3.4, we finish the proof of Theorem 3.1.
3.9.5 Proof of Theorem 3.2
Theorem 3.2 is established based on the delta method. Since Γk, k ∈M, are functions
of Ω, they are functions of (vec(Σ)T , vec(Q)T )T as Ω = Σ − Q. Moreover, it can be
shown Ωk are functions of Σ. Note that Ωk = E(X(k)X
T
(k)) =
u−k∑
j=1
E(X(k),jX
T
(k),j), where
X(k),j denotes the j-th column of X(k). On the other hand,
Σ = E[vec(X )vec(X )T ] = E[vec(X(1))vec(X(1))T ] = TkE[vec(X(k))vec(X(k))T ]T Tk
= TkE[(X
T
(k),1, . . . , X
T
(k),u−k)
T (XT(k),1, . . . , X
T
(k),u−k)]T
T
k .
Therefore, Ωk =
u−k∑
j=1
IjkT Tk ΣTkIj
T
k where T
T
k = T
−1
k , Ijk = [0 . . .0 Ipk 0 . . . 0] ∈
Rpk×pku−k is a block matrix with its j-th column block equal to Ipk and all other col-
umn blocks equal to zero. This shows that Ωk, k ∈ M, are functions of Σ. Thus,
vec(Ω−11 Γ1, · · · ,Ω−1m Γm) is a function of (vec(Σ)T , vec(Q)T )T . The sample analogues
similarly hold.
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Under the conditions in Lemma 3.4, following the proof of Theorem 2 in Zhu
and Ng (1995), we have
√
nΩˆ = n−
1
2
n∑
i=1
i
T
i . Along with the fact that
√
nΣˆ =
n−
1
2
n∑
i=1
vec(Xi)vec(Xi)T , we have
√
n
vec(Σˆ)
vec(Ωˆ)
−
vec(Σ)
vec(Ω)

converges in distribution to a normal random vector W1 with mean zero and covariance
matrix cov[(vec(X )T ⊗ vec(X )T , T ⊗ T )T ]. Therefore, applying the delta method, we
can conclude that
√
n[vec(Ωˆ−11 Γˆ1, · · · , Ωˆ−1m Γˆm)− vec(Ω−11 Γ1, · · · ,Ω−1m Γm)]
converges in distribution to HW1, where H is the gradient matrix given in Theorem 3.2
with
∂vec(Ω−1k Γk)/∂vec(Σ)
T =∂vec(Ω−1k Γk)/∂vec(Ωk)
T · ∂vec(Ωk)/∂vec(Σ)T+
∂vec(Ω−1k Γk)/∂vec(Γk)
T · ∂vec(Γk)/∂vec(Σ)T
and ∂vec(Ω−1k Γk)/∂vec(Q)
T = ∂vec(Ω−1k Γk)/∂vec(Γk)
T · ∂vec(Γk)/∂vec(Q)T , k ∈ M.
Then the expression of H is given by
∂vec(Ω−1k Γk)
∂vec(Ωk)T
=
∂(ΓTk ⊗ Ipk)vec(Ω−1k )
∂vec(Ωk)T
= −(ΓTk ⊗ Ipk)(Ω−1k ⊗ Ω−1k ) = −(ΓTk Ω−1k ⊗ Ω−1k ),
∂vec(Ωk)/∂vec(Σ)
T = ∂(
u−k∑
j=1
IjkT Tk ΣTkIj
T
k )/∂vec(Σ)
T =
u−k∑
j=1
IjkT Tk ⊗ IjkT Tk ,
∂vec(Ω−1k Γk)/∂vec(Γk)
T = Idk ⊗ Ω−1k and ∂vec(Γk)/∂vec(Σ)T = −∂vec(Γk)/∂vec(Q)T
= ∂vec(Γk)/∂vec(Ω)
T , where ∂vec(Γk)/∂vec(Ω)
T is shown in Theorem 3.1.
3.9.6 Proof of Proposition 3.3
We consider the dimension folding PFC model (8.3) in Ding and Cook (2013). When
the range of the response is divided into h slices, the fitting function f(Y ) in (8.3) is
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naturally determined as (I(Y ∈ H1)−n1/n, I(Y ∈ H2)−n2/n), . . . , I(Y ∈ Hh)−nh/n)T .
Let Sd(A) be the subspace spanned by the leading d eigenvectors of A and Sd(A,B) =
A−1/2Sd(A−1/2BA−1/2). Based on Corollary 1 in Ding and Cook (2013), the MLE of
the CTS is equal to Sd2(Ωˆ2, ΣˆfitR)⊗ Sd1(Ωˆ1, ΣˆfitL), where
ΣˆfitR = n
−1
H∑
s=1
nsX¯sMˆ
−1
2 Γˆ2Γˆ
T
2 Mˆ
−1
2 X¯
T
s , ΣˆfitL = n
−1
H∑
s=1
nsX¯
T
s Mˆ
−1
1 Γˆ1Γˆ
T
1 Mˆ
−1
1 X¯s.
To prove Proposition 3.3, using the results in Section 3.3.2, it is sufficient to show
that Sd1(Ωˆ1, ΣˆfitL) = span(Ωˆ−1/21 βˆ1) and Sd2(Ωˆ2, ΣˆfitR) = span(Ωˆ−1/22 βˆ2). We only
demonstrate the first equation since the second one is satisfied based on the first equa-
tion. Since Sd1(Ωˆ1, ΣˆfitL) = Ωˆ−11 spand{n−1
∑H
s=1 nsX¯sMˆ
−1
2 Γˆ2Γˆ
T
2 Mˆ
−1
2 X¯
T
s }, it is equal
to Ωˆ−11 spand{n−1
∑H
s=1 nsX¯sΩˆ
−1/2
2 βˆ2βˆ
T
2 Ωˆ
−1/2
2 X¯
T
s } based on the equation Ωˆ−1/22 βˆ2 =
Mˆ−12 Γˆ2. This equation holds by initiating Γ20, β20,Ω20 and M20 such that Ω
−1/2
20 β20 =
M−120 Γ20.
Chapter 4
Matrix-variate regressions and
the envelope models
In the previous chapters, we mainly concern data with matrix- or array-valued predic-
tors. The response variables are still univariate. In this chapter, we broaden our vision
to data with matrix-valued responses. The predictors can be either matrix-valued, or
vector-valued, or univariate. We propose matrix-variate regressions (matrix regressions)
for such data and establish envelope models for matrix-variate regressions to achieve si-
multaneous dimension reduction and model estimation. The idea of matrix regressions
can be naturally extended to array-variate regressions when data have higher-order
responses and/or predictors.
4.1 Motivation
Data with a matrix-valued response for each experimental unit are commonly encoun-
tered in contemporary statistical applications. For example, a longitudinal multivariate
response can be integrally treated as a matrix-valued variable by designing rows and
columns to be time and variates. Temporal and spatial data, multivariate growth curve
data, image data and data from cross-over designs also generate matrix-valued responses.
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In the twin cross-over bioassay of insulin by the rabbit blood sugar method (Vφlund,
1980), each rabbit received two different treatments on two days. Blood sugar was mea-
sured at hourly intervals for six hours each day. In this case, the response for each rabbit
is a 2 × 6 matrix, with rows and columns indicating treatments and time respectively.
The EEG data (Li et al. 2010) is another example that contains a temporal-spatial
matrix-variate from 77 alcoholic subjects and 45 non-alcoholic subjects. The electrical
records of each subject form a matrix of dimensions 256 × 64 that can be treated as a
matrix-valued response variable when we investigate the association between the brain
signals and alcoholism.
In both examples, the components of the matrix-variates are dependent among rows
and columns. Vectorizing such response, or modeling the row or column vectors sepa-
rately, typically loses the dependency information and fails to capture the data structure.
Tackling matrix-variates directly can circumvent this issue. Research into this topic has
gained considerable interest in recent years. Li et al. (2010) proposed a class of sufficient
dimension reduction (SDR) methods for data with matrix-valued predictors. Ding and
Cook (2013) developed model-based SDR for the same goal. On another track, Hung
and Wang (2013) and Zhou et al. (2013) extended generalized linear model (GLM) to
matrix- and tensor-valued predictors respectively, for analyzing image data. All these
methods, however, address data with matrix or tensor-valued predictors.
Research into matrix-variate analysis, which directly models a matrix-valued re-
sponse, is still in a nascent stage. Studies on this topic are very limited. Viroli
(2012) proposed matrix-variate regression analysis that focuses on special regression
cases where either covariates are time-independent or error terms have independent
rows. In the twin cross-over assay or the EEG data, however, we encounter depen-
dency among both rows and columns of the matrix responses. In this chapter, we study
matrix-variate regressions under the more general framework and propose a class of
envelope models for efficient estimation in matrix-variate regressions. The proposed
methods directly model matrix-valued responses and use the intrinsic data structure to
85
reduce the number of parameters in estimation. By applying the idea of enveloping, one
can extract material information and eliminate immaterial information in estimation,
thus leading to more efficient model estimation.
The remainder of this chapter is organized as follows. Section 4.2 establishes matrix-
variate regressions and connects them with conventional regression models. Section 4.3
is devoted to the development of envelope models for matrix-variate regressions. Section
4.4 studies theoretical properties of matrix regression and envelope matrix regression
models. Section 4.5 discusses dimension selection procedures. Sections 4.6 and 4.7
provide simulations and real data analysis. Technical proofs are given in Section 4.8.
4.2 Matrix-variate regression
4.2.1 Model formulation
Generally, a two-way measurement layout can be treated integrally as a matrix-valued
variable, denoted as Y ∈ Rr×m. Assume that the matrix-variate Y follows a distribution
with matrix mean µ ∈ Rr×m, column covariance matrix Σ1 ∈ Rr×r and row covariance
matrix Σ2 ∈ Rm×m. Then the simplest model for Y is:
Y = µ+ ε, (4.1)
where µ ∈ Rr×m is the overall mean, and ε is the random error with mean zero and
covariance matrices Σ1 and Σ2. The column and row covariance matrices are defined
as Σ1 = covc(ε) = E(εε
T )/tr(Σ2) and Σ2 = covr(ε) = E(ε
T ε)/tr(Σ1). In this setting, it
can be shown that cov[vec(ε)] = Σ2 ⊗ Σ1 (De Waal 1985). The Kronecker covariance
structure reveals a relational characteristic of the matrix-variate Y , as the covariances of
the column vectors of ε are all proportional to Σ1 and the covariances of the row vectors
of ε are all proportional to Σ2. Such relationship is usually desirable for matrix-valued
variables, especially for multivariate repeated measures and multivariate longitudinal
data, because of the intrinsic relationship among elements. For instance, the EEG data
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contains measurements of each subject from different time (row) and different scalp
locations (column). It is reasonable to assume similar variations among measurements
over rows and measurements over columns. When the Kronecker structure does not
hold, a general covariance matrix cov[vec(ε)] = Σ can be applied. Hypothesis tests for
the Kronecker covariance structure can be found in Shitan and Brockwell (1995), Lu
and Zimmerman (2005), and Roy and Khattree (2005).
General formulation
Simply modeling the response Y as (4.1) is usually not sufficient in matrix-variate
analysis. In applications, one often need to consider covariate effects on Y ∈ Rr×m.
The covariate effects can be matrix-valued, or vector-valued, or univariate depending
on the specific data. In the insulin assay data, for example, the covariates are formed
as a 2 × 2 matrix with elements indicating different treatments and dose levels and
the goal is to investigate how the treatments and dose levels influence the blood sugar
concentration of each rabbit.
Given a matrix-variate predictor X ∈ Rp1×p2 , we define the matrix regression of
Y ∈ Rr×m on X as
Y = µ+ β1Xβ
T
2 + ε, (4.2)
or equivalently,
vec(Y ) = vec(µ) + (β2 ⊗ β1)X + vec(ε), (4.3)
where µ is the overall mean, β1 ∈ Rr×p1 and β2 ∈ Rm×p2 are the row and column
coefficients, and ε is the random error defined in (4.1) and it is independent of X. From
(4.2), it is easy to see that β2⊗β1 is equal to cβ2⊗ 1cβ1. Therefore, the coefficient matrices
might also have other kronecker decompositions and are not be uniquely defined. Lemma
4.1 provides a justification regarding this concern.
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Lemma 4.1. Under (4.2), the coefficient matrices β1 and β2 are uniquely defined only
up to a constant.
The matrix regression (4.2) is a new model formulation that has not been discussed
in the literature. It incorporates simple regression, multiple regression and multivariate
multiple regression as special cases under different settings of X and Y . For instance,
when both response and predictor are vector-valued, β1 and β2 can be combined and
(4.2) coincides with the multivariate multiple regression model.
Compared to the multivariate analysis that regresses vec(Y ) on vec(X), the matrix
regression (4.2) utilizes the original data structure to explore the intrinsic linear rela-
tionship between the response and the predictor. It shows a multiplicative coefficient
form as
Yij = µij +
r∑
k=1
m∑
l=1
β
(2)
ik β
(1)
lj Xkl + εij ,
where β
(2)
ik is the ik-th element of β2 and β
(1)
lj is the lj-th element of β1. For the
response elements in the same row, the regression coefficients varies only from β1, and
similarly, for the response elements in the same column, the coefficients varies only
from β2. This reveals the relational characteristic among the elements of the matrix-
valued response and the distinctive functions of the row and column coefficient matrices.
By capturing the row and column relationships, model (4.2) reduces the number of
parameters by rmp1p2− (rp1 +mp2) + rm(rm+ 1)/2− r(r+ 1)/2−m(m+ 1)/2, where
rmp1p2 − (rp1 + mp2) is the parameter reduction from the coefficients and the rest
part is the parameter reduction from the covariance matrices. The total number of
the reduced parameters could be very large when the matrix dimensions of X and Y
are relative high. To validating the coefficient structure of (4.2), one can apply the
likelihood ratio test provided in Section 4.2.3. In comparison to the matrix-variate
regression proposed in Viroli (2012), model (4.2) is more generalized. It can be used
to map the linear relationship between different dimensional response and predictor. In
addition, it considers a more general covariance structure. The time-dependent model
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in Viroli (2012) is actually a special case of our model (4.4) discussed next, by assuming
the row covariance matrix Σ1 equal to Im.
Special formulations
Case 1. When the column (row) dimension of X is the same as the corresponding
dimension of Y and the columns (rows) of X and Y represent repeated measures or
similar characteristics, it is more appropriate to build (4.2) with β2 = Im (β1 = Ir),
as each column (row) of Y is usually associated to the corresponding column (row)
of X. For instance, if the matrix-variate response and predictor are both formed by
multivariate variables measured at time 1, 2, . . . ,m, then the i-th column of the response
corresponds to the i-th column of the predictor only. It is not necessary to regress each
column of Y on all elements of X. Therefore, the matrix regression model is simplified
to :
Y = µ+ β1X + ε, (4.4)
where all the model terms are the same defined as in (4.2). In applications, one can
apply a likelihood ratio test, as shown in Section 4.2.3, to select the proper model
between (4.2) and (4.4).
Case 2. When the predictor X ∈ R1 is univariate, for example, a binary indicator, a
matrix regression can be simply formulated as
Y = µ+ βX + ε, (4.5)
where β ∈ Rr×m. In this case, (4.2) still has a multiplicative coefficient structure but
the dimensions of β1 and β2 are not necessarily restrictive:
Y = µ+ β1β
T
2 X + ε, (4.6)
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where β1 ∈ Rr×q and β2 ∈ Rq×m, for some q ≤ min(r,m). It is easy to see that (4.6)
is the reduced rank form of (4.5). Again, to select the proper model between (4.5) and
(4.6), one can apply a likelihood ratio test similar to that shown in Section 4.2.3.
Case 3. Sometimes the goal of a study may be about the association between matrix-
valued responses and group effects. Suppose that there are g groups and no other pre-
dictors, then the group effects can be represented by g dummy variables: U1, U2, . . . , Ug,
where
Uj =

1 if in the jth group
0 otherwise.
, j = 1, . . . , g.
A parallel form of (4.5) is then
Y = µ+α1U1 +α2U2 + · · ·+αgUg + ε, (4.7)
where αi ∈ Rr×m represents the group effects relative to the overall mean µ.
4.2.2 Model estimation
In this section, we mainly focus on the model estimation of (4.2). The estimations of
the other special formulations can be similarly derived and are much easier.
Without a specific parametric distribution assumed on the random error, one can
simply estimate the coefficient parameters in (4.2) by a loss function, for instance,
a squared loss function, and estimate the covariance matrices by moment estimators.
However, in order to make statistical inference, like in the conventional linear regressions,
we assume that the random error ε follows a matrix normal distributionNr×m(0,Σ1,Σ2).
The detailed information regarding matrix normal distribution can be found in Section
2.8.1. We next describe the maximum likelihood estimation of (4.2). Without loss of
generality, assume that the predictor X is centered.
Let (Yi, Xi), i = 1, . . . , n, be an i.i.d random sample with sample size n. Since the
predictor is centered, the MLE of µ is Y¯ . In matrix-variate analysis, explicit MLEs
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of β1, β2, Σ1 and Σ2 are generally not obtainable. We propose a two-step iterative
algorithm to get the numerical solution. Let B1, B2, S1 and S2 be the MLEs of β1, β2,
Σ1 and Σ2 respectively. The log-likelihood function of (4.2) is given in the appendix,
Section 4.8. According to the log-likelihood function, given B2 and S2, we have
B1 = [
n∑
i=1
(Yi − Y¯ )S−12 B2XTi ](
n∑
i=1
XiB
T
2 S
−1
2 B2X
T
i )
−1
S1 = (nm)
−1
n∑
i=1
(Yi − Y¯ −B1XiBT2 )S−12 (Yi − Y¯ −B1XiBT2 )T .
(4.8)
Similarly, given B1 and S1, B2 and S2 satisfy
B2 = [
n∑
i=1
(Yi − Y¯ )TS−11 B1Xi](
n∑
i=1
XTi B
T
1 S
−1
1 B1Xi)
−1
S2 = (nr)
−1
n∑
i=1
(Yi − Y¯ −B1XiBT2 )TS−11 (Yi − Y¯ −B1XiBT2 ).
(4.9)
Therefore, by randomly initializing B2 ∈ Rm×q and initializing S2 = n−1
∑n
i=1(Yi −
Y¯ )T (Yi − Y¯ ), one can obtain the standard MLEs B1, B2, S1 and S2 based on the
following iterative algorithm.
1. Given B2 and S2, estimate β1 and Σ1 by (4.8).
2. Given B1 and S1, estimate β2 and Σ2 by (4.9).
3. Iterate 1-2 with updated values until the log-likelihood function of (4.2) converges.
Since the estimation procedure is essentially a convex optimization problem, the
convergence of the algorithm is guaranteed if the estimators exist at each iteration step.
The existence of B1, B2, S1 and S2 depends on the existence of the inverse matrices S
−1
1
and S−12 , which require p1 ≤ min(p2,m)n, p2 ≤ min(p1, r)n and n > max(r/m,m/r)−1.
These conditions are fairly mild when the row and column dimensions of the response
and the predictor are not two far from each other.
The asymptotic distribution of the MLEs in (4.2) is studied in Section 4.4.
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4.2.3 Goodness of fit
To measure how well the matrix regression (4.2) fits the observed data, one can perform
hypothesis testing to test the goodness of fit of the model compared to an alterna-
tive model. For example, to compare (4.2) with the multivariate regression vec(Y ) on
vec(X),
vec(Y ) = γ + νvec(X) + , (4.10)
where γ ∈ Rrm, ν ∈ Rrm×pq, and  ∈ Rrm follows a multivariate normal distribution
Nrm(0,Σ), one can test the hypothesis:
H0 : ν = β2 ⊗ β1, Σ = Σ2 ⊗ Σ1
Ha : ν and Σ cannot be decomposed.
(4.11)
Since (4.2) is a “reduced” model of (4.11), the likelihood ratio test can be applied.
Let L1 and L2 be likelihood functions of (4.2) and (4.11) respectively. The test statistic
T = 2 logL2 − 2 logL1
then follows a chi-squared distribution with degree of freedom df = rmp1p2 − (rp1 +
mp2)+rm(rm+1)/2−r(r+1)/2−m(m+1)/2, which is equal to the number of reduced
parameters from (4.11) to (4.2). The goodness of fit of (4.2) compared to other models,
such as to the special formulations in Section 4.2.1, can be similarly derived.
4.3 Envelope models for matrix-variate regressions
4.3.1 Introduction to envelopes
In order to build the envelope models for matrix-variate regressions, we first provide a
brief review of the envelope method. Enveloping was introduced by Cook et al. (2010).
It is a nascent concept and was proposed originally for multivariate linear models to
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gain efficiency. Consider the multivariate model
Y = µ+ βX + , (4.12)
where the response vector Y ∈ Rr, the predictor vector X ∈ Rp and the random
error  ∼ N(0,Σ) is independent of X. Let S ⊆ Rr be a subspace such that PSY ,
the projection of Y onto S, depends on X only, and QSY , the projection of Y onto
S⊥, is independent of X. In addition, assume that given the predictor X, PSY and
QSY are uncorrelated. Then S satisfies: (a) B ⊆ S, where B = span(β), and (b)
Σ = PSΣPS +QSΣQS .
According to Cook et al. (2010), condition (b) is sufficient and necessary for S to
be a reducing subspace of Σ. Therefore, S is a reducing subspace of Σ that contains
B. Such reducing subspaces are not unique. The smallest one that contains B is called
the Σ-envelope of B, denoted as EΣ(B), or E when used as a subscript. The envelope
EΣ(B) distinguishes material and immaterial information of Y to the estimation of β,
because PEY carries all the information available for estimating β and QEY carries no
such information. By imposing conditions (a) and (b) on (4.12), the envelope model
extracts the material part PEY and removes the immaterial part QEY in estimation
and thus produces efficiency gains. Cook et al. (2010) demonstrated that the efficiency
gains will be massive when the largest eigenvalue of var(QEY ) is substantially larger
than that of var(PEY |X).
4.3.2 Envelope formulation
In (4.2), one can potentially gain estimation efficiency by enveloping the coefficients.
More specifically, if only a few row and column linear combinations of Y are relevant
in estimating β1 and β2, then an envelope structure on (4.2) is desirable. Suppose that
there exist subspaces SL ⊆ Rr and SR ⊆ Rm so that:
(i) QSLY | X ∼ QSLY and covc(PSLY,QSLY | X) = 0;
(ii) YQSR | X ∼ YQSR and covr(Y PSR , YQSR | X) = 0.
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Then QSLY and YQSR are immaterial to the estimation of β1 and β2 as they are
independent of the covariates. This implies that the response projection PSLY PSR
contains full information for estimating the coefficients. Let B1 = span(β1) and B2 =
span(β2). The first condition in (i) implies that the distribution of QSLY = QSLα +
QSLβ1Xβ2 + QSLε does not depend on X, which equivalent to the condition B1 ⊆ SL.
The second condition in (i) holds if and only if PSLΣ1QSL = 0, which is equivalent to
require Σ1 = PSLΣ1PSL+QSLΣ1QSL . The similar results hold for (ii). Hence conditions
(i) and (ii) can be rewritten as
B1 ⊆ SL, Σ1 = PSLΣ1PSL + QSLΣ1QSL , (4.13)
B2 ⊆ SR, Σ2 = PSRΣ2PSR + QSRΣ2QSR . (4.14)
These two conditions imply that SL is the reducing subspaces of Σ1 that contains B1
and that SR is the reducing subspaces of Σ2 that contains B2. The Σ1-envelope of
B1 and Σ2-envelope of B2 are the smallest reducing subspaces that contain β1 and β2
respectively, denoted as EΣ1(B1) and EΣ2(B2), or E1 and E2. The minimality guarantees
that PE1Y PE2 contains only the material information in estimating β1 and β2. The rest,
PE1YQE2 , QE1Y PE2 and QE1YQE2 , are all immaterial.
By distinguishing such material and immaterial information, envelopes can reduce
estimation variation. To gain some intuition, assume that E1, β2, Σ1 and Σ2 are known.
We illustrate the variance reduction of βˆ1, which is the MLE of β1 under the envelope
structure. As B1 ⊆ EΣ1(B1), we have β1 = PE1β1. Then the envelope MLE βˆ1 is PE1B1,
where B1 is the standard MLE in (4.2). From Proposition 4.1 in Section 4.3.3, we know
var[vec(B1)] = N
−1
1 ⊗Σ1 +(N−11 ⊗Σ1)D(N−11 ⊗Σ1), where N1 = E(XβT2 Σ−12 β2XT ) > 0
and D = N2[N3 ⊗ Σ−12 − NT2 (N−11 ⊗ Σ1)N2]−1NT2 > 0. The variance of βˆ1 is then
var[vec(PE1B1)] = N
−1
1 ⊗PE1Σ1PE1 + (N−11 ⊗PE1Σ1PE1)D(N−11 ⊗PE1Σ1PE1). As Σ1 =
94
PE1Σ1PE1 + QE1Σ1QE1 , the envelope MLE reduces variation by
var[vec(B1)]− var[vec(PE1B1)]
= N−11 ⊗QE1Σ1QE1 + (N−11 ⊗QE1Σ1QE1)D(N−11 ⊗ PE1Σ1PE1)
+ (N−11 ⊗ PE1Σ1PE1)D(N−11 ⊗QE1Σ1QE1) + (N−11 ⊗QE1Σ1QE1)D(N−11 ⊗QE1Σ1QE1)
≥ 0,
which is the variance of the immaterial information. Therefore, the efficiency gains
from the envelope model can be substantial if the variance of the immaterial part of Y ,
var(QE1Y ), is relatively large to var(PE1Y ).
To build the envelope model, let L ∈ Rr×u1(u1 ≤ r) and R ∈ Rm×u2(u2 ≤ m) be
semi-orthogonal bases of EΣ1(B1) and EΣ2(B2) respectively. Then there exist coordinate
matrices η1 ∈ Ru1×p1 and η2 ∈ Ru2×p2 that satisfy β1 = Lη1 and β2 = Rη2. Under
(4.13) and (4.14), the envelope model of (4.2) is reparameterized as
Y = µ+ Lη1Xη
T
2 R
T + ε
Σ1 = PLΣ1PL + PL0Σ1PL0 = LΩ1L
T + L0Ω10L
T
0
Σ2 = PRΣ2PR + PR0Σ2PR0 = RΩ2R
T +R0Ω20R
T
0 ,
(4.15)
where Ω1 = L
TΣ1L, Ω10 = L
T
0 Σ1L0, Ω2 = R
TΣ2R and Ω20 = R
T
0 Σ2R0.As Lη1 and
Rη2 are overparameterized, the matrices L and R themselves are not identified but
their column spaces span(L) and span(R) are identified. The two parameter spaces are
Grassmannians of dimension u1 and u2 in Rr and Rm with the numbers of unknown real
parameters u1(r− u1) and u2(m− u2) respectively. Therefore, the total number of real
parameters in (4.15) is rm+ u1p1 + u2p2 + r(r + 1)/2 +m(m+ 1)/2, which is equal to
the sum of the numbers of parameters rm in µ, u1p1 in η1, u2p2 in η2, u1(r − u1) in L,
u2(m−u2) in R, u1(u1 +1)/2 in Ω1, (r−u1)(r−u1 +1)/2 in Ω10, u2(u2 +1)/2 in Ω2 and
(m−u2)(m−u2 +1)/2 in Ω20, while (4.2) has rm+rp1 +mp2 +r(r+1)/2+m(m+1)/2
parameters. The envelope model reduces p1(r − u1) + p2(m− u2) parameters.
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4.3.3 Maximum likelihood estimation
In (4.15), the MLE of µ is still Y¯ . The remaining parameters have no explicit MLEs.
We develop a two-step iteration algorithm to obtain the numerical MLEs. The log-
likelihood function of (4.15) is given in Section 4.8.1. Let L, R, βˆ1, βˆ2, Σˆ1 and Σˆ2 be
the envelope MLEs of L, R, β1, β2, Σ1 and Σ2 respectively. As shown in Section 4.8.1,
given βˆ2 and Σˆ2, we have
EˆΣ1(B1) = argmin
T ∈G(u1,r)
log | PT ΣˆresPT |0 + log | QT ΣˆY QT |0,
where G(u1, r) means the Grassman manifold of dimension u1 in Rr defined in Sec-
tion 1.3, Σˆres = (nm)
−1∑n
i=1(Yi − Y¯ − B˜1XiβˆT2 )Σˆ−12 (Yi − Y¯ − B˜1XiβˆT2 )T and ΣˆY =
(nm)−1
∑n
i=1(Yi−Y¯ )Σˆ−12 (Yi−Y¯ )T are the sample column covariance matrix of the resid-
uals and the second sample column moment of Y , with B˜1 = [
∑n
i=1(Yi−Y¯ )Σˆ−12 βˆ2XTi ](
∑n
i=1
Xiβˆ
T
2 Σˆ
−1
2 βˆ2X
T
i )
−1, which is the MLE of β1 from the standard model (4.2) given βˆ2 and
Σˆ2.
Let Lˆ be the semi-orthogonal basis of EˆΣ1(B1), then Lˆ can be obtained as
Lˆ = argmin
B
log | BT ΣˆresB | + log | BT Σˆ−1Y B |, (4.16)
where argminB is taken over all semi-orthogonal matrices B ∈ Rr×u1 . Based on Lˆ, the
envelope MLE of β1 is βˆ1 = PLˆB˜1, and the envelope MLE of Σ1 is Σˆ1 = PLˆΣˆresPLˆ +
PLˆ0ΣˆY PLˆ0 .
Similarly, given βˆ1 and Σˆ1, EˆΣ2(B2) satisfies
EˆΣ2(B2) = argmin
U∈G(u2,m)
log | PU SˆresPU |0 + log | QU SˆY QU |0,
where G(u2,m) is the Grassman manifold of dimension u2 in Rm, Sˆres = (nr)−1
∑n
i=1(Y
T
i −
Y¯ T −B˜2XTi βˆT1 )Σˆ−11 (Y Ti − Y¯ T −B˜2XTi βˆT1 )T and SˆY = (nr)−1
∑n
i=1(Yi− Y¯ )T Σˆ−11 (Yi− Y¯ )
are the sample row covariance matrix of the residuals and the second sample row mo-
ment of Y , with B˜2 = [
∑n
i=1(Yi − Y¯ )T Σˆ−11 βˆ1Xi](
∑n
i=1X
T
i βˆ
T
1 Σˆ
−1
1 βˆ1Xi)
−1 as the MLE
of β2 from the standard model (4.2) given βˆ1 and Σˆ1.
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Let Rˆ be the semi-orthogonal basis of EˆΣ2(B2), then Rˆ can be obtained as
Rˆ = argmin
U
log | UT SˆresU | + log | UT Sˆ−1Y U |, (4.17)
where argminU is taken over all semi-orthogonal matrices U ∈ Rm×u2 . Correspondingly,
βˆ2 = PRˆB˜2 and Σˆ2 = PRˆSˆresPRˆ + PRˆ0SˆY PRˆ0 .
Therefore, the envelope parameters can be estimated according to the following
two-step iterative algorithm:
1. Initialize β2 as the standard MLE in (4.2), denoted as β20, and initialize Σ2 as
Σ20 = n
−1∑n
i=1(Yi − Y¯ )T (Yi − Y¯ ). Let βˆ2 = β20 and let Σˆ2 = Σ20.
2. Given βˆ2 and Σˆ2, estimate L by (4.16). Then obtain βˆ1 = PLˆB˜1, Ωˆ1 = Lˆ
T ΣˆresLˆ,
Ωˆ10 = Lˆ
T
0 ΣˆY Lˆ0 and Σˆ1 = PLˆΣˆresPLˆ + PLˆ0ΣˆY PLˆ0 .
3. Given βˆ1 and Σˆ1, estimate R by (4.17). Then obtain βˆ2 = PRˆB˜2, Ωˆ2 = Rˆ
T SˆresRˆ,
Ωˆ20 = Rˆ
T
0 SˆY Rˆ0 and Σˆ2 = PRˆSˆresPRˆ + PRˆ0SˆY PRˆ0 .
4. Iterate 2-3 until the log-likelihood function of (4.15) converges.
See Section 4.8.1 for detailed derivations. The envelope estimators of β1 and β2 are
the row and column projections of their corresponding standard MLEs onto the envelope
subspaces EˆΣ1(A) and EˆΣ2(B). In addition, Σˆ1 and Σˆ2 are both partitioned into the
estimated second moments that are material and immaterial to Y . As shown in Section
4.3.2, these formulations lead to more efficient estimation of the model parameters.
When the response Y and the predictor X are both vector-valued, the envelope
model of (4.2) coincides with the envelope model proposed by Cook et al. (2010) for the
multivariate regression model. Thus, it is a generalization of the coventional envelope
model.
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4.3.4 Special cases
One-sided enveloping
We now consider the envelope model for (4.4). Since only β1 is of the primary interest,
we use Σ1-envelope of β1 to formulate the envelope model of (4.4) as:
Y = µ+ Lη1X + ε
Σ1 = ΣE1 + ΣE⊥1 = LΩ1L
T + L0Ω10L
T
0 ,
(4.18)
where the parameters are the same defined as in (4.15).
To estimate the model parameters, one can apply the algorithm in Section 4.3.3
with some simplification: (1) as β2 = Im, only one initial value Σ20 is needed in Step
1; (2) In Step 3, given βˆ1 and Σˆ1, one only needs to estimate Σ2 as the standard MLE
Σˆ2 = (nr)
−1∑n
i=1(Yi − Y¯ − βˆ1Xi)T Σˆ1(Yi − Y¯ − βˆ1Xi), since Σ2 is not enveloped.
Group effects enveloping
let Yij ∈ Rr×m denote the matrix-valued responses of the j-th subject in the i-th group.
Then (4.11) can be equivalently written in the sample version:
Yij = µ+ αi + ε(i)j , i = 1, . . . , g, j = 1, . . . , ni, (4.19)
where ε(i)j ∈ Rr×m are iid random errors and ni is the sample size of the i-th group.
The total sample size is n =
∑g
i=1 ni. Under the model setting, it is easy to see that∑g
i=1 niαi = 0. The MLEs of µ and αi are Y¯ and Y¯i − Y¯ respectively.
Let span(α1, . . . , αg) = A and span{(α1, . . . , αg)T } = B. Assume that there exist
subspaces SL ⊆ Rr and SR ⊆ Rm so that:
A ⊆ SL, Σ1 = ΣSL + ΣS⊥L , (4.20)
B ⊆ SR, Σ2 = ΣSR + ΣS⊥R , (4.21)
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where ΣSL = PSLΣ1PSL , ΣS⊥L = QSLΣ1QSL , ΣSR = PSRΣ2PSR and ΣS⊥R = QSRΣ2QSR .
The smallest subspaces that satisfy (4.20) and (4.21) are the Σ1-envelope of A and Σ2-
envelope of B, denoted as EΣ1(A) and EΣ2(B), or E1 and E2. Let L ∈ Rr×u1(u1 ≤ r)
and R ∈ Rm×u2(u2 ≤ m) be semi-orthogonal bases of EΣ1(A) and EΣ2(B) respectively.
Under (4.20) and (4.21), the envelope model of (4.1) is
Yij = µ+ LηiR
T + ε(i)j , i = 1, . . . , g, j = 1, . . . , ni,
Σ1 = ΣE1 + ΣE⊥1 = LΩ1L
T + L0Ω10L
T
0
Σ2 = ΣE2 + ΣE⊥2 = RΩ2R
T +R0Ω20R
T
0 ,
(4.22)
where ηi ∈ Ru1×u2 , i = 1, . . . , g, are the coordinates of αi with respect to L and R.
The envelope parameters in (4.22) can be estimated by the following two-step iter-
ation algorithm (see derivations in Section 4.8.1):
1. Initialize R by Rˆ to be any semi-orthogonal matrice of rank u2 and initialize Σ2
as Σˆ2 = (nr)
−1∑g
i=1
∑ni
j=1(Yij − Y¯i)T (Yij − Y¯i).
2. Given Rˆ and Σˆ2, estimate L by (4.28). Accordingly, obtain Ωˆ1 = Lˆ
T CˆresLˆ, Ωˆ10 =
LˆT0 CˆY Lˆ0 and Σˆ1 = PLˆCˆresPLˆ + PLˆ0CˆY PLˆ0 .
3. Given Lˆ and Σˆ1, estimate R by (4.29). Then obtain Ωˆ2 = Rˆ
T RˆresRˆ, Ωˆ20 =
RˆT0 RˆY Rˆ0 and Σˆ2 = PRˆRˆresPRˆ + PRˆ0RˆY PRˆ0 .
4. Iterate 2-3 with updated parameters until the log-likelihood function of (4.22)
converges. The matrix-variate group effects αi are then estimated by αˆi = PLˆ(Y¯i−
Y¯ )PRˆ, i = 1, . . . , g.
4.4 Theoretical properties
In this section, we investigate the asymptotic properties of the model estimators in (4.2)
and (4.15). We show that the envelope estimators are asymptotically more efficient than
the standard MLEs under the model assumptions. We use ‘vec’ and ‘vech’ to denote
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the vectorization and half-vectorization operators that satisfy vech(B) = Crvec(B) and
vec(B) = Ervech(B) for any symmetric B ∈ Rr×r (Henderson and Searle, 1979). The
terms Cr and Er are uniquely defined. Let Kpq ∈ Rpq×pq be the communication matrix
that satisfies vec(GT ) = Kpqvec(G), for G ∈ Rp×q. Proposition 4.1 provides the Fisher
information matrix of the parameters in (4.2).
Proposition 4.1. Under (4.2), let Ψ = vec(Σ1)vec(Σ2)
T , N1 = E(Xβ
T
2 Σ
−1
2 β2X
T ),
N2 = E(Xβ
T
2 Σ
−1
2 ⊗Σ−11 β1X)Kmp2, N3 = E(XTβT1 Σ−11 β1X), Π1 = Σ−11 ⊗Σ−11 , and Π2 =
Σ−12 ⊗Σ−12 . Then the Fisher information of the parameter vector Θ = (vec(µ), vec(β1)T ,
vec(β2)
T , vech(Σ1)
T , vech(Σ2)
T )T is Jreg =
Σ−12 ⊗ Σ−11 0 0 0 0
0 N1 ⊗ Σ−11 N2 0 0
0 NT2 N3 ⊗ Σ−12 0 0
0 0 0 m2 E
T
r Π1Er
1
2E
T
r Π1ΨΠ2Em
0 0 0 12E
T
mΠ2Ψ
TΠ1Er
r
2E
T
mΠ2Em

.
Therefore, under certain regularity conditions, the MLE Θˆ = (vec(µˆ), vec(Bˆ1)
T , vec(
Bˆ2)
T , vech(Sˆ1)
T , vech(Sˆ2)
T )T of Θ, obtained from (4.2), converges to in distribution to
a normal random vector with mean zero and covariance matrix J−1reg .
For (4.15), since the envelope matrix regression model is over-parameterized, we
apply Proposition 4.1 in Shapiro (1986) to derive the asymptotic distribution of the
envelop estimators. Let vec(η1), vec(L), vec(η2), vec(R), vech(Ω1), vech(Ω10), vech(Ω2)
and vech(Ω20) in (4.15) be denoted as ζ1, ζ2, . . . , ζ8 respectively, and let ζ be the
combined parameter vector ζ = (ζT1 , ζ
T
2 , . . . , ζ
T
8 )
T . Therefore, vec(β1), vec(β2), vech(Σ1)
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and vech(Σ2) can be expressed as functions of ζ:
g(ζ) =

vec(β1)
vec(β2)
vech(Σ1)
vech(Σ2)
 =

vec(Lη1)
vec(Rη2)
vech(LΩ1L
T + L0Ω10L
T
0 )
vech(RΩ2R
T +R0Ω20R
T
0 )
 =

g1(ζ)
g2(ζ)
g3(ζ)
g4(ζ)
 . (4.23)
Based on (4.23) and the Fisher information in Proposition 4.1, the asymptotic dis-
tribution of the envelope estimators is given below.
Proposition 4.2. Under (4.15),
√
n(g(ζˆ) − g(ζ)) converges to in distribution to a
normal random vector with mean zero and covariance matrix Λreg = G(G
TJregG)
†GT ,
where G is equal to
Ip1 ⊗ L ηT1 ⊗ L0 0 0 0 0 0 0
0 0 Ip2 ⊗R ηT2 ⊗R0 0 0 0 0
0 G32 0 0 Cr(L⊗ L)Eu1 Cr(L0 ⊗ L0)Er−u1 0 0
0 0 0 G44 0 0 G47 G48
 ,
with G32 = 2Cr(LΩ1 ⊗ L0 − L ⊗ L0Ω10), G44 = 2Cm(RΩ2 ⊗ R0 − R ⊗ R0Ω20), G47 =
Cm(R ⊗R)Eu2 and G48 = Cm(R0 ⊗R0)Em−u2. Let Vreg be the asymptotic variance of
(vec(β1)
T , vec(β2)
T , vech(Σ1)
T , vech(Σ2)
T )T under (4.2). Then the envelop estimators
in (4.15) are asymptotically more efficient than the standard MLEs in (4.2), that is,
Vreg − Λreg ≥ 0.
Proposition 4.2 indicates that when the envelope conditions (4.13) and (4.14) hold,
one can gain potential efficiency in estimation by applying the envelope matrix regression
model.
Since the coefficient matrices are often of interest, we next show the asymptotic vari-
ances of the coefficient estimators. For notation convenience, we denote the asymptotic
variance of
√
n(Tn − θ) as avar(
√
nTn). From Proposition 4.2, we see that G contains
eight block columns, denoted as G = (G.1, G.2, . . . , G.8), where G.i represents the i-th
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block column of G. Let
A1 =
GT.1JregG.1 0
0 GT.2JregG.2
 , A2 =
GT.1JregG.3 GT.1JregG.4
GT.2JregG.3 G
T
.2JregG.4
 ,
and
A3 =
GT.3JregG.3 0
0 GT.4JregG.4
 .
Proposition 4.3. Under (4.15),
√
n[vec(βˆ1)−vec(β1)] and
√
n[vec(βˆ2)−vec(β2)] con-
verge in distribution to normal random vectors with mean zeros and covariance matrices
avar[
√
nvec(βˆ1)] = (Ip1 ⊗ L, ηT1 ⊗ L0)(A1 −A2A†3AT2 )†(Ip1 ⊗ L, ηT1 ⊗ L0)T ,
avar[
√
nvec(βˆ2)] = (Ip2 ⊗R, ηT2 ⊗R0)(A3 −AT2 A†1A2)†(Ip2 ⊗R, ηT2 ⊗R0)T .
The explicit expressions of A1, A2 and A3 are given in Section 4.8.4.
4.5 Dimension selection
To determine the envelope dimensions u1 and u2, one can apply an information crite-
rion, say AIC or BIC, to select optimal dimensions (u1, u2) by minimizing the objective
function −2lˆ(u1, u2) + h(n)t(u1, u2). Here lˆ(u1, u2) is the estimated log-likelihood func-
tion of the envelope model, h(n) is log(n) for BIC and is 2 for AIC, and t(u1, u2) is the
number of parameters in the model. For example, in (4.15),
lˆ(u1, u2) = −nrm
2
(1 + log 2pi)
− nm
2
log | LˆT ΣˆresLˆ | −nm
2
log | LˆT ΣˆY Lˆ | −nr
2
log | RˆT SˆresRˆ | −nr
2
log | RˆT SˆY Rˆ |,
and
t(u1, u2) = rm+ u1p1 + u2p2 + r(r + 1)/2 +m(m+ 1)/2.
The dimensions (u1, u2) could also be selected by testing the hypothesis u1 = d1 (d1 < r)
and u2 = d2 (d2 < m) sequentially using the likelihood ratio test statistic Λ(d1, d2) =
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2[l(r,m) − l(d1, d2)]. In (4.15), when u1 = r and u2 = m, the envelope model reduces
to the standard model (4.1). Therefore,
l(r,m) = −nrm
2
(1 + log 2pi)− nm
2
log | S1 | −nr
2
log | S2 |
and t(r,m) = rm + +rp1 + mp2 + r(r + 1)/2 + m(m + 1)/2. The degree of freedom
associated to Λ(d1, d2) is then equal to p1(r−u1)+p2(m−u2). The dimension selection
procedure for other envelope models can be derived analogously. In addition, cross
validation can also be applied to envelope dimension selection.
4.6 Simulation studies
In this section, we demonstrate the performance of the envelope models numerically
and compare it with the corresponding standard models. We first simulated data based
on model (4.22) with g = 4, r = 10, m = 5, u1 = u2 = 2, Ω1 = σ
2Iu1 , Ω10 = σ
2
0Ir−u1 ,
Ω2 = σ
2Iu2 and Ω20 = σ
2
0Im−u2 . Here σ2 = .5 and σ20 = 2. The semi-orthogonal
matrices L and R were generated by orthogonalizing matrices of independent uniform
(0,1) random variables. The elements of η were selected from standard random normal
variables. We evaluated the estimation accuracy of the envelope model according to the
criterion
|| αˆi − α ||F . (4.24)
The average estimation errors were computed based on the criterion (4.24) for each group
over 200 random samples under the standard model and envelope model respectively.
The envelope dimensions were chosen as the true dimensions u1 = u2 = 2. Figure 4.6
shows that the envelope model provides much smaller estimation error than the standard
model does because the standard model cannot remove immaterial information from
estimation, thus resulting in less accurate results.
Figure 4.6 demonstrates the substantial efficiency gains of the envelope model by
comparing the asymptotic, bootstrap and actual standard errors of the first elements
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of the group effects between the envelope and standard model, under the true envelope
dimension u1 = u2 = 2. The bootstrap standard errors were obtained based on 200
residual bootstrap samples from one original sample. The actual standard errors were
estimated by the sample standard error of αˆi over the 200 simulated data. These results
similarly hold for other elements.
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Figure 4.1: The average estimation errors for the four group effects. The solid line indicates
the average estimation errors of the envelope models. The dashed line indicates the average
estimation errors of the standard models.
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It can be seen that the asymptotic standard errors of the envelope model are ac-
curate as both bootstrap standard errors and actual standard errors are close to their
corresponding asymptotic standard errors. As expected, the envelope model shows
asymptotic efficiency in comparison to the standard model. The ratios of the standard
errors between the standard and envelope estimators are in the range of 5.06 and 6.25.
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Figure 4.2: The standard errors of the first elements in αˆi obtained by the envelope model and
the standard model. The top three lines indicate the standard errors of the envelope models. The
bottom three lines indicate the standard errors of the standard models. The solid lines marks
the asymptotic standard errors; the thin dashed lines marks the bootstrap standard errors; and
the heavy dashed lines marks the actual standard errors.
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4.7 Applications
4.7.1 Multivariate bioassay data
We applied the matrix envelope model to a twin cross-over assay of insulin based on
Rabbit blood sugar concentration (Vφlund, 1980). The design partitioned the animals
into four groups of nine rabbits each. Four different treatment combinations were as-
signed to the rabbits in the four groups. Let K1 and K2 denote the low and high dose
levels, 0.75 units and 1.5 units, of the standard treatment, and T1 and T2 denote the
same two dose levels of the test treatment. The treatment assignment is shown in Table
4.1.
Table 4.1: Treatment assignment
Group 1st day 2nd day
1 K1 T2
2 K2 T1
3 T1 K2
4 T2 K1
After injection of the insulin dose each day, the blood sugar concentration of each
rabbit was measured at 0, 1, 2, 3, 4, and 5 hours. We consider the percentage decreases
of the blood sugar concentrations at 1, 2, 3, 4, and 5 hours relative to the initial
concentration at 0 hours. Therefore, for each rabbit, the measurements of the percentage
falls form a matrix of dimension 2 × 5. Its rows and columns indicate treatments and
hours respectively.
Let Yij ∈ R2×5 denote the matrix-variate measurements of the j-th rabbit in the i-th
group. We first modeled the group effects by (4.22). In this case, the number of groups
g is equal to 4. The sample sizes among groups are the same with ni = 9, i = 1, . . . , 4.
We applied BIC and LRT to select the envelope dimensions and obtained u1 = 1 and
u2 = 2. We then estimated the group effects αi by both envelope model and standard
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model. The corresponding asymptotic standard errors (asySE) are computed for the
elements in vec(αˆi) and the results for vec(αˆ1) are summarized in the following Table.
The results for other vec(αˆi)’s are similar.
Table 4.2: Comparison of the standard errors of vec(αˆ1) from the envelope and standard
fits
Envelope model
asySE of vec(αˆ1) 4.8 4.5 6.3 6.1 8.0 7.7 7.8 7.6 5.8 5.5
standard model
asySE of vec(αˆ1) 7.3 7.3 8.9 8.8 10.6 10.4 11.6 11.5 9.5 9.4
Table 4.2 shows that the envelope model provides more efficient estimators than the
standard model does. We further explored the sum of squared prediction error (SSPE)
of each model by partition the data into training sets of seven subjects within each
group and testing sets of two subjects within each group. We fitted models based on
each training set and then computed the SSPE from the corresponding testing set based
on the fitted model. As the response is matrix-variate, the prediction error was defined
by ||Yˆtest − Y ||F . The SSPEs over different choices of u1 and u2 are shown in Figure
4.3.
It can be seen that the envelope models provide smaller prediction errors over all
different choices of u1 and u2, except for the case that u1 = 2 and u2 = 5. When u1 = 2
and u2 = 5, there is no reduction in the response, thus the envelope model is the same as
the standard model. The smallest prediction error is achieved at the optimal dimension
choice u1 = 1 and u2 = 2.
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Figure 4.3: The SSPEs over different u1 and u2. The solid line indicates the SSPE of
the standard model. The dashed line indicates the SSPEs of the envelope models for
different choices of u1 and u2.
We next modeled the insulin assay data with treatment effects as covariates.
Case I:
Since two treatments (standard and test) at two different dose levels were provided
to the four groups of rabbits each day, it can be considered as totally four different
treatments were given each day. Therefore, for the twin cross-over design, the covariates
of each rabbit forms a matrix X ∈ R4×2, where the rows of X represent the four
treatments and the columns of X represent the treatments received in the two days.
Each element of X takes values 0 or 1, indicating whether the corresponding treatment is
received or not for the corresponding day. Since each rabbit received only one treatment
per day, each column of X has only one element equal to one and all others equal to
zero. The relationship between the response Y ∈ R2×5 and the predictor X ∈ R4×2 can
be modeled as
Y T = βX + ε,
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where β ∈ R5×4 is the coefficient matrix and ε is the random error that follows
N(0,Σ1,Σ2). Applying the estimation procedures for (4.4) and (4.18) to the afore-
mentioned training and testing sets, we computed the SSPEs for both envelope and
standard models. The results are summarized in Figure 4.4.
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Figure 4.4: The SSPEs of the matrix regression models over different u1. The solid
line represents the SSPE of the standard matrix regression model. The dashed line
represents the SSPEs of the envelope matrix regression models for different choices of
u1.
The optimal envelope dimension selected by the LRT is u1 = 3, at which the SSPE
for the envelope model is 608.87. The SSPE provided by the standard model is 613.57
that is slightly higher. At the underestimated envelope dimension u1 = 1, the SSPE
is 8338.1, which is extremely larger than the others. The relative ratios between the
asymptotic standard errors of the standard MLE of vec(β) and the asymptotic standard
errors of the envelope MLE of vec(β) range from 1.01 to 1.03. This indicates that the
envelope model does not provide much efficiency gains. Therefore, underestimation
of the envelope dimension could lose important information in model estimation and
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prediction, resulting in high prediction errors.
Case II:
We now consider the dose level as a continuous variable and form the covariates of
each rabbit as a matrixX ∈ R2×2, where the two rows ofX represent the two treatments:
standard treatment and test treatment, respectively, and the columns of X represent the
treatments received in the two days. Each element of X is a positive continuous variable
with its value indicating the dose level provided for the corresponding treatment.
For example, for the rabbits in group 1, the covariate matrix X is
0.75 0
0 1.5
 ,
because the rabbits received the standard treatment at the low dose level 0.75 in
day 1, and received the test treatment at the high dose level 1.5 in day 2. Similarly, for
the rabbits in groups 2, 3, and 4, the covariate matrices are formed as
1.5 0
0 0.75
 ,
 0 1.5
0.75 0
 ,
 0 0.75
1.5 0
 ,
respectively. Therefore, the relationship between the response Y ∈ R2×5 and the
predictor X ∈ R2×2 can be modeled as
Y T = µ+ βX + ε,
where µ ∈ R5×2 is the intercept matrix, β ∈ R5×2 is the coefficient matrix, and ε is the
random error that follows N(0,Σ1,Σ2). For estimation convenience, we centered the
sample predictors Xi’s. Thus the MLE of µ is the overall sample mean Y¯ . Applying
the estimation procedures for (4.4) and (4.18), one can obtain the standard MLE and
the envelope MLE of β. The LRT suggested the envelope dimension u1 = 1. The
corresponding asymptotic standard errors of the two estimators are given in Table 4.3.
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Table 4.3: Comparison of the standard errors of vec(βˆ) from the envelope and standard
fits
Envelope model
asySE of vec(βˆ) 10.7 14.9 19.3 18.7 13.0 10.4 14.7 19.2 18.5 12.7
standard model
asySE of vec(βˆ) 13.3 16.6 20.2 20.1 15.9 13.3 16.6 20.2 20.1 15.9
It can be seen that the envelope model demonstrates more efficiency gains in es-
timation compared to the standard model. We further evaluated the SSPEs for both
envelope and standard models based on the the aforementioned training and testing
sets. The results are summarized in Figure 4.5.
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Figure 4.5: The SSPEs of the matrix regression models over different u1. The solid
line represents the SSPE of the standard matrix regression model. The dashed line
represents the SSPEs of the envelope matrix regression models for different choices of
u1.
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We can see that the envelope regression models outperform the standard model for
all choices of the envelope dimension u1. It reaches the smallest prediction error at
the optimal dimension u1 = 1. When u1 = 5, the envelope model coincides with the
standard model. Thus, the prediction errors of the two models are identical.
4.7.2 EEG data
The EEG data was briefly introduced in the introduction section. It contains two groups
of data: 77 subjects in the alcoholic group and 45 subjects in the control group. Each
subject has measurements from the scalp electrical activity, which form a 256 × 64
matrix. We applied the group effect model (4.19) to explore the influence of the alco-
holism on the brain activity. For simple illustration, we prescreened the measurements
to a 15 matrix by applying a PCA (principal component analysis) type of dimension
reduction and taking Y ∗ij = UYijV
T , where the columns of U and V are formed by the
leading 15 eigenvectors of En[(Yij − Y¯i)(Yij − Y¯i)T ] and the leading 15 eigenvectors of
En[(Yij − Y¯i)T (Yij − Y¯i)] respectively. The illustration of the efficiency of the envelope
model is then based on the new responses Y ∗ij for i = 1, 2, j = 1, . . . . , ni, where n1 = 77
and n2 = 45. By applying the envelope model (4.22) and the standard model (4.19) to
Y ∗ij , we obtain the standard errors of vec(αˆi) from the two models and show the com-
parison results for the first ten elements in Table 4.4. The likelihood ratio test suggests
the envelope dimensions to be u1 = u2 = 1.
The envelope model shows massive gains in estimating the group effects. The ratios
of the standard errors between the standard fit and the envelope fit fall in the range of 5.9
and 169.6, indicating that the envelope model likely suggests more significant influence
of the alcoholism on the subjects. Figure 4.6 shows the prediction performance of the
two models by computing the SSPEs under different envelope dimensions. The training
set was selected to be 20% of the original data. The envelope model outperforms the
standard model under all different choices of u1 and u2 and it provides the minimum
prediction error at the optimal envelope dimensions.
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Table 4.4: The standard error (SE) comparison of the first ten elements in vec(αˆi) from
the envelope and standard fits.
Envelope model
vec(αˆ1) 5.6 1.6 4.5 3.4 8.2 6.6 6.9 49.2 24.8 3.4
vec(αˆ2) 9.1 2.6 7.5 5.3 13.5 10.5 10.6 81.0 40.7 5.6
standard model
vec(αˆ1) 269.6 263.8 307.5 313.8 323.7 342.3 373.2 368.6 390.0 417.2
vec(αˆ2) 353.1 345.1 402.3 410.5 423.5 447.7 488.2 482.1 510.1 545.7
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Figure 4.6: The SSPEs over different u1 and u2. The solid line indicates the SSPE of
the standard model. The dashed line indicates the SSPEs of the envelope models for
different choices of u1 and u2.
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4.8 Appendix
4.8.1 Maximum likelihood estimation
We first derive the MLEs of (4.15). Since the predictors are centered, the MLE µˆ = Y¯ .
Given β2 and Σ2, the log-likelihood function is l(L, η1, ,Ω1,Ω10) =
c− nr
2
log | Σ2 | −nm
2
log | Ω10 | −1
2
n∑
i=1
tr{Σ−12 (Yi − Y¯ )TL0Ω−110 LT0 (Yi − Y¯ )}
− nm
2
log | Ω1 | −1
2
n∑
i=1
tr{Σ−12 (LTYi − LT Y¯ − η1XβT2 )Ω−11 (LTYi − LT Y¯ − η1XβT2 )T }.
(4.25)
We now assume that the MLEs βˆ2 and Σˆ2 are known. Then for fixed L, we have
ηˆ1 = L
T [
∑n
i=1(Yi − Y¯ )Σˆ−12 βˆ2XTi ](
∑n
i=1Xiβˆ
T
2 Σˆ
−1
2 βˆ2X
T
i )
−1 = LTB1. Substituting ηˆ1
back to (4.25), we find Ωˆ1 = L
T ΣˆresL and Ωˆ10 = L
T ΣˆY L, where Σˆres and ΣˆY are
defined in Section 4.3.2. These results lead to
lˆ(L) = c− nr
2
log | Σˆ2 | −nm
2
log | LT ΣˆY L | −nm
2
log | LT ΣˆresL | −nmr
2
.
Therefore, given βˆ2 and Σˆ2, the MLE of L is Lˆ = argmin
span(B)∈G(u1,r)
log | BT ΣˆresB | + log |
BT Σˆ−1Y B |. Correspondingly, βˆ1 = Lˆηˆ1 = PLˆB1 and Σˆ1 = PLˆΣˆresPLˆ + PLˆ0ΣˆY PLˆ0 . By
taking transpose of (4.15), the MLEs of β2 and Σ2 can be derived in the same way.
The log-likelihood function of (4.22) is l(µ, ηi,Σ1,Σ2) =
c−nm
2
log | Σ1 | −nr
2
log | Σ2 | −1
2
g∑
i=1
ni∑
j=1
tr{Σ−11 (Yij−Y¯−LηiRT )Σ−12 (Yij−Y¯ LηiRT )T },
(4.26)
where c = −nmr2 log 2pi. The last term of (4.26) is equivalent to
− 1
2
g∑
i=1
ni∑
j=1
tr{[vec(Yij)− vec(Y¯ )− (R⊗ L)vec(ηi)](Σ−12 ⊗ Σ−11 )[vec(Yij)− vec(Y¯ )−
(R⊗ L)vec(ηi)]T }.
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Then for fixed L and R, the MLE of vec(ηi) is (R
T⊗LT )[vec(Y¯i−vec(Y¯ )], or equivalently,
ηˆ = LT (Y¯i − Y¯ )R. Substituting ηˆi back to (4.26), along with the fact that Σ1 =
LΩ1L
T + L0Ω10L
T
0 , we have
l = c− nr
2
log | Σ2 | −nm
2
log | Ω1 | −nm
2
log | Ω10 |
− 1
2
g∑
i=1
ni∑
j=1
tr{Ω−110 LT0 (Yij − Y¯ )Σ−12 (Yij − Y¯ )TL0}
− 1
2
g∑
i=1
ni∑
j=1
tr{Ω−11 LT [Yij − Y¯ − (Y¯i − Y¯ )RRT ]Σ−12 [Yij − Y¯ − (Y¯i − Y¯ )RRT ]TL}.
(4.27)
Let Cˆres = (nm)
−1∑g
i=1
∑ni
j=1(Yij − Y¯ PRˆ0 − Y¯iPRˆ)Σˆ
−1
2 (Yij − Y¯ PRˆ0 − Y¯iPRˆ)T and CˆY =
(nm)−1
∑g
i=1
∑ni
j=1(Yij − Y¯ )Σˆ−12 (Yij − Y¯ )T be the sample column covariance matrix
relative to PR and the second sample column moment. Based on (4.27), assume that
the MLEs Rˆ and Σˆ2 are known, then for fixed L, we have Ωˆ1 =
1
nm
∑g
i=1
∑ni
j=1Kij =
LT CˆresL and Ωˆ10 =
1
nm
∑g
i=1
∑ni
j=1Gij = L
T
0 CˆY L0, where Kij = L
T (Yij − Y¯ PRˆ0 −
Y¯iPRˆ)Σˆ
−1
2 (Yij− Y¯ PRˆ0− Y¯iPRˆ)TL and Gij = LT0 (Yij− Y¯ )Σˆ
−1
2 (Yij− Y¯ )TL0. Substituting
Ωˆ1 and Ωˆ10 back to (4.27), we obtain
lˆ(L) =c− nmr
2
− nr
2
log | Σˆ2 | −nm
2
log | LT CˆresL | −nm
2
log | LT Cˆ−1Y L | −
nm
2
log | CˆY | .
Therefore, given Rˆ and Σˆ2,
Lˆ = argmin
span(B)∈G(u1,r)
log | BT CˆresB | + log | BT Cˆ−1Y B | (4.28)
and Σˆ1 = PLˆCˆresPLˆ + PLˆ0CˆY PLˆ0 . Define Rˆres = (nr)
−1∑g
i=1
∑ni
j=1(Y
T
ij − Y¯ TPL0 −
Y¯ Ti PL)Σ
−1
1 (Y
T
ij −Y¯ TPL0−Y¯ Ti PL)T and RˆY = (nr)−1
∑g
i=1
∑ni
j=1(Yij−Y¯ )TΣ−11 (Yij−Y¯ )
as the sample row counterparts. The expressions of Rˆ and Σˆ2 can be similarly derived
as
Rˆ = argmin
span(U)∈G(u2,m)
log | UT RˆresU | + log | UT Rˆ−1Y U |, (4.29)
and Σˆ2 = PRˆRˆresPRˆ + PRˆ0RˆY PRˆ0 , where Rˆ0 is the orthogonal complement of Rˆ. given
Lˆ and Σˆ1. The derivations are omitted.
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4.8.2 Proof of Lemma 4.1
Suppose that there exist two matrices γ1 ∈ Rr×p and γ2 ∈ Rm×q such that β2 ⊗ β1 =
γ2⊗ γ1. Let β(1)ij denote the ij-th element of β1 and γ(1)ij denote the ij-th element of γ1.
Then β
(1)
ij β2 = γ
(1)
ij γ2 for all i and j. This implies that γ2 = cβ2, where c = β
(1)
ij /γ
(1)
ij is
a constant, for all i and j. Since β
(1)
ij /γ
(1)
ij = c for all i and j, we have γ1 = β1/c. This
proves the lemma.
4.8.3 Proof of Proposition 4.1
Consider the log-likelihood function of (4.2):
l(β1, β2,Σ1,Σ2) = c− nm
2
log | Σ1 | −nr
2
log | Σ2 |
− 1
2
tr{Σ−11 (Y − µ− β1XβT2 )Σ−12 (Y − µ− β1XβT2 )T }.
Similar to the proof of Lemma 4.2, let θ = (vec(β1)
T , vec(β2)
T , vech(Σ−11 )
T , vech(Σ−12 )
T )T
= (θT1 , θ
T
2 , θ
T
3 , θ
T
4 )
T . The Fisher information Iθ can be partitioned into
Iθ =

Iθ1θ1 Iθ1θ2 Iθ1θ3 Iθ1θ4
Iθ2θ1 Iθ2θ2 Iθ2θ3 Iθ2θ4
Iθ3θ1 Iθ3θ2 Iθ3θ3 Iθ3θ4
Iθ4θ1 Iθ4θ2 Iθ4θ3 Iθ4θ4
 ,
where Iθiθj = −E[∂2l/∂θiθTj ]. Without loss of generality, we assume µ = 0. Since the
last part of l(β1, β2,Σ1,Σ2) is equal to
−1
2
{vec(Y )− (β2XT ⊗ Ir)vec(β1)]T (Σ−12 ⊗ Σ−11 )[vec(Y )− (β2XTi ⊗ Ir)vec(β1)},
we have ∂2l/∂θ1θ
T
1 = −XβT2 Σ−12 β2XT ⊗ Σ−11 ,
∂2l/∂θ1θ
T
2
= ∂(X ⊗ Σ−11 Y Σ−12 )vec(β2)/∂vec(β2)T − ∂(X ⊗ Σ−11 β1X)vec(βT2 Σ−12 β2)/∂vec(β2)T
= X ⊗ Σ−11 Y Σ−12 − (X ⊗ Σ−11 β1X)[Ip2 ⊗ βT2 Σ−12 + (βT2 Σ−12 ⊗ Im)Kmp2 ]
= X ⊗ Σ−11 εΣ−12 − (XβT2 Σ−12 ⊗ Σ−11 β1X)Kmp2 ,
116
∂2l/∂θ1θ
T
3 = ∂vec(Σ
−1
1 εΣ
−1
2 β2X
T )/∂vech(Σ−11 )
T = (XβT2 Σ
−1
2 ε
T ⊗ Ir)Er and
∂2l/∂θ1θ
T
4 = ∂vec(Σ
−1
1 εΣ
−1
2 β2X
T )/∂vech(Σ−12 )
T = (XβT2 ⊗Σ−11 ε)Em. As X is centered
and it is independent of ε, it follows that Iθ1θ1 = N1 ⊗ Σ−11 , Iθ1θ2 = N2 and Iθ1θ3 and
Iθ1θ4 are both zero matrices. Similarly, we can show that Iθ2θ2 = N3 ⊗ Σ−12 and Iθ2θ3
and Iθ2θ4 are both zero matrices. The derivations of Iθ3θ3 , Iθ3θ4 and Iθ4θ4 can be found
in Lemma 7.3 of Pan and Fang (2000). We omit them here.
Because g(φ) is a function of θ, denoted as f(θ), by the delta method, we have
Jreg = {[f ′(θ)]T I−1θ f ′(θ)}−1, where f ′(θ) = diag[Irp1 , Imp2 ,−ETr (Σ1⊗Σ1)CTr ,−ETm(Σ2⊗
Σ2)C
T
m]. This gives the result in Proposition 4.1 after some matrix multiplications.
4.8.4 Proof of Propositions 4.2 and 4.3
As (4.15) is over-parameterized, according to Proposition 4.1 in Shapiro (1986),
√
n(g(θˆ)−
g(θ)) converges to in distribution to a normal random vector with mean zero and covari-
ance matrix Λreg = G1(G
T
1 JregG1)
†GT1 , where G1 = (∂gi/∂θTj )i,j is the gradient matrix
that is equal to
Ip1 ⊗ L ηT1 ⊗ Ir 0 0 0 0 0 0
0 0 Ip2 ⊗R ηT2 ⊗ Im 0 0 0 0
0 G1,32 0 0 Cr(L⊗ L)Eu1 Cr(L0 ⊗ L0)Er−u1 0 0
0 0 0 G1,44 0 0 G47 G48
 ,
where G1,32 = 2Cr(LΩ1⊗Ir−L⊗L0Ω10LT0 ), G1,44 = 2Cm(RΩ2⊗Im−R⊗R0Ω20RT0 ), G47
and G48 are given in Proposition 4.2. Since G is a non-singular column transformation
matrix of G1 and Λreg depends on G1 only through its column space span(G1), then
Λreg = G(G
TJregG)
†GT .
To show the asymptotic efficiency of the envelope MLEs, consider Vreg − Λreg =
J−1reg−G(GTJregG)†GT = J−1/2reg QJ1/2reg GJ
−1/2
reg , where QJ1/2reg G
is the projection matrix onto
the orthogonal compliment of span(J
1/2
reg G). Therefore, Vreg − Λreg ≥ 0. We complete
the proof.
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Proof of Proposition 4.3. LetG.1 = (Ip1⊗LT , 0T , 0T , 0T )T , G.2 = (η1⊗LT0 , 0T , GT32, 0T )T ,
G.3 = (0
T , Ip2 ⊗ RT , 0T , 0T )T and G.4 = (0T , η2 ⊗ RT0 , 0T , GT44)T be the first four block
columns of G, and G∗ = (G.5, G.6, G.7, G.8) be the matrix containing the rest block
columns of G. After some matrix operations, it can be shown that
GTJregG =
K∗ 0
0 G∗T JregG∗
 ,
where
K∗ = (G.1, G.2, G.3, G.4)TJreg(G.1, G.2, G.3, G.4) =
A1 A2
AT2 A3
 .
Let G1. = (Ip1 ⊗L, ηT1 ⊗L0, 0, 0, 0, 0, 0, 0) and G2. = (0, 0, Ip2 ⊗R, ηT2 ⊗R0, 0, 0, 0, 0) be
the first two block rows of G. Then
avar[
√
nvec(βˆ1)]
= G1.(G
TJregG)
†GT1. = (Ip1 ⊗ L, ηT1 ⊗ L0, 0, 0)K∗
T
(Ip1 ⊗ L, ηT1 ⊗ L0, 0, 0)T
= (Ip1 ⊗ L, ηT1 ⊗ L0)(A1 −A2A†3AT2 )†(Ip1 ⊗ L, ηT1 ⊗ L0)T ,
avar[
√
nvec(βˆ2)]
= G2.(G
TJregG)
†GT2. = (0, 0, Ip2 ⊗R, ηT2 ⊗R0)K∗
T
(0, 0, Ip2 ⊗R, ηT2 ⊗R0)T
= (Ip2 ⊗R, ηT2 ⊗R0)(A3 −AT2 A†1A2)†(Ip2 ⊗R, ηT2 ⊗R0)T .
The expressions of A1, A2 and A3 are given by: G
T
.1JregG.1 = N1 ⊗ Ω−11 , GT.2JregG.2 =
η1N1η
T
1 ⊗ Ω−110 + m(Ω1 ⊗ Ω−110 + Ω−11 ⊗ Ω10 − 2Iu1 ⊗ Ir−u1), GT.3JregG.3 = N3 ⊗ Ω−12 ,
GT.4JregG.4 = η2N3η
T
2 ⊗Ω−120 +r(Ω2⊗Ω−120 +Ω−12 ⊗Ω20−2Iu2⊗Im−u2), GT.1JregG.3 = (Ip1⊗
LT )N2(Ip2⊗R), GT.1JregG.4 = (Ip1⊗LT )N2(ηT2 ⊗R0), GT.2JregG.3 = (η1⊗LT0 )N2(Ip2⊗R)
and GT.2JregG.4 = (η1⊗LT0 )N2(ηT2 ⊗R0)+2(LT ⊗Ω−110 LT0 −Ω−11 LT ⊗LT0 )Ψ(R⊗R0Ω−120 −
RΩ−12 ⊗R0)Ku2(m−u2).
4.8.5 Asymptotic properties of (4.22)
For simplicity, let vec(ηi), vec(L), vec(R), vech(Ω1), vech(Ω10), vech(Ω2) and vech(Ω20)
be denoted as φ1i, φ2, . . . , φ7 respectively, for i = 1, . . . , g. Let φi be the combined
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parameter vector φi = (φ
T
1i, φ
T
2 , . . . , φ
T
7 )
T . Therefore, vec(αi), vech(Σ1) and vech(Σ2)
can be expressed as functions of φi
h(φi) =

vec(αi)
vech(Σ1)
vech(Σ2)
 =

vec(LηiR
T )
vech(LΩ1L
T + L0Ω10L
T
0 )
vech(RΩ2R
T +R0Ω20R
T
0 )
 =

h1(φi)
h2(φi)
h3(φi)
 . (4.30)
Because of the overparameterization of the second equation in (4.30), we apply
Proposition 4.1 in Shapiro (1986) to derive the asymptotic distribution for the envelop
estimators. Assume that ni/n = ci are fixed for all n, i = 1, . . . , g − 1.
Lemma 4.2. Suppose that Y(i) ∼ Nr×m(µ + αi,Σ1,Σ2), i = 1, . . . , g − 1. Then the
Fisher information of the parameter vector (vec(αi)
T , vech(Σ1)
T , vech(Σ2)
T )T is
Ji =

ciΣ
−1
2 ⊗ Σ−11 0 0
0 m2 E
T
r (Σ
−1
1 ⊗ Σ−11 )Er 12ETr vec(Σ−11 )vec(Σ−12 )TEm
0 12E
T
mvec(Σ
−1
2 )vec(Σ
−1
1 )
TEr
r
2E
T
m(Σ
−1
2 ⊗ Σ−12 )Em
 .
Proposition 4.4. Under (4.22),
√
n(h(φˆi)− h(φi)) converges in distribution to a nor-
mal random vector with mean zero and covariance matrix Λi = Hi(H
T
i JiHi)
†HTi ,
i = 1, . . . , g − 1, where Hi is given by
R⊗ L RηTi ⊗ L0 R0 ⊗ Lηi 0 0 0 0
0 Hi,22 0 Cr(L⊗ L)Eu1 Cr(L0 ⊗ L0)Er−u1 0 0
0 0 Hi,33 0 0 Hi,36 Hi,37
 ,
with Hi,22 = 2Cr(LΩ1⊗L0−L⊗L0Ω10), Hi,33 = 2Cm(RΩ2⊗R0−R⊗R0Ω20)Ku2(m−u2),
Hi,36 = Cm(R⊗R)Eu2 and Hi,37 = Cm(R0⊗R0)Em−u2. Let Vi = J−1i be the asymptotic
variance of (vec(αi)
T , vech(Σ1)
T , vech(Σ2)
T )T under (4.19). Then the envelop estima-
tors are asymptotically more efficient than the standard MLEs, that is, Vi − Λi ≥ 0.
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Proposition 4.4 shows that if conditions (4.20) and (4.21) hold, the envelope model
always tends to give less variant estimators compared to the standard model. Therefore,
one will benefit from using the envelope model. In most cases the group effects αi,
i = 1, . . . , g, are of particular interest. We next provide the limiting distribution for αˆi.
Let Hi,.2 and Hi,.3 be the second and third columns of Hi. Let αˆi(L,R) αˆi(ηi,R), αˆi(L,ηi)
be the maximum likelihood estimators of αi when L and R, ηi and R, and L and ηi are
known, respectively.
Proposition 4.5. Under (4.22),
√
n[vec(αˆi) − vec(αi)] converges in distribution to a
normal random vector with mean zero and covariance matrix
avar[
√
nvec(αˆi)] = RΩ2R
T ⊗ LΩ1LT+
(RηTi ⊗ L0)(HT2 JH2)†(ηiRT ⊗ LT0 ) + (R0 ⊗ Lηi)(HT3 JH3)†(RT0 ⊗ ηTi LT )
= avar[
√
nvec(αˆi(L,R))] + avar[
√
nvec(QE1αˆi(ηi,R))] + avar[
√
nvec(αˆi(L,ηi)QE2)],
(4.31)
where HT2 JH2 = ηiΩ
−1
2 η
T
i ⊗ Ω−110 + m(Ω1 ⊗ Ω−110 + Ω−11 ⊗ Ω10 − 2Iu1 ⊗ Ir−u1) and
HT3 JH3 = Ω
−1
20 ⊗ηTi Ω−11 ηi+rKTu2(m−u2)(Ω2⊗Ω−120 +Ω−12 ⊗Ω20−2Iu2⊗Im−u2)Ku2(m−u2).
In the last equation of (4.31), the asymptotic variance of
√
nvec(αˆi) can be parti-
tioned into three additive parts and each of them corresponds to asymptotic variance
of the MLE when two of L, ηi, R are known. The terms QE1 and QE2 are the projec-
tion matrices onto the orthogonal subspaces of span(L) and span(R). They serve to
orthogonalize their corresponding random vectors and make the asymptotic variance
additive.
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4.8.6 Proof of Lemma 4.2
Let θi = (vec(αi)
T , vech(Σ−11 )
T , vech(Σ−12 )
T )T , i = 1, . . . , g − 1. By Lemma 7.3 in Pan
and Fang (2000), the Fisher information of θi is
Iθi =

ciΣ
−1
2 × Σ−11 0 0
0 m2 E
T
r (Σ1 ⊗ Σ1)Er 12ETr vec(Σ1)vec(Σ2)TEm
0 12E
T
mvec(Σ2)vec(Σ1)
TEr
r
2E
T
m(Σ2 ⊗ Σ2)Em
 .
The term h(φi) is a function of θi, denoted as g(θi). The Fisher information of g(θi)
is Ji = Ig(θi) = {avar[
√
ng(θˆi)]}−1 = {[g′(θi)]T I−1θi g′(θi)}−1. It can shown that g′(θi) =
diag[Irm,−ETr (Σ1 ⊗ Σ1)CTr ,−ETm(Σ2 ⊗ Σ2)CTm]. Then Ji = [g′(θi)]−1Iθi{[g′(θi)]−1}T .
Since [ETr (Σ1 ⊗ Σ1)CTr ][ETr (Σ−11 ⊗ Σ−11 )CTr ] = I, it follows that [ETr (Σ1 ⊗ Σ1)CTr ]−1 =
ETr (Σ
−1
1 ⊗ Σ−11 )CTr . Correspondingly,
[g′(θi)]−1 =

Irm 0 0
0 −ETr (Σ−11 ⊗ Σ−11 )CTr 0
0 0 −ETm(Σ−12 ⊗ Σ−12 )CTm
 .
Therefore, by multiplying [g′(θi)]−1 with Iθi and {[g′(θi)]−1}T , we obtain the fomular of
J in Lemma 4.2.
4.8.7 Proof of Proposition 4.4
We first derive the expression of H. Since (4.22) is an over-parameterized model, by
Proposition 4.1 in Shapiro (1986), we have
√
n(h(φˆi)−h(φi)) converges in distribution to
a normal random vector with mean zero and covariance matrix Λi = Wi(W
T
i JiWi)
†W Ti ,
where Wi = (∂hk/∂φ
T
il)k,l is the gradient matrix and φil denotes the l-th element in φi.
According to (4.30), it can be shown that Wi is equal to
R⊗ L RηTi ⊗ Ir (Im ⊗ Lηi)Kmu2 0 0 0 0
0 Wi,22 0 Wi,24 Wi,25 0 0
0 0 Wi,33 0 0 Wi,36 Wi,37
 ,
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where Wi,22 = 2Cr(LΩ1⊗ Ir−L⊗L0Ω10LT0 ), Wi,33 = 2Cm(RΩ2⊗ Im−R⊗R0Ω20RT0 ),
Wi,24 = Cr(L⊗L)Eu1 , Wi,25 = Cr(L0 ⊗L0)Er−u1 , Wi,36 = Cm(R⊗R)Eu2 and Wi,37 =
Cm(R0 ⊗R0)Em−u2 .
Since Λi is invariant in Wi with any full rank column transformations, then Λi =
Hi(H
T
i JiHi)
†HTi , where Hi = WiD
−1
i has the same column space as Wi, with Di =
Irm η
T
i ⊗ LT (RT ⊗ ηi)Kmu2 0 0 0 0
0 Iu1 ⊗ LT0 0 0 0 0 0
0 0 (RT0 ⊗ Iu2)Kmu2 0 0 0 0
0 2Cu1(Ω1 ⊗ LT ) 0 Iu1(u1+1)
2
0 0 0
0 0 0 0 I (r−u1)(r−u1+1)
2
0 0
0 0 2Cu2(Ω2 ⊗RT ) 0 0 Iu2(u2+1)
2
0
0 0 0 0 0 0 Ik

,
where k = (m−u2)(m−u2+1)/2. The matrix multiplication WiD−1i gives the expression
of Hi in Proposition 4.4.
We next show the efficiency of the envelope estimation. Note that Vi − Λi =
J−1i − Hi(HTi JiHi)†HTi = J
− 1
2
i (I − P
J
1
2
i Hi
)J
− 1
2
i = J
− 1
2
i Q
J
1
2
i Hi
J
− 1
2
i . As Q
J
1
2
i Hi
is the
projection matrix onto the orthogonal compliment of span(J
1
2
i Hi), it is positive semi-
definite. Hence Vi − Λi ≥ 0.
4.8.8 Proof of Proposition 4.5
Let Hi,.1 = (R
T ⊗ LT , 0T , 0T )T , Hi,.2 = (ηiRT ⊗ LT0 , HTi,22, 0T )T and Hi,.3 = (RT0 ⊗
ηTi L
T , 0T , HTi,33)
T be the first three block columns of Hi, and H
∗
i denote the matrix that
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contains the rest block columns of Hi. After some matrix derivations, we have
HTi JiHi = (Hi,.1, Hi,.2, Hi,.3, H
∗
i )
TJi(Hi,.1, Hi,.2, Hi,.3, H
∗
i )
=

HTi,.1JiHi,.1 0 0 0
0 HTi,.2JiHi,.2 0 0
0 0 HTi,.3JiHi,.3 0
0 0 0 H∗Ti JiH
∗
i

which is block-diagonal with HTi,.1JiHi,.1 = ciΩ
−1
2 ⊗ Ω−11 , HTi,.2JiHi,.2 = ciηiΩ−12 ηTi ⊗
Ω−110 +mΩ1⊗Ω−110 +mΩ−11 ⊗Ω10− 2mIu1 ⊗ Ir−u1 and HTi,.3JiHi,.3 = ciΩ−120 ⊗ ηTi Ω−11 ηi +
rKTu2(m−u2)(Ω2⊗Ω−120 +Ω−12 ⊗Ω20−2Iu2⊗Im−u2)Ku2(m−u2). The expression of H∗
T
i JiH
∗
i
is not needed for our proof. Therefore,
Λi = Hi(H
T
i JiHi)
†HTi =
3∑
j=1
Hi,.j(H
T
i,.jJiHi,.j)
†HTi,.j +H
∗
i (H
∗T
i JiH
∗
i )
†H∗
T
i .
After some algebra work, we obtain
avar[
√
nvec(αˆi)]
= ciRΩ2R
T ⊗ LΩ1LT + (RηTi ⊗ L0)(HTi,.2JiHi,.2)†(ηiRT ⊗ LT0 )+
(R0 ⊗ Lηi)(HTi,.3JiHi,.3)†(RT0 ⊗ ηTi LT ).
According to the delta method, we have avar[
√
nh(φi)] = Wiavar(
√
nφi)W
T
i . Hence
the Fisher information of φˆi is W
T
i JiWi, which can be represented as
Jηiηi JηiL JηiR 0 0 0 0
JLηi JLL JLR JLΩ10 0 0
JRηi JRL JRR 0 0 JRΩ2 0
0 JΩ1L 0 JΩ1Ω1 0 0 0
0 0 0 0 JΩ10Ω10 0 0
0 0 JΩ2R 0 0 JΩ2Ω2 0
0 0 0 0 0 0 JΩ20Ω20

,
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where Jηiηi = −E[∂2l/∂φi1φTi1], JηiL = −E[∂2l/∂φi1φTi2], JηiR = −E[∂2l/∂φi1φTi3], and
the other terms are analogically defined. These matrices can be computed based on the
definitions of Wi and Ji.
If L and R are known, the asymptotic variance of the MLE of ηi, denotes as ηˆi(L,R)
is J−1ηiηi , because when we cross out the second and third rows and columns of the matrix
HTg JiHg, the remaining matrix is block-diagonal with blocks Jηiηi , JΩ1Ω1 , JΩ10Ω10 , JΩ2Ω2
and JΩ20Ω20 . Similarly, if ηi and L are known, the asymptotic variance of the MLE of R,
denotes as Rˆηi,L is (JRR−JRΩ2J−1Ω2Ω2JTRΩ2)−1; and if ηi and R are known, the asymptotic
variance of the MLE of L, denoted as Lˆηi,R, is (JLL − JLΩ1J−1Ω1Ω1JTLΩ1)−1. After some
matrix operations, we obtain
avar[
√
nvec(ηˆi(L,R))] = (c
−1
i Ω
−1
2 ⊗ Ω−11 )−1 = ciΩ2 ⊗ Ω1
avar[
√
nvec(Lˆηi,R)]
= [ciηiΩ
−1
2 η
T
i ⊗ Σ−11 +m(Ω1 ⊗ L0Ω−110 LT0 + Ω−11 ⊗ L0Ω10LT0 − 2Iu1 ⊗ L0LT0 )]−1
avar[
√
nvec(Rˆηi,L)] = [ciΣ
−1
2 ⊗ ηTi Ω−11 ηi+
rKTu2m(Ω2 ⊗R0Ω−120 RT0 + Ω−12 ⊗R0Ω20RT0 − 2Iu2 ⊗R0RT0 )Ku2m]−1.
It can be seen that HT.2JH.2 = (I ⊗LT0 ){avar[
√
nvec(Lˆηi,R)]}−1(I ⊗L0) and HT.3JH.3 =
(RT0 ⊗ I){avar[
√
nvec(Rˆηi,L)]}−1(R0 ⊗ I). Therefore, by using Corollary E.1 (Cook, Li
and Chiaromonte 2010), we have
avar[
√
nvec(αˆi)] = (R⊗ L)avar[
√
nvec(ηˆi(L,R))](R
T ⊗ LT )+
(RηTi ⊗ PL0)avar[
√
nvec(Lˆηi,R)](ηiR
T ⊗ PL0) + (PR0 ⊗ Lηi)avar[
√
nvec(Rˆηi,L)](PR0 ⊗ ηi)
= avar[
√
nvec(Lηˆi(L,R)R
T )] + avar[
√
nvec(PR0Lˆηi,RηiR
T )] + avar[
√
nvec(LηiRˆηi,LPR0)]
= avar[
√
nvec(αˆi(L,R))] + avar[
√
nvec(QE1αˆi(ηi,R)] + avar[
√
nvec(αˆi(L,ηi)QE2)].
Chapter 5
Future works
5.1 Semiparametric higher-order sufficient dimension re-
duction
In the literature, dimension reduction methods usually rely on linearity and constant
variance assumptions on the predictors. These assumptions are similarly required by
our proposed tensor SDR approaches, although in a tensor formulation. Inspired by Ma
and Zhu (2012), we plan to establish semiparametric tensor SDR that is free of both
conditions and yields consistent estimation of the central dimension reduction subspace.
By incorporating tensor SDR into the semiparametric framework, the higher-order di-
mension reduction problems become semiparametric estimation problems. Therefore,
statistical inference can be established by powerful semiparametric tools.
In semiparametric tensor SDR, we can use the geometric approach in Bickel et al.
(1993) and Tsiatis (2006) to derive a class of influence functions and construct the
estimation for the sufficient reduction. In this way, we can relax the linearity and
constant variance condition, and further extend the methods to data with discrete or
categorical covariates.
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5.2 SDR for longitudinal data with ramdom effects
Consider model-based SDR for longitudinal data. By incorporating random effects, the
conventional PCA model can be modified as
Xij = µ+ αi + Γνij + εij , (5.1)
where i = 1, · · ·, n, j = 1, · · ·,mi, Xij is the p dimensional covariate vector for sub-
ject i at time j, µ is the grand mean E(Xij), αi is the random subject effect and is
assumed to be identically and independently normal distributed as N(0, D) for all i.
Γ is a standardized orthogonal p × d matrix, that is ΓTΓ = Id. Here νij is defined as
ΓT [E(Xij |Yij) − E(Xij)], then νij is fixed. The random error εij denotes the within
group variation and is identically and independently distributed as N(0, σ2Ip), for all
i and j. In addition, εij is independent with αi and νij for all i, j. The key idea of
the this method is to incorporate the random subject effect into the model thus data
with correlated observations can achieve dimension reduction. For example, in a study
of high school academic performance, ten schools are random selected from a city and
fifty students are chosen from each school, whose academic stores and other possible
influential factors on their scores are collected. Here the school variable is considered
as a random effect since the student performances within each school are usually corre-
lated. Conventional PCA and PFC model cannot handle such complex data structure,
but model (5.1) can capture the subject effect with both αi and νij .
The central subspace (CS) Sv|X based on model (5.1) is span(Γ), since
ν⊥⊥X | ΓTX.
One can apply maximum likelihood method to estimate Γ. Considering the inverse
model for each subject,
Xi = (1m ⊗ Ip)µ+ (1m ⊗ Ip)αi + (1m ⊗ Ip)Γνi + εi, (5.2)
where Xi is the subject covariate vector equal to (X
T
i1, · · ·, XTimi)T , εi is the subject
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within group error vector (εTi1, · · ·, εTimi)T , νi is equal to (νi1, · · ·, νimi) and (1m ⊗ Ip) =
(Ip, Ip, · · ·, Ip)T with m identity matrices of dimension p as components. The CS can be
estimated by maximum likelihood estimation.
By replacing νij with βif(Yij), the PFC random effect model is established as
Xij = µ+ αi + Γβif(Yij) + εij , i = 1, ..., n, j = 1, ...,m, (5.3)
where Yij ∈ R1 is the response variable for subject i at time j, f(Yij) ∈ Rr is a known
vector-valued function and can be determined by inverse response plot or a sequence of
basis functions (Cook and Forzani 2008), and βi ∈ Rd×r is the coordinates of f(Yij).
The coeffiicent βi can be either fixed or random depending on the data structure. The
random error εij is independent of βi and has a normal distribution N(0,∆). Under
(5.3), it can be shown that the central subspace SY |X is span(Γ). One can estimate
the CS by maximum likelihood estimation. In this case, the response information is
contained in the estimation of the CS.
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