In this paper, based on word-serial pipeline architecture, a new efficient distributed arithmetic (NEDA) technique is introduced. This architecture increases the speed and reduced the time of 2-D discrete wavelet transform (DWT). In this design, word-serial pipeline architecture able to compute a complete 2-D discrete wavelet transforms (DWT) binary tree in an on-line fashion, and easily configurable in order to compute any required 2-D DWT sub tree is proposed. In this architecture, free of ROM, multiplication and subtraction, 9 high-pass and 7 low-pass NEDA techniques are used concurrently. The proposed NEDA architecture is 30% faster than compare the exiting architecture and 27% reduced the area. The word-serial pipelines architecture has 100% hardware utilization efficiency.
INTRODUCTION
Fourier Transform (FT) with its fast algorithms (FFT) is an important tool for analysis and processing of many natural signals. FT has certain limitations to characterize many natural signals, which are non-stationary (e.g. speech). Though a time varying, overlapping window based FT namely STFT (Short Time FT) is well known for speech processing applications, a new time-scale based Wavelet Transform (WT) is a powerful mathematical tool for non-stationary signals.
Due to remarkable advantage of discrete wavelet transform (DWT) over the unitary transforms like discrete wavelet transform (DWT), discrete cosine transform (DCT), discrete sine transform (DST) and discrete Fourier transform (DFT), DWT is widely used in multimedia applications for efficient utilization of bandwidth with enhanced performance [1, 2] . The amount of multimedia data processed is really huge and many of its applications required real-time processing for performance for better performance. To meet the timing requirement, DWT is implemented in a VLSI system [3, 4] .
Numerous wavelet applications have given rise to algorithms and architectures for wavelet transforms. Since digital signal processors (DSPs) are designed for general-use architectures, and are therefore not optimal for a specific algorithm, such as a. WT, we designed and implemented a specialized, parallel architecture. With such a design algorithm, calculations can, to a great extent, run parallel operations in order to increase the global speed.
The 2-D discrete wavelet transform (DWT) has been widely used in many areas of science and engineering, e.g., signal and image processing, bio-informatics, geophysics, and meteorology etc. for the applications involving compression and analysis of various forms of data. The well-known image coding standards, namely, MPEG-4 and JPEG2000 have adopted DWT as the transform coder due to its remarkable advantages over the other transforms.
Several designs have been proposed for the multiplier-less implementation of 2-D DWT based on the principle of distributed arithmetic (DA) [5, 6] . The structure of distributes the bits of the fixed coefficients instead of the bits of input samples. Consequently, the adder-complexity of the structure of depends on the DA-matrix of the fixed coefficients [5] .
Martina et al [3] have approximated the 9/7 filter coefficients and expressed the 9/7 filter outputs in terms of 5/3 filter outputs. By that approach, they have significantly reduced the adder-complexity of the 9/7 DWT. Gourav et al [9] have suggested an LUT-less DA-based design for the implementation of 1-D DWT. They have eliminated the ROM cells required by the DA-based structures at the cost of additional adders and multiplexors. The adder-complexity of this structure is significantly higher than the other multiplierless structures.
In this paper, we have proposed an efficient scheme to derive NEDA-based word-serial parallel structures, in this architecture, free of ROM, multiplication and subtraction.
The remainder of the paper is organized as follows: mathematical derivation of NEDA techniques is presented in Section II. The proposed a multiplier-less architecture for 9/7 wavelet Filter by using NEDA are presented in Section III. Result and simulation of the proposed structures are discussed and compared with the existing structures in Section IV. Conclusion and future scope is presented in Section V.
MATHEMATICAL DERIVATION OF NEDA
Consider the following sum of products [7] :
Where k X are fixed coefficients and they k Y are the input data words. Equation (1) can also be written in the form of a matrix product as: Now on combining equations (1) and (3)
PROPOSED ARCHITECTURE
In this paper, we have proposed a multiplier-less 2-D architecture for 9/7 wavelet Filter by using NEDA. The filter coefficients of 9/7 wavelet filter are given in table1. We multiply the filter coefficients by 100 for simplification. The mathematical calculation for 1-D low pass output is explained by an example. Figure 1 , apply NEDA techniques step-1 all the input converts' binary number
Step-2 all the binary input applied to sign extension so,
Step-3 all the sign extension input applied to adder array so,
Step-4 the entire adder array input applied to MUX so, Carry is rejected.
RESULT AND SIMULATION
We have implemented the multiplier-less 9/7 filter for two dimensional discrete wavelet transform (2-D DWT) by using NEDA. We have modified NEDA consist of MUX which requires less time compare to exiting architecture and to achieve good computation speed. r (2) r (3 ) r (4 ) r (5 ) s (2) s (3) s (4) s (5) s ( 1193804.14 7
The theoretical comparison between the Gaurav tiwari's architecture [1] and the proposed multiplier-less architectures using NEDA and using modified NEDA is shown in Table 3 .
Implementing the architecture of Gaurav Tewari et al [1] has been simulated in VHDL and the functionality is verified by RTL and gate level simulation. To estimate the timing, area and power information for ASIC design, we have used Synopsys Design Compiler to synthesize the design into gate level.
The comparison between the Gaurav tiwari's architecture [1] , and the proposed multiplier-less architectures using NEDA and using modified NEDA, on the basis of area, delay and power is shown in Table 3 . Output waveform of full adder, shift register and 2-D 9/7 filter show in Figure 2 -4.
CONCLUSION
In this paper a multiplier-less VLSI architecture is proposed using new distributed arithmetic algorithm named NEDA. Mathematical proof is given for the validity of the NEDA scheme.
We propose a novel distributed arithmetic paradigm named NEDA for VLSI implementation of digital signal processing (DSP) algorithms, image, and video involving inner product of vectors. The proposed modified NEDA architecture is 30% faster than the DA based architecture at the cost of 27% increase in area.
In the proposed architecture if we apply lifting based technique then area and power will be reduced and the performance of the architecture will also be efficient. This architecture will also be very efficient in various applications like an image compression and speech denoising. 
