Abstract. Rational Chebyshev approximations are given for the complete Fermi-Dirac integrals of orders -\, \ and f. Maximal relative errors vary with the function and interval considered, but generally range down to 10~9 or less.
Introduction.
The complete Fermi-Dirac integrals are usually defined by (i) FM.) -f £L-, k > -i, although Dingle [4] prefers the definition (2) Mx) = (fc!)-1 f -¿^r Jo e ' x A-1 which places no restriction on k. We will use definition (1) but will employ some formulas, suitably modified, derived by Dingle. These integrals appear in a variety of applications subject to Fermi-Dirac statistics, for example in the theory of semiconductors.
The most frequently used functions are those for which k is either an integer or a half-integer. Function values are quite difficult to compute for k a half-integer and x positive. Consequently a number of useful tables have been published over the last 30 years (e.g., [1] , [2] , [4] , [9] ). Recently Werner and Raymann [12] used interpolation in the McDougall and Stoner [9] table to generate a compatible pair of Chebyshev approximations for the case k = j¡. Their work allows easy computation of F1/2(x) with a maximal relative error less than 5 X 10~\ The present work presents portions of the arrays, termed by Rice [11] the L» Walsh arrays, of rational Chebyshev approximations for k = -J, 5, and §. Maximal errors range down to 10~9 or less.
2. Functional Discussion. The well-known expansion [4] , [9] (3)
Fk ( For positive x, Dingle [4] has shown
where [x] denotes the integer part of x, and t2r = ¿(2x)2r(l -21"2r)|ß2r|/(2r)! where the Br are the Bernoulli numbers. This expansion is finite, hence exact, for k an integer. However, for k half an odd integer the expansion is only asymptotic, equivalent to the well-known Sommerfeld representation [9] fc+l in \ (6) Fkix) = ^rr-yjl + E «**"*> + R2n
and Ä2n is a remainder term. Dingle [4] , [5] , [6] has transformed (5) into a convergent representation by replacing the final sum with
-(e -e cos xs) -¿^-¡-x .
2(s\) sinxs m=i s!
In the Sommerfeld form,
The reader is referred to Dingle's works for the derivations of (8) and (9) and for some useful asymptotic expressions for the As(x).
3. Approximation Forms. Three different approximation forms and associated intervals were chosen for each function, reflecting the basically different functional behaviours displayed in Eqs. (3), (4), and (6). The forms and intervals are: where the Rk,i,m are rational Chebyshev approximations of degree I in the numerator and m in the denominator. The first and third forms were also used by Werner and Raymann [12] , although our choice of interval for the third form is different. The choice of intervals used here is the result of experimentation. Reasonable choices of I and m give reasonable accuracy on each interval and, although not optimal in this sense, a given choice of k, I and m results in about the same accuracy for each interval.
4.
Computations. All computations to be described were carried out on a CDC-3600 computer in 25-decimal floating point arithmetic.
The basic tools for obtaining the approximations were two versions of the second algorithm of Remes [3] , [7] . Functional values were computed as needed in a number of ways. For x < -1, Eq. (3) gave at least 20S results. The series in Eq. (4) was transformed by the QD algorithm [8] into a continued fraction, the first 40 terms of which gave about US for | x | < 4 (higher accuracy for smaller x and less accuracy for larger x). Finally the Sommerfeld-Dingle expansion, Eqs. (6)- (10), was the basis for a computation that gave maximal relative errors of 3 X 10-9 for k = -i, 3 X 10 for k and 5 X 10 for k = f and x ^ 4. Because of large subtraction errors in the Dingle method, these last accuracies appear nearly maximal using 25-decimal arithmetic. All three methods of computation were crosschecked in regions where they overlapped, and were checked for gross errors against existing tables in the literature, although none of the tables contained as many significant figures as the computations.
Additional detailed numerical checking was made in the case of the computations based on Dingle's work because of the large subtraction error involved in Eq. (9) for certain values of s and x. As a final E-1,2.1.n, = -100 log 
.<* ,, Fkix)
were plotted on a cathode-ray tube, photographed and examined for smoothness.
Because the approximation forms (11) and (13) correctly emulate the asymptotic behaviour of Fkix) as x --> ± °°, the errors (14) vanish asymptotically. Thus computations in the Remes algorithm could be restricted to large finite intervals, generally [ -10, 1] in the first case and [4, 60] in the second.
In the original computations all error curves were levelled to at least 3S. The rounded coefficients presented in this paper were separately tested for 2000 random arguments against the original function routines. In each case the maximal error agreed within 2S in magnitude and position with one of the extremal points found in the Remes algorithm.
Out of about 200 different approximations generated for the intervals and approximation forms described above, almost a dozen gave nonstandard error curves on the interval considered, or a slightly larger interval, or computational difficulty because of near-degeneracy.
The nonstandard error curves were typified by an extra extremal point of magnitude different from the others, while the near-degeneracy was frequently typified by a pole just outside the approximation interval, and a near-common factor in the numerator and denominator.
As expected, if Table IIA F-in(x) S e* r(l/2) + e* ¿ p,e" / ¿ q, e" \, The behaviour of the two versions of the Remes algorithm used in these difficult cases points up a basic difference in the numerical stability of the two approaches. For example, the program based on the Fraser-Hart technique [7] failed to converge to (Fi/2) 3,3(2) even when 10S initial guesses at the critical points and a 5S initial guess at the maximal error, based on the approximation obtained by the CodyStoer technique [3] , were used. The difficulty in this case is that the denominator of Äi/2,3,3 vanishes for x2 «¿ 15.93994663, while the numerator vanishes for x2 «¿ 15.93994749 and the interval of approximation is 16 : § x2 < 00. This approximation is not very stable numerically.
The techniques devised to handle such nearly-degenerate cases are still being revised, and will be the subject of a future paper. 5. Results. Table I lists the values of El*,m = -100 log max | Sl*,m(x)\ , where the maximum is taken over the appropriate interval, for the initial segments of the Leo Walsh arrays. An examination of the tables indicates that El,i,m is generally close to maximal for fixed k and l A-m along the line I = m. Tables II, III and IV present the coefficients for cases I = m, I -0, 1, • • • , 4 for each interval. All coefficients are given to an accuracy greater than that justified by the maximal Coefficients for all approximations indicated in Table I will be published in an Argonne National Laboratory report. 6. Acknowledgements.
