The paper deals with a mathematical model for two interacting populations. Under the assumption of fast stochastic contacting of populations, we derive stochastic Poisson-type differential equations with a small parameter and propose an approximative algorithm for quantitative analysis of population dynamics that consists of two steps. First, we derive an ordinary differential equation for mean value of each population growth and analyse the average asymptotic population behaviour. Then, applying diffusion approximation procedure, we derive a stochastic Ito differential equation for small random deviations on the average motion in a form of a linear nonhomogeneous Ito stochastic differential equation and analyse the probabilistic characteristics of the Gaussian process given by this equation.
INTRODUCTION
The most popular classical mathematical model for interacting populations mostly is given (Lotka, 1925; Volterra, 1931; Bazykin, 1998; Murray, 2003; Britton, 2005; Edelstein-Keshet, 2005) as a system of ordinary differential equations: 
where x and y are the densities of interacting populations, the functions f x ( ) and h y ( ) define the relative growth rates of the populations in the absence of interactions, sufficiently smooth functions g x y ( , ) and m x y ( , ) are the changes of populations growth rates conditioned on a cooperative effect, called "functional responses". In reality, even though all functions of the right-hand side in (1) are derived in compliance with biological laws, the parameters of these functions are random and should be estimated by collecting and analysing environmental data. Therefore, several papers propose and analyse mathematical models for interacting populations in a form of stochastic Ito differential equations (Mangel and Ludwig, 1977; Samanta, 2011): [ ] dx t x t f x t g x t y t dt x t y t dw ( ) ( ) ( ( )) ( ( ), ( )) ( ( ), ( )) (
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where w t 1 ( ) and w t 2 ( ) are correlated Wiener processes given on a probability space (W, , R) F . Like the deterministic model (1) the above mentioned stochastic models suppose fixed contacts of the interacting populations. The mathematical model for population dynamics discussed in our paper is also given as a system of stochastic differential equations, but of the Poisson type rather than Ito (Skorokhod, 1989) . To introduce our model, we first need to specify a stationary Poisson process { } x( ), t t ³ 0 on the probability space (W, , R) F with the generator (Gikhman and Skorokhod, 1972) :
, is a probabilistic measure on { , } U U S and v u ( ) is an arbitrary bounded measurable function. This process satisfies a stochastic Skorokhod type differential equation:
where m e ( , ) dt du is a Poisson measure (Skorokhod, 1989 ) on R Ú with parameter e p -1 ( ) du dt. Here and hereinafter in this paper we will use notation f t ( ) for the left limit of a func-
The increments of this process we will use like increments of a Wiener process for deriving stochastic Ito equations. The dynamics of a piecewise constant process { ( ), } x t t ³ 0 with the previously defined generator may be specified as follows (Gikhman and Skorokhod, 1972) : there exists such a stationary time series of independent exponentially distributed with parameter e -1 random variables { , } d k k N -Î 1 and independent on this sequence stationary time series { , }
is equal to e and hence for sufficiently small e > 0 the previously defined Poisson process like a Wiener process also has fast oscillations. The proposed stochastic model for interacting populations of preys x t e ( ) and predators y t e ( ) may be specified as a system of stochastic Poisson type differential equations: (3) define the Poisson martingales with independent increments (Mangel and Ludwig, 1977) .
In the second and third sections we describe the method for approximative analysis of the system (2) proposed in (Skorokhod, 1989; Tsarkov, 2002) . This method, the same as the classical limit theorem, consists of two steps: the averaging procedure and the Gaussian approximation for deviations from the mean value. The fourth section is devoted to analysis of the most popular models (Murray, 2003; Bazykin, 1998) for population interaction.
STOCHASTIC AVERAGING PROCEDURE
Probabilistic properties for the Markov process defined by equations (2) may be specified (Gikhman and Skorokhod, 1972) by the weak infinitesimal operator where v x y ( , ) is an arbitrary sufficiently smooth function and d dt + is the right derivative.
To derive this operator, we can apply the Skorokhod formula (Gikhman and Skorokhod, 1972) for the change of variables and specify the above operator (4) by the formula
Now we can take the limit in (5) as e ® 0 and derive the operator
This means (Skorokhod, 1989 ) that we can be sure that for
x t y t is the solution of (1), S r is a centered circle in R 2 and x y 0 0 are initial conditions for (1) and (2). This guarantees that for any T > 0 and any initial conditions 
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The ordinary differential equation (1) mostly can be used for qualitative analysis of the population growth in the mean. If the dynamical system (1) has an attracting set, then we can rely on a population being located in some neighborhood of this attracting set. But in reality, even such small random perturbations as (2) can significantly change population dynamics and the attracting set turns into a repulsive set. Only if an asymptotically stable equilibrium point ( , )
x y for dynamical system (1) satisfies identities G x y u ( , , ) , º 0 M x y u ( , , ) º 0 we may be sure (Tsarkov, 2002 ) that this point is asymptotically stable equilibrium for dynamical system (2) with probability one.
DIFFUSION APPROXIMATION
According to the diffusion approximation method for impulsive Markov dynamical systems (Skorokhod, 1989) to analyse random deviations for solutions of initial equations (2) on solutions of averaging equations (1), at first we have to derive the stochastic differential equations for the two-dimensional non-homogeneous Markov process X t
x t x t e e e ( ):
derive a weak infinitesimal operator L t ( ) e dependent on e and t for this process and take on the limit as e ® 0. It can be easily ensured that we may derive stochastic equations for (6) accurate within infinitesimal order greater than e. Therefore, the differentials for processes (6) may be derived as follows: 
By definition (6) equations (7)-(8) have zero initial conditions. Next, applying Ito-Skorokhod substitution formula (Gikhman and Skorokhod, 1972) , we can derive a weak infinitesimal operator for the non-homogeneous Markov process (6) in asymptotic form:
where the operator and the matrix S( ) t is a solution of matrix equation 
Î is a two dimensional zero-mean Gaussian process and its covariance matrix C(t) satisfies the matrix differential equations:
with the zero initial condition. If ( , )
x y is an asymptotically stable equilibrium point for (1), then the coefficients in (9) are constant matrices and we may write a solution of this equation with any initial conditions r Z t ( ) 0 for any t R 0 Î as follows: The matrix A x y ( , ) as the Jacobian matrix for (1) at the stable equilibrium point ( , ) x y is negative definite. Therefore, with probability one there exists satisfying (9) } of this point that for any r x e ( ) 0 = r x V r ( ) 0 Î and sufficiently small e > 0, the finite dimensional distributions of the solution of equation (2) may be (Mangel and Ludwig, 1977; Skorokhod, 1989 ) approximated by the finite dimensional distributions of the two dimensional non-homogeneous Gaussian Markov process { ( ) r x t + e r Z t stac ( )}. Unfortunately, for other asymptotically stable attracting sets the solution of equation (10) can unrestrictedly increase and we may apply the previously constructed diffusion approximation at a sufficiently small time interval only. For example, if r x t x t y t e ( ): {$( ), $( )} = is an asymptotically stable limit cycle for (1) with period w, then all matrices in (10) are w-periodic and we can expect a resonance effect for this equation.
STOCHASTIC MODELS FOR LOGISTIC POPULA-TIONS WITH RANDOM FUNCTIONAL RESPONSES
In this section we illustrate capabilities of diffusion approximation procedure derived in the previous section to analysis of stochastic models for interpopulation relationship of two interacting populations: symbiosis, competition and praypredator. The deterministic mathematical models for dynamical analysis of these models for the first time appear in papers by Lotka, 1925, and Volterra, 1931 . Denoting the mass density of the first species by x t ( ) and the mass density of the second species by y t ( ) at time moment t, the above authors assume that the dynamics of populations may be studied as the system of ordinary differential equations: 
3. prey-predator: g g g m m
In compliance with our approach for stochastic modelling we suppose random interpopulation contacts at random time moments. For that we assume the coefficients of functional responses to be perturbed by jump type Poisson martingales and define the Poisson stochastic model for interacting populations as follows: 
The first step for approximative diffusion approximation method is qualitative analysis of equations (11). It is not so difficult to find a nontrivial coordinate of the equilibrium point for this system: 
If g m m g 2 2 3 3 > , then these coordinates are positive, that is, both populations coexist. The Jacobian for the dynamical system (11) at the point (13) has the following form: The trace of this matrix is negative, and the determinant is positive. Therefore, if the equilibrium (13) has positive coordinates, then, according to classical mathematical model (11) both populations coexist at some neighbourhood of the equilibrium (13). Figures 1, 2 and 3 show trajectories of equations (11) and (12) for e = 0 01 . , the Uniform U( ; ) As a function of time, the covariance matrix C t ( ) for the Gaussian process r Z t ( ) satisfies the ordinary matrix differential equation
with the zero initial conditions. Now we can approximate the distribution for solutions of equations (12) -11 distribution p( ) du , a u u ( ) = 2 , b u u ( ) = , the initial values x y ( ) ( ) 0 0 3 = = and the parameters specially selected for the type of interaction.
Defined by equations (14) As we can see, for any population there exists an asymptotically stable equilibrium C for equation (14). Recall that the solution { ( ), ( )} x t y t of equation (11) for selected parameters tends to equilibrium point (13), and we can analyse the Fig. 1 . The systems (11)-(12) protocooperation: g1 = 3; g2 = 2; g3 = 1; m1 = 1; m2 = 2; m3 = 1 Fig. 2 . The systems (11)-(12) concurrence: g1 = 1; g2 = 3; g3 = -1; m1 = 1; m2 = 2; m3 = -1 Fig. 3 . The systems (11)-(12) prey-predator: g1 = 3; g2 = 2; g3 = -1; m1 = -1; m2 = 0; m3 = 1 Fig. 4 . Protocooperation: the trajectories of (11) and (11)+deviations: g1 = 3; g2 = 3; g3 = 1; m1 = 1; m2 = 2; m3 = 1 Fig. 5 . Concurrence: the trajectories of (11) and (11)+deviations: g1 = 1; g2 = 3; g3 = -1; m1 = 1; m2 = 2; m3 = -1 asymptotics of (14) with x t x ( ) º , y t y ( ) º . The matrix A x y ( , ) is negative definite and we can look for the above-mentioned matrix C as the solution of the matrix equation 
This means that after some time we may approximate the distribution functions for the process { ( ), ( )} x t y t e e defined by equation (12) as corresponding the two-dimensional Gaussian distributions with mean { , }
x y and covariance matrix eC . Fig. 6 . Prey-predator: the trajectories of (11) and (11)+deviations: g1 = 3; g2 = 2; g3 = -1; m1 = -1; m2 = 0; m3 = 1 Fig. 7 . The coordinates of covariance matrix. Protocooperation: g1 = 3; g2 = 2; g3 = 1; m1 = 1; m2 = 2; m3 = 1 Fig. 8 . The coordinates of covariance matrix. Concurrence: g1 = 1; g2 = 3; g3 = -1; m1 = 1 ; m2 = 2 ; m3 = -1 Fig. 9 . The coordinates of covariance matrix. Prey-predator: g1 = 3; g2 = 2; g3 = -1; m1 = -1; m2 = 0; m3 = 1
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