Here, we expand the discussion from the main paper on how to compute D(n, k), the number of dynamic graphlet types with n nodes and k events.
types. Clearly, considering all of these possible extensions will be computationally expensive; moreover, not all of the detected dynamic graphlet instances will have meaningful interpretations.
To address this and remove the likely redundant graphlet counts, which is expected to reduce computational complexity of dynamic graphlet counting, we propose a modification to the counting process, as follows. When we are extending a dynamic graphlet ending with event e1 = (u1, v1, t1, σ1) with a new event e2 = (u2, v2, t2, σ2), if {u1, v1} = {u2, v2}, i.e ., if the two events correspond to the same static edge, then we impose the same two conditions as in the regular counting procedure from Section 2.2 in the main paper: 1) the two events e1 and e2 must be ∆t-adjacent with t2 > t1, and 2) the two events must share a node. Otherwise, if {u1, v1} ̸ = {u2, v2}, i.e ., if the two events correspond to two different static edges, we also add a new third condition: to extend the dynamic graphlet ending with event e1 with event e2, u2 and v2 cannot interact between the starting times of e1 and e2 (i.e., ̸ ∃e ′ = (u2, v2, t ′ 
Intuitively, the new third condition requires a "causal" relationship between e1 and e2: u2 and v2 start their interaction only after the end of e1 (note that there could still be an event involving u2 and v2 sometime before the start of e1). That is, in order to extend a dynamic graphlet ending with event e1 with some event e2, the two nodes participating in e2 should not interact with each other between the start of e1 and the start of e2, unless e1 and e2 involve the same nodes (otherwise, the counting process is as in the regular dynamic graphlet procedure). This reduces the number of likely redundant temporal subgraphs that are being considered, which in turn reduces the running time.
We split the counting procedure into the two cases (e1 and e2 being the same static edge vs. different static edges) as we want to impose the new third condition only in the latter case. This is because in the former case we still want to count dynamic graphlet types having consecutive repetitions of the same event, e.g., D1 or D4. And if we imposed the third condition in the former case as well, such a dynamic graphlet type would never be counted.
We refer to this modified counting procedure as constrained dynamic graphlet counting. Note that the only difference in case of constrained dynamic graphlet counting compared to the original counting procedure is which candidate events are chosen to extend a given dynamic graphlet (as determined by procedure GetNextEvents in Supplementary Algorithm S3). In the main paper, we illustrate the distinction between regular and constrained dynamic graphlet counting procedures. Clearly, constrained dynamic graphlet counting allows for examining fewer instances of a given dynamic graphlet type compared to regular dynamic graphlet counting, because the former excludes from consideration graphlet instances that are likely artifacts of repeated events, unlike the latter. As a consequence, constrained dynamic graphlet counting is expected to be more computationally efficient in terms of running time.
S3 EXPERIMENTAL SETUP
Graphlet methods under consideration and network construction. When generating an aggregate or snapshot-based representation of the given temporal network, we began our analysis by testing in detail w values of 1, 2, 3, 5, and 10 on one of our data sets. Since we observed no qualitative differences in results produced by the different choices of this parameter, we continued with the choice of w = 1, and we report the corresponding results throughout the main paper. We also tested multiple values for tw in each data set, and again we saw no significant qualitative differences in the results. Hence, unless noted otherwise, throughout the paper, we report results for tw = 2 (the unit of time for this parameter depends on the data set).
Network classification. The first network evolution model that we use in the context of this analysis was designed to simulate evolution of real-world (social) networks, and it incorporates the following parameters: node arrival rate, initiation of an edge by a node, and selection of edge destination. Specifically, the model is parameterized by the node arrival function N (t) that corresponds to the number of nodes in the network at a given time, parameter λ that controls the lifetime of a node, and parameters α and β that control how active the nodes are in adding new edges. By choosing different options for the model parameters, we can generate networks with different evolution processes. In particular, for our analysis, we test three different types of the node arrival function (linear, quadratic, and exponential) and two sets of parameters corresponding to edge initiation (λ1 = 0.032, α1 = 0.8, β1 = 0.002, and λ2 = 0.02, α2 = 0.9, β2 = 0.004), resulting in six different network classes. We also test a modification of the network evolution model, in which each node upon arrival simply adds a fixed number of edges (in our case, 20) according to preferential attachment and then stops. Intuitively, this modification corresponds to preferential attachment model extended with a node arrival function. In this way, we create three additional network classes, one for each of the three node arrival functions, resulting in nine different network classes in total.
In addition to the above network model originating from social network domain, we perform an equivalent analysis using biological network models. Specifically, we use the following models: geometric gene duplication model with probability cutoff (GEO-GD) and scalefree gene duplication model (SF-GD). GEO-GD starts with a small initial seed network and then iteratively adds new nodes by choosing as the parent an existing node uniformly at random, and by placing a child node with probability p at a randomly chosen distance of at most ϵ from the parent and with probability 1 − p at a randomly chosen distance of at most 10ϵ from the parent. Here, ϵ is the same parameter as in the definition of a geometric random graph. Similarly, SF-GD also starts from an initial seed network and then grows it by adding new nodes while relying on principles of gene duplication and mutation. This model has two parameters, p and q, corresponding to the probability of the child node keeping interaction with the parent and the probability of the child node forming new connections, respectively. We distinguish between four variations of these two models: GEO-GD with p = 0.3, GEO-GD with p = 0.7, SF-GD with p = 0.3 and q = 0.7, and SF-GD with p = 0.7 and q = 0.6, as these parameter combinations accurately mimic real-world networks. In order to grow the GEO-GD and SF-GD model networks non-uniformly, as in the case with the above social network model, we add a node arrival function on top of GEO-GD and SF-GD. Specifically, we use linear node arrival function for GEO-GD and exponential node arrival function for SF-GD. Note that we intentionally use different node arrival functions for the different biological network models, just as we did with the different classes of the social network model. As with the social network model, we form snapshot-based network representations, test various network sizes (from 1000 to 3000 nodes), and construct 25 networks for each class (Section 2.3 in the main paper). Note that here, when we use snapshot-based representation, we report results for tw = 5. We then evaluate graphlet-based methods in the same way as for social network models. To account for at least 90% of variance, here we also need to keep only the first two PCA components.
Node classification. For the network used in this analysis, we report results for the following network construction parameters: w = 1 and tw = 2 months. Note that we tested other parameter values as well (w = 2, 3, 5, 10; tw = 1 week, tw = 2 weeks, tw = 1 month, and tw = 3 months), and all results were qualitatively similar.
Evaluation strategy. Here, we expand our discussion from the main paper on how we measure the PCA performance of a given graphlet approach.
First, we take all possible pairs of objects and retrieve them in the order of increasing distance, starting from the closest ones. We retrieve the object pairs in increments of k% (including ties), where we vary k from 0% to 100% in increments of 0.01% until we retrieve top 1% of all pairs and in increments of 1% afterwards. If we retrieve a pair with two objects of the same ground truth class, the pair is a true positive, otherwise the pair is a false positive. At a given step, for all pairs that we do not retrieve, the given pair is either a true negative (if it contains objects of different classes) or a false negative (if it contain objects of the same class). Then, at each value of k, we compute precision, the fraction of correctly retrieved pairs out of all retrieved pairs, and recall, the fraction of correctly retrieved pairs out of all correct pairs. We find the value of k where precision and recall are equal, and we refer to the resulting precision and recall value as the break-even point. Since lower precision means higher recall, and vice versa, we summarize the two measures into F-score, their harmonic mean, and we report the maximum F-score over all values of k. To summarize these results over the whole range of k, we measure average method accuracy by computing the area under the precision-recall curve (AUPR). Moreover, we compute an alternative classification accuracy measure, namely the area under the receiver operator characteristic curve (AUROC), which corresponds to the probability of a method ranking a randomly chosen positive pair higher than a randomly chosen negative pair (and so the AUROC value of 0.5 corresponds to a random result). AUPRs are considered to be more credible than AUROCs when there exists imbalance between the size of the set of object pairs that share a class and the size of the set of object pairs that do not share a class.
Second, we split all pairs of objects (i.e., their graphlet-based PCA distances) into two classes: correct pairs (each containing two objects of the same class) and incorrect pairs (each containing two objects of two different classes). Then, we compare distances between correct and incorrect pairs, expecting that distances of the correct pairs would be statistically significantly lower than distances of the incorrect pairs. Here, we compare two sets of distances via Wilcoxon rank-sum test.
Finally, for each of the above evaluation tests, we evaluate all graphlet methods against a random approach. First, as a simple random approach (which favors the graphlet methods the most), we randomly embed objects into Euclidean space, compute the objects' pairwise Euclidean distances, and evaluate the resulting random approach in the same way as above. Second, as a more restrictive random approach (which favors the graphlet methods the least), for each graphlet method, we keep its actual PCA distances between objects, and we just randomly permute the object classes/labels before we evaluate the results. For each randomization approach, we compute its results as an average over 10 different runs. We report as "random" approach's results the highest-scoring values over all of the randomization schemes, to gain as much confidence as possible into the graphlet approaches' results.
S4 EFFECT OF GRAPHLET SIZE ON RESULTS
Number of graphlet nodes. We test the effect of graphlet size in terms of the number of nodes on the result quality, for all graphlet methods. For network classification, increasing the number of graphlet nodes surprisingly leads to inferior accuracy, for all graphlet methods (Supplementary Table S3 ). On the other hand, in node classification, for static and static-temporal graphlets, accuracy is similar for all graphlet sizes, with 4-node graphlets showing marginal superiority, while for dynamic and constrained dynamic graphlets, larger number of nodes improves accuracy ( Supplementary Table S5 ). In terms of the running time, as expected, larger number of nodes increases computational complexity in all cases.
Note that with node classification, unlike with network classification, the best parameter version of constrained dynamic graphlet counting is more accurate than the best parameter version of regular dynamic graphlet counting. We note, however, that due to the differences in the counting process, constrained dynamic graphlet counting allows us to consider larger graphlet sizes (e.g., six or seven nodes) that are not attainable when using regular dynamic graphlet counting due to computational constraints ( Supplementary Table S5 ). And it is at these large graphlet sizes of six or seven nodes where constrained dynamic graphlet counting perform the best. So, in order to evaluate which one is more accurate, regular or constrained dynamic graphlet counting, it might not be fair to compare the two methods' best parameter versions, due to differences in the considered graphlet sizes. Nonetheless, even if we compare regular or constrained dynamic graphlet counting with the same parameters, we find that constrained dynamic graphlet counting still demonstrates better results ( Supplementary Table S5 ).
Number of graphlet events. Also, we test the effect of graphlet size in terms of the number of events on the result quality, for dynamic and constrained dynamic graphlets (static and static-temporal graphlets do not deal with events, i.e., temporal edges). For network classification, the number of events does not affect the accuracy ( Supplementary Table S3 ). On the other hand, in node classification, for a fixed number of nodes, the increase in the number of events marginally increases accuracy for dynamic graphlets but decreases accuracy for constrained dynamic graphlets ( Supplementary Table S5 ). In terms of the running time, larger number of events increases computational complexity, although the level of running time increase is less pronounced than when increasing the number of nodes.
A possible explanation why increasing graphlet size does not always improve accuracy. Here, we provide a possible explanation behind our observation that increasing graphlet size sometimes leads to decrease in result accuracy in the task of network classification but not in the task of node classification. Namely, in network classification, we use synthetic networks generated from a random graph model, while in node classification we use real-world networks. A random graph model might not be able to produce large and dense graphlet structures. Now, given two synthetic networks of different classes, whereas their comparison via smaller graphlets only could correctly identify the networks as dissimilar, their comparison via larger graphlets (with zero counts) as well could mistakenly identify the networks as similar. This is because there are many more larger than smaller graphlets, and thus, the many zero counts for the larger graphlets would match between the networks, wrongly indicating their similarity. However, note that our PCA framework, which reduces graphlet count vectors to a lower dimension (Section 2.3 in the main paper), should remove the effect of zero graphlet counts, because it should be preserving only the most relevant graphlet-based information about the network of interest.
An alternative reason why increasing graphlet size (and the number of graphlet nodes in particular) would lead to decrease in performance is as follows. Some graphlet types, such as a claw (e.g., G1 or G4 in Fig. 1 in the main paper), typically result in an order of magnitude larger counts than other graphlet types, simply because of presence of high-degree (hub) nodes in real-world networks or any scale-free (model) networks. This difference in the magnitude of counts for such highly frequent graphlet types compared to counts of less frequent graphlet types becomes more pronounced as the graphlet size increases. And such extremely dominating graphlet counts could potentially confuse our PCA framework and mistakenly identify the highly frequent graphlet types as more relevant than the less frequent graphlet types. For this reason, one could "rescale" all graphlet counts to get them to the same (or similar) order of magnitude, by, e.g., taking a logarithm of each count. 1 Clearly, determining why increase in graphlet size does not necessarily improve the accuracy of results requires further theoretical and empirical analyses, and this is subject of future work.
Supplementary Algorithm S1 Enumerate all dynamic graphlet types with up to nmax nodes and kmax events 1: procedure ENUMERATE(nmax,kmax) if |V (G)| ≤ nmax then 10:
if |V (G)| < nmax then 15: Table S3 . Detailed network classification results for the different methods and different parameters in each method. Different columns correspond to different performance measures. In a given column, the value in bold corresponds to the best result over all methods. Numbers in parentheses correspond to standard deviations. For illustration purposes, graphlet counting running times are shown for one of the nine network classes (using the exponential node addition function and the first set of edge initiation parameters (Supplementary Section S3)); running times for the remaining network classes are shown in Supplementary Table S4 . Note that for static and static-temporal graphlets, running times for 3-and 4-node graphlets are the same as for 5-node graphlets simply because their implementations compute graphlet counts for all up to 5-node graphlets by default and then they compute graphlet counts for smaller graphlet sizes simply by removing counts corresponding to the larger graphlet sizes. Table S4 . Running times of the graphlet methods for each of the nine network classes in the network classification task. The first row lists three possible node arrival functions. The second row lists three possible edge initiation strategies. The two combined result in 3 × 3 = 9 network classes. Table S3 . Notice that in this test of node classification we could test some additional parameters (e.g., graphlets on five or more nodes) compared to the test of network classification ( Supplementary Table S3 ); this is because the test of network classification is computationally much more complex, given that graphlets need to be counted in multiple networks, as opposed to counting graphlets in only one network in the node classification task. Table S6 . Precision of the different methods in the context of aging at the two k values, for the three "ground truth" aging-related data sets (DyNetAge, BrainExpression2004Age, and SequenceAge). For each method, the highest-scoring graphlet size is chosen. In a column, the value in bold is the best result over all methods. Note that even though (constrained) dynamic graphlets are not superior with respect to the two values of k when it comes to BrainExpression2004Age, as illustrated in the table, (constrained) dynamic graphlets are still superior with respect to the entire range of k, as illustrated in Supplementary Fig. S4 .
http://www.nd.edu/∼cone/DG/predictions.xlsx Table S7 . Lists of aging-related predictions produced by the four graphlet approaches at the two values of k. Note that we provide a web link to an excel file containing the table with the predictions, as the table is too large to be directly incorporated into the Supplement. Also, note that the parameter versions of the graphlet approaches that were used to make the predictions are not necessarily the same the parameter versions shown in Table 1 in the main paper. Namely, the dynamic graphlet approach at k 1 , which had precision of 0.983 in Table 1 in the main paper, resulted in only a single novel aging-related gene, and as such, we had no statistical power to validate this version of the dynamic graphlet approach. Thus, to produce novel aging-related predictions, we used the next highest scoring (in terms of precision) version of the dynamic graphlet approach. Also, we note that one parameter version of static-temporal graphlets produced the maximum precision of 1 with respect to the known aging-related knowledge from DyNetAge for the first value of k. This is interesting, as it means that its predictions are a perfect subset of DyNetAge, despite the two approaches having significant differences: our static-temporal graphlet approach from this study is based on ranking of node pairs and on graphlets only, whereas the DyNetAge study is based on the notion of changing node centralities and on multiple measures of network topology. However, whereas this parameter version of the static-temporal approach resulted in the perfect precision, it has no practical usefulness beyond predicting knowledge that is already predicted by DyNetAge; it cannot predict any novel aging-related genes. For this reason, we left out this version from consideration in our study and instead we have focused on the next highest scoring version of the static-temporal approach, from which we have made novel aging-related predictions. Supplementary Fig. S1 . Comparison of the different graphlet approaches in the context of biological network classification, in terms of (a) AUPR values, (b) AUROC values, and (c) precision-recall curves. Supplementary Fig. S2 . Pairwise similarities between the different methods and their parameter variations in the test of node classification. Similarities are computed as Jaccard coefficients between two methods' top 5% node pairs that are the closest in the graphlet-based PCA space. The order of the methods in the figure directly corresponds to the method order in Supplementary Table S5 (we leave out detailed method names for visual clarity). If we zoom into these results, not only is there a clear separation between static, static-temporal, and (constrained) dynamic graphlets in terms of which nodes they describe as topologically similar, but also, within both dynamic and constrained dynamic graphlets, we can see two clear clusters corresponding to three-node graphlets with different numbers of events. The latter observation suggests that the number of nodes seems to play a larger role in separating the different dynamic graphlet methods compared to the number of events. Supplementary Fig. S5 . Comparison of the different graphlet approaches in the context of aging-related node classification when considering SequenceAge, a non-network "ground truth" aging-related data obtained via genomic sequence analyses, in terms of (a) AUPR values, (b) AUROC values, and (c) precisionrecall curves. Note that even though (constrained) dynamic graphlets are not superior with respect to the entire range of k when it comes to SequenceAge, as illustrated in the figure, (constrained) dynamic graphlets are still superior at the lowest k values (Section 3.4 in the main paper), as illustrated in Supplementary  Table S6 .
