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Abstract
This paper proposes a penalized composite likelihood method for model selection
in colored graphical Gaussian models. The method provides a sparse and symmetry-
constrained estimator of the precision matrix, and thus conducts model selection and
precision matrix estimation simultaneously. In particular, the method uses penalty terms
to constrain the elements of the precision matrix, which enables us to transform the model
selection problem into a constrained optimization problem. Further, computer experi-
ments are conducted to illustrate the performance of the proposed new methodology. It
is shown that the proposed method performs well in both the selection of nonzero ele-
ments in the precision matrix and the identification of symmetry structures in graphical
models. The feasibility and potential clinical application of the proposed method are
demonstrated on a microarray gene expression data set.
Keywords: L1 penalty; Model selection; Nonconvex minimization; Precision matrix
estimation.
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1 Introduction:
In recent years, undirected graphical models (Lauritzen, 1996) have been playing
an important role in statistical inference, which are widely employed to analyze and
visualize conditional dependence relationships among variables. In a graphical model
of a multivariate distribution, vertices represent random variables and edges encode
conditional dependencies among the vertices. Precision matrix estimation and model
selection in graphical Gaussian models is equivalent to estimating parameters and iden-
tifying zeros in the precision matrix. The increasing availability of large data in different
disciplines makes graphical models an excellent tool to capture the conditional struc-
ture between component variables. Graphical Gaussian models have been successfully
applied in a number of fields such as genetic networks (Dobra et al., 2004), biological
networks (Newman, 2003) and financial networks (Fan et al., 2012).
Colored graphical models are developed by adding symmetry restrictions to the pre-
cision matrix of graphical models (Højsgaard and Lauritzen, 2008). As constrainted
graphical Gaussian models, colored graphical models can be represented by coloring the
associated underlying graphs. The colored edges and vertices are associated with the
restricted equal entries in the precision matrix. Adding symmetry restriction to the
precision matrix reduces the number of parameters, and thus is useful when the number
of variables greatly exceeds the number of observations. In Højsgaard and Lauritzen
(2008), the authors derived a maximum likelihood method for the estimation of the
precision matrix. However, the stepwise procedure requires the known graphical sym-
metry structure and does not simultaneously perform parameter estimation and model
selection.
In the approximate composite likelihood approach, the estimation function is defined
from low-dimensional conditional or marginal distributions. It is typically employed
when full likelihood is computationally infeasible or computationally expensive. At-
tractive applications of composite likelihood have emerged rapidly to deal with problems
with longitudinal data (Fieuws and Verbeke, 2006), survival data (Parner, 2001), missing
data (Yi et al., 2011), statistical genetics (Larribe and Fearnhead, 2011) and Bayesian
inference (Ribatet et al., 2012).
This paper proposes a penalized composite likelihood method that performs model
selection and precision matrix estimation simultaneously in colored graphical Gaussian
models. We employ L1 penalties on the off-diagonal elements and on the difference
of pairwise elements of the precision matrix. This idea is motivated by simultaneous
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grouping and feature selection in linear regression (Shen et al., 2012). The L1 penal-
ties encourage sparsity and, at the same time, give symmetric estimates of the precision
matrix. In addition, we develop a computationally efficient method using the difference
of convex functions (DC) algorithm, the augmented Lagrangian approach and the co-
ordinate descent optimization. By combining composite likelihood, we further derive a
strategy to convert a matrix optimization problem into several much simpler quadratic
problems.
The rest of this paper is organized as follows. Section 2 describes colored graphical
models and composite likelihood. Section 3 gives the regularization methodology for
estimating the precision matrix in the framework of a colored graphical model. Section
4 presents exhaustive numerical examples to demonstrate the promising performance of
the penalized composite likelihood method. Section 5 illustrates an application of the
proposed method on a glioblastoma gene expression data set. Section 6 concludes the
manuscript with a summary.
2 Preliminaries
2.1 Colored graphical models
We consider an undirected graph G = (V,E) where V = {1, 2, · · · , p} and E are
the sets of vertices and undirected edges, respectively. Let X = (Xv, v ∈ V ) be a p
dimensional random vector following a multivariate normal distribution Np(µ,Σ). Let
Θ = (θij)p×p = Σ−1 be the precision matrix. For an undirected graph G = (V,E), we
consider a positive definite cone PG of matrices with the element θij = 0 whenever the
edge (i, j) /∈ E. A well-known property of graphical Gaussian models {Np(µ,Θ−1),Θ ∈
PG} is Xi is conditionally independent of Xj given all the remaining variables XV \{i,j}
if and only if θij = 0. In addition, we can assume µ = 0 without any loss of generality.
If µ 6= 0, all arguments remain valid by simply centering our data.
Now, let V = {V1, · · · , VR} be a partition of V where all vertices in Vk, k = 1, · · · , R,
have the same color. Similarly, let E = {E1, · · · , ES} be a partition of E where all edges
in Er, r = 1, · · · , S, have the same color. We call that V and E are the coloring of vertices
and edges of the graph G, respectively, and denote G = (V, E) as a colored graph. A
colored graphical model is defined as a RCON model in Højsgaard and Lauritzen (2008)
with colored classes (V, E) by restricting the elements of the precision matrix Θ as follows:
1. In the same color class of vertices, the corresponding diagonal entries of Θ are
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equal.
2. In the same color class of edges, the corresponding off-diagonal elements of Θ are
equal.
For detailed description of colored graphical models, we refer the readers to Højsgaard
and Lauritzen (2008).
To the best of our knowledge, this is the first work to perform model selection for
colored graphical Gaussian models in the frequentist framework. The main objective of
this study is to develop the procedure of model selection for the colored graphical models
based on the penalty function and composite likelihood.
2.2 Composite likelihood
Composite likelihood is derived by multiplying a sequence of conditional or marginal
densities. Maximum composite likelihood is especially useful when the full likelihood
is not applicable to compute or analytically unknown. Let Y = (Y1, · · · , Yp)> be a
random vector with the probability density function f(y|θ) for a d-dimensional unknown
parameter θ ∈ Rd, d ≥ 1. Composite likelihood is defined on events {Ai; i = 1, · · · , k} in
the sample space. As in Lindsay (1988), a composite likelihood is defined as
Lc(θ) = Lc(θ|y) =
k∏
i=1
f(y ∈ Ai|θ)wi ,
where wi, i = 1, · · · , k, are positive weights.
Even though the composite conditional likelihood is a pseudo likelihood, the max-
imum log composite likelihood procedure can still provide consistent estimation. The
reader is referred to Varin et al. (2011) for good asymptotic properties of composite
likelihood. For the colored graphical models, the composite likelihood procedure does
not rely on the large matrix inversion and is more flexible for the computations.
3 Proposed method
3.1 Composite likelihood estimation
Let X−j be all components of X except Xj . The conditional distribution of Xj given
X−j is a univariate normal (Mardia et al., 1979)
Xj |X−j ∼ N
(
−
∑
i 6=j
Xi
θij
θjj
,
1
θjj
)
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with the density function
f(xj |Θ, xV \{j}) =
θ
1/2
jj√
2pi
exp
{− 1
2
θjj [xj + θ
−1
jj (
p∑
i=1,i6=j
θjixi)]
2
}
.
Let xki denote the element of the n × p data matrix X for the kth individual. The
conditional composite likelihood function is
Lc(Θ) =
n∏
k=1
p∏
j=1
θ
1
2
jj√
2pi
exp{−1
2
θjj
[
xkj + θ
−1
jj (
∑
i 6=j
θijxki)
]2}.
Therefore, the composite log-likelihood can be written as
lc(Θ) =
p∑
j=1
n∑
k=1
{1
2
log θjj − 1
2
θjj
[
xkj + θ
−1
jj (
∑
i 6=j
θijxki)
]2}
=
1
2
p∑
j=1
{n log θjj − θjj
n∑
k=1
[
xkj + θ
−1
jj (
∑
i 6=j
θijxki)
]2}
up to a constant. Let αij = −θij/θjj , we rewrite the composite log-likelihood in a matrix
format as
lc(Θ) =
1
2
p∑
j=1
{n log θjj − θjj ||X(j) −XBj ||2},
where Bj and X(j) = (x1j , x2j , · · · , xnj)> are the jth columns of the matrix (αij)p×p
except for a zero at the jth row, and the matrix X, respectively.
In linear regression, Shen et al. (2012) proposed a method for simultaneous super-
vised clustering and feature selection among predictors. They also presented an efficient
algorithm to seek a parsimonious model by identifying homogeneous groups of regression
coefficients, including the zero group and the similar group of coefficients. The method
was achieved by performing the regression subject to penalties which encourage sparsity
and similarity in estimated coefficients. We will adopt this idea to model selection of
colored graphical models in this manuscript.
We consider model selection of colored graphical models by adding penalty functions
on elements of the precision matrix Θ. Let us rewrite the off-diagonal elements θij , i 6= j,
according to the lexicographical order as a vector β = {β1, · · · , β p(p−1)
2
}>. Rewrite the
matrix Θ as a parameter vector θ = (θ11, θ22, · · · , θpp, β>)>. We will simply write
lc(Θ) = lc(θ) and −lc(θ) is asymptotically convex within the neighborhood of the true
parameter value θ0 (Gao and Massam, 2015).
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For model selection of colored graphical models, we propose a regularized minimum
approach for the negative log composite likelihood
min
θ
f(θ) = min
θ
{− 1
n
lc(θ) + λ1
∑
j<j′
Jτ (|θjj − θj′j′ |) + λ2
p(p−1)
2∑
j=1
Jτ (|βj |)
+λ3
∑
j<j′
Jτ (|βj − βj′ |)
}
(1)
where Jτ (x) = min
(
x
τ , 1
)
, λ1, λ2 and λ3 are nonnegative tuning parameters controlling
the trade-off between the model fit and symmetry structures, τ is a threshold parameter
determining the strength of penalization on off-diagonal elements and differences between
element pairs of the precision matrix. The above four parameters can be tuned efficiently
by Bayesian information criterion (BIC) for composite likelihood (Gao and Song, 2010).
More details can be found in Sections 4 and 5.
3.2 Computation
This section develops a relaxation method to address the problem of minimizing the
nonconvex function in the expression (1) using DC programming (An and Tao, 1997).
At each iteration, we solve the convex problem by integrating the augmented Lagrange
approach (Fortin and Glowinski, 1983) and the coordinate descent optimization. Let us
first decompose f(θ) into a difference f1(θ)− f2(θ) of two convex functions with
f1(θ) = − 1
n
lc(θ) +
λ1
τ
∑
j<j′
|θjj − θj′j′ |+ λ2
τ
p(p−1)
2∑
j=1
|βj |+ λ3
τ
∑
j<j′
|βj − βj′ |
and
f2(θ) =
λ1
τ
∑
j<j′
(|θjj − θj′j′ | − τ)+ + λ2
τ
p(p−1)
2∑
j=1
(|βj | − τ)+ + λ3
τ
∑
j<j′
(|βj − βj′ | − τ)+.
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Here y+ is the positive part of y. Next, we approximate the convex function f2(θ)
iteratively by its piecewise affine minorization, that is, at iteration m,
f2(θˆ
(m−1)) +
λ1
τ
∑
j<j′
I(|θˆ(m−1)jj − θˆ(m−1)j′j′ | ≥ τ)(|θjj − θj′j′ | − |θˆ(m−1)jj − θˆ(m−1)j′j′ |)
+
λ2
τ
p(p−1)
2∑
j=1
I(|βˆ(m−1)j | ≥ τ)(|βj | − |βˆ(m−1)j |)
+
λ3
τ
∑
j<j′
I(|βˆ(m−1)j − βˆ(m−1)j′ | ≥ τ)(|βj − βj′ | − |βˆ(m−1)j − βˆ(m−1)j′ |).
This approach leads to an upper convex approximation function
f (m)(θ) = − 1
n
lc(θ) +
λ1
τ
∑
j<j′:(j,j′)∈E(m−1)d
|θjj − θj′j′ |+ λ2
τ
∑
j:j∈V (m−1)o
|βj |
+
λ3
τ
∑
j<j′:(j,j′)∈E(m−1)o
|βj − βj′ | (2)
where
E
(m−1)
d = {j < j′; |θˆ(m−1)jj − θˆ(m−1)j′j′ | < τ},
V (m−1)o = {j ∈ (1, 2, . . . ,
p(p− 1)
2
); |βˆ(m−1)j | < τ}
and
E(m−1)o = {j < j′; |βˆ(m−1)j − βˆ(m−1)j′ | < τ}.
To optimize the mth iteration (2), we finally use an iterative approach based on the
augmented Lagrange method and the coordinate descent optimization. We first define
new variables kjj′ = θjj − θj′j′ and βjj′ = βj − βj′ for j 6= j′. Let
ξ =
(
θ11, θ22, . . . , θpp, k12, k13, . . . , k1p, k23, k24, . . . , k2p, . . . , k(p−1)p, β1, β2, . . . , β p(p−1)
2
,
β12, β13, . . . , β1 p(p−1)2
, β23, β24, . . . , β2 p(p−1)2
, . . . , β p(p−1)−2
2
p(p−1)
2
)
.
Minimizing the expression (2) is then equivalent to minimize the following function
f˜ (m)(ξ) = − 1
n
lc(θ) +
λ1
τ
∑
j<j′:(j,j′)∈E(m−1)d
|kjj′ |+ λ2
τ
∑
j:j∈V (m−1)o
|βj |
+
λ3
τ
∑
j<j′:(j,j′)∈E(m−1)o
|βjj′ |. (3)
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For the mth iteration, we use the augmented Lagrange algorithm to minimize the func-
tion (3) iteratively with respect to t. At the tth iteration, we minimize
f¯ (m)(ξ) = f˜ (m)(ξ) +
∑
j<j′:(j,j′)∈E(m−1)d
a
(t)
jj′(θjj − θj′j′ − kjj′)
+
1
2
∑
j<j′:(j,j′)∈E(m−1)d
b
(t)
jj′(θjj − θj′j′ − kjj′)2
+
∑
j<j′:(j,j′)∈E(m−1)o
c
(t)
jj′(βj − βj′ − βjj′)
+
1
2
∑
j<j′:(j,j′)∈E(m−1)o
d
(t)
jj′(βj − βj′ − βjj′)2 (4)
where a
(t)
jj′ , b
(t)
jj′ , c
(t)
jj′ and d
(t)
jj′ are Lagrange multipliers. Let
a
(t+1)
jj′ = a
(t)
jj′ + b
(t)
jj′(θˆ
(m,t)
jj − θˆ(m,t)j′j′ − kˆ(m,t)jj′ ), b(t+1)jj′ = ρb(t)jj′ ,
c
(t+1)
jj′ = c
(t)
jj′ + d
(t)
jj′(βˆ
(m,t)
j − βˆ(m,t)j′ − βˆ(m,t)jj′ ) and d(t+1)jj′ = ρd(t)jj′
where ρ > 1. We next use the coordinate descent method to compute ξˆ(m,t) from (4).
For each component of ξ, we fix the other components at their current values. The first
order derivatives of f¯ (m)(ξ) for different components are derived:
For j = 1, 2, . . . , p, we have that
∂f¯ (m)(ξ)
∂θjj
= − 1
2n
θ−2jj
∑
k 6=j
∑
l 6=j
θkjθljX
>
(k)X(l) −
1
2
θ−1jj +
∑
j<j′:(j,j′)∈E(m−1)d
b
(t)
jj′θjj
+
∑
j′<j:(j,j′)∈E(m−1)d
b
(t)
j′jθjj +
1
2n
X>(j)X(j) +
∑
j<j′:(j,j′)∈E(m−1)d
a
(t)
jj′
−
∑
j′<j:(j,j′)∈E(m−1)d
a
(t)
j′j −
∑
j<j′:(j,j′)∈E(m−1)d
b
(t)
jj′(θj′j′ + kjj′)
−
∑
j′<j:(j,j′)∈E(m−1)d
b
(t)
j′j(θj′j′ − kj′j). (5)
Let (q, l) be the index in the matrix Θ corresponding to the index j in the vector β
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according to the lexicographical order. For j ∈ V (m−1)o , we have that
∂f¯ (m)(ξ)
∂βj
=
1
n
(
θ−1qq X
>
(l)X(l)θql +X
>
(q)X(l) + θ
−1
qq
∑
i/∈{q,l}
X>(l)X(i)θiq + θ
−1
ll X
>
(q)X(q)θql
+X>(l)X(q) + θ
−1
ll
∑
i/∈{q,l}
X>(q)X(i)θil
)
+
λ2
τ
d|βj |
dβj
+
∑
j<j′:(j,j′)∈E(m−1)o
c
(t)
jj′
−
∑
j′<j:(j,j′)∈E(m−1)o
c
(t)
j′j +
∑
j<j′:(j,j′)∈E(m−1)o
d
(t)
jj′(βj − βj′ − βjj′)
−
∑
j′<j:(j,j′)∈E(m−1)o
d
(t)
j′j(βj′ − βj − βj′j). (6)
For j /∈ V (m−1)o , the partial derivative with respect to βj is
∂f¯ (m)(ξ)
∂βj
=
1
n
(
θ−1qq X
>
(l)X(l)θql +X
>
(q)X(l) + θ
−1
qq
∑
i/∈{q,l}
X>(l)X(i)θiq + θ
−1
ll X
>
(q)X(q)θql
+X>(l)X(q) + θ
−1
ll
∑
i/∈{q,l}
X>(q)X(i)θil
)
+
∑
j<j′:(j,j′)∈E(m−1)o
c
(t)
jj′
−
∑
j′<j:(j,j′)∈E(m−1)o
c
(t)
j′j +
∑
j<j′:(j,j′)∈E(m−1)o
d
(t)
jj′(βj − βj′ − βjj′)
−
∑
j′<j:(j,j′)∈E(m−1)o
d
(t)
j′j(βj′ − βj − βj′j). (7)
For (j, j′) ∈ E(m−1)d , the following equality holds
∂f¯ (m)(ξ)
∂kjj′
=
λ1
τ
d|kjj′ |
dkjj′
− a(t)jj′ − b(t)jj′(θjj − θj′j′ − kjj′). (8)
For (j, j′) ∈ E(m−1)o , we can compute that
∂f¯ (m)(ξ)
∂βjj′
=
λ3
τ
d|βjj′ |
dβjj′
− c(t)jj′ − d(t)jj′(βjj − βj′j′ − βjj′). (9)
Let us continue to solve this problem by setting (5), (6), (7), (8) and (9) equal to 0 which
results in five equations. The first equation is a one variable cubic equation. We can find
its positive real root through Van Wijngaarden-Dekker-Brent method (Brent, 1973). In
implementation, we use the function uniroot.all() in R package rootSolve. The roots for
the last four equations are given as follows:
For j ∈ V (m−1)o , ∂f¯
(m)(ξ)
∂βj
= 0 implies
βˆ
(m,t)
j = ST (
zˆ
(m,t)
j
rˆ
(m,t)
j
,
λ2
τ rˆ
(m,t)
j
).
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For j /∈ V (m−1)o , if ∂f¯
(m)(ξ)
∂βj
= 0, then
βˆ
(m,t)
j =
zˆ
(m,t)
j
rˆ
(m,t)
j
.
Here
rˆ
(m,t)
j =
1
n
(θˆ(m,t)qq )
−1X>(l)X(l) +
1
n
(θˆ
(m,t)
ll )
−1X>(q)X(q) +
∑
j<j′:(j,j′)∈E(m−1)o
d
(t)
jj′
+
∑
j′<j:(j,j′)∈E(m−1)o
d
(t)
j′j
and
zˆ
(m,t)
j = −
1
n
X>(q)X(l) −
1
n
(θˆ(m,t)qq )
−1 ∑
i/∈{q,l}
X>(l)X(i)θˆ
(m,t)
iq −
1
n
X>(l)X(q)
− 1
n
(θˆ
(m,t)
ll )
−1 ∑
i/∈{q,l}
X>(q)X(i)θˆ
(m,t)
il −
∑
j<j′:(j,j′)∈E(m−1)o
c
(t)
jj′ +
∑
j′<j:(j,j′)∈E(m−1)o
c
(t)
j′j
+
∑
j<j′:(j,j′)∈E(m−1)o
d
(t)
jj′(βˆ
(m,t)
j′ + βˆ
(m,t)
jj′ ) +
∑
j′<j:(j,j′)∈E(m−1)o
d
(t)
j′j(βˆ
(m,t)
j′ − βˆ(m,t)j′j ).
For (j, j′) ∈ E(m−1)d , solving ∂f¯
(m)(ξ)
∂kjj′
= 0 gives
kˆ
(m,t)
jj′ = ST
(a(t)jj′ + b(t)jj′(θˆ(m,t)jj − θˆ(m,t)j′j′ )
b
(t)
jj′
,
λ1
τb
(t)
jj′
)
.
For (j, j′) ∈ E(m−1)o , ∂f¯
(m)(ξ)
∂βjj′
= 0 implies
βˆ
(m,t)
jj′ = ST
(c(t)jj′ + d(t)jj′(βˆ(m,t)j − βˆ(m,t)j′ )
d
(t)
jj′
,
λ3
τd
(t)
jj′
)
.
Here ST (z, γ) = sign(z)(|z| − γ)+ is the soft thresholding operator. This whole process
of coordinate descent is repeated iteratively until it converges.
4 Statistical performance
We begin by illustrating the performance of the proposed method on three types of
colored graphical models underlying the colored graphs: stars, cycles and grid graphs as
displayed in Figure 1. We simulate data sets with the number of parameters p ranging
from 10 to 30, each with a sample size n ranging from 250 to 1000. These values
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are used by all the 100 simulated datasets. The tuning parameters λi, i = 1, 2, 3, and
the threshold parameter τ are selected based on composite likelihood BIC with BICc =
−2lc(θˆ)+df log n. Here df denotes the total number of parameters in the precision matrix
(Gao and Song, 2010). The parameters λi, i = 1, 2, 3, and τ are obtained by minimizing
BICc in a four-dimensional parameter space using a grid search procedure. Performance
(a)
(b) (c)
Figure 1: (a) Star graph with p = 10; (b) Cycle graph with p = 10; (c) Grid graph with
4× 4 vertices.
metrics are provided to measure the accuracy of the precision matrix estimation as well
as that of the identification of the zero and symmetry structures. Let ΘT and Θˆ be
the true precision matrix and the selected precision matrix through the model selection
approach, respectively. To evaluate the performance of an estimator Θˆ, we use the
empirical normalized mean squared error (Meng et al., 2014) defined as
MSE(Θˆ,Θ) =
||Θˆ−Θ||22
||Θ22||
.
Regarding the sparsity pattern, we use the F1-score (Mohammadi and Wit, 2015) to
evaluate the performance defined as
F1 − score = 2TP
2TP + FP + FN
where TP , FP , and FN are the number of correctly estimated nonzero entries, the
number of incorrectly estimated nonzero entries and the number of incorrectly estimated
zero entries, respectively. The F1-score is ranging from 0 to 1. The value 1 is attributed
to perfect performance.
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To assess the performance of the symmetry structure, we define B as a set of edges
in which the corresponding ΘTij = 0 if (i, j) ∈ B. Let V Ti , i = 1, · · · , t, be the vertex
color class and ETj , j = 1, · · · , k, be the edge color class of the true graph. We use the
measures d0, dV Ti , i = 1, · · · , t, dETj , j = 1, · · · , k, and Accall for measuring supervised
clustering and feature selection in Shen et al. (2012). We define
d0 = {
∑
(i,j)∈B
1Θˆij=0 +
∑
(i,j)/∈B
1Θˆij 6=0}/
p(p− 1)
2
which measures the performance in identifying zero constraints. For i = 1, · · · , t, let
dV Ti =
∑
j 6=j′:(j,j)∈V Ti ,(j′,j′)∈V Ti
1Θˆjj=Θˆj′j′
+
∑
j 6=j′:(j,j)∈V Ti ,(j′,j′)/∈V Ti
1Θˆjj 6=Θˆj′j′
|V Ti |(p− 1)
which measures the performance in identifying the true vertex color classes. For j =
1, · · · , k, let
dETj =
∑
(k,l)6=(k′,l′):
(k,l)∈ETj ,
(k′,l′)∈ETj
1Θˆkl=Θˆk′l′
+
∑
(k,l)6=(k′,l′):
(k,l)∈ETj ,
(k′,l′)/∈ETj
1Θˆkl 6=Θˆk′l′
|ETj |[p(p−1)2 − 1]
which measures the performance in identifying the true edge color classes. We further
define
Accall =
d0 +
s∑
i=1
dV Ti +
t∑
j=1
dETj
1 + s+ t
.
Note that Accall lies between 0 and 1. A better identification of the true colored model
is associated with a larger value of Accall.
We simulate samples from the multivariate normal N(0, (ΘT )−1). Corresponding
to different sparsities and symmetry patterns, we consider the following three different
kinds of colored graphs:
1. Star graphs: For the star graph with p vertices, the edge set is E = {(i, p) : 1 ≤ i ≤
p− 1}. Let ΘTii = 1(1 ≤ i ≤ p− 1), ΘTpp = 2, ΘTip = ΘTpi = 0.25(1 ≤ i ≤ p− 1), and
ΘTij = 0 if (i, j) /∈ E. The colored star graph with 10 vertices is shown in Figure 1
(a).
2. Cycle graphs: For the cycle graph with p vertices, the edge set is E = {(i, i+ 1) :
1 ≤ i ≤ p−1}∪(1, p). Let ΘTii = 1 if i is odd, ΘTii = 1.5 if i is even, ΘTij = ΘTji = 0.5
if i− j = 1 and i is odd, ΘTij = ΘTji = 0.3 if i− j = 1 and i is even, and ΘTij = 0 if
(i, j) /∈ E. The colored cycle graph with 10 vertices is shown in Figure 1 (b).
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3. Grid graphs: For the grid graph with p = q ∗ q vertices, let ΘTii = 3 if i is odd,
ΘTii = 5 if i is even, Θ
T
ij = Θ
T
ji = 0.8 if (i, j) ∈ E, and ΘTij = 0 if (i, j) /∈ E. The
colored grid graph with 4× 4 vertices is shown in Figure 1 (c).
Table 1: Summary of performance measures for star graphs.
p n MSE F1-score d0 Accall
250 0.0616(0.0334) 0.7378(0.2932) 0.9289(0.0605) 0.9098(0.0227)
10 500 0.0361(0.0264) 0.8964(0.2417) 0.9731(0.0508) 0.9924(0.0150)
1000 0.0206(0.0051) 0.9976(0.0116) 0.9991(0.0044) 0.9998(0.0011)
250 0.2515(0.0726) 0.6154(0.2783) 0.9493(0.0263) 0.9440(0.0103)
20 500 0.1671(0.0600) 0.8924(0.1849) 0.9837(0.0196) 0.9811(0.0065)
1000 0.1232(0.0164) 0.9924(0.0152) 0.9985(0.0029) 0.9995(0.0016)
250 0.9684(0.2135) 0.7934(0.1044) 0.9776(0.0091) 0.9145(0.0025)
30 500 0.9032(0.1221) 0.9460(0.0301) 0.9933(0.0036) 0.9633(0.0014)
1000 0.8582(0.0610) 0.9947(0.0092) 0.9993(0.0012) 0.9997(0.0001)
Table 2: Summary of performance measures for cycle graphs.
p n MSE F1-score d0 Accall
250 0.0237(0.0097) 0.9123(0.1276) 0.9436(0.1152) 0.9185(0.0243)
10 500 0.0123(0.0058) 0.9770(0.0744) 0.9838(0.0803) 0.9242(0.0173)
1000 0.0072(0.0035) 0.9962(0.0130) 0.9982(0.0061) 0.9471(0.0068)
250 0.0359(0.0094) 0.9144(0.0541) 0.9821(0.0111) 0.8643(0.0024)
20 500 0.0244(0.0063) 0.9898(0.0178) 0.9978(0.0037) 0.8877(0.0071)
1000 0.0223(0.0049) 0.9991(0.0074) 0.9998(0.0017) 0.9396(0.0009)
250 0.0650(0.0160) 0.8984(0.0496) 0.9866(0.0060) 0.8646(0.0015)
30 500 0.0575(0.0153) 0.9833(0.0194) 0.9977(0.0026) 0.9279(0.0067)
1000 0.0571(0.0130) 0.9997(0.0023) 1.0000(0.0003) 0.9326(0.0066)
Tables 1, 2 and 3 report the empirical normalized mean squared error, F1-score, d0
and Accall. Their standard errors are give in parentheses across all three colored models.
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Table 3: Summary of performance measures for grid graphs.
p n MSE F1-score d0 Accall
250 0.0518(0.0362) 0.6192(0.3756) 0.8469(0.1200) 0.8669(0.0307)
3× 3 500 0.0228(0.0324) 0.8243(0.3247) 0.9294(0.1092) 0.8841(0.0292)
1000 0.0038(0.0139) 0.9765(0.1409) 0.9911(0.0474) 0.9978(0.0118)
250 0.0550(0.0243) 0.6514(0.2293) 0.9026(0.0459) 0.9158(0.0160)
4× 4 500 0.0238(0.0252) 0.8473(0.2313) 0.9563(0.0484) 0.9746(0.0122)
1000 0.0055(0.0054) 0.9766(0.0293) 0.9912(0.0107) 0.9978(0.0027)
250 0.0630(0.0176) 0.6471(0.1513) 0.9303(0.0202) 0.8846(0.0060)
5× 5 500 0.0292(0.0169) 0.8489(0.1417) 0.9673(0.0212) 0.8563(0.0085)
1000 0.0076(0.0042) 0.9738(0.0186) 0.9933(0.0046) 0.9913(0.0014)
As suggested by Tables 1-3, the penalized composite likelihood method performs well in
precision matrix estimation in terms of MSE over underlying star graphs, cycle graphs
and grid graphs. The overall accuracy Accall takes a relatively high value across all
scenarios. It shows our method correctly identifies the conditional relationships and
symmetry structures. The overall performance of the penalized composite likelihood is
better as the sample size n increases and worse as the parameter number p increases.
5 Real data analysis
In this section, we apply our model selection method to a real glioblastoma cancer
dataset. Glioblastoma multiforme (GBM) is one of the most common and aggressive
forms of malignant brain cancer in adults. Despite notable the advances of modern
medicine, the overall prognosis for most GBM patients remains extremely poor. The
median duration of survival is about one year (Ohgaki and Kleihues, 2005). We aim to
construct a colored graphical gene regulatory network of GBM patients. Based on colored
graphical Gaussian models, a gene regulatory network can be identified directly from the
precision matrix (Werhli et al., 2006). If two genes have a direct regulatory interaction,
the corresponding element of the precision matrix is non zero. The estimated colored
graphical model can be used to detect genes that play pivotal roles in the development
and progression of cancer. For example, the model can help to detect genes that have
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interactions with many other genes. Such genes are likely to play a significant role
in controlling other genes’ expression. In addition, the estimated model can help to
identify potential mutated genes that have interactions with other genes vary significantly
(Mohan et al., 2014).
For the purpose of the current analysis, we consider the publicly available gene expres-
sion data set downloaded from The Caner Genome Altas (TCGA) website (https://www.
cancer.gov/about-nci/organization/ccg/research/structural-genomics/tcga). The raw
gene expression data were generated using the Affymetrix GeneChips technology and nor-
malized by using robust multichip average. We first consider a gene expression dataset
that consists of 200 GBM and two normal brain samples (Verhaak et al., 2010). We focus
on 10 genes shown in Figure 2 (a), which have been identified to be frequently mutated
in glioblastoma. Next, we consider 20 genes which are related to cell signaling pathways
and play important roles in cell cycle regulation (Gao et al., 2016). These genes are
EGFR, PDGFRA, FGFR3, RASGRP3, RRAS, PIK3C2B, PIK3R1, PIK3R3, PIK3IP1,
AKTIP, NFIB, CDKN3, CDK4, CDKN1A, CDKN2C, CCND2, CASP1, CASP4, IDH1,
FOXM1. The estimated colored graph for the 20 genes is shown in Figure 2 (b).
Finally, we consider the 840 gene signature which is reported by Verhaak et al. (2010).
To reduce the dimensionality of our analysis, we randomly select 50 genes from the 840
gene expressions of the 173 core samples. In our experiment, we choose the optimal set
of parameters by minimizing the BICc score. In the high-dimensional colored graphical
models where p is extremely large, calculation of BICc values over a four dimensional
grid for all λ1, λ2, λ3 and τ may be computationally expensive. Following Danaher et al.
(2014), we suggest a dense search over λ1, λ2, λ3 and τ . In particular, we let λ2, λ3 and
τ be fixed at small values and conduct a line search over λ1. With tuned λ1 and small
values of λ3 and τ , we conduct a line search over λ2. The dense searches for λ3 and τ
are the same. The estimated colored graph for the random 50 genes is shown in Figure
3.
6 Final remarks
In this study, we propose an estimation procedure based on composite likelihood
for colored graphical models. The precision matrix estimation procedure is constructed
by L1 penalty functions and nonconvex optimization methods. The penalized compos-
ite maximum likelihood approach offers a flexible method to estimate the underlying
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Figure 2: Estimated gene networks from our model selection method applied to the glioblas-
toma cancer data. In each network, color classes with a single element are displayed in
gamboge. (a) 10 genes; (b) 20 genes.
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Figure 3: Estimated gene networks corresponding to 50 random genes from our model
selection method applied to the glioblastoma cancer data. Color classes with a single element
are displayed in gamboge.
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dependency structure and the symmetry structure. Empirical results suggest that our
regularization method works efficiently for the precision matrix estimation.
The precision matrix estimation scheme based on composite likelihood includes vari-
ous statistical techniques such as regularization analysis, multivariate analysis and opti-
mization analysis. Future research topic would be extend our method to a wide variety
of parameter estimation problems such as estimating parameters in hierarchical discrete
loglinear models or estimating the covariance matrix in multiple undirected graphical
models.
Another important topic to investigate is the asymptotic properties of the penalized
regularization method. In our numerical examples in Section 4, the MSE of the estimate
approaches 0 as n increases. In fact, Shen et al. (2012) showed that the coefficient
estimate goes to 0 as n→∞ in linear regression. It is worth considering such asymptotic
behaviour for colored graphical Gaussian models.
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