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Abstract
Graphs with bounded thinness were defined in 2007 as a generalization of
interval graphs. In this paper we introduce the concept of proper thinness,
such that graphs with bounded proper thinness generalize proper interval
graphs. We study the complexity of problems related to the computation of
these parameters, describe the behavior of the thinness and proper thinness
under three graph operations, and relate thinness and proper thinness to
other graph invariants in the literature. Finally, we describe a wide family of
problems that can be solved in polynomial time for graphs with bounded thin-
ness, generalizing for example list matrix partition problems with bounded
size matrix, and enlarge this family of problems for graphs with bounded
proper thinness, including domination problems.
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1. Introduction
A graph G = (V,E) is k-thin if there exist an ordering v1, . . . , vn of V
and a partition of V into k classes (V 1, . . . , V k) such that, for each triple
(r, s, t) with r < s < t, if vr, vs belong to the same class and vtvr ∈ E,
then vtvs ∈ E. The minimum k such that G is k-thin is called the thin-
ness of G. The thinness is unbounded on the class of all graphs, and graphs
with bounded thinness were introduced in [29] as a generalization of interval
graphs, which are exactly the 1-thin graphs. When a representation of the
graph as a k-thin graph is given, for a constant value k, some NP-complete
problems as maximum weighted independent set and bounded coloring with
fixed number of colors can be solved in polynomial time [29, 5]. These al-
gorithms were respectively applied for improving heuristics of two real-world
problems: the Frequency Assignment Problem in GSM networks [29], and
the Double Traveling Salesman Problem with Multiple Stacks [5]. In this
work we propose a framework to describe a wide family of problems that
can be solved by dynamic programming techniques on graphs with bounded
thinness, when the k-thin representation of the graph is given. These prob-
lems generalize for example the list matrix partition problems for matrices
of bounded size [14].
We introduce here the concept of proper thinness of a graph with the
aim of generalizing proper-interval graphs: graphs that are proper 1-thin
are exactly proper interval graphs (see Section 2 for a definition). We extend
the framework in order to solve in polynomial time by dynamic programming
many of the domination-type problems in the literature (e.g. classified in [1])
and their weighted versions, such as existence/minimum (weighted) indepen-
dent dominating set, minimum (weighted) total dominating set, minimum
perfect dominating set and existence/minimum (weighted) efficient domi-
nating set, for the class of graphs with bounded proper thinness k, when the
proper k-thin representation of the graph is given.
The organization of the paper is the following. In Section 2 we state the
main definitions and present some basic results on thinness. In Section 3, we
study some problems related to the recognition of k-thin graphs and proper
k-thin graphs. We analyze the computational complexity of finding a suitable
vertex partition when a vertex ordering is given, and, conversely, finding a
vertex ordering when a vertex partition is given.
In Section 4 we survey the relation of thinness and other width parameters
in graphs. In Section 5 we relate the proper thinness of interval graphs
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to other interval graph invariants, as interval count and chains of nested
intervals.
In Section 6 we describe a wide family of problems that can be solved in
polynomial time for graphs with bounded thinness, when the representation
is given. In Section 6.1 we extend that family to include dominating-like
problems that can be solved in polynomial time for graphs with bounded
proper thinness.
In Section 7 we describe the behavior of the thinness and proper thinness
under three graph operations: union, join, and Cartesian product. The first
two results allow us to fully characterize k-thin graphs by forbidden induced
subgraphs within the class of cographs. The third result is used to show
the polynomiality of the t-rainbow domination problem for fixed t on graphs
with bounded thinness.
2. Definitions and basic results
All graphs in this work are finite, undirected, and have no loops or mul-
tiple edges. For all graph-theoretic notions and notation not defined here,
we refer to West [45]. Let G be a graph. Denote by V (G) its vertex set,
by E(G) its edge set, by G its complement, by N(v) the neighborhood of a
vertex v in G, by N [v] the closed neighborhood N(v)∪{v}, and by N(v) the
non-neighbors of v. If X ⊆ V (G), denote by N(X) the set of vertices not in
X having at least one neighbor in X.
Denote by G[W ] the subgraph of G induced by W ⊆ V (G), and by G−W
or G \W the graph G[V (G) \W ]. A subgraph H (not necessarily induced)
of G is a spanning subgraph if V (H) = V (G).
Denote the size of a set S by |S|. A clique (resp. stable set) is a set of
pairwise adjacent (resp. nonadjacent) vertices. We use maximum to mean
maximum-sized, whereas maximal means inclusion-wise maximal. The use
of minimum and minimal is analogous.
Denote by Kn the graph induced by a clique of size n. A claw is the
graph isomorphic to K1,3. Let H be a graph and t a natural number. The
disjoint union of t copies of the graph H is denoted by tH.
For a positive integer r, the (r × r)-grid is the graph whose vertex set is
{(i, j) : 1 ≤ i, j ≤ r} and whose edge set is {(i, j)(k, l) : |i − k| + |j − l| =
1, where 1 ≤ i, j, k, l ≤ r}.
A dominating set in a graph is a set of vertices such that each vertex
outside the set has at least one neighbor in the set.
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A coloring of a graph is an assignment of colors to its vertices such that
any two adjacent vertices are assigned different colors. The smallest number
t such that G admits a coloring with t colors (a t-coloring) is called the chro-
matic number of G and is denoted by χ(G). A coloring defines a partition of
the vertices of the graph into stable sets, called color classes. List variations
of the vertex coloring problem can be found in the literature. For a survey
on that kind of related problems, see [42]. In the list-coloring problem, every
vertex v comes equipped with a list of permitted colors L(v) for it.
For a symmetric matrix M over 0, 1, ∗, the M-partition problem seeks a
partition of the vertices of the input graph into independent sets, cliques, or
arbitrary sets, with certain pairs of sets being required to have no edges, or
to have all edges joining them, as encoded in the matrix M : Mii = 1 means
the i-th set is a clique, while Mii = 0 means the i-th set is a stable set; for
i 6= j, Mij = 1 means every vertex of the i-th set is adjacent to every vertex
of the j-th set, while Mij = 0 means there are no edges from the i-th set
to the j-th set. Moreover, the vertices of the input graph can be equipped
with lists, restricting the parts to which a vertex can be placed. In that case
the problem is know as a list matrix partition problem. Such (list) matrix
partition problems generalize (list) colorings and (list) homomorphisms [14].
When discussing about algorithms and data structures, we denote by n
the number of vertices of the input graph G.
Given a graph G, a weight function w on V (G), and a subset S ⊆ V (G),
the weight of S, denoted by w(S) is defined as
∑
v∈S w(v).
A class of graphs is hereditary when if a graph G is in the class, then
every induced subgraph of G is in the same class.
A graph is a cograph if it contains no induced path of length four.
A graph G(V,E) is a comparability graph if there exists an ordering
v1, . . . , vn of V such that, for each triple (r, s, t) with r < s < t, if vrvs
and vsvt are edges of G, then so is vrvt. Such an ordering is a compara-
bility ordering. A graph is a co-comparability graph if its complement is a
comparability graph.
A graph G is an interval graph if to each vertex v ∈ V (G), can be as-
sociated a closed interval Iv = [lv, rv] of the real line, such that two distinct
vertices u, v ∈ V (G) are adjacent if and only if Iu ∩ Iv 6= ∅. The family
{Iv}v∈V (G) is an interval representation of G. An undirected graph G is a
proper interval graph if there is an interval representation of G in which no
interval properly contains another. In the same way, an undirected graph G
is a unit interval graph if there is an interval representation of G in which all
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the intervals have the same length.
In 1969, Roberts [35] proved that the classes of proper interval graphs,
unit interval graphs, and interval graphs with no claw as induced subgraph
coincide.
The right-end ordering of the vertices of an interval graph satisfies the
following property: for each triple (r, s, t) with r < s < t, if vtvr ∈ E, then
vtvs ∈ E. In other words, the neighbors of vertex t with index less than t are
t−1, t−2, . . . , t−d for some d ≥ 0. Moreover, a graph G is an interval graph
if and only if there exists an ordering of its vertices satisfying the property
above [34, 32].
Let us repeat and extend the definition of k-thinness given in the intro-
duction. A graph G = (V,E) is k-thin if there exist an ordering v1, . . . , vn of
V and a partition of V into k classes such that, for each triple (r, s, t) with
r < s < t, if vr, vs belong to the same class and vtvr ∈ E, then vtvs ∈ E. An
ordering and a partition satisfying those properties are said to be consistent.
The minimum k such that G is k-thin is called the thinness of G and denoted
by thin(G).
The thinness of a graph was introduced by Mannino, Oriolo, Ricci, and
Chandran in 2007 [29]. Graphs with bounded thinness (thinness bounded by
a constant value) are a generalization of interval graphs, that are exactly the
graphs with thinness 1, and capture some of their algorithmic properties.
Let tK2 be the complement of a matching of size t.
Theorem 1. [29] For every t ≥ 1, thin(tK2) = t.
The right-end ordering of the vertices of a proper interval graph satisfies
the following property: for each triple (r, s, t) with r < s < t, if vtvr ∈ E,
then vtvs ∈ E and vrvs ∈ E. In other words, the neighbors of vertex t with
index less than t are t−1, t−2, . . . , t−d, and those with index greater than t
are t+1, t+2, . . . , t+d′. Moreover, G is a proper interval graph if and only if
there exists an ordering of its vertices satisfying the property above [12, 28].
We define the concept of proper thinness of graphs as follows.
A graph G = (V,E) is proper k-thin if there exist an ordering v1, . . . , vn
of V and a partition of V into k classes (V 1, . . . , V k) such that, for each
triple (r, s, t) with r < s < t, if vr, vs belong to the same class and vtvr ∈ E,
then vtvs ∈ E and if vs, vt belong to the same class and vrvt ∈ E, then
vrvs ∈ E. Equivalently, G is proper k-thin if both v1, . . . , vn and vn, . . . , v1
are consistent with the partition. In this case, the partition and the ordering
5
v1, . . . , vn are said to be strongly consistent, and the minimum k such that G
is proper k-thin is called the proper thinness of G and denoted by pthin(G).
Since k-thin graphs are defined as a generalization of interval graphs,
proper k-thin graphs arise naturally as a generalization of proper interval
graphs. It can be seen that a graph is proper 1-thin if and only if it is a
proper interval graph. Moreover, the proper-thinness of the class of interval
graphs is unbounded (See Proposition 10).
3. Algorithmic aspects
We will deal in this section with some questions related to the recognition
problem of (proper) k-thin graphs. The recognition problem itself is open so
far for both classes, but we will show that, given a vertex ordering of a graph,
we can find in polynomial time a partition into a minimum number of classes
which is (strongly) consistent with the ordering. On the other hand, we will
show that given a graph and a vertex partition, it is NP-complete to decide
if there exists an ordering of the vertices of the graph which is (strongly)
consistent with the partition.
Theorem 2. Given a graph G and an ordering < of its vertices, one can
find in polynomial time graphs G< and G˜< with the following properties:
(1) V (G<) = V (G˜<) = V (G);
(2) the chromatic number of G< (resp. G˜<) is equal to the minimum integer
k such that there is a partition of V (G) into k sets that is consistent
(resp. strongly consistent) with the order <, and the color classes of
a valid coloring of G< (resp. G˜<) form a partition consistent (resp.
strongly consistent) with <;
(3) G< and G˜< are co-comparability graphs.
In particular, the minimum integer k as in (2) and a partition into k vertex
sets can be computed in polynomial time. Moreover, if G is a co-comparability
graph and < a comparability ordering of G, then G< and G˜< are spanning
subgraphs of G.
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Proof. Let G be a graph and < an ordering of its vertices. We will build
a graph G< such that V (G<) = V (G), and v < w are adjacent in G< if and
only if they cannot belong to the same class of a partition which is consistent
with <. By definition of consistency, this happens if and only if there is a
vertex z in G such that v < w < z, z is adjacent to v and nonadjacent to w.
So define E(G<) such that for v < w, vw ∈ E(G<) if and only if there is a
vertex z in G such that v < w < z, zv ∈ E(G) and zw 6∈ E(G).
We build G˜< in a similar way. In this case, for v < w, vw ∈ E(G˜<) if
and only if either there is a vertex z in G such that v < w < z, zv ∈ E(G)
and zw 6∈ E(G) or there is a vertex x in G such that x < v < w, xw ∈ E(G)
and xv 6∈ E(G).
Let us see that < is a comparability ordering both for G< and G˜<. Sup-
pose on the contrary that there is a triple r < s < t in V (G) such that rs, st
are edges of G< (resp. G˜<) and rt is not an edge of G< (resp. G˜<). By defini-
tion of G< (resp. G˜<), there is a vertex z such that r < s < t < z, zr ∈ E(G)
and zt 6∈ E(G) (resp. either there is a vertex z such that r < s < t < z,
zr ∈ E(G) and zt 6∈ E(G), or there is a vertex x in G such that x < r < s < t,
xt ∈ E(G) and xr 6∈ E(G)). If zs 6∈ E(G), then rs is an edge of G< (resp.
G˜<), a contradiction. If zs ∈ E(G), then st is an edge of G< (resp. G˜<), a
contradiction as well. The case of x for G˜< is symmetric, if xs 6∈ E(G), then
st is an edge of G˜<, a contradiction. If xs ∈ E(G), then rs is an edge of G˜<,
a contradiction as well. So G< and G˜< are co-comparability graphs, being
< a comparability ordering for G< and G˜<, respectively.
As we have defined G< (resp. G˜<) such that V (G<) = V (G˜<) = V (G),
and v < w are adjacent in G< (resp. G˜<) if and only if they cannot belong to
the same class of a partition which is consistent (resp. strongly consistent)
with <, it follows that there is a one-to-one correspondence between parti-
tions of V (G) consistent (resp. strongly consistent) with < and colorings of
G< (resp. G˜<). In particular, the minimum k such that there is a partition
of V (G) into k sets that is consistent (resp. strongly consistent) with < is
the chromatic number of G< (resp. G˜<). An optimum coloring of G< (resp.
G˜<) can be computed in polynomial time [16].
To complete the proof of the theorem, suppose now that G is a co-
comparability graph and < is a comparability ordering for G. Let v < w
adjacent in G< (resp. G˜<). By definition, there is a vertex z in G such that
v < w < z, vz ∈ E(G) and wz 6∈ E(G) (resp. either there is a vertex z in
G such that v < w < z, vz ∈ E(G) and wz 6∈ E(G), or there is a vertex
7
x in G such that x < v < w, xw ∈ E(G) and xv 6∈ E(G)). If vw 6∈ E(G),
being G a comparability graph, vz 6∈ E(G), a contradiction. So vw ∈ E(G).
This proves that G< is a spanning subgraph of G. The case of x for G˜< is
symmetric, if vw 6∈ E(G), being G a comparability graph, xw 6∈ E(G), a
contradiction. So in any case vw ∈ E(G). This proves that G˜< is a spanning
subgraph of G as well. 2
A direct consequence of this result is the following, that was already
proved in [5] for the case of thinness.
Corollary 3. If G is a co-comparability graph, thin(G) ≤ pthin(G) ≤ χ(G).
Moreover, any vertex partition given by a coloring of G and any comparability
ordering for its complement are strongly consistent.
As already observed in [5], the bound thin(G) ≤ pthin(G) ≤ χ(G) for
co-comparability graphs can be arbitrarily bad: for example, if G is a clique
of size n, then thin(G) = pthin(G) = 1 and χ(G) = n. However, it holds
with equality for graphs tK2, because thin(tK2) = pthin(tK2) = χ(tK2) = t
(Theorem 1 and Corollary 3).
In contrast with Theorem 2, if a partition is given, it is NP-complete to
decide the existence of a (strongly) consistent ordering.
(Strongly) Consistent ordering with a given partition
Instance: A graph G = (V,E) and a partition of V into non-empty subsets.
Question: Does there exist a total order < of V (strongly) consistent with
the given partition?
The proof is based on a reduction from the following problem, which is
known to be NP-complete [18].
Non-Betweenness
Instance: A finite set A and a collection S of ordered triples of distinct ele-
ments of A.
Question: Does there exist a total order < of A such that for each (x, y, z) ∈
S, it is never the case that x < y < z or z < y < x (i.e. y is not between x
and z)?
We start with an easy lemma.
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Lemma 4. Let G be a graph, < an ordering of V (G) and V1, . . . , Vk a par-
tition of V (G) that is consistent with <. Let {xi, yi} ⊆ Vi, for i = 1, 2, such
that x1x2 and y1y2 are the only edges between {x1, y1} and {x2, y2}. Then
x1 < y1 if and only if x2 < y2.
Proof. By symmetry, let us assume that y1 is the biggest vertex according
to <. Again by symmetry, to prove the lemma it is enough to prove that
x2 < y2. By definition of consistency, since x2 and y2 are in the same class
and y1 is adjacent to y2 but not to x2, it is not possible that y2 < x2 < y1. 2
Theorem 5. The problem (Strongly) Consistent ordering with a
given partition is NP-complete.
Proof. First note that (Strongly) Consistent ordering with a
given partition is in NP, by using the total order of V as the certificate.
Now let us prove its NP-hardness. Given an instance (A, S) of Non-
Betweenness, build a graph G = (V,E) and a partition V0, V1, . . . V|S| of
V as follows.
Fix an ordering of the triples in S. Vertices of V0 are in one-to-one
correspondence with elements of A. For i = 1, . . . , |S|, Vi has 3 vertices,
and they are in a one-to-one correspondence with the elements of the i-th
triple in S. Let us call ai the element of Vi that corresponds to a ∈ A, for
i = 0, . . . , |S|.
Define the edges of G as follows: for each triple (x, y, z) ∈ S, let Vi be
its corresponding set. The only edge in the subgraph induced by {xi, yi, zi}
is xizi. The remaining edges of G are all the possible edges between vertices
associated to the same a ∈ A.
Suppose first there is an ordering < consistent with the partition {V0,
. . . , V|S|}. By Lemma 4, for each 1 ≤ i ≤ |S|, the relative order of the
vertices xi, yi, zi is the same as the relative order of the vertices x0, y0, z0.
By definition of consistency and since the only edge in the subgraph induced
by {xi, yi, zi} is xizi, yi is not between xi and zi in that order. So the order
of the vertices in V0 gives a positive answer to the instance (A, S) of Non-
Betweenness.
Suppose now that there is a valid order < for the instance (A, S) of Non-
Betweenness. We can extend < to V (G) by making consecutive all the
copies in V (G) of an element of A. Now, let p < q < r be three vertices of
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G such that p, q belong to the same class Vi and rp ∈ E(G). Since V0 is a
stable set and the triples in S satisfy the non-betweenness condition, r is not
in Vi. So r and p correspond to the same element a of A, and since there
is at most one copy of an element of A in each Vi, q does not correspond
to a copy of a. But this contradicts the fact that all the vertices of G that
correspond to a same element of A are consecutive. So the situation cannot
arise, and the extended order is consistent with the partition. The case in
which q, r belong to the same class Vi is identical, and indeed the extended
order is strongly consistent with the partition. 2
The computational complexity of the decision of existence of a (strongly)
consistent ordering when the number of sets in the partition is fixed is still
open. So is the computational complexity of deciding if a graph is (proper)
k-thin, even for fixed k ≥ 2. In the case of proper thinness, the problem is
open even within the class of interval graphs.
4. Thinness and other width parameters
Many width parameters are defined in the literature. In this section we
compile the results relating the thinness with some of them, namely path-
width [37], treewidth [2, 38], clique-width [10], cutwidth [26], mim-width [43],
and boxicity [36].
In [29] it was proved that the thinness of a graph is at most the pathwidth
plus one, and that the gap may be high, since the pathwidth of a complete
graph with r vertices is r − 1, while its thinness is 1.
On the other hand, in [8] it was proved that the boxicity is a lower bound
for the thinness of a graph, and it was pointed out that the difference can be
large, as an (r × r)-grid has boxicity 2 and thinness Θ(r).
The vertex isoperimetric peak of a graph G, denoted as bv(G), is defined
as maxs minX⊂V,|X|=s |N(X)|. The thinness of the grid was estimated by
using the following result, that was also used in [3] to give a lower bound of
the thinness of a complete binary tree. We will use it as well to estimate the
thinness of complete m-ary trees.
Lemma 6. [8] For every graph G, thin(G) ≥ bv(G)/∆(G).
Interval graphs have thinness 1 and unbounded clique-width [17], while
cographs have clique-width 2 [11] and unbounded thinness, because tK2 is a
cograph for every t, so the parameters are not comparable.
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Complete graphs have high treewidth and thinness 1, and trees instead
have treewidth 1 but we have the following result.
Theorem 7. For every fixed value m, the thinness of the complete m-ary
tree on n vertices is Θ(log n).
Proof. In [44] it was proved that the vertex isoperimetric peak of the
complete m-ary tree of height h is Θ(h). On the other hand, it was proved
in [13, 40] that the pathwidth of the complete m-ary tree of height h is Θ(h).
As the thinness of a graph is upper bounded by the pathwidth plus one [29]
and using Lemma 6, it follows that the thinness of the complete m-ary tree
of height h is Θ(h), and this proves the theorem. 2
The cutwidth of a graph G, denoted as cutw(G), is the smallest integer
k such that the vertices of G can be arranged in a linear layout v1, . . . , vn in
such a way that for every i = 1, . . . , n − 1, there are at most k edges with
one endpoint in {v1, . . . , vi} and the other in {vi+1, . . . , vn}.
Theorem 8. For every graph G, thin(G) ≤ cutw(G) + 1. Moreover, a lin-
ear layout realizing the cutwidth leads to a consistent partition into at most
cutw(G) + 1 classes.
Proof. Let G be a graph of cutwidth k, and let v1, . . . , vn such that
for every i = 1, . . . , n − 1, there are at most k edges with one endpoint in
{v1, . . . , vi} and the other in {vi+1, . . . , vn}. Let G< be the graph defined as
in Theorem 2 for the order v1, . . . , vn. Since G< is a co-comparability graph,
its chromatic number equals the size of a maximum clique of it [30]. Suppose
that G< has a clique H of size k+ 2, and let vi be the vertex of higher index
in H. By definition of G<, for each i
′ < i such that vi′ ∈ H, there exists j > i
such that vj is adjacent to vi′ and not adjacent to vi. So, there are at least
k+ 1 edges with one endpoint in {v1, . . . , vi} and the other in {vi+1, . . . , vn},
a contradiction. 2
The gap may be high, as for example on cliques.
The linear MIM-width of a graph G, denoted as lmimw(G), is the smallest
integer k such that the vertices of G can be arranged in a linear layout
v1, . . . , vn in such a way that for every i = 1, . . . , n−1, the size of a maximum
induced matching in the bipartite graph formed by the edges of G with an
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endpoint in {v1, . . . , vi} and the other one in {vi+1, . . . , vn} is at most k. This
is the linear version of a parameter called MIM-width [43], that is a lower
bound for the linear MIM-width.
Theorem 9. For every graph G, lmimw(G) ≤ thin(G). Moreover, a linear
ordering v1, . . . , vn realizing the thinness, satisfies that the size of a maxi-
mum induced matching in the bipartite graph formed by the edges of G with
an endpoint in {v1, . . . , vi} and the other one in {vi+1, . . . , vn} is at most
thin(G).
Proof. Let k = thin(G) and consider a k-thin representation of G, with
ordering < of V (G), namely v1 < · · · < vn, and a partition of V (G) into k
classes. Let 1 ≤ i ≤ n−1 and let M be a maximum induced matching in the
bipartite graph formed by the edges of G with an endpoint in {v1, . . . , vi}
and the other one in {vi+1, . . . , vn}. Suppose vrvt and vsvq belong to M ,
with r < s ≤ i, t, q ≥ i + 1. If vr and vs belong to the same class of the
partition, by definition of k-thin representation, vsvt is also an edge, a con-
tradiction with the fact that M is an induced matching. So, |M | ≤ k, thus
lmimw(G) ≤ thin(G). 2
As a corollary, given a graph G provided with a k-thin representation,
a wide family of problems known as Locally Checkable Vertex Subset and
Vertex Partitioning Problems (LC-VSVP Problems) can be solved in n(O(k))
time [43], as this holds for MIM-width k and a suitable ordering. This family
of problems is not comparable (inclusion-wise) with the one in Section 6, but
encompasses maximum weighted independent set and minimum weighted
dominating set.
5. Interval graphs with high proper thinness
In this section we first show that proper thinness of the class of interval
graphs is unbounded. Then we relate the proper thinness of interval graphs
to other interval graphs invariants, like interval count. A family of interval
graphs with arbitrarily large proper thinness is the following.
Let h ≥ 1, and define clawh as the graph obtained from the complete
ternary tree of height h by adding all the edges between a vertex of the tree
and its ancestors. It is easy to see that clawh is an interval graph for every
h ≥ 1 (an interval representation of claw3 can be seen in Figure 1). The
graph claw1 is the claw.
12
Figure 1: An interval representation of claw3.
Proposition 10. [39] For any h ≥ 1, pthin(clawh) = h+ 1.
Proof. Let h ≥ 1. We will label the vertices of G = clawh as vij such
that 0 ≤ i ≤ h, 1 ≤ j ≤ 3i, v01 is the root of the ternary tree, and for each
0 ≤ i ≤ h−1, 1 ≤ j ≤ 3i, the children of vij are vi+13j−2, vi+13j−1, and vi+13j . Let us
consider an ordering < and a partition of V (G) that are strongly consistent.
Without loss of generality, by symmetry, we may assume vi2 < v
i
1 < v
i
3 for
every i ≥ 1.
Let us show now that for every 0 ≤ i′ < i ≤ h, vi1 and vi′1 cannot be
in the same class of the partition. Otherwise, if vi1 < v
i′
1 then the fact of
vi2 < v
i
1 < v
i′
1 , v
i
2v
i′
1 ∈ E(G) and vi2vi1 6∈ V (G) contradicts the definition of
strong consistency, and if vi
′
1 < v
i
1 then the fact of v
i′
1 < v
i
1 < v
i
3, v
i
3v
i′
1 ∈ E(G)
and vi3v
i
1 6∈ V (G) contradicts the definition of strong consistency.
So, v01, . . . , v
h
1 are all in different classes of the partition and pthin(clawh) ≥
h+ 1. On the other hand, a partition of the vertices according to its height
in the tree, and a postorder of the vertices of the tree are strongly consistent.
Thus pthin(clawh) = h+ 1. 2
This example is also a classical example of a graph with high interval
count and high length of a chain of nested intervals. We will relate the
proper thinness of interval graphs to these two interval graphs invariants.
The interval count of an interval graph G is the minimum number of dif-
ferent interval sizes needed in an interval representation of G (see for example
[7, 25]). Graphs with interval count at most k are also known as k-length
interval graphs.
A k-nested interval graph is an interval graph admitting an interval rep-
resentation in which there are no chains of k + 1 intervals nested in each
other [24]. It is easy to see that k-nested interval graphs are a superclass of
k-length interval graphs. We have also the following property.
Proposition 11. [31] Every k-nested interval graph is proper k-thin.
Proof. Let G be a k-nested interval graph and consider an interval rep-
resentation of G with no chains of k + 1 intervals nested in each other. It
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is a known result that we may assume that all the interval endpoints are
distinct. We label each interval by the length of the longest chain of nested
intervals ending in it, and these labels define the partition of the vertices
into classes, that are at most k. Now, we order the vertices according to
their intervals by the right endpoint (left to right). That order is consistent
with the partition in which the only class contains all vertices of G, so, in
particular, it is consistent with every other partition refining it. Let us see
that the consistency is strong. Let r < s < t such that s and t are in the
same class of the partition. Let Ir, Is, It their corresponding intervals. By
definition of the classes, Is 6⊆ It, otherwise the length of the longest chain
of nested intervals ending in Is would be strictly greater than the one for It.
As the right endpoint of It is greater than the one of Is, it follows that the
left endpoint of It is also greater than the one of Is. Thus, if Ir intersects
It, it intersects Is as well. So, the ordering and the partition are strongly
consistent and G is proper k-thin. 2
Graphs with interval count one are known as unit interval graphs, while
1-nested interval graph are equivalent to proper interval graphs. In [35] it is
shown that unit interval graphs are equivalent to proper interval graphs. So
the classes proper 1-thin, 1-length interval and 1-nested interval are equiva-
lent. We will see that for higher numbers the equivalence does not necessarily
hold.
Indeed, in [15, Theorem 5, p. 177], Fishburn shows that, for every k ≥ 2,
there are 2-nested interval graphs that are not k-length interval.
We will describe a family of graphs that show that, for every k ≥ 3, there
are proper 3-thin graphs that are not k-nested interval.
Let k ≥ 1. Let Gk with 3k + 1 vertices is defined as follows. Its vertex-
set is Vk = Ak ∪ Bk ∪Wk, where Ak = {a1, . . . , ak}, Bk = {b1, . . . , bk} and
Wk = {v1, . . . , vk, vk+1}. The subgraph induced by Wk is a clique with k + 1
vertices; a1 (resp., b1) is adjacent to v1. Then, for any 1 < i ≤ k, ai (resp.,
bi) is adjacent to ai−1 (resp., to bi−1), and to vj for any j ≥ i. See Figure 2
for a sketch of Gk and an interval representation of it.
The graph G1 is the claw, which is not proper interval. For higher values
of k, we have the following property.
Proposition 12. [31] For any k ≤ 2, Gk is proper 3-thin, but in every
interval representation of it, if Ij is the interval corresponding to vj, it holds
Ik+1 ⊆ Ik ⊆ · · · ⊆ I1.
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Figure 2: A sketch of graph Gk and an interval representation of it.
Proof. Consider the ordering a1, . . . , ak, b1, . . . , bk, v1, . . . , vk, vk+1, and the
three classes Ak, Bk and Wk. It is easy to see that they are strongly consis-
tent.
Let 1 ≤ i ≤ k − 1. Notice that aiai+1vi+1bi+1bi induce a path of length
five on Gk. In every interval representation of it, the interval Ii+1 is between
the intervals corresponding to ai and bi and disjoint to them. As the five
vertices are adjacent to vi, it follows that the Ii+1 ⊆ Ii. Finally, by the shape
of interval representations of a path of length five, each of the intervals corre-
sponding to ak and bk contains an endpoint of Ik. As vk+1 is neither adjacent
to ak nor to bk, Ik+1 ⊆ Ik. 2
The following characterization was proved for k-nested interval graphs.
Lemma 13. [24] An interval graph is k-nested interval if and only if it has
an interval representation which can be partitioned into k proper interval
representations.
This lemma and the family of graphs Gk show that even if the vertices
of a proper k-thin graph can be partitioned into k sets of vertices each of
them inducing a proper interval graph, it is not always the case that it has
an interval representation which can be partitioned into k proper interval
representations.
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6. Solving combinatorial optimization problems on graphs with
bounded thinness
Since a k-thin graph G does not contain (k + 1)K2 as induced subgraph
(Theorem 1), it has at most |V (G)|2k maximal cliques [33]. In particular,
the maximum weighted clique problem can be solved in polynomial time on
graphs with bounded thinness, by simple enumeration of the maximal cliques
of the graph [41].
The maximum weighted stable set problem can be solved in polynomial
time on graphs with bounded thinness, when an ordering and a partition
that are consistent are given [29]. In the same hypothesis, the capacitated
coloring (in which there is an upper bound αj on the number of vertices of
color j) can be solved in polynomial time, if the number of colors s is fixed [5].
As a byproduct, in the same paper it is shown that the capacitated coloring
can be solved in polynomial time for co-comparability graphs, if the number
of colors s is fixed, in contrast with the case in which the bounds αj are all
equal to a fixed number h, that is NP-complete, even for two subclasses of
co-comparability graphs: permutation graphs (for h ≥ 6) [27] and interval
graphs (for h ≥ 4) [4]. The hardness on interval graphs implies the hardness
for graphs of bounded thinness, since interval graphs are the graphs with
thinness 1.
Both algorithms, the one for maximum weighted stable set and the one
for capacitated coloring with fixed number of colors, are based on dynamic
programming. One of the main results in this work is a generalization of
these algorithmic results. We describe now a framework of problems that
can be solved for graphs with bounded thinness, given the representation.
Instance:
• A k-thin representation of G = (V,E), with ordering < of V , namely
v1 < · · · < vn, and partition of V into k classes V 1, . . . , V k.
• A family of arbitrary nonnegative weights w1, . . . , wt on V .
• A family of nonnegative weights b1, . . . , bp on V bounded by a fixed
polynomial in n (p fixed, q(n) the bound for the weights).
Question: find sets S1, . . . , Sr (r fixed, not necessarily disjoint), Sj ⊆ V for
1 ≤ j ≤ r, such that:
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• the objective is to minimize or maximize a linear function∑
1≤i≤t;1≤j≤r cijwi(Sj).
• each vertex v has a list L(v) of combinations of the sets S1, . . . , Sr to
which it can belong (that may include the empty combination).
• there is an r×r symmetric matrix M over 0, 1, ∗, stating the adjacency
conditions on the sets Sj, such that for 1 ≤ i < j ≤ r, Mii = 1 means
Si is a clique, Mii = 0 means Si is a stable set, Mij = 1 means all the
edges joining Si and Sj have to be present, Mij = 0 means there are
no edges from Si to Sj.
• there is a family of restrictions on the weight of the intersection and of
the union of some families of sets. Such restrictions can be expressed
as
– 0 ≤ liJ∩ ≤ bi(
⋂
j∈J Sj) ≤ uiJ∩, such that 1 ≤ i ≤ p, J ⊆
{1, . . . , r}.
– 0 ≤ liJ∪ ≤ bi(
⋃
j∈J Sj) ≤ uiJ∪, such that 1 ≤ i ≤ p, J ⊆
{1, . . . , r}.
Notice that some of these restrictions can be of cardinality, if the cor-
responding weight function bi is constant.
The family of problems that can be modeled within this framework in-
cludes weighted variations of list matrix partition problems with matrices
of bounded size, which in turn generalize coloring, list coloring, list homo-
morphism, equitable coloring with different objective functions, all for fixed
number of colors (or graph size in the case of homomorphism), clique cover
with fixed number of cliques, weighted stable sets, and other graph partition
problems. It models also sum-coloring and its more general version optimum
cost chromatic partition problem [22] for fixed number of colors, but it does
not include dominating-like problems.
We will solve such a problem as a shortest or longest path problem (ac-
cording to minimization or maximization of the objective function) in an
auxiliary acyclic digraph D = (X,A) whose nodes correspond to states and
whose arcs are weighted and labeled. The total weight of the path is the
value of the objective function in the solution that can be built by using the
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arc labels. We will used the term “nodes” for the digraph D in order to avoid
confusion with the vertices of the graph G.
A state is a tuple, containing:
• a number 1 ≤ s ≤ |VG| indicating that we are considering the subgraph
Gs of G, induced by v1, . . . , vs.
• nonnegative parameters liJ∩, uiJ∩, liJ∪, uiJ∪, for 1 ≤ i ≤ p, J ⊆ {1, . . . , r};
they are at most 2r+2p, and each of them may take a nonnegative value
at most nq(n), which is an upper bound for bi(V ), for every 1 ≤ i ≤ p.
• a family of nonnegative parameters {αij}1≤i≤k;1≤j≤r, meaning that we
cannot pick for Sj a vertex of the first αij vertices of the set V
i of the
partition; there are kr such parameters and each of them may take a
nonnegative value at most n− 1.
• a family of nonnegative parameters {βij}1≤i≤k;1≤j≤r, meaning that we
cannot pick for Sj a vertex on the last βij vertices of the set V
i of the
partition; there are kr such parameters and each of them may take a
nonnegative value at most n− 1.
The total number of states is then at most n2kr+1(nq(n))2
r+2p, that is
polynomial in n, since k, r, and p are constant and q(n) is polynomial in n.
The digraph D will have nodes that correspond to possible states, orga-
nized in layers X0, X1, . . . , Xn such that X0 contains only one node x0, and
the layer Xs contains the states whose first parameter is s. The layer Xn con-
tains also only one node, corresponding to the state (n, {liJ∩}, {uiJ∩}, {liJ∪},
{uiJ∪}, {αij}, {βij}), where the parameters {liJ∩}, {uiJ∩}, {liJ∪}, {uiJ∪} are
the ones in the original formulation of the problem and αij = βij = 0 for
every 1 ≤ i ≤ k, 1 ≤ j ≤ r.
All arcs of A have the form (u,w) with u ∈ Xs and w ∈ Xs+1, for some
0 ≤ s ≤ n− 1.
We associate with each node of X a suitable problem, in the same frame-
work, whose parameters correspond to the parameters in the state, but with
additional constraints associated with the parameters {αij} and {βij}.
We will define the arcs in such a way that a node is reachable from the
node in the layer X0 if and only if the associated problem has a solution.
The length of the path will be the weight of the solution, and the set of arc
18
labels will encode the solution. Let us describe the arcs of the digraph.
Let w be a node with parameters (1, {liJ∩}, {uiJ∩}, {liJ∪}, {uiJ∪}, {αij},
{βij}).
Let 1 ≤ ` ≤ k such that v1 ∈ V `. For each J˜ ∈ L(v1) (in particular
J˜ ⊆ {1, . . . , r}), such that:
1.1 For each j ∈ J˜ , β`j = α`j = 0.
1.2 For each J ⊆ J˜ , liJ∩ ≤ bi(v1) ≤ uiJ∩.
1.3 For each J 6⊆ J˜ , liJ∩ = 0.
1.4 For each J such that J ∩ J˜ 6= ∅, liJ∪ ≤ bi(v1) ≤ uiJ∪.
1.5 For each J such that J ∩ J˜ = ∅, liJ∪ = 0.
we add an arc from x0 to w, labeled by J˜ and of weight
∑
1≤i≤t;j∈J˜ cijwi(v1).
If no J˜ satisfies conditions 1.1–1.5, no arc ending in w is added. If more than
one arc x0w was added, we can keep only the one with maximum (resp. mini-
mum) weight if we are solving a maximization (resp. minimization) problem.
Note that if we add the arc x0w labeled by J˜ , then the solution Sj = {v1}
for j ∈ J˜ , Sj = ∅ for j 6∈ J˜ has weight
∑
1≤i≤t;j∈J˜ cijwi(v1) and satisfies the
state described by w: condition 1.1 says that v1 (the first and last vertex
of V ` in G1) is allowed to be picked for every set Sj for j ∈ J˜ ; conditions
1.2–1.5 say that the assignment does not violate weight constraints.
Let w be a node with parameters (s, {liJ∩}, {uiJ∩}, {liJ∪}, {uiJ∪}, {αij},
{βij}), 1 < s ≤ n.
Let 1 ≤ ` ≤ k such that vs ∈ V `. For each J˜ ∈ L(vs), such that:
s.1 For each j ∈ J˜ , β`j = 0.
s.2 For each j ∈ J˜ , α`j < |V ` ∩ {v1, . . . , vs}|.
s.3 For each J ⊆ J˜ , bi(vs) ≤ uiJ∩.
s.4 For each J such that J ∩ J˜ 6= ∅, bi(vs) ≤ uiJ∪.
we add an arc from u to w, labeled by J˜ and of weight
∑
1≤i≤t;j∈J˜ cijwi(vs),
where u has parameters (s − 1, {l′iJ∩}, {u′iJ∩}, {l′iJ∪}, {u′iJ∪}, {α′ij}, {β′ij}),
such that:
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s′.1 Let 1 ≤ j ≤ r. If there exists j′ ∈ J˜ such that Mjj′ = 0, then β′`j =
max{β`j−1, |N(vs)∩V `∩{1, . . . , s−1}|}, and for 1 ≤ i ≤ k, i 6= `, β′ij =
max{βij, |N(vs)∩V i∩{1, . . . , s−1}|}. Otherwise, β′`j = max{0, β`j−1},
and for 1 ≤ i ≤ k, i 6= `, β′ij = βij.
s′.2 Let 1 ≤ j ≤ r. If there exists j′ ∈ J˜ such that Mjj′ = 1, then
α′`j = max{min{|V `∩{1, . . . , s−1}|, α`j}, |N(vs)∩V `∩{1, . . . , s−1}|},
and for 1 ≤ i ≤ k, i 6= `, α′ij = max{αij, |N(vs) ∩ V i ∩ {1, . . . , s− 1}|}.
Otherwise, α′`j = min{|V ` ∩ {1, . . . , s − 1}|, α`j}, and for 1 ≤ i ≤ k,
i 6= `, α′ij = αij.
s′.3 For each J ⊆ J˜ , l′iJ∩ = max{0, liJ∩ − bi(vs)} and u′iJ∩ = uiJ∩ − bi(vs).
s′.4 For each J 6⊆ J˜ , l′iJ∩ = liJ∩ and u′iJ∩ = uiJ∩.
s′.5 For each J such that J ∩ J˜ 6= ∅, l′iJ∪ = max{0, liJ∪ − bi(vs)} and u′iJ∪ =
uiJ∪ − bi(vs).
s′.6 For each J such that J ∪ J˜ = ∅, l′iJ∪ = liJ∪ and u′iJ∪ = uiJ∪.
If no J˜ satisfies conditions s.1–s.4, no arc ending in w is added. If more
than one arc from the same vertex u to w was added, we can keep only the
one with maximum (resp. minimum) weight if we are solving a maximization
(resp. minimization) problem.
That is, if an arc is added, the arc corresponds to the choice of adding the
vertex vs to the sets {Sj}j∈J˜ , the conditions required imply that the choice
is valid for w in the case that the state described by u admits a solution, the
label of the arc keeps track of the choice made, and the cost corresponds to
the weight that the choice adds to the objective function.
Note that if we add the arc uw labeled by J˜ , then for a solution {S ′j}1≤j≤r
for Gs−1 satisfying the state described by u, then the solution {Sj}1≤j≤r for
Gs such that Sj = S
′
j ∪ {vs} for j ∈ J˜ , Sj = S ′j for j 6∈ J˜ satisfies the
state described by w. Conditions s.1 and s.2 say that vs (the last vertex
of V ` in Gs) is allowed to be picked for every set Sj for j ∈ J˜ . Condition
s′.1 ensures on one hand that the conditions imposed by the parameters
{βij} in w are satisfied by the solution of u, and, on the other hand, that
if j′ ∈ J˜ and 1 ≤ j ≤ r are such that Mjj′ = 0 then no neighbor of vs
belongs to S ′j, as required. Similarly, condition s
′.2 ensures on one hand that
the conditions imposed by the parameters {αij} in w are satisfied also by
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the solution of u, and, on the other hand, that if j′ ∈ J˜ and 1 ≤ j ≤ r
are such that Mjj′ = 1 then all vertices in S
′
j are adjacent to vs, as required.
These conditions strongly use that the order and the partition are consistent.
Finally, conditions s.3–s.4, and s′.3–s′.6 ensure that the solution does not
violate weight constraints.
Moreover, the difference of weight of the solution {Sj}1≤j≤r with respect
to {S ′j}1≤j≤r is exactly
∑
1≤i≤t;j∈J˜ cijwi(vs).
In that way, a directed path in the digraph corresponds to an assignment
of vertices of the graph to lists of sets and its weight is the value of the
objective function for the corresponding assignment.
The digraph has a polynomial number of nodes and can be built in poly-
nomial time. Since it is acyclic, both the longest path and shortest path can
be computed in linear time in the size of the digraph by topological sorting.
Remark 1. The thinness is not preserved by the complement operation of
graphs (see for instance Theorem 1). However, for every fixed k, all the prob-
lems that can be modeled in this framework can be solved for the complement
G of a k-thin graph G, in the same framework, simply by swapping ones and
zeroes in the restriction matrix M .
6.1. Extending the family of combinatorial optimization problems solvable on
graphs with bounded proper thinness
We start by the following observation: in a proper k-thin representation
of a graph G, with ordering < of V , namely v1 < · · · < vn, and partition of V
into k classes V 1, . . . , V k, for each pair of vertices vs < vr that are in the same
class, N [vs] ∩ {v1, . . . , vs} ⊇ N [vr] ∩ {v1, . . . , vs}. This allows us to handle
other kinds of restrictions as for example domination type constraints.
Namely, if we are considering the subgraphGs ofG induced by {v1, . . . , vs}
but we “keep in mind” that we still need to dominate some of the vertices in
{vs+1, . . . , vn} with vertices of Gs, we can summarize these conditions into at
most k of them (each imposed by vertices of {vs+1, . . . , vn} in each partition
class).
For graphs with bounded proper thinness k, when the proper k-thin repre-
sentation of the graph is given, we can add now to the instance (with respect
to Section 6) this kind of restrictions:
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• lij(N) ≤ |Si ∩ N(v)| ≤ uij(N) ∀v ∈ Sj, such that lij(N) ∈ {0, 1} and
uij(N) ∈ {1,∞} (it can be i = j), 1 ≤ i, j ≤ r.
• lij[N ] ≤ |Si ∩ N [v]| ≤ uij[N ] ∀v ∈ Sj, such that lij[N ] ∈ {0, 1} and
uij[N ] ∈ {1,∞} (it can be i = j), 1 ≤ i, j ≤ r.
In this way the framework includes domination-type problems in the lit-
erature and their weighted versions, such as existence/minimum (weighted)
independent dominating set, minimum (weighted) total dominating set, min-
imum perfect dominating set and existence/minimum (weighted) efficient
dominating set, b-coloring [21] with fixed number of colors.
We will keep the notation of Section 6 and describe how to modify the
algorithm in order to take into account the new restrictions. Now the vertex
order and the partition of G are strongly consistent.
Each state now will be augmented with some new parameters:
• a family of nonnegative parameters {γij}1≤i≤k;1≤j≤r, meaning that the
last γij vertices of V
i have already a neighbor in Sj (of index higher
than them); there are kr such parameters and each of them may take
a nonnegative value at most n− 1.
• a family of nonnegative parameters {γ2ij}1≤i≤k;1≤j≤r, meaning that the
last γ2ij vertices of V
i have already two neighbors in Sj (of index higher
than them); there are kr such parameters and each of them may take
a nonnegative value at most n− 1.
• a family of nonnegative parameters {λijc}1≤i,c≤k;1≤j≤r, meaning that,
for each value 1 ≤ c ≤ k, Sj has to contain at least one vertex in the
set that is the union over 1 ≤ i ≤ k of the last λijc vertices of V i (if
the union is empty, this means no restriction associated with (c, Sj));
there are k2r such parameters and each of them may take a nonnegative
value at most n− 1.
The total number of states is then multiplied by at most nk
2r+2kr, that
keeps it polynomial in n, since k and r are constant.
The value of all these parameters in the only node of the layer Xn of the
digraph is zero.
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Now the problems associated with the nodes of X will have the additional
constraints associated with the new restrictions and the parameters {γij},
{γ2ij}, and {λijc}.
Let us describe the additional conditions for the arcs of the digraph, whose
labels and weights are still the same as in Section 6.
Let w be a node with parameters (1, . . . , {γij}, {γ2ij}, {λijc}).
Let 1 ≤ ` ≤ k such that v1 ∈ V `. For each J˜ ∈ L(v1) (in particular
J˜ ⊆ {1, . . . , r}) satisfying 1.1–1.5, and such that:
1.6 For each 1 ≤ i ≤ r, j ∈ J˜ , such that lij(N) = 1, γ`i > 0.
1.7 For each i 6∈ J˜ , j ∈ J˜ , such that lij[N ] = 1, γ`i > 0.
1.8 For each 1 ≤ i ≤ r, j ∈ J˜ , such that uij(N) = 1 or uij[N ] = 1, γ2`i = 0.
1.9 For each i, j ∈ J˜ , such that uij[N ] = 1, γ`i = 0.
1.10 For each j 6∈ J˜ and for each 1 ≤ c ≤ k, λ`jc = 0.
we add an arc from x0 to w, labeled by J˜ and of weight
∑
1≤i≤t;j∈J˜ cijwi(v1).
If no J˜ satisfies conditions 1.1–1.10, no arc ending in w is added. If more
than one arc x0w was added, we can keep only the one with maximum (resp.
minimum) weight if we are solving a maximization (resp. minimization)
problem.
Note that if we add the arc x0w labeled by J˜ , then the solution Sj = {v1}
for j ∈ J˜ , Sj = ∅ for j 6∈ J˜ has weight
∑
1≤i≤t;j∈J˜ cijwi(v1) and satisfies the
state described by w: conditions 1.1–1.5 ensure the properties required in
Section 6; conditions 1.6–1.9 ensure the validity of the two new families of
restrictions about lower and upper bounds of neighbors of vertices of one set
in other set, and condition 1.10 ensures that the restrictions imposed by the
parameters {λijc} are satisfied.
Let w be a node with parameters (s, {liJ∩}, {uiJ∩}, {liJ∪}, {uiJ∪}, {αij},
{βij}, {γij}, {γ2ij}, {λijc}), 1 < s ≤ n.
Let 1 ≤ ` ≤ k such that vs ∈ V `. For each J˜ ∈ L(vs) satisfying s.1–s.4,
and such that:
s.5 For each 1 ≤ i ≤ r, j ∈ J˜ , such that uij(N) = 1 or uij[N ] = 1, γ2`i = 0.
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s.6 For each i, j ∈ J˜ , such that uij[N ] = 1, γ`i = 0.
s.7 For each j 6∈ J˜ and for each 1 ≤ c ≤ k, either λ`jc = 0, or λ`jc > 1, or
there exists 1 ≤ i ≤ k, i 6= `, such that λijc > 0 (i.e., the union over
1 ≤ i ≤ k of the last λijc vertices of V i is not {vs}).
s.8 For each 1 ≤ i ≤ r such that γ`i = 0 and there exists j ∈ J˜ such that
lij(N) = 1, N(vs) ∩ {1, . . . , s− 1} 6= ∅.
s.9 For each i 6∈ J˜ such that γ`i = 0 and there exists j ∈ J˜ such that
lij[N ] = 1, N(vs) ∩ {1, . . . , s− 1} 6= ∅.
Let {λ0ijc}1≤i,c≤k;1≤j≤r be defined this way: for every j ∈ J˜ and every
1 ≤ c ≤ k such that λ`jc > 0, let λ0ijc = 0 for every 1 ≤ i ≤ k; for every j ∈ J˜
and every 1 ≤ c ≤ k such that λ`jc = 0, let λ0ijc = λijc for every 1 ≤ i ≤ k;
for every j 6∈ J˜ and every 1 ≤ c ≤ k, let λ0`jc = max{0, λ`jc − 1} and let
λ0ijc = λijc for every 1 ≤ i ≤ k, i 6= `.
Let {λ1jc}1≤c≤k;1≤j≤r be defined as λ1jc = 0 if λ0ijc = 0 for every 1 ≤ i ≤ k,
λ1jc = 1 otherwise.
We add an arc from u to w, labeled by J˜ and of weight
∑
1≤i≤t;j∈J˜ cijwi(vs),
where u has parameters (s − 1, {l′iJ∩}, {u′iJ∩}, {l′iJ∪}, {u′iJ∪}, {α′ij}, {β′ij},
{γ′ij}, {γ2′ij}, {λ′ijc}), satisfies conditions s′.2–s′.6, and:
s′.7 For each 1 ≤ i ≤ r such that γ`i = 0 and there exists j ∈ J˜ such
that lij(N) = 1, if λ
1
i` = 0, then λ
′
j′i` = |N(vs) ∩ V j′ ∩ {1, . . . , s − 1}|
for each 1 ≤ j′ ≤ k; otherwise, λ′j′i` = λ0j′i` for every 1 ≤ j′ ≤ k
(recall that, by the observations above about proper thinness, λ0j′i` =
min{λ0j′i`, |N(vs) ∩ V j′ ∩ {1, . . . , s− 1}|}).
s′.8 For each i 6∈ J˜ such that γ`i = 0 and there exists j ∈ J˜ such that
lij[N ] = 1, if λ
1
i` = 0, then λ
′
j′i` = |N(vs) ∩ V j′ ∩ {1, . . . , s− 1}| for each
1 ≤ j′ ≤ k; otherwise, λ′j′i` = λ0j′i` for every 1 ≤ j′ ≤ k.
s′.9 For each i, j, c not comprised in conditions s′.7 and s′.8, λ′ijc = λ
0
ijc.
s′.10 Let 1 ≤ j ≤ r. If there exists j′ ∈ J˜ satisfying at least one of the
following:
• Mjj′ = 0
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• (ujj′(N) = 1 or ujj′[N ] = 1) and γ`j > 0
• j ∈ J˜ and ujj′[N ] = 1
then, β′`j = max{β`j−1, |N(vs)∩V `∩{1, . . . , s−1}|}, and for 1 ≤ i ≤ k,
i 6= `, β′ij = max{βij, |N(vs) ∩ V i ∩ {1, . . . , s − 1}|}. Otherwise, β′`j =
max{0, β`j − 1}, and for 1 ≤ i ≤ k, i 6= `, β′ij = βij.
s′.11 For each j ∈ J˜ : if |N(vs) ∩ V ` ∩ {1, . . . , s − 1}| ≥ γ`j − 1, then γ′`j =
|N(vs) ∩ V ` ∩ {1, . . . , s − 1}| and γ2′`j = max{0, γ`j − 1}; otherwise,
γ′`j = max{0, γ`j−1} and γ2′`j = max{γ2`j−1, |N(vs)∩V `∩{1, . . . , s−1}|}.
s′.12 For each j ∈ J˜ , 1 ≤ i ≤ k, i 6= `: if |N(vs) ∩ V i ∩ {1, . . . , s − 1}| ≥ γij,
then γ′ij = |N(vs)∩V i∩{1, . . . , s−1}| and γ2′ij = γij; otherwise, γ′ij = γij
and γ2
′
ij = max{γ2ij, |N(vs) ∩ V i ∩ {1, . . . , s− 1}|}.
If no J˜ satisfies conditions s.1–s.9, no arc ending in w is added. If more
than one arc from the same vertex u to w was added, we can keep only the
one with maximum (resp. minimum) weight if we are solving a maximization
(resp. minimization) problem.
That is, if an arc is added, the arc corresponds to the choice of adding the
vertex vs to the sets {Sj}j∈J˜ , the conditions required imply that the choice
is valid for w in the case that the state described by u admits a solution, the
label of the arc keeps track of the choice made, and the cost corresponds to
the weight that the choice adds to the objective function.
Note that if we add the arc uw labeled by J˜ , then for a solution {S ′j}1≤j≤r
for Gs−1 satisfying the state described by u, then the solution {Sj}1≤j≤r for
Gs such that Sj = S
′
j ∪ {vs} for j ∈ J˜ , Sj = S ′j for j 6∈ J˜ satisfies the state
described by w.
Condition s′.10 ensures on one hand that the conditions imposed by the
parameters {βij, uij(N), uij[N ]} in w are satisfied by the solution of u, and,
on the other hand, that if j′ ∈ J˜ and 1 ≤ j ≤ r are such that Mjj′ =
0 then no neighbor of vs belongs to S
′
j, as required. Conditions s
′.7–s′.9
together with s.7–s.9 define parameters {λ′ijc} in u in order to guarantee in
w both the conditions imposed by the lower bounds {lij(N), lij[N ]} and those
imposed by the parameters {λijc}. Finally, conditions s′.11 and s′.12 properly
update the definition of parameters {γ′ij, γ2′ij} according to the choice J˜ for
vs. Conditions s
′.2–s′.6 were analyzed above in Section 6.
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As in that case, the difference of weight of the solution {Sj}1≤j≤r with
respect to {S ′j}1≤j≤r is exactly
∑
1≤i≤t;j∈J˜ cijwi(vs).
In that way, a directed path in the digraph corresponds to an assignment
of vertices of the graph to lists of sets and its weight is the value of the
objective function for the corresponding assignment.
The digraph has a polynomial number of nodes and can be built in poly-
nomial time. Since it is acyclic, both the longest path and shortest path can
be computed in linear time in the size of the digraph by topological sorting.
7. Thinness and graph operations
In this section we analyze the behavior of the thinness and proper thinness
under different graph operations, namely union, join, and Cartesian product.
The first two results allow us to fully characterize k-thin graphs by forbidden
induced subgraphs within the class of cographs. The third result is used to
solve in polynomial time the t-rainbow domination problem for fixed t on
graphs with bounded thinness.
Let G1 = (V1, E1) and G2 = (V2, E2) be two graphs with V1 ∩ V2 = ∅.
The union of G1 and G2 is the graph G1 ∪G2 = (V1 ∪ V2, E1 ∪ E2), and the
join of G1 and G2 is the graph G1 ∨G2 = (V1 ∪ V2, E1 ∪ E2 ∪ V1 × V2) (i.e.,
G1 ∨G2 = G1 ∪G2).
Theorem 14. Let G1 and G2 be graphs. Then thin(G1∪G2) = max{thin(G1),
thin(G2)} and pthin(G1 ∪G2) = max{pthin(G1), pthin(G2)}.
Proof. Since both G1 and G2 are induced subgraphs of G1 ∪ G2, then
thin(G1 ∪G2) ≥ max{thin(G1), thin(G2)} and the same holds for the proper
thinness.
Let G1 and G2 be two graphs with thinness (resp. proper thinness) t1
and t2, respectively. Let v1, . . . , vn1 and (V
1
1 , . . . , V
t1
1 ) be an ordering and
a partition of V (G1) which are consistent (resp. strongly consistent). Let
w1, . . . , wn2 and (V
1
2 , . . . , V
t2
2 ) be an ordering and a partition of V (G2) which
are consistent (resp. strongly consistent). Suppose without loss of generality
that t1 ≤ t2. For G = G1 ∪ G2, define a partition V 1, . . . , V t2 such that
V i = V i1 ∪ V i2 for i = 1, . . . , t1 and V i = V i2 for i = t1 + 1, . . . , t2, and de-
fine v1, . . . , vn1 , w1, . . . , wn2 as an ordering of the vertices. By definition of
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union of graphs, if three ordered vertices according to the order defined in
V (G1∪G2) are such that the first and the third are adjacent, either the three
vertices belong to V (G1) or the three vertices belong to V (G2). Since the or-
der and the partition restricted to each of G1 and G2 are the original ones, the
properties required for consistency (resp. strong consistency) are satisfied. 2
Theorem 15. Let G1 and G2 be graphs. Then thin(G1 ∨G2) ≤ thin(G1) +
thin(G2) and pthin(G1 ∨ G2) ≤ pthin(G1) + pthin(G2). Moreover, if G2 is
complete, then thin(G1 ∨G2) = thin(G1).
Proof. Let G1 and G2 be two graphs with thinness (resp. proper thinness)
t1 and t2, respectively. Let v1, . . . , vn1 and (V
1
1 , . . . , V
t1
1 ) be an ordering and
a partition of V (G1) which are consistent (resp. strongly consistent). Let
w1, . . . , wn2 and (V
1
2 , . . . , V
t2
2 ) be an ordering and a partition of V (G2) which
are consistent (resp. strongly consistent). For G = G1∨G2, define a partition
with t1+t2 sets as the union of the two partitions, and v1, . . . , vn1 , w1, . . . , wn2
as an ordering of the vertices.
Let x, y, z be three vertices of V (G) such that x < y < z, xz ∈ E(G), and
x and y are in the same class of the partition of V (G). Then, in particular,
x and y both belong either to V (G1) or to V (G2). If z belongs to the same
graph, then yz ∈ E(G) because the ordering and partition restricted to
each of G1 and G2 are consistent. Otherwise, z is also adjacent to y by the
definition of join.
We have proved that the defined partition and ordering are consistent,
and thus that thin(G1 ∨G2) ≤ thin(G1) + thin(G2). The proof of the strong
consistency, given the strong consistency of the partition and ordering of
each of G1 and G2, is symmetric and implies pthin(G1 ∨G2) ≤ pthin(G1) +
pthin(G2).
Suppose now that G2 is complete (in particular, t2 = 1). Since G1 is
an induced subgraph of G1 ∨ G2, then thin(G1 ∨ G2) ≥ thin(G1). For G =
G1 ∨G2, define a partition V 1, . . . , V t1 such that V 1 = V 11 ∪ V 12 and V i = V i1
for i = 2, . . . , t1, and define v1, . . . , vn1 , w1, . . . , wn2 as an ordering of the
vertices.
Let x, y, z be three vertices of V (G) such that x < y < z, xz ∈ E(G), and
x and y are in the same class of the partition of V (G). If z belongs to V (G2),
then z is also adjacent to y, because it is adjacent to every vertex in G−z. If
z belongs to V (G1), then x, y, and z, belong to V (G1) due to the definition of
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the order of the vertices, and thus yz ∈ E(G) because the ordering and par-
tition restricted to G1 are consistent. This proves thin(G1 ∨G2) ≤ thin(G1),
and therefore thin(G1 ∨G2) = thin(G1). 2
The following lemma shows a way of obtaining graphs with high thinness,
using the join operator.
Lemma 16. If G is not complete, then thin(G ∨ 2K1) = thin(G) + 1.
Proof. By Theorem 15, thin(G∨2K1) ≤ thin(G)+thin(2K1) = thin(G)+
1. On the other hand, as G∨ 2K1 contains G as induced subgraph, thin(G∨
2K1) ≥ thin(G).
First notice that if thin(G) = 1 but G is not complete, then G ∨ 2K1
contains C4 as induced subgraph, so it is not an interval graph, and thin(G∨
2K1) ≥ 2, as claimed.
Suppose then that thin(G) = k > 1 and thin(G ∨ 2K1) = k as well,
and let < be an ordering of the vertices of G ∨ 2K1 consistent with a par-
tition V 1, . . . , V k. Let v, v′ be the vertices of the graph 2K1, and suppose
v < v′. Without loss of generality we may assume v ∈ V k. As thin(G) = k,
V k ∩ V (G) 6= ∅. Since v′ > v, v′ is nonadjacent to v, and v′ is adjacent to
all the vertices in V k ∩ V (G), v has to be the smallest vertex in V k. Let
z ∈ V k ∩ V (G) and suppose there is a vertex x > z in V (G). As x is adja-
cent to v′, it is adjacent to z as well. So, we can define a new order <′ on
V (G∨ 2K1) that preserves the order < in V 1∪V k−1∪{v} and such that the
vertices of V k − {v} are the largest. By the observations above, this order
<′ is still consistent with the partition V 1, . . . , V k. But it is also consistent
with the partition V 1
′
, . . . , V k
′
in which V 1
′
= V 1 ∪ V k − {v}, V i′ = V i for
1 < i < k, and V k
′
= {v}. This implies that thin(G) < k, a contradiction
that completes the proof of the theorem. 2
Cographs were defined in [9], where it was shown that they are exactly
the graphs with no induced path of length four. Cographs admit a full
decomposition theorem. Let the trivial graph be the one with one vertex
only.
Proposition 17. [9] Every cograph that is not trivial is either the union or
the join of two smaller cographs.
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We will use this structural property along with the theorems about thin-
ness of union and join of graphs to prove the following.
Theorem 18. Let G be a cograph and t ≥ 1. Then G has thinness at most
t if and only if G contains no (t+ 1)K2 as induced subgraph.
Proof. The only if part holds by Theorem 1, because the class of k-thin
graph is hereditary for every k.
We will prove the if part by induction on the number of vertices of the
cograph G. If G is a trivial graph, then thin(G) = 1 and the theorem holds.
If G is not trivial, by Proposition 17, it is either union or join of two smaller
cographs G1 and G2, with thinness t1 and t2, respectively.
Suppose first G = G1 ∪ G2. By Theorem 14, thin(G) = max{t1, t2}. If
t1 (resp. t2) is greater than one, then by inductive hypothesis G1 (resp. G2)
contains t1K2 (resp. t2K2) as induced subgraph, and so does G.
Suppose now that G = G1 ∨ G2. If one of them is complete (suppose
without loss of generality G2), then, by Theorem 15, thin(G) = t1. If t1 is
greater than one, then by inductive hypothesis G1 contains t1K2 as induced
subgraph, and so does G. If none of them is complete, then, by that fact
and the inductive hypothesis, G1 contains t1K2 and G2 contains t2K2 as in-
duced subgraph. As t1K2 ∨ t2K2 = (t1 + t2)K2, G contains (t1 + t2)K2 as
induced subgraph, thus thin(G) ≥ t1 + t2 (Theorem 1). By Theorem 15,
thin(G) ≤ t1 + t2, and therefore thin(G) = t1 + t2. This finishes the proof
of the theorem. 2
A characterization by minimal forbidden induced subgraphs for k-thin
graphs, k ≥ 2, is open.
Let G1 = (V1, E1) and G2 = (V2, E2) be two graphs. The Cartesian
product G1G2 is a graph whose vertex set is the Cartesian product V1×V2,
and such that two vertices (u1, u2) and (v1, v2) are adjacent in G1G2 if and
only if either u1 = v1 and u2 is adjacent to v2 in G2, or u2 = v2 and u1 is
adjacent to v1 in G1.
Theorem 19. Let G1 and G2 be graphs. Then thin(G1G2) ≤ thin(G1)|V (G2)|
and pthin(G1G2) ≤ pthin(G1)|V (G2)|.
Proof. Let G1 = (V1, E1) be a k-thin (resp. proper k-thin) graph, and
let v1, . . . , vn1 and (V
1
1 , . . . , V
k
1 ) be an ordering and a partition of V1 which
29
are consistent (resp. strongly consistent). Let G2 = (V2, E2), n2 = |V2|, and
w1, . . . , wn2 an arbitrary ordering of V2. Consider V1 × V2 lexicographically
ordered with respect to the orderings of V1 and V2 above. Consider now the
partition {V i,j}1≤i≤k, 1≤j≤n2 such that V i,j = {(v, wj) : v ∈ V i1} for each
1 ≤ i ≤ k, 1 ≤ j ≤ n2. We will show that this ordering and partition of
V1×V2 are consistent (resp. strongly consistent). Let (vp, wi), (vq, wj), (vr, w`)
be three vertices appearing in that ordering in V1 × V2.
Case 1: p = q = r. In this case, the three vertices are in different classes,
so no restriction has to be satisfied.
Case 2: p = q < r. In this case, (vp, wi) and (vq, wj) are in different
classes. So suppose G1 is proper k-thin and (vq, wj), (vr, w`) belong to the
same class, i.e., j = `. Vertices (vp, wi) and (vr, w`) are adjacent in G1G2 if
and only if i = ` and vpvr ∈ E1. But then (vp, wi) = (vq, wj), a contradiction.
Case 3: p < q = r. In this case, (vq, wj) and (vr, w`) are in different
classes. So suppose G1 is k-thin and (vp, wi), (vq, wj) belong to the same
class, i.e., i = j. Vertices (vp, wi) and (vr, w`) are adjacent in G1G2 if and
only if i = ` and vpvr ∈ E1. But then (vr, w`) = (vq, wj), a contradiction.
Case 4: p < q < r. Suppose first G1 is k-thin (resp. proper k-thin) and
(vp, wi), (vq, wj) belong to the same class, i.e., i = j and vp, vq belong to
the same class in G1. Vertices (vp, wi) and (vr, w`) are adjacent in G1G2
if and only if i = ` and vpvr ∈ E1. But then j = ` and since the ordering
and the partition are consistent (resp. strongly consistent) in G1, vrvq ∈ E1
and so (vr, w`) and (vq, wj) are adjacent in G1G2. Now suppose that G1
is proper k-thin and (vq, wj), (vr, w`) belong to the same class, i.e., j = `.
Vertices (vp, wi) and (vr, w`) are adjacent in G1G2 if and only if i = ` and
vpvr ∈ E1. But then i = j and since the ordering and the partition are
strongly consistent in G1, vpvq ∈ E1 and so (vp, wi) and (vq, wj) are adjacent
in G1G2. 2
Corollary 20. If G is (proper) k-thin then GKt is (proper) kt-thin. In
particular, if G is a (proper) interval graph then GKt is (proper) t-thin.
For a graph G(V,E) and an integer t, we say that f is a t-rainbow domi-
nating function if it assigns to each vertex v ∈ V a subset of {1, . . . , t} such
that ∪u∈N(v)f(u) = {1, . . . , t} for all v with f(v) = ∅. Consider the following
generalization of the dominating set problem.
t-rainbow domination problem
Instance: A graph G = (V,E).
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Find: a t-rainbow dominating function that minimizes
∑
v∈V |f(v)|.
The t-rainbow domination problem is equivalent to minimum dominating
set of GKt [6]. As a consequence of Corollary 20 and the last remark
in Section 4, it can be solved in polynomial time on graphs with bounded
thinness for fixed values of t. This generalizes the polynomiality for interval
graphs, recently proved by Hon, Kloks, Liu, and Wang in [20] (the algorithm
for t = 2 is claimed in [19]). The problem for proper interval graphs was
stated as an open question by Bresˇar and Kraner Sˇumenjak in [6].
8. Conclusions and open problems
We described a wide family of combinatorial optimization problems that
can be solved in polynomial time on classes of bounded thinness and bounded
proper thinness. We think that some restrictions can be further generalized
(specially the domination type ones), with more involved sets of parameters
and transition rules. We tried to keep it as simpler as possible, yet including
many of the classical combinatorial optimization problems in the literature.
We also proved a number of theoretical results, some of them related to
the recognition problem for the classes, others relating the concept of thinness
and proper thinness to other known graph parameters, and analyzing their
behavior under the graph operations union, join, and Cartesian product.
Some open problems are the following.
• Characterize (proper) k-thin graphs by minimal forbidden induced sub-
graphs (or at least within some graph class, we did it for thinness in
cographs).
• Find sufficient conditions, for instance a family subgraphs to forbid
as induced subgraphs, for a graph to be (proper) k-thin, even if these
graphs are not necessarily forbidden induced subgraphs for (proper) k-
thin graphs. These kind of results have been obtained for MIM-width
in [23].
• Study the behavior of thinness under other graph products or graph
operators in general.
• What is the complexity of computing the thinness/proper thinness of
a graph? Or deciding if it is at most k for some fixed values k?
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• Can we develop some randomized algorithm to test just a subset of
vertex orderings and obtain with high probability an approximation of
the thinness/proper thinness?
• Can we improve the complexity of the algorithms that are in XP to
FPT? Or prove a hardness result?
• Given a partition of the vertex set into a fixed number k of classes, what
is the complexity of deciding if there is a (strongly) consistent order
for the vertices w.r.t. that partition (and finding it)? (We have proved
that for an arbitrary number of classes the problems are NP-complete,
and we have solved in polynomial time the symmetric problem, i.e.,
given the ordering, find a minimum (strongly) consistent partition.)
Acknowledgements: This work was partially supported by UBACyT Grant
20020130100808BA, CONICET PIP 112-201201-00450CO, ANPCyT PICT
2012-1324 and 2015-2218 (Argentina). We want to thank Gianpaolo Oriolo
for bringing our attention into the thinness parameter and for helpful discus-
sions about it, Daniela Saban for the example of an interval graph with high
proper thinness, Nicolas Nisse for pointing out the relation between proper
thinness and other interval graphs invariants to us, Bosˇtjan Bresˇar and Mar-
tin Milanicˇ for pointing out the open problem on rainbow domination to us,
and Yuri Faenza for his valuable help in the improvement of the manuscript.
Last but not least, we want to thank the anonymous referees for their useful
comments that help us to improve the paper.
References
[1] J. Arne Telle. Complexity of domination-type problems in graphs.
Nordic Journal of Computing, 1(1):157–171, 1994.
[2] U. Bertele` and F. Brioschi. Nonserial Dynamic Programming. Academic
Press, 1972.
[3] B.V.S. Bharadwaj and L.S. Chandran. Bounds on isoperimetric values
of trees. Discrete Mathematics, 309(4):834–842, 2009.
[4] H.L. Bodlaender and K. Jansen. Restrictions of graph partition prob-
lems. Part I. Theoretical Computer Science, 148:93–109, 1995.
32
[5] F. Bonomo, S. Mattia, and G. Oriolo. Bounded coloring of co-
comparability graphs and the pickup and delivery tour combination
problem. Theoretical Computer Science, 412(45):6261–6268, 2011.
[6] B. Bresˇar and T. Kraner Sˇumenjak. On the 2-rainbow domination in
graphs. Discrete Applied Mathematics, 155:2394–2400, 2007.
[7] M.R. Cerioli, F. de S. Oliveira, and J.L. Szwarcfiter. On count-
ing interval lengths of interval graphs. Discrete Applied Mathematics,
159(7):532–543, 2011.
[8] S. Chandran, C. Mannino, and G. Oriolo. The indepedent set problem
and the thinness of a graph. Manuscript, 2007.
[9] D. Corneil, H. Lerchs, and L. Stewart Burlingham. Complement re-
ducible graphs. Discrete Applied Mathematics, 3(3):163–174, 1981.
[10] B. Courcelle, J. Engelfriet, and G. Rozenberg. Handle-rewriting hyper-
graph grammars. Journal of Computer and System Sciences, 46(2):218–
270, 1993.
[11] B. Courcelle and S. Olariu. Upper bounds to the clique width of graphs.
Discrete Applied Mathematics, 101(1–3):77–114, 2000.
[12] X. Deng, P. Hell, and J. Huang. Linear time representation algorithms
for proper circular-arc graphs and proper interval graphs. SIAM Journal
on Computing, 25(2):390–403, 1996.
[13] J.A. Ellis, I.H. Sudborough, and J.S. Turner. The vertex separation and
search number of a graph. Information and Computation, 113(1):50–79,
1994.
[14] T. Feder, P. Hell, S. Klein, L.T. Nogueira, and F. Protti. List matrix
partitions of chordal graphs. Theoretical Computer Science, 349(1):52–
66, 2005.
[15] P.C. Fishburn. Interval orders and interval graphs: A study of partially
ordered sets. John Wiley & Sons, 1985.
[16] M.C. Golumbic. The complexity of comparability graph recognition and
coloring. Computing, 18:199–208, 1977.
33
[17] M.C. Golumbic and U. Rotics. On the clique-width of some perfect
graph classes. International Journal of Foundations of Computer Sci-
ence, 11(3):423–443, 2000.
[18] W. Guttmann and M. Maucher. Variations on an ordering theme with
constraints. In G. Navarro, L. Bertossi, and Y. Kohayakawa, editors,
Proceedings of the Fourth IFIP International Conference on Theoreti-
cal Computer Science - TCS 2006, volume 209 of IFIP International
Federation for Information Processing, pages 77–90. Springer US, 2006.
[19] W-K. Hon, T. Kloks, H-H. Liu, and H-L. Wang. Rainbow domination
and related problems on some classes of perfect graphs. In M. Haji-
aghayi and M. Mousavi, editors, Topics in Theoretical Computer Sci-
ence - TTCS 2015, volume 9541 of Lecture Notes in Computer Science,
pages 121–134. Springer, Cham, 2016.
[20] W.-K. Hon, T. Kloks, H.-H. Liu, and H.-L. Wang. Rainbow dom-
ination and related problems on some classes of perfect graphs.
arXiv:1502.07492v1 [cs.DM], February 2015.
[21] R. W. Irving and D. F. Manlove. The b-chromatic number of a graph.
Discrete Applied Mathematics, 91:127–141, 1999.
[22] K. Jansen. The optimum cost chromatic partition problem. In G. Bon-
giovanni, D.P. Bovet, and G. Di Battista, editors, Proceedings of the
Italian Conference on Algorithms and Complexity - CIAC 1997, volume
1203 of Lecture Notes in Computer Science, pages 25–36, 1997.
[23] D.Y. Kang, O. Kwon, T.J.F. Strømme, and J. Arne Telle. A width
parameter useful for chordal and co-comparability graphs. Theoretical
Computer Science, 704:1–17, 2017.
[24] P. Klav´ık, Y. Otachi, and J. Sˇejnoha. On the classes of interval graphs of
limited nesting and count of lengths. In Seok-Hee Hong, editor, 27th In-
ternational Symposium on Algorithms and Computation (ISAAC 2016),
volume 64 of Leibniz International Proceedings in Informatics (LIPIcs),
pages 45:1–45:13, Dagstuhl, Germany, 2016.
[25] R. Leibowitz, S.F. Assmann, and G.W. Peck. The interval count of a
graph. SIAM Journal on Algebraic and Discrete Methods, 3:485–494,
1982.
34
[26] T. Lengauer. Upper and lower bounds on the complexity of the min cut
linear arrangement problem on trees. SIAM Journal on Algebraic and
Discrete Methods, 3:99–113, 1982.
[27] Z. Lonc. On complexity of some chain and antichain partition problems.
In G. Schmidt and R. Berghammer, editors, Proceedings of the Inter-
national Workshop on Graph-Theoretic Concepts in Computer Science
1991, volume 570 of Lecture Notes in Computer Science, pages 97–104.
Springer, Berlin, Heidelberg, 1992.
[28] P. Looges and S. Olariu. Optimal greedy algorithms for indifference
graphs. Computers & Mathematics with Applications, 25:15–25, 1993.
[29] C. Mannino, G. Oriolo, F. Ricci, and S. Chandran. The stable set
problem and the thinness of a graph. Operations Research Letters, 35:1–
9, 2007.
[30] H. Meyniel. A new property of critical imperfect graphs and some con-
sequences. European Journal of Combinatorics, 8:313–316, 1987.
[31] N. Nisse, 2010. Personal communication.
[32] S. Olariu. An optimal greedy heuristic to color interval graphs. Infor-
mation Processing Letters, 37:21–25, 1991.
[33] E. Prisner. Graphs with few cliques. In Y. Alavi and A. Schwenk, ed-
itors, Proceedings of the 7th Quadrennial International Conference on
the Theory and Applications of Graphs, 1992, Graph Theory, Combina-
torics, and Applications, pages 945–956. Wiley Interscience, New York,
1995.
[34] G. Ramalingam and C. Pandu Rangan. A unified approach to dom-
ination problems on interval graphs. Information Processing Letters,
27:271–274, 1988.
[35] F.S. Roberts. Indifference graphs. In F. Harary, editor, Proof Techniques
in Graph Theory, pages 139–146. Academic Press, 1969.
[36] F.S. Roberts. On the boxicity and cubicity of a graph. In W.T. Tutte, ed-
itor, Recent Progress in Combinatorics, pages 301–310. Academic Press,
1969.
35
[37] N. Robertson and P.D. Seymour. Graph minors. I. Excluding a forest.
Journal of Combinatorial Theory. Series B, 35(1):39–61, 1983.
[38] N. Robertson and P.D. Seymour. Graph minors. II. Algorithmic aspects
of tree-width. Journal of Algorithms, 7(3):309–322, 1986.
[39] D. Saban, 2010. Personal communication.
[40] P. Scheffler. A linear algorithm for the pathwidth of trees. In R. Bo-
dendiek and R. Henn, editors, Topics in Combinatorics and Graph The-
ory: Essays in Honour of Gerhard Ringel, pages 613–620. Physica-
Verlag HD, Heidelberg, 1990.
[41] S. Tsukiyama, M. Idle, H. Ariyoshi, and Y. Shirakawa. A new algo-
rithm for generating all the maximal independent sets. SIAM Journal
on Computing, 6(3):505–517, 1977.
[42] Zs. Tuza. Graph colorings with local constraints – a survey. Discussiones
Mathematicae. Graph Theory, 17:161–228, 1997.
[43] M. Vatshelle. New Width Parameters of Graphs. PhD thesis, Depart-
ment of Informatics, University of Bergen, 2012.
[44] I. Vrt’o. A note on isoperimetric peaks of complete trees. Discrete
Mathematics, 310(6–7):1272–1274, 2010.
[45] D. West. Introduction to Graph Theory. Prentice Hall, 2nd edition,
2000.
36
