Objective: The mechanism underlying hot flashes is not well-understood, primarily because of complex relationships between and among hot flashes and their risk factors.
H ot flashes (HFs), or vasomotor symptoms, are the most common menopausal symptoms, 1 and can last for extended periods of time. 2, 3 A number of potential lifestyle alterations have been suggested to manage vasomotor symptoms, 4 but proper control is difficult due to the complex nature of their genesis. Clusters of factors have been identified as associated with HFs, including menopausal stage, hormones, race/ethnicity, body mass index (BMI), smoking, alcohol consumption, and physical activity. 5 Essentially, one mechanism has been suggested for these associations, primarily because these factors are assumed to cause alterations in estrogen, 6 but these mechanisms are not easily studied due to the interactions between many of the potential factors. For instance, the association between AfricanAmerican race and increased likelihood, severity, and frequency of HFs can be strong when considered alone, 7 but is attenuated by controlling for obesity and estrogen, 8 and the association with obesity is somewhat attenuated by controlling for estrogen, 9 all of which suggest that estrogen levels are the proximate cause of HF. In addition, BMI has not been reliably associated with HFs across all menopause stages 10 ; high BMI has been associated with worse HFs during, 9, 11, 12 but not after, 11 menopause, and decreasing BMI may not be associated with easing of HFs. 4 Although smoking is known to have antiestrogenic effects, 13 associations of smoking with HFs have been mixed, [14] [15] [16] [17] [18] and the associations are not always attenuated by controlling for hormones, 16 suggesting a different mechanism by which smoking is related to HFs. Even diet may be related to the experiencing of HFs. 19 It has been suggested that study of this complex risk factor network would benefit from a more unified, multivariate approach, 5 which can consider multiple factors within the same data set. However, the high level of multicollinearity between many of these factors has made the traditional multivariate approach untenable for these data, and the many interactions between factors have made simple linear models difficult to fit.
Bayesian network (BN) modeling is a data mining (or data-led machine learning) approach to understanding relationships 20 by representing these relationships as interaction networks, with each interaction made explicit through a statistically-based conditional probability. In this approach, all variables are represented by nodes, and all significant relationships are represented by directional arrows (or vectors). At each node, the probability distribution of the variable is defined by its relationships with parent nodes, which are the nodes from which all incoming vectors originate. In this way, the impact of a variable on an outcome may be direct, or it may be propagated through that variables effect on intervening variables.
Bayesian networks are considered most appropriate where relationships are complex or nonlinear, 21 or for dealing with uncertainty, 22 both of which are highly applicable to epidemiologic questions, 23 especially those, like HFs, with large, interacting variable sets. BNs can also incorporate expert understanding of relationships, allowing for a guided exploration of data. 24 BNs have been applied to a number of healthrelated problems, including causes of child diarrhea in Pakistan, 25 brain mapping in Alzheimer's 26 and dementia 27 patients, diagnosis of breast cancer after mammography, 28, 29 diagnosis of early-stage Alzheimer's disease, 30 and risk of malignancy in ovarian cancer. 31 Although BNs were developed as an explicitly causal approach, they have also been used to explore risk factors, such as exploring the role of risk factors in breast cancer invasiveness, 32 and to predict outcomes, such as predicting the outcome of blast-related injury 33 and prediction of ectopic pregnancy. 34 However, no studies, to date, have applied BNs to the question of menopausal symptoms. Thus, the objective of this study is to determine the shape of the potential risk factor network underlying HF experience by fitting BNs to data from a study of mid-life women. This may inform future hypothesis-driven research by highlighting inter-relationships between risk factors that have not been detected using classical statistical techniques due to the ability of BN analyses to search networks broadly and without the bias inherent in manual modelbuilding techniques.
METHODS

Description of data
All participants gave written informed consent according to procedures approved by the University of Illinois and Johns Hopkins University Institutional Review Boards, which approved this research. The study design for the parent study is described in detail elsewhere. 5 Briefly, a cohort study of HFs among women 45 to 54 years of age was conducted starting in 2006 among residents of Baltimore and its surrounding counties. Women were recruited by mail, and were included if they were in the target age range, had intact ovaries and uteri, and were premenopausal or perimenopausal. Exclusion criteria consisted of pregnancy, a history of cancer, exogenous female hormone or herbal/plant substance, and no menstrual periods within the past year. Participants made a baseline clinic visit, which included measurement of height and weight to calculate BMI and completion of a detailed 26-page baseline survey. Participants completed a questionnaire annually after the baseline visit, repeating all previous questions about HFs, smoking, activity, and income, and BMI was calculated during the visit, with overweight/obese recorded as any BMI greater than or equal to 25. Both variables were included to determine if BMI was linearly related to outcomes, or if there was a threshold effect of BMI. Blood samples were collected at each scheduled clinic visit and stored until measurement of hormone levels as described below. A woman was considered perimenopausal if she experienced her last menstrual period within the past year, but not within the past 3 months; or her last menstrual period within the past 3 months and experienced 10 or fewer periods within the past year; postmenopausal women were those women who had not experienced a menstrual period within the past year. Follow-up was discontinued after 7 years, when the woman first reported hormone therapy use, an oophorectomy, or a cancer diagnosis, or at the year 4 visit for women determined to be postmenopausal. Women taking hormone therapy and herbal therapies were excluded from the study, because the study was designed to focus on risk factors for natural HFs. Both hormone therapy and herbal therapies have been shown to treat HFs. [35] [36] [37] [38] [39] [40] [41] Women with cancer were excluded from the study because many treatments for cancer (chemotherapies) destroy ovarian function and reduce estrogen levels, [42] [43] [44] [45] and this in turn increases the risk of HFs. 5, 6 Again, this exclusion was made because the study was designed to focus on the natural occurrence of HFs and not on medically-induced HFs. Recruitment and follow-up were completed in late June 2015. During the baseline survey, women were asked if they had ever had HFs, with a description of HFs provided, how old they were when they first experienced HFs (age at first HF), and the severity and frequency of the majority of their HFs. During follow-up visits, women were asked if they had HFs in the past year and the severity and frequency of the majority of their HFs at the time of the visit. For severity, descriptions were: mild (sensation of heat without sweating), moderate (sensation of heat with sweating), or severe (sensation of heat with sweating that disrupts usual activity). For frequency, descriptions were: every hour, every 2 to 5 hours, every 6 to 11 hours, every 12 to 23 hours, 1 to 2 days per week, 3 to 4 days per week, 5 to 6 days per week, 2 to 3 days per month, 1 day per month, less than 1 day per month, or never; for purposes of this analysis, severity was dichotomized into ''moderate or severe'' versus ''none or mild'' and frequency was dichotomized into ''at least weekly'' versus ''monthly or less.'' Although self-report of HF was not validated in this study against an objective measurement, self-report of HFs has been accepted as a valid measure by both the National Institute on Aging and the US Food and Drug Administration (FDA). 46, 47 Serum samples extracted from the collected blood samples were used to measure estradiol, and progesterone levels in each sample using commercially available, previously validated enzyme-linked immunosorbent assay (ELISA) kits
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(DRG, Springfield, NJ). [16] [17] [18] [19] The minimum detection limits and intraassay coefficients of variation were as follows: estradiol 7 pg/mL, 3.3 AE 0.17%; testosterone 0.04 ng/mL, 2.2 AE 0.56%; and progesterone 0.1 ng/mL, 2.1 AE 0.65. The average interassay coefficient of variation for all assays was less than 5%. In the case of values lower than the detection limits for the assay, we used the limit of detection as the hormone value; of samples used for this analysis, 11/ 560 progesterone values were below the limit of detection, whereas no estrogen or testosterone levels were below the limit of detection. Each sample was measured in duplicate within the same assay. Progesterone, testosterone, and estradiol levels were log-transformed to meet normality assumptions.
Women were asked in the baseline visit to identify their race, annual family income, and education level. For this analysis, the race variable was dichotomized as white and non-white, income was dichotomized as ''at least $50,000 annually'' and ''less than $50,000 annually,'' and education level was dichotomized as ''at least graduated college'' and ''did not graduate college.'' At every visit, women were asked if they ever smoked, if they still smoked, and the number of packs of cigarettes smoked per year. Women were asked how their work compared with others physically, where 1 was much heavier and 5 was much lighter, and how their leisure activity compared with others, where 1 was much more and 5 was much less. A summary activity variable was computed as the sum of work and leisure activity levels. Women were also asked how frequently they sit at work, which was dichotomized for this analysis as ''often or always'' compared with ''never, seldom, or sometimes.'' Women were also asked if they consumed at least 12 alcoholic drinks per year, the average number of days per month on which they consumed alcohol, and the average number of alcoholic drinks consumed on days in which they consumed alcohol.
Only complete data were used; any individual with missing response data was dropped from the analysis, and the number of individuals dropped was noted. For analysis of the full multivariable model, which included women with and without HFs, age at which HFs were first reported was set to be 99 for women not reporting HFs.
Two timepoints were considered within the study: baseline (at the time of enrollment) and the midpoint (4 years after enrollment). For each timepoint, models were fit-based on current experience of HFs (presence/absence, severity, and frequency). Two other models were fit-based on the full cohort study data: the risk of ever reporting HFs and the age at which HFs were first reported in women reporting HFs. A complete model, containing all outcomes, was also fit for the baseline timepoint. All models were fit separately to data based on all women and to a subset of data including only perimenopausal women.
Description of model
A BN model is one in which nodes indicate observed values (binary, count, or continuous) and arrows indicate connections or pathways between these values. The node that is the source of the arrow is referred to as the parent, whereas the node that the arrow is pointing to is referred to as the child. Each child node can have multiple parent nodes; we have limited the number of possible parent nodes per child node to 8 for this model fitting. The value of a child node is dependent on the value of all its parent nodes, and that relationship is similar to a multivariate statistical model (logistic regression for a binary child, poisson regression for a count child, and linear regression for a continuous child). This means that the full model, with all nodes included, is simply a multidimensional regression model. Fitting a BN model consists of identifying all possible configurations (parent-child combinations), computing the likelihood of each configuration given the observed data, and identifying the configuration with the maximum likelihood. In this sense, it is similar to traditional statistical model fitting in that the likelihood of the model, given the data are maximized; the difference is in allowing a more complex relational structure.
Possible nodes for these models included levels of estradiol, progesterone, and testosterone at the current timepoint, race (white vs non-white), BMI (with the binary variable obesity as a subvariable, as it was calculated from BMI), smoking status (ever vs never, with smoking frequency and current smoking as subvariables), alcohol consumption (more or less than 12 drinks/yr, with frequency of alcohol consumption and amount of alcohol consumed as subvariables), activity levels (as a summary variable, with leisure activity and frequency of sitting as subvariables), annual income, and education level.
Model-fitting process
For each outcome set, certain connections were retained in model construction as forced parent-child relationships. In all models, certain relationships were banned: no variables were parents for race; only race was a parent for education; HFs were not parents for hormone levels, BMI or obesity, income level, or education; hormone levels and BMI were not parents for smoking or alcohol consumption; and hormone levels were not parents of income or education. All other pathways were left as potential connections.
All models were fit using the ''abn'' package 48 in R version 3.0.3 49 via Revolution R Enterprise 7.2.0 (ß2014 Revolution Analytics, Inc.), which fits additive BNs. The number of parents allowed for any variable was limited to 8. The algorithm determines all possible network configurations with an uninformative prior for parent combinations, then fits each network configuration to the data, and calculates the log marginal likelihood of all configurations to identify the optimal network configuration. Due to limitations in this software's ability to fit only logistic, linear, and Poisson relationships, all categorical variables were dichotomized.
Best-fit models were plotted to include all parental nodes to the outcomes of interest. Vectors were plotted with the coefficient of the statistical relationship between the parent and child node. For categorical variables, these relationships are based on a logistic regression model. For continuous
RESULTS
Description of data
Of the 776 women enrolled in the study at baseline, 451 were available for analysis of current HFs (175 perimenopausal), 560 for ever having HFs (373 perimenopausal
Of the 389 women remaining in the study at year 4, 117 were available for analysis of current HFs (53 perimenopausal), 114 for the frequency of HFs (51 perimenopausal), 118 for the severity of HFs (53 perimenopausal), and 71 for the full model (32 perimenopausal). Data were missing from 28 women on current HF status, from a further 241 women on activity level, and from a further single woman each on hormone levels, education, and income; women with missing data were demographically similar to those with full data available. The data used for fitting the models for all women are described in Tables 1 and 2 . At year 4, there was a significant univariate relationship between experiencing HFs and leisure activity level.
Final models
All final models are presented as the best fit model given the data as described; P values are not provided as statistical significance is not relevant in the BN framework. Models can be interpreted as flow charts, with the outcome at any node impacted by the arrows pointing to it and the size of the impact indicated by the number accompanying the arrow.
The final model for having HFs was different by time period of the analysis and the menopause status of the women.
In all women (Fig. 1) , baseline HFs were associated with low estrogen and progesterone levels, which were directly correlated, and low progesterone levels were associated with higher BMI, which was more likely in those who reported higher leisure activity levels and less likely in white women. By year 4 (see Fig. B , Supplemental Digital Content 1, http://links. lww.com/MENO/A252) and in perimenopausal women at baseline (see Fig. A , Supplemental Digital Content 1, http:// links.lww.com/MENO/A252), the increased probability of HFs was significantly associated only with lower estrogen levels, which were themselves associated with lower progesterone levels at baseline and lower testosterone levels in year 4. In perimenopausal women at year 4 (see Fig. C , Supplemental Digital Content 1, http://links.lww.com/MENO/ A252), the model for HFs was more complicated and did not involve hormone levels; an increased probability of HFs was associated with currently smoking and less frequent sitting. The probability of current smoking was associated with a lower income and a lower education level (which were directly correlated), and also being associated with more drinking.
The final model for age at first HF found, in both all women and perimenopausal women only, that race was the primary factor; white women were older at onset of HFs. In the final models for ever having HFs involving all women, estrogen levels at baseline were inversely correlated with having HFs during the study. In the model based on perimenopausal women only, ever having HFs during the study had no parent variables.
The final model for frequency of HFs in all women at baseline is shown in Figure 2 . A higher frequency of HFs was associated with lower estrogen and progesterone levels, which were directly correlated. Low progesterone levels were associated with high BMI, which was associated with non-white women and higher leisure activity levels. In perimenopausal women only, the relationship between estrogen and HF frequency remained, but progesterone was not involved. In year 4, HF frequency had no parents in the final models.
The final model for severity of HFs in all women at baseline is shown in Figure 3 . Severe HFs were associated with lower All variables were included using the Gaussian distribution. Variables in bold were univariately associated with the probability of having hot flashes before enrollment (P < 0.05). IQR, interquartile range; NA, not available. a Based on a logistic regression fitted against the response variable of having had hot flashes before enrollment using year 1 data or in year 4 using year 4 data.
b Hormone values were log-transformed for model fitting.
BAYESIAN NETWORK FOR HOT FLASHES
Menopause, Vol. 25, No. 2, 2018 185 levels of progesterone and a history of smoking; progesterone was directly correlated with estrogen and testosterone and indirectly correlated with BMI, whereas smoking was less likely among those who attended college. Race was an indirect factor, with white women having a lower BMI and being more likely to attend college, which would lead to an overall lower severity in white women. Among perimenopausal women at baseline (see , those who had ever smoked were more likely to have severe HFs; smoking was more likely in those with higher drinking levels, which were higher in white women. Among all women in year 4, no variables were significantly associated with HF severity. When all outcomes were fit to all women at baseline (Fig. 4) , the strongest relationships were observed between the outcomes. Low estrogen and progesterone were associated with more frequent HFs, which was a parent of all other outcomes, and low progesterone was associated with a high BMI. High BMI was associated with more leisure activity and being non-white. White women were slightly older at first HFs. Severe HFs were associated with an increased likelihood of having smoked. When propagated through the model, white women and women with a low BMI would be expected to have less frequent HFs, a lower probability of HFs, less severe HFs, and a higher age at first HF, but most of those effects were mediated through endogenous hormone levels.
The best-fit full model for perimenopausal women at baseline (see Figure, Supplemental Digital Content 3, http://links.lww.com/MENO/A254) had similar relationships in that the strongest relationships were observed between outcomes. Low estrogen was associated with ever having HFs, which was a parent to all other outcomes, whereas low progesterone was associated with having HFs at baseline. Variables with two levels were included using the binomial distribution; those with more than two levels were included using the Poisson distribution. Variables in bold were significantly associated (P < 0.05) with the probability of having hot flashes in year 1 or year 4, whereas variables in italics were correlated with the probability of having hot flashes (P < 0.1). a Based on a logistic regression fitted against the response variable of having had hot flashes before enrollment. b Sum of leisure and work physical activity levels.
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Beyond hormone levels, only race was considered a parent to the outcomes, with white women having a higher age at first HFs, which would propagate down to a lower probability of baseline HFs and therefore less severe and less frequent HFs. The best-fit full model for year 4 of the study, whether all women or perimenopausal only, had no factors as parents to HF outcomes. DISCUSSION This study found that hormone levels, specifically estradiol and progesterone, were most consistently associated with HFs. The relationship between other risk factors and HFs was complex, with many inter-relationships that could not be accounted for in simple regression modeling due to the high multicollinearity between risk factors. The primary factors directly related with HFs, apart from hormone levels, were smoking and alcohol consumption.
There is strong evidence for the role of estrogen in HFs, 6, 50, 51 upheld by these models. Although the association between BMI and HFs has been shown in previous studies to be mediated by hormone levels, 11 our fitted models did not show this relationship. Estimates of the association between BMI and HFs have been mixed and may vary by menopause stage. 4, 6, 9, 10, 52, 53 Early analysis of perimenopausal women in this population found an association between BMI and HF severity and frequency, 9,12 but a later analysis, before study termination, found no such relationship. 10 In the current study, we found a relationship between obesity and HF severity only. It is possible that an increase in HF severity may confound studies of self-reported HFs, as women with very mild HFs may not recognize and report them as HFs. Adipose tissue and, thus, BMI, may impact both hormonal and thermoregulatory function in multiple complex ways that may impact the occurrence of HFs. 5, 12, 54 Smoking has been frequently associated with HF experience in previous studies 2, 4, 6, 12, 14, 16, 17 and was consistently linked to severity of HFs in this study. However, the relationship was not observed to be mediated by endogenous estrogen levels, the postulated mechanism for this relationship. 13 This could indicate that other mechanisms are involved in the relationship, such as alteration of androgen levels or interference with the thermoregulatory pathways, which have been suggested elsewhere. 14, 16 Race has been associated with HFs, but could be confounded by other factors, such as BMI 8, 11, 19 or other cultural factors. 6 Our study found that race was the only parent to age at first HF-a consistent relationship across all modelsbut its relationship to other HF outcomes was indeed by way of other factors, as previous studies have suggested. 8 This could explain why race was included in most final models, even though it did not have a significant univariate association with HFs; the effects of race on HF outcomes were primarily through its effect on BMI.
Several investigations have suggested that exercise may moderate the HF experience, 15, 55 although not with sufficient support for evidence-based treatment. 4 Our study suggests 
that HFs may be decreased through the impact of activity on BMI and its relationship with education level. Our full models fail to uphold earlier observations that use of alcohol is associated with a decrease in risk of HFs, 2, 19 showing that the link is likely due to confounding with race or smoking. Likewise, education has previously been associated with HFs, 7 as we consistently found across models. However, our findings show that the role of education could be mediated by smoking, as there is a strong association between education level and smoking.
Some relationships found in the fitted models may seem unusual if interpreted in a causal manner. For instance, the full models (Fig. 4 and Figure, Supplementary Digital Content 3 , http://links.lww.com/MENO/A254) showed a positive correlation between severe HFs and a history of smoking, indicating that women who had severe HFs in mid-life were more likely to have smoked at some time. Temporally, this is unlikely to be a causal relationship in the direction indicated; however, the relationship is understandable if causality is believed to be in the opposite direction. We chose to minimize the restrictions placed upon model fitting, which meant that unexpected relationships could occur, to limit the amount of investigator bias introduced to the model structure. In future causal investigations, we may wish to restrict relationships that are not temporally possible.
One caveat of these models is the smaller sample size, and therefore lower statistical power, in year 4 and perimenopausal groups. HFs are most prevalent among perimenopausal women; thus, the perimenopausal women were the primary group of interest in this study. 7 The more simplified models for perimenopausal women may have been the result of lower power or better sample selection to target at-risk individuals. If the former, only the strongest relationships would be detected; if the latter, any variables confounded by stage of menopause would have been removed. Either interpretation leads to the conclusion that the model fittings based on perimenopausal women are more likely to be stable, as the results are specific to the women at highest risk for HF.
It should also be noted that these results are limited to women who are not taking medication for HFs and who have not had ovarian or breast cancer before enrollment, and other comorbidities were uncommon in this data set. No information was gathered about important life changes, which may cause stress and affect the way in which HFs were perceived, 56, 57 or medications for nonmenopausal symptoms. Whereas this is helpful in limiting the potential complications caused by medications or medically induced menopause, it does limit the generalizability of the results to those in natural, untreated menopause. In addition, many of the factors included in the models were self-reported, which could lead to bias in the results. However, any biases in self-reporting during this study would also be present in clinical application of these findings, which increases the applicability of the findings. Likewise, the dichotomization of many variables is a limitation to this approach; however, we believe that the categories chosen represent reasonable divisions, and future analyses can explore the sensitivity of results to these categories.
CONCLUSIONS
This study presented many findings, but the underlying theme of the results is that HFs have a complex etiology, and that different aspects of HFs (ie, severity as opposed to frequency) are affected at least in part by different risk factors. More studies are needed to understand the complex nature of HF symptoms and to advance the use of BN analysis for this purpose. However, we can conclude from these results that the effects of risk factors are not always mediated by estrogen levels, and that other biological mechanisms should be considered such as other hormones or toxicants, for example, those associated with smoking. It is our hope that these models may inspire research designed to determine these biological mechanisms.
