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We perform an experimental and numerical study of dielectric loss in superconducting microwave
resonators at low temperature. Dielectric loss, due to two-level systems, is a limiting factor in sev-
eral applications, e.g. superconducting qubits, Josephson parametric amplifiers, microwave kinetic-
inductance detectors, and superconducting single-photon detectors. Our devices are made of disor-
dered NbN, which, due to magnetic-field penetration, necessitates 3D finite-element simulation of
the Maxwell–London equations at microwave frequencies to accurately model the current density
and electric field distribution. From the field distribution, we compute the geometric filling factors of
the lossy regions in our resonator structures and fit the experimental data to determine the intrinsic
loss tangents of its interfaces and dielectrics. We emphasise that the loss caused by a spin-on-glass
resist such as hydrogen silsesquioxane (HSQ), used for ultrahigh lithographic resolution relevant to
the fabrication of nanowires, and find that, when used, HSQ is the dominant source of loss, with a
loss tangent of δiHSQ = 8 × 10−3.
I. INTRODUCTION
Several modern circuits rely on superconducting de-
vices with high microwave characteristic impedance and
low dissipation. High impedance is usually implemented
using the kinetic inductance of a chain of Josephson junc-
tions [1–3] or with sub-micron-width wires made of a dis-
ordered superconductor such as NbN [4], NbTiN [5], or
granular Al [6–8]. Despite being less studied, nanowires
have some advantages over junction chains— high criti-
cal current, magnetic-field tolerance [5], strong coupling
to zero-point fluctuations of the electric field [9, 10], less
stringent constraints on device geometry, and absence of
parasitic modes.
Applications of high-impedance devices include qubit
architectures such as the fluxonium [3, 8], which depends
on a superinductor (a low-loss inductor with reactive
characteristic wave impedance exceeding the resistance
quantum, Zc > RQ ∼ 6.5 kΩ [1, 2, 4]) and traveling-
wave microwave parametric amplifiers [11–17], relying
on the kinetic inductance nonlinearity. Superconduct-
ing disordered nanowires are also interesting for newer
types of microwave kinetic-inductance photon detectors
(MKIDs) [18, 19] and radio-frequency-readout of super-
conducting single-photon detectors (SSPDs) [19, 20].
Dielectric loss and noise associated with two-level sys-
tems (TLS) residing in surfaces and interfaces are long-
standing problems in superconducting circuits. Specifi-
cally, TLS limit the quantum coherence times and lead
to parameter fluctuations of superconducting qubits [21–
24]. The participation ratios of the losses of the con-
stituent dielectrics can be estimated through electro-
magnetic simulation. Traditionally, the air-facing sur-
faces are found to be relatively insignificant, instead,
the majority of the loss originates from the substrate–
∗ david.niepce@chalmers.se
metal and substrate–air interfaces [25–29]. Moreover, for
nanowires, the small dimensions exacerbate the TLS con-
tribution to the loss, since the electric field becomes con-
centrated near the conductor edges. This concentration
leads to an increase in the geometric filling factor (F ) of
the lossy dielectric layers compared to that of the loss-less
vacuum. Therefore, it has been demonstrated that TLS
remain the dominant loss mechanism even in disordered
superconductors with high kinetic inductance, as long as
the films are made moderately thin and not excessively
disordered [4].
Across nanowire technologies it becomes necessary to
use a spin-on-glass resist to define the sub-micron dimen-
sions. The most prevalent spin-on-glass resist is hydro-
gen silsesquioxane, HSQ. While HSQ offers unmatched
resolution (≤10 nm [30]), its structure after development
resembles porous amorphous silicon oxide [31, 32], which
is a well-known host of TLS [33]. HSQ is hard to remove
after e-beam exposure, and it is therefore often left on
top of the finished devices [4].
Therefore, when attempting to understand and im-
prove nanowire device performance, we have a rich land-
scape of small dimensions, disordered superconductors,
and spin-on-glass dielectrics, all three of which are quite
different from the more commonly used (and conse-
quently well understood) wide (> 10µm) Al or Nb fea-
tures fabricated with conventional, removable resists.
In this paper, we explore the geometrical scaling, to-
ward nanowire dimensions, of dielectric losses in mi-
crowave resonators. We make nominally identical de-
vices with and without spin-on-glass top dielectric and
clearly find that in all cases the HSQ makes microwave
losses worse. Then, to quantify the loss contributions,
we simulate the filling factors and find that due to the
ratio of the device dimensions to the London penetration
depth, disordered superconductors of small dimensions
are not amenable to electrostatic simulations that are
traditionally used. To accurately capture the physics,
we instead perform 3D finite-element simulations of the
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2FIG. 1. (a) False-colored optical micrograph of the four resonators used in this work. The resonators are coupled to microwave
feed lines (red overlay); the exposed Si substrate, where the NbN has been etched away, is in black. Additionally, HSQ covers
the central conductor of the top resonators (cyan overlay). (b) Schematic of the cross-section of the resonators.
(c) S21 magnitude response of a typical resonator in the single-photon regime (red points). The black line is a fit to determine
the resonance parameters.
current density and electric and magnetic fields at mi-
crowave frequencies, from which we extract the various
filling factors. This reveals that, while the metal–air in-
terface indeed has a small filling factor, the loss of the
HSQ top dielectric is large enough to represent the largest
combined loss, in agreement with measurements.
Combining measurements of the loss and numerical
simulation of the filling factors of the different inter-
faces, we determine the value of the loss tangent of HSQ:
δiHSQ = 8× 10−3, i.e. four times that of SiOx [26, 28, 34],
which would have been the assumption due to the simi-
larities between spin-on-glass resists and silicon oxide.
II. EXPERIMENTAL METHODS, RESULTS
In order to study the geometric scaling of dielectric
losses, we fabricated NbN coplanar waveguide resonators,
with and without HSQ dielectric on top of the center
conductor. These devices spanned a range of widths of
the center conductor and of the gap between center con-
ductor and ground planes. The gap width ranges from
gcpw = 500 nm to 5µm, with the ratio of the gap to the
centre conductor kept fixed. Figure 1(a) shows a micro-
graph of a typical device, and Fig. 1(b) shows a sketch
of the cross section of the resonators.
The samples are fabricated on a high-resistivity (ρ ≤
10 kΩ cm) (100) intrinsic silicon substrate. The substrate
is dipped for 30 s in a 2 % hydrofluoric acid (HF) bath to
remove the silicon surface oxide. Within 5 min, the wafer
is loaded into a UHV sputtering chamber, where a NbN
thin-film of thickness 15 nm is deposited by reactive DC
magnetron sputtering from a 99.99 % pure Nb target in a
6:1 Ar:N2 atmosphere at 12.7µbar. Next, a 500 nm-thick
layer of PMMA A6 resist is spin-coated and then ex-
posed by electron-beam lithography (EBL) to define the
microwave circuitry and resonators. The pattern is de-
veloped for 60 s in MIBK:IPA (1:1) and transferred to the
film by reactive ion etching (RIE) in a 50:4 Ar:Cl2 plasma
at 50 W and 10 mTorr. In a subsequent EBL exposure,
a 30 nm layer of HSQ is first spun and then exposed on
the center conductor of half of the microwave resonators
such that, after development in a 2.45 % TMAH solution,
each sample has two copies of each design: one covered
with HSQ and one without HSQ.
The samples are wire bonded in a connectorised cop-
per sample box that is mounted onto the mixing chamber
of a Bluefors LD250 dilution refrigerator. The inbound
3FIG. 2. Frequency shift ∆f as a function of the normalized frequency fr of the measured resonators without HSQ (a) and
with HSQ covering the central conductor (b). The data is obtained by applying Papp = −110 dBm and tracking the changes in
resonant frequency against temperature between 10 mK and 1 K using the P–FLL. It is plotted against the natural energy scale
of the TLS (hfr/kBT ). The downturn in frequency occurring below hfr/kBT = 0.1 corresponds to the temperature-dependent
kinetic inductance contribution and is not TLS-related. For clarity, the curves have been offset by 15 kHz. The solid lines are
fits to ∆f(T ) = FTLSδ
i
TLS (ln (T/T0) + [g(T, fr)− g(T0, fr)]) [35, 36], where ∆f(T ) = [fr(T )−fr(T0)]/fr(T0), T0 is a reference
temperature, g(T, f) = Re
(
Ψ
(
1
2
+ hf/2piikBT
))
, and Ψ is the complex digamma function.
microwave signal is attenuated at each temperature stage
by a total of 60 dB before reaching the device under test.
Accounting for cable losses and sample-box insertion loss,
the total attenuation of the signal reaching the sample is
70 dB. To avoid any parasitic reflections and noise leak-
age from amplifiers, the transmitted signal is fed through
two microwave circulators (Raditek RADI-4.0-8.0-Cryo-
4-77K-1WR) and a 4–8 GHz band pass filter. Finally, the
signal is amplified by a LNF LNC4 8A HEMT cryogenic
amplifier (45 dB gain) installed on the 2.8-K stage. Ad-
ditional amplification is performed at room temperature
(Pasternack PE-1522 gain-block amplifiers). This mea-
surement environment has been shown to support mea-
surements of resonators with quality factors of several
millions [37] and therefore provides an ideal test bench
for characterising loss in superconducting microwave res-
onators.
We study the microwave properties of each of these
resonators by measuring the forward transmission (S21)
response using a Keysight N5249A vector network anal-
yser. When probed with an applied power Papp, the
average energy stored in a resonator of characteristic
impedance Zc and resonant frequency fr is given by
〈Eint〉 = hfr 〈n〉 = Z0Q2l Papp/pi2ZcQcfr, where 〈n〉 is
the average number of photons in the resonator, h is
Planck’s constant, Z0 = 50 Ω, and Qc and Ql are the cou-
pling and loaded quality factors, respectively. Figure 1(c)
shows a typical S21 magnitude response measured at
10 mK and has average photon population 〈n〉 = 1. The
resonator parameters are extracted by fitting the data
with an open-source traceable fit routine [38].
In order to reliably determine the TLS loss contribu-
tion, we measure the resonant frequency of each resonator
against temperature between 10 mK and 1 K [35, 36] us-
ing a Pound frequency-locked loop (P–FLL). The data is
shown in Fig. 2, while the cryogenic microwave setup with
the VNA and P–FLL schematics are explained in detail
in Ref. [4]. This method only probes TLS effects and has
the benefit of being sensitive to a wide frequency distri-
bution of TLS. Consequently, the intrinsic loss tangent
is robust against spectrally unstable TLS that produce
time variations in the quality factor [39]. This allows
us to independently determine the intrinsic loss tangent
(times the filling factor) FTLSδ
i
TLS . The fitted values are
presented in Table I.
III. MODELLING OF TLS LOSS
Fig. 2 shows that in our devices, the losses are domi-
nated by TLS, even for thin-film nanowires with widths
down to 40 nm. In order to accurately account for the
individual contributions of all TLS-containing regions of
the circuit, we split the dielectric loss into a linear com-
bination of loss tangents each associated with a corre-
sponding filling factor [25–28, 40],
1
QTLS
= FTLSδ
i
TLS =
∑
k
Fkδ
i
k (1)
where δik is the intrinsic loss tangent of region k. Addi-
tionally, the filling factor of a given TLS host region k,
4TABLE I. Resonator parameters. FTLSδ
i
TLS is obtained from fits of the data in Fig. 2.
gcpw Zc fr (no HSQ) fr (with HSQ) FTLSδ
i
TLS (no HSQ) FTLSδ
i
TLS (with HSQ)
(µm) (Ω) (MHz) (MHz) (×10−5) (×10−5)
5 207 4027 4026 1.36 1.66
2 312 3625 3635 1.60 1.87
1 441 4572 4626 1.98 2.50
0.5 632 4864 4962 2.74 3.92
of volume Vk and relative permittivity εk, is given by
Fk =
Uk
Utotal
=
∫
Vk
εk ~E
2(~r)d~r∫
V
ε ~E2(~r)d~r
(2)
where Uk and Utotal are the electric energy stored in re-
gion k and the total electric energy, respectively, ~E is
the electric field, and ε is the effective permittivity of the
entire volume V .
Several previous works have studied the loss participa-
tion of the different interfaces. O’Connell et al. [34] per-
form low-temperature, low-power microwave measure-
ments, report the intrinsic loss tangent of dielectrics, and
interpret their results using a TLS defect model.
Wenner et al. [25] numerically calculate the partici-
pation ratios of TLS losses in CPW and microstrip res-
onators, and find that the losses, at a level of δ ∼ 5×10−6,
predominantly arise due to the substrate–metal (SM) and
substrate–air (SA) interfaces, with only a 1-% contribu-
tion from the metal–air (MA) interface.
Wang et al. [26] conduct an experimental and numer-
ical study of losses in Al transmon qubits and attribute
the dominant loss to surface dielectrics, consistent with
the TLS loss model. In a literature study of transmons
made with the standard lift-off process, they find a seem-
ingly universal value tan δ ∼ 2.6 × 10−3. We note that
the spread between data points pertaining to different
devices is within the range of temporal variation, due to
spectrally unstable TLS, recently reported in both qubit
T1 [24] and resonator Q [39].
Dial et al. [27] experimentally study 3D transmon
qubits, with results consistent with the SM and SA in-
terfaces being the dominant contributors to loss.
Calusine et al. [28, 29] trench the substrate of TiN
resonators, achieving a mean low-power quality factor of
3×106, and demonstrate agreement with a finite-element
electrostatic simulation of dielectric loss.
IV. FILLING FACTOR SIMULATIONS
In order to analyse dielectric and interfacial losses in
our devices, and in particular to identify those from the
HSQ top dielectric, we perform electro-magnetic simula-
tions (with and without the HSQ layer) in Comsol Mul-
tiphysics for a wide range of resonator geometries. A
sketch of the cross-section of the simulated structures is
shown in Fig. 1(b). The simulation parameters for the
FIG. 3. Simulated normalised current density inside the
superconductors, extracted along a line half-way inside it (half
the thickness), for all simulated values gcpw in the 500 nm to
5µm range.
FIG. 4. Magnitude and field lines of the simulated elec-
tric (a) and magnetic fields (b) for a cross section of the
resonators with HSQ covering the central conductor. The
permittivity in Eq. (5), with ω/2pi = 5 GHz, is given as an
input to the Comsol Multiphysics simulation tool.
5FIG. 5. Simulated filling factors F as a function of the co-planar waveguide gap gcpw for resonators without HSQ (a) and with
HSQ covering the central conductor (b). The dashed lines represent the incorrect F obtained with electrostatic simulations.
constituent materials are as follows: the SA interface is
modelled as a 5 nm thick layer of SiO2 [41] with relative
permittivity εr(SiO2) = 4.2. The MA interface consists
of a 5 nm thick layer of Nb2O5 [42] with relative per-
mittivity εr(Nb2O5) = 33 [43, 44]. The SM interface
is modelled by a 2 nm thick layer inside the substrate
(εr(SM) = εr(Si) = 11.7) [28]. Finally, the HSQ re-
gion has a thickness of 30 nm and relative permittivity
εr(HSQ) = 3 [32]. Because Nb2O5 requires several days
to achieve any meaningful thickness [42], it is assumed
that no Nb2O5 is present underneath the HSQ. There-
fore, on the samples without HSQ, Nb2O5 resides on both
the central conductor and ground planes, whereas on the
samples with HSQ, Nb2O5 is present only on the ground
planes.
The superconductor part of the structure requires ex-
tra care to simulate accurately: strongly disordered su-
perconductors, like NbN, have an extremely small elec-
tron mean free path l (on the order of 0.5 nm and
smaller [45]) and are therefore in the local dirty limit [46].
In this limit, several quantities become dependent on the
mean free path and need to be adjusted from their BCS
values [47, 48]. Most importantly for this study, the mag-
netic penetration depth in disordered superconductors
and at zero temperature becomes
λdirty(0) = λL(0)
√
ξ0
l
=
√
~
piµ0∆0σn
(3)
where λL(0) is the London penetration depth at T = 0 K,
ξ0 is the BCS coherence length, ~ is the reduced Planck
constant, µ0 is the vacuum permeability, ∆0 is the su-
perconducting gap at zero temperature, and σn is the
normal-state conductivity. Additionally, the tempera-
ture dependence of the penetration depth is given by
λdirty(T )
λdirty(0)
=
[
∆(T )
∆0
tanh
(
∆(T )
2kBT
)]−1/3
(4)
By measuring the resistance vs. temperature of our
NbN thin films, we find Tc = 7.20 K and σn =
1.32× 105 S m−1 (measured at the onset of the super-
conducting transition). Using ∆0 = 2.08kBTc [49], we
obtain λdirty = 987 nm ' 1µm, which is comparable to
the lateral dimension of our resonators.
Consequently, it is not sufficient to approximate the
current density in our NbN devices as a surface density,
since magnetic fields significantly penetrate the supercon-
ductor. This is in contrast to resonators made of a con-
ventional superconductor such as aluminium (λL(0) '
30 nm [50]) or niobium (100 nm [51]). In a similar way,
it is insufficient to assume a uniform current distribution
in the superconductor when the resonator dimensions are
smaller than λL(T ).
Therefore, a static solution of Maxwell’s equations is
insufficient here, in particular for the wider geometries.
Instead we need to solve the Maxwell–London equations,
at the relevant frequency of the alternating current, in
order to accurately simulate the densities of the current
and electromagnetic fields. We achieve this in a 3D finite-
element simulator by considering the superconductor as
an environment with a complex permittivity [52, 53],
εr(ω, T ) = ε0 − 1
ω2µ0λdirty(T )2
− j σ1(ω, T )
ω
(5)
where σ1(ω, T ) is the real part of the Mattis–Bardeen
conductivity.
The meshing of the simulated structure has to be care-
fully optimised due the vast difference of length scales
6FIG. 6. Total TLS loss FTLSδ
i
TLS vs. gap width gcpw of the
co-planar waveguide for all four measured resonators. The
FTLSδ
i
TLS values are determined from fits of the ∆f(T ) data
in Fig. 2—see Table I. The error bars represent two stan-
dard deviations of uncertainty (95% confidence interval). The
dashed lines are fits to Eq. (1) using the simulated filling fac-
tors FTLS shown in Fig. 5.
within the resonator structure (widths, thicknesses, and
also the wavelength). The simulation mesh is manually
defined using Comsol’s swept mesh functionality and con-
sists of rectangular elements. Rectangular elements are
preferred over the more standard tetrahedral elements to
avoid poor meshing quality inherent to high-aspect ratio
tetrahedrons. The edge length of each element is varied
from 3 nm to 100 nm, with smaller elements close to the
regions of interest (superconducting thin-film and dielec-
tric layers). Due to memory constraints, however, the
edge length alongside the wave propagation direction is
kept constant to 100 nm and only a short section of co-
planar waveguide is simulated (lcpw = 4µm). A relative
tolerance of 1× 10−5 was found as a good compromise
between the accuracy of the converged solution and the
duration of the simulation.
Figures 3–4 show the simulated current density and
electric and magnetic fields, respectively, for a cross sec-
tion of a resonator with gcpw = 500 nm. From the elec-
tric fields, we calculate the filling factor of each region
using Eq. (2) and present the result in Fig. 5. Addi-
tionally, Fig. 5 shows filling factors calculated by means
of electrostatic simulation to highlight the significant de-
viation from the Maxwell–London simulation results for
wcpw > λL.
Using these simulated filling factors, we can fit Eq. (1)
to the experimental results in Table I—see Fig. 6—and
in this way determine the intrinsic loss tangent of each
lossy region. These results are summarised in Table II.
TABLE II. Fitted loss tangents of the different lossy regions.
The values are obtained from fits to Eq. (1) using the simu-
lated filling factors.
Region Symbol Value
HSQ δiHSQ 8.0× 10−3
Substrate-Metal Interface δiSM 1.3× 10−3
Niobium Oxide δiNb2O5 4.7× 10−2
Silicon Oxide δiSiO2 2.1× 10−3
V. DISCUSSION
Our results are consistent with values found by other
groups in similar types of devices [26, 28, 34, 43]. How-
ever, we emphasise that the fabrication of our devices
was not focused on minimising the influence of TLS.
We find the intrinsic loss tangent for HSQ to be
δiHSQ = 8.0× 10−3. Paired with the relatively large fill-
ing factor of the HSQ region, this makes HSQ the domi-
nant contribution to the loss for all dimensions, as high-
lighted in Fig. 7; and for a given dimension, FTLSδ
i
TLS is
systematically higher for the sample covered with HSQ,
as shown in Fig. 6. These results confirms that the
porous amorphous silicon oxide structure of developed
HSQ [31, 32] is a major source of dielectric loss, and
therefore, a process that allows for the removal of the
HSQ mask would lead to significant improvements in de-
vice performance.
VI. CONCLUSION
In conclusion, we fabricated and measured co-planar
waveguide resonators with dimensions ranging from
gcpw = 5µm down to 500 nm in order to study the geo-
metric dependence of TLS loss. Using 3D finite-element
electro-magnetic simulations we calculated the relative
contributions of the different sources of TLS loss. Such
simulations provide a valuable tool to predict the perfor-
mance of superconducting resonators and other super-
conducting quantum devices.
Additionally, by comparing resonators with the central
conductor covered by HSQ and resonators without HSQ,
we were able to extract the intrinsic loss tangent of this
dielectric: δiHSQ = 8.0× 10−3.
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