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Preámbulo
En este proyecto se realiza un trabajo de investigación sobre la mejor forma de solucionar
un problema de clasificación, sobre dibujos hechos a mano en menos de 30 segundos. Gracias a
esta investigación y sus conclusiones, se pueden trasladar a otros problemas de características
similares, como reconocimiento de firmas.
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1 Introducción
El reconocimiento de dibujos o imágenes hechas a mano es una rama de la automatización
a explotar y mejorar. Además de ayudar a los ingenieros a comprender y investigar sobre el
Aprendizaje Automático o Machine Learning. En este caso se creó un juego para este propó-
sito que se llama [QuickDraw] (s.f.) colaborador con [Google] (2020) . Además de aparecer
en [Kaggle] (2020) página de retos relacionados con Deep Learning y Redes Neuronales. Con
este tipo retos, instan a los ingenieros que den la mejor solución para resolver el problema1.
1.1 El problema a resolver
Nosotros nos centraremos en resolver un problema de clasificación de imágenes. Gracias al
uso de una red neuronal. Más concretamente, un clasificador que clasifique 34 millones de
imágenes(dibujos hechos a mano) clasificadas en 340 clases diferentes.
1.2 ¿Porqué es importante resolver este problema?
Resolver este tipo de problemas es importante. Puesto que el reconocimiento y clasificación
de imágenes, es una rama muy importante de la inteligencia artificial y una área del cono-
cimiento informático muy interesante. La cual se aplica hoy en día en numerosas ocasiones.
Por ejemplo, en el reconocimiento facial en los dispositivos móviles.
1.3 Posibles soluciones del problema
La mayoría de soluciones para este problema actualmente, se basan en el uso de una Red
Neuronal para el Aprendizaje Automático. Esta red neuronal es un clasificador y una [CNN]
(2020) (Convolutional Neural Network) o Red Neuronal Convolucional. La cual se basa en
aprender patrones de imágenes y clasificar las imágenes en diferentes clases, de forma auto-
mática.
1.4 La solución propuesta del problema
Por nuestra parte se propone una solución CNN, pero con una arquitectura de red que está
siendo en este momento el estado del arte. Hablamos de la [Efficientnet] (2020) que demuestra
1https://www.kaggle.com/c/quickdraw-doodle-recognition/overview
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Figura 1.1: Comparación de tamaño con las diferentes redes actualmente.
un acierto superior a sus antecesores, teniendo menos parámetros como se puede apreciar en
la Figura 1.1:
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Figura 1.2: Comparación de los FLOPs con las diferentes redes actualmente.
1.5 Estructura de tfg
Una vez sabiendo esto, se explicará cómo está estructurado el documento para facilitar su
navegación:
• En el capítulo 2 se realiza una introducción teórica de las redes CNN así como las
diferentes Efficientnet (el actual estado del arte) que existen.
• En el capítulo 3 se explican los objetivos generales y específicos del proyecto.
• En el capítulo 4 se explica el planteamiento que se ha seguido en el desarollo y se
explican las herramientas y tecnologías que se han utilizado.
• En el capítulo 5 se relata detalladamente el proceso de desarrollo, el preprocesamiento
de datos, equilibrado de clases, la implementación de la Efficientnet, los problemas
encontrados y las soluciones propuestas.
• En el capítulo 6 se centra en documentar todo el proceso de experimentación y los
resultados obtenidos.
• En el capítulo 7 se hace una valoración del proyecto y se proponen más posibles solu-
ciones.
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En este capítulo se realiza una introducción teórica de las redes CNN así como las diferen-
tes Efficientnet (el actual estado del arte) que existen.
Pero primero se explicará unos conceptos que se necesitan saber para poder entender los
conceptos más avanzados.
2.1 Conceptos básicos necesarios
El concepto más básico del que partimos es Machine Learning o Aprendizaje Automático.
Ya que en este concepto se encapsulan las tecnologías que se emplean en las redes neuronales.
Esto es imprescindible para entender la estructura de aprendizaje que se va a utilizar. La
Efficientnet.
2.1.1 Machine Learning
El [aprendizaje automático] (2020) o aprendizaje de máquinas (del inglés, machine learning)
es el subcampo de las ciencias de la computación y una rama de la inteligencia artificial, cuyo
objetivo es desarrollar técnicas que permitan que las computadoras aprendan. Se dice que un
agente aprende cuando su desempeño mejora con la experiencia; es decir, cuando la habilidad
no estaba presente en su genotipo o rasgos de nacimiento. De forma más concreta, los investi-
gadores del aprendizaje de máquinas buscan algoritmos y heurísticas para convertir muestras
de datos en programas de computadora, sin tener que escribir los últimos explícitamente.
Los modelos o programas resultantes deben ser capaces de generalizar comportamientos e
inferencias para un conjunto más amplio (potencialmente infinito) de datos.
Además de que el aprendizaje automático también está estrechamente relacionado con el
reconocimiento de patrones. Esto es lo que verdaderamente nos interesa puesto que con el
reconocimiento de patrones en imágenes. Seremos capaces de automatizar un clasificador de
imágenes, gracias a una red neuronal. Este es nuestro siguiente concepto básico.
2.1.2 Redes Neuronales
El segundo concepto básico derivado de Machine Learning que debemos saber es el de las
[redes neuronales] (2020), las cuales consisten en un conjunto de unidades, llamadas neuronas
artificiales, conectadas entre sí para transmitirse señales. La información de entrada atraviesa
la red neuronal (donde se somete a diversas operaciones) produciendo unos valores de salida,
5
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Figura 2.1: Estructura de una red neuronal.
como se puede apreciar en la Figura 2.1.
Además cada neurona está conectada con otras a través de unos enlaces. En estos enlaces el
valor de salida de la neurona anterior es multiplicado por un valor de peso. Estos pesos en los
enlaces pueden incrementar o inhibir el estado de activación de las neuronas adyacentes. Del
mismo modo, a la salida de la neurona, puede existir una función limitadora o umbral, que
modifica el valor resultado o impone un límite que no se debe sobrepasar antes de propagarse
a otra neurona. Esta función se conoce como función de activación.
Las redes neuronales aprenden y se forman a sí mismas, en lugar de ser programados de
forma explícita, y sobresalen en áreas donde la detección de soluciones o características es
difícil de expresar con la programación convencional. Para realizar este aprendizaje automá-
tico, normalmente, se intenta minimizar una función de pérdida que evalúa la red en su total.
Los valores de los pesos de las neuronas se van actualizando buscando reducir el valor de la
función de pérdida. Este proceso se realiza mediante la propagación hacia atrás.
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Figura 2.2: Uno de los usos de las redes neuronales es reconocimiento de voz.
Las redes neuronales se han utilizado para resolver una amplia variedad de tareas. Como
la visión por computador y el reconocimiento de voz como se puede apreciar en la Figura 2.2.
Que son difíciles de resolver usando la ordinaria programación basado en reglas. Nosotros
concretamente la usaremos para poder clasificar imágenes.
2.1.2.1 Redes Neuronales Convolucionales
Las [redes neuronales convolucionales] (2020) es una variación de un perceptrón multicapa,
sin embargo, debido a que su aplicación es realizada en matrices bidimensionales (imágenes),
son muy efectivas para tareas de visión artificial, como en la clasificación y segmentación de
imágenes, entre otras aplicaciones. Las redes neuronales convolucionales consisten en múlti-
ples capas de filtros convolucionales de una o más dimensiones. Después de cada capa, por lo
general se añade una función para realizar un mapeo causal no-lineal.
Como redes de clasificación, al principio se encuentra la fase de extracción de características,
compuesta de neuronas convolucionales y de reducción de muestreo como se aprecia en la
Figura 2.5. Al final de la red se encuentran neuronas de perceptrón sencillas para realizar la
clasificación final sobre las características extraídas. La fase de extracción de características
se asemeja al proceso estimulante en las células de la corteza visual. Esta fase se compone
de capas alternas de neuronas convolucionales como se muestra en la Figura 2.4 y neuronas
de reducción de muestreo. Según progresan los datos a lo largo de esta fase, se disminuye su
dimensionalidad, siendo las neuronas en capas lejanas mucho menos sensibles a perturbaciones
en los datos de entrada, pero al mismo tiempo siendo estas activadas por características cada
vez más complejas como se aprecia en la Figura 2.3.
En la fase de extracción de características, las neuronas sencillas de un perceptrón son re-
emplazadas por procesadores en matriz que realizan una operación sobre los datos de imagen
2D que pasan por ellas, en lugar de un único valor numérico.
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Figura 2.3: Estructura de una red neuronal convolucional.
Figura 2.4: Filtro convolucional.
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Figura 2.5: Reducción o pooling.
Gracias a esto entendemos cómo funciona un clasificador de imágenes, hecho con una red
neuronal convolucional. Uno de los usos, es por ejemplo, que aprenda a distinguir números
hechos a mano como se aprecia en la Figura 2.6. En nuestro caso se encarga de clasificar entre
más de 340 clases, pero esto lo detallaremos más adelante.
2.2 Soluciones propuestas por otras personas para el mismo
problema
Podemos encontrar soluciones propuestas por otras personas a nuestro problema en la
página de Kaggle1. La gente suele proponer diferentes estrategias para solucionar el proble-
ma. Aunque se suele optar por transformar las coordenadas de los puntos en imágenes, para
poder entrenar una CNN. Además de probar diferentes arquitecturas tales como, resnet18,
resnet34, resnet50, resnet101, resnet152, resnext50, resnext101, densenet121, densenet201,
vgg11, pnasnet, incresnet, polynet, nasnetmobile, senet154, seresnet50, seresnext50, seres-
next101. Aunque existen diferentes opciones, de solucionar el problema. Como el uso de una
red recurrente que vaya recorriendo la sucesión de puntos.
Después de investigar diferentes arquitecturas de redes. Decidimos quedarnos con la Effi-
cientNet, puesto que era el estado del arte de ese momento (como se explicó en la introduc-
ción), es decir, es la arquitectura que se espera que de mejores resultados.
1https://www.kaggle.com/c/quickdraw-doodle-recognition/discussion/73738
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Figura 2.6: Ejemplo de aplicación de red neuronal convolucional.
3 Objetivos
El objetivo principal de este proyecto es encontrar una buena solución para el problema de
el reconocimiento y clasificación de imagenes de dibujos hechos a mano, propuesto por Kaggle1
Para llevar a cabo esto, se tendrán que hacer los siguientes hitos u objetivos:
• Investigar sobre las soluciones ya dadas sobre este problema o problemas similares.
• Analizar el dataset proporcionado por la página de kaggle.
• Establecer el entorno para poder realizar las pruebas pertinentes.
• Investigar sobre el estado del arte y probar esa solución.
• Probar diferentes soluciones y probar la mejor configuración de la red.
• Analizar los resultados obtenidos.
1https://www.kaggle.com/c/quickdraw-doodle-recognition/data
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4 Metodología
En este capítulo explicaremos el proceso de desarrollo del trabajo, en el primer punto
explicaremos los pasos seguidos y a continuación las herramientas utilizadas.
4.1 Pasos del proceso de desarrollo
1. Estudio del problema planteado:
En este punto se analiza el problema a resolver, como qué dataset nos proporcionan,
de que está compuesto, de cuantos ejemplos disponemos.
2. Análisis y adaptación del dataset para optimizarlo:
Balanceo de clases, depuración de ejemplos mal clasificados, conversión de sucesión de
puntos a imágenes, para poder procesarlas.
3. Estudio de las diferentes estructuras de las redes:
Estudiar las diferentes redes que existen y utilizar la que promete mejor solución, para
problemas similares al nuestro (clasificación de imágenes).
4. Implementación de la red:
En nuestro caso la implementación de Efficientnet, y adaptándolo a nuestro problema
en concreto.
5. Entrenamiento de la red y valoración de los resultados:
Finalmente entrenar la red a clasificar correctamente y valorar los resultados obtenidos
mediante gráficas.
4.2 Herramientas y librerías utilizadas durante el proceso de
desarrollo
Aquí explicamos las herramientas que hemos utilizado para el desarrollo del trabajo, como
el control de versiones, lenguaje, librerías, sistema operativo.
4.2.1 Ubuntu 18.04.04 LTS
Ubuntu1 es el sistema operativo que hemos elegido para realizar el trabajo, puesto que es
software libre y hay una gran comunidad que lo mantiene y mejora además de una extensa
documentación.
1https://releases.ubuntu.com/18.04/
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4.2.2 Sublimetext
[Sublimetext] (2020) como editor para desarrollar todo el código que necesitábamos para
llevar a cabo el proyecto.
4.2.3 Python 3.6.9
[Python] (2020) es un lenguaje de programación de alto nivel, muy utilizado en la indus-
tria del software, sobretodo a la hora de trabajar con análisis de datos y con redes neuronales.
4.2.4 Git
[Git] (2020) es una herramienta que facilita el control de versiones del software, esto ayuda
especialmente a tener un control del proceso de producción de código, a poder cambiar a
versiones anteriores.
4.2.5 TensorFlow
[TensorFlow] (2020) es una plataforma de código abierto de extremo a extremo para el
aprendizaje automático, TensorFlow facilita la creación de modelos de aprendizaje automá-
tico tanto para principiantes como expertos. Que además soporta a más alto nivel, la he-
rramienta de Keras, librería para desarrollar modelos de aprendizaje automático. En nuestro
caso usamos tensorflow-gpu en la versión 2.0.0
4.2.6 Keras
[Keras] (2020) es una API diseñada para seres humanos, no para máquinas. Keras sigue las
mejores prácticas para reducir la carga cognitiva: ofrece API consistentes y simples, minimiza
la cantidad de acciones del usuario requeridas para casos de uso comunes y proporciona men-
sajes de error claros y procesables. También cuenta con una amplia documentación y guías
para desarrolladores. En nuestro caso usamos keras en la versión 2.2.4
4.2.7 OpenCV
[OpenCV] (2020) es una librería de código abierto, para la manipulación de imágenes, es-
crita en C++. En nuestro caso la usamos para crear las imágenes de entrenamiento, a partir
de los puntos que forman el dibujo del dataset y poder visualizarlas.
4.2.8 Matplotlib
[Matplotlib] (2020) es una librería de creación de gráficas y visualización de datos, que
es compatible con python. En nuestro caso la usamos para hacer las diferentes gráficas que
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hemos necesitado para visualizar los distintos datos, tales como, el número de muestras del
dataset, el estado del entrenamiento.
4.2.9 H5py
[H5pt] (2020) es una librería para almacenar de forma comprimida y organizada una gran
cantidad de información. En nuestro caso la usamos para organizar nuestro inmenso dataset
(34 millones de imágenes) en dos conjuntos, el 70 porciento para el conjunto de train y el 30
porciento para el conjunto de test.
4.2.10 NumPy
[NumPy] (2020) es una librería que facilita la manipulación de arrays. En nuestro caso la
utilizamos para almacenar los datos de entrenamiento en este tipo de estructura.

5 Desarrollo
En esta parte del trabajo explicaremos cómo se han llevado a cabo los diferentes pasos para
finalizar el proyecto y el porqué de las decisiones tomadas durante el proceso.
5.1 Primeros pasos para solucionar el problema
Lo primero para solucionar un problema es entenderlo y para ello, nos enfocaremos en
entender nuesto problema a resolver1. A primera vista observamos que la idea principal del
problema. Es que proporcionemos una solución que clasifique imágenes. Para ello la solución
que proponemos es la de crear una red neuronal que clasifique esas imágenes.
5.1.1 DataSet
Ahora profundizamos más en el dataset que nos proporcionan desde la web. Se puede obser-
var que el dataset consta de 50 millones de dibujos categorizados entre 340 clases diferentes.
En nuestro caso elegimos el train simplifield puesto que contiene solo la información relevan-
te. En el dataset se aprecia que en vez de imágenes, son las coordenadas de la sucesión de
puntos que conforman el dibujo.
5.1.2 El porqué del uso de una CNN
Aunque pueda parecer contraproducente, el hecho de tener que generar las imágenes a par-
tir de los puntos. En vez de trabajar directamente con los puntos. Tiene su motivo. Puesto
que al usar una CNN, no se tiene en cuenta la variable temporal. Por otro lado, si la en-
trenamos a partir de los puntos, esto tiene una variable temporal. Puesto que un punto va
antes que otro(esto no nos interesa puesto que cada persona hacer el dibujo de forma distinta).
5.1.3 Modificando el DataSet
Al analizar detenidamente el dataset con maś profundidad. El dataset consta de muestras
que están validadas y que no están validadas. Que una muestra esté validada significa que
cuya categorización ha sido comprobada por un humano. Cómo se muestra en la Figura 5.1
se puede observar la cantidad de muestras válidadas y en la Figura 5.2 se puede apreciar la
cantidad de muestras no validadas. En los experimentos solo están involucradas las muestras
1https://www.kaggle.com/c/quickdraw-doodle-recognition/overview
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Figura 5.1: Podemos observar la cantidad de dibujos por cada clase del dataset inicial.
válidadas.
Para aclarar, las Figuras 5.1 y 5.2. En el eje X aparecen el nombre de las 340 clases como
se muestra en la Figura 5.3
Gracias a estas gráficas podemos observar que no todas las clases tiene el mismo número
de elementos, así que procedemos ha hacer un equilibrado de clases para que la red aprenda
con la mayor calidad posible.
En nuestro caso nos quedamos con 100.000 ejemplos de cada clase (menos los que tienen
un poco menos de ejemplos, que nos quedamos con todos ellos).
Una vez ”limpiado” el dataset. Creamos un programa en Python y OpenCV. Para convertir
las coordenadas en una imagen en blanco y negro(1 solo canal) de tamaño de 256 por 256
píxeles, con el resultado que se puede apreciar en la Figura 5.4.
Al crear los primeros dibujos a partir de las sucesiones de puntos. Se apreciaba una len-
titud exasperante (calculando más de 8 meses, algo impensable). El cálculo se hizo a partir
de medir el tiempo de creación de una imágen y la multiplicación por las 34 millones de
imágenes que había que crear. En consecuencia la solución que propusimos fue paralelizar el
programa gracias a usar la librería threads. En nuestro caso el portátil tiene 8 núcleos. Así
que tardamos 1 mes las 24 horas el portátil encendido generando las imágenes.
En este punto tenemos un total de 34 millones de imágenes divididas en 340 clases (100.000
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Figura 5.2: Podemos observar la cantidad de dibujos por cada clase del dataset una vez filtrado por
los ejemplos válidos.
Figura 5.3: Nombre de las 340 clases.
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(a) Ejemplo de dibujo airplane. (b) Ejemplo de dibujo clock.
(c) Ejemplo de dibujo ambulance. (d) Ejemplo de dibujo angel.
Figura 5.4: Podemos observar el dibujo convertido en imágen que la red ya puede procesar.
ejemplos cada clase). Que pesan en total 850 GB. Al ver tal cantidad de datos, la opción que
vimos más viable. Fue agrupar el dataset en un tipo de archivo que se utiliza mucho a la hora
de organizar un dataset. Este tipo de extensión es .hdf5. La cual, te permite tener archivos de
forma comprimida y además te permite organizarlos de forma que puedes realizar operaciones
sobre los datos de forma sencilla.
Por tanto, el paso siguiente es realizar el programa que se encarga de realizar ese documen-
to, pero ocurría el mismo problema que al crear las imágenes. Que tardaba demasiado. Así que
decidimos paralelizar con los 8 núcleos y creamos un .hdf5 por cada clase un total de 340 .hdf5.
5.2 Organizando el DataSet
Estos ficheros los organizamos de la siguiente manera. Un 70 porciento de las imágenes
de cada clase para entrenar la red(con la etiqueta datostrain) además de su correspondiente
etiqueta en formato onehot para que la red pueda usarlo(con la etiqueta labeltrain) y un
30 porciento de las imágenes de cada clase para comprobar cómo está aprendido la red(con
la etiqueta test) además de su correspondiente etiqueta en formato onehot para que la red
pueda usarlo(con la etiqueta labeltest). Todo este proceso tardó otro mes y acabó pesando
todos los archivos .hdf5 320 GB. Algo que valía la pena ya que hacía los datos mucho más
manejables.
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5.3 Implementando la red
Una vez, teniendo el dataset preparado para que la red pueda entrenar. Se debe imple-
mentar la red para que pueda usar los datos. En nuestro caso, el primer paso es investigar
el estado del arte. Es decir, cuál es la arquitectura de red que en este momento está dando
mejores resultados para problemas similares al nuestro (clasificación de imágenes).
Nosotros encontramos la Efficientnet la cual daba los mejores resultados. Por otro lado, es
una red que aunque optimizada, no deja de ser una red con muchos parámetros y a la hora
de entrenar ocupa mucho en memoria.
Así que el siguiente paso, era implementar la red. Una vez hecho el programa con las fun-
ciones más comunes de Keras. Surgió el siguiente problema, no podíamos cargar todas las
imágenes de entrenamiento a la vez en memoria para entrenar. En consecuencia, propusimos
la siguiente solución. Hacer nuestro propio flujo de entrenamiento. Es decir, hacer a mano el
entrenamiento y controlar en todo el momento con cuantas imágenes entrena(batch) nuestra
ren en cada iteración de cada época.
Más concretamente se utiliza una técnica que consiste en hacer dos arrays de índices. Uno
para el de train y otro para el test. En nuestro caso, es un array de 340 (por el número de
clases que tenemos) elementos en los cuales cada elemento es un array de 70.000 en el caso
de train y 30.000 en caso de test (por que es el número de imágenes de cada clase).
Una vez, tenemos los arrays de índices. Los barajamos(shuffle) de forma aleatoria. Para
que la red no aprenda alguna característica que perjudique a la red. Puesto que, si se entre-
na a una red siempre de la misma forma (el mismo orden en cada época) puede ocurrir lo
mencionando anteriormente. De esta forma aseguramos un buen entrenamiento.
A continuación, usamos los arrays de índices, para cargar en memoria tantas imágenes
como podamos antes de que se llene la memoria. En nuestro caso, como se nos echaba el
tiempo encima, decidimos entrenar en un servidor. El cual disponía de 1 tarjeta 2080Ti de
11GB. La cual, nos ahorraría bastante tiempo a la hora de entrenar.
Pero cuando empezamos a entrenar, vimos que la arquitectura de la Efficientnet ocupa
bastante en memoria. Así que, solo podíamos entrenar con pocas imágenes a la vez. Más
concretamente, 50 imágenes cada iteración(entendemos por iteración un entrenamiento con
el tamaño de batch de 50 imágenes, cuando se hagan suficientes iteraciones para ver todas
las imágenes una vez diremos que hemos concluido una época).
Sin embargo, en consequencia de tener que entrenar con tantas imágenes(34 millones).
Pues no disponíamos de tanto tiempo para entrenar. Así que, vamos recogiendo datos de
entrenamiento y probando la red con el conjunto de test. Cada 1.000 iteraciones para ver el
progreso de la red.

6 Resultados
A continuación analizaremos los diferentes resultados que hemos ido obteniendo al ir en-
trenando nuestra red neuronal.
Cabe recalcar que al entrenar con tanto volumen de imágenes(34 millones), el entrenamiento
lleva mucho tiempo. Por tanto, nosotros por falta de tiempo no hemos podido entrenar tanto
como quisiéramos. Pero aún así, tenemos suficientes datos como para poder mostrar unas
gráficas y analizarlas.
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Figura 6.1: Podemos observar la precisión de nuestro modelo en el ejeY, respecto al ejeX el número
de modelo, es el número(en miles) de imágenes que ha visto la red, es decir, al ser 35, la
red ha entrenado con 35.000 imágenes.
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Figura 6.2: Podemos observar la pérdida de nuestro modelo en el ejeY, respecto al ejeX el número
de modelo, es el número(en miles) de imágenes que ha visto la red, es decir, al ser 35, la
red ha entrenado con 35.000 imágenes.
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Analizando los resultados de la Figura 6.1. Nos damos cuenta de que la red sigue mejorando.
Es decir, que la red debería seguir entrenando para alcanzar su máximo potencial y más
porcentaje de acierto.
A parte de analizar la tendencia general. Podemos fijarnos que el acierto es superior en el
conjunto de test. Debido a que a la hora de hacer el test. Se le pasan las mismas imágenes,
pero en diferente orden. Puesto que el conjunto de test no varía. Ya que son 30.000 imágenes
por cada clase.
Reitero que nosotros por falta de tiempo no hemos podido seguir entrenando nuestro mo-
delo, aunque se intuye una tendencia a seguir mejorando.
Por otro lado, si analizamos la Figura 6.2. Podemos observar lo siguiente. La pérdida de
train se mantiene en un constante decrecimiento. Puesto que la solución que da la red respecto
a la esperada. Cada vez, se van acercando más.
Sin embargo, la pérdida de test, se manifiesta una tendencia a la baja. Pero con saltos
irregulares. Esto se puede deber a que la red todavía no tiene los pesos bien ajustados.
7 Conclusiones
Cerrando este proyecto, dedicamos esta parte a evaluar el trabajo realizado y las diferentes
opciones con las cuales se podría seguir con el proyecto y mejorarlo.
Respecto a los resultados del proyecto, se ha podido observar que la arquitectura de red
Efficientnet, funciona bien como clasificador de imágenes además de conseguir los siguientes
objetivos:
• Realizar un estudio sobre el estado del arte de las redes neuronales.
• Analizar un dataset y modificarlo para poder hacerlo óptimo y funcional.
• Aprender a construir un entorno de trabajo, para poder entrenar una red neuronal.
• Aprender a analizar los resultados obtenidos para obtener conclusiones coherentes.
Además de aprender el uso de las diferentes librerías, tales como OpenCv, keras y demás.
Que antes se desconocían.
Por otro lado, las posibles mejoras que se podrían haber llevado a cabo son:
• Continuar entrenando la red neuronal hasta ver unos resultados óptimos, además de
probar en vez de una red convolucional, trabajar directamente con la sucesión de puntos
con una red neuronal recurrente, para comparar los resultados y ver cuál se adapta mejor
al problema.
• Estudiar un posible uso alternativo de los modelos ya entrenados, para reconocer otro
tipo de imágenes.
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