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Abstract
We present a new algorithm for improving an available
(conservative) estimate of the shape of an object using con-
straints from ray-tracing. In particular, we exploit incoher-
ences between the lit portions of the object - detected on
a set of acquired images - and the shadows that the cur-
rent estimate casts on itself. Whenever a contradiction is
found the current estimate is modified in order to remove
the inconsistency. Sufficient conditions for the correctness
of the algorithm and a discussion of their validity are pro-
vided. Finally, we describe a simple implementation of the
method and present some preliminary experimental results
from computer simulations.
1. Introduction
Computing the shape of an object using optical devices for
data acquisition has been an active research field in com-
puter vision, and many different solutions have been pro-
posed over the years. These solutions often reach a com-
promise among accuracy of the reconstruction, cost of the
acquisition hardware and quantity of human interaction re-
quired to obtain the final model.
The most popular solutions are active stereo techniques,
such as laser stripe scanners or structured light scanners.
However, these techniques often require ad hoc and expen-
sive acquisition hardware. Besides, even when no specific
hardware is required (e.g., [1]), these techniques usually
produce a set of partial range images that require registra-
tion or editing in order to obtain the complete final model.
For very low-budget application, such as e-commerce
and virtual exhibition on the web, these solutions are still
too expensive. This is particularly true when it is neces-
sary to acquire a large number of objects, with relative high
amount of human work. A technique suitable for these ap-
plications is shape from silhouettes [2] [3] [4]. In shape
from silhouettes an estimate of an object can be obtained
by intersecting the cones defined by the silhouettes of the
object in the acquired images and the corresponding view-
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Figure 1: Setup of the shadow carving system.
points. Using the inexpensive setup of Figure 1 it is pos-
sible to acquire a set of images as the object rotates on a
turn table. Assuming a fully calibrated system and an un-
supervised procedure for obtaining the silhouettes from the
images, a 3D model can be automatically recovered.
Shape from silhouette often produces a visually good re-
construction, but this technique fails to model concavities of
the object [5]. For this reason different methods have been
proposed to improve the estimate obtained from shape from
silhouette. These techniques use different visual cues such
as color coherence between images (as proposed by Kutu-
lakos and Seitz [6]), or self-shadows (as in Savarese et al.
[7]). In particular Savarese et al. proposed to extend the
setup of Figure 1 by adding several light sources.
The basic idea is that of comparing the observed shad-
ows to those expected as if the conservative estimate were
correct. The current shape is then adjusted to resolve contra-
dictions between the captured images and the current shape
estimate. In this process, the volume from the current object
estimate is incrementally removed in a conservative way,
and in turn, the inconsistencies are reduced. Thus, a closer
object’s shape estimate is computed at each step. This pro-
cedure is called shadow carving.
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We extend the shadow carving idea by considering not
only contradictions between observed and simulated shad-
ows, but also contradictions between lit areas of the object
and the simulated lit areas of the object estimate. When
a lit portion of the object is observed in an image we test
whether the corresponding region of the object estimate is
also lit. To test this we simulate the process of lighting by
using a Ray Tracing algorithm. If a contradiction is detected
we update the estimate to resolve it. We call this technique
inverse ray-tracing carving (IRT-carving) because it uses
the same principle of ray-tracing algorithms to obtain a 3D
object from 2D images. This is in opposition to the common
ray-tracing case where an image is obtained from a known
3D scene.
Our analysis shows that IRT-carving can indeed improve
the estimation of the object obtained by shadow carving
only. This is the main result of this paper. We show that
shadow carving do not take full advantage of the available
information. That is, given the same available information
(number of views and number of lights), IRT-carving allows
carving additional pieces of volume and, thus further refin-
ing the object estimate.
A second key result is that we prove that IRT-carving is
always conservative, i.e. it never removes parts of the ac-
quired object. This is an important property in that it guar-
antees that the carving process always converges to an upper
bound estimate of the object surface.
The remainder of this paper is organized as follows. Af-
ter a review of previous works in Section 2, we describe our
technique in Section 3. We present an analysis of our so-
lution in Section 4, we describe a possible implementation
of our technique and show preliminary experimental results
with synthetic objects in Section 5. We draw the conclu-
sions in Section 6.
2 Background
The idea of using shadows for shape recovery has a long
history. Many researchers studied the constraints based on
the observation of shadows and self-shadows and developed
methods that enable inference about object shape based on
those cues. Pioneering work was presented by Shafer and
Kanade [8] and Hambrick et al. [9]. Since then, several
methods for estimating shape from shadows have been pre-
sented. Kriegman and Belhumeur [10] showed that for any
finite set of point light sources illuminating an object there
exists an equivalence class of object shapes having the same
set of shadows. They used this analysis to infer information
about the object shape. Hatzitheodorou and Kender [11]
presented a method for computing a surface contour formed
by a slice through an object illuminated by a directional
light source casting sharp shadows. Raviv et al. [12] de-
veloped an extended shape from shadows method based on
the idea of shadowgram. Similar to Hatzitheodorou and
Kender, by identifying beginning and ending shadow points
for each light position, the height difference between the
points can be computed. Langer et al. [13] extended the
method of Raviv et al. for computing holes beneath the re-
covered height field description of the top surface for 2 di-
mensions. Daum and Dudek [14] subsequently developed a
method for recovering the surface for light trajectories that
are not a single arc. Finally, Yu and Chang [15] gave a new
graph-based representation for shadow constraints.
All of these methods rely on the accurate detection of
the boundaries of shadow regions and are limited to cer-
tain object topologies such as 2D-terrains (i.e. bas-reliefs).
The work presented by Savarese et al. [7] tried to overcome
these limitations by embedding the problem of shape from
shadows in multiple view framework.
Our work extends and complements shadow carving
[7] in that we propose to exploit an additional constraint.
Rather than comparing shadow regions for consistency, we
check that the lit areas measured on the real object surface
do not appear as shadows on the current estimate of the ob-
ject. Likewise shadow carving, our method does not require
any restriction to 2.5D terrains, rather it allows an in round
reconstruction of the object.
Our proposed approach is similar in gist to the space
carving approach of Kutulakos and Seitz [6] and to the
extensive literature that followed that idea. Our approach
differs from [6] in that we consider consistency between a
camera and light views, rather than multiple camera views
[16].
3. Proposed solution
To simplify the discussion we introduce the epipolar slice
model presented in [7]. Consider the setup of Figure 2a with
a 3D shape, a camera C and a single light source L: the
camera center C and the light L define a family of planes
PL that sweeps the 3D space. For each member pL of this
family we obtain an epipolar slice of the space, and in each
slice we have an image line li, and a 2D regionR obtained
by the intersection of the plane pL with the 3D shape, as
shown in Figure 2b. Because the family of epipolar planes
PL sweeps the shape volume, results shown in the following
sections can be immediately extended to the 3D case.
In shadow carving [7], a conservative estimate of the
shape of an object is progressively carved in order to elim-
inate every detected contradiction between the shadows the
object cast on itself and the ones that the estimate should
cast on itself. Consider the simple example of Figure 3a: a
camera C is facing an object with a concavity, and a con-
servative estimate is available. The existence of the con-
cavity in the real object is indicated by the two shadows
cast by the two light sources L1 and L2; these shadows are
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Figure 2: The epipolar slice model.
clearly not compatible with the conservative estimate of the
object. Shadow carving takes advantage of these incompat-
ibilities to remove portions of the current estimate (i.e., the
two shaded areas). After removing the two carvable areas, a
new conservative estimate of the object is obtained which is
compatible with the shadows observed by the camera. Thus
no additional volume needs to be removed according the
shadow carving algorithm.
The idea behind IRT-carving relies on the following ad-
ditional observation: the new conservative estimate may be
no longer compatible with the observed lit regions of the
real object. For example, the light source L2 would cast a
“simulated” shadow on the estimated contour which is not
detected by the camera (see Figure 3c). Thus, by consider-
ing this additional inconsistency it is possible to remove a
new portion of the object estimate as shown in Figure 3c.
The new estimate better approximates the real object and it
is still conservative, i.e. it still fully contains the acquired
object (Figure 3d).
To test the contradiction (i.e., the incompatibility be-
tween the real lit contours and the simulated ones) we may
simulate the lighting process by using a Ray-tracing algo-
rithm.
In the next section we study (analytically) under which
conditions it is actually possible to carve the estimated ob-
ject to resolve inconsistencies.
L2
L1
C
Shadow from L1
Real
contour
Carvable area
from L1
Carvable area
from L2
Shadow
from L1
contour
Estimated
C
Real
L
1
2
L
contour
New estimated
contour
(a) (b)
C
area
Contradiction
2
1
L
L
Simulated
shadow
C
2
1
L
L
contour
Now visible
(c) (d)
Figure 3: (a) An incoherent situation for the shadow carving
algorithm. (b) The shadow carving estimate. (c) The por-
tion of the estimate which is in contradiction with the part
of contour lit by L1. (d) A new estimate which is coherent
with the lit information.
4. Theoretical analysis
In this section we present a theoretical analysis of the IRT-
carving technique. We present sufficient conditions under
which the technique returns a new conservative estimate of
the object.
In the following discussion we will use the epipolar slice
model. Also, we will assume that the real object regionsR
and the estimate region Rˆ are compact subsets (not neces-
sary connected) of the epipolar slice plane pL. The frontiers
ofR and Rˆ are the real and estimated contour, respectively.
From the conservative assumption we have that the real con-
tour is always inside Rˆ. We will also assume that the real
contour is “smooth”: it can be described by a set of C1
curves on the epipolar plane.
4.1. Basic definitions
Before presenting our main result we define some basic
concepts and quantities used through the following analy-
sis. First we define the property of a contour point p being
visible from the camera center C and being lit by the light
source L.
Definition 4.1 A point p on the contour of the region A is
visible from the camera center C if there exists an open seg-
ment of the line from C to p that never intersects the given
A. If a point p is not visible from C we say it is occluded.
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Figure 4: Example of lit contour.
Similarly, a point p on the contour of the region A is lit by
L if there exists an open segment of the line from L to p that
never intersects the given A; if a point p is not lit by L we
say it is in shadow.
The previous definition depends only on the geometric con-
figuration of the scene: the shape and position of the ac-
quired object, the view point and the light source. Let’s
assume that a procedure is available that labels points on
the image line as lit or as in shadow.
Definition 4.2 A detected lit point is an unoccluded lit
point of the real contour whose projection on the image line
li is identified as lit by the labeling procedure.
We will always assume that the labeling procedure is con-
servative, i.e. it never labels as lit the projection of a point
p of the real contour that is in the shadow. Figure 4 shows
an example of the previous definitions. The colored parts
of the contour are the one lit by L, while the black portion
are not visible by the light source (shadows). The green
portion of the contour are both unoccluded, i.e. visible by
the camera C and detectable by the labeling procedure. The
blue portion are not visible by the camera C and the red part
shows an ambiguous situation for the labeling algorithm. In
this case the labeling procedure labels this portion as not lit.
Definition 4.3 A simulated shadow point is a point of the
estimated contour which is not lit by the light source.
We emphasize the use of the adjective simulated because
these points are identified using a ray-tracing algorithm,
which is a simulation of the light propagation process. Be-
sides, since we use ray-tracing to cast the rays of light from
L we can perfectly detect the simulated shadow points.
If we consider the line that connect an unoccluded lit
point on the real contour to the camera source than it must
intersect the estimated contour at least in one point, because
of the conservative estimate hypothesis.
Definition 4.4 The closest point to the camera among the
intersections of the line defined by the camera center and
an unoccluded lit point p is a the reprojected lit point.
We remark that the lit point p belongs to the real contour
while the reprojected lit point belongs to the estimated con-
tour, therefore a property of the real contour is used to char-
acterize the points of the estimated contour.
Definition 4.5 A point of the estimated contour that is both
an unoccluded simulated shadow point and is a reprojected
lit one is said to be incoherent. A maximal connected set
of incoherent points is named an incoherent region of the
estimated contour.
Definition 4.6 The union of all the segments that connect
the light source L to the points of an incoherent region is
said the incoherent cone. The symmetric version of the in-
coherent cone is said twin cone.
Definition 4.7 The intersection between the incoherent
cone and the estimate of the real object is the area of in-
terest (AOI).
Definition 4.8 The union of the segments that connect all
the points in the AOI to the camera center C define the vis-
ibility cone. The boundary line of the cone that is closer to
light source L is named b1, while the boundary line that is
further from L is named b2.
Figure 5 provides an example of the last definitions.
4.2. Conservative carving
After defining all the necessary concepts we can now state
the fundamental result of our analysis:
Proposition 4.1 If the projections of the contour points in-
side the visibility cone are labeled as lit by the labeling pro-
cedure, if the camera center C is inside neither the incoher-
ent nor the twin cone, and if the estimated contour does not
cross the line b2 then it possible to remove the AOI without
removing any point of the real object (conservative carv-
ing).
In order to prove Proposition 4.1 we first introduce a notion
of partial ordering of the points in the epipolar plane and
then prove the following three lemmas.
Definition 4.9 Given a point p, and assuming that the cam-
era center C does not belong to the line l passing through
the light source L and p, we say that a point q is above the
point p if q is in the half-plane defined by the line l and the
camera C.
Proceedings of the Third International Symposium on
3D Data Processing, Visualization, and Transmission (3DPVT'06)
0-7695-2825-2/06 $20.00  © 2006
Authorized licensed use limited to: CALIFORNIA INSTITUTE OF TECHNOLOGY. Downloaded on April 26,2010 at 17:07:43 UTC from IEEE Xplore.  Restrictions apply. 
Real 
contour
contour
Estimated
Unoccluded
simulated shadow
Area of interest
(AOI)
Visibility
cone
Reprojected
contour
Incoherent
contour
contour
Unoccluded lit
L
C
Incoherent
cone
Twin
bcone
1
2
b
Figure 5: An example of area of interest (AOI) and visibility
cone with the two boundary lines b1 and b2.
Lemma 4.1 If there is a point p of the real object inside
the AOI then there exists a point q inside the visibility cone
such that there are no other points of the object inside the
visibility that are above the point q. The point q also belongs
to the real contour.
Proof. In the following demonstration we will consider only
points of the object that are inside the visibility cone; there-
fore we will omit this specification.
If there are no points of the object above p then we can set
q = p and the conclusion follows. If there is at least another
point of the object above p let l be the line passing through
the p and the light source L. Consider the not empty set of
all the points of the object above p. For each of these we
construct a new line through L. Among this set of lines we
select the one that creates the greatest angle with l. To find
the point q it is now sufficient to chose a point that corre-
sponds to the selected line. The existence of such line and
the relative point is due to the hypothesis of compactness of
the object slice.
To complete the proof we have to show that q belongs to the
real contour. If by contradiction q is an inner point of the
object then there exists a small circle that is centered in q
and fully contained in the object. Part of the points of the
circle are above the point q which contradicts the result of
the first part of the lemma. 
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Figure 6: Three possible cases for the point q: (a) tangency,
(b) the contour is first above and then below q. (c) the con-
tour is first below and then above q. The case (b) can happen
only when q is on the line b1, and the case (c) can happen
only when q is on the line b2.
Because the point q of Lemma 4.1 is inside the visibility
cone, there are only three possible cases: q is strictly inside
the visibility cone, q belongs to the boundary line b1, q be-
longs to the other boundary line b2. The following lemma
characterizes the relation between the real contour around q
and the line l defined by the point q and the light source L.
Lemma 4.2 If the point q is strictly inside the visibility
cone then the line l defined by the light source L and the
point q is tangent to the real contour in q as shown in Fig-
ure 6a. If the point q belongs to the line b1 then either l
is tangent to the contour in q or it crosses the contour as
shown in Figure 6b. If the point q belongs to the line b2
then either l is tangent to the contour in q or it crosses the
contour as shown in Figure 6c.
Proof. Let us consider the first case, i.e. the point q is inside
the visibility cone. Assuming by contradiction that the line
l is not tangent to the real contour in q, then the real con-
tour must cross the line l in q, as depicted in Figure 6b or
Figure 6c. Because the point q is strictly inside the visibility
cone then a finite portion of the real contour passing through
q must be also strictly inside the visibility cone. Therefore
there must be another point of the real shape that is both
inside the visibility cone and above q, in contradiction to
Lemma 4.1.
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Let us consider the first case. Assuming by contradiction
that the case presented in Figure 6c holds, then because the
point q lies on b1 then there in another point inside the visi-
bility cone above q, which again contradicts Lemma 4.1.
Consider the last case, i.e. q belongs to the line b2. Assum-
ing by contradiction that the case of Figure 6b, then again
we have a portion of the contour above the line and inside
the visibility point, which contradicts the Lemma 4.1. 
From Figure 6 we conclude that in both the first case and
the second one a portion of the contour is occluded from
the light source and is strictly inside the visibility cone.
Lemma 4.3 If there is a point p of the real object in the
AOI, if the camera center C is inside neither the incoherent
cone nor the twin cone, and if the estimated contour does
not cross the line b2 inside the visibility cone then there is a
finite portion of the real contour which is not lit by the light
source and is visible by the camera.
Proof. From the existence of p and from Lemma 4.1 there
exists a second point q that belongs to the real contour as
well as to the visibility cone and that does not have any other
point of the object above itself and inside the visibility cone.
Because the estimated contour does not cross the line b2 in-
side the visibility cone then the real contour does not cross
the line b2 either. As a result the point q is either on the line
b1 or strictly inside the visibility cone. From Lemma 4.2
there are only two possibilities: (1) the point is a tangent
point for the line l defined by L and q, (2) the point is not
a tangent point for the line l (and therefore q belongs to the
line b1). In the first case either q is an isolated tangent point
(as shown in Figure 6a) or all the points in a neighborhood
of the contour are tangent points, i.e. the contour is locally
a straight line (flat contour). In both circumstances by the
hypothesis on the position of the camera C and because q
does not have any points above itself, a finite portion of the
contour that is not lit by L is also visible from the camera1.
In the second case the situation of Figure 6b holds; there-
fore there is a portion of the real contour not lit by the light
source L. By the hypothesis on the position of the camera
C and because q does not have any points above itself, a fi-
nite portion of the contour that is not lit by L is also visible
from C. 
Using the results of the three previous lemmas we can now
prove Proposition 4.1.
Proof. If by contradiction there is a point of the object in the
AOI then from Lemma 4.3 a not lit portion of the contour
is visible from the camera C. Because the labeling pro-
cedure is always conservative it must label as shadow the
1In the case of flat contour we assume that the region of tangent points
is detected as not lit by our labeling procedure.
projection of this portion of the contour. Therefore we have
a contradiction. 
4.3. Discussion
The main idea of the previous analysis is that if there is a
point of the object in the AOI, then there will be also a por-
tion of the real contour inside the visibility cone that is not
lit by L and visible from C: therefore, if the projection of
the visibility cone on the image plane is labeled as lit, we
can safely carve the AOI from the actual estimate. However
if the point q belongs to the line b2 then the not lit por-
tion of the contour related to q can be outside the visibility
cone. At that end we have introduced in Prop 4.1 we intro-
duce the hypothesis that the estimated contour (hence the
real contour) does not cross the line b2 inside the visibility
cone. This hypothesis can be tested using the available in-
formation: the estimated contour, the light source position
and the camera center.
The hypothesis on the position of the camera center C is
necessary to have the not lit contour visible from camera.
This hypothesis is easily met by our acquisition setup.
Finally, we observe that for a given incoherent cone there
can be multiple AOI’s and visibility cones. If that is the
case, it is necessary to verify that Prop 4.1 holds for all the
visibility cones before removing the corresponding AOI’s.
5. Implementation and experimental
results
Based on the result of Proposition 4.1, we can implement
an algorithm that can safely remove the portions of the esti-
mated shape that are not coherent with the detected lit sur-
faces.
Starting from a point on a lit region of the estimated con-
tour, we move toward the light source L with a suitable step
size. If we never cross the surface then there is no incoher-
ence and it is not necessary to carve the object. If we in-
tersect the estimated surface, let’s call the intersection point
r. Then, we need to check for other intersections of the
estimated object with the line defined by r and the camera
center C. After crossing the estimated contour we keep on
moving toward L and at each step we check if the projec-
tion of the current point is labeled as lit or not. If for all the
steps inside the estimated contour the reprojection is labeled
as lit, then we can safely remove the AOI.
Our implementation uses voxels [6] to represent the ob-
ject estimate and to identify the portion to carve. However
different implementations that do not discretize the volume
of the object estimate are also possible. A Marching cube
algorithm is used to extract a surface from the voxel rep-
resentation. The extracted surface is then processed using
Taubin filtering algorithm [17] to remove fine scale artifacts.
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Figure 7: First row: two views of the synthetic object used
in the experiment. Middle row: two views of the recon-
struction using only shadow carving. Last row: two views
of the reconstruction using shadow carving and IRTcarve.
5.1. Experiments with a synthetic object
To evaluate the performance of the algorithm as well as the
correctness of our implementation we simulate the acquisi-
tion of some simple objects using a 3D modeling software.
The advantage of this procedure is to have a controlled set-
ting with a ground-truth for the object we want to recon-
struct, as well as a correct labeling procedure. The object
used in the simulated experiment is presented in Figure 7
first row, while the acquisition setup is very similar to the
one proposed in [7] (see Figure 1).
Because we do not know which sequence of carving
leads to the best estimate of the acquired object we adopt
the following criteria for the carving sequence: for each po-
sition of the camera we first run the shadow carving using
all the light sources for that position (in a fixed arbitrary
order); the resulting new estimate is then processed by the
IRT-carving in order to remove the portions of the volume
that are not coherent with the lit parts of the real surface
detected in the images.
Figure 7 shows a comparison between the shadow carv-
ing algorithm and the combination of shadow carving and
IRT-carving algorithm: the central row shows two views of
the reconstruction from shadow carving only; the last row
shows two views of the reconstruction of shadow carving
and IRT carving combined.
Figure 8: Comparison between the shadow carving algo-
rithm (first column), and the IRT-carving algorithm (second
column). The last column compare directly the two esti-
mated contour (green for shadow carving and magenta for
the IRT-carving). The first row shows result of the carv-
ing from the first viewpoint (0 degree), the second shows 4
viewpoints (90 degrees of rotation), and the last row present
result for all 12 viewpoints.
Figure 8 shows a comparison between the sections of the
two reconstructions. The left column shows cross sections
of the real object (red) the initial estimate (blue) and the
shadow carving estimate (black) for different camera posi-
tions. In the central column the black contour is a cross sec-
tion of the result of both shadow carving and IRT-carving.
Finally, on the right we see the comparison between the
shadow carving estimate (green) and the IRT-carving esti-
mate (magenta).
The sections in the first row are obtained using only
one viewpoint, and two lights: in this case the IRT-carving
yields a better estimate than shadow carving.
As we increase the number of viewpoints, we notice two
effects: i) ITR- carving is still improving over the shadow
carving estimate; ii) the intermediate shadow carving esti-
mate is more accurate since the starting object volume is
a closer approximation of the real one. Overall these two
effects lead to a final better estimate of the real object. In
particular the two artifacts created by shadow carving in the
concavity of the object are removed.
Proceedings of the Third International Symposium on
3D Data Processing, Visualization, and Transmission (3DPVT'06)
0-7695-2825-2/06 $20.00  © 2006
Authorized licensed use limited to: CALIFORNIA INSTITUTE OF TECHNOLOGY. Downloaded on April 26,2010 at 17:07:43 UTC from IEEE Xplore.  Restrictions apply. 
6. Conclusions and future work
We have presented a new technique, the inverse ray-tracing
carving (IRT-carving), for refining an upper bound estimate
of the shape of an object. This technique finds inconsisten-
cies between the lit portions of the object detected in the
acquired images, and the simulated lit portions and shad-
ows obtained by means of ray-tracing. It then updates the
estimate in order to remove such inconsistencies.
IRT-carving is complementary to shadow carving. On a
system level, the volume reconstructed by shadow carving
may be used as the input to IRT-carving. Our analysis has
shown that IRT-carving can indeed improve the estimation
of the object obtained by shadow carving given the same
available information (i.e., number of views and number of
lights).
The conditions for a conservative carving have been
found and studied analytically. The proposed reconstruc-
tion technique requires that the acquisition setup is fully
calibrated and that the object surface is smooth. Similar
assumptions hold for shadow carving. Finally, we have pre-
sented preliminary experiments on a synthetic object that
validate our theoretical study.
As an extension to this work, it would be interesting
to characterize the bound on the precision that can be re-
solved in this context and address questions such as: Which
shape can be recovered exactly? Which ones are ambigu-
ous? Should we use lit and/or shadowed regions? What is
the influence of the unclassified areas?
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