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Multistable nonequilibrium systems are abundant outcomes of nonlinear dynamics with feedback
but still relatively little is known about what determines the stability of the steady states and their
switching rates in terms of entropy and entropy production. Here, we will link fluctuation theorems
for the entropy production along trajectories with the action obtainable from the Freidlin–Wentzell
theorem to elucidate the thermodynamics of switching between states in the large volume limit of
multistable systems. We find that the entropy production at steady state plays no role, but the
entropy production during switching is key. Additional stabilising and destabilising effects arise
from the steady-state entropy and diffusive noise, respectively. The relevance to biology, ecological,
and climate models is apparent.
When Niels Bohr and Erwin Schro¨dinger asked decades
ago whether new physical principles are needed to ex-
plain living systems, the answer seemed No [1, 2]. More
recently, however, the field of stochastic thermodynam-
ics with its temporal violations of macroscopic thermo-
dynamic laws at the microscopic scale have provided a
new physical perspective on life. Most remarkable corner
stones of far-from-equilibrium thermodynamics are the
fluctuation theorems and Seifert’s thermodynamic uncer-
tainty relation, stressing the important role of entropy
production [3–6]. At equilibrium, detailed balance pro-
hibits any entropy production on average, but far from
equilibrium such entropy production is a characteristic
feature [7] and determines the flow of time [8]. In partic-
ular, the fluctuation theorem by Evans and Searles allows
the exact calculation of the entropy production along
a trajectory from the time-forward and time-reversed
path (corresponding to a movie played backwards), where
paths can be calculated from e.g. Gillespie simulations of
the underlying chemical master equation [4]. However,
due to its intrinsic connection with the time-reversed
path, it cannot be used to calculate the probability of
a path simply from its entropy production. The situ-
ation is different when using the least-action principle,
which allows the prediction of the most likely path be-
tween two points in a stochastic system from minimising
the action (integral over the Lagrangian) [9, 10]. This is
often done with a Langevin approximation of the master
equation, such as using stochastic differential equations
incorporating noise terms [11, 12]. However, now the link
to thermodynamics is less clear as the role of the entropy
production is obscured by the action functional.
In this letter, we combine the two to address the stabil-
ity of steady states in non-equilibrium systems. In par-
ticular, we will elucidate the roles of steady-state entropy
and fluctuations, as well as steady-state and path entropy
production in state switching. For this purpose, we use
two different low-dimensional minimal models shown in
Fig. 1, the Schlo¨gl [13] and the toggle switch [14] models,
for different far-from-equilibrium constraints — concen-
tration clamping and flux constraints.
To investigate the thermodynamics of state switching
we shall study bistable systems with macrostates denoted
A and B, where both macrostates correspond to sets of
microstates in the discrete space of molecule numbers
X, which is a vector for multiple chemical species. The
assumption is made that no significant amount of time
is spent outside these macrostates. In the large volume
limit, the process of switching between states can be as-
sumed to be a Poisson process (with exponentially dis-
tributed waiting times, see Fig. 1B inset). Thus, 〈τA〉 =
kA→B
∫∞
0
t exp(−kA→Bt)dt = k−1A→B where kA→B is the
switching rate from A to B, and similarly for the B state.
The occupation probability of the A state is then given by
pA = 〈τA〉/(〈τA〉+ 〈τB〉) = 1/(1 + kA→B/kB→A). Hence,
such a two-state system is completely described by the
ratio of the switching rates. How do we calculate these
for actual molecular systems?
For non-equilibrium systems the dynamics can be
described by a path Γ, e.g. X0, X1, X2, . . . , XN ,
obtainable from simulations of the chemical master
equation [15]. For this time-forward path, there also
exists a time-reversed path Γ, XN , XN−1,. . . , X0. The
probability of observing a particular path, e.g. the above
time-forward path, is given by the path probability PΓ =
NP (X0)P (τ0,1)W (X0|X1) . . . P (τN−1,N )W (XN−1|XN )
assuming a memory-less Markov process with transition
rates W (Xi|Xi+1). Furthermore, P (τi,i+1) are proba-
bilites for time intervals τi,i+1 and N is a normalisation
factor, ensuring
∑
Γ PΓ = 1. As we are considering
a non-equilibrium steady state (NESS) probability
distribution, the total change in entropy can be found
from the steady-state fluctuation theorem (FT) [16] as
∆SΓ = ln (P (X0)/P (XN )) + ln (WΓ/WΓ) , (1)
with WΓ = W (X0|X1) . . .W (XN−1|XN ) and WΓ =
W (XN |XN−1) . . .W (X1|X0).
Restricting our consideration to paths that
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2FIG. 1. Overview of models. (a) Example simulation of 1D
(concentration clamped) Schlo¨gl model, displaying switching
between high and low X (copy number) states with A and B
reservoir species held constant. (b) Example switching paths
between A and B states for 2D toggle switch model. (In-
set) Waiting time distribution for A to B switching, with a
clear exponential distribution beyond a small initial time. (c)
Symbolic chemical equations describing the Schlo¨gl model.
The flux constrained model will not be considered as bista-
bility does not emerge. (d) Schematic illustration of 4 species
toggle switch model, consisting of two mutually repressing
chemical species (A,B) in addition to substrate (S) and waste
(W) species. Further information on considered models and
parameter values for example paths can be found in [21].
start within macrostate A and end within B,
we can calculate the ensemble-averaged total en-
tropy change ∆SA→B =
∑
Γ|A→B PΓ∆SΓ =
〈ln(P (X0)/P (XN ))〉A→B+〈ln(WΓ/WΓ)〉A→B , where the
first term on the right-hand side (RHS) corresponds to
the log ratio of steady-state probabilities of start P (X0)
and end P (XN ) points of the paths, weighted by the path
probabilities from A→B (note N , X0 and XN can vary
for different paths). Further, the second term on the RHS
corresponds to the increase in entropy of the medium
that the system is coupled to (here chemical reservoirs)
[5]. In the limit of vanishing fluctuations (deterministic
limit), the first term becomes negligibly small and the
entropy produced is given by the second term only,
e.g. ∆SA→B ≈ 〈ln (WΓ/WΓ)〉A→B ≈ ln (kA→B/kA→B),
with kA→B the rate associated with time-reversal of
the most probable path (explained below) from A to
B. When considering most probable switching paths, it
is important to note that in general the time-reversed
path does not describe the contrary switching path, i.e.
kA→B 6= kB→A [17]. However, for simple enough sys-
tems, i.e. low dimensional systems, this approximation
can be made, and switching rates are determined by
entropy production as
kA→B/kB→A = exp(∆SA→B). (2)
Alternatively, we can make a continuum approxima-
tion of the master equation with the chemical Langevin
equation, i.e. Xi = xiΩ for i = 1, ...,K a K-dimensional
chemical system, with concentrations xi and volume Ω.
This is generally a reasonable approximation for large
(but finite values) of Ω [18], particularly near equilib-
rium [19, 20]. However, while the accurate prediction of
switching rates is difficult, the characterization of relative
stability is easier. The chemical Langevin equation can
be expressed as x˙i = fi(x) + Ω
−1/2gij(x)ξj(t) with ξj(t)
uncorrelated white Gaussian noises of zero mean and au-
tocorrelation 〈ξi(t)ξj(t′)〉 = δijδ(t− t′). The determinis-
tic force in direction i is given by fi, and gij determines
the propagation of noise from direction j to i. For the
models considered in this paper gij is always diagonal.
When the probability of escape from a macrostate is suf-
ficiently improbable the stochastic transition will be ex-
pected to concentrate along a single path x∗, with paths
significantly diverging having probabilities so low (for
large Ω) as to have negligible impact on overall escape
probability [22]. The Wentzel-Kramers-Brillouin (WKB)
approximation can then be used to obtain the probabil-
ity of this path as PA→B ∼ exp(−ΩA[x∗]), where PA→B
is the probability of transition from macro-state A to B,
and A is the action, as derived in [23]. The path x∗ will
thus minimize the action A[x∗] = minA[x] = AA→B .
The relevant action for a path with duration τ is the
Freidlin–Wentzell (FW) action [23]
A[x] = 1
2
∫ τ
0
(x˙− f)D−1(x˙− f)T dt, (3)
with the diffusion matrix given by Dij = gikg
T
kj . This
action can be considered a first order truncation of a
more complete action, and once more terms are included
switching paths no longer pass through the same sad-
dle point as their converse [17]. The mean-first pas-
sage time (MFPT) is given by TA→B ∼ P−1A→B =
QA→B exp(ΩAA→B) or ln(TA→B) = ln(QA→B) +
ΩAA→B , so that as Ω grows the contribution from the
prefactor QA→B becomes less important and the second
term on the RHS describes the MFPT to logarithmic
precision.
An expression for entropy production based on
the time-reversal of Langevin paths can be obtained
by noting that the probability of the most prob-
able switching path A→B is given by PA→B =
exp(−ΩAA→B)/QA→B . The probability of the corre-
sponding time-reversed path A→B is then found to be
PA→B = exp(−ΩAA→B)/QA→B , where AA→B is the ac-
tion of the time-reversed path. Combining the above
two expressions as in Eq. 1 generates an expression for
entropy production for Langevin paths as ∆SLA→B =
Ω (AA→B −AA→B) [24]. Substituting Eq. 3 into this
relation leads to
∆SLA→B = 2Ω
∫ τ
0
x˙iD
−1
ij fj dt. (4)
Under the assumption that the ratios kA→B/kB→A
and PA→B/PB→A approximately match, ∆SA→B and
3∆SLA→B should be expected to return identical entropy
production. However, the apparent entropy production
from Eq. 4 disappears along with the action at steady
steady (x˙i = fi(x) = 0 in the small noise limit). This sug-
gests that only entropy production along the path mat-
ters, and that the Langevin formalism within the steady
state is equivalent to a quasi-equilibrium [21]. Despite
the obvious difference between the master equation en-
tropy production (Eq. 1) and the Langevin path entropy
production (Eq. 4), there conceivably remains explana-
tory potential in the later. How does this entropy produc-
tion vary along the path, and how do diffusion strength
and steady-state entropies matter? Furthermore, does
it matter how the non-equilibrium constraint is imple-
mented? To answer these questions we introduce explicit
minimal models.
The two models considered are the Schlo¨gl and toggle
switch models (Fig. 1). For both models concentration-
constraints are used to make the models non-equilbrium.
Flux constrained models are not considered as the flux-
constrained Schlo¨gl model is not meaningfully bistable
[21], and the flux-constrained toggle switch model is four-
dimensional, and thus too computationally intensive for
simulation of switches (mathematical details in [21]).
Figs. 2A,B show exemplar minimum action paths for
switching in the Schlo¨gl and the toggle switch model,
respectively, calculated using the geometric minimum
action method [21, 25–27]. The Schlo¨gl model is suf-
ficiently simple that the time-reversed switching paths
correspond to the switching paths for the contrary direc-
tion. Fig. 2C shows how this leads to equal and opposite
entropy productions (orange lines) along the paths. For
the more complicated toggle switch model this simple re-
lation between paths is lost, but Fig. 2D shows a linear
relation between the difference in minimum action (pur-
ple line) and the difference in path entropy productions
(gold line). Despite the systems’ quasi-equilibrium be-
havior, non-equilibrium processes still occur. Figs. 2E,F
show plots of the derived entropy production (EP, blue
lines) and flow (EF, red lines), demonstrating non-zero
contributions at the steady states (for full derivation see
[21]).
In order to investigate links between occupation prob-
abilities, entropy, and entropy production, 100 random
parameters sets were created for each model (gener-
ated with constraints to avoid pathological cases, e.g.,
negative concentrations, degradation processes on av-
erage increasing copy numbers, etc.). Fig. 3A shows
a weak correlation between state occupation probabil-
ity and steady-state entropy production, which provides
some evidence for the maximum entropy production prin-
ciple (MaxEPP) [24]. This extremal principle proposes
that states with higher entropy production are more dy-
namically stable (subject to other dynamical constraints)
[28]. We then approximate the log ratio of state occupa-
tion probabilities via the Freidlin–Wentzell theorem as,
FIG. 2. Dependence of actions on path entropy pro-
ductions. (a) Minimum action paths for Schlo¨gl model; aside
direction, the only difference between paths is the amount of
time spent at the fixed points where there is no contribution
to the action. (b) Minimum action paths for toggle switch
model, now showing clear differences. (c) Action (A), en-
tropy production (∆SL), kinetic (KE) and potential energy
(PE) of Schlo¨gl paths, clearly showing that the entropy pro-
duction of one path is the opposite of the other. In this and
the remaining panels a solid line corresponds to the path from
A→B and a dashed line to B→A. Magnifications are meant
to explain line styles. (d) Action, differences in action and en-
tropy production, KE and PE along the toggle switch paths.
The difference in action is proportional to the difference in
entropy produced along the path (this linear relationship is
further discussed below). (e) Entropy production (EP) and
entropy flow (EF) terms along the Schlo¨gl paths. The dif-
ference (EP-EF) is equal to the entropy production of time-
reversed of Langevin paths. (Inset) Plot showing how f and
x˙ vary along an exemplar minimum action path (see [21] for
details). (f) Equivalent plot for the toggle switch paths.
ln (pA/pB) ≈ ln (PB→A/PA→B) = ln (QB→A/QA→B) +
Ω (AA→B −AB→A). For large Ω only the second term
would be expected to contribute but this limit is difficult
to simulate. Simulated occupation probabilities match
well with this approximation (see Fig. 3B), demonstrat-
ing the validity of our use of the FW action. Fig. 3C
shows a weak correlation between difference in action and
difference in state entropy, as expected from equilibrium
theory where higher entropy states are more stable. How-
ever, state entropy increases sublinearly with Ω so for
large Ω it has no effect on the stability. Fig. 3D shows
a comparison of the difference in action and the differ-
ence in path entropy production, showing that the linear
relation observed in Fig. 2C,D holds generally across pa-
rameter sets surveyed. The effect of diffusion strength
4was found to be minimal, and is therefore provided in
[21].
Our results suggest a limited form of the MaxEPP,
which applies to the rate of switching between macro-
states. We shall proceed with our derivation by noting
that the action can be split into two parts as ΩAA→B =
CA→B− 12∆SLA→B , where CA→B is the conservative action
along the path A→B and ∆SLA→B is the Langevin path
entropy production (Eq. 4) [24]. The conservative action
can be expressed in a similar form to Eq. 4 as
CA→B = Ω
2
∫ τ
0
(
x˙iD
−1
ij x˙j + fiD
−1
ij fj
)
dt, (5)
where the two terms resemble kinetic and potential en-
ergy contributions, respectively. By substituting the ex-
panded form of the action into the expression for switch-
ing path probability, a reduced form of MaxEPP can be
obtained
PA→B =
exp
(
1
2∆S
L
A→B − CA→B
)
QA→B
, (6)
where PA→B is the probability of the (most probable)
switching path along A→B, and QA→B is a constant.
This equation shows that there is a trade-off between
minimization of the conservative action (i.e. fulfilling
the equation of motion) and maximization of the path
entropy production (i.e. being as dissipative as possible).
Generally, the switching path and its contrary path are
travelled with the same speed and pass through similar
regions of space. Thus, they are expected to have similar
conservative actions (i.e. CA→B ≈ CB→A). This rela-
tion is exact in the limit of matching time-reversed and
converse switching paths (i.e. A→B = B→A), which is
the case for the Schlo¨gl model. This expectation does
not extend to the dissipative (path entropy production)
component Eq. 4, as this depends on the cross terms of
velocity x˙ and deterministic force f , and so the velocity
with which a region of space is passed matters. Hence,
the entropy production components are not expected to
cancel upon subtraction. An analytic relation can then
be obtained as
1
2
(
∆SLB→A −∆SLA→B
) ≈ Ω (AA→B −AB→A) (7)
in line with expectation from the FT (Eq. 2, see [21] for
details). In the toggle switch model where A→B 6= B→A
this relation still holds for the majority of parameteriza-
tions, as can be seen in Fig. 3D. Significant divergence
from the relation was generally observed in cases where
the saddle point occurred at a low copy number compared
to the steady states, due to the substantially faster vari-
ation of the force in low-copy-number regions (see [21]).
There has been significant interest in the thermody-
namics of the transition between different steady-state
probability distributions when controlled by an external
FIG. 3. Comparison of states and switching paths. In
all panels, red and blue dots denote specific parameterizations
of Schlo¨gl and toggle switch models, respectively. In each plot
the lines and shaded regions indicate best fits and 95% confi-
dence intervals for the particular data sets, respectively. (a)
Comparison of log ratios of occupation probabilities vs differ-
ence in entropy productions at steady states from Gillespie
simulations. The Schlo¨gl data has a Pearson correlation of
0.5172 and the toggle switch has 0.3476. (b) Log ratio of oc-
cupation probabilities obtained from Gillespie simulation vs
the difference in minimum action. The dashed line indicates
a perfect correspondence. The toggle switch and Schlo¨gl data
have correlations of 0.9515 and 0.9738, respectively. The re-
sults shown are coarsely discretized due to the low Ω used to
save computational time. The discretization will effect the
Schlo¨gl B state disproportionately as it is formed of signifi-
cantly fewer microstates than A. This represents a potential
explanation for the downwards shift of the Schlo¨gl data. (c)
Comparison of difference in entropy of steady states vs differ-
ence in action. Entropies were found by Gillespie simulation
with Ω = 1. Both sets of data show weak correlations of
0.2892 and 0.4622 for the Schlo¨gl and toggle switch models,
respectively. (d) Difference in action vs difference in entropy
produced along paths. Both models display a strong linear
relationship, with correlations of 0.9445 and 1.0000 for the
toggle switch and Schlo¨gl models, respectively.
parameter [29, 30]. This is fundamentally different to
our work, which is about the thermodynamics of switch-
ing between metastable states. In our two-state sys-
tems, we would naively expect a net zero entropy pro-
duction through switching as the entropy produced by a
switch in one direction would be cancelled by the even-
tual switch back. Only in cases where the switching path
differs from the converse switching path are there net
fluxes of probability through the system and thus entropy
production. Consistently, for the Schlo¨gl model we find
no net entropy production (i.e. ∆SLA→B = −∆SLB→A).
In [31], bounds on the ratio of transition rates between
two metastable states based on relative entropy ∆H and
path entropy production are found. This ratio is deter-
mined as pi(B → A)/pi(A→ B) ≥ exp [−∆SA→B ], where
pi(A → B) is the sum of the rates of switching A to B
5over all possible switching channels. With the expec-
tation that a single most probable path will dominate,
consideration of the two contrary switching paths will be
sufficient. Combining the main result of their paper with
our analytic relation (Eq. 7) leads to a bound on the
path entropy produced as ∆SLA→B + ∆S
L
B→A ≥ 0, which
becomes an equality in the limit of time-reversed switch-
ing paths (e.g. Schlo¨gl). Every parameter set used in
Fig. 3 was found to satisfy this condition. Beyond the
physics literature, related frameworks to ours have been
used in evolutionary science [32] where cumulative fitness
flux is maximized (like entropy production) subject to
the trade-off that speed of allele change and magnitude
of selective forces are minimized (like the conservative
action). Our results therefore suggest, that states in evo-
lutionary systems that require greater cumulative fitness
fluxes to reach should be expected to be more stable.
Our primary conclusion is that a MaxEPP for switch-
ing paths can be obtained within the Langevin approxi-
mation (Eq. 6), extending the rule that “exergonic reac-
tions occur spontaneously” to switching in multistable
systems. In a system with a large number of poten-
tial macrostates our relation predicts that for sufficiently
large volumes switches that produce more entropy will
be favoured. If regions of state space with greater en-
tropy productions also require greater path entropy pro-
ductions to reach, then this could form a basis for a more
extensive maximum entropy production principle. Our
secondary conclusion is that there exists a relationship
between the difference in action of minimum action paths
and difference in entropy produced along these paths
(Eq. 7), valid for all paths that do not pass through re-
gions of rapidly varying force. Exploring the application
of our theory in ecology and evolutionary science with
multiple stable states will be an interesting way forward
[33].
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