Abstract In topology there is a well-known theorem of Atyiah which states that for a connected compact Lie group G there is an isomorphism R(G) ∼ = K 0 (BG) where BG is the classifying space of G. In the present paper we consider an algebraic analogue of this theorem. In the paper by B.Totaro [8] it is shown that the lim ← − K 0 (BG i ) is equal R(G) for a specially chosen sequence BG i . However, to compute K 0 (BG) one needs to prove that lim ← − 1 K 1 (BG i ) vanishes. For a split reductive group G over a field we present another aproach and prove that the Borel construction induces a ring isomorphism R(G)
Introduction
We will work over a field k. To make a reduction to the Theorem 2 we prove Theorem 3 There is a commutative diagram of the form:
Definition 1. Let X be a G-variety. We consider an action µ x : G × X → X and a projection p x : G × X → X. Let M be an O X -module. Following [2] we will call M a G-module if there is an isomorphism of O G×X -modules α : µ * X (M ) → p * X (M ) such that the cocycle condition holds: p Then f * M has a structure of G-module on X. Proof: Consider the following diagram:
Lemma 2. Consider the following diagram:
Here q and Q are flat, X 2 = X 1 × Y1 Y 2 , X 3 = X 2 × Y2 Y 3 . Let M be an O X1 -module. Define hh 1 : q * R i f 1 * → R i f 2 * t * hh 12 : Q * q * R i f 1 * → R i f 3 * T * t * hh 2 : Q * R i f 2 * → R i f 3 * T * to be natural isomorphisms given by Prop. 9.3 [1] . Then the following diagram commutes:
( ( P P P P P P P P P P P P
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Proof:
Since the statement is local on Y i , we consider the case when all Y i are affine, Y i = SpecA i . If F is R-module, we will denote by F the corresponding sheaf on Spec R. Recall the construction of hh 1 . Let M be an O X1 -module. Then
. Let U i be an affine covering of X 1 . Denote by K =Č(X 1 , M ) the correspondinǧ Chech complex. Since Y 1 and Y 2 are affine, t −1 (U i ) is the affine covering of X 2 . For this covering we have that A 2 ⊗ A1 K is aČhech complex of X 2 -module t * M. Then hh 1 is an obvious morphism
which becomes an isomorphism since A 2 is flat over A 1 . In similar way one can construct hh 12 and hh 2 . Then one can rewrite the diagram as
Which is trivially commutative.
Lemma 3. Let f : X → Y be an equivariant morphism and M be a G-module on X. Then for any i R i f * M has a structure of G-module on Y. Proof: Let β : µ * x M −→ p * X M be the G-structure on M. Consider the following base-change diagram:
Square 2 is an image of cocycle diagram for M and therefore commutative. Square 3 arises from functor isomorphism
3) applied to G-module structure β : µ It remains to show the commutativity of square 1. Let F = id G × F. Rewrite square 1 as follows:
* applied to the diagram that defines α. Thus it is commutative. Commutativity of 1.2 follows from Lemma 2 and Prop. 9.3 [1] applied to the base-change diagram
3 is an image of functor p * 23Y applied to the diagram defining α and therefore commutes. Prop. 9.3 [1] gives us an isomorphsm of functors 
Proof: By Propostion 9.3 from [1] we have a natural isomorphsim of O X -modules
We need to check that hh X,Y,A,B is a Gmorphism. That means commutativity of the following diagram:
Consider the diagram:
For any square in this cube denote by hh (with corresponding subscript) the isomorphism arising from prop. 9.3 [1] , applied to this square. We rewrite the Gstructure diagram:
Square 1 is commutative because of the definition of the G-structure on pullback. Square 2 is an (id × f ) * image of the G-structure diagram for R i q * M. Thus it commutes. Square 3 arises from the functor isomorphism (id×f )
So it commutes. Square 4 is commutative because of the definition of the G-structure on pullback. Lemma 5. Let X, Y be smooth G-varieties, G -a smooth reductive affine algebraic group and π : X × Y → Y a projection. Moreover let X be projective and Y be connected Denote by P π (G; X × Y ) the full subcategory of P(G; X × Y ) consisting of locally free G-modules P such that R k π * P = 0 for k > 0. Then any G-module M possesses a finite length resolution of the form
First we prove that for every M there is an embedding M ֒→ P 0 . We will construct P 0 in the form of M (n) for a large enough n. To do this, we construct a very ample G-equivariant sheaf O X (1) and an G-equivariant embedding i :
is G-equivariant for some k. Then it defines the action of G on V = Γ(X, L ⊗k ) and equivariant morphism i : X → P(V ) which is an embedding since L ⊗k is very ample. Then we set O X (1) = L ⊗k . The standard embedding of the tautological bundle τ P(V ) ֒→ V × P(V ) gives us a G-equivariant embedding of locally free sheaves
. Applying π * we get an equivariant embedding
for an arbitrary locally free G-module M. Clearely it's cokernel is G-equivariant. It's easy to check that it is a locally free sheaf. Then for every locally free G-module there is a resolution consisisting of direct sums of modules of the form
It remains to show that this resolution ends at some finite step. Let N = dimX × Y. Let C 0 be a cokernel or the first resolution step: Here i is a closed embedding and π Y a projection. Since all R k i * M = 0 for any G-module M, k > 0, we have two exact functors i * P(G; X) → P(G; Y × P n ) and
Then we can describe the pushforward map f * :
as the following compostion:
Lemma 6. Under the notation of Lemma 5, we have a commutative up to an isomorphism diagram of exact functors.
(2.1)
To simplfy notation let π j = π EGj and P j = P πEG j (G; EG j × G/B) Let us prove that P j+1 is mapped to
. Now we prove the commutativity of the diagram 2.1 up to a natural isomorphism. By remark 9.3.1 of [1] we have a natural morphism
One can easily see that for any y ∈ EG j the following diagram commutes:
.
Here the arrows (1) and (2) are natural isomorphisms given by corollary 2 §5 of [4] . So, hh ⊗ k(y) is an isomorphism for any point y of EG j . Therefore hh is a natural isomorphism. So, the diagram (2.1) is commutative.
Lemma 7. Under the notation of Lemma 5, for each j 0 the functor
takes values in the subcategory P πEG j (G; EG j × G/B). As a consequence the following diagram of exact functors commutes up to a natural isomorphism.
To simplfy notation let π j = π EGj and P j = P πEG j (G; EG j × G/B) First we prove that π * j maps P(G; EG j ) to P j . Let M be an object of P(G; EG j ). Then
). Commutativity of the diagram 2.3 follows immediately from lemma 4.
Lemma 11. Under the notation of Lemma 5, functor π * pt : P(G; pt) → P(G; G/B) takes values in the subcategory P πpt (G; G/B). As a consequence the following diagram of exact functors commutes up to a natural isomorphism.
We prove that π * pt maps P(G; pt) to P π * pt (G; G/B). Let M be an object of P(G; pt).
. By proposition 4.5 from [7] H k (G/B, O G/B ) = 0 for k > 0. Then π pt * M ∈ Ob(P πpt (G; G/B)). The commutativity of (2.4) trivally follows from the equality
Remark 1 As we can see from proofs of lemmas 6-11, we can replace G/B by any projective G-variety X such that h 0 (X, O X ) = 1 and h i (X, O X ) = 0. for i > 0.
Proof: By lemmas 10 and 11 we get the following commutative categories diagram with exact arrows (2.5) P(G; pt)
Recall that, by Quillen's theorem and lemma 5, categories inclusion P πpt (G; G/B) ⊆ P(G; G/B) induces an isomorphism K n (P(G; G/B)) → K n (P πpt (G; G/B)). Then, applying K n to diagram (2.5) gives us
immediately follow from lemma 8 and 9.
Remark 2 In particular, we get a well-known fact that the natural ring map R(G) → R(B) is injective. 
(T ). It is known that W is a finite group and R(G) is the ring of invariants of
We prove the following statement: If q is a prime ideal of R(T ) and q ∩ R(G) ⊇ I G . Then q ⊇ I T .
Let x ∈ I T . Let n = |W | and W = {σ 1 , . . . , σ n }. For any symmetric polynomial
Denote by f 1 . . . f n the elementary symmetric polinomials. It is easy to see that x is a root of polynomial
So we have
Since q is prime, x ∈ q. This ends the proof of the statement. Consider A = {p | p − prime, p ⊇ I G · R(T )} Our statement implies that I T is a minimal element of A. So,
Since R(B) = R(T ) and I B = I T , we get
for some m. Then I B and I G · R(B) determine the same topology on R(B).
By [6] we have the following exact sequence:
To simplify the notation denote P j = P πEG j (G; EG j × G/B). By lemmas 6 and 7 we obtain a commutative diagram with exact arrows:
By lemma 8 the composition
is naturally isomorphic to id P(G;EGj) . In the proof of Lemma 6 it is checked that (i j × id) * (P j+1 ) ⊆ P j By Lemma 5, each G-module in P(G; EG j × G/B) has a finite resolution consisting of sheaves from P j . Then by the Quillen's theorem we get the isomorphisms α j such that the following diagram of groups commutes:
In Corollary 3 we defined π j * :
Commutativity of the diagrams (2.6) and (2.7) gives us a commutative diagram:
As we have shown, compositions of vertical arrows are identity, so
It remains us to show that lim ← − 1 (K n (BB j )) = 0. Let T be a maximal torus. Since B/T is affine space, we have that BT j → BB j is locally trivial with strats being affine spaces. Then pullback map
Embedding pullbacks act as follows:
Then all morphisms in the sequence . . . → K n (BT j ) → K n (BT j−1 ) → . . . are surjective. Then lim ← − 1 (K n (BT i )) = 0, and consequently, lim ← − 1 (K n (BB i )) = 0. This concludes the proof.
proof of main result
Theorem 2. The Borel construction induces an isomorphism is an isomorphism. Recall that BT j → BB j is locally trivial with strats being affine spaces. Then by theorem 3 of [2] pullback map K n (BB j ) → K n (BT j ) is an isomorphism. So we get the commutative diagram
So, it suffices to prove our theorem for maximal torus T. Since G is split,
. So, we have:
Finally, we get
We can choose by ET the space A ∞ \{0} × . . . × A ∞ \{0} This is contractible space with free T −action.
So we have BT = P ∞ × . . . × P ∞ , And finally we get
Borel construction K 
Take the projective limit of this diagram. Recall that K n (BB i ) = K n (BB) and by proposition 3 we have lim ← − K n (BG i ) = K n (BG). So we get commutative diagram
