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Abstract. We study dicritical divisors and Rees valuations.
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Section 1: Introduction. In Example (8.3) of our recent paper [AH2], we
considered the local ring R of the point (0, 0, 0) on the irreducible surface
Zm − F1(X,Y ) . . . Fh(X,Y ) = 0
where m > h > 0 are integers such that m is nondivisible by the characteristic of
the ground field K, and F1(X,Y ), . . . , Fh(X,Y ) are pairwise coprime homogeneous
linear polynomials. Now geometrically speaking, a section of the tangent cone of
the surface at (0, 0, 0) consists of the h lines f1(X,Y ) = 0, . . . , fn(X,Y ) = 0 in
the (X,Y )-plane passing through (0, 0), and they “give rise to” all the distinct
h elements of D(R,M), where M is the maximal ideal M(R) of R and D(R,M)
is the set of all dicritical divisors of M in R. See Section 2 for the definition of
dicritical divisors and their relation to Rees valuations. The analytical (topological)
theory of dicritical divisors was developed in [Art, EiN, Fou, LeW, MaM]. It was
algebracized in [Ab9] to [Ab14] and [AH1, AH2, AbL].
In (3.2) and (3.3) of Section 3 we shall show that M is a normal ideal in R, i.e.,
for every positive integer p, the ideal Mp is a complete ideal in the normal local
domain R and, if F0(X,Y ) is a homogeneous linear polynomial which is coprime to
F1(X,Y ), . . . , Fh(X,Y ) then the ideal generated by F0(X,Y )
p and Zp is a reduction
of Mp; as a special example we can take F1(X,Y ) . . . Fh(X,Y ) = X
h − Y h and
F0(X,Y )
p = Y p. Actually, in (3.2) and (3.3), we shall prove a generalized higher
dimensional version of this result by two different methods. In (3.4) to (3.7) we shall
make some relevant observations. In (4.9) to (4.11) we shall raise some questions.
1
2In the above phrase “give rise to,” we are trying to mimic Max Noether’s concept
of “infinitely near in the first neighborhood.” Thus, making a QDT = Quadratic
Transformation centered at the point (0, 0, 0) of the above displayed surface, i.e.,
substituting (X,Y ) = (ZX ′, ZY ′) and factoring out the “exceptional locus” Zh we
get the transformed surface
Zm−h − F1(X
′, Y ′) . . . Fh(X
′, Y ′) = 0.
Let Vj be the local ring of the line Z = Fj(X
′, Y ′) = 0 on the transformed surface.
Then V1, . . . , Vh are exactly all the distinct members of D(R,M).
In Section 4 we shall elucidate the contact number c(R, V,W ) which appears in
Proposition (3.5) of [Ab12]. Here V and W are prime divisors of a two dimensional
regular local domain R. We shall prove some commutativity properties of the
contact number and relate them to calculations of the local intersection multiplicity
of two curves at a simple point of an algebraic or arithmetical surface.
Section 2: Terminology and Preliminaries. We shall use the notation and
terminology introduced in Sections 2 to 9 of [AH1] and Sections 2 to 9 of [AH2]
which themselves were based on [Ab8] to [Ab14]. Relevant background material
can be found in [Ab1] to [Ab7] and [Nag, NoR, Zar].
Referring to pages 145-161 of [Ab8], for the foundations of models, recall that:
V(A) = {AP : P ∈ spec(A)} = the modelic spec of a domain A.
SN = the set of all members of V(S) which dominate S where S is the integral
closure of a quasilocal domain S in its quotient field QF(S).
UN = ∪B∈UBN for any set U of quasilocal domains.
W(A, J) = ∪06=x∈JV(A[Jx−1]) = the modelic blowup of A at a nonzero ideal J
in a domain A; note that Jx−1 = {y/x : y ∈ J}; see pages 152-160 of [Ab8].
D(L/A) = the set of all valuation rings V with quotient field L such that A ⊂ V
where A is a subring of L. For this and other related definitions see Section 2
of [Ab11]. In the cited reference we had defined the completion of an ideal J in
3a domain A with quotient field L only when A is normal. i.e., integrally closed
in L; now we extend this without assuming A to be normal by saying that the
completion J of J is always obtained by putting J = ∩V ∈D(L/A)(JV ); note that
J is clearly an ideal in the integral closure of A in L.
As usual N (resp: N+) denotes the set of all nonnegative (resp positive) integers.
The set of all nonzero elements in a ring A is denoted by A×.
For any set U of quasilocal domains and any i ∈ N, Ui denotes the set of all
i-dimensional members of U .
W(S, J)∆i = the set of all i-dimensional members of W(S, J) which dominates S
where J is a nonzero ideal in a quasilocal domain S and i ∈ N.
D(S, J) = (W(S, J)∆1 )
N = the dicritical set of a nonzero ideal J in a quasilocal
domain S; members of this set are called dicritical divisors of J in S.
More generally:
W(S, J,M)∆i = the set of all i-dimensional members T of W(S, J) such that
M ⊂M(T ) where J ⊂M are nonzero ideals in a domain S and i ∈ N.
W∗(S, J,M)∆i = the set of all i-dimensional members T of W(S, J)
N such that
M ⊂M(T ) where J ⊂M are nonzero ideals in a domain S and i ∈ N.
D(S, J,M) = (W(S, J,M)∆1 )
N = the dicritical set of a pair of nonzero ideals
(J,M) in a domain S with J ⊂ M ; members of this set are again called the
dicritical divisors of (J,M) in S.
D∗(S, J,M) = (W(S, J,M)N)∆1 = the starred dicritical set of a pair of
nonzero ideals (J,M) in a domain S with J ⊂ M ; members of this set are called
the starred dicritical divisors of (J,M) in S.
We make the following observations concerning dicritical divisors.
(I) If J ⊂M are nonzero ideals in a domain S and N is an ideal in S with J ⊂ N
such that radSN = radSM then for all i ∈ N we have W(S, J,N)∆i = W(S, J,M)
∆
i
with W∗(S, J,N)∆i = W
∗(S, J,M)∆i , and we have D(S, J,N) = D(S, J,M) with
4D∗(S, J,N) = D∗(S, J,M). If M = S then for all i ∈ N we have W(S, J,M)∆i = ∅
with W∗(S, J,M)∆i = ∅, and we have D(S, J,M) = ∅ with D
∗(S, J,M) = ∅.
(II) If J ⊂M are nonzero ideals in a quasilocal domain S with M =M(S) then
W(S, J,M)∆i = W(S, J)
∆
i for all i ∈ N, and we have D(S, J,M) = D(S, J).
(III) If R is a noetherian domain and I ⊂ M are nonzero nonunit ideals in R
then D(R, I,M) is a finite set of DVRs. As in (5.6)(†∗) of [Ab8], this follows from
(33.2) on page 115 of [Nag] or (33.10) on page 118 of [Nag]; here (33.2) is called the
Krull-Akizuki Theorem and, according to page 218 of [Nag], (33.10) may be called
the Mori-Nagata Theorem. Note that if M ⊂ radRI then D(R, I,M) 6= ∅.
(IV) Let us note that, for a nonzero ideal J in a noetherian domain R, members
ofD∗(R, J, J) are calledRees valuation rings of J in R, and their order functions
are called Rees valuations of J in R. Note that, by the Mori-Nagata Theorem
(33.10) on page 118 of [Nag], Rees valuation rings are DVRs.
Section 3: Normality of the Maximal Ideal. In (3.1) and (3.2) we use the
set-up of a QDT; for details see pages 534-577 of [Ab8] which are based on pages
7-45, 155-192, 262-283 of [Ab3]. Let us start by discussing:
(3.1) TANGENT CONES AND QUADRATIC TRANSFORMATIONS. Let d
be a positive integer and let X1, . . . , Xd+1 be indeterminates over a field K. Let
m ≥ h be positive integers. Let
G = G(X1, . . . , Xd+1) =
∑
h≤i≤m
Gi ∈ C = K[X1, . . . , Xd+1]
be irreducible with
Gi = Gi(X1, . . . , Xd+1) ∈ C
such that depending on i, Gi = 0 or Gi is a homogeneous polynomial of degree i,
and we have Gh 6= 0 6= Gm. Note that then Gh = 0 is the tangent cone of the
hypersurface G = 0 at the origin (0, . . . , 0). Let R be the local ring of the origin
on the hypersurface and let M be the maximal ideal M(R) in R. Let B be the
affine coordinate ring of the hypersurface. Then B = C/(GC) = K[x1, . . . , xd+1]
5where x1, . . . , xd+1 are the images of X1, . . . , Xd+1 in C/(GC) under the residue
class epimorphism Φ : C → C/(GC) and we have identified K with its image
in C/(GC). The d-dimentional local domain R is the localization of B at the
maximal ideal (x1, . . . , xd+1)B and we haveM = (x1, . . . , xd+1)R. The proof of the
following RELATION between the tangent cone and the modelic blowup W(R,M)
is essentially contained in pages 534-577 of [Ab8].
(I) RELATION. Assume that the hyperplane Xd+1 = 0 is not a component of the
tangent cone, i.e., Gh(X1, . . . , Xd, 0) 6= 0, and let AR = R[x1/xd+1, . . . , xd/xd+1].
Then we have W(R,M)∆ ⊂ V(AR). Hence in particular D(R,M) = (V(AR)1)N.
Now let us prove the following REDUCTION property of the tangent cone.
(II) REDUCTION. Let H1, . . . , Hd be homogeneous linear members of C which
are linearly independent over K and which do not divide Gh. Then the ideal in R
generated by Φ(H1), . . . ,Φ(Hd) is a reduction of M .
PROOF. Without loss of generality we may assume that H1 = X1, . . . , Hd = Xd.
Now the assumption that H1, . . . , Hd do not divide Gh is equivalent to saying
that Gh(0, . . . , 0, Xd+1) 6= 0. The form ring F(R,M)(M) is, in a natural manner,
isomorphic to the associated graded ring grad(R,M) as discussed on pages 272-277
of [Ab8] and hence, in view of the material on these pages, by (6.1) of [AH1] we see
that the ideal (x1, . . . , xd)R is a reduction of M .
(3.2) FIRST (HIGH-SCHOOL) METHOD. Let d,m, h be a positive integers
with m > h, let X1, . . . , Xd, Z be indeterminates over a field K, and let
G = G(X1, . . . , Xd, Z) = Z
m +
∑
h≤i≤m−1
Gi ∈ C = K[X1, . . . , Xd, Z]
be irreducible with
Gi = Gi(X1, . . . , Xd, Z) ∈ C
6such that depending on i, Gi = 0 or Gi is a homogeneous polynomial of degree
i. Let R be the local ring of the origin (0, . . . , 0) on the hypersurface G = 0, and
let M be the maximal ideal M(R) in R. Assume (♯) and (♯♯) sandwiched between
items (17) and (18) of the following DD = Detailed Description. In DD we shall
show that D(R,M) consists of h distinct DVRs V1, . . . , Vh and upon letting (32) of
DD we have (33), (45), and (46) of DD.
DETAILED DESCRIPTION. Consider the polynomial rings
(1) C′ = K[X1, . . . , Xd] ⊂ K[X1, . . . , Xd, Z] = C
where d is a positive integer and X1, . . . , Xd, Z are indeterminates over a field K.
Recalling that the mspec of a ring is the set of all maximal ideals in it, let
QC′ = (X1, . . . , Xd)C
′ ∈ mspec(C′)
with
RC′ = C
′
QC′
and LC′ = QF(C
′) = K(X1, . . . , Xd)
and
QC = (X1, . . . , Xd, Z)C ∈ mspec(C)
with
RC = CQC and LC = QF(C) = K(X1, . . . , Xd, Z).
Note that then RC is a (d+ 1)-dimensional regular local domain which dominates
the d-dimensional regular local domain RC′ . Let
(2) x1 = X1/Z, . . . , xd = Xd/Z
and note that then x1, . . . , xd, Z may be regarded as indeterminates over K. Let
(3) AC′ = K[x1, . . . , xd] ⊂ K[x1, . . . , xd, Z] = AC .
Then 

C ⊂ AC are (d+ 1)-variable polynomial rings
with a common quotient field LC
while C′ 6⊂ AC′ 6⊂ C′ are d-variable polynomial rings
which are subrings of the field LC .
7Let
(4) m = t+ h where t and h are positive integers.
Let
(5) G = G(X1, . . . , Xd, Z) =
∑
h≤i≤m
Gi ∈ C \ C
′
with
(6) Gi = Gi(X1, . . . , Xd, Z) ∈ C
such that
(7) depending on i, Gi = 0 or Gi is homogeneous of degree i
and we have
(8) Gh 6= 0 6= Gm.
Since G ∈ C \ C′, we get C′ ∩ (GC) = 0. Therefore we can construct an overring
B of C′ together with
(9)
{
C′-epimorphism Φ : C → B = K[X1, . . . , Xd, z]
with Φ(Z) = z and ker(Φ) = GC
which may be depicted by the following commutative diagram
GC
ker(Φ)=GC
−−−−−−−→
inj
C = K[X1, . . . , Xd, Z]
Φ
−−−−→
sur
K[X1, . . . , Xd, z] = B
inj
x x=
C′ = K[X1, . . . , Xd]
inj
−−−−→ K[X1, . . . , Xd, z] = B
where inj and sur indicate injective and surjective maps respectively.
Henceforth
(†) assume that G is irreducible
i.e., equivalently, assume that B is a domain. Let
(10) Q = (X1, . . . , Xd, z)B ∈ mspec(B)
8with
(11) R = BQ and L = QF(B) = K(X1, . . . , Xd, z)
Note that then R is a d-dimensional local domain which dominates RC′ and Φ
extends to a unique (RC′)-epimorphism
Φ∗ : RC → R with ker(Φ
∗) = GRC .
Henceforth
(‡) assume that Gm(X1, . . . , Xd, Z) = Z
m
and let
g = g(x1, . . . , xd, Z) =
G(Zx1, . . . , Zxd, Z)
Zh
and
(12) x′1 = X1/z, . . . , x
′
d = Xd/z
and
(13) A′ = K[x′1, . . . , x
′
d] with L
′ = K(x′1, . . . , x
′
d)
and
(14) A = K[x′1, . . . , x
′
d, z] with LA = K(x
′
1, . . . , x
′
d, z).
Then clearly
(15) g = g(x1, . . . , xd, Z) = Z
t +
∑
1≤i≤t
giZ
t−i ∈ AC
where
(16) gi = gi(x1, . . . , xd) =
Gm−i(Zx1, . . . , Zxd, Z)
Zm−i
∈ AC′
with
gt 6= 0
and 

A′ is a d-variable polynomial ring with QF(A′) = L′,
A is a d-dimentional noetherian domain with QF(A) = L = LA,
and we have the subring inclusions A′ ⊂ B and B ⊂ A
9and Φ can be uniquely extended to
(17)
{
K-epimorphism φ : AC → A
with φ(x1, . . . , xd, Z) = x
′
1, . . . , x
′
d, z and ker(φ) = gAC
which may be depicted by the following commutative diagram
C = K[X1, . . . , Xd, Z] K[x
′
1, . . . , x
′
d] = A
′
inj
y yinj
gAC
ker(φ)=gAC
−−−−−−−−→
inj
AC = K[x1, . . . , xd, Z]
φ
−−−−→
sur
K[x′1, . . . , x
′
d, z] = A
inj
x x=
AC′ = K[x1, . . . , xd]
inj
−−−−→ K[x′1, . . . , x
′
d, z] = A
Xi=zx
′
i
xinj
K[X1, . . . , Xd, z] = B
where inj and sur indicate injective and surjective maps respectively.
For a moment suppress assumption (†) but henceforth assume that
(♯)
∑
h≤i<m
Gi ∈ FC with F = F (X1, . . . , Xd) =
∏
1≤j≤h
Fj
where
(♯♯)


Fj = Fj(X1, . . . , Xd) ∈ C′ = K[X1, . . . , Xd]
and F1, . . . , Fh are nonzero homogeneous linear polynomials
which are coprime;
here coprime means the ideals F1C
′, . . . , FhC
′ are distinct.
By Eisenstein’s Criterion we see that
(18) (♯) + (♯♯)⇒ (†).
Upon letting
f = f(x1, . . . , xd) =
∏
1≤j≤h
fj
with
fj = fj(x1, . . . , xd) =
Fj(Zx1, . . . , Zxd)
Z
we see that
fj = fj(x1, . . . , xd) ∈ AC′
10
are such that{
f1, . . . , fh are coprime nonzero homogeneous linear polynomials
where coprime means the ideals f1AC′ , . . . , fhAC′ are distinct
and we have
gtAC′ = fAC′ and
∑
1≤i≤t
giZ
t−i ∈ fAC .
Now upon letting
(19) f ′ = f ′(x′1, . . . , x
′
d) = f(x
′
1, . . . , x
′
d) ∈ A
′
and
(20) f ′j = f
′
j(x
′
1, . . . , x
′
d) = fj(x
′
1, . . . , x
′
d) ∈ A
′ for 1 ≤ j ≤ h
we see that
(21) f ′ = f ′(x′1, . . . , x
′
d) =
∏
1≤j≤h
f ′j
and
(22)
{
f ′1, . . . , f
′
h are coprime nonzero homogeneous linear polynomials
where coprime means the ideals f ′1A
′, . . . , f ′hA
′ are distinct
and
(23) φ(gt)A
′ = f ′A′ and φ(gi) ∈ f
′A′ for 1 ≤ i ≤ t.
Upon letting
(24) V ′j = the localization A
′
f ′
j
A′ for 1 ≤ j ≤ h
we see that
(25) V ′1 , . . . , V
′
h are distinct DVRs with quotient field L
′.
Now L = L′(z) and z is a root of
Zt +
∑
1≤i≤t
φ(gi)Z
t−i
and hence upon letting
(26) Vj = the integral closure of V
′
j in L for 1 ≤ j ≤ h
by (12) to (25) we see that
(27) V1, . . . , Vh are distinct DVRs with quotient field L
11
and for 1 ≤ j ≤ h we have
(28) Vj(y) =


t+ 1 if y = Fj
1 if y = z
1 if y = Fi with i ∈ {1, . . . , h} \ {j}
e if y ∈ C′ \ (FjC′) is homogeneous of degree e ∈ N
where the third line is a special case of the fourth line. Upon letting
(29) M =M(R)
by (10) and (11) we see that
(30) M = (X1, . . . , Xd, z)R.
In view of (3.1)(I), by (12) to (30) we see that
(31) V1, . . . , Vh are exactly all the distinct members of D(R,M).
Upon letting
(32) Ip = (M(V1)
p ∩R) ∩ · · · ∩ (M(Vh)
p) ∩R) for all p ∈ N
WE CLAIM THAT
(33) Ip =M
p for all p ∈ N.
Namely, by (28) to (32) we get Mp ⊂ Ip. Given any y ∈ Ip we shall show that
y ∈Mp and this will prove (33). Suppose if possible that y 6∈Mp.
Then, for some 0 ≤ q < p, we must have y ∈M q with y 6∈M q+1. Now clearly
(34) y = y′ +
∑
0≤i≤q
ai(X1, . . . , Xd)z
q−1 with y′ ∈M q+1
where
(35) ai(X1, . . . , Xd) ∈ C
′ is either 0 or homogeneous of degree i
Let
(36) Λ = {i : 0 ≤ i ≤ q and ai(X1, . . . , Xd) 6∈ FC
′}.
By (4) to (9), (‡), (♯), (♯♯) we see that 0 6= F ∈ C′ is homogeneous of degree h with
F ∈ Mh+1; consequently by (28) and (34) we see that if i ∈ {0, . . . , q} \ Λ then
12
ai(X1, . . . , Xd)z
q−i ∈M q+1; therefore upon letting
(37) y′′ =
∑
i∈Λ
ai(X1, . . . , Xd)z
q−i
by (34) we see that
(38) y − y′′ ∈M q+1.
Since y 6∈M q+1, by (37) and (38) we get
(39) Λ 6= ∅.
Upon letting
(40) y∗ = y′′/zq
by (12), (35), and (37) we see that
(41) y∗ =
∑
i∈Λ
ai(x
′
1, . . . , x
′
d)
where, for each i ∈ Λ,
(42) ai(x
′
1, . . . , x
′
d) ∈ A
′ \ (f ′A′) is homogeneous of degree i
and hence by (21) and (22) we see that for some j ∈ {1, . . . , h} we have
(43) ai(x
′
1, . . . , x
′
d) ∈ A
′ \ (f ′jA
′) for all i ∈ Λ
and now by (41) to (43) we conclude that
y∗ ∈ A′ \ (f ′jA
′)
and therefore by (26), (28), (38), (39), and (40) we get
Vj(y) = q
wnich contradicts the assumption y ∈ Ip. Therefore we must have y ∈ Mp. This
completes the proof of (33).
(44) OBSERVE THAT item (28) can be sharpened by saying that, for 1 ≤ j ≤ h,
the DVR Vj ∩ LC′ can be described thus:
We can write C′ = the polynomial ring K[Fj , Y2j , . . . , Ydj] where Y2j , . . . , Ydj are
suitable homogeneous linear members of C′. Taking a (t+ 1)-th root Y1j of Fj we
13
may regard C′ as a subring of the polynomial ring Cj = K[Y1j , . . . , Ydj ]. We get
a DVR V j with quotient field K(Y1j , . . . , Ydj) such that for every 0 6= y ∈ Cj we
have V j(y) = ord(y) where ord(y) = the degree of the smallest degree term when
we express y as a polynomial in Y1j , . . . , Ydj . Now clearly Vj ∩ LC′ = V j ∩ LC′.
Taking Hd = Z in (3.1)(II) and invoking (3.4)(II) below we see that
(45)


if there exist homogeneous linear members H1, . . . , Hd−1 of C
′
which are linearly independent over K
and which do not divide F1 . . . Fh in C
′ then, for every p ∈ N,
the ideal (Hp1 , . . . , H
p
d−1, z
p)R is a reduction of Mp.
Finally, by standard arguments we see that
(46)


if Gi = 0 for h < i < m
and m is nondivisibe by the characteristic of K
then R is normal.
(3.3) SECOND (REES-RING) METHOD. Let I be an ideal in a nonnull ring R.
Referring to pages 272-277 of [Ab8] for definitions, for the associated graded ring
grad(R, I) =
⊕
n∈N
(In/In+1)
we have the following.
(3.3.1) LEMMA. Assume that the ring grad(R, I) is reduced, i.e., has no nozero
nilpotent element. Then for every positive integer c, the ideal Ic coincides with its
integral closure in R.
PROOF. Let if possible c be a positive integer such that Ic does not coincide
with its integral closure in R. Then there exists x ∈ R \ Ic such that x is integral
over Ic. Let
xn +
∑
1≤i≤n
aix
n−i = 0 with ai ∈ I
ci
14
be an equation of integral dependence. Clearly there is a unique nonegative integer
r < c such that x ∈ Ir \ Ir+1. Let
x = lefo(R,I)(x) = the leading form of x relative to (R, I).
Then 0 6= x ∈ grad(R, I). Now for all i we have ci + (n − i)r ≥ nr + 1 and hence
aix
n−i ∈ Inr+1. Therefore
xn = −
∑
1≤i≤n
aix
n−i ∈ Inr+1
and hence xn = 0. Thus x is a nonzero nilpotent element in grad(R, I). This is a
contradiction. Therefore for every positive integer c, the ideal Ic coincides with its
integral closure in R.
(3.3.2) LEMMA. Assume that R is a normal noetherian domain and I is a
nonzero nonunit normal ideal in R. Then the height zero primes of grad(R, I)
correspond in a one-to-one manner with the Rees valuations of I as follows. Upon
letting L be the quotient field of R and E(I) be the Rees ring of I relative to R
with variable Z, P 7→ E(I)P ∩ L gives a bijection of the set of all minimal primes
of IE(I) onto the set of all Rees valuation rings of I.
Observe that the height zero primes of grad(R, I) form a nonempty finite set.
Also observe that under the natural epimorphism
E(I)→
E(I)
IE(I)
→ grad(R, I)
the set of minimal primes of IE(I) bijectively map onto the height zero primes of
grad(R, I). Finally observe that, by (8.1)(VI) of [AH1], E(I) is a normal noetherian
domain and W(R, I)N = W(R, I), and hence the Rees valuation rings D∗(R, I, I)
coincide with the dicritical divisors D(R, I, I).
PROOF. Follows from (6.11) of [AH2].
(3.4) NOTE. Let J = (y1, . . . , yb)R ⊂ (x1, . . . , xa)R = I be any finitely generated
ideals in a domain R with quotient field L. Then we have the following.
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(I) J is a reduction of I ⇔ JV = IV for all V ∈ D(L/R).
(II) If J is a reduction of I then, for every p ∈ N, the ideal (yp1 , . . . , y
p
b )R is a
reduction of Ip.
PROOF OF (I). First suppose that J is a reduction of I. Then JIn = In+1
for some n ∈ N. Let there be given any V ∈ D(L/R). Since J and I are finitely
generated, they extend to principal ideals JV = βV and IV = αV with β ∈ J
and α ∈ I. Therefore, since JIn = In+1, we get αβnV = βn+1V . Consequently
αV = βV . Hence JV = IV .
Next suppose that JV = IV for all V ∈ D(L/R). Then I is integral over J
by (3.6) below. Therefore, by (4.4) of [AH1], for every i ∈ {1, . . . , a} we can find
ni ∈ N+ such that x
ni
i ∈ JI
ni−1. Let n = n1 + · · · + na. We claim that then
In+1 ⊂ JIn. From this it will follow that JIn = In+1 and hence J is a reduction
of I. To prove the claim it suffices to show that xm11 . . . x
ma
a ∈ JI
n whenever
m1+ · · ·+ma = n+1. But the last equation implies mi ≥ ni for some i and hence
xmii ∈ JI
mi−1. Therefore xm11 . . . x
ma
a ∈ JI
n.
PROOF OF (II). Assume that J is a reduction of I. Then for all V ∈ D(L/R),
by (I) we have JV = IV and hence JpV = IpV for every p ∈ N. But clearly
JpV = (yp1 , . . . , y
p
b )V and hence (y
p
1 , . . . , y
p
b )V = I
pV . Therefore again by (I) we
see that (yp1 , . . . , y
p
b )R is a reduction of I
p.
(3.5) ZARISKI’S THEOREM (see Theorem 1 on page 350 of Volume II of [Zar]
and the beginning of Section 8 of [AH1]). Let R be the integral closure of a domain
R in its quotient field L. Then the completion of any ideal J in R coincides with
the integral closure of J in R.
(3.6) ZARISKI’S COROLLARY. In the situation of (3.5), let J ⊂ I be any ideals
in R such that JV = IV for all V ∈ D(L/R). Then I is integral over J .
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PROOF. By the definition of completion, the completion of I coincides with the
completion of J . Therefore by (3.5) the integral closure of I in R coincides with
the integral closure of J in R. Therefore I is integral over J .
(3.7) REMARK. Comparing the concrete (3.2) to the abstract (3.3), we note
that in (3.3) we are saying that the dicriticals are in a bijective correspondence
with the height zero primes of grad(R, I) under the assumption that R is a normal
noetherian domain and grad(R, I) is reduced, without explicitly describing how to
find these height zero primes or how many such height zero primes there are. In
(3.2) we are taking a concrete hypersurface case and giving an explicit description
of the dictitical divisors of the maximal ideal by using affine QDTs.
Section 4: Contact Numbers. Given any prime divisors V,W of a two
dimensional regular local domain R, i.e., elements V,W of D(R)∆, in Proposition
(3.5) of Abhyankar’s paper [Ab11], the contact number c(R, V,W ) of V with W
at R was defined by putting
c(R, V,W ) = V (ζR(W ))
where we recall that for any a ∈ QF(V ) we have put
V (a) = ordV (a)
and for any ideal I in a noetherian subring S of V we have put
V (I) = min{V (a) : a ∈ I}
with the understanding that V (I) =∞ if I ⊂ {0}.
Our goal in this Section is to prove the following commutativity Theorem (4.6)
about contact numbers. Our main tool will be Lemma (6.11) of our previous paper
[AH2]. First we shall introduce some terminology and prove a string of Lemmas.
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Recall that HT : T → H(T ) = T/M(T ) denotes the residue class epimorphism
of any quasilocal ring T , and for any subring S of T let us put
χ(S, T ) = [K ′ : K]
where K ′ is the algebraic closure of K = QF(HT (S)) in H(T ).
For any subring S of a ring T we put
S
T
= the integral closure of S in T
and we note that S
T
is a subring of T , and for any ideal J in S we put
J−T = the integral closure of J in T
and we note that J−T is an ideal in S
T
.
Recall that the length of a module M over a ring D is denoted by
ℓDM.
Note that M is a finite D-module means M is finitely generated as a module.
By ι(a, a′;R) we denote the intersection multiplicity of any nonzero principal
ideals a, a′ in a two dimensional regular local domain R; for respective generators
a, a′ of a, a′, we may write ι(a, a′;R) instead of ι(aR, a′R;R); recall that
ι(a, a′;R) = ℓR(R/(a, a
′)R)
and note that this is zero or a positive integer or infinity according as the ideal
(a, a′)R is the unit ideal or an M(R)-primary ideal or is contained in a nonzero
nonunit principal ideal.
Let t, t∗ be independent indeterminates over a field L. Referring to the beginning
of Section 2 of [Ab13] for the definition of the t-extension Rt of any subring R of L,
we define the (t, t∗)-extension Rt,t
∗
of R by putting Rt,t
∗
= (Rt)t
∗
. The ring Rt,t
∗
can be directly defined as the localzation of R[t, t∗] at the multiplicative set of all
polynomials f(t, t∗) ∈ R[t, t∗] whose coefficient generate the unit ideal in R. Note
that if R is a regular local domain of dimension d with quotient field L then Rt and
Rt,t
∗
are regular local domains of dimension d with quotient fields Lt = L(t) and
Lt,t
∗
= L(t, t∗) respectively.
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NOTE (4.1). Let J be anM(R)-primary ideal in a two dimensional regular local
domain, and let I = J−R. Then by (4.5) and (4.6) of [AH1] we know that I is an
M(R)-primary ideal in R and, by (3.5), I coincides with the completion of J . By
(8.1)(VI) of [AH1] and Zariski’s Theorem stated as ZQT in Section 2 of [AH1], I
is a normal ideal in R, D(R, J) = D(R, I, I) = a set consisting of a finite number
of distinct DVRs with h ∈ N+, and we have
I =
∏
1≤i≤h
ζR(Vi)
n(i) with n(i) ∈ N+.
DEFINITION (4.2). In the above set-up of (4.1), let V ∗1 , . . . , V
∗
h∗ be a finite
number of distinct DVRs with h∗ ∈ N+ and let
I∗ =
∏
1≤i≤h∗
ζR(V
∗
i )
n∗(i) with n∗(i) ∈ N+.
Let us define the contact number c(R, I, I∗) of I with I∗ at R by putting
c(R, I, I∗) =
∑
1≤i≤h,1≤j≤h∗
n(i)n∗(j)χ(R, Vi)c(R, Vi, V
∗
j ).
Note that this is always a positive integer. In (4.6) we shall prove a commutativity
property of c(R, I, I∗) and, as a special case, it will imply a commutativity property
of c(R, V,W ).
LEMMA (4.3). Let D be a one dimensional local domain with quotient field
L and let B = D
L
. Assume that B is finite D-module. Then B is a Dedekind
Domain having only a finite number of distinct nonzero prime ideals P1, . . . , Ph
with h ∈ N+, and upon letting Vi = BPi we have that V1, . . . , Vh are DVRs with
B = V1 ∩ · · · ∩ Vh and M(Vi) ∩ D = M(D) for 1 ≤ i ≤ h. Moreover, for any
0 6= z ∈M(D) we have
ℓD(D/zD) =
∑
1≤i≤h
eifi where ei = Vi(z) and fi = χ(D,Vi).
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PROOF. Everything except the “Moreover” part is well-known. Now for any
0 6= z ∈ D we
zB =
∏
1≤i≤h
P eii with ei = Vi(z).
Considering the natural surjective maps
φ : B → B/zB and φi : B → B/P
ei
i
and
ψi : B/P
e1
1 ⊕ · · · ⊕B/P
eh
h → B/P
ei
i
of B-modules, by chinese remaindering we get a unique isomorphism
ψ : B/zB → B/P e11 ⊕ · · · ⊕B/P
eh
h
of B-modules such that for all x ∈ B we have ψi(ψ(φ(x)) = φi(x) for 1 ≤ i ≤ h.
Clearly ψ is also an isomorphism of D-modiles, and hence
ℓD(D/zD) =
∑
1≤i≤h
ℓD(B/P
ei
i ).
We shall show that for each i we have ℓD(B/P
ei
i ) = eifi and this will complete the
proof. Again by chinese remaindering we see that each Pi is generated by a single
nonzero element yi. We have a sequence
P eii ⊂ P
ei−1
i ⊂ Pi = P
0
i = B
of B-modules and multiplication by yji gives a B-module isomorphism B/Pi →
P ji /P
j+1
i and hence a D-module isomorphism B/Pi → P
j
i /P
j+1
i . Therefore for
0 ≤ j ≤ ei − 1 we have ℓD(B/Pi) = ℓD(P
j
i /P
j+1
i ). Consequently
ℓD(D/P
ei
i ) = eiℓD(B/Pi).
Now Vi/M(Vi) and B/Pi are isomorphic as B-modules, and hence also as D-
modules. Therefore it suffices to show that ℓDH(Vi) = fi. Clearly H(Vi) is anni-
hilated by M(D) and hence H(Vi) may be regarded as a D/M(D)-module and we
have ℓDH(Vi) = ℓD/M(D)H(Vi). Obviously ℓD/M(D)H(Vi) = fi.
LEMMA (4.4). Let R be a normal noetherian domain with quotient field L. Let
I a nonzero nonunit normal ideal in R. Let J be an ideal in R such that I = J−R.
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Let 0 6= x ∈ I be such that for every V ∈ D(R, I, I) we have V (x) = V (I). Let
C = R[Jx−1] and A = R[Ix−1]. Then A is a finite C-module with A = C
L
.
PROOF. By (6.11) of [AH2] we know that W(R, I)N = W(R, I) and, because
0 6= x ∈ I, clearly V(A) is an affine piece of W(R, I), i.e.,
A =
⋂
S∈V(A)
S with V(A) ⊂W(R, I)
and hence A
L
= A. Since I is integral over J , any y ∈ I satisfies an equation of
the form
yn + y1y
n−1 + · · ·+ yiy
n−iyn = 0 where yi ∈ J
i for 1 ≤ i ≤ n
with n ∈ N+. We can write yi as a finite sum
∑
yi1 . . . yii with yi1, . . . , yii in J .
Dividing the displyed equation by xn we get
(y
x
)n
+
∑
1≤i≤n
(∑(yi1
x
)
. . .
(yii
x
))(y
x
)n−i
= 0
with
yij
x ∈ Jx
−1 for all i, j. Since I is a finitely generated ideal, it follows that A is
a finitely geneartaed ring extension of C and every element of A is integral over C.
Therefore by (E2) on page 161 of [Ab8] we conclude that A is a finite C-module
with A = C
L
.
NOTE (4.5). Let R be a normal quasilocal domain with quotient field L, and
let C = R[F/G] where F,G are nonzero elements in R such that F/G 6∈ R and
G/F 6∈ R. Let Q =M(R)C and let Z be an indeterminate.
(1) By the bracketed remark on pages 75-76 of [Ab2], there exists a unique ring
epimorphism φ : C → H(R)[Z] with φ(F/G) = Z such that for all a ∈ R we have
φ(a) = HR(a). By the said bracketed remark we also see that ker(φ) = Q and
hence Q is a nonzero depth-one prime ideal in C.
(2) Let us observe that if R is a two dimensional normal local domain then C is a
two dimensional noetherian domain and Q is a height-one prime ideal in C. To see
this note that, by Lemma (T30) on page 235 of [Ab8], R[t] is a three dimensional
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noetherian domain, and by sending t to −F/G we get an R-epimorphism (= a ring
epimorphism which keeps R elementwise fixed) µ : R[t]→ C with µ(Φ) = 0 where
Φ = F + tG
and hence C is a two dimensional noetherian domain and Q is a height-one prime
ideal in C.
(3) Henceforth assume that R is a two dimensional regular local domain and
dividing F and G by their GCD (which is determined up to a unit in R) let us
arrange that the ideal J = (F,G)R is M(R)-primary. Also let I = J−R and
A = R[I/G]. By (2) we see that Q is a height-one prime ideal in the two dimensional
noetherian domain C, and hence upon letting D = CQ we see that D is a one
dimensional local domain and µ uniquely extends to an R-epimorphism ν : Rt → D.
Note that now
ker(µ) = ΦR[t] and ker(ν) = ΦRt.
By (4.1) we know that I is a normal ideal in R and hence by (4.4) we see that
A is a finite C-module with A = C
L
. Consequently, upon letting B = AC\Q we
conclude that B is a finite D-module with B = D
L
and B is a Dedekind Domain
having only a finite number of distinct nonzero prime ideals P1, . . . , Ph with h ∈ N+,
and upon letting Vi = BPi for 1 ≤ i ≤ h we have that V1, . . . , Vh are DVRs with
B = V1∩· · ·∩Vh. In view of Lemma 8.3 of [AH1], by (4.1) it follows that V1, . . . , Vh
are all the distinct members of D(R, J) and we have
I =
∏
1≤i≤h
ζR(Vi)
n(i) with n(i) ∈ N+.
By (4.3) we see that for any 0 6= z ∈M(D) we have
ℓD(D/zD) =
∑
1≤i≤h
χ(D,Vi)Vi(z).
By the description given in Lemma 8.3(II) of [AH1] we see that for 1 ≤ i ≤ h we
have
χ(D,Vi) = n(i)χ(R, Vi).
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Combining the above two displays we obtain
ℓD(D/zD) =
∑
1≤i≤h
n(i)χ(R, Vi)Vi(z).
(4) In the set-up of (3) let
I∗ =
∏
1≤i≤h∗
ζR(V
∗
i )
n∗(i) with n∗(i) ∈ N+
where V ∗1 , . . . , V
∗
h∗ are pairwise distinct members of D(R)
∆ with h∗ ∈ N+. Also let
there be given any Φ∗ ∈ I∗R[t] such that (Φ,Φ∗)Rt is M(Rt)-primary and
(♯) (Vi)
t(Φ∗) = Vi(I
∗) = Vi(µ(Φ
∗)) for 1 ≤ i ≤ h.
We CLAIM that then
ι(Φ,Φ∗;Rt) = c(R, I, I∗).
PROOF OF THE CLAIM. Upon letting z = µ(Φ∗) we get a nonzero element
z in M(D) such that Rt/(Φ,Φ∗)Rt and D/zD are isomorphic Rt-modules and we
have
ℓRt(R
t/(Φ,Φ∗)Rt) = ℓD(D/zD).
By definition the LHS equals ι(Φ,Φ∗;Rt) and by (3) the RHS equals
∑
1≤i≤h
n(i)χ(R, Vi)Vi(z)
and hence we get
ι(Φ,Φ∗;Rt) =
∑
1≤i≤h
n(i)χ(R, Vi)Vi(z).
Therefore by (♯) we obtain
ι(Φ,Φ∗;Rt) =
∑
1≤i≤h
n(i)χ(R, Vi)Vi(I
∗).
But for 1 ≤ i ≤ h we have
Vi(I
∗) =
∑
1≤j≤h∗
n∗(j)Vi(ζR(V
∗
j )).
By the above two equations we get
ι(Φ,Φ∗;Rt) =
∑
1≤i≤h,1≤j≤h∗
n(i)n∗(j)χ(R, Vi)Vi(ζR(V
∗
j )).
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Therefore by the definition of c(R, I, I∗) we conclude that
ι(Φ,Φ∗;Rt) = c(R, I, I∗).
THEOREM ON COMMUTATIVITY OF CONTACT NUMBERS (4.6). Let R
be a two dimensional regular local domain with quotient field L. Let
I =
∏
1≤i≤h
ζR(Vi)
n(i)
where h, n(1), . . . , n(h) are positive integers, and V1, . . . , Vh are pairwise distinct
members of D(R)∆. Let
I∗ =
∏
1≤i≤h∗
ζR(V
∗
i )
n∗(i)
where h∗, n∗(1), . . . , n∗(h∗) are positive integers, and V ∗1 , . . . , V
∗
h∗ are pairwise dis-
tinct members of D(R)∆. Let F,G, F ∗, G∗ be nonzero members of M(R) such
that
((F,G)R)−R = I and ((F ∗, G∗)R)−R = I∗.
Then we have the following.
(4.6.1) Upon letting
Φ = F + tG and Φ∗ = F ∗ + tG∗
and, assuming (•) (Φ,Φ∗)Rt to be M(Rt)-primary, we have
c(R, I, I∗) = ι(Φ,Φ∗;Rt) = c(R, I∗, I).
(4.6.2) We always have
c(R, I, I∗) = c(R, I∗, I).
(4.6.3) Upon letting
Φ = F + tG and Φ∗ = F ∗ + t∗G∗
we have
c(R, I, I∗) = ι(Φ,Φ∗;Rt,t
∗
) = c(R, I∗, I)
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PROOF OF (4.6.1). By symmetry, it is enough to prove that
ι(Φ,Φ∗;Rt) = c(R, I, I∗).
Therefore, in view of the CLAIM of (4.5)(4), we only need to show that for 1 ≤ i ≤ h
we have
(Vi)
t(Φ∗) = Vi(I
∗) = Vi(µ(Φ
∗)).
Clearly
(Vi)
t(Φ∗) = min(Vi(F
∗), Vi(G
∗)) = Vi(I
∗)
and hence (Vi)
t(Φ∗) = Vi(I
∗). Now
µ(Φ∗) = F ∗ − (F/G)G∗
and by Section 2 of [Ab11] we know that F/G is residually transcendental over R
at Vi. Therefore Vi(µ(Φ
∗)) = min(Vi(F
∗), Vi(G
∗)).
PROOF OF (4.6.2). Let Φ = F + tG. Let
Φ∗ =
{
F ∗ + tG∗ if (Φ, F ∗ + tG∗)Rt is M(Rt)− primary
G∗ + tF ∗ otherwise.
Then (Φ,Φ∗)Rt is M(Rt)-primary, and hence we are done by (4.5.1).
PROOF OF (4.6.3). (See (4.3) on page 334 of [Hun]). By symmetry, it is enough
to prove that
(∗) ι(Φ,Φ∗;Rt,t
∗
) = c(R, I, I∗).
Let (R,L) = (Rt
∗
, Lt
∗
) and (I, I
∗
) = (IR, I∗R) and
(V 1, . . . , V h, V
∗
1, . . . , V
∗
h∗) = ((V1)
t∗ , . . . , (Vh)
t∗ , (V ∗1 )
t∗ , . . . , (V ∗h∗)
t∗).
Then V 1, . . . , V h are pairwise distinct members of D(R)
∆ and F,G are nonzero
members of M(R) such that
((F,G)R)−R = I =
∏
1≤i≤h
ζR(V i)
n(i).
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Likewise, V
∗
1, . . . , V
∗
h are pairwise distinct members of D(R)
∆ and F ∗, G∗ are
nonzero members of M(R) such that
((F ∗, G∗)R)−R = I
∗
=
∏
1≤i≤h∗
ζR(V
∗
i )
n∗(i).
Clearly the ideal (Φ,Φ∗)R
t
is M(R
t
)-primary and for 1 ≤ i ≤ h we have
(V i)
t(Φ∗) = min(V i(F
∗), V i(G
∗)) = V i(I
∗)
and hence (V i)
t(Φ∗) = V i(I
∗). Also
µ(Φ∗) = F ∗ + t∗G∗
where µ : R[t]→ C = R[F/G] is the unique R-epimorphism such that µ(t) = −F/G
and ker(µ) = ΦR[t]; therefore V i(µ(Φ
∗)) = min(V i(F
∗), V i(G
∗)). It follows that
(♯) (V i)
t(Φ∗) = V i(I
∗
) = V i(µ(Φ
∗)) for 1 ≤ i ≤ h.
Hence, by putting a bar on the relevant quantities in the CLAIM of (4.5)(4), we
conclude that
ι(Φ,Φ∗;R
t
) = c(R, I, I
∗
).
Clearly the above LHS equals the LHS of (*), and the above RHS equals the RHS
of (*). This establishes (*) and concludes the proof.
NOTE (4.7). As noted in the proof of (4.6.2), the condition (•) of (4.6.1) is
satisfied by at least one of the two pairs (Φ, F ∗ + tG∗) or (Φ, G∗ + tF ∗). It is also
satisfied by letting Φ = F +tG and Φ∗ = F +τF where τ = any unit in R excluding
at most one value.
NOTE (4.8). By a testing curve for V ∈ D(R)∆, where R is a two dimensional
regular local domain, we mean an element δV ∈ R which does “something” useful
for V at R. For instance we ask whether, for every V ∈ D(R)∆, there is a testing
curve δV such that W (δV ) = W (ζR(V )) for all W ∈ D(R)∆. To answer this
negatively, let
V = o(R)
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and note that
ζR(V ) =M with V (ζR(V )) = 1
and for any θ ∈ R we have
(1) V (θ) = V (ζR(V ))⇔ θ ∈M \M
2.
Now let (x, y) be generators of M , let K be a coefficient set of R and, for every
t ∈ K ∪ {∞}, let
(pt, qt) =
{
(y + tx, x) if t ∈ K
(x, y) if t =∞
and
Γt = {θ ∈M \M
2 : (θR) +M2 = (ptR) +M
2}
and
St = R[pt/qt](pt/qt,qt)R[pt/qt] ∈ Q1(R)
and
Wt = o(St) ∈ D(R)
∆.
Note that then 

t 7→ St gives a bijection of K ∪ {∞}
onto the set of all those members of Q1(R)
which are residually rational over R
and
(2) M \M2 =
∐
t∈K∪{∞}
Γt = a partition into disjoint nonempty subsets.
Also note that for each t ∈ K ∪ {∞} we have
(pt, qt)R =M
with
(3) Wt(θ) =Wt(ζR(V )) = 1 for all θ ∈ (M/ \M
2) \ Γt
and
(4) Wt(θ) = 2 for all θ ∈ Γt.
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By (1) to (4) we see that
(5)


there is no δV ∈ R
such that V (δV ) = V (ζR(V ))
and Wt(δV ) =Wt(ζR(V )) for all t ∈ K ∪ {∞}
but
(6)


for every τ ∈ K ∪ {∞} and every δV ∈ Γτ
we have V (δV ) = V (ζR(V ))
and Wt(δV ) =Wt(ζR(V )) for all t ∈ (K ∪ {∞}) \ {τ}.
In [AbA] it will be shown how the difficulty in definiing a good testing curve is
removed by introducing the concept of “free points” of V .
NOTE (4.9). Here is a Question related to the definitions of dicritical divisors
and Rees valuation rings introduced in Section 2. Let J be a nonzero nonunit
ideal in a normal noetherian domain R with quotient field L, and for 6= G ∈ J let
C = R[J/G] and A = C
L
. Then does every height-one prime of GA contract to a
height-one prime of GC?
NOTE (4.10). Here is another question. In (4.5)(4), we found a sufficient
condition for the intersection formula to work. That condition assumes an in-
determinate inside Φ but not inside Φ∗. The question is whether we can find a
condition in which both Φ and Φ∗ stay inside R. In other words, can we find a
sufficient (and necessary?) condition on Φ ∈ I and Φ∗ ∈ I∗ which would imply
ι(Φ,Φ∗;R) = c(R, I, I∗)?
NOTE (4.11). Here is yet another question. In (46) of Section 3, can you prove
the normality of R under more general conditions?
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