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In an effort to speed the development of new products and processes, many compa-
nies are turning to computer simulations to avoid the time and expense of building
prototypes. These computer simulations are often complex, taking hours to complete
one run. If there are many variables affecting the results of the simulation, then
it makes sense to design an experiment to gain the most information possible from
a limited number of computer simulation runs. The researcher can use the results
of these runs to build a surrogate model of the computer simulation model. The
absence of noise is the key difference between computer simulation experiments
and experiments in the real world. Since there is no variability in the results of
computer experiments, optimal designs, which are based on reducing the variance of
some statistic, have questionable utility. Replication, usually a ‘good thing’, is clearly
undesirable in computer experiments. Thus, a new approach to experimentation is
necessary. Published in 2009 by John Wiley & Sons, Ltd.
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1. INTRODUCTION
‘In the 21st century computer simulation experiments will replace physical experiments for many appli-cations.’ With this provocative assertion, Professor Jeff Wu began his keynote address at an internationalconference on statistics in Tianjin, China in the summer of 2006. At first blush this seems like hyperbole
for emphasis. But there are several reasons why it may not be as much an overstatement as it seems. For
one, as quality, reliability, and productivity improvement efforts move into the design phase, the use of
computer models becomes more attractive. This is because in design phase the creation of prototypes can
be expensive and time consuming. Using computer models avoids the necessity of building a large number
of prototypes. Another reason is that some systems do not allow for physical experimentation. For example,
many people would be outraged by experimentation with hospital procedures in an intensive care unit.
As another example, the national economy is an important system to understand, yet deliberate factorial
experimentation would be infeasible. In both of the above cases, a computer simulation model could provide
substantial insight.
A short list of current applications of computer simulation models includes circuit simulation, stress
analysis testing, hurricane tracking, and turbulent flow studies. Currin et al.1 describe an integrated circuit
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simulation that was also presented and studied in Currin et al.2 and Sacks et al.3. Allen et al. 4 describe a finite
element analysis (FEA) model used for designing an ‘interference fit’ plastic seal for which the response of
interest was the insertion force needed to fully engage the tongue with the groove. Modeling of short-term
and long-term weather is another important application area for computer simulation. Several papers on
the modeling and analysis of computer hurricane models include Johnson and Watson5, Iman et al.6, and
Watson and Johnson7. Xiao et al.8 use computational fluid dynamics (CFD) models to simulate turbulent
mixing in jet engines; these models are used to predict turbulent mixing properties in a physical experiment.
Similar to physical experiments, the researcher performs a computer experiment by making a number of
systematic changes to the parameters of a computer simulation model of the system under study. Computer
experiments provide several advantages over physical experimentation. Computer experiments only require
the programming of the model and are limited only by the speed of the processor(s). Prototypes used for
physical experimentation are generally expensive and require substantial time to build. Computer experiments
are comparatively cheap, only involving the cost of a computer and the time it takes to build the model.
However, the one disadvantage of the computer experiments is their questionable ability to accurately predict
the real world. Physical experiments have empirical validity, but whether a computer model is an adequate
surrogate for the real system is an important consideration.
Current research addresses the calibration, verification, and validation of computer experiments via sophis-
ticated statistical techniques. These three processes are critical to the delivery of computer simulation models
that are adequate for predicting the behavior of real processes.
Model calibration deals with the issue of choosing the model parameters of a computer code so that the
physical data are well approximated by the computer model. This problem is addressed in Park9, Craig
et al.10, and Kennedy and O’Hagan11. Discrepancies between the output results from the computer model and
physical experiments are analyzed and the computer model is often tuned until the measure of discrepancy
is at or below a specified value. There are several different metrics for discrepancy. Examples can be found
in Trucano et al.12 and Pilch et al.13.
While model validation and verification are often combined, we prefer to define them separately. Model
verification involves comparing computer-generated output with a theoretical mathematical analysis of the
system. Model validation aims to determine the degree to which data from a computer model approximate
the data generated from the physical system it is representing. Model verification is done either prior to the
model validation or iteratively with model validation. Roache14, Hills and Trucano15, and Pilch et al.13 all
present detailed discussion of various methods and strategies used for model verification.
Model validation is key to the development of a computer model. Bayarri et al. 16 recommend a framework
for the validation of computer models. In this paper the authors state that the most important question in
evaluation of a computer model is whether or not the computer model adequately represents reality. A
model that adequately represents reality is one that provides sufficiently accurate predictions for the intended
use. The authors also state that, ‘in practice, the processes of computer model development and validation
often occur in concert; aspects of validation interact with and feed back to development; for example, a
shortcoming in the model uncovered during the validation process may require a change in the mathematical
implementation.’ While this phase of the model development is crucial, there are many issues surrounding
the validation process as discussed in Berk et al.17. Sometimes it may be impossible to collect physical data.
In these cases, alternate methods for validation must be used as described in Berk et al.17, Sacks et al. 18,
and Santner et al.19
Assuming that a computer simulation has been calibrated, verified, and validated, it can be used to
make predictions about the behavior of the physical system it models. The use of designed experiments is
equally important when studying a computer simulation as it is for understanding physical systems. Properly
planned experimentation on a computer simulation is necessitated by the complexity of the underlying
model. Computer simulations, while cheap compared with physical experiments, can often have very long
run times. Allen et al.4 point out that, ‘even though FEA is intended to reduce costs compared with physical
experimentation, finite element experiments are often time consuming and costly.’ Moreover, computer
simulations often depend on many variables. Exploring a multidimensional factor space requires efficient
experimentation. For graphical exploration in this multidimensional space it is convenient to develop a
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simpler surrogate for the computer simulation model. A useful surrogate model is a closed-form mathematical
expression that relates the input variables to the output response. Using a surrogate model of the computer
simulation model allows for very fast (microsecond) predictions of new responses at design points not
yet tested. The surrogate model then provides a cheap alternative to running the computer code, which
may take hours or days. However, using a surrogate model requires verification that it provides adequate
approximations of the computer simulation model.
Design augmentation is a way to provide this verification. Design augmentation involves adding runs
to a design to gain extra knowledge. One typical goal of augmentation is to locate an optimum response.
Another is to reduce the uncertainty of prediction in a region of interest. Design augmentation is common in
physical experimentation, but there is limited literature discussing how to augment designs for deterministic
computer simulation. Sacks et al.3 discuss a sequential design algorithm for the Gaussian Process integrated
mean-square error (IMSE) criterion. They mention the theoretical hardships associated with this technique
and describe an algorithm that overcomes some of the pitfalls. Johnson et al.20 discuss a design augmentation
technique for space-filling designs used to fit high-order polynomials. They demonstrate the effectiveness
of this design augmentation technique with respect to the prediction variance properties of the polynomial
design.
The Gaussian Process model is a surrogate model that is widely used in the computer simulation research.
In this paper, we describe the Gaussian Process model and present an example of its use. In Section 2, we
discuss the Gaussian Process model and its prediction properties. In Section 3, we discuss designs used for
computer simulation models and their pros and cons. In Section 4, we demonstrate an application of the
design and analysis of a computer simulation via a test function. In Section 5, we present conclusions.
2. THE GAUSSIAN PROCESS MODEL
Gaussian Process (GASP) models are a currently popular choice for use as a surrogate for computer simu-
lation models. They are flexible, meaning that they can fit a wide variety of surfaces, from very simple to
quite complex. They are parsimonious in the number of parameters. For the correlation structure we use,
the GASP model has only as many parameters as variables in the model plus a parameter to estimate the
mean and another to estimate variance. A desirable feature of these models is that there is no error for input
settings where you have observed responses. That is, GASP models interpolate the data.
Sacks et al.3 proposed the GASP model for use as a surrogate for simulation output results. The GASP
model is a statistical model adopted from the spatial statistics literature. For a specific choice of the correlation
function, the Gaussian Process model is the kriging model21. The GASP model treats the deterministic
output response as a realization of a random stochastic process; specifically a multivariate normal. The
output response is represented as an n×1 data vector y(x) with mean 1n (also n×1) and covariance
Var(y)=2 R(X,)
where R(X,) is an n×n correlation matrix. The correlation matrix R(X,) is a function of the design
space, design points, and unknown thetas. There are a variety of forms that can be used for this correlation







where k ≥0. If k =0, then the correlation is 1.0 across the range of the kth factor and the fitted surface is
flat in that direction. Large k correspond to low correlation in the kth factor and the fitted surface will be
very bumpy (or wiggly) in that direction. The parameters ,, and  may be fit using maximum likelihood.
If we represent the maximum likelihood estimates by ˆ, ˆ, and ˆ, the prediction equation is
yˆ(x)= ˆ+r ′(x, ˆ)R−1(X, ˆ)(y− ˆ1n)
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where ri (x, ˆ) is an n×1 vector of estimated correlations of the unobserved y(x) at a new value of the








Note that r has same form as the correlation matrix. If we replace the vector x above with the matrix X
of the data, then r becomes R, which cancels with R−1. Hence, yˆ(x) equals y and thus the GASP model
interpolates the data.
For the GASP model, the relative prediction variance discounting error in estimating parameters is
Var(yˆ(x))
2
=1−r ′(x, hˆ)R−1(X, hˆ)r(x, hˆ)+ (1−1
′R−1(X, hˆ)r(x, hˆ))2
1′R−1(X, hˆ)1
Once results are available, the prediction equation and the variance of prediction are useful for building
plots of the predictions as a function of each simulation parameter.
3. DESIGN OF EXPERIMENTS FOR COMPUTER SIMULATIONS
Computer experiments are different from physical experiments in that they have no random error and they
deal with functions that are thought to have more complex behavior than can be adequately modeled by
a low-order polynomial. As a result of these differences, the design approach for computer experiments
cannot use the same principles that guide the scientist in creating the physical experiments.
Because there is no random error involved in computer experiments, replication is not desirable. In
fact, replicated points cause the correlation matrix, introduced in the previous section, to become singular.
Hence, replication for GASP models creates problems. Because the underlying system is deterministic,
randomization and blocking are also no longer useful.
For physical experiments, low-order polynomial functions are generally adequate for model fitting and
response optimization. But for computer experiments, low-order polynomial approximation may not be
adequate. Hence, traditional designs based on minimizing variance with respect to lower-order Taylor series
expansions may not be useful since there is no variance to minimize.
These inherent differences between computer and physical experiments have led to the development
of families of experimental designs specifically for use in computer modeling. These designs are known
as space-filling designs. Examples of space-filling designs include the sphere packing design, the Latin
Hypercube design, the uniform design, the maximum entropy design, and the GASP IMSE design.
The sphere packing design, or maximin design, maximizes the minimum distance between pairs of designs
points. This design was developed in Johnson et al. 22. The sphere packing design maximizes the minimum




u,v∈D d(u,v)= minu,v∈D∗ d(u,v)
where d(u,v) is a distance that is greater than or equal to zero, and D represents the design points. Examples
of applications of the maximin designs can be found in Jank and Shmueli23, Liefvendahl and Stocki 24, Chen
et al.25, Roux et al.26, and Bursztyn and Steinberg27. Sphere packing designs are impressive at filling space,
but their drawback is that they do not maintain uniform spacing when projecting into a lower-dimensional
space. This is a desirable property for computer experiments because, as in physical experiments, many
factors often prove to be unnecessary. Removing these factors from the design is the same as projection.
If, as a result of this projection, two design points fall on top of each other, the result is pseudo-replication
and the GASP model for this smaller number of factors will have a singular correlation matrix.
The Latin hypercube design was developed by McKay et al.28. It is defined in Fang et al.29 as, ‘A Latin
hypercube design (LHD) with n runs and s input variables, denoted by LHD(n,S), is an n×s matrix, in
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Figure 1. Examples of 2 factors, 10 run designs for 5 space-filling designs
which each column is a random permutation of {1,2, . . . ,n}.’ Examples of applications of LHDs can be
found in Bayarri et al.16, Welch et al.30, Mease and Bingham31, Tyre et al.32, and Storlie and Helton33.
The Latin hypercube designs are by far the most widely used. Because of their construction they project
uniformly onto each factor so pseudo-replication is never a problem. However, these designs do not fill the
space as well as the sphere packing design.
The uniform design was created by Fang34 and Wang and Fang35. The goal of uniform design is to
find the set of points that most closely approximates a continuous uniform distribution. A measure of how
close a given set of points comes to a perfect approximation is discrepancy. For a given number of points,
the optimal uniform design minimizes the discrepancy. Fang29 defines discrepancy. Let F(x) be a uniform






{xk1 ≤ x1, . . . , xks ≤ xs}
where x =(x1, . . . , xs) and I {A}=1 if A occurs, or 0 otherwise. In this paper, the software used to create
designs displayed in Figure 1 uses the centered L2 discrepancy found in Hickernell36. The L2 discrepancy
can be treated as an objective function which can be minimized in continuous space. An example of the
application of a uniform design is found in Bursztyn and Steinberg27. Uniform designs are clearly useful
for approximating the integral of an arbitrary function. It remains unclear how well they perform when the
function to be fit is the GASP model.
The maximum entropy design, developed in Shewry and Wynn37, uses entropy as the optimality criterion.
Entropy is a measure of the amount of information contained in a data set. They show that the expected
change in information is maximized by the design D that maximizes the entropy of the observed responses







which is the correlation of responses at two design points, then the design maximizes the determinant of
R(|R|) (Sacks et al.3). An application of this design can be found in Ko et al.38. The maximum entropy design
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Figure 2. Example of two LHDs demonstrating the need for a secondary criterion
is analogous to the D-optimal design for GASP models. Applications of these designs are not widespread,
but they could be useful because of the direct connection of their objective function to the GASP model.




where MSE[yˆ(x)] is given by the prediction variance equation shown in Section 2. Like the maximum
entropy designs, these designs have an objective criterion that is directly connected to the GASP model to
be fit. One problem with these designs is that as the number of factors increases, they require substantially
more points to do an adequate job of filling space.
Figure 1 shows plots of two factor, 10 run designs for sphere packing, Latin Hypercube, Uniform,
Maximum entropy, and GASP IMSE designs.
Currently, the most popular design for computer experiments is the LHD. We use this design for our
example in the next section to illustrate the design and analysis of a computer experiment. As previously
mentioned, in an LHD each column is a permutation of the numbers from 1 to n. Thus, there are poten-
tially a huge number of LHDs for any given number of factors and runs. To make the design unique, a
secondary criterion is usually specified. Examples are maximin LHDs that maximize the minimum distance
between points, and orthogonal LHDs that minimize the column correlations. Note that using random LHDs
may not be a good idea as seen by examining Figure 2.
4. EXAMPLE OF THE DESIGN AND ANALYSIS OF A COMPUTER EXPERIMENT
In the introduction, we gave several examples of computer experiments. They include FEA models, CFD
models, and circuit simulation models. These models are often based on a large set of differential equations
that are simultaneously evaluated. One way to investigate the properties of designs and analyses for computer
simulations is through a known test function. This test function acts in place of a computer simulation
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Figure 3. Percent error summaries of each of the four design and analysis cases using the F quantile test function. This
figure is available online at www.interscience.wiley.com/journal/qre
where I (x,a|b) is the incomplete beta function with parameters a and b. The function can be found in
Johnson and Kotz39. A graph of the function, with noncentrality parameter, =10, is shown in Figure 3.
The noncentral F cdf provides the probability of observing a value more extreme than x , given 1, 2, and
. The F quantile function is the inverse function of the F cdf. That is, it provides the critical value, x ,
given p,1,2, and .
The usefulness of any computer simulation experiment depends on both the design and the model that
is fit. We consider two designs and two modeling approaches. The two designs are the maximin LHD and
a D-optimal design for fitting the full cubic model. Both designs include the four factors, which are the
parameters of the F quantile function (p,1,2, and ) and both have 35 points. The two models are the
GASP model and the cubic polynomial response surface model. Note that the cubic model has 35 parameters,
hence the least-squares fit of the 35 point design will interpolate the data. The combinations of design and
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model lead to the four test cases below:
• LHD-GASP: Latin Hypercube design fit with the GASP model.
• LHD-CP: Latin Hypercube design fit with the cubic polynomial model.
• RSM-GASP: D-optimal design fit with the GASP model.
• RSM-CP: D-optimal design fit with the cubic polynomial model.
We evaluate the design of each case using percent error. To do this we first created a 204 point grid of
parameter values for p,1,2, and . We used the prediction model derived from each of the four cases to
predict the value of these 160 000 points in the design space and calculated the percent error. Note that since
this is a known function, we can calculate the exact F-quantile for each of these 160 000 points.
Figure 3 displays the results graphically and numerically. The left-most histogram in Figure 3 (percent
LHD error) shows the percent error for the LHD fit with the GASP model (LHD-GASP). Moving to the
right, the next histogram in Figure 3, labeled Percent RSM error, shows the percent error generated by
the D-optimal design fit with the cubic polynomial model (RSM-CP). The next histogram, labeled Percent
RSM/GASP Error, shows the percent error for the D-optimal design fit with the GASP model (RSM-GASP).
The right most histogram, labeled Percent LHD/Cubic Model Error, shows the percent error of the LHD fit
with the cubic polynomial model (LHD-CP). From the histograms and the descriptive statistics below them,
we conclude that the LHD combined with the GASP model far outperforms the other alternatives. Note,
however, that there is a strong interaction involving the design and analysis strategy. The worst performing
combination also involves the LHD but fit with the cubic regression model.
5. CONCLUSIONS
The design and analysis of computer experiments are research areas with growing impact. Our goal in this
paper was to provide an accessible introduction to the area. An example demonstrates that traditional design
and analysis techniques may not perform as well as the newer methods discussed. Our example employed
a fairly well behaved test function. It is notable that an LHD fit with a GASP model performed much better
than an optimal design for a low-order polynomial combined with a least-squares fit of that polynomial.
Finally, it is important to keep in mind the strong relationship between the design and the model used to
fit the data. The design and the model should match. The LHD worked best when coupled with a GASP
model. When coupled with a cubic regression model, it performed worst of all. Similarly, the D-optimal
design for a cubic model worked better when the cubic model was fit. Results were less desirable when
fitting a GASP model to a D-optimal design.
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