Abstract-This paper studies the application of the minimum mean square error (MMSE) beamformer to orthogonal frequency division multiplexing (OFDM)-based wireless local area networks. The questions here addressed are mainly the design with finitelength data and the choice of the OFDM signal domain where the beamformer is applied, either frequency or time. As OFDM signals need more samples than other modulations to stabilize the estimations of the signal statistics, how to exploit the finite-length training sequence provided for the design of equalizers becomes an important issue. The paper also shows that the usual frequency processing in OFDM is not always the best choice for the spatial beamforming, mainly for channels with a very high delay spread. Then, time processing turns out to be the best suited approach in terms of the tradeoff between performance and complexity. Additionally, novel modifications of the MMSE spatial filter are proposed to improve the raw bit-error rate performance: 1) a temporal semiblind approach that exploits the cyclic prefix and 2) windowing in the frequency domain.
I. INTRODUCTION
T HE MAJOR standards for wireless local-area networks (WLANs) have chosen orthogonal frequency division multiplexing (OFDM) as their transmission mode. In their typical deployment scenarios, the use of an adequate cyclic prefix (CP) length may mitigate the effects of multipath propagation. Additionally, the use of multiple antennas at the receiver in a standard-compliant single-input-multiple-output (SIMO) configuration improves significantly the performance. Traditionally, antenna array algorithms have been applied in the frequency domain in OFDM systems, e.g., [1] in which some variations of the sample matrix inversion (SMI) [2] are evaluated. This frequency processing is especially convenient in scenarios where the maximum delay of the channel does not exceed the CP. However, if this is not the case, the received signal suffers from inter symbol interference (ISI) and intercarrier interference (ICI), thus degrading the ultimate link quality. Then, the pre-FFT spatial processing, e.g., the maximum ratio combining (MRC) in the time domain in [3] , is better suited as it can reduce the duration of the total equivalent response of the system. Additionally, the pernicious effects of the ICI can be mitigated, as in their typical deployment scenarios, WLANs might have to deal with longer channels than those specified by the European Telecommunication Standards Institute (ETSI) [4] . Besides that, the computational complexity of the time processing is reduced by applying a single FFT block at the receiver, instead of using as many FFTs as diversity branches. In this paper, simple minimum mean-square error (MMSE) methods based exclusively on some limited known data (a preamble) are studied. This kind of algorithms seem convenient in applications with delay constraints as they require a low-computational load and the solutions are easily adapted. Specifically, the performance of the SMI algorithm [5] is studied both in frequency and in time domain, see [6] and [7] . In fact, this paper extends the asymptotic study in [8] , translating the theoretic performance into practical considerations not only in frequency, but also in the time domain for typical deployment scenarios.
The classical SMI algorithm is a time reference beamforming approach that requires some known transmitted data, typically a preamble, in order to design a well-suited filter that recovers the transmitted sequence from the received signal, by a minimization of the mean-square error (MSE) between the filtered received signal and the transmitted signal [9] . This yields to a classical Wiener solution when the number of available samples tends to infinity.
A recent related paper is [6] , where the authors also work with the SMI algorithm with subcarrier grouping in the frequency domain. They analyze the system with coding and propose an adaptive scheme based on pilot subcarriers. However, they do not deal with realistic scenarios nor study what is the performance degradation when ISI/ICI appears due to longer channels. In those cases, the performance of their adaptive algorithm would degrade. In any case, their results aiming that the subcarrier grouping has to be between 6 and 12% of the total bandwidth agrees with our simulation conclusions in the models specified by the ETSI for WLAN.
Besides the study of the SMI in frequency and in time domain, two novel techniques are presented here. One improves the performance of the frequency domain SMI by using information from adjacent subcarriers (windowing) to compute a beamformer per subcarrier. The other alternative, the so-called SMI-CP technique, takes advantage of both the preamble and the CP redundancy of all the symbols within a burst to improve the performance of the time domain beamformer.
In this paper, simulations are conducted for the typical Hiperlan/2 (HL/2) [10] parameters, but the algorithms are also well suited for its closest competitor, IEEE 802.11a
0733-8716/03$17.00 © 2003 IEEE Fig. 1 . Baseband transmitter (no channel coding). First, the binary sequence is mapped into symbols, uadrature phase-shift keying (QPSK) constellation in this case, which are then serial to parallel (S/P) converted so as to perform the <Author: Please define "IFFT"> IFFT modulation. Note that the necessary padding zeros shall be inserted. After that, the CP is included in the time domain signal before performing the parallel to serial (P/S) conversion. Then, this signal is transmitted. Fig. 2 . This is the frame distribution of the simulated OFDM system. Note that each OFDM symbol is appended a CP during the data part. During the preamble, the CP is the copy of the last M 2 L samples within the preamble. All the symbols from the preamble are identical.
[11], as their physical layers are harmonized. The medium access control (MAC) sublayer is different though. Face off the time-division multiple-access/time-division duplex (TDMA/TDD) scheme of HL/2, the MAC of 802.11 is carrier sense multiple-access/colision avoidance (CSMA/CA) based, thus, intracell interference may arise in the 802.11a but not in HL/2. However, the presented algorithms deal with constant interference during the desired user's communication time (a typical HL2 burst).
This paper is organized as follows. First, in Section II, the signal model is presented, in both domains of the OFDM signal, i.e., time and frequency. After that, Section III details the SMI with subcarrier grouping and its extension in the frequency domain. After this post-FFT approach, the techniques applied in the time domain are studied in Section IV before Section V, which deals with the channel estimation and equalization for the algorithms in the frequency domain. Finally, simulations are presented and their results are discussed in Section VI just before the final conclusions.
II. SYSTEM MODELING
In the following, boldface capital (lowercase) letters refer to matrices (vectors). The operator denotes conjugation, transposition and . The unitary Fourier matrix is denoted by and refers to the IFFT operation. The frequency domain beamformers are denoted by whereas the space-time filters are referred by . Additionally, as both of them are in general computed using only training data, they are assumed to be constant along the burst. The index denotes the OFDM symbol.
At the transmitter, Fig. 1 , the mapped symbols feed the serial to parallel (S/P) block to perform the IFFT , i.e., , where the vector has already been filled with the mapped symbols and the corresponding padding zeros at the unused subcarriers. 1 Then, the transmitted OFDM symbol in the time domain with a CP of samples is , where , , and , . The total number of samples is . The sample within symbol is denoted by the index . The first symbols of the user burst correspond to the preamble, as it is depicted in Fig. 2 . Note that the preamble has a different OFDM symbol structure than the data part.
Let be the channel impulse response, considered time invariant during OFDM symbol , of a given subchannel , i.e., the channel from the single transmitter antenna to the receiver antenna . The received OFDM symbol in time domain can be expressed as (1) where contains the contribution from the AWGN, the interference sources and the ISI from the previous symbol.
is the Toeplitz filtering matrix with first row and first column and , respectively.
If the channel is time invariant within the symbol and the length of the CP is greater than the channel order, the signal after the CP removal and the FFT block at antenna for OFDM symbol can be expressed in the frequency domain as (2) where contains only the useful rows of the unitary Fourier matrix and the matrix removes the CP of the Fig. 3 . Post-FFT combining in HL/2. For each antenna, the received samples pass the S/P converter to perform the FFT demodulation after the CP has been disregarded. After disregarding the padding zeroes, the beamforming at the useful subcarriers is applied. The equalization is performed on a symbol-by-symbol basis, thus, an S/P converter is needed after this block. Finally, the symbols are demapped.
temporal signal. The matrix is a diagonal matrix containing the transmitted symbols in the frequency domain . The operator puts the vector in its argument in the main diagonal of a matrix. The vector stands for the channel frequency response at the useful subcarriers. In turn, contains the contribution from the AWGN and the interference sources, as well as ICI if the previously stated constraints are not satisfied. Then, (2) shows that each transmitted symbol is multiplied by a flat fading channel coefficient, i.e., OFDM with CP converts the ISI channel in the time domain into parallel subchannels in the frequency domain. Finally, we gather the observations from the antennas into a common matrix , i.e.,
One of the proposed temporal methods takes profit of the OFDM signal structure, i.e., the CP. 2 In fact, the transmitted symbol in the time domain can be partitioned into equal size blocks of samples, where is assumed to be a multiple of . In turn, the received symbol can also be partitioned to exploit the temporal redundancy (Section IV-B). Then, the received signal vector for the th block during symbol is expressed as (4) where is the Toeplitz filtering matrix with first row and first column , i.e., the upper left submatrix from if . The vector contains the contribution from the noise and interferences, as well as the ISI from previous received signal block, which could be significant. Finally, is the index of the last signal block. For the first and last block the only difference in (4) is the term .
III. FREQUENCY-DOMAIN ALGORITHMS
These algorithms are applied after the FFT block at the receiver side. For the concrete case of multicarrier transmission and limited data size, the subcarrier grouping is well-suited to stabilize the estimations with a finite amount of data and to exploit the coherence bandwidth of the channel. After pre- 2 The CP implies that the first L transmitted samples are equal to the last L in the time domain.
senting this issue, windowing techniques are applied in order to take profit from the correlated data from adjacent subcarriers. Channel estimation and equalization are needed, but this will be commented further in Section V.
A. SMI With Subcarrier Grouping
The frequency receiver is shown in Fig. 3 , where a beamforming is applied after the FFT. Since the space-frequency characteristics of the received signal are generally different for each subcarrier, the optimal strategy would consist of a beamformer for each of the subcarriers. However, this means having to estimate a high number of variables from a finite sample size, which will degrade the performance. The estimates can be more stabilized using less number of OFDM symbols and the channel coherence bandwidth can be exploited if the whole set of frequencies is partitioned into several disjoint sets [12] , i.e., (5) with the cardinality of each set. Therefore, different beamformers are applied. Without loss of generality, it is assumed that the preamble is mapped according to a binary phase-shift keying (BPSK) constellation and consists of equal OFDM symbols. The symbols corresponding to subcarriers belonging to the th group within the preamble are gathered in the matrices (6) (7) where is formed by selecting the row vectors of corresponding to the indices in the set .
Then, the weight vector corresponding to the th group of subcarriers minimizes the MSE between the filtered output samples and the transmitted symbols according to (8) where is the all-ones vector. It is well-known that this minimization has a direct relationship with the maximization of the output signal-to-interference-plus-noise ratio (SINR) if the noise and interferences are Gaussian distributed. In multicarrier transmission with multiple subchannels, this needs a beamformer per subcarrier. However, the very limited preamble does not allow an accurate estimation of the signal statistics at each subcarrier. Therefore, data from adjacent subcarriers can be used, as the channel has a certain coherence bandwidth that correlates the data from close subcarriers.
The solution to (8) is then (9) The computation of a beamformer involves operations 3 with this algorithm, considering that the inversion of a matrix requires operations [13] and that the product is computed offline. Finally, the outputs of the beamformers during the data symbols ( ) are expressed as (10) Note that each is a column vector of length and the vectors form the useful signal in the frequency domain, 4 i.e., .
B. Windowed SMI Techniques
In this section, instead of computing a beamformer for a group of subcarriers, the aim is to obtain a weight vector for each individual subcarrier. 5 As stated in the previous subsection, it is not possible to use exclusively the data corresponding to the selected frequency due to the limited preamble. Therefore, the information from adjacent subcarriers helps stabilizing the estimations for a given frequency and also exploits the coherence bandwidth of the channel, yielding to an improvement in the final link quality in terms of bit-error rate (BER). With the previous approach, though, as we are applying a minimization of the mean of MSEs at all the frequencies from the group, it could happen that some bad subcarriers (those having a response close to zero) are penalized. The approach here proposed assumes a different weight for each frequency within the group, i.e., the MSE of the desired subcarrier is the most considered within the group.
Without loss of generality, the symmetric window is assumed to have odd length and its center located at index . The samples from this window during the symbols of the preamble are gathered in the diagonal matrix
Let be the matrix of received symbols containing the data from frequency index (the center frequency of the group, denoted by the superindex) together with the frequency symbols corresponding to the previous and next subcarriers. 6 Similarly, is the matrix of the transmitted symbols. Then, given the matrix , the MSE that shall be minimized for each individual subcarrier is (12) where is the all-ones vector. In order to better explain this cost function, note that it resembles the weighted least squares (WLS) criteria. In fact, the previous equation can be written as (13) The weighting matrix shall be positive definite and, therefore, symmetric [14] . In order to obtain the best linear unbiased estimator, this matrix should be the inverse of the covariance matrix of the noise and interferences. Nevertheless, this matrix is not known at the receiver and should be estimated with the finite sample set.
Then, the cost function in (13) could be seen as a weighted sum of MSEs, i.e., (14) where and the index . In turn, is the all-ones vector and the superindex denotes the selection of the th subcarrier data of all the symbols in the preamble. If the coefficients of this window decrease from the maximum at its center (carrier ), the MSEs of the farthest frequencies have the lowest contribution to the total error, thus optimizing the performance at the desired frequency.
Denoting the windowed received samples during the preamble by and the weighted transmitted symbols as , the beamformer solution (a complex vector) to the minimization of (12) is (15) The operations required for a computation of a single beamformer . Note that beamformers are always applied, thus increasing the total complexity. Additionally, some terms appear due to the premultiplication by the window.
In the proposed cases, the selected weighting matrix uses the known windowing design techniques, i.e., the rectangular, triangular and other shapes seem to be convenient. This approach is in fact a kind of subcarrier grouping, but instead of designing disjoint groups of subcarriers, overlapping sets are used. This can be expressed analogous to (5) as (16) In this case, though, the subcarriers belong to several groups, see example given in Fig. 4 . Note also that the subcarriers close to the lower and upper bounds cannot always use all the adjacent subcarriers. Indeed, the solution in (15) is equivalent to (17) where the covariance matrix and steering vector at subcarrier are estimated according to a weighted averaging of the adjacent subcarriers. In fact, assuming a symmetrical window, it is easily shown that they can be expressed as and (18) where the instantaneous estimations of the covariance matrix and the steering vector of the received signal are, respectively (19) (20) and is the column vector corresponding to the th row of matrix . As a result, the solution at a certain subcarrier is obtained by a weighted average of the solutions at adjacent subcarriers. The key point is that the desired covariance matrix is no longer ill-conditioned thanks to the closest subcarriers.
In terms of a real implementation, this windowing technique provides also a higher flexibility than the SMI with grouping in the computations at the receiver. For instance, given the windowing matrix , one can start at a low number and compute the MSE only at the selected frequency to assure the minimum MSE at the subcarrier of interest. Then, we start increasing this number of used subcarriers. Due to the convex nature of the cost function, the MSE will decrease until the minimum is achieved (or a desired target). With this procedure, each individual subcarrier could finally use a different number of close frequencies so as to optimize the global performance in terms of BER.
Finally, analogous to (10) in the previous section, the received signal in the frequency domain during the data symbols ( ) is filtered as
The post-FFT received signal vector gathers the outputs at each OFDM symbol, which shall then be equalized.
IV. TIME DOMAIN APPROACHES
Although time processing is not widely deployed for OFDM systems, it implies at first having more available samples per antenna, e.g., rather than , 7 thus achieving a higher stability in estimations. Additionally, the number of parameters that shall be estimated are less. Because of all this, the performance is fairly better.
The time diversity receiver shown in Fig. 5 performs the beamforming as a filter bank, where the finite-impulse response (FIR) filter for each antenna has coefficients, i.e., and the filter vector is , thus, symbol after filtering in time domain is (22) where is the convolution matrix containing the samples from the antennas, i.e., , where (23) is shown at the bottom of the page.
The latency to obtain the first sample is the time corresponding to the first samples, i.e., the first sample is extracted when all the shift registers are full from samples from current OFDM symbol. For our concrete case it has been validated that the selected delay provides a good performance. After that, the CP is disregarded before the FFT demodulation, therefore, . In the sequel, the transmitted preamble in the time domain is gathered in the vector and the filtering matrix is , where for each antenna . Note that the last rows include some unknown samples from the first 7 This is always true as long as a CP is appended and not all the subcarriers contain useful data. In the worst case, the number of samples would coincide. received data symbol as the filtering is performed after an initial delay of samples.
A. Temporal SMI Approach
The SMI beamvector in the time domain minimizes the MSE between the filtered time samples and the transmitted symbols in the time domain, i.e., The computational load per beamformer is . It has the same form as the cost in the frequency domain, but this time the FIR filters contribute (factor ) and the number of available samples is rather than , which will imply a higher load due to the increase in the number of samples. On the other hand, as only one FFT block is needed now, the hardware complexity at the receiver lowers. Note that in this case no equalization is necessary as the transmitted symbols are recovered already in the time domain.
B. SMI-CP Method
The SMI-CP semiblind beamformer is computed for the whole burst, but taking now advantage not only from the preamble but also from the temporal redundancy of the CP during the data traffic. The previous SMI cost function is helped now by a blind part that helps improving the output temporal SINR, i.e., (26) (27) (28) where denotes the th block from the received signal matrix, i.e., one shall select the rows from matrix corresponding to the indices in the set . In this case, this would mean the first rows for block 0 and the last rows for block . The expectation operator in indicates that the estimation is performed during all the symbols from the burst, i.e., an average over the burst.
Note that since the noise and interferences are assumed to be uncorrelated, the optimum combiner obtained with the cost function selects only the signal that is exact in both time blocks, i.e., the desired signal [15] . In fact, this solution with the appropriate constraint maximizes the output temporal SINR. With these two parts, the SMI increases its output performance in terms of SINR due mainly to a higher stability in estimations, but requiring a higher computational load.
Taking derivatives of (26) with respect to the spatial filter, the solution is (29) where is the noise and interference covariance matrix. In fact, they are not known and shall be estimated thanks to all the symbols of the transmitted data as (30) where . The main advantages of SMI-CP versus SMI in the time domain are the following.
1) According to a typical HL/2 user burst of 50 OFDM symbols, more samples are taken into account, thus stabilizing the estimations of the covariance matrices, resulting in a higher output SINR [5] and, thus, lower BER. 2) If interferences appear after the preamble, they shall be cancelled by the SMI-CP beamformer as all the data of the burst is used in the computations of the covariance matrix. However, it should be noted that the main drawback of SMI-CP is that it would not work well in a situation where an interfering user had its OFDM symbols aligned with the desired user. In this case, they would both share the same cyclostationarity properties and, therefore, the beamformer would also consider the interference as part of the desired signal.
Finally, if the covariance matrices are assumed to be perfectly known, it can be easily shown that for high SINR, both the SMI and the SMI-CP solutions yield to the same beamformer. On the other hand, for low SINR, the difference is only a scale factor, which has no importance due to the equalization. The BER improvements showed in simulations are achieved due to practical issues, e.g., previous point 1). Equalization for this method is explicitly commented in the simulations part, Section VI.
V. CHANNEL ESTIMATION AND FREQUENCY EQUALIZATION
In order to compute the final BER, the frequency domain methods proposed in Section III require channel equalization, zero forcing in our case. In the specific case of WLANs, a simple channel estimate can be obtained by a classical least squares approach with a constraint on the channel temporal duration, fixed by the CP of the preamble ( ), see Fig. 2 . The cost function is
Similarly to (6), the matrix stacks the received symbols from all the useful subcarriers during the preamble in the frequency domain and the transmitted symbols of the preamble are contained in the matrix . The Fourier matrix is obtained by selecting the rows of corresponding to the useful subcarriers and its first columns. Taking derivatives with respect to the temporal channel matrix , the estimated frequency response is obtained as
Note that the projection matrix disregards the unused frequencies, thus, not taking into account the useless information. In other words, we are estimating less number of parameters with the same amount of data, i.e., rather than . The mapped symbols can then be recovered by equalization of the received signal in the frequency domain, i.e., , where denotes the estimated total response for subcarrier . For the useful subcarriers
where denotes the element by element division. The vector contains the estimated total channel coefficients, which is specified next for each approach.
A. SMI With Subcarrier Grouping
In this case, the frequency response vector for subcarriers in the th group for equalization in (33) is (34) where is formed by selecting the rows of corresponding to the indices in . The total response vector is formed by concatenating the responses from the groups.
B. Windowing Techniques
In this case, the total channel response is now computed on a subcarrier basis as (35) where is obtained selecting the th row of the estimated channel matrix . 
VI. SIMULATIONS
The simulated system corresponds to HL/2 [10] at a carrier frequency of GHz. It consists of a point IFFT/FFT, with a CP of samples, thus . The sampling frequency is 20 MHz.
are useful carriers, while the rest are padding zeros. The receiver includes a four-element uniform linear array ( ) with interelement spacing of 0.5 . Two randomly distributed cochannel interferences disturb permanently the desired user, causing a C/I range from 10 to 20 dB. The SNR is 20 dB. The terminals are moving at the maximum speed in HL/2 systems, i.e., 3 m/s, while the angular spread (AS) is 15 . The signal mapping for the data part is QPSK and no channel coding is implemented. There are OFDM symbols for the preamble, consisting of time samples with a CP of 32 samples. Simulations are conducted in order to evaluate the optimum subcarrier grouping and the optimum order of the FIR filters at the antennas for several deployment scenarios [4] . It is difficult to obtain closed expressions for these optimum values, because they depend on several parameters, e.g., the AS, the SNR, the C/I, the number of antennas, the Doppler spread, etc. The simulated environments [4] include a typical office environment, model A (Figs. 6 and 9 ) and large open spaces both indoor and outdoor, channels C (Fig. 7) and E (Fig. 8) , respectively. The main characteristics (maximum channel delay and root mean squared delay spread ) of these channels are summarized in Table I , together with the optimum values of both the filter lengths and the number of frequency beamformers for 50 transmitted symbols. First, Figs. 6-8 show that the performance improvement (more than 15 dB for the best algorithm in the worst case) of the algorithms with respect to the case of a single antenna decreases as the delay spread of the channel increases. This is due to the fact that ICI arises and especially the frequency domain algorithms degrade significantly their performance. However, the temporal SMI approach only worsens slightly due to the implicit equalization in the time domain, which mitigates almost all the effect of the ICI after the FFT. As figures show, the best performance in terms of BER is obtained, in any case, with the SMI algorithm in the time domain. The gain with respect to other algorithms is lower when in a short channel, but the gain increases significantly with longer channels (up to 5 dB).
Figs. 6-8 show also the bad performance of the single-tap spatio-temporal filter computed as the solution of (24). One reason is that with only one tap it is very difficult to remove ISI, especially in high-delay spread channels. It can be shown that with a single-tap temporal beamformer, the received signal in the frequency domain is a weighted sum of the frequency-domain signals at the antennas, i.e., where is the temporal weight for each antenna. This issue is of paramount importance in OFDM systems: the weights are designed in the time domain, with a MMSE criteria, without taking into account that the key parameters of the system are in the frequency domain. Then, in the time domain the weight vector tries to mitigate as much multipath as possible, but the residual ISI may cause ICI in the frequency domain. Furthermore, some effort might have been lost in subcarriers with a high SINR and in the null subcarriers. The weighted sum in the frequency domain will degrade the final BER when the frequency domain subchannels are close to zero. It can also be shown that this approach is equivalent to a single beamformer applied to the whole set of subcarriers, which does not work well either due to the frequency selectivity of the channel. If one wants to use a single-tap beamformer in the time domain, the MRC criteria is better suited, see the proposal in [3] .
To summarize, the main reasons why the optimum SMI in the time domain has much better performance than in the frequency domain are the following.
• More samples are available to estimate less number of parameters, thus improving their stability. Each beamformer in the frequency domain domain uses data from subcarriers, thus, samples are available to estimate parameters. In the time domain, one has samples to estimate the coefficients of the filters.
• In high-delay spread channels, SMI in the time domain mitigates the pernicious effects of the ICI due to the fact that the filtering is performed before the FFT. This means that the residual ISI exceeding the CP is eliminated. The algorithms in the frequency domain deal with the signal after the FFT block, which suffers from ICI if the channel has a high-delay spread. To show the first idea from the previous points, let us consider an example: in a channel A environment, each weight vector in frequency has samples to estimate four parameters. On the other hand, in the time domain one has samples to estimate coefficients. The ratio number of samples/parameters is higher in the latter case by a factor 2. In a channel E environment, the ratios are closer, but in this case the spatio-temporal processing mitigates the ISI in the time domain, thus, ICI does not appear in frequency (second point in previous list).
Let us now further comment on the frequency domain techniques. In this paper, several receiver diversity antenna array techniques have been evaluated. Although a proposal for frequency-domain improvement by windowing has been presented, note that it is not the only option. The performance of the post-FFT combining could also be improved by taking into consideration any other design constraints so as to increase the ratio available samples/parameters to estimate. On the other hand, one could also apply some preprocessing of the received OFDM signal at each antenna before the beamforming block in order to mitigate the ICI that arises in long channels due to the fact that the channel duration exceeds the CP, see, e.g., [16] and references therein. These options would introduce additional computational complexity but the performance gain might also be significant. Table I shows the optimum grouping and filter lengths for all the presented algorithms in the selected scenarios. The SMI approach in the frequency domain decreases the number of subcarriers that belong to the group as the delay spread of the channel increases, due to the fact that the coherence bandwidth of the channel is inversely proportional to the delay spread of the channel. The optimum number of filter taps is related to the temporal duration of the channel, thus, in channel "E" the number of filter taps is higher than in shorter channels. Note also that with a sample frequency of 20 MHz, the number of taps ( ) of the filters is consistent with the channel duration. For instance, the duration of the filter in model A is 350 ns, which corresponds to the maximum channel delay.
At this point, the modified techniques have to be commented. Not only the rectangular and triangular windows have been evaluated, but the performance of other traditional windows, e.g., Hamming or Hanning, almost coincide with that of the triangular shape. Note also that simulations have been conducted in order to obtain the optimum mean window length, so no per carrier optimization of the window has been performed. The windowing method outperforms the conventional disjoint grouping in more than 2 dB when using a triangular window that assigns a lower weight to the subcarriers far from the central one. On the other hand, the performance of the rectangular window is similar to the SMI with disjoint grouping allowing a higher flexibility in the design, i.e., always adjacent subcarriers are used. The triangular window uses less adjacent subcarriers as the delay spread increases, due to reduction in the coherence bandwidth of the channel. In the same way behaves the disjoint grouping.
In terms of total number of operations, the computational load of the time domain schemes is much higher than the frequency domain approaches as it is observed in Table II . The extreme case is the SMI-CP approach. On the other hand, they require only one FFT at the receiver side, which could have an impact on the digital signal processing (DSP) part of the receiver, especially with four antennas as it is the case.
Finally, the simulation to test the performance of the SMI-CP approach has been carried out in a different scenario as the aim is only to show the gain of this technique with respect to clas- sical SMI in the time domain. In this case, OFDM symbols are transmitted in a channel "A" environment and the AS has also been increased to 30 . The number of filter taps is set to the SMI optimum ( ). For this method, two equalization approaches are possible as commented in [15] : 1) the average of the total equivalent channel response during the symbols of the preamble and 2) an equalization using a moving pilots technique similar to the one proposed for the AM standard digital radio mondiale (DRM) [17] . It is shown in Fig. 9 that the SMI-CP method outperforms SMI in approximately 2 dB and an additional gain is achieved with the moving pilots technique. As stated before, the main drawback of this method is the extremely high computational load and delay constraints of our application or the higher complexity in the processing can make it unsuitable.
VII. CONCLUSION
The MMSE technique studied in this paper is the classical SMI and it has been shown that not only the traditional frequency domain beamforming is possible in OFDM systems, in concrete WLANs. In the post-FFT approach a subcarrier grouping specially designed for multicarrier transmission is presented, together with a windowing method that provides further flexibility and better performance with very slight superior computational load. However, temporal processing provides an additional performance gain, especially in channels where the maximum delay of the channel exceeds the CP. Additionally, the performance of the optimum SMI in the time domain is further improved if the CP redundancy of the OFDM signal is exploited in a semiblind manner.
