We create the first computationally tractable Bayesian statistical model for learning unknown correlation structures in fully sequential simulation selection. Correlations represent similarities or differences between various design alternatives, and can be exploited to extract much more information from each individual simulation. However, in most applications, the correlation structure is unknown, thus creating the additional challenge of simultaneously learning unknown mean performance values and unknown correlations. Based on our new statistical model, we derive a Bayesian procedure that seeks to optimize the expected opportunity cost of the final selection based on the value of information, thus anticipating future changes to our beliefs about the correlations. Our approach outperforms existing methods for known correlation structures in numerical experiments, including one motivated by the problem of optimal wind farm placement, where real data are used to calibrate the simulation model.
Introduction
Consider a decision-maker who must identify the best among a finite set of design alternatives with unknown performance values. Stochastic simulation is used to estimate the performance of an alternative. More simulation experiments will produce better estimates; however, these experiments are expensive and time-consuming, limiting the simulation budget. We must use this budget efficiently to maximize the quality of the final selection decision. In many applications, the simulation budget is comparable to, or smaller than, the number of design alternatives. However, there may be correlations between the underlying mean performance values. Correlations can potentially allow us to handle much larger problems: a single piece of information about one alternative can now be used to learn about other alternatives with "similar" values. However, these similarities can be difficult to quantify or guess heuristically. Consider the following examples:
1. Wind farm placement. Given a set of candidate locations for a new wind farm installation, we wish to select the one with the highest average power output. However, power output depends on volatile wind speeds and other physical factors like pressure gradient, frictional forces, wind currents, and topographical features. These factors are difficult to quantify, but simulation can be used to estimate the net result (Marmidis et al. 2008) . Physical and topographical similarities induce complex correlations between locations.
2. Logistics management. In an inventory routing problem with service choice, customers can request privilege for early delivery through bidding (Francis et al. 2006) . A service provider wishes to identify a set of requests whose total bid price exceeds the cost of deviating from the original route. Due to uncertainty in customer demand, travel times, and other factors, the cost may be subject to noise when a set of bids is implemented in the field. To solve this problem, we have to use the routing cost computed for one set of requests to infer the costs of other sets that contain one or more of the same customers.
3. Call center control. A call center administrator assigns agents in shifts to minimize average call waiting time. The administrator is uncertain about employee efficiency (Arlotto et al. 2010 ), making it difficult to determine the best assignment. Simulation can be used to test performances from different assignments. The performance of two different assignments will be correlated if the assignments involve the same agents.
Simulation selection procedures consist of a statistical model of the decision-maker's estimates of the performance values, and an optimization algorithm for choosing an alternative to simulate based on the current statistical estimates. In the classical literature on ranking and selection (R&S), estimates are constructed using frequentist statistics, and decisions are made using the indifferencezone (IZ) approach pioneered by Bechhofer (1954) ; see also Bechhofer et al. (1995) for an overview of classical results. IZ methods guarantee asymptotic lower bounds for the probability of correct selection (PCS), as long as the true underlying performance values are sufficiently far apart. The best-performing IZ methods include those by Nelson (2001, 2006a) and Hong (2006) . Numerous reviews and surveys are available, including Kim and Nelson (2006b) , Kim and Nelson (2007) , Hong and Nelson (2009) and Kim (2013) .
ods are able to handle problems where the simulation output has unknown and unequal variance.
However, most work on R&S typically makes independence assumptions on the estimates of performance values: under this assumption, a single experiment only provides information about a single alternative, making it difficult to handle large problems with a small simulation budget. Correlations have largely been studied in the context of common random numbers inside simulators; see Yang and Nelson (1991) and Nelson and Matejcik (1995) for IZ methods in this setting. Fu et al. (2007) considers this problem from the perspective of OCBA.
The present paper, however, uses the term "correlation" in a different sense. In the Bayesian setting, correlations can be used inside a distribution of belief as a measure of the inherent similarities or differences between alternatives (e.g., the geographical similarities between two wind farm locations). For instance, the literature on global optimization (Jones et al. 1998 , Huang et al. 2006 uses correlated beliefs (assumed to be correctly specified) to model the similarity between values of a continuous function at two points that are close together. Recently, Frazier et al. (2009) studied Bayesian R&S with correlated beliefs (Frazier et al. 2011 extends this analysis to include correlated simulation output), but also assumes that the correlation structure was correctly specified by the decision-maker. By contrast, we develop a model where the correlation structure is unknown, and has to be learned together with the performance values. Our model has the ability to correct inaccurate prior beliefs as new information arrives. If the simulation output is correlated, we can also learn that correlation structures provided that some prior information about it is available. To our knowledge, Chick and Inoue (2001a) is the only work on Bayesian R&S to consider unknown correlation structures.
Bayesian R&S procedures rely on conjugate prior distributions on the unknown model parameters in order to maintain computational tractability. The Wishart distribution is a well-known conjugate prior for an unknown covariance matrix, assuming that we can simultaneously observe the performance of every alternative. See e.g. Cheng and Currie (2004) or Biller and Corlu (2011) for applications of the Wishart distribution in simulation metamodeling and input uncertainty.
However, in fully sequential R&S, we only sample from one alternative at a time. There is no standard conjugate prior for this problem, although the statistics community has made several attempts to create one; see Kadane and Trader (1988) , Dominici et al. (2000) or Triantafyllopoulos (2008) for examples. Unfortunately, these models either present computational difficulties in an R&S setting or cannot extract information about multiple alternatives from a single scalar observation. Chick and Inoue (2001a) resolves this problem by imposing restrictions on the sampling procedure: the simulation budget is allocated equally among a certain subset of alternatives.
We propose a different approach, where we have the flexibility to simulate any one alternative at any time. Although our prior is not exactly conjugate, we create an optimal approximation of conjugacy by minimizing the Kullback-Leibler divergence between the true posterior and the normal-Wishart distribution, leading to a computationally efficient learning model. The approximate model enables us to derive a new VIP that generalizes previous procedures on R&S with known correlations. We establish intuitive analogies between the new model and classical statistical results on unknown sampling variance. We also show that, all else being equal, information has greater value when the correlation structure is unknown, making it important to consider this uncertainty when allocating the next simulation experiment. This paper makes the following contributions: 1) We create a new Bayesian model for simultaneously learning unknown means and unknown correlations in fully sequential R&S. 2) We derive a new VIP for ranking and selection with unknown correlation structures. The new procedure intuitively generalizes VIP for R&S with known correlations, with the additional ability to incorporate the decision-maker's uncertainty about the correlation structure into decision-making. 3) We prove that the value of information is greater when the correlation structure becomes unknown. We also argue that the incremental information loss from a single application of approximate Bayesian inference eventually vanishes, and that the approximate Bayesian model is stable. 4) We provide numerical results to show the value added by learning unknown correlations. In particular, we study a version of the wind farm placement problem using real data.
The rest of the paper is organized as follows. In Section 2, we present our statistical model and analyze its theoretical properties. In Section 3, we describe the proposed policy and examine some computational issues, followed by numerical experiments in Section 4. Finally, Section 5 concludes the paper. A preliminary version of this work, outlining the approach without the full technical analysis, appeared in the Proceedings of the Winter Simulation Conference (Qu et al. 2012 ).
Learning Unknown Correlation Structures
Let {1, 2, · · · , K} be a set of alternatives. Let Y be a multivariate normal random vector in R K with mean µ = (µ 1 , · · · , µ K ) and covariance matrix Σ. Our goal is to discover the alternative x with the largest underlying mean µ x . Assuming that Σ is invertible, we define R = Σ −1 to be the precision matrix of Y. For ease of computation and presentation, we will work with the precision matrix instead of the covariance matrix throughout this paper.
The vector Y describes the behavior of K alternatives, all observed concurrently. We suppose that both µ and R are unknown. Letŷ x represent the simulation output of the behavior of the xth alternative. The sampling distribution ofŷ x given µ and R is univariate normal with the following probability density function
where e x = (0, . . . , 1, . . . , 0) is a K × 1 vector, with 1 at the xth component, and 0 at others. The prime denotes transpose.
We allow the precision matrix R to be non-diagonal, implying correlations between components of Y. As the rest of this section will show, when µ and R are both unknown, a set of beliefs about R will induce correlations between our beliefs about different components of µ, implying similarities and differences between alternatives. We can expect that a single observationŷ x should also provide some information about other alternatives that are correlated with x. However, the nature of this information is not clear as the correlation structure is unknown.
Learning from complete observations with normal-Wishart distributions
Taking the Bayesian viewpoint, we view the unknown mean vector µ and the precision matrix R as a random vector and a random matrix, respectively. In accordance with the Bayesian approach, we assume that our prior knowledge about these unknown quantities is reflected by a prior distribution, which we write as
The precision matrix R is assumed to follow a Wishart distribution parametrized by a scalar b 0 and a K × K matrix B 0 . The conditional distribution of µ given R is multivariate normal with mean vector θ 0 and precision matrix q 0 R, where θ 0 is a K vector and q 0 is a scalar. The probability density function of the Wishart distribution (see e.g. Gupta and Nagar 2000) is given as
with a normalizing constant Therefore the joint prior distribution of µ and R is
The Wishart distribution has the property that
. The matrix B 0 can be viewed as a generalized "sum of squares". If the prior parameters are constructed from historical data (known as a "first-stage sample" in Chick and Inoue 2001a), the diagonal entries of B 0 will be the sums of squared deviations of the first-stage observations from their means. The scalar b 0 is analogous to the size of the first-stage sample, so that
is precisely the empirical covariance matrix constructed from the first-stage data. The parameter q 0 is also analogous to a sample size; if first-stage sampling is used,
q 0 will be the covariance matrix of the sample mean µ.
If our distribution of belief at stage n is normal-Wishart, and our next observation is the entire 
is another normal-Wishart distribution with parameters
This is known as the conjugacy property of the normal-Wishart distribution. Conjugacy allows us to represent a distribution of belief with a finite, small number of parameters, which can be easily updated after each new observation. It is convenient to denote these parameters by the notational
, representing the state of our beliefs at time n.
If we are able to observe the entire vector Y n+1 (also known as a "complete observation"), the decision-maker's objective can be easily formulated as follows. Let (Ω, F, P) be an appropriate probability space, and define a filtration F n , where F n is the σ-algebra generated by the first n observations Y 1 , ..., Y n . Then, θ n = E(µ|F n ) intuitively represents our time-n beliefs about µ. We wish to find
where N is the simulation budget. The maximum inside the outer expectation in (6) represents the decision-maker's implementation decision: at time N , we will select the alternative that appears to 
Learning model for scalar observations
As is common in fully sequential ranking and selection, we now suppose that at stage n we sample from alternative x only, with an observationŷ , can be written as
After decomposing the posterior distribution in (7) into the conditional posterior distribution of µ given R and the marginal posterior distribution of R, we observe that the conditional distribution of µ given R is multivariate normal, but the marginal distribution of R is no longer a Wishart distribution.
Computational difficulties arise from here. Equation (7) suggests that the conjugacy property of the normal-Wishart distribution is lost if we can no longer observe the entire vector Y n+1 .
Conjugacy of the prior distribution is necessary in order to build a computationally tractable learning model and develop efficient sequential decision procedures that make sampling choices based on a small set of belief parameters. In what follows, we force conjugacy using the density projection technique. To be precise, by minimizing the Kullback-Leibler (KL) divergence, we find the best approximation for the posterior distribution in (7) from the normal-Wishart family. The posterior distribution is then replaced by its normal-Wishart approximation, and the decisionmaker's beliefs are assumed to be normal-Wishart after each successive observation.
Let ξ(µ, R) be a distribution from the normal-Wishart family with parameters (q, b, θ, B) such
Define D n KL (ξ p n+1 ) to be the Kullback-Leibler (KL) divergence between ξ(µ, R) and
), which is given by 
the set of parameters that projects (according to KL divergence) the normal-Wishart distribution onto the true posterior in (7).
We first give a closed-form expression for (8), and then solve (9). We briefly sketch the proof of the solution, but readers are referred to the Appendix for the complete details.
where ψ(x) = d ln Γ(x)/dx is the digamma function and C is some constant that does not depend on the parameters of ξ.
Theorem 1. There exists a finite value ∆b n s.t. the solution to (9) can be expressed as
Proof: Taking derivatives of (8) with respect to the parameters and applying matrix calculus, we obtain
Setting (14) - (17) to zero and solving, we notice that (10) follows immediately from (14). However, (15)- (17) are more difficult to solve because each equation depends on multiple parameters. We denote the change in degrees of freedom by ∆b n ≡ b n+1 − b n . Then we can derive (12) and (13) as functions of ∆b n . Finally, we compute ∆b n itself (see Remark 2 for a discussion).
Using the Sherman-Morrison-Woodbury formula (see e.g. Golub and Van Loan 1996) , we can rewrite (12) without using inverse matrices as
The most crucial aspect of (18) is that a single scalar observation is now used to update the entire posterior mean vector through the matrix B n . Similar behavior occurs in the Kalman filter-like update used by Frazier et al. (2009) in the case of known correlation structures. In that setting, the updating equation incorporates both the variance of the current belief and the known variance of the observations. However, when the correlation structure is unknown, the matrix B n is used to estimate both types of variances.
Equations (10)- (13) allow us to conveniently represent and update a joint distribution of belief about µ and R using a finite number of parameters, which can be compactly encoded in the belief state S n . We can now connect the mechanism of approximate Bayesian inference back to a formal objective function. Recall from Section 2.1 that the sampling model is defined on a probability space (Ω, F, P), where P is the law of the process S n . By the Kolmogorov extension theorem (Cinlar 2011), there exists an alternate probability measureP under which the assumptions of the approximate Bayesian model hold: that is, the observationŷ n+1 x can be viewed as the xth component of a multivariate normal random vector Y n+1 , whose mean and covariance are unknown and follow a normal-Wishart distribution with parameters (q n , b n , θ n , B n ). Essentially, approximate Bayesian inference replaces P byP, so that (µ, R) given F n is normal-Wishart with parameters obtained through KL minimization.
We use the notation EP(·) for expectations under the probability measureP. Given a measurement budget of N , the experimenter chooses a measurement policy, which is a function x π mapping a Article submitted to Operations Research; manuscript no. (Please, provide the manuscript number!) belief state S n to an alternative x π (S n ) ∈ {1, . . . , K}. Under the probability space (Ω, F,P), the policy makes measurement decisions sequentially. As before, F n is the σ-algebra generated by all the decisions made in the first n stages, as well as the observations collected. Let π be a measurement policy. The notation E π indicates that the expectation is taken when the measurement policy π is applied. We also define Π as the set of measurement policies. The challenge is to choose a measurement policy π for allocating the simulation budget one measurement at a time, and our objective can be written as
As in (6), the maximum in (19) represents the decision-maker's implementation decision to select the alternative that seems to be the best at time N . However, unlike (6), equation (19) now contains the optimization problem of choosing a policy π, i.e., a sequence of measurement decisions.
We close our discussion of the learning model with several remarks on the interpretation of the model parameters. The approximate updating equations (10)- (13) are intuitive generalizations of the conjugate update in (2)- (5). For example, in (5), the squared error matrix (
) is used to update B n . In (13), the full matrix is not available, so the update uses the scalar
2 to update all covariances between x and other alternatives.
Remark 1. The parameter q n in the prior distribution is intended to be a reflection of prior precision relative to the sample size that is tunable by the researcher or practitioner to reflect his/her prior confidence. Recall from (2) that, when we have complete observations, this parameter is always increased by 1. By analogy, if we only collect information about one out of K alternatives, q n is increased by 1/K.
Remark 2. Although one might expect b n to behave in the same way as q n , this is not exactly the case. The parameter b n increases by 1 when we have complete observations. However, when we sample from only one alternative, the increment ∆b n actually depends on (q n , b n ,ŷ n+1 x , θ n x , B n xx ). The quantity ∆b n does not have a closed-form expression, but can easily be obtained numerically via a bisection procedure or Newton's method on the interval [0, 1]. We have also observed in our numerical experiments that the optimal values of ∆b n appear to be smaller than 1/K and approach 1/K asymptotically over time.
Remark 3. Note that the computational complexity of the updates (10)- (13) 
to that of the conjugate updates for R&S with known correlations; see equations (2.22) and (2.23)
in Powell and Ryzhov (2012) . The number of iterations of the bisection method needed to compute ∆b n within a fixed, pre-specified tolerance level does not depend on K. However, the effort needed for a single iteration of the bisection method is O(K), since the terms in (15) have to be recomputed when different values of ∆b n are considered.
Predictive distribution of the next observation
Given the prior distribution on the unknown parameters, the distribution ofŷ n+1 x represents the decision-maker's beliefs about the next observation (assuming that alternative x will be measured).
For this reason, it is known as the predictive distribution. In Section 3, we introduce a policy that uses the predictive distribution to look ahead to the outcome of a simulation decision. In preparation for this discussion, we now present the predictive distribution for the normal-Wishart model under the approximate Bayesian learning scheme of Section 2.1. That is, we assume that the decision-maker's beliefs at time n are represented by a normal-Wishart distribution whose parameters are contained in the state S n , and use this assumption to characterizeŷ
For completeness, we provide the definition of the multivariate t-distribution (Kotz and Nadarajah 2004) .
distribution with ν degrees of freedom, mean vector µ, and correlation matrix V if its joint pdf is given by
The predictive distribution ofŷ
follows from the following two lemmas.
Lemma 1. Suppose that (µ, R) follows a normal-Wishart distribution with parameters
Then the predictive distribution of a complete observation Y n+1 is a multivariate t-distribution with b n − K + 1 degrees of freedom, mean vector θ n and correlation matrix
It can be verified that
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Integration with respect to µ and R yields
This shows that Y n+1 has a multivariate t-distribution with degrees of freedom b n − K + 1, mean vector θ n and correlation matrix
Lemma 2. The predictive distribution ofŷ
which is a univariate Student's t-distribution with b n − K + 1 degrees of freedom, mean θ n x and variance
Proof: This result follows by combining Lemma 1 together with results in Section 1.10 from Kotz and Nadarajah (2004) .
Using the predictive distribution found in (20), we can derive another expression for the updating equation of θ n in (18). Define
Then, (18) can be rewritten as
where T n has a Student's t-distribution with b n − K + 1 degrees of freedom, mean 0 and scale parameter 1.
At time n, the vector θ n+1 of future beliefs is unknown. However, we see from (21) that our uncertainty about this vector originates from a single scalar random variable. This is in line with previous work on ranking and selection with known correlation structures (Frazier et al. 2009 ),
where the scalar random variable is normally distributed. When the correlations are unknown, we use Student's t-distribution, forming a precise analogy to classical frequentist statistics. 
Information loss due to approximate Bayesian inference
The KL divergence D n KL (ξ p) can be thought of as the incremental information loss incurred by forcing conjugacy after the (n + 1)st observation, under the assumption that our beliefs at time n are accurately represented by a normal-Wishart distribution. This section shows that, under the probability measureP, the incremental information loss converges to zero in probability as n → ∞. That is, if conjugacy is maintained up to time n, the error due to a single application of approximate Bayesian inference at time n + 1 will become vanishingly small for large enough n.
This result is intended to provide the intuition that, over time, the learning model with scalar observations bears greater resemblance to a conjugate learning model. As in Section 2.3, we assume that the decision-maker's beliefs at time n are represented by the normal-Wishart distribution.
We begin by showing in Proposition 2 that the degrees of freedom parameter b n goes to infinity, eventually leading to the result that the incremental loss from one additional observation vanishes to zero.
Proposition 2. If b 0 is sufficiently large, then ∆b n ∈ (0, 1)P-a.s. and b n → ∞ as n → ∞.
The fact that the degrees of freedom parameter b n goes to infinity is a key to the other results in this section. We next show several preliminary results concerning the updating equation for B n .
Proposition 3. Let
n xx converges to zero inP-probability.
If we view the updating equation (13) from the viewpoint of stochastic approximation, then the quantity M n x B n xx can be considered as the stepsize. Since the stepsize converges to zero, this guarantees that the change in the matrix B n will not be too large.
We will provide two propositions related to the determinant and the trace of the matrix B n .
Instead of checking the matrix B n componentwise, these two results provide the changes in the determinant and the trace analytically, which are useful for studying the asymptotic behavior of the matrix B n .
Proposition 4. The determinant of B n is updated recursively through
Proposition 5. The next lemma finds the limit of a sequence of expressions involving the gamma and digamma functions. The limit will appear repeatedly in the proof of our main results later.
Lemma 3. For any α, β, γ ∈ R,
We now state the key theorem. As the number of measurements goes to infinity, the KL divergence converges to zero in probability. This suggests that the incremental information loss incurred by forcing conjugacy vanishes.
Theorem 2. As n → ∞, the KL divergence D n KL (ξ n+1 p n+1 ) converges to zero inP-probability.
Proof: The constant C omitted in Proposition (1) can be given explicitly as
Following Propositions 4 and 5, the terms in (24) and (25) can be simplified as
As b n → ∞, it is easy to show that
Also, we can show that
This suggests that the sum of (24), (25) and (26) approaches zero as n → ∞. Using Lemma 3, we can show that both (27) and (28) go to zero as n → ∞. It is easy to check that (29) approaches zero as n → ∞. It follows from (13) that
which is easily shown to converge to zero. This completes the proof.
Stability of approximate Bayesian model
In this section, we investigate the asymptotic behavior of the belief parameters (q
under the probability measureP. The main result is that the estimates of the mean values, noise variances, and variances of the sample means obtained through (10)- (13) haveP-a.s. limits. In particular, the quantity
, which represents our uncertainty about the value µ x , vanishes to zeroP-a.s. This result is not the same as statistical consistency of the posterior, which is largely an open problem for approximate Bayesian inference (see Kim 2002 , Pati et al. 2014 , for some recent work in this direction) and thus outside the scope of this paper. However, it can be interpreted as a form of stability for the learning model, guaranteeing that our estimators of the quantities of interest do not diverge.
The behavior of the parameter b n is again crucial to the analysis. We first show that ∆b n exceeds 1 K infinitely often (the proof is given in the Appendix). The behavior of ∆b n around 1 K relates to the intuitive notion of b n as a sample size (analogous to q n , which is always updated by
Empirically, we have observed that ∆b n appears to converge to
However, for the remaining results in this section, we require a stronger assumption on b n , namely that the reciprocal 1 b n is uniformly square-summable. This happens e.g. if ∆b n converges to 1 K uniformly.
Assumption 1. There exists a constant C < ∞ such that
We now present the main limiting results on the stability of the approximate Bayesian model. is aP-submartingale that convergesP-a.s.
Proof: Let y be any alternative. Taking the conditional expectation of (13), we obtain
showing that increasing. However, we can also derive
Now observe that
whence the expected value of the infinite product in (32) represents our uncertainty about the true value µ x of x. However, it immediately follows from Proposition 6 that this uncertainty converges to zeroP-a.s.
Finally, we observe that the sequence of estimates of the performance values also has aP-a.s.
limit, demonstrating the stability of the system in (10)-(13).
Proposition 7. The process (θ n ) convergesP-a.s. and in L 1 to a finite limit.
Proof: It is sufficient to show that (θ n ) is a uniformly integrable martingale (Theorem V.4.5
Cinlar 2011). The martingale property follows immediately from (18). To prove uniform integrability, we show that (θ n ) is bounded in L 2 . First, for any y, observe that
which leads to the desired result. The third line is due to Lemma 2, while the supremum in the last line was shown to be finite in the proof of Proposition 6.
The Value Of Information
Value of information procedures allocate the simulation budget by evaluating the potential of new observations to improve the current estimate of the best value (see Chick 2006 for a survey). The information potential is defined in terms of the expected difference in the estimated objective value before and after the next observation occurs. We do not know exactly how an observation of alternative x will change our beliefs about the best alternative, but we can compute an expectation over the predictive distribution in (21). In this way, we can "look ahead" to the random outcome of the next observation, attempting to anticipate the results before we see them. If we sample from alternative x at time n and collect observationŷ n+1 x , the value of information is defined as
where E n is the conditional expectation taken with respect to the decision-maker's distribution of belief at time n, and x n denotes the alternative measured at time n.
Note that the predictive distribution of θ n+1 depends on q n , b n and B n only through the vector s n from (21). As a result, the expected value of information can be rewritten as Once again, (33) assumes that the decision-maker's beliefs are represented by a normal-Wishart distribution at each time step. In practice, the normal-Wishart distribution is an approximation of the true posterior beliefs, updated using (10)-(13). By using this approximation to represent our uncertainty, we can solve (33) in closed form, leading to a computationally efficient procedure.
We introduce a fully sequential policy called Projected Learning of Unknown Correlations with
Knowledge Gradients (PLUCK). The PLUCK policy chooses an alternative by computing
We now show how the value of information can be computed exactly underP.
Computation of the Value of Information
To compute the expected value of information, we start by defining a function h : R → {1, 2, . . . , K} as h(t) := max(argmax
The function h tells us which alternative is the best among {1, 2, · · · , K} in the sense of having largest value of a i + b i t given T m = t. The largest index is chosen if multiple alternatives tie. Instead of calculating V(a, b, m) directly, we notice that
and rewrite a h(Tm) + b h(Tm) T m as a telescoping sum,
Using standard techniques (see Section 5.3 of Powell and Ryzhov 2012), we can find a non-
To continue the computational procedure, we need an analytical form for the tail expectation of a univariate Student's t-distribution. Denote the pdf and cdf of a standard Student's t-distribution with m degrees of freedom as g m (·) and G m (·), respectively. We can easily rewrite
It also can be shown ) that
With this analytical form for the tail expectation, the value of information can be expressed as
We note that (35) has the same computational complexity as the analogous VIP for R&S with known correlation structures (Frazier et al. 2009, Powell and . The breakpoints c i can be computed in O(K log K) time. Repeating this for every alternative yields O(K 2 log K). Just as in the learning model of Section 2.1, we can account for unknown correlations for a comparable computational cost.
Monotonicity of the Value of Information
The value of information calculated in (35) depends on the degrees of freedom m of the Student's t-distribution. Lemma 2 shows that in the nth stage, the predictive distribution of the new observationŷ x follows a univariate Student's t-distribution with degrees of freedom m = b n − K + 1. The parameter b n is updated through (11) and increases as the PLUCK policy collects information.
The relationship between the value of information and the degrees of freedom is summarized in the next theorem. 
Let g m (t) and g n (t) be the probability density function of Student's t distributions with m and n degrees of freedom, respectively. There exists c
on [c * , ∞) and g m (t) > g n (t) on [0, c * ). We will consider two cases:
20
It follows from (i) and (ii) that for any |c i | > 0,
Therefore the value of information decreases in the number of degrees of freedom.
Theorem 4 suggests that the value of information decreases as the degrees of freedom increase, with all else being equal. In other words, the same information, under the same estimated means and covariances, is less valuable when we have already accumulated many other observations. This leads to an interesting comparison with earlier work on R&S with known correlations. It is a wellknown result that T m converges weakly to a standard normal random variable as the degrees of freedom m goes to infinity. Recall that, when the correlation structure is known, we calculate a version of (33) using a standard normal random variable; see (5.16) in Powell and Ryzhov (2012) .
Theorem 4 implies that, given the same estimated means and conditional covariances, the value of information is inherently higher when the correlations are unknown. That is, a single measurement provides more information when we are learning both means and covariances.
In general, since the estimates θ n and the uncertaintiess(S n , x) are measured in different units (one is an economic quantity, the other is a measure of confidence on the error in that quantity), it is difficult to provide general results on the weight assigned to one vs. the other. A standard property, inherited from conjugate models, is that V(θ n ,s(S n , x), m) is increasing in each component of θ n x (all else being equal, we prefer higher-valued alternatives to lower-valued ones). Furthermore, in conjugate models, the value of information converges to zero for all alternatives as n → ∞. From the results in Section 2.5 and from (21), it follows thats(S n , x) → 0P-a.s., but we additionally requires(S n , x) to be uniformly integrable in order to obtain V(θ n ,s(S n , x), m) → 0.
Numerical Experiments
We present experimental results demonstrating the value added by learning unknown correlations using PLUCK. Throughout this section, we considered six policies: the PLUCK policy, the correlated KG (CKG) policy in Frazier et al. (2009) , a sequential modified version of proportional to variance (PTV) policy, a sequential OCBA (SOCBA) policy designed for opportunity cost in He et al. (2007), a Greedy policy and the LL policy with linear loss in Chick and Inoue (2001a) . We briefly explain the distinctions between the remaining policies below.
Both PLUCK and CKG are designed to sample sequentially, with CKG assuming a known covariance structure and using a conjugate Bayesian learning model. This comparison allows us to see the value added by incorporating unknown correlations into our decision-making. The PTV and greedy policy are also sequential, and make simulation decisions at time n in the following ways: PTV policy chooses the alternative with the highest variance; the greedy policy chooses the alternative arg max x θ n x . For both of these methods, we use our approximate Bayesian learning model in (10)- (13) to update our beliefs about the alternatives. This comparison allows us to see the value added by using the PLUCK policy to make decisions, in addition to the value of learning unknown correlations. The SOCBA policy represents a leading methodology in simulation selection, and is designed to find the highest-valued alternative, but does not consider any form of correlation. Lastly, the LL policy of Chick and Inoue (2001a) , named there as OC crn:h, first screens out a subset of alternatives, then allocates the simulation budget equally among the rest.
This structure allows a conjugate normal-Wishart prior to be used, with the drawback that the policy often samples alternatives that do not provide a lot of useful information. The LL policy can also be extended to allow multiple screening stages; however, this approach works best with large sampling budgets. In our experiments, we consider problems where the simulation budget is comparable to the number of alternatives, making it difficult to run LL for more than two stages.
Wind Farm Placement Example
Our study is based on the wind farm placement problem mentioned in the introduction. For the purpose of these experiments, we use the wind speed at a location as a stand-in for power output.
We have access to simultaneous wind speed data for each candidate location, which allows us to evaluate the performance of our policy in terms of how well we could have done. Practical applications of sequential simulation in wind farm placement use complex physics-based models incorporating factors other than wind speed, thus necessitating the use of sequential simulation.
For our purposes, the public availability of wind-speed data allows us to create a realistic test setting for the PLUCK algorithm. We used hourly wind speed data (Cosgrove et al. 2003) Assuming for the purpose of this example that all the wind turbines can be placed in the right direction, we focus on the magnitude of the wind speed, which is defined as √ u 2 + v 2 . The objective is to select the location with the highest wind speed over a set of 64 locations.
We considered four separate instances of this problem, with each instance using data from a different region: Kansas, Washington, Iowa, and Oklahoma. All regions have had a high percentage of wind power generation, or a large amount of wind capacity installed, in recent years. In each instance, there are 64 alternatives (candidate locations) to choose from, situated on an 8 × 8 grid (the areas of these grids range from 3500 to 4500 square miles) within the region.
In each instance, we accessed 1800 days of data. First, we applied a standard deseasonalization procedure in MATLAB using a 13-month moving average. Then, we used the deseasonalized data to estimate the mean vector µ and precision matrix R of a multivariate normal distribution. These parameters were then used as the "true" underlying sampling distribution inside our simulator. In the nth stage of sampling, a policy first selects an alternative x n ∈ {1, ..., 64} and then observeŝ y n+1 x n ∼ N (µ x , (e x R −1 e x ) −1 ). However, no policy is allowed to see the parameters µ, R directly.
It is critical to collect information efficiently when the decision-maker's prior beliefs are inaccurate or misleading. To show that the PLUCK policy is particularly effective in such a situation, we used only 10 days of data to create a prior for which the location that appeared to be the best was quite different from the true best location. Each policy was given a budget of N = 200 measurements to learn about the locations. Table 1 gives the final opportunity cost for each policy, defined as
after N measurements for each policy π, averaged over 500 sample paths. Lower opportunity cost suggests that a policy selects an alternative closer to the best. The PLUCK policy outperforms errors. The LL policy is omitted from these figures because it allocates simulations in batch rather than sequentially, by dividing them uniformly across any alternatives that were not screened out.
The opportunity cost for PLUCK tends to decrease over time. For CKG, sometimes there is a degradation in performance at the beginning. We conjecture that this behavior arises because CKG poorly on all cases, and performance of the PTV policy differs dramatically among cases.
We also considered a different set of experiments in which results were averaged across multiple priors constructed from a small sample of wind speed data. Overall, we found that PLUCK still outperformed the competition, with the caveat that all policies were more heavily affected by the initial degradation in performance (the early iterations needed to get a handle on the true correlation structure).
We make two interesting observations from the experimental results. values, whereas CKG and PTV are still stuck on beliefs that resemble the prior. Observe that both PLUCK and CKG measure the true best alternative in the upper-left corner almost equally often.
However, the statistical model used by PLUCK provides more accurate posterior beliefs, leading to a better implementation decision. The LL policy performs poorly and the identified best is far away from the true best. Also, its batch structure allocates many samples to alternatives that do not provide a lot of useful information.
Finally, we considered a version of this experiment in which observations were generated from the real data, rather than from a calibrated model. As before, 10 days of data were used to create priors for the policies. Then, observations for different alternatives were bootstrapped from the full set of 1800 days. Figure 4 compares PLUCK and the other policies in this setting.
All policies exhibit noisier performance than in Figure 4 , but PLUCK generally outperforms the benchmarks. There are some insightful differences between Figures 1 and 4 . First, the CKG policy, which assumes a known correlation structure and achieves the second-best performance in Figure   1 , actually yields the worst performance nearly all of the time on the real data. This suggests that,
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Post. Mean Using LL Averaged opportunity cost for experiments based on real data in practice, it is quite risky to treat an unknown correlation structure as if it were known; for the same reason, more value is added by learning those correlations adaptively. Correlations seem to play a greater role with the real data than with the simulated data.
By contrast, the PTV policy, which always measures the alternative with the highest variance, consistently achieves the second-best performance on the real data, and may occasionally be competitive with PLUCK, which we did not observe in Figure 1 . Both PTV and PLUCK use our proposed approximate Bayesian model for adaptively learning the correlation structure, so PTV also benefits from this ability. Furthermore, when the posterior pairwise correlations (represented by the matrix B n ) are strong, the value of information calculated by PLUCK is more heavily influenced by the posterior variances. This is because the xth component of the vectors n is increasing in B n xx . If most of the pairwise correlations are large, the xth component ofs n will also contribute more to the value of information relative to the other components, and alternatives with large Table 2 Final opportunity cost and standard errors for the queue selection and network selection problems posterior variance will have higher value of information. In that case, PLUCK itself will begin to behave more like PTV, and measuring high-variance alternatives will generally be a more effective strategy.
A Single-Server Queue Selection Problem
In simulation, correlations may be induced by common random numbers. However, it is important to keep in mind that correlated beliefs reflect inherent similarities or differences between alternatives, even when the actual simulation output is completely independent. The following example demonstrates that correlated beliefs can enhance performance even when no correlations are present in the simulation output.
Consider 20 i.e., the one with the largest expected waiting time. System 1 is the worst, having the smallest service rate. However, this is unknown to the administrator. A single replication is obtained by running a queue until 1000 customers have been served, then averaging their waiting times.
Observe that, due to the structure of the problem, the performance of queues i and j will exhibit greater similarity if |i − j| is smaller. Thus, even though these queues function independently, our beliefs about their performance can be correlated. In this example, we assume that we do not know the problem structure, but we can use an empirical covariance matrix computed from a small sample of observations to initialize our prior distribution, and use PLUCK to improve on this prior.
We used a small sample of 10 replications to initialize the prior, and compared PLUCK, CKG, PTV, LL, the sequential OCBA policy, and the greedy policy across 1000 macroreplications. Table 2 gives the final opportunity cost, using the Pollaczek-Khinchin formula to compute the true expected waiting time for a queue. Figure 5 shows the performance of PLUCK in two cases, one where the prior matrix parameter B 0 is diagonal ( Figure 5(a) ), and one where B 0 is computed from small-sample empirical covariances ( Figure 5(b) ). We see that, although the queues function independently, PLUCK can leverage correlated beliefs to learn much more quickly than the other Comparing averaged opportunity cost in M/G/1 queue selection problem policies, especially in the early stages. The PTV and CKG policies are indistinguishable most of the time (both lag behind PLUCK and gradually catch up over time), while the greedy and OCBA policies work poorly in this experiment. To summarize, this experiment suggests that we are learning the similarities between alternatives, enabling us to discover the optimal solution more quickly even with no actual correlation in the simulation output.
3-Station Jackson Network
Consider a classical 3-station open Jackson network shown in Figure 6a , where the interarrival times and service times follow exponential distributions. Let λ be the total external arrival rate to the system, and let µ j represent the service rate at station j. Upon completing service at station i, a job leaves the network with probability p i0 or is routed to station j with probability p ij .
The goal of the administrator is to minimize the average time spent by customers in the system subject to a constraint on the overall service rate. Suppose that all the available agents can achieve an overall service rate of 3 for stations 2 and 3. Consider 10 different assignments where the service rate at station 2 is 1 + 0.1i, i = 1, 2, · · · , 10. The performance of different assignments will exhibit correlation due to similarities in the service rates. We chose λ = 0.5 and the routing probability Numerical experiment on a three-station Jackson network been served). We compared PLUCK, CKG, PTV, LL, the sequential OCBA policy and the greedy policy, where each policy is given a sampling budget of 50. The true expected times in the system for different assignments are computed analytically. The final opportunity costs averaged over 500 sample paths are shown in Figure 6 (b), and Table 2 gives the final opportunity cost. The PLUCK policy again outperforms all the other policies.
Conclusion
We have presented the first computationally tractable statistical learning model for fully sequential ranking and selection with unknown correlation structures. The model uses approximate Bayesian inference to represent and update our beliefs about unknown performance means and unknown covariances using the normal-Wishart distribution. We have also derived a value of information procedure that anticipates new information about both the true values and the true correlations when allocating simulations. Previous work in this area has required known correlation structures, an assumption that is likely to be violated in many applications. We relax this assumption, but retain the ability to learn about multiple alternatives from a single observation, for the same computational cost as the known-covariance case. We believe that our work offers a useful way to tackle large learning problems with difficult correlation structures, and opens up new applications for Bayesian optimal learning.
Appendix. Proofs

A. Proof of Proposition 1
Proof: First notice that the posterior distribution in (7) can be written as
.
Then the KL divergence is given as
where (36) can be computed as
the term in (37) can be computed as
Article submitted to Operations Research; manuscript no. (Please, provide the manuscript number!) and the term in (38) can be computed as
Notice that p(ŷ , which is not a function of µ and R, so (39) doesn't depend on the parameters of ξ. The proof then follows from equations (40), (41) and (42).
B. Proof of Theorem 1
Setting (16) to zero, we obtain
solving for θ n+1 and it yields (12).
Setting (17) to zero and multiplying B n+1 from left and right, we obtain, 
The matrix B n+1 shows up in both sides of (43). We will show how to derive updating equations for all entries in the matrix B n+1 .
Consider B 
The following result from (44) Let ∆b n = 0 in (15), we can show that for any > 0, there exists sufficiently large b n such that the first term is less than . We also observe that
Since (15) is a continuous function of ∆b n on [0, 1], we know that ∆b n ∈ (0, 1), whence b n has a limit by the monotone convergence theorem. In the following, we will prove that b n goes to infinity by contradiction. Assume that there exists M < ∞ such that b n converges to M . This suggests that ∆b n converges to zero. Taking the limit of (15) as n goes to infinity yields,
From Lemma 2, the predictive distribution ofŷ 
As q n → ∞,
whence (45) can be rewritten as
where l(T n ) is a function of the random variable T n . Since b n → M , the random variable T n converges weakly to a Student's t-distribution with M − K + 1 degrees of freedom. That means that (47) cannot hold almost surely. Therefore, we conclude that the degrees of freedom b n goes to infinity as n → ∞.
D. Proof of Proposition 3
Proof: First note that 
F. Proof of Proposition 5
Proof: Multiplying (17) by B n+1 from the left yields
Taking trace on both sides, it gives 
