Abstract. Paper is based mainly on [11] . We generalize its thesis to constant elasticity model, which own previously used Black-Schoels model as a special case. The Goal of this article is to find optimal hedging strategy of European call/put option in illiquid environment. We understand illiquidity as a non linear transaction cost function depending only on rate of change of our portfolio. In case this function is quadratic, optimal policy is given by system of 3 PDE. In addition we show, that for small ǫ costs of selling portfolio in time T be important (O(ǫ)) and shouldn't be neglected in Value function (o(ǫ k )-our result).
Introduction
Problems with liquidity concerns people as long as the very basic concept of money, although most of models of option pricing still does not take into account this phenomena properly, without neglecting others. Great impact of liquidity on, non only option, pricing was shown in e.g. [8] [7] . During last decades there appeared numerous proposal, addressing this problem. Some of them assume direct, permanent effect of agent's actions on asset prices (e.g. [6] ), but more include only temporal effects like in [13] [11] . Most authors from the second group tend to agree, that the the average price of each unit of asset is a convex function of quantity of bought or sold asset, with minimum at 0. Typically this function is assumed to be exponential [13] or quadratic [11] with good results. The second function could be seen as a Taylor polynomial of degree two for the first function [13] . Whatever of this functions is used, even short burst of great volatility may generate huge liquidity cost for hedging investor. Thus in pricing options with illiquidity cost, modeling volatility is crucial. In this papier we tried to merge the model of illiquidity costs proposed in [11] and Constant Elasticy of Variance (CEV in short, Cox, 1975) . CEV model is generalisation of Black-Schoels, improved by allowing non-zero correlation between observed price and volatility. In practice the price drops are connected with greater volatility in the near future, as a consequence of price and volatility are negatively correlated [2] . Popular name of this phenomena is leverage effect. CEV model however exhibits purely in short horizon. Intuitively, there are other than price factors affecting volatility. One may go even further and try to use SABR model, however calculations are becoming hideous very fast and in some points different, more advanced technic is required, due to exogenous volatility process. The main difference to case considered here is the appearance of new variable σ -volatility in HJB equation and accordingly changed infinitesimal generator L (see e.g. [14] for L for SABR). In CEV model asset price dynamic is given by stochastic differential equation: (1) dS t = µS t dt + S 1+γ t σdW t where µ and σ are playing the same role as their counterparts in BlackSchoels model. Parameter γ describes how volatility reacts on low and high asset price.
1.1.
Assumptions. We will focus on the case of γ < 0, since many empirical evidences [4] [1] [2] have shown that the relationship between the stock price and its return volatility is negative. However we must assume γ ≥ − 1 2 . For simplicity we assume, that µ = 0. It can be done by constantly discounting data by constant, known from beginning µ = 0. New S t is old S t e −µt . Data processed in this way will fit to µ = 0 case. The last result may be easily obtained by simple applying Ito Lemma. Basic assumptions are taken from [11] . Let us assume, that liquidity cost is proportional to asset price with constant (l(·), l : R → R + ) depending only on number of units sold or bought (h t ). We also assume, that price change connected with liquidity is temporal and market almost immediately goes back to its equilibrium i.e. S t before my deal. Therefore the cost of buying h t units in moment t and market price S t is:
Similarly total cash flow of realizing strategy h t , t ∈ [t 0 , t 1 ] is given by:
This idea mimics stock's exchange mechanism, where every bid is processed as set of bids on one share. Because every bid is matched with best remaining opposite offer, our following bid will be matched with worser opposite offer than previous one. In formal language l() is strictly convex and it has exactly one minimum -in 0. For sake of simplicity we assume, that l(0) = 0 and l() is differentiable. This implies, that l ′ () is increasing (convexity). The cost of illiquidity during realization of strategy h t , t ∈ [0, T ] with stock prizes S t , t ∈ [0, T ] is given by integral:
The number of shares in portfolio in time t we denote by H t . Previously introduced denotes remain in following relationship with this one:
Too prove any meaningful results we must make some assumptions on H. We require:
The first assures value of portfolio H will not become too big, which is also expected cost of buying this portfolio without cost of illiqudity. The second says not to change portfolio too quickly (infinite illiquidity cost). Both conditions are quite natural (they are required only to prove, that solution of final HJB PDE will be true value function). Hedging strategies in different classical models fulfill similar conditions. The set of all dynamics h of H, which fulfill our assumptions, will be called H. Let x 0 be initial cash value. Classic (without cost of illiquity) value of entire portfolio in time t is denoted as ξ t . It does not include cost of illiquidity to avoid additional complications. ξ t is given by formula:
We want to hedge a option, which pay G(S T ) at T . Its price q(S, t) at t is assumed to be a expected value of payment at the end. It is also value of self-financing arbitrage strategy (without illiquidity cost). This relationship might be expressed as partial differential equation (infinitesimal generator in CEV):
where:
We denote θ t as self-financing strategy (θ t = ∂q ∂S ) in perfectly liquid environment. This will be the base for our strategy in illiquid environment. In order to prove later results (that HJB solution is a value function), we must assume, that θ t is bounded as follows:
Last result -fact, that V is Landau small o of ǫ k requires additional assumption:
This assumption holds for European call/put options in CEV model (see formula for prizing European options in [3] ).
Value function and HJB equation.
Clearly ξ t perfectly fitting to option's price is cautiously, rapidly changing strategy. This results in huge cost of illiquidity. To minimize the cost of iliquidity, we should pick constant h t ≡ 0. However this strategy is pointless from point of view of hedging. To achieve satisfying results in terms of hedging and cost of liquidity the author of [11] propose minimization of:
We will try to minimize this expression as well. We must point out, that our last result says basically, that for very small illiquidity cost (small ǫ) cost of selling portfolio in time T shouldn't be neglected. In this form it is hard to handle, thus it need a transformation into more appropriate form. We use the Ito formula and the Ito isometry:
We could omit a factors independent of chosen strategy. It does not change optimal strategies, so we will minimize just ψ. We must point out, that constants like H 0 still appear in ψ in hidden form, because
h s ds. Finally our cost function V (H, S, t) for HJB equation is given by:
We remark absence of S T -dependant factor in 9, thus final condition in Hamilton -Bellman -Jacobi equation is V (H, S, T ) = 0. Equation itself:
This equation is quite long, to simplify notation we will use operator L, defined in 5.
h still is a function of time, as V is function of time, initial share price, initial numer of shares. For the sake of simplicity we omit all this variables, everywhere we can. We noticed, that stochasticity has disappeared and we deal with deterministic partial differential equation. It is possible to go further with general l(·), but it causes the appearance of a convex conjugate in partial differential equation, which can not be handled easily. For this reason we pick simple strictly convex l(·) with simple convex conjugate. Now we will try to calculate it as function of values S, H, t and values of function V . This will allow us to substitute h in equation above and, as a result, we will get some PDE in standard form to solve.
2.1. Calculating h. Let's take a look at a previous equation, it poses only two terms dependant of h: Sl(h) we hV H . Without any assumptions on h it can be calculated as infimum in previous equation over every S, H, t, V .
We can rewrite 10 equation by using the convex conjugate of −f :
Equation is hard to solve in general, so we will take particular l to simplify calculations. We are considering V H as a known for a moment and we assume differentiability of l. To calculate above infimum, we will use necessary condition for extremes for differentiable function. Since l is also strictly convex and hV H is convex their sum is strictly convex and this condition is also sufficient.
of strictly convex function must be increasing and have Darboux property, thus must be continuous and injective. If inverse function of derivative exist, it is also increasing and continuous. To assure existence of inverse function to derivative, we assume surjectivity of derivative. Logical choice (for l ′ ) of easily invertible, continuous function is affine function. l has minimum at 0, so l ′ (0) = 0. Only affine functions, which fulfil this condition are linear ones. Also l(0) = 0, so l must be of form:
It is easy to proof, that this function satisfies all assumption imposed on l.
3. Derivation and solution of final PDE.
By using 11 we get the following:
(12) h = − V H Sǫ After substituting this to equation 10 we obtain:
The appearance of quadratic forms of V H only and linear by another derivatives suggests, that V might be dependent only quadratically on H. This supposition turn out to be true. Suppose:
for some a, b, c C 2 functions according to S variable and C 1 in t. Now, equation 13 assumes form:
Let us recall terminal condition from HJB ∀ H,S : V (H, S, T ) = 0. It implies the following conditions:
By comprising factors at different powers of H we get system of equation:
If we have a solution a of equation 15 equation 16 will be easy by using technique analogous to Feynman-Katz representation. Similarly we would process with 17 by using b in the same manner.
Term a 2 is rather problematic to deal with. For this reasons, one a we consider as a known and the other one as a requested. This reasoning lead us to the auxiliary PDE:
If a is solution of this PDE and is equal to a then a is also a solution of 15. Let us assume that a ≥ 0.
3.1. Integrability of analogue of Feynman-Kac representation for auxiliary PDE for a. To solve the auxiliary PDE 18 we will use reasoning similar to the Feynman-Katz representation. We can not use it directly since S 1+γ is not Lipschitz function. We will calculate solution as in Feynman-Kac formula, but we will prove its properties directly. This results in a equation:
All terms are non-negative, continuous, thus a is also non-negative (possibly infinite). We must show, that right side of the equation is finite. Since exponent is always non-positive, whole exponential term is smaller than 1.
We can use Tonelli's theorem to interchange expected value and Lebesgue integral signs, if resulting equation is finite.
S u is CEV process, so its density is given by equation below [12] . We will use original notation (only γ will remain unchanged), because expressions are quite long.
Now we can transform raw moment E(S 2+2γ u ) into form of integral:
This transformations are used in the detailed calculation of CEV European prising formula (more precisely C 1 term) in [5] . This integral is 
n moment as a n-th derivative of M at t = 0. In this point 1 − 2t terms are equal 1 and exp( ncpt 1−2t ) = 1. Thus n moment is polynomial of order n of variable df and ncp. Coefficients are γ deepened only. If
−1 is not integer, we still can use some bigger integer and Holder inequality, r > 1 −2γ
Every polynomial of degree n can be majored by some constant C (e.g. sum of absolute values of polynomial coefficients) multiplied by absolute value of highest order term |x| n plus 1. In our case x is non negative and absolute value can be dropped. We will slowly return to our old notations. For
−1 integer we get:
Let us remind, that k includes time variable, which is important from our perspective. Terms like γ, σ we add to new constant C ′ .
Finally:
Right side is finite (polynomial are easily integrable), thus assumptions of Tonelli theorem are fulfilled. Careful reader my noticed that using Holder inequality provide similar result.
is also finite and so is our candidate for auxiliary PDE solution:
3.2. Solving PDE for a, b and c. We check if following function (integrable) is indeed a solution of auxiliary PDE.
This function is t-differentiable, due Lemma 7.3.2 [10] . We denote
du. First of all let us calculate derivative of X t Z t (it is well defined):
We are using Dynkin's formula to a(t, S) to get L( a(t, S)):
Thus a = E(Z t |S t = S) is solution of auxiliary equation 18. 
where α suffices following terminal condition:
To simplify notation we won't repeat |S t = S part below. It should be in any equation involving equation inside of P si and analogous of Feynman-Katz representation. It is clear, that Ψ(·) ≥ 0. We construct sequence recursively:
We noticed, that Ψ is non-decreasing:
Since arguments of Ψ are functions, inequality on the left side must hold for all arguments of x, y, like for the right side. We must point out, that if the left side inequality is strict on some set of non zero Lebesgue measure, right side inequality is strict. By repetitive using this inequality we get:
and
a (2n) is increasing, a (2n+1) decreasing and:
The last two inequalities may be proven by mathematical induction (all in one go). Induction step is just using 20 twice. a (2n+1) is decreasing and bounded from below by 0. Therefore this sequence must have a limitā. Similarly a (2n) is increasing and bounded by any term of a (2n+1) , so also byā. Because of this, a (2n) have a limit a and a ≤ā. Due to Monotone Convergence Theorem we have Ψ(ā) = a andā = Ψ(a).
We recall terminal condition a(S, T ) = 0 and inequalityā − a ≥ 0. By using this two and the above equation, we obtainā = a. Therefore we have at least one solution. Intuitively there should be only one solution for hedging problem. It comes to be true, what we will prove briefly. We suppose, there is someã solution of PDE and fixed point of Ψ. Becauseã = Ψ(ã), alsoã ≥ 0. We recall, that Ψ is non-decreasing, therefore:
Again, we use mathematical induction for n.
For a (2n) , a (2n+1) let's take limit as n goes to infinity. At this point we use again Monotone Convergence Theorem to achieveā =ã.
We can use analogous of Feynman -Katz representation for b and c as we did for a in auxiliary PDE, due to condition on θ 6. There are no essential difference in profs, so we will skip them. Results are as follows:
3.3. Solution of HJB PDE is true Value Function. Exponential functions, their sums, compositions and integrals are smooth (C ∞ ), thus a, b, c are smooth. Therefore V = H 2 a+Hb+c is also smooth (on H variable too).
We have unique solutions a, b, c, which also fulfil same kind of condition 6. put on θ. It can be shown directly from above equations. Entire exp(..) is bounded by 1 from the above and non negative. θ and σ 2 S 2+2γ u also fulfills this condition and integrals over finite interval (due to Holder inequality) preserve this condition. Moreover, if we use a (2n) or a (2n+1) instead of a we achieve upper and lower bonds for b and c. It follows from 21. and monotonic nature regarding a (one could prove it in the same way we did for Ψ) of the equations for b and c. Let us recall equation for V (H, S, t) 9:
Clearly, for any h ∈ H and H connected to it following inequality holds:
Now, we use 3 (condition for being in H):
and condition on θ 6:
If we sum up all these conditions and inequality above, we have process V (H t , S t , t) bounded by uniformly integrable martingale. In fact conditions condition for being in H was needed only to ensure that these integrals exist and are finite. Strategies with infinite integrals won't achieve infimum, because constant strategy has finite integrals. Thus in fact we find infimum over larger set. From Ito lemma following process is local martingale plus non decreasing term (DoobMeyer decomposition):
This process is connected with sequence of stoping times τ m approaching T , which reduced stopped local martingale to martingale. Due to non decreasing term we have inequality between this stopped by τ m Y t at 0 and at T (τ m ∧ T = τ M , because τ m ≤ T and τ m ∧ 0 = 0, because τ m ≥ 0):
Let us note V (T, H T , S T ) = 0 from its definition. As τ m approaches T integrals monotonically approaches (in L 1 ):
We show that optimal control h always exists and V solve HJB equation uniquely in set of appropriately smooth C n on each variable, then V must be a true value function.
Bounds of the function V
Let us remind definition of value function V (9):
All terms are nonnegative, thus the function V is bounded from below by 0. Infimum over all h must be smaller than value for a any particular h, thus value of above equation with a chosen h is upper bound of V . In this moment we could write down this h and calculate this bound, but we want to show a some intuitive reason to choose this one.
4.1. Intuition behind choice ofh. HJB equation for our problem is following 10:
The term L(V ) describe change of expected value of the function V in time.
In ideal case this term is a 0 or at least very small. We will assume L(V ) = 0 this for a moment. Additionally we substitute l(h) = ǫh 2 2 into the equation.
We find theh in the same way as previously the h:
Quadratic functions are convex, so they have one extremum and it is minimum. we calculate derivative of term inside of a argmin in respect toh.
If we use this one we will obtain term V 2 H in PDE later. To avoid problems we have encounter earlier, we will use HJB equation (in assumed in this section form, not true one) again. After substituting ah, it looks as follows:
Thish will be used to calculate upper bound.
Upper bound.
We calculate value V of strategyh by substituting to original equation 8:
Let us remind:
Main problem with determining limiting behavior of V regardless to ǫ lies in H ν , as it contains ǫ in hidden form. In order to get rid of a problematic term we different terms below integral, build and solve SDE given in that way and finish calculations. Let us define Y t as follows:
Before we start calculating dY t is important to calculate a derivative of θ(ν, S ν ) = 
dµ)dν
where C(H, S, t) is given by initial condition. In our problem:
C(H, S, t) = σS 1+γ (θ(t, S) − H)
We rewrite equation 22 in Y t notation. This equation does not contain H ν , so will skip conditional expectation regarding H t = H. To simplify notation we will skip S t = S part as well. First term is integral regarding temporal variable and its integrand is non negative, thus we can neglect exponential term with negative exponent,
For similar usage of (iterated) Ito-isometry see [9] .
