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Introducción
La historia de la humanidad está salpicada de numerosos episodios catastróficos que han deter-
minado cambios importantes en las ubicaciones de los asentamientos urbanos, así como, migra-
ciones o modificaciones en los usos del territorio. Gran parte de estos episodios tienen su origen
en los movimientos sísmicos que suceden en la corteza terrestre y en los procesos que desencade-
nan. En algunas ocasiones son mayores los desastres originados por los fenómenos que a su vez
genera un terremoto que los efectos de propio movimiento sísmico.
Una de las catástrofes más antiguas y mejor documentadas que ilustran este tipo de fenómenos,
es la que sucedió en la isla de Thera -actualmente denominada como el archipiélago de Santorini,
en el mar Egeo- alrededor del año 1627 a.C. y que dañó muy seriamente la civilización minoica, con
importantes consecuencias en la isla de Creta, núcleo cultural de aquella sociedad. El desplome en
la caldera de un volcán, generó un colapso del conjunto montañoso de una magnitud ingente. La
precipitación secuenciada sobre la superficie del mar de semejante volumen de rocas y piroclástos,
produjo una sucesión de tsunamis que impactaron sobre la costa adyacente en el interior de la
bahía, causando la práctica destrucción de cuantas infraestructuras existían en el litoral. El tren
de olas así generado podría haber alcanzado alturas entre 14 y 18 metros, lo cual supondría que
las aguas ascenderían hasta cotas de 50 metros de altura en las zonas acantiladas.
Esta primera referencia de un tsunami tan complejo, nos sitúa en un escenario relacionado con
dos posibles fuentes tsunamigénicas: los colapsos o avalanchas de gran cantidad de rocas sobre
la superficie del mar, y los terremotos originados en los niveles superiores de la corteza terrestre
en regiones marítimas o próximas al mar.
Otros episodios más recientes nos trasladan a Sumatra, Chile y Japón. Quizás el más violento
y desolador ha sido el tsunami que originó el terremoto de Honshu (11/3/2011) y que sacudió
la costa de Japón cebándose particularmente en torno a la ciudad de Fukushima. El seísmo de
mayor magnitud, 9 en la escala de Richter, se produjo a las 05:46 horas en un punto localizado
a 177 km de la costa, y a 32 km de profundidad en la corteza del archipiélago japonés. El
tren de olas que generó el movimiento sísmico alcanzó los 14 metros de altura, desplazándose
a gran velocidad y cargándose de sedimentos marinos, lo cual incremento considerablemente su
capacidad destructiva.
Ante la inexorable ocurrencia de este tipo de fenómenos naturales, ha surgido la imperiosa
necesidad del ser humano de adaptarse al medio en el que habita, a veces hostil. Esto le ha
obligado a tener que comprender los mecanismos que los genera y así poder mitigar sus efectos
devastadores. Es precisamente, en este punto, donde losmodelos matemáticos juegan un papel de-
terminante y la simulación numérica mediante ordenadores se ha convertido en una herramienta
de predicción extremadamente potente y, en ocasiones, precisa.
ix
x Introducción
Este trabajo se enmarca dentro de un proyecto más ambicioso y que tiene como objetivo
fundamental la puesta a punto de modelos matemáticos que permitan simular la generación y
propagación de tsunamis en geometrías reales.
La percepción subjetiva que tenemos los seres humanos sobre el fenómeno de los tsunamis,
consiste en la irrupción de un frente de olas de grandes dimensiones que se desplazan a gran
velocidad en dirección a las costas, que tienen una gran capacidad destructiva y que suceden
siempre después de un gran terremoto. Es más, algunos medios de comunicación acostumbran
a utilizar, indistintamente, el término maremoto y el de tsunami, aunque ciertamente no tienen
ninguna relación con las mareas. En realidad, la palabra tsunami deriva de un vocablo japonés
que significa “ola de puerto”.
tsu (puerto) nami (ola)
La diferencia entre las olas de tsunami (de traslación) y las ondas que se producen en la
superficie de mares y océanos (de oscilación) es, principalmente, el origen de unas y otras. El
mecanismo que dispara los tsunamis es, principalmente, la dinámica de la corteza terrestre, de
forma que a un fuerte desplazamiento vertical en el fondo marino le sucede un colapso en la
superficie marina que genera una onda de traslación, que desde el primer momento que se genera
tiene rozamiento con el fondo marino, ya que la ola afecta a toda la columna de agua. Por otro
lado, el oleaje que se produce en la superficie del mar está ocasionado por la intervención de
vientos, corrientes y mareas.
La energía que acumula un tsunami es muy superior a la que posee un fuerte oleaje en momentos
de tormentas. Esta energía se propaga desde el foco que haya provocado el tsunami, a lo largo
de toda la columna de agua, de manera que cuando las olas alcanzan la costa, disminuyen la
velocidad de propagación, al tiempo que incrementan su altura. Cuando un tsunami se acerca a
la costa parte de la energía cinética que posee, se transforma en energía potencial mediante un
aumento en la altura de la onda y una ralentización de su movimiento.
Cuatro son los mecanismos que se proponen de forma básica para explicar cuál puede ser el
origen de los tsunamis: un movimiento tectónico asociado a un fuerte terremoto, una importan-
te erupción volcánica, un deslizamiento de tierras y el impacto de un meteorito procedente del
espacio. En este trabajo estamos interesados en la simulación de tsunamis generados por desliza-
mientos del terreno. Concretamente, vamos a considerar un modelo unidimensional de dos capas
de tipo Savage-Hutter para la simulación de avalanchas y propagación de tsunamis. Este sistema
resulta de simplificar el modelo introducido en 2008 por Fernández et al. en [27] y que puede
escribirse como un sistema de leyes de conservación con productos no conservativos y términos
fuentes:
(S) wt + F (w)x +B(w)wx = S(w)σx + SF (w),
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donde la incógnita w(x, t) toma valores en un abierto convexo de O de Rm, F es una función
regular de O en Rm, B es una función matricial de O en Mm×m(R), S y SF son funciones de O
en Rm y σ(x) es una función conocida de R en R.
Uno de los objetivos de este trabajo es el diseño de un esquema numérico que permita aproximar
de forma fiable las soluciones del sistema (S). En general, los métodos numéricos para la resolución
de estos sistemas hiperbólicos no conservativos deben satisfacer las siguientes propiedades:
- Deben propagar y capturar correctamente las discontinuidades que pueden aparecer en la
solución a lo largo de la simulación. Es bien sabido que este tipo de sistemas suelen generar
discontinuidades en tiempo finito, aún partiendo de condiciones iniciales regulares.
- Los esquemas numéricos deben ser bien equilibrados (well balanced): en los casos donde
existan soluciones estacionarias no triviales deben resolver estas soluciones, o al menos
algunas de ellas, con una enorme precisión. En otro caso, podrían aparecer oscilaciones
espúrias en situaciones estacionarias o casi estacionarias.
En el caso de la primera propiedad, la presencia de productos no conservativos añade varias
dificultades tanto desde el punto de vista de la definición del concepto de solución débil como del
desarrollo de esquemas numéricos. Así, la presencia de discontinuidades hace que los productos
no conservativos no tengan sentido en el marco de la teoría de distribuciones. En esta memoria
repasaremos el concepto de solución débil introducido por Dal Maso LeFloch y Murat (véase
[24]) y de esquema camino-conservativo introducido por Parés (véase [59]). El marco teórico
introducido en [59] permite desarrollar de forma general esquemas numéricos para problemas no
conservativos y estudiar sus propiedades de bien equilibrado.
En esta memoria abordaremos el diseño de esquemas numéricos para leyes de conservación con
productos no conservativos y términos fuentes basados en resolvedores de Riemann aproximados.
En particular, consideraremos el esquema de Roe (véase [66] y [76]) y el esquema IFCP, intro-
ducido por Fernández-Castro-Parés (véase [28]) proponiendo su extensión a un sistema general
del tipo (S).
Un segundo objetivo es la validación práctica del modelo resultante. Para ello se realizarán
varios experimentos numéricos y se compararán con datos experimentales de laboratorio.
La organización de esta memoria es la siguiente:
▸ En el Capítulo 1 se presentan los fundamentos teóricos necesarios para el diseño de esquemas
numéricos de volúmenes finitos para sistemas hiperbólicos de leyes de conservación con
términos fuentes y productos no conservativos. Se repasan los conceptos de solución débil
de este tipo de sistemas y el de esquema numérico camino-conservativo introducido por
Parés en [59], que será fundamental para el diseño de esquemas para el sistema (S).
▸ En el Capítulo 2 se aborda diseño de esquemas numéricos para el sistema (S) basados en
resolvedores de Riemann aproximados. En particular, se considera el esquema de Roe y el
esquema IFCP. El esquema IFCP fue introducido por Fernández-Castro-Parés en [28] para
aproximar las soluciones del sistema de aguas someras bicapa. En esta memoria considera-
mos su extensión a un sistema general del tipo (S), probándose además que el esquema es
linealmente L∞ estable bajo la condición CFL usual.
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▸ En el Capítulo 3 se describe, en primer lugar, el modelo utilizado para la simulación de
tsunamis y se describe de forma detallada el método numérico resultante de aplicar el es-
quema IFCP, prestando especial énfasis a la descripción de la discretización de los términos
que parametrizan la fricción. Se prueba que el esquema resultante preserva de forma exacta
un conjunto relevante de soluciones estacionarias de (S).
▸ En el Capítulo 4 se presentan algunas aplicaciones prácticas y se comparan con datos
experimentales de laboratorio.
▸ En el Capítulo 5 se enumeran las conclusiones extraídas del trabajo realizado, así como
alguna de las líneas de investigación a seguir.
La versión digital de esta memoria incluye las simulaciones numéricas realizadas con el modelo
matemático implementado.
Capítulo 1
Preliminares
1.1. Introducción
En este capítulo introduciremos los aspectos teóricos relacionados con los sistemas hiperbólicos
de leyes de conservación con términos fuentes y productos no conservativos. En particular, estos
sistemas pueden ser vistos como casos particulares de sistemas hiperbólicos no conservativos.
Utilizaremos la teoría introducida por Dal Maso, LeFloch y Murat en [24] para definir el concep-
to de solución débil de este tipo de sistemas. Presentaremos el concepto de esquema numérico
camino-conservativo, introducido por Parés en [59], y abordaremos también el concepto de es-
quemas bien equilibrados. Todo ello con el objetivo de sentar las bases teóricas que permitan el
diseño de esquemas numéricos que aproximen las soluciones de estos sistemas.
Consideremos el sistema de ecuaciones en derivadas parciales de primer orden cuasi-lineal
(1.1.1) Wt +A(W )Wx = 0 x ∈ R, t > 0,
donde W (x, t) toma valores en un abierto convexo Ω de RN , y W ∈ Ω ↦ A(W ) ∈MN×N(R) es
una aplicación regular localmente acotada. Supondremos que el sistema (1.1.1) es estrictamente
hiperbólico, es decir, para cada W ∈ Ω, A(W ) tiene N autovalores reales y distintos λ1(W ) <
. . . < λN(W ), con autovectores asociados R1(W ), . . . ,RN(W ). Supondremos además que para
cada i = 1, . . . ,N , el campo característico Ri(W ) es o bien genuinamente no lineal:∇λi(W ) ⋅Ri(W ) ≠ 0, ∀W ∈ Ω,
o bien linealmente degenerado:
∇λi(W ) ⋅Ri(W ) = 0, ∀W ∈ Ω.
Un caso particular de (1.1.1) son los sistemas de la forma
(1.1.2) wt + F (w)x +B(w)wx = S(w)σx,
donde la incógnita w(x, t) toma valores en un abierto convexo de O de Rm, F es una función
regular de O en Rm, B es una función matricial de O en Mm×m(R), S es una función de O en
Rm y σ(x) es una función conocida de R en R (en particular, podemos tomar σ(x) = x). En
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efecto, si añadimos a (1.1.2) la ecuación
(1.1.3) σt = 0,
podemos reescribir el sistema en la forma de (1.1.1):
Wt +A(W )Wx = 0,
donde W es el vector aumentado
W = [w
σ
] ∈ Ω = O ×R,
y A(W ) es la matriz de orden (m + 1) × (m + 1) cuya estructura por bloques es:
A(W ) = [ A(w) −S(w)
0 0
] ,
siendo
A(w) = J(w) +B(w),
donde J(w) es el Jacobiano de F :
J(w) = ∂F
∂w
(w).
Asumimos que la matriz A(w) tiene m autovalores reales y distintos
λ1(w) < ⋯ < λm(w)
con autovectores asociados rj(w), j = 1, . . . ,m. Si ninguno de estos autovalores es cero, (1.1) es
un sistema estrictamente hiperbólico: A(W ) tiene m + 1 autovalores
λ1(w), . . . , λm(w),0,
con autovectores asociados
Ri(W ) = [ri(w)0 ] , i = 1, . . . ,m; Rm+1(W ) = [A−1(w)S(w)1 ] .
Evidentemente, el (m + 1)-ésimo campo característico es linealmente degenerado y, por sim-
plicidad, asumimos que éste es el único, siendo los otros genuinamente no lineales. Las curvas
integrales del campo linealmente degenerado están dadas por el sistema de ecuaciones diferen-
ciales
(1.1.4)
dW
ds
= Rm+1(W ).
1.1.1. Soluciones débiles
A fin de introducir la noción de solución débil para sistemas no conservativos, recordemos en
primer lugar cómo se define para problemas conservativos:
(1.1.5) Wt + F (W )x = 0.
Como es bien sabido, dada una solución débilW de (1.1.5), el término F (W )x debe entenderse
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como una distribución. Esto no ocurre, sin embargo, para el producto no conservativo A(W )Wx:
en el caso en que una solución débil W de (1.1.1) presente discontinuidades no se puede dar
sentido a dicho producto como distribución. No obstante, siguiendo la teoría desarrollada por
Dal Maso, LeFloch y Murat en [24], es posible dar una definición rigurosa de solución débil
para el problema (1.1.1) que generaliza el concepto de solución débil para sistemas de leyes de
conservación. Para ello, los productos no conservativos se interpretan como medidas de Borel,
cuya definición requiere la elección de una familia de caminos en el espacio de fases.
En el caso particular de una solución débil de (1.1.5) regular a trozos, dado t > 0, la distribución[F (W (⋅, t))x] se define de la siguiente manera:
(1.1.6)⟨[F (W (⋅, t))x], φ⟩ = ∫
R
F (W (x, t))xφ(x)dx +∑
l
(F (W +l ) − F (W −l ))φ(xl(t)), ∀φ ∈ D(R),
donde la derivada que aparece en el término integral de la última expresión debe entenderse
en el sentido clásico; el índice l de la suma corresponde a las discontinuidades existentes en la
solución; xl(t) es la posición en el instante t de la l-ésima discontinuidad;W −l yW +l , los límites de
la solución a la izquierda y a la derecha de la l-ésima discontinuidad en el instante t; y finalmente,D(R) representa el conjunto de funciones de clase C∞(R) y soporte compacto.
La distribución [F (W (⋅, t))x] puede ser interpretada como una medida de Borel cuya descom-
posición de Lebesgue es µa + µs, donde µa viene dada por:
µa(E) = ∫
E
F (W (x, t))x dx
para cada conjunto de Borel E, siendo F (W (x, t))x la derivada puntual, y
(1.1.7) µs =∑
l
(F (W +l ) − F (W −l )) δx=xl(t),
donde δx=a es la medida de Dirac en x = a.
Dado un conjunto de Borel E, denotaremos su medida mediante:
(1.1.8) ⨏
E
F (W (x, t))x dx = µa(E) + µs(E).
La idea clave para generalizar esta interpretación de soluciones débiles reside en expresar
cualquier diferencia de flujos F (WR)−F (WL) en términos de la matriz jacobiana J (W ) mediante
la introducción de un camino arbitrario Φ(⋅;WL,WR) ∶ [0,1]↦ Ω tal que:
Φ(0;WL,WR) =WL; Φ(1;WL,WR) =WR;
de la siguiente manera:
F (WR) − F (WL) = ∫ 1
0
J (Φ(s;WL,WR))∂Φ
∂s
(s;WL,WR)ds.
Esto nos permitirá definir el producto no conservativo A(W )Wx para funciones regulares a
trozos de nuevo como una medida, cuya parte regular se calcula integrando la función A(W )Wx
y cuya parte singular resulta de sustituir las diferencias de flujo en (1.1.7) por integrales de línea,
como veremos a continuación.
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La herramienta básica empleada en la teoría desarrollada en [24] para interpretar los productos
no conservativos como medidas es una familia de caminos, definida como sigue:
Definición 1.1.1. Una familia de caminos en Ω ⊂ RN es una aplicación localmente de Lipschitz
Φ∶ [0,1] ×Ω ×Ω↦ Ω
tal que:
Φ(0;WL,WR) =WL y Φ(1;WL,WR) =WR, para cada WL,WR ∈ Ω;
para cada conjunto acotado arbitrario O ⊂ Ω, existe una constante k tal que
∣∂Φ
∂s
(s;WL,WR)∣ ≤ k∣WR −WL∣,
para cada WL,WR ∈ O y cada s ∈ [0,1];
para cada conjunto acotado O ⊂ Ω, existe una constante K tal que
∣∂Φ
∂s
(s;W 1L,W 1R) − ∂Φ∂s (s;W 2L,W 2R)∣ ≤K(∣W 1L −W 2L∣ + ∣W 1R −W 2R∣),
para cada W 1L,W
1
R,W
2
L,W
2
R ∈ O y cada s ∈ [0,1].
Una vez elegida una familia de caminos Φ en Ω, el producto no conservativo puede interpretarse
como una medida de Borel en (L∞(R×R+)∩BV (R×R+))N , denotada por [A(W )Wx]Φ. Dada
una solución débil W de (1.1.1) regular a trozos, la medida de Borel correspondiente al producto
no conservativo se define como:
(1.1.9) ⨏
E
A(W (x, t))Wx(x, t) dx = ∫
E
A(W (x, t))Wx(x, t) dx+
∑
l
(∫ 1
0
A(Φ(s;W −l ,W +l ))∂Φ∂s (s;W −l ,W +l )ds)δx=xl(t).
que, obviamente, generaliza a (1.1.8), donde E es un conjunto de Borel. En la igualdad anterior,
la expresión Wx de la primera integral representa de nuevo la derivada puntual de W (⋅, t); xl(t),
la posición de la l-ésima discontinuidad de W en el instante t; y W −l y W +l , los límites de W a
la izquierda y a la derecha de la l-ésima discontinuidad en el instante t.
Obsérvese que la medida puede descomponerse como una suma µΦa + µΦs donde:
µΦa (E) = ∫
E
A(W (x, t))Wx(x, t)dx,
para cada conjunto de Borel E, entendiendo a la derivada en sentido puntual, y:
(1.1.10) µΦs =∑
l
(∫ 1
0
A(Φ(s;W −l ,W +l ))∂Φ∂s (s;W −l ,W +l )ds)δx=xl(t).
A través de una discontinuidad con velocidad ξ, una solución débil debe satisfacer la condición
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de Rankine-Hugoniot generalizada
(1.1.11) ∫ 1
0
(ξI −A(Φ(s;W −,W +)))∂Φ
∂s
(s;W −,W +)ds = 0,
donde I es la matriz identidad y W −, W + son los límites a la izquierda y a la derecha de la
solución en la discontinuidad. Obsérvese que en el caso particular de un sistema de leyes de
conservación, esta condición de Rankine-Hugoniot es independiente de la familia de caminos
elegida y se reduce a la condición usual:
(1.1.12) F (W +) − F (W −) = ξ(W + −W −).
Igual que en el caso conservativo, no toda discontinuidad que verifique la condición anterior es
admisible. Es necesario, además, adoptar conceptos de solución entrópica, como los siguientes:
Definición 1.1.2. Se dice que una solución débil es una solución entrópica en el sentido de Lax
si, en cada discontinuidad, existe i ∈ {1, . . . ,N} tal que
λi(W +) < ξ < λi+1(W +) y λi−1(W −) < ξ < λi(W −)
si el i-ésimo campo característico es genuinamente no lineal, o
λi(W −) = ξ = λi(W +)
si el i-ésimo campo característico es linealmente degenerado.
Definición 1.1.3. Dado un par de entropía (η,G) para (1.1.1), es decir, un par de funciones
regulares de Ω en R tales que:
∇G(W ) = ∇η(W ) ⋅A(W ), ∀W ∈ Ω,
se dice que una solución débil es entrópica si satisface la desigualdad:
∂tη(W ) + ∂xG(W ) ≤ 0,
en el sentido de las distribuciones.
La elección de la familia de caminos es importante puesto que determina la velocidad de
propagación de las discontinuidades. La opción más simple consiste en la familia de segmentos,
que equivale a la definición de producto no conservativo propuesta por Volpert en [77]. En
aplicaciones prácticas, esta elección debería estar basada en consideraciones físicas. No obstante,
es natural desde el punto de vista matemático requerir a esta familia que satisfaga algunas
hipótesis que relacionan los caminos con las curvas integrales de los campos característicos.
Siguiendo [55], supondremos que los caminos verifican las siguientes hipótesis:
(H1) Dados dos estados WL and WR pertenecientes a la misma curva integral γ de un campo
linealmente degenerado, el camino Φ(s;WL,WR) es una parametrización del arco de γ que
conecta a WL y WR.
(H2) Dados dos estados WL and WR pertenecientes a la misma curva integral γ de un cam-
po genuinamente no lineal, Ri, con λi(WL) < λi(WR), el camino Φ(s;WL,WR) es una
parametrización del arco de γ que conecta a WL y WR.
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(H3) Denotemos mediante RP ⊂ Ω × Ω al conjunto de pares (WL,WR) tales que el problema
de Riemann:
(1.1.13)
⎧⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎩
Wt +A(W )Wx = 0,
W (x,0) = ⎧⎪⎪⎨⎪⎪⎩WL si x < 0,WR si x > 0,
tiene una única solución autosimilar W (x, t) = V (x/t;WL,WR) compuesta por a lo sumo
N ondas simples (esto es, choques, discontinuidades de contacto u ondas de rarefacción)
que conectan J + 1 estados intermedios
W0 =WL;W1; . . . ;WJ−1;WJ =WR;
con J ≤ N . Suponemos entonces que, dados dos estados (WL,WR) ∈RP, la curva descrita
por el camino Φ(s;WL,WR) en Ω es la unión de las curvas correspondientes a los caminos
Φ(s;Wj ,Wj+1), j = 0, . . . , J − 1.
Si la definición de soluciones débiles de (1.1.1) está basada en una familia de caminos que
satisfaga estas hipótesis, se verifican las siguientes propiedades naturales (ver [55]):
Proposición 1.1.1. Supongamos que el concepto de solución débil de (1.1.1) se define a partir
de una familia de caminos que verifica las hipótesis (H1)-(H3). Entonces:
(i) Dados dos estados WL y WR pertenecientes a la misma curva integral de un campo lineal-
mente degenerado, la discontinuidad de contacto dada por:
W (x, t) = ⎧⎪⎪⎨⎪⎪⎩WL si x < σt,WR si x > σt,
donde σ es el valor (constante) del correspondiente autovalor a lo largo de la curva integral,
es una solución débil de (1.1.1).
(ii) Sea (WL,WR) un par de estados pertenecientes a RP y W , la solución del correspondiente
Problema de Riemann (1.1.13). Se tiene la siguiente igualdad:
⨏
R
A(W (x, t))Wx(x, t) dx = ∫ 1
0
A (Φ(s;WL,WR)) ∂Φ
∂s
(s;WL,WR) ds.
Consecuentemente, la masa total de la medida de Borel [A(W (⋅, t))Wx(⋅, t)]Φ no depende
de t.
(iii) Sea (WL,WR) un par de estados pertenecientes a RP y sea Wj cualquiera de los estados
intermedios que aparecen en la solución del problema de Riemann (1.1.13). Entonces:
∫ 1
0
A (Φ(s;WL,WR)) ∂Φ
∂s
(s;WL,WR)ds =
∫ 1
0
A (Φ(s;WL,Wj)) ∂Φ
∂s
(s;WL,Wj)ds
+ ∫ 1
0
A (Φ(s;Wj ,WR)) ∂Φ
∂s
(s;Wj ,WR)ds.
En [55] se dan algunas orientaciones para construir una familia de caminos satisfaciendo estas
hipótesis (al menos para pares (WL,WR) ∈RP).
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La siguiente proposición presenta una propiedad de la solución de un problema de Riemann
que tendrá un destacado papel a la hora de definir resolvedores de Riemann aproximados para
(1.1.1) (véase [59]):
Proposición 1.1.2. Dado (WL,WR) ∈RP, la solución W (x, t) = V (x/t;WL,WR) del problema
de Riemann (1.1.13) satisface la siguiente igualdad:
(1.1.14) ∫ 1
0
A (Φ(s;WL,WR)) ∂Φ
∂s
(s;WL,WR)ds
+ ∫ ∞
0
(V (v;WL,WR) −WR) dv + ∫ 0−∞ (V (v;WL,WR) −WL) dv = 0.
Observación 1.1.1. Si se establece el concepto de solución entrópica a partir de un par de en-
tropía (η,G), siendo η convexa, se tiene la siguiente desigualdad para la solución de un problema
de Riemann:
(1.1.15) G(WR) + ∫ ∞
0
(η(V (v;WL,WR)) − η(WR)) dv
≤ G(WL) − ∫ 0−∞ (η(V (v;WL,WR)) − η(WL)) dv.
La prueba es análoga a la correspondiente a un sistema de leyes de conservación.
1.2. Esquemas numéricos camino-conservativos
El eje central de la teoría en la que se apoya esta memoria para la resolución numérica de
sistemas hiperbólicos no conservativos es el concepto de esquema numérico camino-conservativo
introducido por Parés en [59]. Este concepto generaliza el de esquema conservativo para sistemas
de leyes de conservación, como veremos a continuación.
Una solución débil de (1.1.5) satisface la igualdad:
(1.2.1)
1
∆x
∫ b
a
W (x, t1)dx = 1
∆x
∫ b
a
W (x, t0)dx+
∆t
∆x
( 1
∆t
∫ t1
t0
F (W (a, t))dt − 1
∆t
∫ t1
t0
F (W (b, t))dt) ,
para cada rectángulo [a, b] × [t0, t1] en R × (0,∞), siendo ∆x = b − a y ∆t = t1 − t0.
Como es bien sabido, los esquemas conservativos se basan en la igualdad anterior. A la hora
de discretizar el sistema, consideramos celdas computacionales Ii = [xi−1/2, xi+1/2], (véase Figura
1.1), cuyo tamaño ∆x se supone constante por simplicidad. Supongamos también que xi+1/2 =
i∆x y denotemos por xi = (i − 1/2)∆x el centro de la celda Ii. Sea ∆t el paso de tiempo,
considerado también constante, y definimos tn = n∆t. Denotemos por Wni la aproximación en la
celda Ii y en el tiempo tn dada por el esquema.Wni se supone una aproximación de los promedios
de la solución exacta en cada celda:
Wni ≅ 1∆x ∫ xi+1/2xi−1/2 W (x, tn) dx.
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xi−1 xi−1/2 xi xi+1/2 xi+1
tn
tn+1
Celda Ii
WniW
n
i−1 Wni+1
Wn+1i
∆x
∆t
Figura 1.1: Esquema volúmenes finitos
Entonces, la expresión de un esquema numérico conservativo es:
(1.2.2) Wn+1i =Wni + ∆t∆x (Gi−1/2 −Gi+1/2) ,
donde
(1.2.3) Gi+1/2 ≅ 1
∆t
∫ tn+1
tn
F (W (xi+1/2, t))dt.
Claramente, la expresión del esquema es el equivalente discreto a la igualdad (1.2.1) correspon-
diente al rectángulo Ii × [tn, tn+1].
Esta sencilla interpretación de un esquema numérico conservativo no es fácilmente adaptable al
caso de sistemas no conservativos, donde no aparece una función de flujo F . Por ello, reescribimos
(1.2.1) basándonos en la interpretación de [F (W )x] como medida:
(1.2.4)
1
∆x
∫ b
a
W (x, t1)dx = 1
∆x
∫ b
a
W (x, t0)dx − ∆t
∆x
( 1
∆t
∫ t1
t0
⨏ b
a
F (W (x, t))x dx dt) .
A continuación, definimos la función constante a trozos Wn cuyo valor en la celda Ii es la
aproximación Wni . El equivalente discreto a (1.2.4) sería:
(1.2.5) Wn+1i =Wni − ∆t∆x ⨏ F (Wn)x dx,
pero esta definición no corresponde a un esquema conservativo (1.2.2). En efecto, como Wn es
constante a trozos, la medida [F (Wn)x] sólo consta de la parte singular∑
i
(F (Wni+1) − F (Wni )) δx=xi+1/2 .
Pero, puesto que las celdas Ii se han definido como intervalos cerrados, en (1.2.5) la masa puntual
situada en xi+1/2 debería contribuir a las dos celdas Ii y Ii+1. En este sentido, el esquema numérico
conservativo (1.2.2) puede interpretarse como una corrección de (1.2.5): el flujo numérico se usa
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para descomponer las medidas de Dirac situadas en las interceldas de la siguiente manera:
(F (Wni+1) − F (Wni )) δx=xi+1/2 = (F (Wni+1) −Gi+1/2) δx=xi+1/2 + (Gi+1/2 − F (Wni )) δx=xi+1/2 .
Entonces, el primer sumando contribuye a la celda Ii+1 y el segundo a la celda Ii:
(1.2.6) Wn+1i =Wni − ∆t∆x ((F (Wni ) −Gi−1/2) + (Gi+1/2 − F (Wni )) ,
que obviamente equivale a (1.2.2).
Volvamos nuevamente al sistema no conservativo (1.1.1) y supongamos que se ha elegido una
familia de caminos Φ para definir las soluciones débiles. Dado un rectángulo [a, b] × [t0, t1] en
R × (0,∞), una solución débil de (1.1.1) satisface la igualdad:
(1.2.7)
1
∆x
∫ b
a
W (x, t1) dx = 1
∆x
∫ b
a
W (x, t0) dx − ∆t
∆x
( 1
∆t
∫ t1
t0
⨏ b
a
A(W (x, t))Wx(x, t) dx dt) ,
que generaliza a (1.2.1), siendo ∆x = b − a y ∆t = t1 − t0.
El equivalente discreto de (1.2.7) es ahora:
(1.2.8)
1
∆x
∫ xi+1/2
xi−1/2 W (x, tn+1) dx = 1∆x ∫ xi+1/2xi−1/2 W (x, tn) dx− ∆t
∆x
1
∆t
∫ tn+1
tn
⨏ xi+1/2
xi−1/2 A(W (x, t))Wx(x, t) dx dt,
donde, de nuevo, Wn es la función constante a trozos que toma el valor Wni en la celda Ii. La
medida [A(Wn)Wnx ]Φ vuelve a constar únicamente de la parte singular:
∑
i
(∫ 1
0
A(Φ(s;Wni ,Wni+1))∂Φ∂s (s;Wni ,Wni+1)ds)δx=xi+1/2 .
Por tanto, las masas puntuales situadas en las interceldas deben descomponerse en dos términosD−i+1/2 y D+i+1/2, que contribuyen a las celdas Ii e Ii+1 respectivamente. Esta idea nos lleva a la
siguiente definición:
Definición 1.2.1. Dada una familia de caminos Φ, un esquema numérico se dice que es Φ-
conservativo si se puede escribir en la forma:
(1.2.9) Wn+1i =Wni − ∆t∆x(D+i−1/2 +D−i+1/2),
donde D±i+1/2 = D±(Wni−q, . . . ,Wni+p),
siendo D− y D+ dos funciones continuas de Ωp+q+1 en Ω que satisfacen
(1.2.10) D±(W, . . . ,W ) = 0 ∀W ∈ Ω
y
(1.2.11) D−(W−q, . . . ,Wp) +D+(W−q, . . . ,Wp) = ∫ 1
0
A(Φ(s;W0,W1))∂Φ
∂s
(s;W0,W1) ds
para cada conjunto {W−q, . . . ,Wp} ⊂ Ω.
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Los esquemas numéricos camino-conservativos satisfacen (1.2.7) a nivel discreto: si un esquema
Φ-conservativo es aplicado a las condiciones iniciales
(1.2.12) W 0i ≅ 1∆x ∫ xi+1/2xi−1/2 W0(x) dx,
la igualdad
(1.2.13) ∫
R
Wn+1(x) dx = ∫
R
Wn(x) dx −∆t⨏
R
A(Wn(x))Wnx (x) dx,
puede obtenerse sumando en (1.2.9) y usando (1.2.11). La afirmación recíproca también es cierta:
un esquema numérico de la forma
(1.2.14) Wn+1i =Wni − ∆t∆xH(Wni−q−1, . . . ,Wni+p),
que satisfaga (1.2.13) es Φ-conservativo, es decir, puede escribirse en la forma (1.2.9) con D±
satisfaciendo (1.2.10) y (1.2.11).
Observación 1.2.1. Nótese que la condición (1.2.11) juega un doble papel. Por un lado, se
usa para aproximar las masas puntuales asociadas a las discontinuidades. Por otro lado, junto
con (1.2.10), es un requisito de consistencia para soluciones regulares. En efecto, si W y A(W )
son suficientemente regulares y D±(W−q, . . . ,Wp) son también regulares, de (1.2.10) y (1.2.11)
se deduce que
1
∆x
(D+(W (xi−q−1, t), . . . ,W (xi+p−1, t)) +D−(W (xi−q, t), . . . ,W (xi+p, t)))= A(W (xi, t))Wx(xi, t) +O(∆x).
Consideremos ahora el sistema (1.1.2) con condición inicial
(1.2.15) w(x,0) = w0(x), x ∈ R.
Para diseñar un esquema camino-conservativo, reescribimos en primer lugar el problema de
Cauchy en la forma (1.1), con condición inicial W (x,0) =W0(x), x ∈ R, con
W0(x) = [w0, σ]T .
Ahora, tenemos que elegir una familia de caminos en Ω. Usaremos la notación
(1.2.16) WL = [wLσL] , WR = [wRσR] ,
para los estados, y
(1.2.17) Φ̃(s;WL,WR) = [ Φ(s;WL,WR)Φm+1(s;WL,WR)] =
⎡⎢⎢⎢⎢⎢⎢⎢⎣
Φ1(s;WL,WR)⋮
Φm(s;WL,WR)
Φm+1(s;WL,WR)
⎤⎥⎥⎥⎥⎥⎥⎥⎦
,
para los caminos que conectan los estados. Se eligen dos funciones D± que satisfacen (1.2.10) y
(1.2.11). Se usará la siguiente notación:
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(1.2.18) D±(W−q, . . . ,Wp) = [ D±(W−q, . . . ,Wp)D±m+1(W−q, . . . ,Wp)] =
⎡⎢⎢⎢⎢⎢⎢⎢⎣
D±1 (W−q, . . . ,Wp)⋮
D±m(W−q, . . . ,Wp)
D±m+1(W−q, . . . ,Wp)
⎤⎥⎥⎥⎥⎥⎥⎥⎦
.
Teniendo en cuenta la definición en (1.1) de A(W ), podemos escribir (1.2.11) como sigue:
(1.2.19) D−(W−q, . . . ,Wp) +D+(W−q, . . . ,Wp) == F (w1) − F (w0) + ∫ 1
0
B(Φ(s;WL,WR))∂Φ
∂s
(s;WL,WR) ds
− ∫ 1
0
S(Φ(s;WL,WR))∂Φm+1
∂s
(s;WL,WR) ds,
(1.2.20) D−m+1(W−q, . . . ,Wp) +D+m+1(W−q, . . . ,Wp) = 0,
y el esquema numérico se reduce a
wn+1i = wni − ∆t∆x(D+i−1/2 +D−i+1/2),(1.2.21)
σn+1i = σni − ∆t∆x(D+m+1,i−1/2 +D−m+1,i+1/2),(1.2.22)
donde
D±i+1/2 =D±(Wni−q, . . . ,Wni+p),
D±m+1,i+1/2 =D±m+1(Wni−q, . . . ,Wni+p).
Los valores iniciales en las celdas vienen dados por:
w0i = 1∆x ∫ xi+1/2xi−1/2 w0(x) dx y σ0i = 1∆x ∫ xi+1/2xi−1/2 σ(x) dx.
De acuerdo a la ecuación (1.1.3), la aproximaciones numéricas de σ deberían ser constantes en
el tiempo, es decir
σni = σ0i ∀i, n.
Esto se satisface, obviamente, si
(1.2.23) D±m+1 ≡ 0.
En lo que sigue, buscaremos esquemas numéricos que satisfagan (1.2.23).
En la mayoría de los casos es posible reformular el esquema numérico de forma que se acerque
a la formulación original (1.1.2) del problema. Se producirá este caso si la familia de caminos
satisface el siguiente requerimiento:
(R0) Existe una familia de caminos Φ en O tal que siWL = [wL, σL]T yWR = [wR, σR]T verifican
σL = σR = σ̃, entonces
(1.2.24) Φ̃(s;WL,WR) = [Φ(s;WL,WR)σ̃ ] ∀s ∈ [0,1].
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Este requerimiento es natural, en el sentido que implica que, si el esquema numérico se aplica a
un problema en el que σ es constante, entonces se reduce a un método Φ-conservativo para el
problema homogéneo:
(1.2.25) wt + F (w)x +B(w)wx = 0.
Asumamos que (R0) se satisface y fijemos un valor para σ, digamos σ̃. Dados
W−q = [w−q, σ−q]T , . . . ,Wp = [wp, σp]T
en Ω, definimos:
(1.2.26) G(W−q, . . . ,Wp) =D−([w−q, σ̃]T , . . . , [wp, σ̃]T ) + F (w0)− 1
2
∫ 1
0
B(Φ(s;w0,w1))∂Φ
∂s
(s;w0,w1) ds,
(1.2.27) G(W−q, . . . ,Wp) = F (w1) −D+([w−q, σ̃]T , . . . , [wp, σ̃]T )+ 1
2
∫ 1
0
B(Φ(s;w0,w1))∂Φ
∂s
(s;w0,w1) ds.
Aplicando la igualdad (1.2.19) a los estados [w−q, σ̃]T , . . . , [wp, σ̃]T y usando (R0), se puede
ver fácilmente que (1.2.26) y (1.2.27) definen una misma función G. Ahora de (1.2.10) y (R0)
obtenemos:
(1.2.28) G(W, . . . ,W ) = F (w) ∀W = [w,σ]T ∈ Ω,
y entonces G puede interpretarse como un flujo numérico consistente con F .
Ahora, dados W−q, . . . ,Wp en Ω, definimos:
B−(W−q, . . . ,Wp) = 1
2
∫ 1
0
B(Φ(s;W0,W1))∂Φ
∂s
(s;W0,W1) ds,(1.2.29)
B+(W−q, . . . ,Wp) = 1
2
∫ 1
0
B(Φ(s;W0,W1))∂Φ
∂s
(s;W0,W1) ds,(1.2.30)
S−(W−q, . . . ,Wp) = G(W−q, . . . ,Wp) − F (w0) +B−(W−q, . . . ,Wp) −D−(W−q, . . . ,Wp),(1.2.31)
S+(W−q, . . . ,Wp) = F (w1) −G(W−q, . . . ,Wp) +B+(W−q, . . . ,Wp) −D+(W−q, . . . ,Wp).(1.2.32)
Las siguientes igualdades puede verificarse fácilmente:
B−(W−q, . . . ,Wp) +B+(W−q, . . . ,Wp) = ∫ 1
0
B(Φ(s;W0,W1))∂Φ
∂s
(s;W0,W1) ds,(1.2.33)
S−(W−q, . . . ,Wp) + S+(W−q, . . . ,Wp) = ∫ 1
0
S(Φ(s;W0,W1))∂Φm+1
∂s
(s;W0,W1) ds.(1.2.34)
Ahora, el esquema numérico (1.2.21) puede reescribirse como:
(1.2.35) wn+1i = wni + ∆x∆t (Gi−1/2 −Gi+1/2 −B+i−1/2 −B−i+1/2 + S+i−1/2 + S−i+1/2),
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donde
Gi+1/2 = G(Wni−q, . . . ,Wni+p),(1.2.36)
B±i+1/2 = B±(Wni−q, . . . ,Wni+p),(1.2.37)
S±i+1/2 = S±(Wni−q, . . . ,Wni+p).(1.2.38)
Por otro lado, cualquier esquema numérico de la forma (1.2.35)-(1.2.38) con G,B±, S± satis-
faciendo (1.2.28), (1.2.33) y (1.2.34) respectivamente, es un esquema camino-conservativo para
una familia Φ̃.
En particular, si el sistema es conservativo, es decir, B ≡ 0, S ≡ 0, la discusión anterior muestra
que cada esquema numérico camino-conservativo es equivalente al esquema conservativo con flujo
numérico
G(W−q, . . . ,Wp) =D−(W−q, . . . ,Wp) + F (w0)= −D+(W−q, . . . ,Wp) + F (w1).(1.2.39)
Y por otro lado, un esquema numérico conservativo es camino-conservativo para cualquier
familia de caminos. Como consecuencia, el concepto de esquema numérico camino-conservativo
es una generalización de esquema conservativo.
Finalmente, reparemos en que la expresión de un esquema numérico (1.2.21) en la forma
(1.2.35) no es única: por un lado, tenemos que elegir un valor arbitrario para σ, y por otro lado,
B± puede ser sustituido por cualquier par de funciones que satisfagan (1.2.33).
1.2.1. Convergencia y elección de caminos
Como hemos visto, los esquemas numéricos camino-conservativos para una familia de caminos
Φ generaliza el concepto usual de esquema numérico conservativo para sistemas de leyes de
conservación.
Efectivamente, si (1.1.1) es un sistema de leyes de conservación, es decir, J es la matriz
jacobiana de una función de flujo F , todo esquema numérico Φ-conservativo es consistente y
conservativo en el sentido usual. Recíprocamente, todo esquema numérico camino conservativo
y consistente es Φ-conservativo. Por otro lado, el teorema de Lax-Wendroff establece que si las
aproximaciones obtenidas por un esquema numérico conservativo convergen (en un sentido a
precisar), el límite es una solución débil del problema de valores iniciales asociado al sistema
de leyes de conservación. Por tanto, si las soluciones numéricas proporcionadas por un esquema
numérico conservativo convergen a una función discontinua, sus discontinuidades deben satisfacer
las condiciones de Rankine-Hugoniot (1.1.12).
Nos preguntamos ahora si los esquemas Φ-conservativos satisfacen un resultado similar para
sistemas (1.1.1). En [16] se probó el siguiente resultado:
Teorema 1.2.1. Sea W∆x la aproximación numérica obtenida de un esquema numérico Φ-
conservativo aplicado a la condición inicial (1.2.12). Supongamos que existe una función W ∈(L∞(R × [0,∞)) ∩BV (R × [0,∞)))N tal que, para cada t ∈ [0,∞),
(1.2.40) W∆x(⋅, t) ∆x→0ÐÐÐ→W (⋅, t) uniformemente en el sentido de los grafos,
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y que existe una constante C tal que
(1.2.41) ∥W∆x(⋅, t)∥∞(R) ≤ C para todo t ∈ [0,∞), con ∆x > 0
y
(1.2.42) TV (W∆x(⋅, t)) ≤ Cpara todo t ∈ [0,∞), con ∆x > 0
Entonces W es una Φ-solución del sistema (1.1.1) con condición inicial W (x,0) = W0(x) para
x ∈ R.
Sin embargo, la convergencia en el sentido de los grafos es demasiado fuerte (véase [24] y [16]
para más detalles) y sólo esquemas como los de Glimm y front tracking la satisfacen. En general,
las aproximaciones de esquemas Φ-conservativos convergen a soluciones débiles de un sistema
perturbado de (1.1.1): aparece un término fuente que corresponde a una medida del error de
convergencia con soporte en las discontinuidades (véase [16]).
En ciertas situaciones especiales, la medida del error de convergencia es idénticamente cero.
Este es el caso de los sistemas de leyes de equilibrio, en los que pueden aparecer dos tipos de dis-
continuidades en las soluciones débiles: choques que avanzan en regiones donde el término fuente
es continuo y que satisfacen las condiciones de Rankine-Hugoniot usuales; y discontinuidades de
contacto estacionarias situadas sobre las discontinuidades del término fuente. Si la familia de
caminos Φ elegida para construir el esquema Φ-conservativo satisface (H1), entonces todas las
discontinuidades son aproximadas correctamente y las soluciones numéricas convergen a las so-
luciones correctas. No obstante, los sistemas de leyes de equilibrio pueden también presentar una
dificultad adicional (el problema de resonancia) si uno de los autovalores de la matriz Jacobiana
se anula. En este caso, las soluciones débiles no están determinadas de manera única por los
datos iniciales, y los límites de las soluciones numéricas pueden depender al mismo tiempo de la
familia de caminos y del propio esquema numérico.
En general, si queremos asegurar la convergencia de las soluciones numéricas hacia una función
que sea solución clásica, que sea regular y cuyas discontinuidades concuerden con la física del
problema, debemos llevar a cabo los siguientes pasos:
Elegir una regularización del sistema hiperbólico que sea compatible con la física del pro-
blema.
Calcular una familia de caminos compatible con esta regularización.
Considerar un esquema numérico cuyas soluciones converjan a la solución débil correspon-
diente a la familia de caminos.
En la práctica, esto anterior puede resultar muy costoso y difícil de llevar a cabo. El cálculo
efectivo de una familia de caminos compatible con una regularización dada requiere el cálculo
de los correspondientes “perfiles viscosos”. Por otro lado, como hemos mencionado en líneas
anteriores, la convergencia de las soluciones numéricas hacia la soluciones débiles correctas sólo
está garantizada para los métodos de Glimm y front tracking cuya implementación puede también
ser muy costosa y tediosa, ya que requiere el conocimiento explícito de la solución del problema de
Riemann. De hecho, cuando tomamos el modelo no conservativo como una versión simplificada
de uno más complejo (pero conservativo), como ocurre en esta memoria, la estrategia mencionada
puede terminar siendo más costosa que resolver directamente el problema complejo en sí.
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Por estas razones, el uso de estrategias numéricas basadas en una discretización directa del
sistema no conservativo está completamente justificado. En este caso, la elección de esquemas
numéricos camino-conservativos tiene las siguientes ventajas:
Las soluciones numéricas satisfacen una propiedad conservativa (1.2.13), compatible con
la definición rigurosa de producto no conservativo. En particular, si el sistema tiene un
subsistema conservativo, el esquema numérico es conservativo para ese subsistema en el
sentido usual.
Las aproximaciones de los choques dadas por los esquemas son compatibles con la regu-
larización del sistema con términos de alto orden que se hacen cero cuando ∆x tiende a
cero.
Como originalmente se apunta en [47], en el caso más simple de ecuaciones hiperbólicas
escalares, el error de convergencia solo se aprecia para mallas muy finas, para discontinui-
dades de gran amplitud y/o para tiempos de simulación prolongados.
La estrategia es fácilmente aplicable a métodos de alto orden o a problemas multidimen-
sionales.
El principal inconveniente con el que nos encontramos es que la velocidad y amplitud de los
choques simuladas dependen tanto de la familia de caminos como de la viscosidad numérica del
esquema (véase [16]). Como consecuencia, no sólo dos esquemas que sean camino-conservativos
para diferentes familias de caminos pueden dar diferentes aproximaciones en un choque, sino
también dos esquemas numéricos diferentes basados en la misma familia de caminos, pueden
presentar los mismo problemas (véanse ejemplos en [16] y [64]). De hecho este inconveniente se
extiende a todos los métodos que presentan alguna viscosidad numérica. Sin embargo, como se
menciona en líneas anteriores, con frecuencia estas diferencias son pequeñas en comparación con
los errores de discretización y pueden pasar inadvertidas en situaciones prácticas.
En la práctica, se puede elegir una familia de caminos simple para diseñar esquemas numéricos
y posteriormente se pueden comparar los resultados que ofrecen dichos esquemas con datos
experimentales para validar el modelo resultante. La elección canónica de una familia de caminos
está dada por la familia de segmentos:
(1.2.43) Φ(s;WL,WR) =WL + s(WR −WL).
Con esta elección, la definición de productos no conservativos es equivalente a la propuesta por
Volpert en [77].
En el caso particular del modelo objeto de estudio en esta memoria, los choques capturados
por las soluciones numéricas obtenidas con un esquema IFCP basado en la familia de segmentos
son una buena aproximación de aquellos obtenidos de datos experimentales.
1.3. Esquemas bien equilibrados
El buen equilibrado está relacionado con la capacidad de un esquema numérico para aproximar
el equilibrio, es decir, las soluciones estacionarias. El sistema (1.1.1) sólo puede poseer soluciones
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estacionarias no triviales si posee algún campo linealmente degenerado: si W (x) es una solución
estacionaria, satisface A(W (x)) ⋅W ′(x) = 0, ∀x ∈ R.
Si W ′(x) ≠ 0, entonces 0 es un autovalor de A(W (x)) para todo x y W ′(x) es un autovector
asociado. Por tanto, x↦W (x) se puede interpretar como una parametrización de una curva inte-
gral a lo largo de un campo característico linealmente degenerado cuyo correspondiente autovalor
toma el valor 0 a lo largo de la curva.
Además, si introducimos el conjunto Γ de todas las curvas integrales γ de un campo lineal-
mente degenerado de A(W ) tal que el correspondiente autovalor se haga 0 en γ, las soluciones
estacionarias del sistema pueden considerarse parametrizaciones de arco de curvas pertenecientes
a Γ en las que x es el parámetro.
De acuerdo a [58] introducimos las siguientes definiciones:
Definición 1.3.1. Dada una curva γ ∈ Γ, un esquema numérico para resolver (1.1.1) se dice
que es exactamente bien equilibrado para γ si resuelve exactamente cualquier solución regular
estacionaria W tal que
(1.3.1) W (x) ∈ γ ∀x
en el sentido siguiente: si el esquema numérico se aplica a valores iniciales
W 0i (x) =W (xi) ∀i,
entonces
Wni =W 0i ∀n, i.
El esquema se dice que es bien equilibrado de orden k para γ si resuelve hasta orden k cualquier
solución regular estacionaria que satisfaga (1.3.1). Finalmente, el esquema se dice exactamente
bien equilibrado o bien equilibrado de orden k si estas propiedades se satisfacen para cualquier
curva de Γ.
A fin de que el esquema numérico sea bien equilibrado para una curva γ ∈ Γ, debemos elegir
una familia de caminos que satisfaga la propiedad siguiente (véase [58]):
(WBP) Dados estados WL y WR en γ, el camino Φ(s;WL,WR) es una parametrización del arco de
γ que une estos estados.
Como vamos a ver, los esquemas numéricos descritos en esta memoria son bien equilibrados
para un subconjunto Γ0 ⊂ Γ que se precisará en las siguientes secciones.
Capítulo 2
Métodos de Roe e IFCP
2.1. Introducción
En este capítulo abordaremos el diseño de esquemas numéricos para leyes de conservación con
productos no conservativos y términos fuentes basados en resolvedores de Riemann aproximados.
En particular, vamos a considerar el esquema de Roe y el esquema IFCP. El esquema de Roe fue
introducido por Philip L. Roe en [66] para sistemas de leyes de conservación y posteriormente
extendido por Toumi en [76] a sistemas hiperbólicos no conservativos. Es un esquema de orden 1
en espacio y tiempo, y es probablemente uno de los esquemas más utilizados en la práctica. Para
su definición es necesario conocer, en primer lugar una linealización adecuada de la matriz A(W ),
así como la descomposición espectral completa de esta linealización. Esto hace que el método de
Roe resulte computacionalmente costoso si esta descomposición espectral no se conoce de forma
explícita.
Para resolver este problema se pueden considerar otros esquemas que no necesitan utilizar la
descomposición espectral completa. Este es el caso del esquema IFCP desarrollado por Fernández-
Castro-Parés en [28] para aproximar las soluciones del sistema de aguas someras bicapa, y que
sólo necesita conocer el mayor y el menor de los autovalores de la linealización considerada, así
como una cota para el resto de los autovalores. En esta memoria vamos a considerar su extensión
a un sistema general del tipo (1.1.2).
2.2. Resolvedores Riemann aproximados
El concepto de resolvedores de Riemann aproximados, introducidos en [46] para sistemas con-
servativos y extendidos en [5] para leyes de equilibrio, se puede generalizar a sistemas no conser-
vativos como sigue (véase [59]):
Definición 2.2.1. Dada una familia de caminos Φ, un resolvedor Φ-aproximado de Riemann
para (1.1.1) es una función V ∶ R ×Ω ×Ω↦ Ω que satisface:
(i) para cada W ∈ Ω
V (v,W,W ) =W ∀v ∈ Ω,
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(ii) para cada WL,WR ∈ Ω, existe λmı´n(WL,WR), λma´x(WL,WR) en R tal que
V (v;WL,WR) =WL si v < λmı´n(WL,WR),
V (v;WL,WR) =WR si v > λma´x(WL,WR),
(iii) para cada WL,WR ∈ Ω,
(2.2.1) ∫ 1
0
A(Φ(s;WL,WR))∂Φ
∂s
(s;WL,WR) ds+
+ ∫ ∞
0
(V (v;WL,WR) −WR) dv+
+ ∫ 0−∞(V (v;WL,WR) −WL) dv = 0.
Se espera que V (x/t;WL,WR) sea una aproximación de una solución autosimilar del problema
de Riemann:
(2.2.2)
⎧⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎩
Wt +A(W )Wx = 0
W (x,0) = ⎧⎪⎪⎨⎪⎪⎩WL si x < 0WR si x > 0,
donde la familia de caminos Φ se usa para dar sentido al producto no conservativo. Esta solución
satisface los tres puntos de la definición anterior.
Dado un resolvedor de Riemann Φ-aproximado para (1.1.1), se puede construir un esquema
numérico de la siguiente manera:
Wn+1i = 1∆x (∫ xixi−1/2 V (x − xi−1/2∆t ;Wni−1,Wni ) dx(2.2.3) + ∫ xi+1/2
xi
V (x − xi+1/2
∆t
;Wni ,W
n
i+1) dx)
Teniendo como condición CFL a 1/2, el esquema numérico se puede escribir en la forma (1.2.9)
con
D−i+1/2 = −∫ 0−∞(V (v;Wni ,Wni+1) −Wni ) dv,(2.2.4) D+i+1/2 = −∫ ∞
0
(V (v;Wni ,Wni+1) −Wni+1) dv.(2.2.5)
Queda claro de (2.2.1) que un esquema numérico (1.2.9) basado en un resolvedor Φ-aproximado
de Riemann es Φ-conservativo. Además, es bien equilibrado para una curva γ ∈ Γ si y sólo si,
dados dos estados WL y WR en γ, se tienen las siguientes igualdades:
∫ 0−∞(V (v;WL,WR) −WL) dv = 0,∫ ∞
0
(V (v;WL,WR) −WR) dv = 0.
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Estas igualdades se satisfacen, de manera trivial, si
(2.2.6) V (v;WL,WR) = ⎧⎪⎪⎨⎪⎪⎩WL si v < 0WR si v > 0.
2.3. Método de Roe
Los métodos de Roe se basan en resolvedores aproximados de Riemann lineales: V (x/t;WL,WR)
es una solución autosimilar del problema de Riemann lineal:
(2.3.1)
⎧⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎩
Ut +A(WL,WR)Ux = 0,
U(x,0) = ⎧⎪⎪⎨⎪⎪⎩WL si x < 0WR si x > 0,
donde A(WL,WR) es una linealización de A(W ).
Se puede mostrar fácilmente que este es un resolvedor Φ-aproximado de Riemann si y sólo siA(WL,WR) es una linealización de Roe en el sentido definido por Toumi en [76]:
Definición 2.3.1. Dada una familia de caminos Φ, una función AΦ ∶ Ω × Ω ↦MN×N(R) se
llama linealización de Roe si verifica las siguientes propiedades:
para cada WL,WR ∈ Ω, AΦ(WL,WR) tiene N autovalores reales y distintos,
AΦ(W,W ) = A(W ) para cada W ∈ Ω,
para cada WL,WR ∈ Ω,
(2.3.2) AΦ(WL,WR) ⋅ (WR −WL) = ∫ 1
0
A(Φ(s;WL,WR))∂Φ
∂s
(s;WL,WR) ds.
Una vez que se ha escogido la linealización, seguimos la discretización en volúmenes finitos
introducida en la Sección 1.2, y discretizamos el sistema considerando las celdas computacionales
Ii = [xi−1/2, xi+1/2]. Asumimos por simplicidad que las celdas tienen el mismo tamaño constante
∆x, y que xi+1/2 = i∆x, siendo xi = (i − 1/2)∆x el centro de la celda Ii, ∆t el paso de tiempo y
tn = n∆t.
De manera usual, notamos por Wni la aproximación de los promedios de la solución exacta en
la celda Ii y en el tiempo tn dada por el esquema.
Wni ≅ 1∆x ∫ xi+1/2xi−1/2 W (x, tn) dx.
Para calcular estas aproximaciones, vamos a introducir las matrices intermedias
(2.3.3) Ai+1/2 = AΦ(Wni ,Wni+1).
Los autovalores y autovectores asociados de la matriz se denotan, respectivamente por
λ1,i+1/2 < λ2,i+1/2 < . . . < λN,i+1/2 y {Rl,i+1/2}Nl=1.
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Denotamos también Ki+1/2 la matriz N ×N cuyas columnas son los autovectores de Ai+1/2 y porLi+1/2 la matriz diagonal cuyos coeficientes son los autovalores de Ai+1/2. Sean L+i+1/2, L−i+1/2,A+i+1/2 y A−i+1/2 las matrices definidas por
(2.3.4) L±i+1/2 = ⎡⎢⎢⎢⎢⎢⎣
(λ1,i+1/2)± 0⋱
0 (λN,i+1/2)±
⎤⎥⎥⎥⎥⎥⎦ , A±i+1/2 = Ki+1/2L±i+1/2K−1i+1/2.
El esquema numérico evoluciona en el tiempo de la siguiente manera: una vez se han calculado
las aproximaciones en el tiempo tn,Wni , se considera un problema de Riemann en cada intercelda
xi+1/2, cuya matriz es Ai+1/2, siendo los estados a derecha e izquierda Wni y Wni+1. Así obtenemos
las aproximaciones en el tiempo tn+1, Wn+1i , haciendo el promedio de las soluciones en las celdas
para este problema lineal.
Bajo la hipótesis
(2.3.5) xi−1/2 + λN,i−1/2∆t ≤ xi ≤ xi+1/2 + λ1,i+1/2∆t,
se pueden obtener las aproximaciones en el tiempo tn mediante la formula:
(2.3.6) Wn+1i =Wni − ∆t∆x (A+i−1/2 ⋅ (Wni −Wni−1) +A−i+1/2 ⋅ (Wni+1 −Wni )) ,
que es la expresión general del esquema de Roe para el sistema Wt +A(W )Wx = 0, x ∈ R, t > 0.
En la práctica, la condición CFL usual es
(2.3.7) ma´x{∣λl,i+1/2∣,1 ≤ l ≤ N, i ∈ Z} ∆t
∆x
≤ γ, con 0 ≤ γ ≤ 1.
Observemos que el método de Roe es Φ-conservativo. Efectivamente, si definimos
D±(WL,WR) = A±Φ(WL,WR)(WR −WL),
se tiene trivialmente que D±(W,W ) = 0 ∀W ∈ Ω.
Haciendo uso de las definiciones de A±Φ(WL,WR) y de (2.3.2) se tiene que
D+(WL,WR) +D−(WL,WR) =A+Φ(WL,WR)(WR −WL) +A−Φ(WL,WR)(WR −WL) =AΦ(WL,WR)(WR −WL) = ∫ 1
0
A(Φ(s;WL,WR))∂Φ
∂s
(s;WL,WR) ds
Veamos a continuación cómo podemos definir una linealización de Roe para el sistema (1.1.2).
Siguiendo [58] podemos definir una linealización de Roe AΦ(WL,WR) de la forma:
(2.3.8) AΦ(WL,WR) = [ AΦ(wL,wR) −SΦ(wL,wR)0 0 ] ,
donde
(2.3.9) AΦ(wL,wR) = J(wL,wR) +BΦ(wL,wR).
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En este caso, J(wL,wR) es una linealización de Roe del Jacobiano del flujo F en el sentido
usual:
(2.3.10) J(wL,wR) ⋅ (wR −wL) = F (wR) − F (wL)
y
(2.3.11) BΦ(wL,wR) ⋅ (wR −wL) = ∫ 1
0
B(Φ(s;WL,WR))∂Φ[1,...,m]
∂s
(s;WL,WR) ds.
(2.3.12) SΦ(wL,wR) ⋅ (σR − σL) = ∫ 1
0
S(Φ(s;WL,WR))∂Φm+1
∂s
(s;WL,WR) ds.
Teniendo en cuenta la forma de la matriz AΦ(WL,WR) en (2.3.8) y la de sus autovectores en
(1.1) podemos escribir
A±Φ(WL,WR) = [ A±Φ(wL,wR) −A±Φ(wL,wR)A−1Φ (wL,wR)SΦ(wL,wR)0 0 ] ,(2.3.13)
∣AΦ(WL,WR)∣ = [ ∣AΦ(wL,wR)∣ −∣AΦ(wL,wR)∣A−1Φ (wL,wR)SΦ(wL,wR)0 0 ] .(2.3.14)
Además,
(2.3.15) A±Φ(WL,WR) = 12 (AΦ(WL,WR) ± ∣AΦ(WL,WR)∣) .
Usando las igualdades anteriores, podemos escribir un esquema de Roe para el sistema (1.1.2)
como:
(2.3.16) wn+1i = wni − ∆t∆x (D+i−1/2(wni−1,wni , σi−1, σi) +D−i+1/2(wni ,wni+1, σi, σi+1))
donde
(2.3.17) D±i+1/2(wni ,wni+1, σi, σi+1) = 12(Ai+1/2(wni+1 −wni ) − Si+1/2(σi+1 − σi)± ∣Ai+1/2∣(wni+1 −wni −A−1i+1/2Si+1/2(σi+1 − σi))),
donde Ai+1/2 = AΦ(wni ,wni+1), Bi+1/2 = BΦ(wni ,wni+1) y Si+1/2 = SΦ(wni ,wni+1).
Equivalentemente,
(2.3.18) D±i+1/2(wni ,wni+1, σi, σi+1) = 12(Ai+1/2(wni+1 −wni ) − Si+1/2(σi+1 − σi)± ∣Ai+1/2∣(wni+1 −wni ) ± sgn(Ai+1/2)Si+1/2(σi+1 − σi)),
donde
(2.3.19) sgn(Ai+1/2) =Ki+1/2 sgn(Li+1/2)K−1i+1/2,
siendo Ki+1/2 la matriz de autovectores de Ai+1/2 y Li+1/2 la matriz diagonal de sus autovalores.
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Ahora usando (2.3.8),(2.3.9) y (2.3.10) podemos finalmente escribir
(2.3.20) D±i+1/2(wni ,wni+1, σi, σi+1) = 12(F (wni+1) − F (wni ) +Bi+1/2(wni+1 −wni ) − Si+1/2(σi+1 − σi)± ∣Ai+1/2∣(wni+1 −wni ) ± sgn(Ai+1/2)Si+1/2(σi+1 − σi)).
2.4. Esquema IFCP
El método de Roe presentado anteriormente constituye, como hemos visto, un caso particular
de esquema Φ-conservativo. Aunque estos métodos resultan robustos, tienen como principal in-
conveniente que es necesario conocer completamente la estructura espectral de las matrices de
Roe para su definición e implementación. En muchos casos, no se conoce explícitamente dicha
descomposición, lo que hace que el método de Roe resulte costoso desde el punto de vista compu-
tacional. A lo anterior le tenemos que unir que el método de Roe no satisface, en general, una
desigualdad de entropía, por lo que será necesario realizar una corrección al mismo a fin de poder
capturar la solución entrópica.
El uso de resolvedores incompletos como Rusanov, Lax-Friedrichs, FORCE, etc. (véase [21])
permiten solventar parcialmente el problema: son entrópicos y son más baratos computacional-
mente que el método de Roe, aunque en muchos casos son poco precisos debido a la mayor
difusión numérica que introducen.
Recientemente Fernández-Castro-Parés, en [28], han introducido un nuevo resolvedor de Rie-
mann incompleto denominado IFCP para aproximar las soluciones del sistema de aguas someras
bicapa. Presentaremos en esta sección su extensión a sistemas del tipo (1.1.2).
Consideremos el esquema de Roe definido en la sección anterior
(2.4.1) wn+1i = wni − ∆t∆x (D+i−1/2(wni−1,wni , σi−1, σi) +D−i+1/2(wni ,wni+1, σi, σi+1))
donde
(2.4.2) D±i+1/2(wni ,wni+1, σi, σi+1) = 12(F (wni+1) − F (wni ) +Bi+1/2(wni+1 −wni ) − Si+1/2(σi+1 − σi)± ∣Ai+1/2∣(wni+1 −wni −A−1i+1/2Si+1/2(σi+1 − σi))),
con Bi+1/2 = BΦ(wni ,wni+1), Si+1/2 = SΦ(wni ,wni+1) y Ai+1/2 = AΦ(wni ,wni+1).
Esta expresión del esquema de Roe sugiere la siguiente generalización
(2.4.3) D±i+1/2(wni ,wni+1, σi, σi+1) = 12(F (wni+1) − F (wni ) +Bi+1/2(wni+1 −wni ) − Si+1/2(σi+1 − σi)±Qi+1/2(wni+1 −wni −A−1i+1/2Si+1/2(σi+1 − σi))),
donde Qi+1/2 = QΦ(wni ,wni+1) es una matriz de viscosidad numérica a precisar.
Proponemos aquí una clase de esquemas en volúmenes finitos definidos por (2.4.1)-(2.4.3),
donde la matriz de viscosidad numérica está dada por
(2.4.4) Qi+1/2 = P i+1/2l (Ai+1/2)
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siendo P i+1/2l (x) es un polinomio de grado l,
(2.4.5) P i+1/2l (x) = l∑
j=0α
i+1/2
j x
j
cuyos coeficientes αi+1/2j deben satisfacer algunas condiciones, a precisar, para que el esquema
resultante sea estable.
Veamos en primer lugar que el método de Roe es un método de esta familia para una elección
particular del polinomio P i+1/2l (x). Para ello basta ver que
∣Ai+1/2∣ = m−1∑
j=0 α
i+1/2
j A
j
i+1/2
donde αi+1/2j , j = 0, . . . ,m − 1 son solución del sistema lineal
(2.4.6)
⎛⎜⎜⎜⎜⎝
1 λ1,i+1/2 λ21,i+1/2 ⋯ λm−11,i+1/2
1 λ2,i+1/2 λ22,i+1/2 ⋯ λm−12,i+1/2⋮ ⋮ ⋮ ⋱ ⋮
1 λm,i+1/2 λ2m,i+1/2 ⋯ λm−1m,i+1/2
⎞⎟⎟⎟⎟⎠ ⋅
⎛⎜⎜⎜⎜⎜⎝
α
i+1/2
0
α
i+1/2
1 ⋮
α
i+1/2
m−1
⎞⎟⎟⎟⎟⎟⎠
= ⎛⎜⎜⎜⎝
∣λ1,i+1/2∣∣λ2,i+1/2∣⋮∣λm,i+1/2∣
⎞⎟⎟⎟⎠ ,
donde λk,i+1/2, k = 1, . . . ,m son los autovalores de la matriz Ai+1/2.
Notamos que (2.4.6) tiene una única solución, ya que es una matriz de VanderMonde, y los
autovalores λj son todos distintos.
En general, la definición del polinomio P i+1/2l (x) estará relacionada con la estabilidad y la
difusión numérica del método. Se tiene el siguiente resultado:
Proposición 2.4.1. Una condición suficiente para asegurar que el esquema numérico (2.4.1),
(2.4.3) y (2.4.4) es L∞-estable es que
(2.4.7) γ
∆t
∆x
≥ P i+1/2l (x) ≥ ∣x∣ ∀x ∈ [λ1,i+1/2, . . . , λm,i+1/2], ∀i ∈ Z
Demostración.- Efectivamente, para problemas lineales donde Ai+1/2 = A, i ∈ Z, los esquemas
definidos en (2.4.1), (2.4.3) y (2.4.4) se pueden reescribir así, (basta agrupar términos):
wn+1i = (Id − ∆t∆x Pl(A) + Pl(A)2 )wni
− ( ∆t
∆x
Pl(A) −A
2
)wni−1
+ ( ∆t
∆x
Pl(A) −A
2
)wni+1.
(2.4.8)
Por un lado, la condición Pl(x) ≥ ∣x∣ para todo x ∈ [λ1, . . . , λm] implica que[K−1(Pl(A) −A)K]jj ≥ 0 ∀j = 1, . . . ,m,
siendo K la matriz de autovectores de A.
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Por otro lado, la condición Pl(x) ≤ γ ∆t
∆x
implica que
[K−1(Id − ∆t
∆x
Pl(A))K]jj ≥ 0 ∀j = 1, . . . ,m.
Por tanto, la condición (2.4.7) implica que el esquema numérico es linealmente L∞-estable bajo
la condición CFL usual
(2.4.9)
∆t
∆x
ma´x
i
∣λi∣ = γ ≤ 1.
Observación 2.4.1. La condición 2.4.7 puede reemplazarse por
(2.4.10) γ
∆t
∆x
≥ P i+1/2l (λk,i+1/2) ≥ ∣λk,i+1/2∣, k = 1, . . . ,m, i ∈ Z,
y el resultado sigue siendo válido.
Para definir el esquema IFCP vamos a considerar una matriz de viscosidad
(2.4.11) Qi+1/2 = P i+1/22 (Ai+1/2),
donde P i+1/22 (x) = αi+1/20 + αi+1/21 x + αi+1/22 x2 es un polinomio de grado 2 donde los coeficientes
α
i+1/2
l , l = 0,1,2 son solución del siguiente sistema:
(2.4.12)
⎛⎜⎜⎝
1 λ1,i+1/2 λ21,i+1/2
1 λm,i+1/2 λ2m,i+1/2
1 χint,i+1/2 χ2int,i+1/2
⎞⎟⎟⎠ ⋅
⎛⎜⎜⎝
α
i+1/2
0
α
i+1/2
1
α
i+1/2
2
⎞⎟⎟⎠ =
⎛⎜⎝
∣λ1,i+1/2∣∣λm,i+1/2∣∣χint,i+1/2∣
⎞⎟⎠
donde
χint,i+1/2 = σext ⋅ma´x(∣λ2,i+1/2∣, . . . , ∣λm−1,i+1/2∣)
y
σext = ⎧⎪⎪⎨⎪⎪⎩sgn(λ1,i+1/2 + λm,i+1/2) si (λ1,i+1/2 + λm,i+1/2) ≠ 0,1 en otro caso.
Resolviendo el sistema anterior, obtenemos
α
i+1/2
0 = δ1λm,i+1/2χint,i+1/2 + δmλ1,i+1/2χint,i+1/2 + δintλ1,i+1/2λm,i+1/2,(2.4.13)
α
i+1/2
1 = −λ1,i+1/2(δm + δint) + −λm,i+1/2(δ1 + δint) + −χint,i+1/2(δ1 + δm),(2.4.14)
α
i+1/2
2 = δ1 + δm + δint,(2.4.15)
donde
δ1 = ∣λ1,i+1/2∣(λ1,i+1/2 − λm,i+1/2)(λ1,i+1/2 − χint,i+1/2) ,
δm = ∣λm,i+1/2∣(λ1,i+1/2 − λm,i+1/2)(χint,i+1/2 − λm,i+1/2) ,
δint = ∣χint,i+1/2∣(χint,i+1/2 − λ1,i+1/2)(χint,i+1/2 − λm,i+1/2) .
(2.4.16)
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Teorema 2.4.1. El esquema IFCP es linealmente L∞-estable bajo la condición CFL usual.
Demostración.- En primer lugar notemos que Qi+1/2 tiene los mismos autovectores que Ai+1/2,
y que si λl,i+1/2 es un autovalor de Ai+1/2 entonces P i+1/22 (λl,i+1/2) es un autovalor de Qi+1/2.
Por comodidad en la notación omitiremos los índices i + 1/2 al referirnos tanto a los autovalores
λ1,i+1/2, λm,i+1/2 y χint,i+1/2 como a los coeficientes del polinomio P i+1/22 (x), αi+1/2j , j = 0,1,2.
Denotemos por λQ,j , j = 1, . . . ,m, los autovalores de la matriz Qi+1/2, entonces, se tiene que
(2.4.17) λQ,j = P2(λj) = α0 + α1λj + α2λ2j , j = 1, . . . ,m.
Probemos que λQ,j ≥ ∣λj ∣. Por construcción, esto se cumple para j = 1 y j = m, así que demos-
traremos que λQ,j ≥ ∣λj ∣, para j = 2, . . . ,m − 1. Obsérvese que λ1 < χint < λm por construcción de
χint.
▸ Supongamos en primer lugar, que 0 ≤ λ1 < λ2 < ⋯ < λm, luego 0 ≤ λ1 < χint < λm. En tal
caso, el polinomio P2(λ) es una parábola que pasa por los puntos (λ1, λ1), (χint, χint) y(λm, λm). Por tanto se tiene P2(λ) = λ, lo que prueba el resultado.
▸ El caso λ1 < λ2 < ⋯ < λm ≤ 0 es análogo y se tiene P2(λ) = −λ, lo que prueba el resultado.
▸ Supongamos ahora que λ1 < 0 y λm > 0.
El caso χint = 0 es trivial ya que si χint = 0, implica que λ2 = ⋯ = λm−1 = 0 y P2(λ) es
la parábola que pasa por los puntos (λ1, λ1), (0,0) y (λm, λm). Por tanto P2(λj) = ∣λj ∣,
j = 1, . . . ,m.
Consideremos, pues, que χint ≠ 0.
● Supongamos que ∣λ1∣ > ∣λm∣ (el otro caso es análogo). En tal caso, tenemos χint < 0.
Vamos a probar que P2(λ) ≥ ∣λ∣ para todo λ ∈ [χint,−χint] ∩ [χint, λm].
Analicemos en primer lugar el signo de α2. Para ello escribimos α2 = βγ2, con
(2.4.18) β = 1(λ1 − λm)(λ1 − χint)(χint − λm)
y
(2.4.19) γ2 = ∣λ1∣(χint − λm) + ∣χint∣(λm − λ1) + ∣λm∣(λ1 − χint).
Es claro, por la definición de χint, que β < 0.
Por otro lado, como χint < 0, podemos escribir
(2.4.20) γ2 = λm(∣χint∣ − ∣λ1∣) + ∣λm∣(λ1 − χint),
y nuevamente, haciendo uso de la definición de χint, tenemos que γ2 < 0. De donde conclui-
mos que α2 > 0.
Estudiemos ahora el signo de α1. Del mismo modo que antes, escribimos α1 = −βγ1, con
(2.4.21) γ1 = (∣λ1∣ − ∣λm∣)(∣λ1∣ − ∣χint∣)(∣λm∣ − ∣χint∣).
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De nuevo, usando de la definición de χint, tenemos que
(2.4.22) sgn(α1) = sgn(γ1) = sgn(∣λm∣ − ∣χint∣).
Además,
(2.4.23) P ′2(χint) + 1 = 2λm(χint − λ1)(λ1 − λm)(χint − λm) ,
(2.4.24) P ′2(λm) − 1 = −2λ1χint + 2λ2m(λ1 − λm)(χint − λm) .
(a) Supongamos que ∣λm∣ ≥ ∣χint∣, por tanto α1 ≥ 0. Entonces, para λ ≥ 0,
P2(λ) = α0 + α1λ + α2λ2 ≥ α0 − α1λ + α2λ2 = P2(−λ).
Luego P2(λ) ≥ P2(−λ) para todo λ ∈ [0, χint]. Por tanto, es suficiente probar
P2(λ) ≥ −λ = ∣λ∣, ∀λ ∈ [χint,0].
Sea λv = −2α1
α2
≤ 0 el vértice de la parábola. Además, λv es el punto donde P2(λ) alcanza
su mínimo absoluto, ya que α2 > 0.
(a.1) Supongamos que λv ≤ χint. Como la parábola es creciente para todo λ ≥ λv, entonces
P2(λ) ≥ P2(χint) = ∣χint∣ ≥ ∣λ∣, ∀λ ∈ [χint,0] (véase Figura 2.1).
(a.2) Supongamos que λv > χint. Como P2(χint) = −χint, P ′2(λv) = 0 y usando (2.4.23), tenemos
que P ′2(χint) ≥ −1, y se tiene que P2(λ) ≥ −λ ∀λ ∈ [χint, λv].
Además, P2(λ) ≥ P2(λv) ≥ ∣λv ∣ ≥ ∣λ∣ ∀λ ∈ [λv,0], ya que P2(λ) es creciente ∀λ ≥ λv.
Por tanto, P2(λ) ≥ −λ ∀λ ∈ [χint,0] (véase Figura 2.2).
(b) Supongamos ahora que ∣λm∣ < ∣χint∣. Entonces α1 < 0, luego λv > 0.
(b.1) Supongamos que λv ≥ λm. Por lo anterior, P2(λ) ≥ −λ ∀λ ∈ [χint,0].
Por otro lado, por ser P2(λ) decreciente para todo λ ≤ λv, se tiene que
P2(λ) ≥ P2(λm) = λm ≥ λ ∀λ ∈ [0, λm] (véase Figura 2.3).
(b.2) Supongamos que 0 < λv < λm. Por lo anterior, P2(λ) ≥ −λ ∀λ ∈ [χint,0].
Usando ahora (2.4.24), tenemos P ′2(λm) ≤ 1. Como además, P2(λm) = λm y P ′2(λv) = 0,
tenemos que P2(λ) ≥ λ ∀λ ∈ [λv, λm].
Por último, P2(λ) ≥ P2(λv) ≥ λv ≥ λ ∀λ ∈ [0, λv], ya que P2(λ) es decreciente ∀λ ≤ λv.
(véase Figura 2.4).
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λ1
⋯χint λm
Figura 2.1: Situación de los autovalores. Caso (a.1).
λ1
⋯ ⋯χint λm
Figura 2.2: Situación de los autovalores. Caso (a.2).
λ1
⋯χint λm
Figura 2.3: Situación de los autovalores. Caso (b.1).
λ1
⋯ ⋯χint λm
Figura 2.4: Situación de los autovalores. Caso (b.2).
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Observación 2.4.2. La construcción del esquema IFCP tiene sentido para m ≥ 3, pero su
definición se puede extender para 1 ≤m ≤ 2, aunque no es recomendable su uso en este caso, ya
que puede resultar computacionalmente caro.
m = 1. Tenemos un sólo autovalor λ.
Consideramos λ1 = ∣λ∣, λ2 = −∣λ∣ y χint = 0.
m = 2. Tenemos dos autovalores λ1 y λ2.
Si λ1 < 0 y λ2 > 0, tomamos χint = 0. En otro caso, podemos tomar un valor arbitrario χint
con λ1 < χint < λ2.
Nótese que (2.4.3) puede escribirse para el esquema IFCP como sigue:
(2.4.25) D±i+1/2(wni ,wni+1, σi, σi+1) = 12(Ri+1/2 ± (αi+1/20 (wni+1 −wni −A−1i+1/2Si+1/2(σi+1 − σi))+ αi+1/21 Ri+1/2 + αi+1/22 Ai+1/2Ri+1/2)).
donde
(2.4.26) Ri+1/2 = F (wni+1) − F (wni ) +Bi+1/2(wni+1 −wni ) − Si+1/2(σi+1 − σi).
Observación 2.4.3. En la expresión αi+1/20 (wni+1 −wni −A−1i+1/2Si+1/2(σi+1 − σi)) aparece el pro-
ducto A−1i+1/2Si+1/2. Si uno de los autovalores de Ai+1/2 es cero, este término no tiene sentido. En
estos casos se dice que el problema es resonante. Como dijimos en la Sección 1.2.1, los problemas
resonantes entrañan una dificultad añadida, ya que las soluciones débiles pueden no estar unívo-
camente determinadas por sus condiciones iniciales ya que el límite de las soluciones numéricas
pueden depender tanto de la familia de caminos como del esquema numérico en sí mismo. El
análisis de estas dificultades queda alejado del objetivo de este trabajo. En cualquier caso, es
posible introducir algunas pequeñas modificaciones en el esquema numérico con el fin de evitar
formalmente la aparición de estas dificultades, aunque esto pueda suponer una restricción en
las propiedades de buen equilibrado del esquema numérico. La estrategia a seguir consiste en la
redefinición del término A−1i+1/2Si+1/2 del siguiente modo (véase [21]): Supongamos que el esquema
numérico necesita ser bien equilibrado sólo para las curvas de un subconjunto Γ0 ⊂ Γ, y supon-
gamos que las curvas γ ∈ Γ0 son tales que, dados dos estados WL = [wL, σl]T y WR = [wR, σR]T
en γ:
el camino Φ(s;WL,WR) es una parametrización del arco de γ que une los estados.
la matriz de Roe AΦ(WL,WR) es regular a lo largo de la curva γ.
Asumamos también que existe una función continua T ∶ ΩÐ→ Ω tal que
T (W ) =W ∀W ∈ γ ∈ Γ0.
Lo que se propone entonces, es modificar el esquema numérico reemplazandoA−1i+1/2 por (A∗i+1/2)−1,
donde
A∗i+1/2 = Ai+1/2(T (Wni ), T (Wni+1)).
Con esta modificación el esquema numérico seguiría siendo exactamente bien equilibrado para
las curvas de Γ0.
Capítulo 3
Aplicación del esquema IFCP a un
modelo bicapa de tipo Savage-Hutter
para la simulación de avalanchas y la
propagación de tsunamis
3.1. Ecuaciones del modelo
En esta sección presentamos un modelo unidimensional de dos capas de tipo Savage-Hutter
para la simulación de avalanchas y propagación de tsunamis. Este sistema resulta de simplificar el
modelo introducido en 2008 por Fernández et al. en [27], fijando para ello el sistema de referencia
cartesiano usual, en vez del sistema de referencia local considerado en dicho trabajo. El sistema
resultante es el siguiente:
(3.1.1)
⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩
∂h1
∂t
+ ∂q1
∂x
= 0
∂q1
∂t
+ ∂
∂x
( q21
h1
+ g
2
h21) + gh1∂h2∂x = gh1dHdx + Sf + Sb1
∂h2
∂t
+ ∂q2
∂x
= 0
∂q2
∂t
+ ∂
∂x
( q22
h2
+ g
2
h22) + rgh2∂h1∂x = gh2dHdx − rSf + Sb2 + τ
En estas ecuaciones, el índice 1 hace referencia a la capa superior que está compuesta de un
fluido homogéneo no viscoso con densidad ρ1, y el índice 2 a una capa compuesta de un material
granular parcialmente fluidizado de porosidad ψ0. Si denotamos por ρs la densidad del material
granular, entonces la densidad de la segunda capa viene dada por
ρ2 = (1 − ψ0)ρs + ψ0ρ1.
Supongamos además que ambas capas son inmiscibles y que fluyen en un canal rectilíneo. La
coordenada x ∈ [0, L] se refiere al eje del canal y t ∈ [0, t] es el tiempo; g es la aceleración debida
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a la gravedad y r = ρ1/ρ2 es el cociente de las densidades de ambas capas. H(x) representa la
profundidad medida desde un nivel de referencia fijado. Las incógnitas qi(x, t) y hi(x, t), i = 1,2,
representan respectivamente el caudal (o flujo másico) y la altura de la capa i-ésima para cada
punto x en el instante t, y están relacionados con la velocidad media de cada una de las capas
mediante la ecuación ui(x, t) = qi(x, t)/hi(x, t), i = 1,2.
El sistema (3.1.1) se obtiene mediante un proceso de integración vertical a partir de un sistema
bicapa inmiscible, donde cada una de las capas se suponen modeladas por las ecuaciones de
Navier-Stokes incompresibles para un fluido homogéneo, donde se han despreciado los efectos
viscosos horizontales, y se supone que la presión es hidrostática (véase [27]).
En las ecuaciones anteriores, Sf , Sb1 , Sb2 y τ parametrizan los distintos efectos de la fricción.
Así, Sf es el término que parametriza la fricción entre ambas capas, y que en el caso de fluidos
bifásicos suele parametrizarse como
(3.1.2) Sf = cf h1h2
h2 + rh1 (u2 − u1)∣u2 − u1∣,
siendo cf una constante positiva.
El término Sb1 parametriza la fricción entre el fluido y el fondo no erosionable, y viene deter-
minado por una ley de Manning,
(3.1.3) Sb1 = −gh1 n21
h
4/3
1
u1∣u1∣,
siendo n1 > 0 el correspondiente coeficiente de Manning.
El término Sb2 parametriza la fricción dinámica entre el medio granular y el fondo no erosio-
nable, y al igual que en el caso anterior, viene determinado por una ley de Manning,
(3.1.4) Sb2 = −gh2 n22
h
4/3
2
u2∣u2∣,
siendo n2 > 0 el correspondiente coeficiente de Manning.
Por último, τ parametriza los efectos de la fricción estática. Nosotros utilizaremos aquí una
parametrización de tipo Coulomb que debe interpretarse como:
si ∣τ ∣ ≥ σc ⇒ τ = −g(1 − r)h2 q2∣q2∣ tan(δ0),(3.1.5)
si ∣τ ∣ < σc ⇒ q2 = 0,(3.1.6)
donde σc = g(1 − r)h2 tan(δ0), con δ0 > 0 el ángulo de reposo o ángulo de fricción de Coulomb.
Introduzcamos las funciones
η1(x, t) = h1(x, t) + h2(x, t) −H(x)(3.1.7)
y
η2(x, t) = h2(x, t) −H(x)(3.1.8)
La primera de ellas representa la función que describe la superficie libre del fluido de la primera
capa, y η2(x, t) describe la interfaz que separa a cada uno de los fluidos (véase Figura 3.1). El
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Nivel de referencia 2
Nivel de referencia 1
H
h2
h1
η2
η1
Figura 3.1: Esquema bicapa. Términos y notación.
sistema (3.1.1) se puede escribir como (1.1.2):
(3.1.9) wt + F (w)x +B(w)wx = S(w)σx + SF (w),
donde σ =H y
w =
⎡⎢⎢⎢⎢⎢⎢⎢⎣
h1
q1
h2
q2
⎤⎥⎥⎥⎥⎥⎥⎥⎦
, F (w) =
⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣
q1
q21
h1
+ q
2
h21
q2
q22
h2
+ g
2
h22
⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
,(3.1.10)
S(w) =
⎡⎢⎢⎢⎢⎢⎢⎢⎣
0
gh1
0
gh2
⎤⎥⎥⎥⎥⎥⎥⎥⎦
,(3.1.11)
B(w) =
⎡⎢⎢⎢⎢⎢⎢⎢⎣
0 0 0 0
0 0 gh1 0
0 0 0 0
grh2 0 0 0
⎤⎥⎥⎥⎥⎥⎥⎥⎦
, SF (w) =
⎡⎢⎢⎢⎢⎢⎢⎢⎣
0
Sf + Sb1
0−rSf + Sb2 + τ
⎤⎥⎥⎥⎥⎥⎥⎥⎦
.(3.1.12)
El vector w toma valores en el conjunto:
O = {[h1, q1, h2, q2]T ∈ R4, h1 ≥ 0, h2 ≥ 0},
ya que la altura de las capas hi puede hacerse cero en aplicaciones prácticas como ocurre en el
caso de que una de las dos capas desaparezca en una parte del dominio.
Nótese que en la ecuación (3.1.9) aparece un nuevo término fuente SF (w) que contiene los
términos de fricción y que no aparece en la ecuación (1.1.2). Como vamos a ver en la Sección 3.2,
la presencia de estos términos no afectan de forma esencial a la escritura del esquema numérico
IFCP, ya que estos términos se discretizarán de forma semi-implícita.
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La matriz A(w) = J(w) +B(w) con J(w) = ∂F
∂w
(w) viene dada por
(3.1.13) A(w) =
⎡⎢⎢⎢⎢⎢⎢⎢⎣
0 1 0 0−u21 + gh1 2u1 gh1 0
0 0 0 1
rgh2 0 −u22 + gh2 2u2
⎤⎥⎥⎥⎥⎥⎥⎥⎦
.
La ecuación característica de A(w) es
(3.1.14) (λ2 − 2u1λ + u21 − gh1)(λ2 − 2u2λ + u22 − gh2) = rg2h1h2.
Es fácil comprobar que la condición que hace que uno de los autovalores se haga cero es:
(3.1.15) G2 = F 21 + F 22 − (1 − r)F 21F 22 = 1,
donde G se conoce como el número de Froude compuesto, y Fi, i = 1,2 son los números de Froude
construidos de esta forma: F 2i = u2ig′hi , donde g′ es la gravedad reducida g′ = (1 − r)g. Cuando se
da la condición (3.1.15) en la sección x el flujo o caudal se dice que es crítico en este punto x
y se denomina control. Cuando G2 < 1 el flujo se dice subcrítico, siendo denominado supercrítico
cuando G2 > 1.
Cuando r = 0, los autovalores que se obtienen son aquellos que corresponden a cada capa por
separado, así que cuando se tiene r ≅ 0, el acoplamiento de los términos no afecta a la naturaleza
del sistema en modo alguno.
Los autovalores de A se pueden clasificar en dos externos y dos internos: Los autovalores exter-
nos λ±ext están relacionados con la velocidad de propagación de las perturbaciones barotrópicas
y los internos λ±int a la velocidad de propagación de las perturbaciones baroclinas.
En situaciones en las que r ≅ 1, y u1 ≅ u2, una buena aproximación de primer orden de estos
autovalores estudiada en [69]] es:
λ±ext ≅ u1h1 + u2h2h1 + h2 ± (g(h1 + h2)) 12 ,(3.1.16)
λ±int ≅ u1h2 + u2h1h1 + h2 ± (g′ h1h2h1 + h2 [1 − (u1 − u2)2g′(h1 + h2)])
1
2
.(3.1.17)
A partir de (3.1.17) puede derivarse la siguiente desigualdad:
(3.1.18)
(u1 − u2)2
g′(h1 + h2) > 1,
que establece un criterio aproximado de hiperbolicidad del sistema (3.1.1), que es bastante preciso
cuando r ≅ 1 (véase [13]). Esta pérdida de hiperbolicidad está relacionada con la aparición de
inestabilidades en la interfaz de ambos fluidos, que en fluidos reales implicaría la aparición de
una región de mezcla.
El sistema (3.1.1) satisface la siguiente desigualdad de entropía (la demostración es similar a
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la presentada en [27]):
(3.1.19) ∂t (rh1u21 + h2u22
2
+ g rh21 + h22
2
− gH(rh1 + h2) + grh1h2)
+ ∂x (rh1h2 (u21
2
+ g(h1 + h2 −H)) + h2u2 (u22
2
+ g(rh1h2 −H)))
≤ −rSf(u2 − u1) + τ + Sb1 + Sb2
Esta desigualdad se reduce a la conservación de la energía para soluciones regulares, suponiendo
Sf = 0, τ = 0 y Sb1 = Sb2 = 0.
Las soluciones estacionarias del sistema (3.1.1) correspondientes al agua en reposo son de la
forma
(3.1.20)
⎧⎪⎪⎪⎨⎪⎪⎪⎩
u1 = u2 = 0
h1 + h2 −H = constante
∂x(h2 −H) < tan(δ0),
o equivalentemente,
(3.1.21)
⎧⎪⎪⎪⎨⎪⎪⎪⎩
u1 = u2 = 0
η1 = constante
∂xη2 < tan(δ0).
En particular,
(3.1.22)
⎧⎪⎪⎪⎨⎪⎪⎪⎩
u1 = u2 = 0
η1 = constante
η2 = constante
es solución del sistema (3.1.1).
3.2. Esquema numérico IFCP
En esta sección vamos a aplicar el esquema numérico IFCP descrito en el capítulo 2 al sistema
(3.1.1). Consideremos en primer lugar el sistema que resulta de despreciar en (3.1.1) los términos
de fricción SF . El sistema resultante es
(3.2.1)
⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩
∂h1
∂t
+ ∂q1
∂x
= 0
∂q1
∂t
+ ∂
∂x
( q21
h1
+ g
2
h21) + gh1∂h2∂x = gh1dHdx
∂h2
∂t
+ ∂q2
∂x
= 0
∂q2
∂t
+ ∂
∂x
( q22
h2
+ g
2
h22) + rgh2∂h1∂x = gh2dHdx
que se puede escribir como (1.1.2):
wt + F (w)x +B(w)wx = S(w)Hx
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usando la notación introducida en (3.1.10)-(3.1.12).
A fin de aplicar el esquema numérico IFCP para aproximar las soluciones del sistema (3.2.1)
es necesario definir una linealización de Roe como se describe en la Sección 2.4.
Sean wL = [hL1 , hL2 , qL1 , qL2 ] y WL = [wL,HL]T ; y wR = [hR1 , hR2 , qR1 , qR2 ] y WR = [wR,HR]T .
Sea
Φ(s;WL,WR) =WL + s(WR −WL).
Definimos las matrices AΦ(wL,wR) = J(wL,wR) +BΦ(wL,wR) donde
(3.2.2) J(wL,wR) =
⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣
0 1 0 0
−(û1)2 + (ĉ1)2 2û1 0 0
0 0 0 1
0 0 −(û2)2 + (ĉ2)2 2û2
⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
verifica la igualdad
F (wR) − F (wL) = J(wL,wR)(wR −wL),
con F (w) definida en (3.1.10), y
(3.2.3) BΦ(wL,wR) =
⎡⎢⎢⎢⎢⎢⎢⎢⎣
0 0 0 0
0 0 (ĉ1)2 0
0 0 0 0
r(ĉ2)2 0 0 0
⎤⎥⎥⎥⎥⎥⎥⎥⎦
verifica
BΦ(wL,wR)(wR −wL) = ∫ 1
0
B(Φ(s;wL,wR))∂Φ
∂s
(s;wL,wR) ds,
con B(w) definida en (3.1.12); y definimos también el vector
(3.2.4) SΦ(wL,wR) =
⎡⎢⎢⎢⎢⎢⎢⎢⎣
0(ĉ1)2
0(ĉ2)2
⎤⎥⎥⎥⎥⎥⎥⎥⎦
,
que verifica
SΦ(wL,wR)(HR −HL) = ∫ 1
0
S(Φ(s;wL,wR))∂Φ[H]
∂s
(s;wL,wR) ds
con SΦ(w) definido en (3.1.11) y donde
ûk =
√
hLku
L
k +√hRk uRk√
hLk +√hRk , ĉk =
√
g
hLk + hRk
2
, k = 1,2
con
uLk = qLkhLk , uRk = q
R
k
hRk
, k = 1,2.
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De esta forma, el esquema IFCP aplicado al sistema (3.2.1) puede escribirse como
(3.2.5) wn+1i = wni − ∆t∆x (D+i−1/2(wni−1,wni ,Hi−1,Hi) +D−i+1/2(wni ,wni+1,Hi,Hi+1))
donde
(3.2.6)
D±i+1/2(wni ,wni+1,Hi,Hi+1) = 12(F (wni+1) − F (wni ) +Bi+1/2(wni+1 −wni ) − Si+1/2(Hi+1 −Hi)±Qi+1/2(wni+1 −wni −A−1i+1/2Si+1/2(Hi+1 −Hi))),
dondeBi+1/2 = BΦ(wni ,wni+1), Si+1/2 = SΦ(wni ,wni+1) yAi+1/2 = AΦ(wni ,wni+1) yQi+1/2 = QΦ(wni ,wni+1)
es la matriz de viscosidad numérica definida en (2.4.11).
Si denotamos por
(3.2.7) Ri+1/2 = F (wni+1) − F (wni ) +Bi+1/2(wni+1 −wni ) − Si+1/2(Hi+1 −Hi)
y usamos la forma de Qi+1/2, podemos reescribir D±i+1/2 de forma equivalente como:
(3.2.8) D±i+1/2(wni ,wni+1,Hi,Hi+1) = 12(Ri+1/2 ± (αi+1/20 (wni+1 −wni −A−1i+1/2Si+1/2(Hi+1 −Hi))+ αi+1/21 Ri+1/2 + αi+1/22 Ai+1/2Ri+1/2)).
Como dijimos en la Observación 2.4.3, el término αi+1/20 (wni+1 −wni −A−1i+1/2Si+1/2(Hi+1 −Hi)) no
está bien definido si Ai+1/2 tiene un autovalor 0. A fin de definir el esquema en cualquier situa-
ción, vamos a proceder como se indicó en la observación mencionada. Efectivamente, podemos
reemplazar A−1i+1/2 por (A∗i+1/2)−1, donde
A∗i+1/2 = Ai+1/2(T (wni ), T (wni+1)),
siendo T ∶ ΩÐ→ Ω una función continua tal que
T (w) = w ∀w ∈ γ ∈ Γ0 ⊂ Γ.
Desde el punto de vista práctico, es importante que el esquema numérico sea bien equili-
brado para la solución de agua en reposo dada por (3.1.22). Por tanto, definimos A∗i+1/2 =
AΦ(T (wni ), T (wni+1)) donde T ∶ O Ð→ O, siendo
T (w) = T ⎛⎜⎜⎜⎝
⎡⎢⎢⎢⎢⎢⎢⎢⎣
h1
q1
h2
q2
⎤⎥⎥⎥⎥⎥⎥⎥⎦
⎞⎟⎟⎟⎠ =
⎡⎢⎢⎢⎢⎢⎢⎢⎣
h1
0
h2
0
⎤⎥⎥⎥⎥⎥⎥⎥⎦
.
Obsérvese que si WL = [wL,HL]T y WR = [wR,HR]T son dos estados que verifican
u1,L = u2,L = u1,R = u2,R = 0,(3.2.9)
h1,L + h2,L −HL = h1,R + h2,R −HR,(3.2.10)
h2,L −HL =H2,R −HR,(3.2.11)
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entonces
(3.2.12) T (wL) = wL y T (wR) = wR.
Es fácil probar que
α
i+1/2
0 (wni+1 −wni − (A∗)−1i+1/2Si+1/2(Hi+1 −Hi))
puede escribirse como
α
i+1/2
0 Ĩi+1/2(wni ,wni+1,Hi,Hi+1),
donde
(3.2.13) Ĩi+1/2(wni ,wni+1,Hi,Hi+1) = ⎛⎜⎜⎜⎝
(η1,i+1 − η1,i) − (η2,i+1 − η2,i)
q1,i+1 − q1,i
η2,i+1 − η2,i
q2,i+1 − q2,i
⎞⎟⎟⎟⎠ =
⎛⎜⎜⎜⎜⎝
∆i+1/2η1 −∆i+1/2η2
∆i+1/2q1
∆i+1/2η2
∆i+1/2q2
⎞⎟⎟⎟⎟⎠
Así, podemos escribir (3.2.8) como
(3.2.14) D±i+1/2(wni ,wni+1,Hi,Hi+1) = 12(Ri+1/2 ± (αi+1/20 Ĩi+1/2(wni ,wni+1,Hi,Hi+1))+ αi+1/21 Ri+1/2 + αi+1/22 Ai+1/2Ri+1/2)).
Obsérvese que
(3.2.15) Ri+1/2 = FQ(wni+1) − FQ(wni ) + Pi+1/2(wni ,wni+1,Hi,Hi+1)
donde
(3.2.16) Pi+1/2(wni ,wni+1,Hi,Hi+1) =
⎛⎜⎜⎜⎜⎜⎜⎜⎜⎝
0
ghn1,i+1/2∆i+1/2ηn1
0
ghn2,i+1/2(r∆i+1/2ηn1 + (1 − r)∆i+1/2ηn2 )
⎞⎟⎟⎟⎟⎟⎟⎟⎟⎠
,
con hnl,i+1/2 = 12(hl,i + hl,i+1), l = 1,2, y
(3.2.17) FQ(wi) =
⎛⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝
q1,i
q21,i
h1,i
q2,i
q22,i
h2,i
⎞⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠
.
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Finalmente, podemos escribir el esquema (3.2.5) de forma equivalente:
(3.2.18) wn+1i = wni − ∆t∆x (D+F,i−1/2 +D−F,i+1/2)
donde
D+F,i+1/2(wni ,wni+1,Hi,Hi+1) = 12(Ri+1/2 + (αi+1/20 Ĩi+1/2(wni ,wni+1,Hi,Hi+1)+ αi+1/21 Ri+1/2 + αi+1/22 Ai+1/2Ri+1/2)) − FQ(wni+1),
D−F,i+1/2(wni ,wni+1,Hi,Hi+1) = 12(Ri+1/2 − (αi+1/20 Ĩi+1/2(wni ,wni+1,Hi,Hi+1)+ αi+1/21 Ri+1/2 + αi+1/22 Ai+1/2Ri+1/2)) + FQ(wni ).
(3.2.19)
Teorema 3.2.1. El esquema (3.2.18),(3.2.19) es buen equilibrado para las soluciones estaciona-
rias (3.1.22).
Demostración.-
Sea {W 0i }i∈Z = {[w0i ,H0i ]T }i∈Z, con
w0i = [h01,i,0, h02,i,0]T tal que { h01,i + h02,i −Hi = constante ∀i ∈ Zh02,i −Hi = constante ∀i ∈ Z.
Es suficiente probar que w1i = w0i para todo i ∈ Z, donde w1i viene definido por (3.2.18),(3.2.19).
Nótese que
Ĩi+1/2(wni ,wni+1,Hi,Hi+1) =
⎛⎜⎜⎜⎜⎝
∆i+1/2η1 −∆i+1/2η2
∆i+1/2q1
∆i+1/2η2
∆i+1/2q2
⎞⎟⎟⎟⎟⎠ =
⎛⎜⎜⎜⎝
0
0
0
0
⎞⎟⎟⎟⎠ .
Por otro lado,
Ri+1/2 = Ai+1/2(w0i+1 −w0i ) − Si+1/2(Hi+1 −Hi) =
⎛⎜⎜⎜⎜⎜⎜⎜⎜⎝
0
ghn1,i+1/2∆i+1/2ηn1
0
ghn2,i+1/2(r∆i+1/2ηn1 + (1 − r)∆i+1/2ηn2 )
⎞⎟⎟⎟⎟⎟⎟⎟⎟⎠
= ⎛⎜⎜⎜⎝
0
0
0
0
⎞⎟⎟⎟⎠ .
Finalmente,
FQ(w0i ) = ⎛⎜⎜⎜⎝
0
0
0
0
⎞⎟⎟⎟⎠ ∀i ∈ Z.
Por tanto,
D±F,i+1/2 = ⎛⎜⎜⎜⎝
0
0
0
0
⎞⎟⎟⎟⎠ .
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3.3. Frentes seco-mojado.
Como se muestra en [10], si aplicamos el esquema anterior a situaciones donde se anula una
de las capas y el fondo emerge, tal como se muestra en las Figuras 4.6 y 4.7, pueden aparecer
fuerzas espurias de presión que, en particular, pueden destruir el carácter bien equilibrado del
esquema. A fin de evitar estos problemas, modificaremos el esquema como sigue:
3.3.1. Redefinición de los términos de presión.
Para evitar las fuerzas espurias de presión, redefinimos a nivel discreto los términos relacionados
con los efectos de la presión: Pi+1/2(wni ,wni+1,Hi,Hi+1) e Ĩi+1/2(wni ,wni+1,Hi,Hi+1). Así, siguiendo
las ideas descritas en [10], vamos a definir
(3.3.1) Pi+1/2(wni ,wni+1,Hi,Hi+1) =
⎛⎜⎜⎜⎜⎝
0
gh1,i+1/2∆̃i+1/2η1
0
gh2,i+1/2(r∆̃i+1/2η1 + (1 − r)∆̃i+1/2η2)
⎞⎟⎟⎟⎟⎠ ,
e
(3.3.2) Ĩi+1/2(wni ,wni+1,Hi,Hi+1) =
⎛⎜⎜⎜⎜⎝
∆̃i+1/2η1 − ∆̃i+1/2η2
∆i+1/2q1
∆̃i+1/2η2
∆i+1/2q2
⎞⎟⎟⎟⎟⎠ .
donde
(3.3.3) ∆̃i+1/2η1 = ma´x(η1,i+1 +Hi+1/2,0) −ma´x(η1,i +Hi+1/2,0)
y
(3.3.4) ∆̃i+1/2η2 = ma´x(η2,i+1 +Hi+1/2,0) −ma´x(η2,i +Hi+1/2,0),
con
(3.3.5) Hi+1/2 = mı´n(Hi,Hi+1)
Obsérvese que ∆̃i+1/2η1 (resp. ∆̃i+1/2η2) coincide con ∆i+1/2η1 (resp. ∆i+1/2η2) en el caso de que
el fondo no sea emergente. Por lo tanto, usaremos siempre esta definición a la hora de calcular
los términos Pi+1/2 e Ĩi+1/2.
3.3.2. Imposición de una condición de contorno de tipo pared
A fin de imponer que el fondo emergente actúe como una pared para el fluido, se impondrá
que las velocidades sean nulas en la celda vecina a una con fondo emergente tal que, o bien el
espesor de la capa inferior o bien el espesor total de las capas sea inferior a un umbral εh fijado.
En la práctica, εh ≅ 10−3.
De forma más precisa:
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Si la situación es como la que se presenta en la Figura 4.6, y si (h1,i + h2,i) < εh, entonces
definimos
(3.3.6) wni =
⎛⎜⎜⎜⎜⎝
hn1,i
qn1,i
hn2,i+1
qn2,i
⎞⎟⎟⎟⎟⎠ y w
n,∗
i+1 = ⎛⎜⎜⎜⎝
hn1,i+1
0
hn2,i+1
0
⎞⎟⎟⎟⎠ .
Si la situación es como la que se presenta en la Figura 4.7, y si h2,i < εn, entonces definimos
(3.3.7) wni =
⎛⎜⎜⎜⎜⎝
hn1,i
qn1,i
hn2,i+1
qn2,i
⎞⎟⎟⎟⎟⎠ y w
n,∗
i+1 = ⎛⎜⎜⎜⎝
hn1,i+1
qn1,i+1
hn2,i+1
0
⎞⎟⎟⎟⎠ .
Finalmente, calculamos D±F,i+1/2 usando los estados wni y w∗,ni+1.
El caso en el que el fondo emergente esté en la celda Ii+1, el modo de proceder es análogo.
Ii Ii+1
Hi+1
Hi
h2,i+1
h1,i+1
Figura 3.2: Frente seco-mojado: Aparición de ambas capas
Ii Ii+1
Hi
Hi+1
h2,i+1
h1,i+1
Figura 3.3: Frente seco-mojado: Aparición de la capa inferior
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3.4. Tratamiento de los términos de fricción
En esta sección presentamos el esquema que utilizaremos para discretizar el sistema (3.1.1) in-
cluyendo los términos de fricción SF (w). Estos términos se discretizarán de forma semi-implícita
como se describe en [6]. La discretización del término de fricción τ se realizará siguiendo el
procedimiento descrito en [27].
El esquema resultante consta de tres etapas, cada una de ellas referenciada por un superíndice
fraccionario:
wni Ð→ wn+1/3i Ð→ wn+2/3i Ð→ wn+1i
Supongamos calculadas las aproximaciones de los promedios {wni }i∈Z.
3.4.1. Paso 1/3. Cálculo de wn+1/3i .
Calculamos
(3.4.1) wn+1/3i = wni − ∆t∆x ((DτF,i−1/2)+ + (DτF,i+1/2)−)
donde
(DτF,i+1/2)+(wni ,wni+1,Hi,Hi+1) = 12(Ri+1/2 + (αi+1/20 Ĩτi+1/2(wni ,wni+1,Hi,Hi+1)+ αi+1/21 Rτi+1/2 + αi+1/22 Ai+1/2Rτi+1/2)) − FQ(wni+1).
(DτF,i+1/2)−(wni ,wni+1,Hi,Hi+1) = 12(Ri+1/2 − (αi+1/20 Ĩτi+1/2(wni ,wni+1,Hi,Hi+1)+ αi+1/21 Rτi+1/2 + αi+1/22 Ai+1/2Rτi+1/2)) + FQ(wni ).
(3.4.2)
donde
Ĩτi+1/2 = ⎧⎪⎪⎨⎪⎪⎩Ĩi+1/2 si ∣q2,i+1/2∣ > σ
c
i+1/2 ⋅∆t
Ĩ∗i+1/2 en otro caso
donde
σci+1/2 = g(1 − r)h2,i+1/2 tan(δ0),
q2,i+1/2 = h2,i+1/2 ⋅ u2,i+1/2
y
Ĩ∗i+1/2 =
⎛⎜⎜⎜⎜⎝
∆̃i+1/2ηn1
∆i+1/2qn1
0
∆i+1/2qn2
⎞⎟⎟⎟⎟⎠ ,
Rτi+1/2 = ⎧⎪⎪⎨⎪⎪⎩Ri+1/2 si ∣q2,i+1/2∣ > σ
c
i+1/2 ∆t
R∗i+1/2 en otro caso
donde
R∗i+1/2 = FQ(wni+1) − FQ(wni ) + P ∗i+1/2(wni ,wni+1,Hi,Hi+1)
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con
P ∗i+1/2(wni ,wni+1,Hi,Hi+1) =
⎛⎜⎜⎜⎜⎝
0
gh1,i+1/2∆̃i+1/2ηn1
0
rgh2,i+1/2∆̃i+1/2ηn1
⎞⎟⎟⎟⎟⎠
Observación 3.4.1. Esta modificación de los términos discretos relacionados con la presión se
realiza con el fin de obtener una propiedad de bien equilibrado para las soluciones estacionarias
del tipo (3.1.21), como probaremos al final de esta sección. Estas soluciones representan estados
de equilibrio donde la presión se compensa con la fricción “estática”, dando lugar a los perfiles
característicos de avalanchas de materiales granulares.
3.4.2. Paso 2/3. Cálculo de wn+2/3i .
Una vez calculados {wn+1/3i }, definimos {wn+2/3i } como:
(3.4.3) wn+2/3i =
⎛⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝
h
n+1/3
1,i
u
n+2/3
1,i ⋅ hn+1/31,i
h
n+1/3
2,i
u
n+2/3
2,i ⋅ hn+1/32,i
⎞⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠
donde un+2/3l,i , l = 1,2 son solución del sistema lineal
u
n+2/3
1,i = un+1/31,i +∆t cf hn+1/32,i
rh
n+1/3
1,i + hn+1/32,i ⋅ ∣un1,i − un2,i∣(un+2/32,i − un+2/31,i ) −∆t gn
2
1(hn+1/31,i )4/3 ∣un1,i∣un+2/31,i ,
u
n+2/3
2,i = un+1/32,i − r∆t cf hn+1/31,i
rh
n+1/3
1,i + hn+1/32,i ⋅ ∣un1,i − un2,i∣(un+2/32,i − un+2/31,i ) −∆t gn
2
2(hn+1/32,i )4/3 ∣un2,i∣un+2/32,i .
(3.4.4)
Obsérvese que (3.4.4) corresponde a una discretización semi-implícita de los términos de fricción
Sf , Sb1 y Sb2 .
Observación 3.4.2. El término Sb1 sólo estará presente en aquellas regiones del dominio donde
la segunda capa no exista, es decir, donde η2 = 0. En tal caso, n2 = 0 y cf = 0. En otro caso
supondremos que n1 = 0.
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3.4.3. Paso 3/3. Cálculo de wn+1i .
Finalmente, calculamos {wn+1i }i∈Z a partir de {wn+2/3i }i∈Z como
(3.4.5) wn+1i =
⎛⎜⎜⎜⎜⎜⎝
h
n+2/3
1,i
q
n+2/3
1,i
h
n+2/3
2,i
qn+12,i
⎞⎟⎟⎟⎟⎟⎠
siendo
(3.4.6) qn+12 =
⎧⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎩
∣qn+2/32,i ∣ ⋅ qn+2/32,i∣qn+2/32,i ∣ +∆t ⋅ σn+2/3i si ∣qn+2/32,i ∣ ≥ σn+2/3i ⋅∆t
0 en otro caso
donde
σ
n+2/3
i = g(1 − r)h¯n+2/32,i tan(δ0)
con
h¯
n+2/3
2,i = 12 ⎛⎜⎝h
n+2/3
2,i−1 + hn+2/32,i
2
+ hn+2/32,i + hn+2/32,i+1
2
⎞⎟⎠ .
Observación 3.4.3. El tratamiento semi-implícito del término de Coulomb fue propuesto en [6]
para la simulación de avalanchas “aéreas” de materiales granulares.
Teorema 3.4.1. El esquema numérico anterior preserva las soluciones estacionarias (3.1.21)
tales que
(3.4.7) ∣∆i+1/2η02 ∣ < tan(δ0)∆x, δ0 > 0.
En particular, es exactamente bien equilibrado para las soluciones (3.1.22).
Demostración.- Sea {W 0i }i∈Z = {[w0i ,HL]T }i∈Z, con w0i =
⎡⎢⎢⎢⎢⎢⎢⎢⎣
h01,i
0
h02,i
0
⎤⎥⎥⎥⎥⎥⎥⎥⎦
verificando
η01,i = cte ∀i ∈ Z,∣∆i+1/2η02 ∣ < tan(δ0)∆x.
Probemos que w1i = w0i ∀i ∈ Z donde w1i se calcula usando el procedimiento anterior.
Nótese que
Ĩi+1/2(w0i ,w0i+1,Hi,Hi+1) = ⎛⎜⎜⎜⎝
0
0
0
0
⎞⎟⎟⎟⎠ ,
Rτi+1/2 = ⎛⎜⎜⎜⎝
0
0
0
0
⎞⎟⎟⎟⎠
Sec. 3.4 Tratamiento de los términos de fricción 43
y
Ri+1/2 = ⎛⎜⎜⎜⎜⎝
0
0
0
gh02,i+1/2(1 − r)∆i+1/2η02
⎞⎟⎟⎟⎟⎠ .
Por tanto,
w
1/3
i =
⎛⎜⎜⎜⎜⎜⎝
h01,i
0
h02,i−∆t
∆x
g(1 − r)
2
(h02,i−1/2∆i−1/2η02 + h02,i+1/2∆i+1/2η02)
⎞⎟⎟⎟⎟⎟⎠
y w2/3i = w1/3i .
Por otro lado.
∣qn+2/32,i ∣ = ∆t∆x g(1 − r)2 ∣h02,i−1/2∆i−1/2η02 + h02,i+1/2∆i+1/2η02 ∣
≤ ∆t
∆x
g(1 − r)
2
(h02,i−1/2∣∆i−1/2η02 ∣ + h02,i+1/2∣∆i+1/2η02 ∣)
< ∆t
∆x
g(1 − r)
2
(h02,i−1/2 tan(δ0)∆x + h02,i+1/2 tan(δ0)∆x)
< ∆t g(1 − r) h¯n+2/32,i tan(δ0) = ∆t σn+2/3i
y ∣qn+2/32,i ∣ < ∆tσn+2/3i ⇒ qn+12,i = 0,
de donde
w1i =
⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣
h01,i
0
h02,i
0
⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
.

Capítulo 4
Experimentos numéricos y aplicación al
caso de Lituya Bay
4.1. Introducción
A fin de ilustrar el comportamiento del esquema que hemos construido aplicado a los proble-
mas unidimensionales de avalanchas y propagación de tsunamis, se proponen en una primera
sección una serie de test numéricos aplicados a casos académicos. Posteriormente, una sección
dedicada a simulaciones numéricas basadas en configuraciones correspondientes a experimentos
de laboratorio. En ella trataremos de aplicar el esquema numérico a una situación de la que cono-
cemos datos experimentales y se valorará la validez del esquema para reproducir numéricamente
dichos datos. Analizaremos los resultados que ofrece el esquema al aplicarlo a la situación que
describen los experimentos realizados por V. Heller y W.H. Hager del instituto ETH de Zurich
y publicados en 2010 [37], donde un bloque de material granular es impulsado sobre un plano
inclinado provocando una avalancha que desemboca sobre un canal en el que se halla agua en
reposo. Para terminar, aplicamos el esquema a un caso real. Se trata de abordar una versión
simplificada del mega-tsunami de la bahía de Lituya (Alaska, EEUU) que tuvo lugar en 1958 y
del que se tienen multitud de datos físicos que nos pueden ayudar a validar nuestro modelo.
4.2. Casos académicos
4.2.1. Desprendimiento de sedimentos submarinos sobre un fondo plano.
Tomamos como eje de nuestro canal el intervalo [-10,10], función de profundidad H(x) = 1,
con condiciones iniciales
h1(x,0) = ⎧⎪⎪⎨⎪⎪⎩1 si ∣x∣ ≥ 10.3 si ∣x∣ < 1 , q1(x,0) = 0,
h2(x,0) = ⎧⎪⎪⎨⎪⎪⎩0 si ∣x∣ ≥ 10.7 si ∣x∣ < 1 , q2(x,0) = 0,
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y condiciones de frontera libres. Tomamos como parámetros CFL = 0.9 y ratio de densidades
r = 0.4, considerando la segunda capa como un tipo de sedimento granular. Usamos una malla
de 400 puntos. Los tres parámetros de fricción son cero y se ha tomado el ángulo de fricción
interna o ángulo de Coulomb como δ0 = 15○. La Figura 4.1 muestra la evolución de la capa de
sedimentos desde la condición inicial hasta que el flujo de masa se detiene en t = 5s.
4.2.2. Desprendimiento de sedimentos submarinos sobre un fondo plano e
inclinado.
En este caso tomamos de nuevo el intervalo [-10,10], con función de profundidad
H(x) =
⎧⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎩
1 si x < 0
1 − x
5
si ∣x − 2∣ < 2
0.2 si x > 4,
condiciones iniciales
h1(x,0) =H(x) − h2(x,0), q1(x,0) = 0,
h2(x,0) = ⎧⎪⎪⎨⎪⎪⎩H(x) − 0.3 si ∣x + 2∣ < 10, en otro caso, q2(x,0) = 0,
y condiciones de frontera libres. Tomamos como parámetros CFL = 0.9 y ratio de densidades
r = 0.4, considerando la segunda capa como un tipo de sedimento granular. Usamos de nuevo
una malla de 400 puntos. Los tres parámetros de fricción son cero. El ángulo de fricción interna
o ángulo de Coulomb considerado es δ0 = 15○. En la Figura 4.2 se muestra la condición inicial y
la evolución de la capa de sedimentos en varios instantes de tiempo.
Comparando las dos simulaciones numéricas anteriores atendiendo a las Figuras 4.1 y 4.2
podemos observar ,en los primeros instantes de tiempo, las mismas configuraciones tanto de la
capa de agua como del depósito final de la capa de sedimentos, debido a que ambas simulaciones
tienen los mismos parámetros de fricción entre capas y el mismo término de Coulomb. Las
diferencias empiezan cuando la capa de sedimentos entra en contacto con el fondo plano inclinado.
A partir de entonces las configuraciones de ambas capas resultan diferentes entre una simulación
y la otra.
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(a) Condición inicial
−10 −8 −6 −4 −2 0 2 4 6 8 10
−1
−0.8
−0.6
−0.4
−0.2
0
0.2
0.4
Tiempo: 0.1 seg.
(b) t=0.1 s
−10 −8 −6 −4 −2 0 2 4 6 8 10
−1
−0.8
−0.6
−0.4
−0.2
0
0.2
0.4
Tiempo: 0.5 seg.
(c) t=0.5 s
−10 −8 −6 −4 −2 0 2 4 6 8 10
−1
−0.8
−0.6
−0.4
−0.2
0
0.2
0.4
Tiempo: 1 seg.
(d) t=1 s
−10 −8 −6 −4 −2 0 2 4 6 8 10
−1
−0.8
−0.6
−0.4
−0.2
0
0.2
0.4
Tiempo: 1.5 seg.
(e) t=1.5 s
−10 −8 −6 −4 −2 0 2 4 6 8 10
−1
−0.8
−0.6
−0.4
−0.2
0
0.2
0.4
Tiempo: 2 seg.
(f) t=2 s
−10 −8 −6 −4 −2 0 2 4 6 8 10
−1
−0.8
−0.6
−0.4
−0.2
0
0.2
0.4
Tiempo: 5 seg.
(g) t=5 s
Figura 4.1: Desprendimiento de sedimentos submarinos sobre un fondo plano: evolución de la
superficie del agua y del sedimento (escala horizontal x(m), escala vertical z(m)).
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(a) Condición inicial
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Tiempo: 0.1 seg.
(b) t=0.1 s
−10 −8 −6 −4 −2 0 2 4 6 8 10
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0
0.2
0.4
Tiempo: 0.5 seg.
(c) t=0.5 s
−10 −8 −6 −4 −2 0 2 4 6 8 10
−1
−0.8
−0.6
−0.4
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0
0.2
0.4
Tiempo: 1 seg.
(d) t=1 s
−10 −8 −6 −4 −2 0 2 4 6 8 10
−1
−0.8
−0.6
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−0.2
0
0.2
0.4
Tiempo: 1.5 seg.
(e) t=1.5 s
−10 −8 −6 −4 −2 0 2 4 6 8 10
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−0.8
−0.6
−0.4
−0.2
0
0.2
0.4
Tiempo: 2 seg.
(f) t=2 s
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Tiempo: 4.9 seg.
(g) t=5 s
Figura 4.2: Desprendimiento de sedimentos submarinos sobre un fondo plano e inclinado: evolu-
ción de la superficie del agua y del sedimento (escala horizontal x(m), escala vertical z(m)).
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4.2.3. Avalancha submarina.
Nos situamos ahora en un canal con eje el intervalo [−10,15]. El siguiente paso en nuestros
test numéricos es dejar caer una columna de sedimentos que se encuentran bajo la superficie del
agua y apoyada sobre un fondo inclinado de pendiente α = 0.2 (= 11.31○). La función profundidad
viene dada por
H(x) = ⎧⎪⎪⎪⎨⎪⎪⎪⎩
x + 5
5
si x ∈ [−5,4]
9/5 si x > 4 ,
con condiciones iniciales
h1(x,0) =H(x) − h2(x,0), q1(x,0) = 0,
h2(x,0) = ⎧⎪⎪⎨⎪⎪⎩H(x) − 0.3 si ∣x + 2∣ < 1,0 en otro caso, q2(x,0) = 0,
y condiciones de frontera libres. Tomamos como parámetros CFL = 0.9 y ratio de densidades
r = 0.2, considerando la segunda capa como un tipo de sedimento granular. Usamos una malla
de 500 puntos. Los tres parámetros de fricción son cero. El ángulo de fricción interna o ángulo
de Coulomb se toma δ0 = 15○. La Figura 4.4 muestra la condición inicial y la evolución de la
avalancha en distintos instantes de tiempo hasta que el flujo de masa del sedimento se detiene y
forma el depósito que se puede ver en la Figura 4.4(g).
El comportamiento de la capa de sedimentos dependerá del ángulo de Coulomb elegido a la
hora de simular el experimento. En la Figura 4.3 se observa los diferentes depósitos de sedimentos
en función del parámetro δ0.
−10 −5 0 5 10 15−1.8
−1.6
−1.4
−1.2
−1
−0.8
−0.6
−0.4
−0.2
0
0.2
Tiempo: 10 seg.
Figura 4.3: Posición y depósito de la capa de sedimentos en función del ángulo de Coulomb
(escala horizontal x(m), escala vertical z(m)).
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(a) Condición inicial
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(b) t=0.1 s
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(c) t=0.5 s
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(e) t=2 s
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(f) t=5 s
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Figura 4.4: Avalancha submarina: evolución de la superficie del agua y del sedimento (escala
horizontal x(m), escala vertical z(m)).
El siguiente paso en nuestras simulaciones sería trasladar esta avalancha submarina y estudiar
el efecto que se produciría dejando caer una capa de sedimentos que se introduce en el medio
acuático: una avalancha subaérea. Este caso test estará respaldado por los estudios de laboratorio
que se describen en la Sección 4.3 y que serán simulados en la Sección 4.3.4 utilizando el esquema
construido.
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4.3. Experimentos en laboratorio
4.3.1. Introducción y referencias
En esta sección realizaremos simulaciones numéricas basándonos en las configuraciones corres-
pondientes a los experimentos realizados por Valentín Heller, del Laboratorio de Hidráulica del
instituto ETH de Zurich, en colaboración con Will H. Hager de la Escuela de Ingeniería Civil y
medio ambiente de la universidad de Southampton, y publicados en 2010, Wave types of landslide
generated impulse waves [37].
4.3.2. Modelo físico
4.3.2.1. Canal rectangular
Los experimentos de laboratorio han sido realizados mediante un generador de avalanchas,
desarrollado por Fritz y Moser, del instituto ETH de Zurich, [32]. Se trata de un canal de
sección rectangular cuyo fondo está formado por una rampa que desemboca sobre el fondo del
canal. Sobre la rampa está colocada una caja que contiene material granular, que es impulsado
mediante un sistema neumático (véanse Figuras 4.5 y 4.6). En la posición 2 de la Figura 4.5, que
se encuentra a 1.3 m. sobre la superficie del agua en la dirección de la rampa, la caja alcanza su
velocidad máxima y la pared frontal de la misma se abre. El material granular deja la caja para
deslizarse sobre la rampa debido a la fuerza de la gravedad y alcanza la superficie del agua. Es
a partir de este momento cuando se produce la generación de olas en el canal construido. En la
posición 3 de la Figura 4.5 se encuentra la caja vacía, generalmente a 0.8 m. sobre la superficie
del agua en la dirección de la rampa. Esta posición final de la caja se ajusta a las diferentes
profundidades del agua en reposo h.
Las medidas del canal usadas para este experimento son 11 m de largo, 0.5 m de ancho, y 1 m
de profundidad, como muestra la Figura 4.6. El lado frontal del canal está fabricado en cristal,
mientras que la parte trasera consiste en una plancha de acero. El fondo del canal está hecho de
acero hasta la zona de impacto (3.67 m) mientras que el resto se constituye de cristal, necesario
para poder aplicar un posterior tratamiento de imagen mediante laser, [36]. Como se aprecia
en la Figura 4.5 se establece una protección de salpicaduras, y paneles perforados a modo de
barrera que absorbe en la medida de lo posible la ola al final del canal, reduciendo la reflexión
de la misma en el sentido contrario. El material granular es acelerado a lo largo de una rampa
de 3 m de longitud. El ángulo de impacto α, y en consecuencia el generador de avalanchas, son
ajustables de 30○ a 90○ con respecto al eje horizontal.
4.3.2.2. Material granular
El material granular, juega un papel determinante en el desarrollo del experimento, al igual
que en nuestro modelo matemático. El tratamiento físico del mismo se ha estudiado previamente
en [30], [78], con el objetivo de investigar los efectos de escala que produce la granulometría del
material en la generación de olas. El tratamiento matemático fue discutido en [68] y [27].
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Figura 4.5: Impacto y generación de olas. (ms = 108 Kg, h = 0.45 m, α = 45○)
GENERADOR DE 
AVALANCHAS PROTECCIÓN SALPICADURAS
BARRERA DE
ABSORCIÓN
Figura 4.6: Canal rectangular: dimensiones, generador de avalanchas, protección de salpicaduras
y barrera de absorción [30].
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Dentro de las propiedades de un material granular podemos destacar, entre otras, el diámetro
de grano, dg; la densidad de grano, ρg; la densidad del bloque, ρs; la porosidad, ψ0 (en %),
el ángulo de fricción entre el bloque granular y la superficie de la rampa, también denominado
ángulo de Coulomb, δ0, y el ángulo de fricción interna entre los granos, φ′.
En la Tabla 4.1 y Figura 4.7 se muestran distintos tipos de material granular con los que se
llevan a cabo los experimentos de Heller y Hager.
Figura 4.7 dg ρg ρs ψ0 δ φ′
(mm) (kg/m3) (kg/m3) (%) (○) (○)
(a) 2 2.372 1.442 39 27 32
(b) 4 2.745 1.592 42 24 34
(c) 5 955 573 40 20 27
(d) 8 2.429 1.338 45 21 21
Tabla 4.1: Tabla de propiedades de materiales granulares de acuerdo a la Figura 4.7
Figura 4.7: Materiales granulares considerados en los experimentos, correspondientes a la Tabla
4.1.
4.3.2.3. Sistemas de medición
El tratamiento de los datos experimentales se desarrolla a través de diferentes técnicas y
software especializados en cada función. En la Figura 4.8 se puede observar este complejo sistema
de medición en el que intervienen, entre otros, dos sensores de distancias por laser (LDS), para
escanear los perfiles de la avalancha cuyo funcionamiento se observa en la Figura 4.9, siete sensores
de calibración (CWG) para medir los perfiles de las olas a lo largo de la zona de propagación,
colocados según se observa en la Figura 4.10 y un software de procesamiento de imagen (PIV)
que recoge el campo de velocidades de las partículas de material granular.
4.3.3. Resultados experimentales
Los datos experimentales se extraen de uno de los tres experimentos realizados por Heller en
[35].
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Figura 4.8: Sistema de medición y seguimiento de avalancha y generación de olas. [36].
Figura 4.9: Velocidad de impacto. Análisis LDS.
Figura 4.10: Seguimiento de olas a lo largo del canal. Análisis CWG.
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4.3.3.1. Geometría del experimento
Se trata de una avalancha subaérea realizada en un canal rectangular con una profundidad
para el agua en reposo de 0.3 m. La capa granular tiene una densidad de ρs = 1.678 kg/m3, con
una densidad de grano de ρg = 2.745 kg/m3, una porosidad de ψ0 = 0.389 % ≈ 0.4, y un ángulo
de fricción interna de φ′ = 34○. El volumen del bloque es de 0.0334 m3 y la velocidad de impacto
calculada gracias a los sensores LDS es de v = 4.67 m/s. El ángulo de impacto de la rampa de
deslizamiento es de α = 45○.
El canal donde se efectúa el experimento se corresponde con el de la Figura 4.6. El origen de
coordenadas se define en el punto de impacto, es decir, en la intersección de la rampa con la
superficie de agua en reposo. El tiempo comienza en t = 0 cuando el bloque alcanza la superficie
del agua. En los resultados obtenidos, se expresa el tiempo en función de Tr, denominado tiempo
relativo, y calculado como Tr = t√g/h.
El generador de avalanchas descrito en secciones anteriores, coloca la caja rellena del material
granular a −1.285 m. sobre el origen de coordenadas en la dirección de la rampa, que alcanza
una velocidad máxima de 3.25 m/s. cuando se abre la parte frontal.
Las dimensiones del material granular son 0.6 m × 0.118 m × 0.472 m, por lo que no ocupa la
totalidad de la anchura del caja, sólo un 94 %
En la Figura 4.11 se establece la definición de los parámetros y variables más relevantes del
experimento.
Figura 4.11: Parámetros y variables relevantes en el experimento.
4.3.3.2. Resultados obtenidos
Los resultados obtenidos de este experimento se centran en la forma del depósito del material
granular y en la amplitud de las ondas generadas.
La información recogida por el análisis de las cámaras PIV, la que proporcionan los sensores
CWG colocados según la Figura 4.10, están recogidos en las Figuras 4.12 y 4.13 respectivamente.
4.3.4. Simulaciones numéricas
A partir de los resultados obtenidos en el laboratorio y recogidos en el caso test realizado por
Heller en [37], trataremos de realizar el mismo experimento de manera numérica y comparar los
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resultados.
En primer lugar, debemos definir la geometría y fijar los parámetros necesarios para que nuestro
esquema refleje numéricamente al caso test llevado a cabo en el laboratorio. Queremos simular
una avalancha subaérea en un canal de 11 metros de longitud, donde definimos las funciones
topografía, H(x), capa de agua, h1(x), y capa de material granular, h2(x).
(4.3.1) H(x) = ⎧⎪⎪⎨⎪⎪⎩x + 1.57 si x ∈ [−1.57,0.3]1.87 si x ∈ (0.3,9.43]
(4.3.2) h1(x) = −1.57 +H(x)
(4.3.3) h2(x) = ⎧⎪⎪⎨⎪⎪⎩0.1668 si x ∈ [−0.4242,0]0 en otro caso
La velocidad de la primera capa permanece constante e igual a 0, es decir, agua e reposo,
mientras que la velocidad de la segunda capa viene dada por los datos iniciales del experimento
de laboratorio, así que consideramos
(4.3.4) q1(x) = 0, q2(x) = 4.67 ⋅ h2(x)
Con este nuevo test pretendemos fijar los parámetros de fricción basándonos en los resultados
experimentales. En este proceso debemos determinar la influencia en la configuración final, de
cada uno de los tres parámetros: fricción entre capas, fricción del material granular con el fondo, y
fricción del agua con el fondo. El enfoque tratado aquí va encaminado a reproducir de la manera
más exacta posible la amplitud que alcanzan las olas que produce la avalancha de material
granular al entrar en contacto con el agua, y a estimar el tiempo en el que se producen dichas
amplitudes máximas.
Los parámetros finalmente considerados en esta simulación están representados en la Tabla
4.2.
En la Figura 4.14 se puede observar la evolución de la superficie libre del agua y de la capa de
material granular durante el primer segundo de la simulación.
El perfil relativo que mide la altura de las olas en los puntos CWG1 a CWG7 se muestra
en la Figura 4.15. En la Figura 4.16 se establece la comparación entre los perfiles relativos
correspondientes al experimento numérico.
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Figura 4.12: Análsis PIV, tomado en t = (a) 0.2 s ,(b) 0.4 s ,(c) 0.6 s ,(d) 0.8 s y (e) 1.0 s tras
del impacto. [35]
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Figura 4.13: Perfil relativo η/h frente a t en (a) CWG1 (b) CWG2 (c) CWG3 (d) CWG4 (e)
CWG5 (f) CWG6 y (g) CWG7. Las áreas en gris están influenciadas por la reflexión de las olas.
[Heller-2007]
Datos Valor
x0 −1.57
Longitud del segmento 11
Número de particiones 2200
Tiempo total de integración 1
Tiempo inicial 0.0
Condición CFL 0.4
Ratio de densidades 0.596
Ángulo de Coulomb 34
Parámetro de fricción Material granular-Fondo no erosionable 0.09
Parámetro de fricción Agua-Fondo no erosionable 0.01
Parámetro de fricción Material granular-Agua 0.01
hε 0.001
Condiciones frontera libre
Tabla 4.2: Parámetros de entrada para la simulación del experimento de laboratorio
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Figura 4.14: Evolución de la superficie libre del agua y de la capa de sedimentos (escala horizontal
x/h, escala vertical z/h) .
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Figura 4.15: Resultados numéricos de perfil relativo en los CWG’s (escala horizontal Tr, escala
vertical z/h)
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Figura 4.16: Perfiles relativos en los CWG’s. Comparación de resultados experimentales (negro)
y numéricos (azul).
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4.3.5. Discusión de los resultados
Tras aplicar nuestro esquema numérico a una situación real de la que conocemos datos expe-
rimentales podemos decir que los resultados obtenidos son satisfactorios, en el sentido de que
hemos logrado reproducir el fenómeno ocurrido y alcanzar numéricamente los valores esperados
tanto en la amplitud de las ondas principales como en el instante en el que se producen. Debido
a la configuración del experimento que intentamos simular, se puede observar en la Figura 4.12
cómo en los primeros instantes del mismo tienen lugar importantes efectos de cavitación y turbu-
lencia que quedan fuera del alcance de las posibilidades del esquema numérico empleado. De este
modo, como se puede observar comparando la secuencia de las Figuras 4.12 y 4.14, es apreciable
una configuración diferente entre la evolución del experimento numérico y del experimento real.
En el experimento numérico (véase Figura 4.14) la capa de sedimento avanza, en los primeros
instantes más lentamente que en el experimento real, si bien, la amplitud y velocidad de la onda
de choque producida es prácticamente igual a experimental (véase Figura 4.16).
En cuanto al perfil de depósito del material granular se obtiene una configuración en la que
el alcance es ligeramente inferior en el experimento numérico. El perfil frontal de esta capa es
similar a la experimental, mientras, en la parte anterior de dicha capa el perfil experimental es
apreciablemente de menor espesor que el experimental.
Podemos concluir que nuestro experimento numérico reproduce satisfactoriamente la amplitud
y velocidad de la onda producida tras el impacto con el fluido.
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4.4. Aplicación al caso de Lituya Bay
El mega-tsunami que tuvo lugar en la bahía de Lituya, en 1958, ha sido descrito por Miller
(1960), Slingerland y Voight (1979) y Fritz et al. (2001), entre otros. La bahía de Lituya está
localizada cerca de las montañas de Saint Elías, al sur de la costa de Alaska. Las dimensiones de
la bahía son de 1.2 km a 3.3 km de ancho por 12 km de longitud. La salida hacia el pacífico está
restringida a una anchura de 300 m. (Ver figura 4.17).
El 9 de julio de 1958 se localizó un terremoto de magnitud 8.3 según la escala de Richter con
epicentro a 21 km al sudeste de la bahía de 1 a 4 minutos de duración, según los datos recogidos
por Slingerland y Voight (1979). Consecuencia de este temblor, se produjo la caída de un frente
rocoso a unos 914 metros de altitud sobre una ladera con una pendiente de 45○ de media.
Figura 4.17: Bahía de Lituya. Línea de alcance del tsunami.
El material desprendido tenía una densidad de grano ρg = 2700 Kg/m3. La anchura media
del desprendimiento fue de b = 823 m y el grosor máximo alcanzaba los s = 92 m. La avalancha
generó un runup1 de R = 524 m de altura en la ladera opuesta al desprendimiento, situada a
x ≈ 1350 m, con una pendiente de 45○. La profundidad media del agua en la zona de impacto era
de h = 122 m.
1El término técnico en inglés para definir el alcance de un tsunami es conocido como runup
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Herman Fritz, en [29], construyó un modelo de laboratorio a escala 1:675 basándose en el
criterio generalizado de similitud del número de Froude (las dimensiones del canal son: Longitud,
Anchura, Altura: 11 m, 0.5 m y 1 m). El mecanismo de construcción y funcionamiento es muy
similar al mostrado en la sección 4.3. Puede observarse un esquema con las magnitudes del modelo
y la situación del estado inicial en la Figura 4.18.
Figura 4.18: Modelo físico de la zona de avalancha en la bahía de Lituya.
Para realizar el experimento se empleó un material granular con las siguientes propiedades:
densidad de grano ρg = 2.64 t/m3, diámetro medio de grano dg = 4 mm, la densidad del bloque
ρs = 1.62 t/m3, la porosidad del bloque ψ0 = 39 % y el ángulo de fricción dinámico entre el bloque
granular y la rampa de δ0 = 25○.
La velocidad inicial de caída del bloque de material granular se tomó como 110 m/s y se recogen
los datos experimentales durante los primeros 240 segundos.
Estas series de datos nos han servido como información de calibración de nuestro modelo, que
ha sido lanzado usando los parámetros que se muestran en la Tabla 4.3:
Símbolo Dimensión Valor
h [m] 122
s [m] 92
b [m] 823
Vs [m/s] 110
V [m3] 51 × 106
ρs [kg/m3] 1620
α [○] 40
β [○] 34.3
F [-] 2.66
S [-] 0.75
M [-] 6.74
Datos Valor
x0 −1000
Longitud del segmento 3000
Número de particiones 600
Tiempo total de integración 240
Tiempo inicial 0.0
Condición CFL 0.9
Ratio de densidades 0.5
Ángulo de Coulomb 25
Fricción Bloque-Fondo 0.23
Fricción Agua-Fondo 0.015
Fricción Bloque-Agua 0.01
hε 0.0012
Condiciones frontera libre
Tabla 4.3: Parámetros que intervienen en la avalancha. Datos introducidos en la simulación
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Las condiciones de configuración iniciales son:
(4.4.1) H(x) = ⎧⎪⎪⎪⎪⎨⎪⎪⎪⎪⎩
x + 22 si x ∈ [−1000,100],
122 si x ∈ (100,1198),−x + 1320 si x ≥ 1198,
(4.4.2) h1(x) = ⎧⎪⎪⎨⎪⎪⎩H(x) si H(x) ≥ 0,0 en el resto,
y
(4.4.3) h2(x) = ⎧⎪⎪⎨⎪⎪⎩113 si ∣x + 400∣ < 265,0 en el resto.
En la Figura 4.19 observamos la condición inicial y una secuencia de varios instantes de la
simulación. Estamos interesados en comparar los resultados obtenidos en el modelo a escala de
laboratorio con los resultados del modelo numérico. En particular hay dos elementos importantes
a comparar: el runup o alcance de la onda de tsunami generada en la ladera opuesta a la zona
de desprendimiento y la amplitud de las ondas medidas en un sensor que está colocado sobre la
vertical del punto x = 885 m.
En las Figuras 4.20 y 4.21 se muestran los valores obtenidos en nuestro experimento numérico,
que son comparados con los valores experimentales en las Figuras 4.22 y 4.23 respectivamente.
Observemos en la Figura 4.22 que el runup de los datos numéricos es prácticamente igual al
experimental (el máximo se alcanza en el instante t = 33 s (véase Figura 4.19(d)) y tiene un valor
de 524, igual al experimental). A partir de este instante la primera onda vuelve de nuevo hacia el
canal y se producen nuevas reflexiones que van llegando paulatinamente a la zona de runup y que
están representadas en la Figura 4.22. Puede observarse como las amplitudes de dichas ondas son
capturadas correctamente por el modelo, si bien, el modelo numérico va progresivamente más
adelantado que los datos experimentales.
En la Figura 4.23 se comparan los datos numéricos y experimentales de elevación de la superficie
libre del agua para un punto que se encuentra en la coordenada x = 885 m del canal. De nuevo
las amplitudes de las ondas generadas por el experimento numérico y la forma de las mismas es
capturada de forma muy satisfactoria, si bien, de nuevo el experimento numérico va adelantado
en tiempo con respecto a los datos experimentales.
Podemos concluir que a pesar de trabajar con un modelo unidimensional los principales aspec-
tos del experimento de Lituya Bay realizado en laboratorio por H. Fritz (véase [29]) se capturan
correctamente en el experimento numérico, si bien éste va progresivamente más adelantado en el
tiempo que los datos de laboratorio debido principalmente a la configuración ligeramente distinta
que va adquiriendo el depósito de sedimentos.
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Figura 4.19: Simulación del caso Lituya Bay
Sec. 4.4 Aplicación al caso de Lituya Bay 67
0 50 100 150 200 250
0
100
200
300
400
500
600
Figura 4.20: Run-up. Resultados numéricos. (escala horizontal t(s), escala vertical z(m)).
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Figura 4.21: Elevación de la superficie libre en x = 885 m. Resultados numéricos. (escala horizontal
t(s), escala vertical z(m)).
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Figura 4.22: Runup. Comparación de los resultados numéricos (verde) con datos experimentales
(magenta).
Figura 4.23: Elevación de la superficie libre en x = 885 m. Comparación de los resultados numé-
ricos (azul) con datos experimentales (negro).
Capítulo 5
Conclusiones
En esta memoria se ha realizado la extensión del esquema numérico IFCP a sistemas hiperbóli-
cos de leyes de conservación con términos fuentes y productos no conservativos. Se han estudiado
las propiedades de buen equilibrado del método y se ha demostrado la estabilidad L∞ lineal del
mismo.
Se ha llevado a cabo la aplicación de este esquema al modelo unidimensional de Savage-Hutter
bicapa para la simulación de avalanchas y propagación de tsunamis, donde se presta especial
atención a la discretización de los términos fuentes que parametrizan la fricción. Se prueba que
el esquema resultante es exactamente bien equilibrado para una clase particular de soluciones de
equilibrio que son de especial interés desde el punto de vista de las aplicaciones.
Se presenta la aplicación de este modelo a casos reales de los que se conocen datos experimen-
tales, como aquellos que recogen los estudios de Heller y Fritz. Uno de ellos corresponde a un
experimento de laboratorio a escala del mega-tsunami de Lituya-Bay.
Los resultados obtenidos son satisfactorios, en el sentido de que hemos logrado reproducir el
fenómeno de avalancha y el consecuente tsunami generado. Las ondas principales se capturan de
forma satisfactoria, tanto la amplitud, como la velocidad de propagación. No ocurre lo mismo
con otras ondas secundarias. Esto puede deberse a que el modelo no tiene en cuenta efectos tales
como la cavitación y la turbulencia, entre otros.
En cualquier caso, este modelo es un buen punto de partida para entender los mecanismos
básicos de generación de tsunamis producidos por avalanchas.
La líneas de trabajo en un futuro estarán encaminadas en incluir alguno de los efectos que este
modelo no contempla, como los efectos no hidrostáticos de la presión, cavitación, entre otros. La
inclusión de tales efectos introducirán nuevos términos que conllevará una mayor complejidad en
el diseño de esquemas numéricos.
También se estudiarán técnicas para incluir los efectos estocásticos derivados de la incertidum-
bre de los datos, tales como, los parámetros de fricción.
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