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We define a new family of matrix means {Lμ(ω;A)}μ∈R where ω
and A vary over all positive probability vectors in Rm and m-tuples
of positive definite matrices resp. Each of these means interpolates
between the weighted harmonic mean (μ = −∞) and the arith-
metic mean of the sameweight (μ = ∞)withLμ  Lν forμ  ν .
Each has a variational characterization as the unique minimizer of
the weighted sum for the symmetrized, parameterized Kullback–
Leibler divergence. Furthermore, each can be realized as the com-
mon limit of the mean iteration by arithmetic and harmonic means
(in the unparameterized case), or,more generally, the arithmetic and
resolvent means. Other basic typical properties for a multivariable
mean are derived.
© 2011 Elsevier Inc. All rights reserved.
1. Introduction
For positive definite matrices C and D, the matrix geometric mean C#D is the metric midpoint
of the of arithmetic mean A = (1/2)(C + D) and the harmonic mean H = 2(C−1 + D−1)−1 for
both the trace metric and the Thompson metric (see, e.g., [8]). The geometric mean also lies between
them in the sense that if we take the iterated harmonic and arithmetic means, Hn and An, then both
sequences converge to C#D (again see [8]). These facts, among others, motivated us to consider the
more general construction of taking the geometric mean of the weighted n-variable arithmetic and
harmonicmeans.More precisely, forω = (w1, . . . ,wm) ∈ (0, 1)m summing to 1 and positive definite
matrices A1, . . . , Am with A = (A1, . . . , Am) we define the weighted A#H-mean to be the matrix
geometric mean of the weighted arithmetic and harmonic means:
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L(ω;A) =
⎛
⎝ m∑
i=1
wiAi
⎞
⎠#
⎛
⎝ m∑
i=1
wiA
−1
i
⎞
⎠−1 .
From its definition it is a metric midpoint for the weighted arithmetic and harmonic means. Another
agreeable (and obvious) property of this mean in contrast to the arithmetic or harmonic mean indi-
vidually is preservation under inverse. Furthermore, in Section 4 we establish the robustness of the
arithmetic–harmonic iteration by showing that the weighted A#H-mean L(ω;A) is the limit for a
whole host of iterations of the weighted arithmetic and harmonic means. Additionally it provides a
computationally straightforward alternative to the computationally costly iterative methods needed
in the Ando–Li–Mathias and Bini–Meini–Poloni constructions ofmultivariable geometricmeans, [1,6].
One quite significant influence on our work has been recent work on parameterized means and
related matters, particularly the “resolvent mean," which may be viewed as a parameterization of the
harmonic mean; see [3–5]. By appropriately parameterizing both the arithmetic and harmonic means
we obtain a parameterized version of theA#H-mean.We view the parameterized version of theA#H-
mean as, in some sense, a “symmetrized" version of the resolvent mean. We recall pertinent facts
about the resolvent mean in Section 2 and in Section 3 we introduce its parameterized generalization
Lμ(ω;A). We establish its monotonicity in parameter and show that it parameterizes a continuous
family stretching between its upper limit at ∞, the arithmetic mean, and its lower limit at −∞,
the harmonic mean. The weighted A#H-mean appears at the parameter 0, i.e., is given by L0(ω;A),
another exhibition of its distinguished place between the harmonic and arithmetic mean.
The Kullback–Leibler divergence (K-L divergence) is a basic tool in probability theory and infor-
mation theory; it provides a non-symmetric measure of the difference between two probability dis-
tributions P and Q . It has been adapted to quantum information theory, so that one defines the K-L
divergence of a pair of density matrices, positive definite matrices of trace 1. In Section 5 we consider
symmetrized versions of K-L divergence viewed as generalized metrics on the set of positive definite
matrices and show that the closest point to a given finite set of points in the sense of minimizing
the sum of the symmetric K-L divergences is given by the appropriate Lμ(ω;A). This result gives a
variational characterization of the parameterized weighted A#H-mean.
The parameterized weighted A#H-mean Lμ(ω;A) satisfies variants of most of the useful axioms
for multivariable means identified by Ando et al. [1]; see Theorem 3.8. Though in general it is only
invariant under unitary transformations, it is invariant under congruence transformations for the case
μ = 0, the case of the weighted A#H-mean. However, since the Kullback–Liebler divergence is not
invariant under congruence transformations for general μ and the mean Lμ(ω;A) has a variational
characterization in terms of this divergence, it is not surprising that Lμ(ω;A) is not invariant under
congruence transformations for general μ.
We note that another operatormean has recently been introduced and studied by Raïssouli, Leazizi,
and Chergui [7] constructed as the common limiting matrix of three sequences constructed from
arithmetic, geometric and harmonic means and called the arithmetic–geometric–harmonic mean.
2. The resolvent mean
Let Hn denote the space of hermitian matrices of size n × n, H++n the subset of positive definite
members of Hn, and H
+
n the subset of positive semidefinite matrices. The set of m-tuples of positive
definite matrices is denoted (H++n )m.
Let Pm(m  2) be the set of all positive probability vectors inRm ;
Pm :=
⎧⎨
⎩(w1, . . . ,wm) ∈ (0, 1)m :
m∑
i=1
wi = 1
⎫⎬
⎭ .
For ω = (w1, . . . ,wm) ∈ Pm, A = (A1, A2, . . . , Am) ∈ (H++n )m, a non-singular matrix M, and a
permutation σ ∈ Sm onm-letters, we denote
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ωσ = (wσ(1),wσ(2), . . . ,wσ(m)),Aσ = (Aσ(1), Aσ(2), . . . , Aσ(m)),
M∗AM = (M∗A1M,M∗A2M, . . . ,M∗AmM),
A−1 = (A−11 , A−12 , . . . , A−1m ).
We denote the weighted harmonic and arithmetic means, respectively, as
⎛
⎝ m∑
i=1
wiA
−1
i
⎞
⎠−1 = H(ω;A), m∑
i=1
wiAi = A(ω;A).
We consider the (parameterized) resolventmean introduced by Bauschke et al. [4], which collapses
to the weighted harmonic mean for μ = 0.
Definition 2.1. The resolventmean ofm positive definitematrices A = (A1, A2, . . . , Am)withweight
vector ω = (w1,w2, . . . ,wm) ∈ Pm is defined by
Rμ(ω;A) =
⎡
⎣ m∑
i=1
wi(Ai + μI)−1
⎤
⎦−1 − μI, μ  0
and for μ = ∞,R∞(ω;A) = A(ω;A), the weighted arithmetic mean.
Remark 2.2. The preceding definition of the resolventmeanRμ(ω;A) extends tom-tuples of positive
semidefinite matrices for μ > 0.
The following basic properties of the resolvent mean, several of which follow directly from the
definition, can be found in [4], except for (9), monotonicity with respect to parameter.
Proposition 2.3. We have
(1) (Idempotency)Rμ(ω; A, A, . . . , A) = A.
(2) (Homogeneity)Rμ(ω;αA) = αRμ
α
(ω;A), α > 0.
(3) (Permutation invariancy)Rμ(ωσ ;Aσ ) = Rμ(ω;A), σ ∈ Sm.
(4) (Monotonicity)Rμ(ω;A)  Rμ(ω; B), if Ai  Bi for 1  i  m.
(5) (Continuity) The function from [0,∞) × Pm × (H++n )m → H++n sending (μ, ω,A) toRμ(ω;A)
is continuous (indeed smooth).
(6) (Unitary invariancy)Rμ(ω;U∗AU) = U∗Rμ(ω;A)U, for U∗ = U−1.
(7) (Joint concavity) For 0  λ  1,
λRμ(ω;A) + (1 − λ)Rμ(ω; B)  Rμ(ω; λA + (1 − λ)B).
(8) (Self-duality)Rμ(ω;A−1)−1 = Rμ−1(ω;A).
(9) (Monotonicity for parameters)Rμ(ω;A)  Rν(ω;A), for μ  ν.
(10) (Arithmetic-resolvent-harmonic mean inequalities and limits)
⎛
⎝ m∑
i=1
wiA
−1
i
⎞
⎠−1 = lim
μ→0Rμ(ω;A)  Rμ(ω;A)  limμ→∞R∞(ω;A) =
m∑
i=1
wiAi.
(11) R1( 12m , . . . ,
1
2m
; A1, . . . , Am, A−11 , . . . , A−1m ) = I.
(12) (Recursion)Rμ(ω;A) = Rμ(1 − wm,wm;Rμ( w11−wm , . . . ,
wm−1
1−wm ; A1, . . . , Am−1), Am).
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Property (9) can be obtained by the proximal method [3, Theorem 8.5], but we provide a proof
based on the variational characterization of the parallel sum.
Proposition 2.4. If 0 < μ  ν < ∞, then
Rμ(ω;A)  Rν(ω;A) (2.1)
for all ω ∈ Pm and A ∈ (H+n )m.
Proof. Wefirst assumem = 2. The resolventmean of two positive semidefinitematrices A and Bwith
weight ω = (w1,w2) is given byRμ(ω; A, B) = [w1(A + μI)−1 + w2(B + μI)−1]−1 − μI. In terms
of the parallel sum X : Y = (X−1 + Y−1)−1,
Rμ(ω; A, B) = A + μI
w1
: B + μI
w2
− μI.
Set C = A+μI
w1
: B+μI
w2
. To showRμ  Rν, it suffices to prove that
C + (ν − μ)I  A + νI
w1
: B + νI
w2
.
By the variational characterization of the parallel sum [2, Theorem 4.1.1]
X : Y = max
⎧⎨
⎩Z  0 :
⎛
⎝X X
X X + Y
⎞
⎠ 
⎛
⎝Z 0
0 0
⎞
⎠
⎫⎬
⎭ . (2.2)
Thus to complete the proof form = 2, it is enough to show that
⎛
⎝ 1w1 (A + νI) 1w1 (A + νI)
1
w1
(A + νI) 1
w1
(A + νI) + 1
w2
(B + νI)
⎞
⎠ 
⎛
⎝C + (ν − μ)I 0
0 0
⎞
⎠ ,
or equivalently
 :=
⎛
⎝ 1w1 (A + νI) − (ν − μ)I 1w1 (A + νI)
1
w1
(A + νI) 1
w1
(A + νI) + 1
w2
(B + νI)
⎞
⎠ 
⎛
⎝C 0
0 0
⎞
⎠ . (2.3)
From C = A+μI
w1
: B+μI
w2
and (2.2),
 :=
⎛
⎝ 1w1 (A + μI) 1w1 (A + μI)
1
w1
(A + μI) 1
w1
(A + μI) + 1
w2
(B + μI)
⎞
⎠ 
⎛
⎝C 0
0 0
⎞
⎠ .
This implies that (2.3) holds true if  −   0, that is,
 −  = (ν − μ)
⎛
⎝( 1w1 − 1)I 1w1 I
1
w1
I 1
w1w2
I
⎞
⎠  0.
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Multiplying by w1w2/(ν − μ) and reducing to a 2 × 2 matrix yields
⎛
⎝w22 w2
w2 1
⎞
⎠ , which is positive
semidefinite. Therefore (2.1) holds form = 2.
Suppose the assertion holds true form−1. Letω = (w1, . . . ,wm) ∈ Pm and A = (A1, . . . , Am) ∈
(H+n )m. Employing the recursion property (12) and the monotonicity property (4), we have
Rμ(ω;A) =Rμ
(
1 − wm,wm;Rμ
(
w1
1 − wm , . . . ,
wm−1
1 − wm ; A1, . . . , Am−1
)
, Am
)
Rμ
(
1 − wm,wm;Rν
(
w1
1 − wm , . . . ,
wm−1
1 − wm ; A1, . . . , Am−1
)
, Am
)
Rν
(
1 − wm,wm;Rν
(
w1
1 − wm , . . . ,
wm−1
1 − wm ; A1, . . . , Am−1
)
, Am
)
,
where the first inequality follows from the induction hypothesis and the second from the previous
paragraph. 
3. WeightedA#H-means
ThegeometricmeanA#B = A1/2(A−1/2BA−1/2)1/2A1/2 ofpositivedefinitematricesAandB satisfies
the following basic properties [8].
Lemma 3.1. We have
(1) A#A = A, A#B = B#A, (A#B)−1 = A−1#B−1;
(2) (αA)#(βB) = √αβ(A#B);
(3) (Riccati Lemma) The equation XA−1X = B has the unique positive definite solution X = A#B;
(4) A#B  C#D for A  C, B  D;
(5) (A + B)#(A−1 + B−1)−1 = A#B;
(6) For 0  λ  1,
λ(A#C) + (1 − λ)(B#D)  (λA + (1 − λ)B)#(λC + (1 − λ)D);
(7) 2(A−1 + B−1)−1  A#B  A+B
2
.
We come now to our central topic, the parameterized, weighted A#H-mean.
Definition 3.2. Let ω = (w1,w2, . . . ,wm) ∈ Pm and A = (A1, A2, . . . , Am) ∈ (H+n )m. Define for
μ > 0, μ = 0 and μ < 0, respectively
Lμ(ω;A) =
⎛
⎝ m∑
i=1
wi(Ai + μI)
⎞
⎠#
⎛
⎝ m∑
i=1
wi(Ai + μI)−1
⎞
⎠−1 − μ, (μ > 0),
L0(ω;A) =
⎛
⎝ m∑
i=1
wiAi
⎞
⎠#
⎛
⎝ m∑
i=1
wiA
−1
i
⎞
⎠−1 ,
Lμ(ω;A) = L−μ(ω;A−1)−1 (μ < 0).
The mean L(ω;A) = L0(ω;A) is called theweightedA#H-mean and Lμ(ω;A) is called theweighted
A#H-mean of parameter μ.
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For Lμ(ω;A) with μ  0, it is always assumed that A ∈ (H++n )m.
Proposition 3.3. Let μ  0. Then
(1) Lμ(1/2, 1/2; A, B) = (A + μI)#(B + μI) − μI;
(2) L0(ω;A−1)−1 = L0(ω;A) = (∑mi=1 wiAi)# (∑mi=1 wiA−1i )−1; and
(3) Lμ(ω;A)+μI is the unique positive definite solution of∑mi=1 wiX(Ai +μI)−1X = ∑mi=1 wi(Ai +
μI).
Proof. (1) By Lemma 3.1(2) and 3.1(5),
Lμ(1/2, 1/2; A, B) =
(
1
2
(A + μI) + 1
2
(B + μI)
)
#
(
1
2
(A + μI)−1 + 1
2
(B + μI)−1
)−1
− μI
= ((A + μI) + (B + μI))#
(
(A + μI)−1 + (B + μI)−1
)−1 − μI
= (A + μI)#(B + μI) − μI.
(2) Using the commutativity and the inversion property of the geometric mean (Lemma 3.1(1)),
we have
L0(ω;A−1)−1 =
⎛
⎜⎝
⎛
⎝ m∑
i=1
wiA
−1
i
⎞
⎠#
⎛
⎝ m∑
i=1
wiAi
⎞
⎠−1
⎞
⎟⎠
−1
=
⎛
⎝ m∑
i=1
wiA
−1
i
⎞
⎠−1 #
⎛
⎝ m∑
i=1
wiAi
⎞
⎠−1
=
⎛
⎝ m∑
i=1
wiAi
⎞
⎠#
⎛
⎝ m∑
i=1
wiA
−1
i
⎞
⎠−1 = L0(ω;A).
(3) By the Riccati Lemma and the commutivity A#B = B#A (Lemma 3.1(1) and (3)) we conclude
the unique positive definite solution X to
X
⎛
⎝ m∑
i=1
wi(Ai + μI)−1
⎞
⎠ X = m∑
i=1
wiX(Ai + μI)−1X =
m∑
i=1
wi(Ai + μI)
is given by
X = Lμ(ω;A) + μI =
⎛
⎝ m∑
i=1
wi(Ai + μI)−1
⎞
⎠−1 #
⎛
⎝ m∑
i=1
wi(Ai + μI)
⎞
⎠ . 
Proposition 3.4. Let A ∈ H++n . Then
lim
μ→∞Lμ(ω;A) =
m∑
i=1
wiAi and lim
μ→−∞Lμ(ω;A) =
⎛
⎝ m∑
i=1
wiA
−1
i
⎞
⎠−1 .
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Proof. We note that for μ > 0
Lμ(ω;A) =
⎛
⎝ m∑
i=1
wi(Ai + μI)
⎞
⎠#
⎛
⎝ m∑
i=1
wi(Ai + μI)−1
⎞
⎠−1 − μI
= μ
⎡
⎢⎣
⎛
⎝ m∑
i=1
wi
(
1
μ
Ai + I
)⎞⎠#
⎛
⎝ m∑
i=1
wi
(
1
μ
Ai + I
)−1⎞⎠−1 − I
⎤
⎥⎦
= g(t) − I
t
= g(t) − g(0)
t
,
(
t = 1
μ
)
,
where g(t) =
⎛
⎝ m∑
i=1
wi(tAi + I)
⎞
⎠#
⎛
⎝ m∑
i=1
wi(tAi + I)−1
⎞
⎠−1 . Note that g(t) is defined on a neighbor-
hood of t = 0 and is differentiable. By the Riccati Lemma,
t
m∑
i=1
wiAi + I =
m∑
i=1
wi(tAi + I) = g(t)
⎡
⎣ m∑
i=1
wi(tAi + I)−1
⎤
⎦ g(t).
By computing the derivative at t = 0, we have
m∑
i=1
wiAi = g′(0) −
m∑
i=1
wiAi + g′(0),
and thus g′(0) = ∑mi=1 wiAi. Therefore,
lim
μ→∞Lμ(ω;A) = limt→0
g(t) − g(0)
t
= g′(0) =
m∑
i=1
wiAi.
Next, from L−μ(ω;A) = Lμ(ω;A−1)−1 we have
lim
μ→−∞Lμ(ω;A) = limμ→∞L−μ(ω;A) = limμ→∞Lμ(ω;A
−1)−1 =
⎛
⎝ m∑
i=1
wiA
−1
i
⎞
⎠−1 . 
As a consequence of Proposition 3.4, we define L±∞(ω;A) := limμ→±∞ Lμ(ω;A) for A ∈
(H++n )n, that is,
L∞(ω;A) = A(ω;A) =
m∑
i=1
wiAi,
L−∞(ω;A) = H(ω;A) =
⎛
⎝ m∑
i=1
wiA
−1
i
⎞
⎠−1 .
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Proposition 3.5. Let A = (A1, . . . , Am) ∈ (H++n )m and let μ ∈ [−∞,∞]. Then
(1) Lμ(ω;A) is positive definite;
(2) Rμ(ω;A)  Lμ(ω;A) for μ  0; and
(3) (Self-duality) Lμ(ω;A) = L−μ(ω;A−1)−1.
Proof. It is straightforward to see that L±∞(ω;A) > 0.
Let μ ∈ [0,∞). Then by the weighted arithmetic–harmonic inequality and by the monotone
property of the geometric mean,
Lμ(ω;A) =
⎛
⎝ m∑
i=1
wi(Ai + μI)
⎞
⎠#
⎛
⎝ m∑
i=1
wi(Ai + μI)−1
⎞
⎠−1 − μI

⎛
⎝ m∑
i=1
wi(Ai + μI)−1
⎞
⎠−1 #
⎛
⎝ m∑
i=1
wi(Ai + μI)−1
⎞
⎠−1 − μI
=
⎛
⎝ m∑
i=1
wi(Ai + μI)−1
⎞
⎠−1 − μI
=Rμ(ω;A) > 0.
For μ < 0, Lμ(ω;A) = L−μ(ω;A−1)−1 > 0. This shows (1) and (2).
(3) If−∞ < μ < 0, then (bydefinition)Lμ(ω;A) = L−μ(ω;A−1)−1. Ifμ = 0, thenL0(ω;A) =
L0(ω;A−1)−1 by Proposition 3.3. Let μ > 0. Then
L−μ(ω;A−1) = Lμ(ω; (A−1)−1)−1 = Lμ(ω;A)−1
and hence Lμ(ω;A) = L−μ(ω;A−1)−1. Moreover L±∞(ω;A) = L∓∞(ω;A−1)−1. 
Next we show that, as is the case for the resolventmean, the functionμ 	→ Lμ(ω;A) is monotone.
Theorem 3.6. We have
H(ω;A) = L−∞(ω;A)  Lμ(ω;A)  Lν(ω;A)  L∞(ω;A) = A(ω;A).
for −∞  μ  ν ∞.
Proof. Let 0  μ  ν < ∞. Setting
X =
⎛
⎝ m∑
i=1
wi(Ai + μI)
⎞
⎠#
⎛
⎝ m∑
i=1
wi(Ai + μI)−1
⎞
⎠−1 ,
Y =
⎛
⎝ m∑
i=1
wi(Ai + νI)
⎞
⎠#
⎛
⎝ m∑
i=1
wi(Ai + νI)−1
⎞
⎠−1 ,
it suffices to show that X + (ν −μ)I  Y . Via the variational characterization for the geometric mean
A#B = max
⎧⎨
⎩Z > 0 :
⎛
⎝A Z
Z B
⎞
⎠ 
⎛
⎝0 0
0 0
⎞
⎠
⎫⎬
⎭ ,
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it is enough to show that
 :=
⎛
⎜⎜⎜⎜⎜⎝
m∑
i=1
wiAi + νI X + (ν − μ)I
X + (ν − μ)I
⎛
⎝ m∑
i=1
wi(Ai + νI
⎞
⎠−1)−1
⎞
⎟⎟⎟⎟⎟⎠ 
⎛
⎝0 0
0 0
⎞
⎠ .
Via the variational characterization for X ,
 :=
⎛
⎜⎜⎜⎜⎜⎝
m∑
i=1
wiAi + μI X
X
⎛
⎝ m∑
i=1
wi(Ai + μI)−1
⎞
⎠−1
⎞
⎟⎟⎟⎟⎟⎠ 
⎛
⎝0 0
0 0
⎞
⎠
and hence it suffices to show    , i.e.,  −   0. Here
 −  =
⎛
⎝(ν − μ)I (ν − μ)I
(ν − μ)I K
⎞
⎠ ,
where K = (
m∑
i=1
wi(Ai + νI)−1)−1 − (
m∑
i=1
wi(Ai + μI)−1)−1. From Proposition 2.4 we know that
K  (ν − μ)I. Thus,
 −  =
⎛
⎝(ν − μ)I (ν − μ)I
(ν − μ)I K
⎞
⎠ 
⎛
⎝(ν − μ)I (ν − μ)I
(ν − μ)I (ν − μ)I
⎞
⎠ 
⎛
⎝0 0
0 0
⎞
⎠ .
This shows
Lμ(ω;A)  Lν(ω;A) for 0  μ  ν < ∞. (3.4)
If−∞ < μ  ν < 0, then−ν  −μ and hence by the order reversing property of the inversion
and (3.4),
Lμ(ω;A) = L−μ(ω;A−1)−1  L−ν(ω;A−1)−1 = Lν(ω;A)
and Lμ(ω;A) = L−μ(ω;A−1)−1  L0(ω;A−1)−1 = L0(ω;A).
This together with Proposition 3.4 yields
Lμ(ω;A)  Lν(ω;A), −∞  μ  ν ∞. 
Remark 3.7. We have two increasing sequences of matrix means
H= L−∞  · · ·  L−μ  L−ν  · · ·  L0  · · ·  Lν  Lμ  · · ·  L∞ = A,
H= R˜−∞  · · ·  R˜−μ  R˜−ν  · · ·  R˜0  · · ·  Rν  R˜μ  · · ·  R˜∞ = A,
where 0  ν  μ and R˜μ(· ; ·) = Reμ(· ; ·). By Proposition 3.5,
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R˜logμ  Lμ, μ  0,
R˜− log(−μ)  Lμ, μ < 0.
We present a list of properties for Lμ. The proofs are direct, or follow from the properties of
arithmetic, geometric, harmonic means, or from Proposition 2.3.
Theorem 3.8. We have
(1) (Idempotency) Lμ(ω; A, A, . . . , A) = A.
(2) (Homogeneity) Lμ(ω;αA) = αLμ
α
(ω;A), α > 0.
(3) (Permutation Invariancy) Lμ(ωσ ;Aσ ) = Lμ(ω;A), σ ∈ Sm.
(4) (Monotonicity) Lμ(ω;A)  Lμ(ω; B), if Ai  Bi for 1  i  m.
(5) (Continuity) Lμ(· ; ·) is continuous.
(6) (Unitary invariancy) Lμ(ω;U∗AU) = U∗Lμ(ω;A)U, for U∗ = U−1.
(7) (Joint concavity) For 0  λ  1,
λLμ(ω;A) + (1 − λ)Lμ(ω; B)  Lμ(ω; λA + (1 − λ)B).
(8) (Self-duality) Lμ(ω;A−1)−1 = L−μ(ω;A).
(9) Lμ(ω;A)  Lν(ω;A), for μ  ν.
(10) (Arithmetic-A#H-harmonic mean inequalities)
⎛
⎝ m∑
i=1
wiA
−1
i
⎞
⎠−1  Lμ(ω;A)  m∑
i=1
wiAi.
(11) L0( 12m , . . . ,
1
2m
; A1, . . . , Am, A−11 , . . . , A−1m ) = I.
Remark 3.9. In general, the recursion property does not hold for Lμ. For instance,
L0(1/3, 1/3, 1/3; 1, 4, 9) =
√
72/7 
=
√
117/10 = L0(2/3, 1/3; 2, 9).
4. Mean iterations
The following results show that Lμ can be recovered by iteration of the arithmetic and resolvent
means in a manner analogous to the generation of the geometric mean by iteration of the arithmetic
and harmonic means.
Theorem4.1. We consider themean iteration of the two-variable arithmeticmean and the resolventmean
starting with X0 = A(ω;A), Y0 = Rμ(ω;A);
X1 = X0 + Y0
2
, Y1 = Rμ(1/2, 1/2; X0, Y0),
...
Xn+1 = Xn + Yn
2
, Yn+1 = Rμ(1/2, 1/2; Xn, Yn).
Then limn→∞ Xn = limn→∞ Yn = Lμ(ω;A).
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Proof. It is well-known that the geometric mean A#B of positive definite matrices A and B is the
common limit of the sequence Xn and Yn, where
X0 = A, Y0 = B,
Xn+1 = Xn + Yn
2
, Yn+1 = 2
(
X−1n + Y−1n
)−1
.
Applying this to the geometric mean
⎛
⎝ m∑
i=1
wi(Ai + μI)
⎞
⎠#
⎛
⎝ m∑
i=1
wi(Ai + μI)−1
⎞
⎠−1 yields
⎛
⎝ m∑
i=1
wi(Ai + μI)
⎞
⎠#
⎛
⎝ m∑
i=1
wi(Ai + μI)−1
⎞
⎠−1 = lim
n→∞ Xn = limn→∞ Yn,
where X0 =
m∑
i=1
wi(Ai + μI) =
m∑
i=1
wiAi + μI, Y0 =
⎛
⎝ m∑
i=1
wi(Ai + μI)−1
⎞
⎠−1 and
Xn+1 = Xn + Yn
2
, Yn+1 = 2
(
X−1n + Y−1n
)−1
.
Set X′n = Xn−μI, Y ′n = Yn−μI. Then X′0 =
m∑
i=1
wiAi = A(ω;A) and Y ′0 =
⎛
⎝ m∑
i=1
wi(Ai + μI)−1
⎞
⎠−1−
μI = Rμ(ω;A). Since
X′n+1 = Xn+1 − μI =
Xn + Yn
2
− μI = Xn − μI + Yn − μI
2
= X
′
n + Y ′n
2
,
Y ′n+1 = Yn+1 − μI = 2(X−1n + Y−1n )−1 − μI
= 2((Xn − μI + μI)−1 + (Yn − μI + μI)−1)−1 − μI
=Rμ(1/2, 1/2; Xn − μI, Yn − μI) = Rμ(1/2, 1/2; X′n, Y ′n),
we have
lim
n→∞ X
′
n = limn→∞ Xn − μI = limn→∞ Yn − μI = limn→∞ Y ′n
=
⎛
⎝ m∑
i=1
wi(Ai + μI)
⎞
⎠#
⎛
⎝ m∑
i=1
wi(Ai + μI)−1
⎞
⎠−1 − μI
= Lμ(ω;A). 
Remark 4.2. The sequences Xn and Yn of the mean iteration in Theorem 4.1 with arbitrary positive
definite matrices X0 and Y0 converge to a common positive definite matrix from the fact that Xn and
Yn are decreasing (bounded above) and increasing (bounded below), respectively. Indeed, one can see
by induction that
Xn = Xn + Xn
2
 Xn + Yn
2
= Xn+1
 Yn+1 = Rμ(1/2, 1/2; Xn, Yn)  Rμ(1/2, 1/2; Yn, Yn) = Yn,
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for n  1. If X∞ = lim
n→∞ Xn and Y∞ = limn→∞ Yn, then
X∞ = lim
n→∞ Xn+1 = limn→∞
Xn + Yn
2
= X∞ + Y∞
2
,
which implies that X∞ = Y∞.
For μ, ν > 0, setting X0 = Rμ(ω;A) and Y0 = Rν(ω;A) we have another matrix mean (the
limit of the iteration) depending on μ, ν, denoted by Rμ,ν(ω;A). By Theorem 4.1, R∞,ν(ω;A) =
Lν(ω;A). It is not known whether one can find a closed form of Rμ,ν(ω;A) for 0 < μ < ν < ∞,
nor for means obtained from X0 = Lμ(ω;A), Y0 = Lν(ω;A) or X0 = Lμ(ω;A), Y0 = Rν(ω;A).
The next theorem combined with Theorem 3.6 shows that the A#H-mean arises under a variety
of iterations of the arithmetic and resolvent mean.
Theorem 4.3. Let ω = (w1, . . . ,wm) ∈ Pm and let A ∈ (H++n )m. Then for the sequences Xn and Yn
defined by
X1 =
m∑
i=1
wiAi, Y1 = Rμ(ω;A),
Xn+1 = αXn + (1 − α)Yn, Yn+1 = Rμ
⎛
⎜⎝ω; Yn, . . . , Yn︸ ︷︷ ︸
k
, Xn, . . . , Xn︸ ︷︷ ︸
m−k
⎞
⎟⎠ ,
where 1  k  m and 1 > α :=
k∑
i=1
wi  1/2,
lim
n→∞ Xn = limn→∞ Yn = Lμ(ω;A).
Proof. Since α  1/2, for positive definite matrices X and Y with Y  X,
αY + (1 − α)X  αX + (1 − α)Y . (4.5)
We show by induction that Xn  Yn for all n. Note that Y1 = Rμ(ω;A)  R∞(ω;A) = X1.
Suppose that Yn  Xn. Then Yn + μI  Xn + μI and hence (Xn + μI)−1  (Yn + μI)−1. By the
monotone property of the resolvent mean with respect to μ and by (4.5),
Yn+1 =Rμ
⎛
⎜⎝ω; Yn, . . . , Yn︸ ︷︷ ︸
k
, Xn, . . . , Xn︸ ︷︷ ︸
m−k
⎞
⎟⎠
=
⎛
⎝ k∑
i=1
wi(Yn + μI)−1 +
m∑
i=k+1
wi(Xn + μI)−1
⎞
⎠−1 − μI
=
(
α(Yn + μI)−1 + (1 − α)(Xn + μI)−1
)−1 − μI (∗)

(
α(Xn + μI)−1 + (1 − α)(Yn + μI)−1
)−1 − μI
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=Rμ
⎛
⎜⎝ω; Xn, . . . , Xn︸ ︷︷ ︸
k
, Yn, . . . , Yn︸ ︷︷ ︸
m−k
⎞
⎟⎠
R∞
⎛
⎜⎝ω; Xn, . . . , Xn︸ ︷︷ ︸
k
, Yn, . . . , Yn︸ ︷︷ ︸
m−k
⎞
⎟⎠
= αXn + (1 − α)Yn = Xn+1.
By induction, Xn  Yn for all n.
Since
Xn = αXn + (1 − α)Xn  αXn + (1 − α)Yn = Xn+1
 Yn+1 = Rμ
⎛
⎜⎝ω; Yn, . . . , Yn︸ ︷︷ ︸
k
, Xn, . . . , Xn︸ ︷︷ ︸
m−k
⎞
⎟⎠
Rμ(ω; Yn, . . . , Yn, Yn, . . . , Yn) = Yn,
we have Yn  Yn+1  Xn+1  Xn for all n and hence Xn and Yn converge, say
X∞ := lim
n→∞ Xn, Y∞ := limn→∞ Yn.
From
X∞ = lim
n→∞ Xn+1 = limn→∞(αXn + (1 − α)Yn)
= lim
n→∞ αXn + limn→∞(1 − α)Yn
= αX∞ + (1 − α)Y∞,
we have X∞ = Y∞.
Finally, we will show that X∞ = Lμ(ω;A). Set Z := (Xn + μI)#(Yn + μI). By the Riccati Lemma
(Xn + μI) = Z(Yn + μI)−1Z, (Yn + μI) = Z(Xn + μI)−1Z,
and thus
Xn+1 + μI = αXn + (1 − α)Yn + μI
= α(Xn + μI) + (1 − α)(Yn + μI)
= αZ(Yn + μI)−1Z + (1 − α)Z(Xn + μI)−1Z
= Z
(
α(Yn + μI)−1 + (1 − α)(Xn + μI)−1
)
Z
= Z (Yn+1 + μI)−1 Z,
where the last equality follows from (∗). By the Riccati Lemma, (Xn+1 + μI)#(Yn+1 + μI) = Z and
hence
(X1 + μI)#(Y1 + μI) = (Xn + μI)#(Yn + μI)
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for all n. Passing to the limit yields
(X1 + μI)#(Y1 + μI) = (X∞ + μI)#(Y∞ + μI) = (X∞ + μI)#(X∞ + μI) = X∞ + μI.
Therefore,
X∞ = (X1 + μI)#(Y1 + μI) − μI
=
⎛
⎝ m∑
i=1
wiAi + μI
⎞
⎠# (Rμ(ω;A) + μI)− μI
=
⎛
⎝ m∑
i=1
wi(Ai + μI)
⎞
⎠#
⎛
⎝ m∑
i=1
wi(Ai + μI)−1
⎞
⎠−1 − μI
= Lμ(ω;A). 
By specializing Theorem 4.3 to the case μ = 0, we have the following immediate corollary.
Corollary 4.4. Let ω = (w1, . . . ,wm) ∈ Pm and let A ∈ (H++n )m. Then for the sequences Xn and Yn
defined by
X1 = A(ω;A) =
m∑
i=1
wiAi, Y1 = H(ω;A) =
⎛
⎝ m∑
i=1
wiA
−1
i
⎞
⎠−1 ,
Xn+1 = αXn + (1 − α)Yn, Yn+1 =
(
αY−1n + (1 − α)X−1n
)−1
where 1  k  m and 1 > α :=
k∑
i=1
wi  1/2,
lim
n→∞ Xn = limn→∞ Yn = L(ω;A),
the weighted A#H-mean.
Remark 4.5. One can similarly obtain two sequences converging to a common limit by replacing X1
withRs(ω;A), s  μ, in Theorem 4.3. The common limit depending on the weight ω andm-tuple A
provides another weighted mean ofm variables, but it appears non-trivial to find its explicit form.
5. Parameterized Kullback–Leibler divergences
In probability theory and information geometry, the Kullback–Leibler divergence is a non-
symmetric measure of the closeness between two probability distributions P and Q on some event
space 
. The Kullback–Leibler divergence between the two zero-mean Gaussian distributions whose
covariantmatrices areX andY gives rise to theKullback–Leibler divergence for the twopositive definite
matrices X and Y :
D(X, Y) = tr(Y−1X − I) − log det(Y−1X) = − log det(X) + log det(Y) + tr(Y−1(X − Y)).
The second formulation in the preceding leads to the Kullback–Leibler divergence with parameter μ
resp. symmetrized Kullback–Leibler divergence with parameterμ. For positive definite matrices X and Y
and μ  0, they are defined by
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Dμ(X, Y) = − log det(X + μI) + log det(Y + μI) + tr((Y + μI)−1(X − Y)),
Dμs (X, Y) =
1
2
(Dμ(X, Y) + Dμ(Y, X))
= 1
2
[tr((Y + μI)−1(X − Y)) + tr((X + μI)−1(Y − X))].
The symmetric Kullback–Leibler divergence Ds(X, Y) = D0s (X, Y) has parameter 0. We note that the
symmetrized Kullback–Leibler divergence is not a metric on (H++n )m, since it does not in general
satisfy the triangular inequality.
The following proposition and theorem extend results of Moakher [9,10] from the case μ = 0 to
μ  0.
Proposition 5.1. The symmetrized divergence D
μ
s is invariant under the unitary congruence transforma-
tion: D
μ
s (UXU
∗,UYU∗) = Dμs (X, Y), for any U∗ = U−1. Furthermore, D0s is invariant under the inversion
and congruence transformations:
D0s (X
−1, Y−1) = D0s (X, Y),
D0s (MXM
∗,MYM∗) = D0s (X, Y),
for any non-singular matrix M.
Proof. First we show that the symmetrized divergence D
μ
s is invariant under the unitary congruence
transformation. Indeed,
Dμs (UXU
∗,UYU∗) = 1
2
[tr((UYU∗ + μI)−1(UXU∗ − UYU∗))
+tr((UXU∗ + μI)−1(UYU∗ − UXU∗))]
= 1
2
[tr(U(Y + μI)−1U∗U(X − Y)U∗) + tr(U(X + μI)−1U∗U(Y − X)U∗)]
= 1
2
[tr(U(Y + μI)−1(X − Y)U∗) + tr(U(X + μI)−1(Y − X)U∗)]
= 1
2
[tr(Y + μI)−1(X − Y) + tr(X + μI)−1(Y − X)]
= Dμs (X, Y).
Next we show that D0s is invariant under the inversion and congruence transformations.
D0s (X
−1, Y−1) = 1
2
[tr((Y−1)−1(X−1 − Y−1)) + tr((X−1)−1(Y−1 − X−1))]
= 1
2
[tr(Y(X−1 − Y−1)) + tr(X(Y−1 − X−1))]
= 1
2
[tr((Y − X)X−1) + tr((X − Y)Y−1)]
= 1
2
[tr(X−1(Y − X)) + tr(Y−1(X − Y))]
= D0s (X, Y).
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Moreover,
D0s (MXM
∗,MYM∗) = 1
2
[tr((MYM∗)−1(MXM∗ − MYM∗)) + tr((MXM∗)−1(MYM∗ − MXM∗))]
= 1
2
[tr((M∗)−1Y−1M−1M(X − Y)M∗)
+tr((M∗)−1X−1M−1M(Y − X)M∗)]
= 1
2
[tr((M∗)−1Y−1(X − Y)M∗) + tr((M∗)−1X−1(Y − X)M∗)]
= 1
2
[tr(Y−1(X − Y)) + tr(X−1(Y − X))]
= D0s (X, Y). 
The following lemma is standard and follows directly from the formula for F real-valued and dif-
ferentiable on Hn, for every Y ∈ Hn
tr(∇F(X)Y) = d
dt
F(X + tY)|t=0.
Lemma 5.2. The following hold:
(1) Let G(X) = tr(A−1X). Then ∇G(X) = A−1.
(2) Let H(X) = tr(X−1A). Then ∇H(X) = −X−1AX−1.
Theorem 5.3. Let ω = (w1,w2, . . . ,wm) ∈ Pm and let A = (A1, A2, . . . , Am) ∈ (H+n )m. Then for
μ  0, Lμ(ω;A) is the unique minimizer of the function
F : (H+n )m → [0,+∞], F(X) =
m∑
i=1
wiD
μ
s (X, Ai).
That is, arg min
X>0
m∑
i=1
wiD
μ
s (X, Ai) = Lμ(ω;A).
Proof. Noting X − Ai = X + μI − (Ai + μI), we can rewrite F in the form
F(X) = 1
2
m∑
i=1
wi[tr((Ai + μI)−1(X + μI)) + tr((X + μI)−1(Ai + μI)) − 2n].
It follows that F is convex, and hence the solution X satisfying ∇F(X) = 0 is the unique minimizer of
F(X). Using Lemma 5.2, we have
∇F(X) = 1
2
m∑
i=1
wi[(Ai + μI)−1 − (X + μI)−1(Ai + μI)(X + μI)−1].
The condition ∇F(X) = 0 implies
(X + μI)−1
m∑
i=1
wi(Ai + μI)(X + μI)−1 =
m∑
i=1
wi(Ai + μI)−1.
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By the Riccati Lemma, X + μI = (∑mi=1 wi(Ai + μI))#(∑mi=1 wi(Ai + μI)−1)−1. Hence the unique
minimizer X of F(X) is
X =
⎛
⎝ m∑
i=1
wi(Ai + μI)
⎞
⎠#
⎛
⎝ m∑
i=1
wi(Ai + μI)−1
⎞
⎠−1 − μI. 
For μ < 0, replacing μ by −μ and Ai by A−1i gives us the following corollary.
Corollary 5.4. For μ < 0, Lμ(ω;A)−1 is the unique minimizer of the function
G : H++n → [0,+∞], G(X) =
m∑
i=1
wiD
−μ
s (X, A
−1
i ).
That is, arg min
X>0
m∑
i=1
wiD
−μ
s (X, A
−1
i ) = L−μ(ω;A−1) = Lμ(ω;A)−1.
Remark 5.5 ([4]). The resolvent meanRμ(ω;A) is the unique minimizer of the function
F : H++n → [0,+∞], F(X) =
m∑
i=1
wiD
μ(X, Ai).
As a special case, the harmonic meanR0(ω;A) is the minimizer for D0 [9,10].
Definition 5.6 ([10]). We define the anisotropy index of a positive definite matrix P relative to the
μ-parameter symmetrized divergence by
ADμs (P) = minα>0 D
μ
s (P, αI).
Theorem 5.7. Let P be a positive definite matrix with eigenvalues λ1, . . . , λn. Then the anisotropy index
of P relative to the symmetrized Kullback–Leibler divergenceD
μ
s is obtained atα = Lμ( 1n , . . . , 1n ; λ), λ =
(λ1, · · · , λn);
ADμs (P) = Dμs
(
P,Lμ(1/n, . . . , 1/n; λ)I)
=
⎛
⎝ n∑
i=1
(λi + μ)
n∑
i=1
1
λi + μ
⎞
⎠1/2 − 1
2
⎛
⎝μ n∑
i=1
1
λi + μ +
n∑
i=1
λi
λi + μ + n
⎞
⎠ .
Proof. For α > 0,
Dμs (P, αI) =
1
2
[tr(αI + μI)−1(P − αI) + tr(P + μI)−1(αI − P)]
= 1
2
⎡
⎣ 1
α + μ
n∑
i=1
λi − nα
α + μ + α
n∑
i=1
1
λi + μ −
n∑
i=1
λi
λi + μ
⎤
⎦ .
Since D
μ
s (P, αI) := F(α) is convex for α > 0 and μ > 0, F(α) is minimized at α > 0 where
F ′(α) = 1
2
⎡
⎣−
∑n
i=1(λi + μ)
(α + μ)2 +
n∑
i=1
1
λi + μ
⎤
⎦ = 0.
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By a direct computation α =
√√√√ n∑
i=1
(λi + μ)(
n∑
i=1
(λi + μ)−1)−1 − μ and
Dμs (P, αI) =
⎛
⎝ n∑
i=1
(λi + μ)
n∑
i=1
1
λi + μ
⎞
⎠1/2 − 1
2
⎛
⎝μ n∑
i=1
1
λi + μ +
n∑
i=1
λi
λi + μ + n
⎞
⎠ . 
Acknowledgements
The authors thank the two referees for helpful comments. This work was supported by a Korea
Science and Engineering Foundation (KOSEF) grant funded by the Korean government (MEST) (No.
2009-0070972).
References
[1] T. Ando, C.K. Li, R. Mathias, Geometric means, Linear Algebra Appl. 385 (2004) 305–334.
[2] R. Bhatia, Positive Definite Matrices, Princeton Series in Applied Mathematics, Princeton University Press, Princeton, NJ, 2007.
[3] H.H. Bauschke, R. Goebel, Y. Lucet, X. Wang, The proximal average: basic theory, SIAM J. Optim. 19 (2008) 766–785.
[4] H.H. Bauschke, S.M. Moffat, X. Wang, The resolvent average for positive semidefinite matrices, Linear Algebra Appl. 432 (2010)
1757–1771.
[5] H.H. Bauschke, J.M. Borwein, Legendre functions and themethod of randomBregmanprojections, J. ConvexAnal. 4 (1997) 27–67.
[6] D. Bini, B. Meini, F. Poloni, An effective matrix geometric mean satisfying the Ando–Li–Mathias properties, Math. Comp. 79
(2010) 437–452.
[7] M. Chergui, F. Leazizi, M. Raïssouli, Arithmetic–geometric–harmonic mean of three positive operators, J. Inequalities Pure Appl.
Math. 10 (4) (2009)
[8] J.D. Lawson, Y. Lim, The geometric mean, matrices, metrics, and more, Amer. Math. Monthly 108 (2001) 797–812.
[9] M. Moakher, On the averaging of symmetric positive-definite tensors, J. Elasticity 82 (2006) 273–296.
[10] M. Moakher, P.G. Batchelor, Symmetric Positive-definite Matrices: From Geometry to Applications and Visualization, Math. Vis.,
vol. 452, Springer, Berlin, 2006, pp. 285–298.
