We propose and study the problem of generative multi-agent behavioral cloning, where the goal is to learn a generative, i.e., non-deterministic, multi-agent policy from pre-collected demonstration data. Building upon advances in deep generative models, we present a hierarchical policy framework that can tractably learn complex mappings from input states to distributions over multi-agent action spaces by introducing a hierarchy with macro-intent variables that encode long-term intent. In addition to synthetic settings, we show how to instantiate our framework to effectively model complex interactions between basketball players and generate realistic multi-agent trajectories of basketball gameplay over long time periods. We validate our approach using both quantitative and qualitative evaluations, including a user study comparison conducted with professional sports analysts.
1

Introduction
The ongoing explosion of recorded tracking data is enabling the study of fine-grained behavior in many domains. Examples include sports Miller et al. [2014] , Yue et al. [2014] , Zheng et al. [2016] , Le et al. [2017] , video games Ross et al. [2011] , video & motion capture Suwajanakorn et al. [2017] , Taylor et al. [2017] , Xue et al. [2016] , navigation & driving Ziebart et al. [2009] , Zhang and Cho [2017] , Li et al. [2017] , laboratory animal behaviors Johnson et al. [2016] , Eyjolfsdottir et al. [2017] , and tele-operated robotics Abbeel and Ng [2004] , Lin et al. [2006] .
In this paper, we are interested in imitating the behavior of multiple cooperating agents whose underlying policies are inherently non-deterministic and exhibit hierarchical structure. For example, Figure  1a depicts offensive player behavior in basketball in which players behave non-deterministically and the distribution over trajectories is multimodal. Figure 1b depicts a simplified Boids model from Reynolds [1987] for modeling animal schooling behavior in which the agents can be friendly or unfriendly. In both examples, the agents are highly coordinated as well as non-deterministic, and the space of multi-agent trajectories is naively exponentially large.
We thus study the problem of generative multi-agent behavioral cloning, where the policy maps input states to distributions over multi-agent action spaces. Unlike conventional behavioral cloning, the goal is not to perfectly mimic the demonstrations, but rather to recover their (latent) generating distribution. While there has been some work in multi-agent imitation learning Chernova and Veloso [2007] , Le et al. [2017] and imitation learning with stochastic polices Ziebart et al. [2008] , Ho and Ermon [2016] , Li et al. [2017] , no previous work has focused on learning generative polices as a core research direction, especially while simultaneously addressing multi-agent learning. Contributions We present a hierarchical policy class that integrates recent advances in deep generative models into the behavioral cloning setting. Our framework introduces a hierarchy of macro-intent variables into the underlying deep graphical model that provides several advantages:
• It is straightforward to incorporate domain knowledge using macro-intents.
• It allows for conditional inference by grounding macro-intents to manipulate agent behavior.
• It allows for generating plans at multiple time scales, enabling effective long-term planning.
• It allows for tractably modeling of long-term coordination between multiple agents.
• It is compatible with existing variational methods for training deep generative models.
In addition to synthetic settings, we showcase our approach in an application on modeling team offense in basketball. We validate our approach both quantitatively and qualitatively, including a user study comparison with professional sports analysts, and show significant improvements over standard baselines. An interactive demo is available at http://basketball-ai.com/.
Related Work
Imitation Learning. One can roughly dichotomize imitation learning into: 1) passively learning to mimic batched pre-collected demonstrations Abbeel and Ng [2004] , Ziebart et al. [2008] , Ho and Ermon [2016] , and 2) actively querying an oracle for feedback during learning Daumé et al. [2009] , Ross et al. [2011] . Behavioral cloning Syed and Schapire [2008] belongs to the former and is often regarded as the simplest form of imitation learning. By learning via behavioral cloning, we focus our research on the modeling challenges that arise from learning generative multi-agent policies.
As mentioned in the introduction, there has been some prior work in multi-agent imitation learning and learning stochastic policies, but no previous work has focused on learning generative polices while simultaneously addressing generative and multi-agent imitation learning. For instance, experiments in Ho and Ermon [2016] all lead to highly peaked distributions, while Li et al. [2017] captures multimodal distributions by learning unimodal policies for a fixed number of experts. Hrolenok et al. [2017] bring up the issue of learning stochastic multi-agent behavior, but their solution relies on specifying a non-trivial feature function.
Long-term planning. Another issue that our work addresses is long-term planning. In this regard, the closest prior work is Zheng et al. [2016] , which also reasoned over long sequences using macrointents (which they call macro-goals). However, their approach was only for a single agent and used relatively simple stochastics. Beyond imitation learning, designing hierarchical policies is a topic of both historical and contemporary interest in reinforcement learning [Dayan and Hinton, 1993 , Sutton et al., 1999 , Kulkarni et al., 2016 . From that perspective, one can view our work as developing generative policies to capture complex non-deterministic behaviors.
Deep generative models. The study of deep generative models is an increasingly popular research area, due to their ability to inherit both the flexibility of deep learning and the probabilistic semantics of generative models. In general, there are two ways that one can incorporate stochastics into deep models. The first approach models an explicit distribution over actions in the output layer, e.g., via logistic regression [Chen et al., 2015 , Oord et al., 2016a ,b, Zheng et al., 2016 , Eyjolfsdottir et al., 2017 . The second approach uses deep neural nets to define a transformation from a simple distribution to one of interest [Goodfellow et al., 2014 , Kingma and Welling, 2014 , Rezende et al., 2014 and can more readily be extended to incorporate additional structure, such as a hierarchy of random variables [Ranganath et al., 2016] or dynamics [Johnson et al., 2016 , Chung et al., 2015 , Krishnan et al., 2017 , Fraccaro et al., 2016 . Our framework can incorporate both variants.
Multi-Agent Behavioral Cloning
We formalize the environment as a Markov Decision Process (MDP) without reward for K (ordered) cooperative agents over a fixed time horizon T (described below). Our goal is to learn a generative multi-agent policy for this environment from expert demonstrations.
• Let x k t ∈ X , a k t ∈ A denote the state, action of agent k at time t.
•
denote the history of state-action pairs.
• Let π θ (x t , τ t−1 ) denote a multi-agent policy parametrized by θ that samples actions from the probability distribution p θ (a t |x t , τ t−1 ).
• Let M(x t , a t ) denote a transition function for states:
• Let τ ∼ π denote that τ was generated from policy π.
• Let D denote the collection of N expert demonstrations generated by expert policy π E :
.
Learning Objective Behavioral cloning uses supervised learning to find a policy that mimics the expert demonstrations D by solving an optimization problem with respect to a loss function :
Simplifying assumptions. For many spatial environments, the transition M is typically deterministic: x t+1 = x t + a t . As such, we can absorb M into the policy π θ and predict x t + a t directly. For example, the initial state x 1 of the green player in Figure 1a is marked by . The player's action a 1 is to move left, which results in the next state x 2 = x 1 + a 1 . We can then simplify some notation:
• Since actions are now implicitly tied into the state, we can denote each demonstration as x ≤T = {x t } 1≤t≤T , and the history of states as τ t = x ≤t .
• Similarly, the stochastic policy π θ (x t , τ t−1 ) = π θ (τ t ) now samples the next state directly from p θ (x t+1 |τ t ). The policy is implicitly sampling an action.
For a stochastic policy that returns parameters of a distribution, the training loss is often the negative log-likelihood. This lets us re-write the objective in Eq.
(1) as the following maximization problem:
Eq. (2) is also the objective for sequential generative models that maximize the log-likelihood of data D = {x ≤T } by factorizing the joint distribution of the sequence:
As we empirically verify in Section 5, models trained with Eq. (3) have difficulty learning representations of the data that generalize well over long time horizons. Our solution is to introduce a hierarchical structure of macro-intents as an effective means in learning low-dimensional (distributional) representations of the data that extend in time and space for multiple coordinating agents.
Generative Multi-Agent Policy Class
We now present our generative hierarchical multi-agent policy class that incorporates macro-intent in the higher layer of the hierarchy. We first assume conditional independence between the agent states x where ϕ k maps to a distribution over states and f k is a deterministic function such a GRU Cho et al. [2014] . Figure 3a depicts a graphical model diagram of the VRNN. During training, we maximize the evidence lower-bound (ELBO) of Eq. (4), which is just the VAE ELBO summed over each timestep t. Note below that q φ is the inference function that approximates the posterior.
Figure 2: Macro-intents (boxes) for two players.
Hierarchical policy class and macro-intents. Our overall policy is hierarchical and uses the intermediate layer to: 1) provide a tractable way to capture coordination between agents; 2) encode long-term intents of agents and enable long-term planning at a higher-level timescale; and 3) compactly represent some low-dimensional structure in an exponentially large multi-agent action space. Figure 2 illustrates macro-intents for two basketball players, which take the form of areas on the court. Upon reaching its macro-intent in the top-right, the blue player moves towards its next macro-intent in the bottom-left. Similarly, the green player moves towards its macro-intents from bottom-right to middle-left. Macro-intents are shared variables, so both players can see each other's macro-intent (i.e. where the other player is going).
More generally, our modeling assumptions for macro-intents are:
• agent states {x k t } in an episode [t 1 , t 2 ] are conditioned on some fixed macro-intent g t , • the start and end times [t 1 , t 2 ] of episodes can vary between trajectories, • macro-intents change slowly over time relative to the agent states: dg t /dt 1, • and due to their reduced dimensionality, we can model (near-)arbitrary dependencies between macro-intents (e.g., coordination) via black box learning.
In general, macro-intents do not need to have a geometric interpretation. For example, macro-intents in the Boids model in Figure 1b can be a binary label indicating friendly vs. unfriendly behavior. The goal is for macro-intents to encode long-term intent and ensure that agents behave more cohesively.
Modeling macro-intents. Our hierarchical model uses an intermediate layer to model macro-intent variables, g t , so our agent-policies (Eq. (5)) become:
(7) Figure 3b shows our hierarchical policy class, which generates macro-intents rather than using ground truth macro-intents. Here, we train an RNN-policy to sample macro-intents:
(9) We condition the macro-intent policy on previous states x t−1 in Eq. (8) and generate next states by first sampling a macro-intent g t , and then sampling x k t conditioned on g t (see Figure 3b) . 2 We refer to the appendix for an overview of VAEs and VRNNs. Hierarchical learning. We can jointly learn our agent and macro-intent policies by maximizing the VRNN objective from Eq (6) conditioned on the shared g t variables. However, we found in practice that this does not lead to the model learning meaningful macro-intents. Instead, we train the agent and macro-intent policies independently, where the macro-intent policy is learned via supervised learning by maximizing the log-likelihood of macro-intent labels.
One can collect macro-intent labels for training in a variety of ways. While having expert labels is ideal, we show that it is straightforward to generate weak labels using simple heuristics. This allows us to incorporate domain knowledge into the model. For instance, setting macro-intents to be areas on the court in basketball incorporates the idea that players aim to set up specific formations. Similar techniques have been employed in other weak supervision settings, e.g., Ratner et al. [2016 Ratner et al. [ , 2018 .
Experiments
We first apply our approach on generating offensive team basketball gameplay (team with possession of the ball), and then on a synthetic Boids model dataset. We present both quantitative and qualitative experimental results. Our quantitative results include a user study comparison with professional sports analysts, who significantly preferred basketball rollouts generated from our approach to standard baselines. Examples from the user study and videos of rollouts are in the supplementary material. Our qualitative results demonstrate the ability of our approach to generate high-quality rollouts under various conditions. An interactive demo is available at http://basketball-ai.com/.
Experimental Setup for Basketball
Training data. Each demonstration in our data contains trajectories of K = 5 players on the left half-court, recorded for T = 50 timesteps at 6 Hz. The offensive team has possession of the ball for the entire sequence. x k t are the coordinates of player k at time t on the court (50 × 94 feet). We normalize and mean-shift the data. Players are ordered based on their relative positions, similar to the role assignment in Lucey et al. [2013] . Overall, there are 107,146 training and 13,845 test examples.
For simplicity, we ignore the defensive players to focus on capturing the coordination of the offensive team. In addition, the defense is usually reactionary whereas the offense takes the initiative and tends to have more multimodal behavior. In principle, we can provide the defensive positions as conditional input for our model and update the defensive positions using methods such as Le et al. [2017] . We also ignore the ball since the ball dynamics are difficult to learn (e.g. oscillations indicate dribbling while straight lines indicate passing). We leave the task of modeling the ball for future work.
Weak macro-intent labels. We extract weak macro-intent labelsĝ k t for each player k as done in Zheng et al. [2016] . We segment the left half-court into a 10 × 9 grid of 5ft ×5ft cells. The weak macro-intentĝ k t at time t is a 1-hot encoding of dimension 90 of the next cell in which player k is stationary (speed x k t+1 − x k t 2 below a threshold). The shared macro-intent g t is the concatenation of individual macro-intents. Macro-intents change slowly over time relative to player positions (see Figure 2 ). Figure 4 shows the distribution of extracted weak macro-intent labels for each player.
Model details. We model each latent variable z k t as a multivariate Gaussian with diagonal covariance of dimension 16. All policies are implemented with memory-less 2-layer fully-connected neural networks with a hidden layer of size 200. Our agent-policies sample from a multivariate Gaussian with diagonal covariance while our macro-intent policies sample from a multinomial distribution over the macro-intents. All hidden states (h g,t , h Color intensity corresponds to frequency of macro-intent label. Players are ordered by their relative positions on the court, which can be seen from the macro-intents. 
MODEL BASKETBALL BOIDS
RNN-GAUSS 1931 2414 VRNN-SINGLE ≥ 2302 ≥ 2417 VRNN-INDEP ≥ 2360 ≥ 2385 OURS ≥ 2362 ≥ 2428k θ (x k t |x <t ) = ϕ k (z k t , h k t−1 , x t−1 ).
Quantitative Evaluation for Basketball
Log-likelihood. Table 1 reports the average log-likelihoods on the test data. Our approach outperforms RNN-gauss and VRNN-single and is comparable with VRNN-indep. However, higher log-likelihoods do not necessarily indicate higher quality of generated samples Theis et al. [2015] . As such, we also conduct a human preference study to assess the relative quality of generated rollouts.
Human preference study. We recruited 14 professional sports analysts as judges to compare the quality of rollouts. Each comparison animates two rollouts, one from our model and another from a baseline. Both rollouts are burned-in for 10 timesteps with the same ground-truth states from the test set, and then generated for the next 40 timesteps. Judges decide which of the two rollouts looks more realistic. Example comparisons are in the supplementary material. Table 2 shows the results from the preference study. We tested our model against two baselines, VRNN-single and VRNN-indep, with 25 comparisons for each. All judges preferred our model over the baselines with 98% statistical significance. These results suggest that our model generates rollouts of significantly higher quality than the baselines.
Qualitative Evaluation of Generated Rollouts for Basketball
We next conduct a qualitative visual inspection of rollouts. Figure 5 shows rollouts generated from VRNN-single, VRNN-indep, and our model by sampling states for 40 timesteps after an initial burn-in period of 10 timesteps with ground-truth states from the test set. An interactive demo to generate more rollouts from our hierarchical model can be found at: http://basketball-ai.com/. (b) Left: Rollout from our model. All players remain in bounds. Right: Corresponding macro-intents for left rollout. Macro-intent generation is stable and suggests that the team is creating more space for the blue player (perhaps setting up an isolation play).
Figure 5: Rollouts from baselines and our model starting from black dots, generated for 40 timesteps after an initial burn-in period of 10 timesteps (marked by dark shading). An interactive demo of our hierarchical model is available at: http://basketball-ai.com/.
Common problems in baseline rollouts include players moving out of bounds or in the wrong direction ( Figure 5a ). These issues tend to occur at later timesteps, suggesting that the baselines do not perform well over long horizons. One possible explanation is due to compounding errors Ross et al. [2011] : if the policy makes a mistake and deviates from the states seen during training, it is likely to make more mistakes in the future, thus leading to poor generalization. On the other hand, generated rollouts from our model are more robust to the types of errors made by the baselines (Figure 5b ). Generated macrointents also allow us to intepret the intent of each individual player as well as a global team strategy that all players execute cohesively (e.g. setting up a specific formation on the court). We highlight that our model learns a multimodal generating distribution, as repeated rollouts with the same burn-in result in a dynamic range of generated trajectories, as seen in Figure 6 Left. Furthermore, Figure 6 Right demonstrates that grounding macrointents during generation instead of sampling them allows us to control agent behavior.
Synthetic Experiments: Boids Model
To illustrate the generality of our approach, we apply our model to a simplified version of the Boids model Reynolds [1987] that produces realistic trajectories of schooling behavior. We generate trajectories for 8 agents for 50 frames. The agents start in fixed positions around the origin with initial velocities sampled from a unit Gaussian. Each agent's velocity is then updated at each timestep:
where v coh is the normalized cohesion vector towards the center of an agent's local neighborhood (other agents within some radius), v sep is the normalized vector away from an agent's close neighborhood (smaller radius than for v coh ), v ali is the average velocity of other agents in a local neighborhood, and v ori is the normalized vector towards the origin. We fix c 2 , c 3 , and c 4 to be positive constants, but we randomly sample the sign of c 1 before generating a new trajectory. This produces two distinct types of behaviors: friendly agents (c 1 > 0) that like to group together, and unfriendly agents (c 1 < 0) that like to stay apart (see Figure 1b) . Lastly, we introduce more stochasticity into the model by uniformly sampling β every 10 frames in a range about 1.
We train our model and baselines to generate the actions of agents using 32,768 training and 8,192 test trajectories. We use the sign of c 1 as our macro-intents, which indicates the type of behavior. Note that unlike our macro-intents for the basketball dataset, these macro-intents are simpler and Figure 7 : Synthetic Boids experiments. Showing histograms (horizontal axis: distance; vertical: counts) of average distance to an agent's closest neighbor in 5000 roll-outs. Our hierarchical model more closely captures the two distinct modes for friendly (small distances, left peak) vs. unfriendly (large distances, right peak) behavior compared to baselines, which do not learn to distinguish them.
have no geometric interpretation. All models have similar average log-likelihoods on the test set in Table 1 , but our hierarchical model can capture the true generating distribution much better than the baselines. For example, we compute the average distance to an agent's closest neighbor in generated trajectories from all models and the ground-truth and plot the histograms in Figure 7 . We see that this statistic for the ground-truth has two distinct modes for friendly (small distances, left peak) vs. unfriendly (large distances, right peak) behavior. Our model more closely captures these two modes whereas the baselines fail to distinguish them.
Analysis of Hierarchical Policy Class
Output distribution for states. The agent-policies in all our models (including baselines) sample from a multivariate Gaussian with diagonal covariance. We also experimented with sampling from a mixture of 2, 3, 4, and 8 Gaussian components, but discovered that the models would always learn to assign all the weight on a single component and ignore the others. The variance of the active component is also very small. This is intuitive because sampling with a large variance at every timestep would result in noisy trajectories and not the smooth ones that we see in Figures 5, 6 .
Choice of macro-intent policy model. We chose to model our macro-intent policy in Eq. (8-9) with an RNN. In principle, we can also use more expressive models, like a VRNN, to model macrointent policies over richer macro-intent spaces. In our case, we found that an RNN was sufficient in capturing the distribution of macro-intents shown in Figure 4 . The RNN learns multinomial distributions over macro-intents that are peaked at a single macro-intent and relatively static through time, which is consistent with the behavior of macro-intents that we extracted from the data. Latent variables in a VRNN had minimal effect on the multinomial distribution.
Hidden state for macro-intent policy model. Specifically for the basketball dataset, we defined macro-intents g t to be the concatenation of individual macro-intents g k t for each player. For our macro-intent policy, we compared a RNN model with a shared hidden state in Eq. (9), with a RNN model with independent hidden states. Intuitively, we expect the shared hidden state model to be better at capturing coordination.
For instance, good coordination in basketball corresponds to diverse macro-intents, i.e. players should choose different regions on the court as long-term goals. To provide a more quantitative comparison, we computed the frequency at which two or more players had the same individual macro-intent g k t at a given time, with the assumption that coordinated players do not have coinciding macro-intents very often. In the training data, 5.7% of all timesteps had coinciding macro-intents. In 10,000 rollouts from our macro-intent policy, 8.5% and 15.2% of all timesteps had coinciding macro-intents for the shared and independent hidden state models respectively. As a result, we used a RNN with a shared hidden state to model the macro-intent policy.
Discussion
The macro-intents used in our experiments are relatively simple. For instance, rather than simply using location-based macro-intents, we can also incorporate interactions such as "pick and roll". Another future direction is to explore how to adapt our method to different domains, e.g., learning a macrointent representing "argument" for a dialogue between two agents, or a macro-intent representing "refrain" for music generation for "coordinating instruments" Thickstun et al. [2017] . We have shown that weak macro-intent labels can be effectively extracted using simple domain-specific heuristics. An interesting direction is to incorporate multiple heuristics, each viewed as noisy realizations of the true macro-intents, similar to Ratner et al. [2016 Ratner et al. [ , 2018 . One could also consider unsupervised learning of macro-intents. For example, in Vezhnevets et al. [2016] an agent learns plans of future actions and is penalized for changing its plan. Such concepts could be incorporated in our method.
