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Summary 
In this thesis steps are taken towards a detailed understanding of Hough 
Transform (HT) methods. A formal definition of the HT is provided along with 
some useful and interesting results which provide insight into a number of aspects 
of HT methods. These include the quantisation problem, the use of discrete filters, 
the nature of efficient coarse-fine implementations and the relationship between the 
HT and other detection and estimation methods. 
Using this formulation a design methodology based on statistical hypothesis 
testing is proposed as a means of characterising and optimising HT performance. 
To illustrate the approach the particular problem of line detection is considered in 
detail throughout the thesis. This is perhaps the most common and fundamental 
problem which can be addressed using the HT. The approach is shown to provide 
formal ways to design optimal HT algorithms. The approach also suggests a 
fundamental change to the HT which solves the threshold selection problem and 
yields a method of detection which is independent of object size. 
It is. also shown that the HT belongs to a larger class of methods which 
includes some well known techniques from classical statistical estimation. With 
some generalisation HT's can also be considered as robust estimation techniques. 
This class of techniques have well defined properties. In particular it is shown 
that the accuracy of parameter estimation can be quantified. This relationship 
also suggests that iterative methods can be used to improve accuracy without 
large increases in computation. 
A number of alternative implementations which are motivated by the theo- 
retical discussion are tested on real images of manufactured parts. Results demon- 
strate a clear improvement over e3cisting techniques. 
Though line detection is described in the thesis the basic methodology can be 
used in the study of other problems. In fact its extension to other more complex 
problems is likely to yield further insights into the nature of HT methods. 
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Chapter 1 
Introduction 
1.1 Motivation 
To solve problems in computer vision and image analysis it is often necessary to 
detect and characterise structures which exist in sets of primitive feature points. 
Primitive feature points in this instance imply features such as edge points or 
surface depth values which are obtained by a local measurement or detection pro- 
cess. The term structure is used to denote extended entities which consist of some 
formation of primitive feature points. There are numerous examples of this type 
of detection/estimation problem. For example edge points can be obtained from 
grey-level images by edge detection. Edges often lie on smooth contours which 
may be formed from pieces of lines, circles, ellipses, etc. The detection of con- 
tours and the estimation of their parameters is often a useful sub-goal of a more 
complex problem such as identifying and locating manufactured objects. Other 
examples include the detection of smooth surfaces such as planes, the estimation 
of surface parameters from depth data and the detection of moving objects and 
the estimation of their motion parameters. 
A useful way to detect structures is the Hough Transform (HT). The HT 
solves the problem by representing structures using parametric constraints. A 
point in the space of parameters represents a particular instance of a structure. 
Each primitive feature point votes for parameter values of the instances to which 
it may belong. To perform this voting process it is necessary to discretise the 
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parameter space, i. e., associate parameter space regions with instances rather than 
parameter space points. The function produced after the accumulation of votes 
for all feature points has become known as the Hough Transform. In general 
if a particular structure exists then a local maximum should be expected and a 
relatively large number of votes would be accumulated at the maximum. Hence 
structures can be detected by looking for peaks in the HT. The position of the 
peak in the HT also gives an estimate of the parameters of the structure. The 
HT has some useful properties which make it particularly useful in image analysis 
problems. It can detect structures when the feature points derive from multiple 
structures and include a large number of contaminating points. More conventional 
statistical methods such as least-squares fitting do not share this robustness. 
1.2 Current Problems 
There has been a considerable body of work addressing the application of the HT 
to problems in machine vision and image analysis. Most of it considers particular 
problems without developing generally applicable design methodologies. Hence, 
although there have been a number of extremely useful ideas which have come 
out of this work, there is still no sound formal basis upon which to view the HT 
technique in 0 its manifestations. This is probably due to the fact that the 
original algorithm was proposed as a heuristic, though extremely novel, method 
for detecting lines. The idea behind the HT is quite easy to generalise and this has 
led to an extraordinarily broad range of applications. There are however general 
questions which require answers. 
All HT algorithms require the definition of a parameter space and a quan- 
tisation of this space. How does the imposition of different quantisations change 
the nature of the algorithm? Is there an optimum way to quantise? Often there 
are many equally valid representations for a curve of surface shape. How should 
a problem be parameterised to yield best performance? Ultimately detection in- 
volves choosing thresholds. How should thresholds be chosen to yield consistent 
performance? These fundamental questions are as yet unanswered. Previous re- 
search which has addressed theoretical issues has not led to a methodology which 
can be used to design systems meeting meaningful performance specifications. 
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In addition to the theoretical questions, there are a number of practical imple- 
mentation issues. The HT is computationally complex, particularly for problems 
of high dimension, such as complex curves or surfaces or complex motion models. 
An active area of research is the efficient implementation of HT methods. However 
in the design of efficient schemes improvements in efficiency must be traded with 
any associated reductions in performance. Without an adequate theory making 
such trade-offs is impossible. 
1.3 Scope of the Present Work 
In this thesis some steps are taken towards a detailed understanding of HT meth- 
ods. A formal definition of the HT is provided along with some useful and interest- 
ing results which provide insight into a number of aspects of HT methods. These 
include the quantisation problem, the use of discrete filters, the nature of efficient 
coarse-fine implementations and the relationship of the HT to other detection and 
estimation methods. 
Using this formulation a design methodology based on statistical hypothesis 
testing is proposed as a means of characterising and optimising HT performance. 
To illustrate the approach the particular problem of line detection is considered in 
detail throughout the thesis. This is perhaps the most common and fundamental 
problem which can be attacked using the HT. The approach is shown to provide 
formal ways to design optimal HT algorithms. The approach also suggests a 
fundamental change to the HT which solves the threshold selection problem and 
yields a method of detection which is independent of object size. 
It is also shown that the HT belongs to a larger class of methods which 
includes some well known techniques from classical statistical estimation. With 
some generalisation HT's can also be considered as robust estimation techniques. 
This class of techniques have well defined properties. In particular the accuracy 
of parameter estimation can be quantified. This relationship also suggests that 
iterative methods can be used to improve the accuracy without large increases in 
computation. A number of alternative implementations are considered. 
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Though the problem described in the thesis is specifically fine detection it 
is certainly true that the basic methodology can be used in the study of other 
problems. In fact its extension to other more complex problems is likely to yield 
further insights into the nature of HT methods. A detailed outline of the contents 
of the thesis are given below. 
1.4 Detailed Outline 
The next chapter describes a formal definition of the HT. This definition is quite 
general and encompasses many HT methods which have been suggested in the 
literature. The HT is shown to be representable as an integral of a function which 
describes the feature points with respect to a kernel function. When implementing 
a HT the kernel function is implicitly defined by the choice of parameterisation and 
the quantisation of the parameter space. Different kernel functions imply different 
HT's. The nature of the kernel function is explored using a simple but powerful 
result which links the quantisation with a feature space template. A simple in- 
terpretation of filtering the HT is given demonstrating that filtering results in a 
transform with a modified kernel. A discussion of the nature of parameterisation 
and quantisations suggests that parameterisation must be chosen with care if good 
performance is to be achieved and also that coarse-fine algorithms are unlikely to 
be successful in complex imagery. The formalism also allows the relationship be- 
tween the HT and other methods for detection and estimation to be clarified. It 
is argued that the Radon transform, which has been suggested as an appropriate 
formalism for the HT, is not precisely related to it and does not encompass some 
important aspects of the method. It is shown that a large class of methods which 
are identical in form to the HT are well known within the field of robust statistics 
and by changing the way in which kernel functions are defined results from this 
field can be usefully applied to analysing the behaviour of HT-like methods. 
The basic formulation in chapter 2 allows a qualitative analysis of the be- 
haviour of HT's. However, to solve specific design problems a more quantitative 
analysis is required. In chapter 3 the behaviour of a specific class of HT's which 
can be used for line segment detection are analysed using results from the theory 
of hypothesis testing. In this formulation each cell in the HT array is thought of 
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? Ls a separate test statistic which is used to decide whether a line segment of the 
given parameters exists in the image. This formulation entails the definition of a 
parametric density function model of a line segment. It is argued that a funda- 
mentally useful characterisation of HT performance is the power function. The 
power function defines the probability of rejecting a line segment as a function of 
its parameters. A desirable property of a HT is that at any particular point the re- 
jection rate should be low for a line segment of the appropriate parameters, though 
it should increase rapidly as the line segment parameters deviate. This charac- 
teristic is formulated in terms of the derivatives of the power function at the null 
hypothesis. Derivatives are used to define a set of performance measures known 
as test efficacies which can be used to optimise the performance of HT methods. 
The particular problem of finding optimal 1-1) filters for the HT is solved. The 
hypothesis testing approach suggests a change to the basic HT formulation which 
involves dividing the HT value by the number of points which form the line. A 
way of estimating this from the values of the HT array is given. Interestingly the 
final method of detection is independent of object size. The choice of a threshold 
which is difficult in the conventional HT comes directly from the hypothesis testing 
framework. 
The definition of chapter 2 suggests that a more general class of HT methods 
which involve continuous kernels functions can be defined. In this chapter the 
design of such kernels is considered along with a detailed analysis of the sensitivity 
of the HT methods to unknown changes in the assumed models. Sensitivity is 
explored using some principles from the influence function approach to robust 
statistical methods. Change in Efficacy functions are developed which represent 
the change in performance which can be expected as a result of small changes 
in the assumed model distribution. It is shown that HT methods which involve 
discontinuous kernels are highly sensitive to certain types of changes in the model. 
The imposition of bounded sensitivity in general is shown to require continuous 
kernels. Optimal continuous, trade-off designs are developed which compromise 
absolute optimality but provide lower sensitivity. 
Results from estimation theory can be applied to determine the accuracy of 
HT like methods. In order to apply these results continuous kernels are necessary. 
In chapter 5 the properties of HT's as estimators are investigated. The basic 
requirement for results to be valid is that the estimator should be asymptotically 
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normally distributed. Once this is verified the asymptotic co-variance matrix can 
be found. This gives an indication of the accuracy of the estimators and allows a 
direct comparison of least-squares methods and the HT methods. 
In chapter 6 the practical implications of the framework presented in the 
previous chapters are explored. A standard implementation of the HT and the 
hypothesis testing approach are developed. A discussion of peak-finding and post- 
processing mechanisms is included. Also the equivalence with robust estimation 
techniques suggests that iterative methods can be employed. A Newton method 
is given for the iterative estimation of the parameters of a line segment from some 
starting point. These methods are used in a hierarchical scheme for line detec- 
tion. The results of all methods are compared using images of 10 manufactured 
parts. The hypothesis testing approach is shown to be superior to the standard 
HT in certain respects. The iterative methods, although at times computation- 
ally complex provide good results which should in principle be very accurate. A 
hierarchical method which is described in appendix B is shown to be extremely 
efficient and quite reliable. 
Chapter 7 summarises the contributions of this work to the design of reliable 
curve detection methods and suggests a number of problems for further research. 
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Chapter 2 
A Definition of the Hough 
Transform: Some Properties and 
Relationships 
2.1 Introduction 
The Hough Transform (HT) is a useful tool for establishing meaningful groups of 
feature points which satisfy some parametric constraint. It has been applied to 
a wide variety of problems in machine vision, including: line detection [91, circle 
detection [29], detection of general contours [3], the detection of surfaces [40] and 
the estimation of 2 and 3-D motion [12], [1]. For a recent survey see [26]. 
In its most general form the HT is a method for calculating the number of 
feature points which satisfy a constraint. The actual constraint is specified by 
defining a space of possible parameters, with each point in the space representing 
an instance of the ideal constraint. This space is then quantised by defining an 
arrangement of small volumes which cover the space. Each small volume or cell 
represents an approximate constraint and the nature of this constraint is deter- 
mined by the parameterisation and the cell shape. One of the problems with the 
HT is that, because it is largely a heuristic algorithm, analyses of its behaviour 
are almost non-existent. In this chapter a first step in this direction is taken by 
describing a formal definition of the method which encompasses the wide variety 
of algorithms described in the literature. 
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One of the interesting, and useful aspects which comes out of this develop- 
ment is that a qualitative understanding of the behaviour of the HT can be gained 
by examining the implications of the cells or quantisations in the parameter space 
as regions in the feature space. This is the motivation for the template matching 
interpretation first suggested by Stockman and Agrawala [561. It is possible to 
calculate the set of points (a region) in feature space which can vote for a par- 
ticular cell in parameter space. The resulting region in feature space has been 
called a template. The construction of templates for various parameterisations 
and cell shapes has not been pursued in detail previously. In this chapter a very 
general result is provided which relates the shape of the boundary of a template 
to the boundary of a cell in parameter space and the parameterisation. Using 
this result it becomes quite straight-forward to construct templates. The result is 
applied to several well known algorithms for line detection. The investigation of 
templates provides a number of insights into HT implementation. It becomes clear 
that there are practical difficulties with arbitrary choices of parameterisation and 
cell shapes, since they can lead to undesirable template shapes. The formalism 
provides an interesting interpretation of filtered HT's by defining equivalent tem- 
plates which depend on the quantisation and the filter shape. The interpretation 
is also useful for establishing qualitatively some characteristics of efficient methods 
for computing the HT based on coarse-fine search strategies. 
In addition the HT is shown to be an integral of a function defining the 
feature points with a kernel function which defines the ' 
HT. This is quite similar 
to the Radon transform. It is shown that, although there is a general qualitative 
similarity between a HT for line segment detection and the Radon transform, 
there is no exact correspondence. In fact the Radon transform formulation does 
not encompass all the variation possible within the HT framework, particularly 
the range of parameter space quantisations possible. 
One way to look at the HT is as an estimation procedure in which parameter 
estimates are defined through the maxima of a function, i. e., the HT. Another 
class of procedures which define estimates in this way are known as Generalised 
Maximum Likelihood methods. The function maximised in these approaches is also 
defined by integrating a function defining the feature points with a kernel. One can 
take the view that the HT is a particular member of this class of methods with the 
kernel function defined through the cell shape and parameter space. This general 
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relationship is discussed in the final section of the chapter and also in chapter 5. 
Some other members of this class are discussed to show their relationship to the 
HT. 
2.2 The Hough Transform 
The HT is based on some very simple and general principles. The starting point 
for a definition of the HT is a parametric constraint of the form 
f(X, Q) = (2.1) 
where X= (X I ... Xýf)T is a point in a space of possible features and Q= 
(WI ... WN)T a point in a space of parameters. The constraint can represent many 
things including curves (lines, circles, etc), surfaces (planes, cylinders, etc) or mo- 
tion trajectories (translation, rotations, etc), depending on the interpretation of 
feature point. In this work feature points will usually be edge points obtained from 
a grey-level image. They could however be depth values or the grey-level values 
themselves. 
Each point 00 in the parameter space represents a particular constraint that 
is a particular instance of a curve, surface or motion trajectory and this constraint 
can be mapped out in the feature space by evaluating 
1 X: f (X, s20) =01. (2.2) 
The parameter values consistent with the existence of a given feature point X0 are 
particular curves (for example), which the point may lie on and are given by 
I Q: f(Xo, 0) =0). (2.3) 
Given a number of feature points which satisfy a constraint specified by parameters 
00 then the sets generated by (2.3) for each feature point will each contain the 
point 00. This can be given a more geometric interpretation by imagining that 
(2.3) generates a hypersurface in a continuous space of parameters. The curves of 
features satisfying a particular constraint will all intersect at a common point Po 
which gives the parameters of the constraint. This observation is the basis for the 
HT. 
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From a large set of primitive feature points we would Eke to detect distinct 
groups containing points which satisfy the same parametric constraint. The groups 
formed, in some sense constitute a high level description of the feature set which 
can be more informative than the individual features. To implement such a de- 
tection process using the observations made above an arrangement of cells (small 
volumes) which covers the parameter space is defined and a counter is associated 
with each cell. The array of counters has become known as the accumulator array. 
For a feature point (2.3) can be used to determine the cells which are intersected 
by the parameter space curve and a vote is accumulated for each in the counter 
array. The final accumulator array after evaluating the contribution of all feature 
points is the Hough Transform. Any cell which contains the intersection of many 
curves will have accumulated a large number of votes and therefore may represent 
a useful grouping of feature points. 
This idea was first proposed by Hough [21] in a more specific form to detect 
lines in bubble chamber photographs. Hough made use of the slope - intercept 
parameterisation of a straight line where points (x, y) on a particular line satisfy 
mox + Co. (2.4) 
The parameter space points were possible m-c values and the features were non- 
zero points in a thresholded grey scale image. Using this description of a line 
implies that each point in the feature space generates a fine 
XOM - YO 
in the parameter space. 
(2.5) 
The method was introduced to the image processing literature by Rosenfeld 
[48]. The value of m tends to infinity for nearly vertical lines and therefore all 
possible fines passing through a finite retina cannot be represented using a finite 
region of parameter space. Rosenfeld resolved this difficulty by first applying a 
HT to detect all lines with Iml :51, exchanging the z and y axes and applying a 
second HT to detect lines with < 1. Duda and Hart [9] proposed an alternative 
representation for straight lines based on the length and angle of the normal to 
the line from the origin of the feature space. This parameterisation is bounded 
and can represent all possible lines in a finite parameter space region. A straight 
line is described by 
po = xcosOo+y sin Oo (2.6) 
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where po is the normal length and 00 is the angle of the normal with respect to 
the x-axis. The parameter space curve generated by a single feature point is 
a sinusoid. Duda and Hart [9] also suggested that the HT could be applied to 
the detection of other parametric shapes and in particular described a method for 
detecting circles in a 3-D parameter space with axes describing the circle centre 
and radius. 
In all these applications the HT is usually preceded by some edge detection 
process which isolates points of high grey-level gradient. The first authors to 
suggest the use of edge point direction as well as location were O'Gorman and 
Clowes [45] who applied it to line detection using the p-0 parameterisation. The 
use of angle information renders the mapping from an edge point into parameter 
space one - one, i. e., given xo, yo, and ýo, Oo = ýo and p can be determined from 
(2.6). Edge direction information was also employed by Kimme et al [291 as a way 
to improve the circle detection algorithm suggested in [9]. 
The first HT for the detection of generalised shapes with a fixed scale and 
orientation was proposed by Merlin and Faber [39]. The close relationship be- 
tween the HT and template matching was first noted by Stockman and Agrawala 
[56]. They discussed this relationship with reference to the p-0 parameterisation 
for straight lines and suggested that insight into the behaviour of HT algorithms 
could be gained by investigating the set of points which contribute to a given cell 
in the HT accumulator. This set constitutes a template. The relationship with 
template matching was also noted by Sklansky [54] who showed the equivalence 
for the particular case when the unknown parameters represented object location. 
This result applies especially to the algorithm proposed by Merlin and Faber [39] 
which was shown to be an efficient implementation of binary template matching. 
An alternative generalised HT algorithm was proposed by Ballard [3]. This algo- 
rithm relied on a feature description in terms of edge point location and direction. 
Methods for detecting objects with arbitrary location, scale and orientation were 
described. 
This very brief introduction to the HT and its history is rather incomplete. 
The literature describing variations on the method and its application is vast and 
a more detailed review will not bq attempted. An excellent and very complete 
survey of the field has recently been completed by Illingworth and Kittler [26]. 
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2.3 A Formal Definition of the HT 
To define the HT, an exact constraint is specified by an equation with the form 
of (2.1) along with a quantisation of the parameter space using cells, i. e. small 
volumes, located at sampling points in the space. Each cell represents an ap- 
proximate constraint and suitable cell shapes and sizes and a suitable sampling of 
the parameter space by the cells must be defined. In order to make meaningful 
choices for these it is necessary to obtain some understanding of how using a small 
finite size volume approximates the ideal constraint given by (2.1). Obviously if 
the volume is infinitesimally small, i. e., a point in the parameter space, then the 
constraint is equal to (2.1) and the HT for a particular point is the number of 
features which satisfy the constraint exactly. The link between the cell size and 
shape and the implied feature space constraint can be provided by interpreting the 
HT as a template matching algorithm. Stockman and Agrawala [561 recognised 
that the link with template matching applied generally to HT algorithms and sug- 
gested that the properties of HT's could be understood by examining the set of all 
points which could intersect a specific cell in parameter space. This set of points 
defines a binary template and they demonstrated, by experimental methods, the 
interpretation for straight line detection based on the p-0 parameterisation. To 
formalise these ideas let us start by assuming we have a set of features which can 
be thought of as points in a continuous feature space, i. e., I X, ... X,, 1. Define a 
function I(X) on the feature space which represents the feature set 
n 
I(X) E 6(X - Xj) 
(2.7) 
j=l 
where 8(X) is the Dirac delta function defined on a multi- dimensional space. 
Let Cn be a cell of small volume centred at the point f2 in parameter space. 
We can now introduce a function p(X, Q), which is defined jointly on the parameter 
space and the feature space, in terms of the cell and the ideal constraint 
P(X, Q)_ 
1, VX, SI: jA: f(X, A)=o}ncý,: Ao (2.8) f 
0, otherwise. 
Using these definitions the HT can ýe written as 
H(SI) =I p(X, Q)I(X)dX (2.9) 
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where H(Q) is the value of the HT at the point 0 and the integral is assumed to 
be over the whole feature space. The function p(X, Q) plays the role of the HT 
kernel. 
. This more formal definition of the HT clarifies several points. By examining 
(2.8) it can be seen that the function p(X, Q) has dual interpretations. For a fixed 
value of Q it defines a binary templaie in the feature space, the form of which 
depends on the constraint and the cell shape used. The value of the HT at a point 
Q is the number of feature points falling inside the template. For a fixed value of 
X it defines a binary function in the parameter space which has been called the 
point spread function [4]. 
The form of the HT given in (2.9) represents the template matching system 
where the HT at a point is evaluated as the integral. The more usual HT imple- 
mentation can be obtained by using the sifting property of the delta function to 
reduce (2.9) to 
n 
H (Q) -E p(Xj, f2) (2.10) 
j=1 
In this form the HT is calculated by taking a single term in (2.10) and generating 
the associated binary function in parameter space. The final HT is the sum of all 
such functions. 
In the above development both the feature space and the parameter space 
are continuous. The discrete HT is calculated at a discrete set of points and is 
a sampling of (2.9) or (2.10). No assumptions are made about the relationship 
between the cell used and the sampling arrangement, though for standard imple- 
mentations cells are usually arranged on a rectangular grid so that they do not 
overlap. 
Before discussing the generality of this interpretation it is probably useful to 
present a specific example. Consider the classic HT algorithm for detecting lines 
in an edge image using the p-0 parameterisation [9]. In this case the feature 
space is 2-D with I(X) non-zero at the edge point locations and zero everywhere 
else. There are many ways to define a cell shape in parameter space and the choice 
determines the way in which the ideal constraint is approximated. The algorithm 
presented in [59), which is almost always used in practice can be obtained by 
defining a line segment cell which is directed in the p direction of width Ap and 
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sampling the function defined in (2.10) at intervals separated by Ap and AO. It is 
well known that the equivalent template for this choice of cell shape is a rectangular 
bar of width Ap oriented in the direction 0. Other cell shapes are possible and they 
lead. to different template shapes and essentially different transforms. In the next 
section we will illustrate the relationship between cell shapes, parameterisations 
and template shapes in some detail. 
Most HT algorithms can be specified in this way. For example it is common 
to use feature points giving edge location and direction. This can be represented 
as a 3-D feature space and we can identify a template associated with any cell in 
the parameter space which is a functional representation of a region in the feature 
space. Similarly there are algorithms which, rather than using single edge points 
use pairs of points. For example using the p-9 method pairs of edge points can 
be used to define a HT in which a single accumulator location is incremented for 
each pair (one-one mapping). One can represent this algorithm using the methods 
above by defining a 4-D feature space and it is possible to define a template for 
a given parameter space cell, even though such a template may be difficult to 
visualise. 
2.3.1 The Relationship Between Cell Shape, Constraint 
and Template Shape 
It can be seen from the previous development that the HT in its most general 
form is an algorithm for determining the number of features in a set which satisfy a 
constraint. The constraint is specified by a cell in aý parameter space. By evaluating 
the kernel function at fixed values of D the nature of constraint being implemented 
can be found. Let us look more closely at the kernel functions, particularly their 
shape in feature space for a given cell shape and constraint equation. 
The region of support for a template with parameters 0 can be defined from 
(2.8) as, 
S(2) = {X: {A: f(X, A) = ol n en 74- ol 
This is the region over which points are summed to produce the value H(Q). In 
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fact we could rewrite the HT as 
H(Q) = 1: 1 (2.12) 
XiES(A) 
This set can be separated into two parts S(Q) = I(f2) + B(Q). The inierior points 
can be defined as the set 
-T(Q) = 
JX: ly: IIX - Yll < el C S(n) for some c> 01. (2.13) 
From an interior point it is possible to move a small distance in any direction 
and still remain in S(Q). Those points in S(Q) which are not interior points are 
boundary points, defined as the set 
B(Q) = IX E S(f2): JY: IIX - Yll < e} 0 S(Q) for any c: > 0}. (2.14) 
From a boundary point movement in some directions, even of an arbitrarily small 
distance takes us out of S(Q). Similaxly one can define the interior and the bound- 
ary of a cell Cn which is just a set of paxameter space points. 
Using these definitions we have the following theorem: 
Theorem 2.1 Points X which lie on the boundary of the template support region 
S(SIO) give hypersurfaces in parameter space defined by f (X, Q) =0 which do not 
intersect any interior points of the cell Cn.. 
The proof relies on certain regularity conditions and we need some prelim- 
inary notation. Take a feature point X which gives a hypersurface in parameter 
space specified by the implicit equation f (X, Q) = 0. Instead of using the implicit 
equation we can define an explicit parametric description of the hypersurface in 
terms of a real independent variable(s) v. We will just assume a single variable v to 
keep the aJready complex notation simpler. The number of independent variables 
defines the order of the parameter space hypersurface. That is one variable implies 
a curve, two variables a surface, etc. Using this representation we can write 
9(Xi V) ý [PI (Xi V» '*'e PN(Xe Vj 
Q(X, v) is a vector valued function of v for a given X. Now consider the point 
XO + 6±d, where kd is a unit vector in any direction and 8>0 is a real positive 
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number, we can express the parametric curve representation at this point, Q(XO + 
6Xd, v), using the mean value theorem, in terms of its value at the point X0. The 
individual components of this vector can be written 
Pk(XO + 8±di V) ý Pk(xOi V) +8 
LPk(X, V) 
lkd (2.16) ox 
IX=X*' 
where X* = X0 + A±d with A taking a specific value in the range 0<A<8. The 
notation OP'(X"I denotes the vector ax 
OPA, (X, V) 
... 
apl, (X, v) 
a. rl axm 
(2.17) 
This result holds if each Pk(Xi V) is a continuous function of X and the derivatives 
'9pk(x'v) are finite on the line joining the two points Xo and Xo + 8. kd. As a result axi 
of (2.16) the complete vector for the shifted feature point can be written as 
9(X + Etdi Vo) : -- 9(Xi VO) + 89d 
where SId is finite (it does depend on X0, ±d and 6). Essentially this result implies 
that if the derivatives are finite, moving a point in feature space by a small amount 
causes a correspondingly small change in the position of the associated hypersur- 
face in parameter space. The proof of the theorem is now straight-forward. 
Proof of Theorem 2.1 Assume that the point X lies on the boundary of S(Q). 
The point X has an associated hypersurface in parameter space which must in- 
tersect the cell, Cn,,. Let us say that a point v= vo is an intersection point. If 
vo defines a point in parameter space interior to the cell Cno then from (2.18) we 
know that an e* >0 can be found so that SI(X + 6±d, vo) is a point in the cell 
for any ±d and any 8 such that 0<8< e*. This implies that X+ 8Xd E S(f2o) 
for any Xd and 0<6< e*. This is a contradiction. Therefore we conclude that 
Q(X, v) cannot intersect any interior points of the cell Cn,, if X is a point on the 
boundary of S(f2o). An illustration of the contradiction is given in figure 2.1. 
The importance of this result lies in the fact that using it we can quite easily 
construct the boundaries of feature space templates from knowledge of the cell 
shape and the type of parameter space hypersurfaces generated for single points. 
Since points on the boundary will only produce hypersurfaces which intersect the 
boundary of the cell, the boundaries of templates can be constructed by consider- 
ing those hypersurfaces which intersect the boundary of the cell. In general if the 
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Region fkX+ 5Xd , Vo ) for 0< 
5< F- 
Figure 2.1: Illustration of the contradiction. If vo is an interior point then there 
must be an e>0 implying that X cannot be on the boundary of the template 
parameter space hypersurface is smooth there are only two ways in which it can 
intersect the boundary of a cell without intersecting interior points. Either the 
hypersurface is tangent to the boundary or it intersects a discontinuity in the cell 
boundary. As a result of this it turns out that, particularly for rectangular shaped 
cells, there are critical parts on the boundary of a cell (usually some of the cell cor- 
ners) which determine the boundary of the template and these can easily be found 
using simple reasoning without the need for complex mathematical arguments. To 
illustrate the way in which results can be obtained the next section investigates 
template boundaries for some typical cell shapes and constraint choices. 
Note that the result provides a necessary but not sufficient condition for a 
point to he on the boundary of the template. Therefore in considering all points 
which generate hypersurfaces intersecting a particular cell without intersecting any 
interior points we can only say that the actual template boundary points are a 
subset of these. It is possible that some will be interior template points. No cases 
of interior points which only intersect the boundary of the cell exist in the examples 
we show. Though it would be of interest to establish the sufficient conditions the 
problem seems much more difficult. 
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2.3.2 Line Detection Schemes 
Let us begin by looking at the conventional p-0 and m-c HT's for line detection. 
Suppose the ideal constraint that points lie on a line is expressed as 
P-x Cos O-Ysino = (2.19) 
That is X= (X, y)T and 0= (0, p)T. We can verify the regularity conditions 
required by considering a particular explicit representation of the curve. If we set 
v=0 then the explicit representation of the curve is 
T Q(x, y, v) = [v, x cos v+y sin v] (2.20) 
From this we find that 00 
= 
(90 
=0 (2.21) 
lox Dy 
and OP 
Cos V 
OP 
= sin v. (2.22) '5 _X_ = ý_Y_ 
Clearly the continuity and differentiability conditions are satisfied for all v and 
(x , y). In most cases these conditions are straight-forward to verify as typified 
by 
this example. 
We define a cell centred on a point Slo = (00, po) as a rectangle of size 0", x p,,,. 
The curve generated by (2.19) for a particular feature point is a sinusoid with 
period 27r, magnitude and phase tan-' If we consider a cell which 
cuts the axis p=0 it should be clear that the only curves which can intersect the 
boundary of the cell without intersecting any interior points are those which pass 
through the corners of the cell as shown in figure 2.2a. Hence the boundary of the 
template is defined by four straight lines with parameters given by the corners of 
the cell (see 2.2b). The points where one bounding curve intersects another which 
also lie on the boundary are given by the sinusoids which intersects the two top 
corner points and the two lower corner points. These are the only comer pairs 
which can be intersected by a single sinusoid which doesn't also pass through the 
cell interior. If the cell doesn't cross the origin the four corner points still define 
boundary points for the template but in addition, curves which just touch the 
horizontal cell boundary closest to the origin also give boundary points. These 
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curves touch the boundary at a tangent when the sinusoid is a maximum and 
therefore taking the derivative of (2.19) and setting it to zero we have 
tan-1 Y+ mr, n integer (2.23) 
x 
and 
p,,, = (-l)"N/x-2+ V, n integer (2.24) 
From these we obtain 
X= Prn COS On, (2.25) 
and 
p, sin 0, (2.26) 
Therefore the set of points which result in curves which touch the lower cell bound- 
ary produce a circular arc with radius equal to p,,, centred on the origin which 
subtends an angle 0,,, (i. e. Go ± L). Figure 2.2b illustrates the resulting template. 2 
The points separating the bounding curves are given by particular sinusoids. The 
sinusoid which simultaneously intersects the two corner points furthest from the 
origin defines the intersection of the two straight lines. The two sinusoids which 
just touch either end of the cell boundary closest to the origin. give the inter- 
section between the circular arc and the lines with parameters given by the lower 
corners. 
Note that as we shrink the width along the 0 axis to zero the cell becomes 
a line segment directed in the p direction and the template boundaries will be 
defined by two lines which have parameters given by 0= Oo and p= po This 2 
is a well known result also illustrated in figure 2.2. 
For the m-c HT, the ideal constraint is given by, 
mx -c= (2.27) 
In this case Q= (m, C)T and the parameter space curve generated by a single 
point is a line. 
If we a consider rectangular cells of size m.. x cwj centred on (mo, co), it can 
be seen that the only possible lines which touch the boundary are those which are 
coincident with the cell boundaries and those which intersect the corners of the 
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b) 
Figure 2.2: a) Curves intersecting cell boundaries. b) Associated template shapes 
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cell. The lines coincident with the cell boundaries define isolated points. Hence the 
template boundary is formed from four lines with parameters given by the corners 
of the cell. If we assume that Iml <1-a restriction which is usually applied - then 
the lines which coincide with the Upper and lower horizontal cell boundaries define 
the points joining bounding curves. These are given by (x, y) = (0, co ± S%, ). An 2 
example template is shown in figure 2.3. If the width of the cell in the m direction 
is shrunk to zero the template boundaries are defined by two lines given by M= Mo 
and c= co Ew-. It is interesting to note that rotating the cell in parameter space 2 
does not change the general conclusions: The template boundary is always formed 
from four line segments. We can even go further than this and conclude that any 
polygonal cell with k vertices produces a template boundaxy which is formed from 
k line segments. The points of intersection of the line segments on the boundary 
are given by the position and orientation of the edges of the polygon. 
Another cell shape of interest is the circular cell which has been employed 
by Li et al [341, [351 in one of the Fast Hough Transform algorithms. The cell does 
not have any corners so finding its boundary is less (only slightly) straight-forward 
than for the other cases. First put the constraint equation in normal form, i. e., 
1 
r . (y , /j -+X 
Resealing in this way implies that the cosine of the angle of the normal to the 
line to each of the axes is given by the coefficient in the normalised equation (e. g. 
the cosine of the angle to the m axis is -' ). Using (2.28) we can write the 77+ 77 
perpendicular distance of a point (mo, co) from the line in parameter space defined 
by the point (x, y) as 
d (Y - MOX - CO)l (2.29) TJ -+X 2 
Now since the cell has a smooth boundaxy, curves which are due to points lying 
on the boundary of the template must intersect the cell at a tangent to the cell 
boundary and for these curves the perpendicular distance is equal to the radius of 
the cell. Using (2.29) we can write an equation for the template boundary, 
11 mx - c)1 =r (2.30) 1"/-l -+x 2 
where r is the cell radius. Squaring both sides and rearranging we can obtain, 
x2 (M 
2_r 2) +y2- 2xyrno + 2xcorno - 2yco + C2 -r2=0 (2.31) 00 
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Y=(m 0 +r)x+co 
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Radius =r 
Hyperbola 
Figure 2.3: a) Template for a rectangular cell. b) Template for a circular cell 
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This equation is in the standard form for a conic and in fact it is easy to show that 
since -r 2<0 this represents the equation of a hyperbola. The axis of symmetry 
of the hyperbola is at an angle ý given by 
Note that 
tan 20 - 
2mo 
(2.32) 22 1+r -mo 
tan 20 =2 
tan 0 (2.33) 
1- tan 20 
and so as long as r is small we have 
tan ý -- mo. (2.34) 
The asymptotes of the hyperbola are given by 
(mo ± r)x + co (2.35) 
and the centre which is at the intersection of the two asymptotes is (0, CO). An 
example of a template is shown in figure 2.3b. 
2.3.3 A Non-Linear Parameterisation 
One of the attractive characteristics of the HT is its general nature. It does seem 
that one can freely choose any parameterisation to give a useful method of shape 
detection. However it should be clear from the previous sections that the link 
between template shape, cell shape and parameterisation is such that we cannot 
arbitrarily choose all three even though we may wish to. It is desirable that 
the template shape reflect the distribution of feature points expected for a shape 
instance. We would like the cell shape to be simple and we want to be able to 
apply it throughout the parameter space, i. e., a uniform quantisation of the space. 
The parameterisation determines the voting hypersurface and we would like this 
to lead to computationally efficient intersecting testing. The parameterisation also 
determines the shape representation which we may wish to be general enough to 
represent a fairly broad class of shape primitives. All these are ideal requirements 
and we can only meet some of them. In most cases practical considerations dictate 
that the requirement for a uniform quantisation and the implementation of a 
reasonable template shape dominate. As a result the range of parameterisations 
which have been used with the HT is very limited. To illustrate this point we will 
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examine a particular representation for circles and illustrate the typical difficulties 
encountered. 
The constraint satisfied by points lying on a circle with centre a, b and radius 
is 
x2+y2- 2ax - 2ay +a2+b2-r2=0 (2.36) 
We can rewrite this as 
12+y2- 
2xpl - 2YP2 + P3) =0 (2.37) 
ý4-xr+-- 4y2 +1 
(X 
where the obvious associations have been made between the parameters a, b, r 
and PliP2iP3- In the parameter space with axes PI)P27P3 the voting surface for a 
given feature point is a plane, which makes intersection testing simple. Note that 
this representation easily generalises to any conic section and so is particularly 
powerful. 
Let us examine the equivalent templates for the case of a cuboidal, cell. From 
theorem 2.1 we know immediately that any template boundary point must he on 
one of the 8 circles defined by the corners of the cuboid cell. Consider a feature 
point in the first quadrant. A normal vector to the plane is given by joining the 
origin with a point defined by the coefficients of each parameter, i. e., (-2x, -2y, 1). 
This defines a point in the octant bounded by the negative PliP2 axes and the 
positive p3axis. Since x' + y' >0 it can be shown that the foot of the normal of 
the plane must lie in the octant diagonally opposite the one in which this point 
lies. Hence the foot of the normal must lie in the octant bounded by the positive 
PI i P2 axes and the negative P3 axis. Some consideration of the orientation of such 
a plane indicates that the only corners which can be touched without intersecting 
interior points are corners labelled a, g in figure 2.4a. Similar considerations for 
other feature space quadrants shows that boundary points in each quadrant can 
only lie on one of two circular arcs with parameters determined by one of two 
diagonally opposite corners in the cuboid cell (see figure 2.4b). So we infer that a 
template which lies completely in one quadrant has boundaries formed from single 
circles. The inner boundary is defined by the smaller circle, which is the corner on 
the top face of the cube and the outer boundary from the larger circle. A template 
which lies across several quadrants is pieced together from the different curves in 
each quadrant. 
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Figure 2.4: Illustration of cell comers in a) which give the boundaries for quadrants 
labelled in b). The first letter denotes the inner boundary in each case. 
We are now in a position to illustrate the templates for cells located in various 
parts of the space. The main difficulty with this parameterisation is shown in 
figure 2.5. Two templates are shown which result from a single fixed size cell at 
two different positions in the parameter space. One cell is located at a=b=0 
with a value for P3 which gives a radius of 30 pixels. The other is located at 
a=b= -64 and P3 is also chosen to give a radius of 30 pixels. The general trend 
is that as the template moves away from the origin of the co-ordinate system 
the size of the template increases, for a fixed value of the radius (which does not 
imply p3 fixed). We also find that because of the non-linear relationship between 
P3 and r that the size of the template decreases as r increases (decreasing P3 )- 
Clearly the template is not invariant to location and therefore in order to obtain a 
reasonable curve detection method we would need to carefully determine a suitable 
non-uniform quantisation of the parameter space so that a consistent set of feature 
space templates are obtained. 
This illustrates the problems which can occur if the parameterisation is not 
carefully chosen. A parameterisation which may be attractive from a representa- 
tional viewpoint, as the conic representation certainly is, may not lead to a simple 
quantisation of the parameter space. 
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Figure 2.5: Templates for 2 cells of the same size centred at positions a=b= 
0, r= 30 and a=b= -64, r= 30. This illustrates the problem of defining a 
uniform quantisation for some parameterisations. The template width is 1 for the 
narrow template and 6.7 maximum, 3.9 minimum for the broad template. 
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2.4 Filtering the Hough Transform 
The application of filtering to the HT either to smooth the distribution or enhance 
the presence of peaks has been suggested by several authors [3], [32]. An important 
contribution of the formalism is that it allows an interpretation of the filtered HT 
which is rather interesting and useful. 
Assume that the discrete HT has been calculated by a regular sampling of 
(2.10) and that the result is convolved with some discrete filtering function F(Qj). 
That is we form 
H'(Qj) =EH(Aj)F(Qj - Aj) (2.38) 
VAj 
where the subscript notation has been used to emphasise that the transform is 
sampled. Substituting the previous definition of the HT gives 
H'(f2j) =E 
[I 
p(X, Ai)I(X)dX] F(flj - Aj). (2.39) 
VAi 
Taking the summation inside the integral gives 
[1: 
p(X, Ai)F(Qj - Aj)] I(X)dX. (2.40) 
VAi 
This has the form of the original HT where the bracketed term is the transform 
kernel. That is 
p'(X, SIj) = 1: p(X, Ai)F(Qj - Aj). (2.41) 
VAi 
From the properties of the delta function we can write 
n 
H'(Qi): -- 
Ejý(XkiQj) (2.42) 
k=l 
The dual interpretations suggested for the original kernel function can be equally 
well applied lo the function in (2.41). By considering a fixed value of Dj it is clear 
that the effective template is a weighted sum of templates associated with the 
original HT. This simple result allows us to investigate the usefulness of smoothing 
functions and also the filters proposed in [32) for enhancing the distributions of 
various curves. Note that the effective template is no longer binaxy and can take 
on a range of values depending on the filter function used. 
Consider the p, 0 parametrisation using the quantisation method studied in 
[59]. That is non-overlapping line segment cells directed along the p axis. An sim- 
ple but interesting filter is the 3 tap 1-D filter with coefficients given by [-1,2, -11, 
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Figure 2.6: Template for a simple 1-D filter with coefficients -1,2, -1. 
directed along the p axis. The equivalent template formed using this mask is shown 
in figure 2.6 for a particular value of cell centre. The final filtered HT at a param- 
eter space point is the weighted sum of all edge points falling inside the template. 
Points on the central bar are positively weighted, while points lying along the two 
bars parallel to the central bar have a negative weighting assigned to them. This 
will reduce the height of peaks due to broad structures. 
Filtered HT's can also be useful when there is a significant amount of uniform 
background noise. If the distribution of feature points is uniform then the value of 
the HT at a particular point is proportional to the area of the associated template. 
Since the retina is finite this value will be a function of the cell centre. If the filter 
is local so that the areas of the templates which form the equivalent template in the 
filtered transform are equal then a zero mean filter will give a distribution which 
is approximately zero for all parameter values. For the simple filter given the only 
time this is not precisely true is when the template intersects a corner of the retina. 
However in these instances the value is the weighted difference in the areas and 
not particularly large. This result is approximately true for a variety of zero mean 
filters, including the more complex line enhancing filter suggested by Leavers [32]. 
This result was noted indirectly by Brown [41 when he examined the performance 
of a HT method known as the Complementary Hough Transform (CHT). The 
CHT was proposed as a method of sharpening peaks in the HT and achieved this 
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aim by accumulating both positive and negative votes in the accumulator for a 
given feature point. The algorithm was developed for fixed radius circle finding 
and it is quite easy to demonstrate that it is in fact a filtered conventional HT, 
where the filter applied has zero mean. 
2.5 Storage and Time Efficient Computation Meth- 
ods 
A number of researchers have suggested the use of coarse-fine search strategies for 
reducing the storage requirements and efficiently calculating the HT [25], [34). 
The Adaptive Hough Transform (AHT) [25], [27] avoids the problems of 
accurately representing and accumulating in high-dimensional spaces. The method 
uses a small, 9N , N-dimensional accumulator array. Votes are accumulated in this 
array giving a coarse representation of the HT. Areas in the accumulator with a 
high vote count axe located and the limits of the accumulator array are redefined 
so that it surrounds the identified peak. By successively iterating in this way a 
peak can be accurately located using only a small accumulator. The algorithm 
is a promising method for reducing both storage and computational complexity. 
Using the template matching interpretation it becomes clear that AHT is a form 
of coarse-fine template matching. Initially investigating the parameter space at a 
coarse resolution is equivalent to applying a coarse set of templates to the image. 
In focusing the grid onto an area of parameter space the size of the templates is 
refined and a more limited set of locations and parameter values are considered. 
It should be clear that in order for the AHT to operate reliably any structure 
in the image must be clearly evident upon examination of the image by a coarse 
set of templates. This suggests that for complex images the AHT can fail. It also 
makes it clear that multiple small scale objects can cause the method to focus 
incorrectly [27] since it is possible to find a single (or several) coarse template 
which contains several small objects and hence will have a high value associated 
with it. However the parameters of this template may not be close to those of any 
single object and focusing will not proceed to a correct solution. 
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The method proposed by Li et al [34], [35], known as the Fast Hough Trans- 
form (FHT) is also a form of coarse-fine template matching. It requires the explo- 
ration of a k-D tree representation of the parameter space. Proceeding down the 
tree results in successively finer division of the parameter space. Li claims that 
efficiency stems from the fact that very few branches in the tree are explored to a 
great depth, except those which lead to possible solutions. Starting from the top 
of the tree each cell associated with a node is evaluated to determine the number of 
feature points which intersect it. If this number exceeds a preset threshold the cell 
is split into 2k finer cells (k is the dimensionality of the parameter space) and these 
cells are themselves checked for the number of intersections. The depth of the tree 
is determined by the required peak accuracy. Intersection testing is achieved by 
the use of a very simple incremental method [34), [35]. The incremental intersec- 
tion method relies on the fact that the parameter space curve generated by each 
point is a hyperplane and that the cells are either hyperspheres or cuboids. The 
parameter space hyperplanes are produced naturally by the m-c representation 
for lines (or its extensions in multi- dimensional feature space). Other curves can 
be represented in such a way that hyperplanes are generated. As has been shown 
in section 2.3.3 these limitations are likely to be quite severe and leave no room for 
the design of a cell shape appropriate giving an appropriate template. It may well 
prove impossible to design a HT system which gives suitable feature space tem- 
plates for curves other than lines. The FHT tree search is exhaustive and therefore 
the problem of searching paths in the tree which do not lead to a solution &s not 
prevent correct solutions from being identified. The computational expense does 
increase with increasing scene complexity since the equivalent templates at high 
levels in the tree are very broad and many will contain enough points to be above 
the threshold, though the path may not finally yield a solution. This problem is 
exacerbated if a low threshold is used in order to identify short curve segments. 
2.6 The Radon 'D-ansform 
In an influential paper Deans [8) has suggested the the normal form line HT [9] is 
closely related to a special case of the Radon transform (RT). In fact Deans states 
that the HT is identical to the RT. This is not proved in the paper though and 
Deans only discusses the RT itself formally and not the HT. The RT of a function 
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F(x, y) is given by 
R(O, p) =I F(x, y)8(p -x cos 0-y sin O)dxdy (2.43) 
where the integral is over the whole 2-D plane. The presence of the delta function 
forces integration of the function along a line and the RT at a point (00, po) is the 
integral of F(x, y) along the infinite line with parameters (0o, po). 
From the formal development of the HT which resulted in (2.9) there is not a 
precise equivalence between the two transforms. The kernel for the HT is a finite 
width template which is defined through the cell shape, rather than a single line. 
Having said this there are some general properties shared by the two methods and 
it is these which are used by Deans to suggest an equivalence. We can show, now 
that we have formal definitions of both transforms, the rough equivalence of the 
methods. Deans highlights four points: 
When F is concentrated at a point, R(O, p) is non-zero along a sinusoidal 
curve. For a single point H(O, p) has a value 1 along a sinusoidally shaped 
bar. The exact shape of the bar depends on the cell shape. For a line segment 
cell, it is just a sinusoidal bar of a fixed width. 
9A point 00, po corresponds to a line for the RT. For the HT a point corre- 
sponds to a line-like finite width template. 
For the RT collinear points map to sinusoidal curves which intersect in the 
parameter space. For the HT points which lie inside a single template gen- 
erate sinusoidally shaped functions in parameter space which intersect over 
an area which includes the parameters of the template. 
9 Points on a curve p= xo cos 0+ yo sin 0 correspond to lines which intersect 
a single point xO, yo. For the HT points p, 0 which lie on the non-zero part 
of the HT of a single point xO, yo have associated templates which will all 
contain the point xO, yo. 
The imprecise equivalence of the RT and the HT means that the results 
obtained by Deans, such as the RT of a single pixel, are not particularly relevant 
to the HT. 
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It is possible to force an equivalence between a certain HT and the RT. If we 
take the HT given by a line segment cell we get 
n p- xicosO - yj sin 0 H(O, p) Rect d 
(2.44) 
where the rectangular function is defined as 
Rect(x) 1,1XI :! ý 0.5 (2.45) 
0, otherwise 
We define a representation of the data points 
1n2,2 ) 
F(x, y) = -E- d (2.46) 7r '=' %/ý24ýý - (X - Xi)' - (y - yi)2 
and it can be shown that the integral of a single point, i. e., a single term in the 
summation, along a line with parameters 0, p is given by Rect( 
p-xi cos O-yi sin 0) [44] d 
and therefore by interchanging the summation and the integral in the RT we obtain 
(2.44) 
The general similaxity of the expression (2.44) to the RT has meant that the 
Fourier transform of some generalisations of the HT (which will be discussed in 
the next section) are very similar to those for the RT [301. 
2.7 Relationship Between HT and Other Proce- 
dures for Estimation 
Let us consider again the general form of the HT which is given by 
n 
H(Q) p(Xj, Q) (2.47) 
To detect curves the general approach is to calculate H at a dense set of points in 
the parameter space and search this sampled function for local ma--dma. It does not 
seem to have been fully appreciated that this general approach of defining estimates 
of parameters by maxima (or minima) of a function defines almost any estimation 
procedure in common use. Another. well known example is the least-squares which 
has the form of (2.47) with the function pa quadratic. The class of procedures 
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which operate in this way are known as Generalised Ma--dmum Likelihood (GML) 
methods. The name stems from the fact that if the kernel is defined from a known 
parametric density function by 
P(Xi, Q) =- log f (Xi, n) (2.48) 
then the procedure obtained is the maximum likelihood estimator for the parame- 
ters Q from independent, identically distributed samples. The least-squares is the 
maximum likelihood procedure if f is a Gaussian density. It is more common to 
define these procedures through a set of implicit equations which can be obtained 
from (2.47) by differentiating with respect to each parameter. That is parameter 
estimates are solutions to the equations 
OH(S2) 
- 0, k=1... M (2.49) d9Wk 
The HT cannot be defined in this way since p is a two-valued function and therefore 
the derivative is a generalised function which is either 0 or undefined. 
Generalisations of the HT which involve replacing the kernel P'by a smoother 
function have been suggested by Thrift and Dunn [57] and discussed in [30]. To 
be more specific if we consider the simple HT defined by 
n 
H(O, p) p(xi cos 0+ yj sin 0- p) (2.50) 
it can be seen that by using a rectangular function we obtain th'e standard HT. 
We can also use other functions for p. For example Thrift and Dunn used 
r2_x21 IxI :5r 
PW = 
10, 
otherwise 
This replaces the binary template with a truncated quadratic function. 
There are two major advantages to replacing the HT kernel with a smooth 
function which do not seem to have been recognised in the literature: 
The derivatives of the function H(SI) can be calculated quite easily and 
therefore it is possible to find true maxima without resorting to very high 
sample rates. In fact interpolation methods have been-used to obtain accu- 
rate parameter estimates in [441 but these are not necessary if the kernel is 
continuous. 
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There is a large body of theory which describes the behaviour of these meth- 
ods in the Robust Statistical literature. In particular one can get an estimate 
of the accuracy of the methods, which is not possible with the conventional 
HT. 
It is interesting that within the Robust Statistical techniques there is a class 
of methods, known as redescending kernels which have finite width and can be 
thought of as "Hough-like". In fact the kernel suggested by Thrift and Dunn, is 
well known as the skipped mean. The accuracy of these methods can be calculated 
directly using the results in Robust Statistical literature, see for example chapter 
4 of [191. Thus the recently posed question in [441 - how does the accuracy of the 
Hough methods compare with that of the least-squares can be answered. This 
analysis will be presented in a later chapter. 
2.8 Discussion 
In this chapter the precise nature of the HT algorithm has been firmly established. 
The results verify many aspects of HT's which are often addressed in a vague manor 
in the literature. For example, it is sometimes not clear exactly how the HT is 
being calculated since typically little attention is paid to defining cell shapes. This 
is probably due to the fact that the precise differences between similar algorithms 
have not been clear. Hopefully by providing a definition of the HT which demon- 
strates how the various aspects such as parameterisation and cell shape contribute 
to the formation of the HT kernel other workers will be encouraged to specify their 
algorithms more clearlY. 
This formulation is not the complete answer to the problem of designing HT 
algorithms, only a starting point. Exploring the implied template shape of a HT 
kernel can only provide some rough guidelines to design. It is really a visualisation 
tool which has limitations when the feature space is of high dimension since the 
interpretation of templates is more difficult. 
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Chapter 3 
The HT as a Method of 
Hypothesis Testing 
3.1 Introduction 
In the last chapter a detailed formal definition of the HT was developed. It was 
shown that cell shapes in parameter space could be related with templates in fea- 
ture space. Without going further these results provide only a qualitative idea of 
the expected performance of the HT. It can be used to identify gross problems, 
such as the difficulties with highly non-linear parameterisations and coarse-fine 
implementations. In order to obtain a more detailed insight into the behaviour 
of the HT quantitative methods for assessing performance are necessary. In the 
last section of chapter 2 it was suggested that if the kernel function is smooth 
then results from estimation theory, specifically concerning generalised maximum 
likelihood methods could be applied directly to obtain a measure of the accuracy 
of Hough-like methods. Although this is quite valuable it still does not allow us to 
study the performance of the HT itself. Ideally a meaningful performance measure 
which encompasses a much broader class of kernel functions and paxticularly func- 
tions with discontinuities, is required. This would allow the investigation of both 
the HT and filtered HT's which where shown in the last chapter to be equivalent 
to a weighted sum of binary kernels and hence also contain discontinuities. 
The evaluation of Hough-like methods by the accuracy of estimated parame- 
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ters has its roots in a view of the HT as an estimation technique. There is however 
an equally valid view of the HT as a curve detection method, or in more conven- 
tional statistical terms, a method of hypothesis testing. At each parameter value 
00 we wish to decide if there is sufficient evidence to indicate that the data fit 
a curve model with these parameters. The decision is made by comparing a test 
statistic, calculated from the data, with a pre-specified threshold. The hypothesis 
of a curve is either accepted or rejected on the basis of this comparison. The HT 
evaluated at a point f2o can be thought of as a test statistic for the hypothesis 
that the curve with parameters RO exists in the data. 
The next section gives an introduction to the hypothesis testing paradigm. 
Setting up the problem requires the definition of a parametric, distributional model 
for a curve segment and a specification of how the observed data may deviate 
from the hypothesis. In this work parametric deviations from the hypotheses arc 
considered. Essentially the response of a single cell/counter in the HT to various 
curve segments (distributions) is considered. The general approach, common to 
most testing problems, is to fix the probability of rejecting the null hypothesis 
when it is true while trying to maxin-ýise the probability of rejection when the data 
are drawn from distributions other than the null distribution. This leads naturally 
to a consideration of the power function which is just the rejection probability as 
a function of the parameters of the underlying distribution. The approach taken 
is quite general and it seems that it can be applied to characterise any HT which 
can be posed within the formal framework described in chapter 2. However in this 
chapter and throughout the thesis only HT's to detect line segments which are 
based on the p, 0 parameterisation are considered. Particular attention is given to 
methods which are generalisations of the quantisation method of Van Veen and 
Groen [591. These include standard HT's with binary rectangular kernels, HT's 
filtered with 1-D filters applied along the p axis, which have kernels consisting 
of a weighted sum of rectangular functions and also the generalisation to smooth 
kernels suggested by Thrift and Dunn [57]. 
For this special case a set of performance measures known as test efficacies 
can be defined. These are local measures which determine the rate at which the 
power function increases away from the null hypothesis. They can be defined for 
a very large class of functions including both continuous and discontinuous ker- 
nels. Maximising efficacy can be seen as a formal way to make the peak in the 
36 
HT as naxrow as possible by ensuring that a test at a particular set of param- 
eters responds strongly only to line segments with those parameters and not to 
others. The measures are functionals which depend on the model distribution 
assumed for a fine and the kernel function. For a given distributional model a 
variational problem can be solved to find the kernel function which maximises 
the performance measure. More specifically for HT's which use the line segment 
cell shape a number of optimum problems can be posed, including optimum cell 
widths (the quantisation problem) and optimum one-dimensional filters. In this 
chapter the design of optimal 1-D filters for a given quantisation is discussed and 
a set of non-lineax equations for the filter coefficients which maximise efficacy are 
obtained. This problem is a formal approach to the design of peak sharpening 
filters and is motivated by the informal attempts of Brown [41 and Leavers [32]. 
The results obtained here are considerably different. One of the most important 
contributions of this viewpoint is that it suggests modification to the HT which 
leads to a test for line segments that is independent of the length of the line and 
depends only on the distribution of points across the line. The choice of a thresh- 
old which can be applied uniformly to all calculated samples also comes out as a 
natural consequence of the theory. 
3.2 Hypothesis Testing - some definitions 
The general set-up is that a number of observations X, ... X,, have been made. 
These observations are assumed to be distributed according to a member of a 
class of parametric distributions given by Fn(X) where Q are the possible param- 
eters The hypothesis testing problem is concerned with determining whether the 
observed data can be attributed to a particular distribution with parameters f2o, 
i. e., the null hypothesis. Other parameter values define the way in which the data 
deviate from the null hypothesis. The density function is a model of the behaviour 
of the measurement system. That is how the points obtained from the edge de- 
tector are distributed when there is a grey-level discontinuity in the image. In the 
analysis a specific type of model for the distribution of points on a line is used. In 
particular it is assumed that dFn(x, y) can be factorised in the following way: 
dFp(x, y) =1f 
xcosO +y sin 0-p 
g(-x sin 0+y cos O)dxdy 
w(w 
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where Q= [G, p, w]' with p and 0 the normal line parameters giving the distance 
of the foot of the normal to the line from the origin and its orientation relative to 
the x-axis and w is a parameter specifying the width of the distribution across 
the line. Figure 3.1 is a rough illustration of the structure of this model. The 
density g represents the way points are distributed along the length of the line. 
Implicit in this definition is the position of the line segment along the infinite 
line and its length. For example a reasonable model for g would be a uniform 
density. Then the mid-point, -t, of the line segment would be given by the mean 
of g and the length of the line segment L would be a function of the second 
centralised moment of the distribution, in this case 12 = L2. Using this model we H 
are implicitly assuming that the process of observation is invariant to rotations of 
the co-ordinate axes, i. e., an isotropic measuring system. It is important to make it 
clear that this very specific assumption should be verified when the edge detector is 
characterised, though it would be possible to develop almost identical results using 
other factorisations of the model distribution. The p, 0 parameterisation is most 
appropriate for this factorisation and the development is simplified as a result. 
In the model three parameters have been made explicit, p, O, w, and deviations 
from the null hypothesis can be due to all three. It is fairly obvious that both p 
and 0 deviations should be considered, since the response of a detector located to 
detect line segments of a particular position and orientation to a line segment at 
another position and orientation is important. Deviations in w are also important 
since they allow the response of detectors to broad structures, and in the limit, 
uniform regions to be evaluated. Obviously other variations are possible since the 
data may not be generated from a line segment of any sort. The restriction is for 
pragmatic reasons. 
To make a decision about the validity of a particular hypothesis a test statistic 
which will be denoted T,, is calculated and compaxed. with a threshold t in the 
following way 
T,, ý! t Reject (3.2) 
T,, <t Accept (3.3) 
That is large values of the test statistic are significant for distinguishing the data 
set from the null hypothesis. The test statistic which is used for a particular null 
hypothesis f2o is directly proportional to the value of the HT, H(Qo). A particular 
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Figure 3.1: The structure of the distributional model used. 
sub-class of HT's discussed in the previous chapter axe considered in detail. 
0) 
n xi cos 00 + yj sin 00 - po 
1 (3.4) H(Q V 
( 
WO 
The test statistic used is 1 
H(Qo) 
n 
(3.5) 
where n is the sample size. In all the statistical literature the data are assumed 
to have been drawn from a single distribution and n is the sample size. For 
our examples images consist of multiple line segments iýnd of course many other 
structures besides. In the analysis that follows data from a single distribution will 
be assumed and in a later section it will be shown that the results are valid under 
the assumption that line segments are finite and isolated. To apply the results it is 
necessary to estimate n. Note that this test statistic is not precisely the HT since 
it is divided by n. This change has important implications which are discussed 
later. For consistency with the statistical literature the test has been formulated 
so that large values of T,, indicate departure from the null hypothesis. This is 
not the usual approach for the HT where large numbers of votes indicate a likely 
line segment. However this is only a superficial difference since one case can be 
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obtained from the other by taking the negative of the test statistic. As a result the 
kernels studied will generally have negative values, rather than positive values. For 
example the standard HT in this formulation is the kernel -Rect(" `00-Ly; sinOo-po d 
This particular class of function can represent the generalisation suggested by 
Thrift and Dunn [57] and also HT's which have been filtered using a I-dimensional 
filter along the p axis. 
Since the observations are random and drawn from a known distribution, 
the test statistic T,, is a random variable. The exact distribution of T,, is usually 
difficult to determine, however if it can be found as a function of the parameters 
of the underlying data point distribution then the behaviour of the test can be 
completely characterised by considering P(T,, ý! t) as a function of the parameters, 
in this case O, p, w. The importance of this function warrants a special name and 
it is known as the power function. It will be denoted P(Q). Ideally the power 
function should be close to zero at the null hypothesis and approach one for other 
values of the parameters. 
For the testing it is desirable that the power at the null hypothesis be the 
minimum power over all possible parameter values. A test which satisfies this 
property is called unbiased. A weaker property which can be tested quite easily 
once the test functions and distributions are known is local bias. If the power 
function of a test has a local minimum at the null hypothesis it is said to be locally 
unbiased. It will be shown that the conditions for a locally unbiased test leads to 
symmetry requirements on the kernel p for testing alternatives in 0 and p. These 
symmetry requirements imply that the test will not be unbiased for alternatives 
in w. This is reasonable and leads to tests which tend to reject structures broader 
than the assumed width but are more likely to accept any lines which are narrower. 
The power function gives a very complete characterisation of the behaviour 
of a test statistic. The general approach when looking for good test statistics is 
to fix the power of the test at the null hypothesis that is the level, denoted a 
and compare the behaviour of tests at other parameter values. It is possible for 
any given test statistic to fix the level by appropriately setting the threshold i. 
Ideally one would search for a test which has some fixed level and is better than 
all other tests at every alternative parameter value. A test which satisfies this 
condition is known as uniformly most powerful (UMP). For some problems UMP 
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tests do not exist [33], [28] and they axe generally difficult to find. A less exhaustive 
criterion can be obtained by defining local power which is, for an unbiased test, 
the second derivative of the power function at the null hypothesis. For a biased 
test it is the first derivative. The general principle is that if the derivatives are 
large then the power function will increase rapidly away from the null hypothesis. 
A very strong argument in favour of characterising tests by local power is that 
if the number of observations is large then for any "sensible" test function the 
power at alternatives a finite distance from the null hypothesis approaches one. 
Hence for large n only the local characteristics of a test are important. From 
a pragmatic view the use of the local characteristics leads to a single functional 
which defines the performance of a test with respect to a particular deviation from 
the null hypothesis and therefore one can pose and solve optimum problems using 
variational techniques. To consider all parametric deviations p, 0 and w three 
measures are required. In fact the performance measures used are known as test 
efficacies and are monotonically related to the local power and independent of n. 
3.3 Power Functions 
The key to determining the performance of any test statistic is the power function 
and in order to determine the power function the distribution of the test statistic 
T. must be known for each possible parametric distribution FO(X). From (3.4) 
and (3.5) the test statistic employed can be written more explicitly as 
1n xi cos 00 + yj sin Oo - po Tn = -EP (3.6) 
n =, 
( 
WO 
The problem is that the exact distribution depends on the function p. In some 
cases it can be determined quite straight-forwardly. For example if the kernel p 
is the conventional HT then the distribution of T,, is binomial, since each term in 
the sum can only take on one of two values, 0 or -1. Since the distribution of the 
data points is known the probabilities for each of these values can be calculated 
and therefore the distribution determined. It may also be possible to determine 
the exact distributions of test statistics for simple filtered HT's. For example a 
symmetric 3-tap filter will yield summation terms which take on 3 distinct values, 
their associated probabilities can be calculated and the distribution of the sum 
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determined. As the number of coefficients increases the problem becomes more 
complex and it would certainly be difficult to determine the exact distributions 
for continuous p functions. There is however an approximation to the distribution 
of T,, which can be used for all test functions. Since T,, is formed as a sum of 
independent identically distributed random variables, the simplest form of the 
central limit theorem [52] indicates that for large n, T" is approximately normally 
distributed. The approximation becomes precise in the limit as n --+ 00, though it 
should be quite good for even moderate values of n, say 25. This of course depends 
on the nature of p and the approximation will not be uniformly good for all p at 
a given n. 
Hence for large n the normalised random variable 
Tn - EFn Tn I 
can be assumed 7v F1, {Tn) 
to have a distribution function D. The understanding is that D is the standard 
normal. Then the power function can be written as a function of 0 
P(T,, > t) =1-Dt- 
EFnlTnl 
(3.7) 
( 
V-var-Fn FTnT) 
where 
xcosOO +y sin 80 - po dFn (x, y) (3.8) EF. (T. 1 =IP( 
WO 
is the expected value of T,, as a function of S2 and 
2 
varFn I Tn} 
x cosOo +y sin Oo - po EFjTn} dFn(x, y) (3.9) 
n WO 
is the variance of T, The underlying distribution of data points is given by 
Fn(x, y). Note that unless otherwise specified all integrals will be over the complete 
domain of the integrand. For our testing problem the power function is defined 
on the multi- dimensional parameter space with axes p, O and w. The parameter 
space in this instance represents the way in which the underlying distribution of 
points deviates from the null hypothesis and it should not be confused with the 
HT parameter space, even though two of the axes are congruent with this space. 
Given a specific distribution for the data points and assuming D is the standard 
normal the power function can be calculated quite easily using (3.7), (3.8) and 
(3.9). 
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3.4 Local Properties of Tests 
Local properties of a test are defined in terms of the derivatives (first and second 
generally) of the power function at the null hypothesis. In this work alternatives 
(deviations) in the three parameters O, p and w are considered, i. e. the power 
function is defined on a three-dimensional space. As a result the local properties 
are specified by derivatives in three directions. In the following sections local bias 
and local power are considered for the general class of tests under study. 
3.4.1 Locally Unbiased Tests 
A locally unbiased test has a local minimum in its power function at the null 
hypothesis. Therefore the conditions for a locally unbiased test can be found by 
taking the first derivative of the power function with respect to each of the param- 
eters at the null hypothesis D= Do. As a general notation a particular parameter 
in the vector Q is denoted wi. A test is locally unbiased for testing alternatives in a 
parameter wi if the first derivative with respect to wi is zero. In addition, of course, 
the second derivative must be positive. If the second derivative is negative then 
the power function actually decreases away from the null hypothesis, an obviously 
undesirable chaxacteristic. 
Defining the normalised variable 
Zo 
EF,, M1 (3.10) 
Vv-ar-F. nj -TT- 
the derivative of the power function (3.7) can be written as 
(9p Az d(zn,, ) 
L-" 
l9wi 
in')= 
- owi 
IN 
where d is the density function obtained from the distribution D. Taking the 
derivative of (3.10) and substituting we find that 
018(Q) d(zno) 19EFno JTn) + zno (9varF. I 
Tnj 
49wi , /-var-F,, 
-ýFnT( Owi 2,, FvZ-rFý TTnj 
100 
0 
(3.12) 
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This expression depends directly on the first derivatives of the mean and variance, 
which are defined in (3.8) and (3.9), with respect to wi. In general to obtain 
an unbiased test both these derivatives must be zero (there is no possibility of 
cancellation since zn depends on the level of the test which can be freely chosen). 
To investigate the derivatives for each parameter the null hypothesis Oo = 
0, po = 0, wo = 1, i. e., Qo = [0,0,1]T, can be considered without losing generality. 
Results for other values of the null hypothesis can be obtained by scaling and 
shifting the x-axis and a-rotation of the co-ordinate axes. 
Derivatives with respect to p 
Taking the derivative of (3.8) with respect to p and simplifying using the fact that 
g is a density function and hence f g(s)ds =1 we obtain 
OEF,, [Tn} 
no 
p(x)f'(x)dx (3.13) ap 
I 
For the variance the derivative of (3.9) gives, after some simplification using 
f g(s)ds =0 (since it is assumed that g(s) goes to zero as s --+ : Loo) 
OvarF,, {T,, 11 
P2 _ 
2EF . 
ITj 
- (x)f'(x)dx -} 
DER 
(3.14) 
afý 
no nn 
no 
IT 
Op 
100 
Derivatives with respect to 0 
In a similar way we can examine the derivatives of the mean and variance in the 
0 direction and obtain 
OEF" 'T21 
no 
p(x)f'(x)dx 
f 
yg(y)dy. (3.15) 00 
1 
and for the variance 
&arFn I Tn} 
=1 P(x)f'(x)dx yg(y)dy- 
2 EF,,, I Tn} 
OBF,, I TO 
(3.16) 
00 
1 
no nIIn 
ao 
IN 
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Derivatives with respect to w 
For w, 
and 
aEFjj I Tn I 
p(x)(-xf'(x) -f (x))dx (3.17) 
OvarF. I Tn 1 IP2(X)(_Xfi(2; ) 
- f(x))dx _ 
2EF OEFn I Tn ITO 
Ow 
10 nn 
Ow 
0 
(3.18) 
Equations (3.13), (3.14), (3.15) and (3-16) show that if f, the density function 
defined orthogonal to the line segment, is symmetric then a symmetric p(x) will 
yield a test procedure which has a local extremum. at the null hypothesis along 
the p and 0 axes (the integrand is odd because it is, a product of an even and 
odd function). If these symmetry conditions are applied then it is clear that 
the derivatives with respect to w are not zero and the tests are not unbiased 
for alternatives in w (since the integrand is a product of even functions which is 
even). If the derivatives are positive then the power is increasing with w. This is an 
example of a one-sided test. It can be used to test the composite hypothesis w< wo 
against the composite alternative w> wo. Note that in all cases density function 
g defined along the line does not affect the local bias of an already unbiased test. 
3.4.2 Asymptotic Local Power and Test Efficacy 
A second important local characteristic is local power. In the case of unbiased 
two-sided tests this is defined as the second derivative of the power function. Of 
course we must again consider the derivatives along each of the axes of interest. 
The motivation for this definition is that a test which has a large, positive second 
derivative has a power function which is increasing rapidly away from the null 
hypothesis and therefore should be good at distinguishing local deviations from 
the null hypothesis. For one-sided tests such as testing the width parameter w 
against alternatives the local power is defined as the first derivative of the power 
function. The power function should be an increasing function of w and therefore 
it makes sense to maximise the first derivative so that it increases rapidly away 
from the null hypothesis. For w the local power is given by (3.12) with the ap- 
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propriate substitutions for the derivatives of the mean and variance. For p and 0 
we must take the second derivatives of the power function. We have used the first 
derivative earlier in determining the requirements for local unbiasedness. Taking 
the derivative of (3.11) gives 
2( Zn)2 zn d(zn)ý- - d'(zn) (3.19) 09W, 2 OU), 2 
For a locally unbiased test the second term is zero, so we are particularly inter- 
ested in the second derivative of zfl. Under the assumption of local unbiasedness 
evaluating the second derivative and substituting gives the local power 
02fl(fj) d(zoo) i92. EF" {T,, } zfjo 02varF,, ITn}l 
"Wi - _FT FW, 2, + 2VvarF. - 'ýW, 2 2 
OT__T 
vý`varTFho 
7n7 Ino) 
I 
100 
2 n, 
(3.20) 
It is worth noting that this expression is identical to that for a one-sided test given 
in (3.12) except the first derivatives are replaced with second derivatives. 
We could proceed from the definitions given in (3.12,3.20) to expressions of 
local power for w, 0 and p. However, there is a further simplification which can be 
made. In all cases our interest is to determine the power of tests which have some 
fixed level. For a given test statistic with known distribution function if the level 
is fixed then zn,, is a fixed number which satisfies a=1- D(zn,, ). Assuming that 
the distribution function for T,, is continuous then there is a value of z satisfying 
this equation. This of course determines the threshold t required. It is interesting 
to note that as n increases, since zn,, remains fixed the second term in the brackets, 
which is proportional to the derivative of the variance, in both the one and two 
sided expressions for local power assumes less importance since it is proportional 
to n_2 . Hence for large n reasonable approximations for the local power are for 
the one-sided case 
eß(9) 
- 
d(zn. ) £9EFý, {TO (3.21) 
al - /v-, ar -F ý1 
Dwi 
ino 
- 
rF. ' LrT7, 
ino 
and for the two-sided case 
notT ) 
02ß 02EFg 
. (9) 
- 
d(z9. ) n (3.22) DWI. 2 (gW, 2 %/v-, ar F ý1 
ino 
rF. 
' 
[7,7 
ino 
These much simpler expressions define the asymptotic power of a test [131. Note 
that they are still functions of n and as n increases they both increase at a rate 
46 
I 
o 0. The asymptotic power is commonly used as a means of comparing tests 
[13], [28], just as the asymptotic variance is used for comparing estimators, since 
the ratio of the asymptotic powers of two tests raised to some positive power 
gives the relative number of samples required for the two tests to give the same 
asymptotic power. This ratio is known as the Asymptotic Relative Efficiency. 
Another related quantity known as test efficacy is used to characterise the 
local behaviour of tests in this work. For one-sided tests it is defined as 
Elli =( 
n-'j O-SFn IT. ) 1110)2 (3.23) 
Vv--arFn, I Tn owi 
the definition for two-sided tests merely replaces the first derivative with the second 
derivative. This definition has some important properties. It is independent of n 
although it should be remembered that it has been developed using asymptotic 
arguments and therefore is strictly a valid measure only for large n. The one-sided 
version is precisely equal to the reciprocal of the asymptotic variance (without the 
factor due to n) for generalised maximum likelihood estimates [19) and there is a 
direct connection between good one-sided tests and good estimates. This is not 
true for the case of two-sided tests. The efficacy is a positive quantity however it 
only makes sense if the second derivative of the expected value with respect to the 
parameter wi is positive. Otherwise the power function decreases away from the 
null hypothesis and high values of E,, i indicate increasingly poor tests. 
The expression for the variance of the test statistic is given in (3.9). To 
develop the expressions for test efficacy it is necessary to consider the derivatives 
of the expected value with respect to p, 0 and w. 
The results are obtained straightforwardly from (3.8). 
Efficacy for p 
For p we have 
B" = 
[f p(x)f "(x)dx]2 (3.24) 
nvarF,,,, IT. ) 
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Efficacy for 0 
For 0 the development is more involved though it still requires only elementary 
algebra. We obtain 
0 (x))dx]' BO - 
[(I'+ 7o2) f p(x)f"(x)dx -f p(x)(-xf'(--) -f (3.25) 
nvarFoo IT. } 
where 10' + y6 is the second non-centralised moment of the distribution g. By 
convention we assume that -to is the mean of the distribution and 10 is the second 
centralised moment, i. e., the variance of the distribution. 
Efficacy for w 
For w using (3.17) we have 
.E 
[f p(x)(-xf'(x) -f (x))dx]2, 
. LIW - nvarF,,, IT. } 
(3.26) 
The expression for the efficacy in the 0 direction shows a dependence on 
the position and length of the line segment as specified by -yo and 10. Efficacy is 
higher for longer lines and also for lines which have their mean position, far from 
the foot of the normal. In the expression for 0 there are two terms. However 
for reasonably large values of lo and/or -yo the first term in the expression should 
dominate. Under these conditions the expression for efficacy in the 0 direction 
becomes proportional to the efficacy in the p direction. The second term in the 
efficacy for 0 is equal to the efficacy for testing w, though it appears with a negative 
sign. Hence we can see that maximising the efficacy for w will reduce the efficacy 
for 0. The efficacy for w is the reciprocal of that for the asymptotic variance for 
scale estimates [19], however there is an additional restriction when estimates are 
used so that an unbiased (asymptotically) estimate is provided. This is generally 
equivalent to the requirement that EF,,,, ITj = 0. This restriction is not essential 
for testing applications. Note that in all cases the efficacy is independent of the 
shape of the distribution along the line and depends on it for 0 only through its 
first two moments. 
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Clearly it is not possible to find an optimumý function for testing against 
small deviations in p, 0 and w simultaneously. However optimising for alternatives 
in p will also maximise the efficacy for 0 if the lines are long enough or located 
sufficiently far from the foot of the normal. So Ee will not be considered. Solutions 
which ma-, dmise efficacy for w are also of interest since deviations in w can represent 
broad structures in the image and in the limit uniform regions. An extremely 
important point to make is that the two problems finding good two-sided tests for 
distinguishing shifts and one-sided tests for changes in scale could be called generic. 
They are likely to appear in any curve detection problem, just as the problems of 
estimating location and scale appear as components in many estimation problems, 
e. g., regression [19). It is possible then that in investigating these two problems 
the solutions found will have wide applicability to the detection of other curves. 
3.5 Optimal Solutions 
Having given explicit expressions for the efficacy we are in a position to investigate 
optimal choices for the function p in the test statistic (3.6). In this section a 
straight-forward approach is taken by answering the question: given some known 
shape for f the distribution of points orthogonal to the line segment, what is the 
best choice for p both for alternatives in p and w. No restrictions are placed on 
the type of solutions required. 
Considering the expression for efficacy Ep in (3.24) we can substitute the 
definition for the variance (3.9) and obtain 
Ep = 
(f p(x)f "(x)dx )2 (3.27) f (p(X) 
- IL)2f 
(X)dx 
where p= EF, ý,, 
IT,, }. Since the problem is scale invariant, i. e., if p*(x) is optimal 
then Kp*(x) will also be optimal, the total expression can be maximised by exam- 
ining all p(x) which have some pre-specified value for the denominator and finding 
the function which maximises the numerator. If the additional constraint it = b, 
with b given, is imposed, the constrained problem can be solved and then the un- 
constrained problem can be solved by finding the maximum over the parameter b. 
This seems rather laborious though the solution drops out easily. The numerator 
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can be written as 
I 
p(x)f "(x)dx = 
f(p(x) 
- b)f"(x)dx (3.28) 
applying the Cauchy-Schwartz inequality gives for the numerator 
22 
b)fý(-x) f (x)dx < j(p(x) - b)2f (x)dx 
1f (x) dx (3.2 9) f (x) f (x) ( L(-X) ) 
Hence the efficacy is ma, -dmised by choosing 
f I/( X) P*(x =-+b (3.30) T(X) 
and the maximum value is given by 
'; ,f (x) dx. (3.31) 
which is independent of b and therefore (3.30) gives a class of solutions which 
maximise Ep. 
A typical example of the function produced is when f is a Gaussian with 
variance u'. Then the optimal testing function is the quadratic p(x) = X2 -1 +b. 
Further results illustrating the optimal testing functions for other common sym- 
metric distributions are shown in figure 3.2. It is worth pointing out that since the 
optimal function involves the second derivative of the density function that unless 
the density function is continuous and has a continuous first derivative the opti- 
mal testing function will contain delta functions. This is the case for the Laplace 
distribution, which contains a negative delta function at 0, i. e. aligned along the 
line. An interpretation of this test would be that it considers only data points 
lying exactly along the line as significant in determining the appropriateness of 
the null hypothesis. If there is at least one point along the line the null hypothesis 
is accepted. Data points in all other positions add positive weight and therefore do 
not contribute to the decision. In most instances we will only be concerned with 
density functions which have continuous first derivatives. The other distributions 
have a variety of differing optimal functions. In contrast to the Gaussian all the 
other optimal functions remain bounded as jxj -4 oo. The optimal function for 
the Cauchy distribution even descends to zero. 
The optimal functions are useful for establishing the relative performance of 
sub-optimal solutions such as truncated kernels. Table 3.1 gives the efficacy for 
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Figure 3.2: Optimal functions for some common distributions 
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r Quadratic Tukey Rectangular 
1 0.967583 0.669429 1.081130 
2 1.770364 1.363156 1.073921 
3 1.982224 1.754547 0.262612 
Table 3.1: Efficacy, Ep, for some truncated window choices 
three examples when the data points are distributed according to a unit variance 
Gaussian. These include a truncated quadratic, a Tukey window, which is a poly- 
nomial window which is becoming very popular in robust estimation [581 and a 
rectangular window, which is in fact the Hough transform. The parameter r is the 
width of the window. The absolute maximum efficacy is 2 and a quadratic of infi- 
nite width achieves this value. The truncated quadratic approaches the maidmum 
for large r. The quadratic is for large values of r the best choice, however for r=I 
the rectangular window is better. The rectangular window has an efficacy which 
approaches zero as r --+ oo this is because the window is flat and the density goes 
to zero for large values of x. 
The optimum solutions for testing alternatives in w can also be found by 
applying a similar approach. The result is 
P*(X) =- 
Xf, (X) +b (3.32) 
f(X) 
for an arbitrary value b. The maximum efficacy is given by 
Eý xfl(x) 
xf '(x) dx (3.33) 
(f 
(x) 
Again this is independent of b. The solutions for optimal E,,, are identical to 
the maximum likelihood estimates of scale, except as indicated earlier, estimates 
generally satisfy the condition b=0 which yields unbiased estimates. A typical 
example is if f is Gaussian, then p*(x) is the quadratic x' - 1. This is the kernel 
function which specifies the sample variance as the maximum likelihood, minimum 
asymptotic variance estimate of the scale parameter for the Gaussian distribution. 
3.6 Optimal 1-D Filters for the HT 
In the previous section the functions which maximise test efficacy for a given 
density function orthogonal to a line segment where derived. Unfortunately though 
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these solutions may be very useful under certain conditions, the nature of edge data 
from images makes them practically useless. The main reason is that an edge map 
cannot be modelled by a single distribution, but contains multiple line segments 
and a certain percentage of contaminating data which cannot be associated with 
any line segment. The optimal solutions place a finite weight on data points which 
lie far from the central part of a line and since a single line segment forms in most 
cases only a few percent of the total data in the edge map the decision made using 
the optimal test statistics will be based heavily on data points which are not part 
of the line. 
The main reason for the success of the HT is that it is based on data points 
which lie near the central part of the line. That is, in terms of the data models 
employed, the data come from the central part of the density f defined orthogonal 
to the fine. The result is that outlying points which can come from other structures 
in the image have no influence on the detection of the line segment. This also means 
that some points which are due to the line segment will be ignored, however the 
price is a small loss in the efficacy, which yields a huge increase in the robustness 
of the method. The HT is not the optimal solution to use under these conditions. 
In fact it will be shown in the next chapter that the optimal, finite width kernel 
function to use is just a truncated version of the optimal kernels given in the 
previous section. The advantage of the HT though is its simplicity. The kernel 
function takes on only two values. Besides this, the HT has become entrenched 
as a popular tool in computer vision and image processing and therefore it is 
interesting to examine how well the method can perform. 
One way to improve the HT which has been suggested is to apply a filter to 
the transform and detect line segments from the filtered transform. As has been 
shown in the previous chapter a filtered HT can be represented as a HT with a 
modified kernel function. Therefore it can be quite easily treated within the present 
theory. In this section a particular class of filtered HT's which utilise 1-D filters 
applied along the p axis will be considered. Filters which maximise the efficacy 
for alternatives in p will be sought. There are of course many other problems 
which could be treated using the theory presented in this chapter. For example, 
optimum quantisations, joint optimisation of quantisations and filter parameters, 
optimum filters for rejecting broad structures using the E", performance measure. 
The problem which will be studied is quite a good starting point. 
54 
P(X) 
Figure 3.3: The kernel function for a filtered HT. 
To start it is necessary to define the efficacy E,, for the particular class of 
functions being considered. The filtered HT can be written as 
np xicosO+ yi sin 0 -p + kAo H(O, p) = 1: E akRect d 
(3.34) 
i=l k=-P 
where the filter coefficients are ak, k= -P ... P, d is the cell width and A,, is the 
sample spacing. Since the quantisation method of [591 is being considered A. = d. 
The equivalent kernel function is shown in figure 3.3 along with some notation 
which will be used to simplify the development. Note that the requirement of 
local unbiasedness leads naturally to the constraint that a-k = ak. ri represent 
the boundaries of each kernel. In our case ro = 0, r, =4 r2 24 --.. The levels 21 2 
of each kernel are given by the filter coefficients. To obtain an expression for the 
efficacy the following must be evaluated 
Ep =- 
(f p(x)f"(x)dx )2 (3.35) 
f p'(x)f (x)dx - (f p(x)f (x)dx)2 
The kernel function p(x) is defined from (3.34) with p=0=0. Considering each 
of the integrals in (3.35) using figure 3.3 
1 
P(X)f (x) dx = 2Eai 
r+I f (x) dx (3.36) 
i=O ir 
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and 
p'(x)f (x) dx =2E a' (3.37) 
ri+' f(. )d. 1 
i=O ri 
Using integration by parts the numerator can be written 
I 
p(x)f "(x)dx =I p"(x)f (x)dx (3.38) 
From this the expression for the HT is 
p 
p"(x)f (x)dx = -2 E(ai+l - ai)f l(ri+, ) (3.39) 
i=O 
Note that ap+l =0 has been assumed. Defining the quantity 
f (x) dx (3.40) 
the results can be compiled to give the efficacy 
4 [E! 'O(ai+l - ai)f'(ri+l 
)] 
2 
4U2 
Ep =2 (3.41) 
E! 'o a? Ii - 
[Ef 
0 ai J= I S= 
The aim is to find the set of coefficients ak, k=0... P, which maximise the 
efficacy. From (3.41) a set of equations can be obtained by taking the derivative 
of Ep with respect to each coefficient and setting the result to zero. Using the 
general representation introduced in (3.41) 
OE 4U (2V au -U OV) p eak Oak 
V2 0 (3.42) Oak 
Two possibilities immediately arise from this expression. U=0 is one, however 
since E. >0 and U=0 implies E,, =0 this clearly leads to minima and can be 
ignored. Hence the equations to be satisfied are 
Qk = 2V 
au 
u 
av 
(3.43) ý7ak - Oak 
Now 
p 
U E(ai+l - ai)f l(ri+, ) (3.44) 
i=O 
pp2 
VE aj2Ij - 1: aiIi (3.45) 
i=O i=O 
I 
ou 
Oak = 
f'(rk) -f l(rk+l) (3.46) 
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and 
Ov p 
= 2aklk - 21k 1: aiIi (3.47) Oak 
i=O 
Hence the set of equations becomes 
p 
21 
_[p 
ji] 
2) 
Qk (f '(rk) -f '(rk+l)) 
(E 
ai i Eai 
i=O i=O 
pp (akIk 
- Ik E aiIi) 1: (ai+l - ai)f l(rk+l) =0 (3.48) 
i=O i=l 
These are second order equations in the coefficients. Since the efficacy is scale 
invariant it is possible to set ao = -1, -1 being an arbitrary negative value, and 
solve the remaining set of P equations for the other coefficients. Applying this 
condition and rearranging to illustrate more clearly the quadratic nature of the 
equations we get finally 
pp 
Qk EEaiaj[Ii(8i, j - 
Ij)(fl(rk) 
- 
fl(rk+l)) + Ik-(Ii - 
8i, k)(f'(rj) - 
f'(rj+, ))] 
i=l j=l 
p 
+ ai [21OIi(f l(rk) -f 
l(rk+l)) + IJI(Ii - 
6i, k) - IkIO(f 
l(ri)f l(ri+, ))] 
+ IO(I-Io)(fl(rk)-fl(rk+l))-IkIofl(rl)=O, k=i 
... P (3.49) 
where ýjj is the Kronecker delta function, i. e., ýjj = 1, for i=j and is zero 
otherwise. If the equation for the simplest filter is considered, i. e. a3 tap filter, 
P=1, a single equation, k=1 gives the solution. In this special case the quadratic 
term disappears and a linear equation is obtained giving a single unique solution, 
from (3.49) 
a, = 
(10) hf(rl) 40)(P(rl) - 
fV2)) 
(3.50) 
11 1o(f1(rj)-f'(r2))+(11-1)P(r1) 
Unfortunately this simplification doesn't carry over to higher order problems and 
it is necessary to solve the non-linear equations. This is not a real difficulty and 
they can be solved using Newton type methods (or some others). 
To illustrate the approach and the improvements which can be expected two 
filters have been designed. The point distribution across the line is assumed to be 
Gaussian. The Gaussian assumption is not strictly correct if the edge detector and 
retina model in the appendix are used, however in the absence of a more precise 
model for a real system, it will be used. The distribution has a standard devia- 
tion of 0.35, which is consistent with a step edge height to added noise standard 
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HT 3-tap 5-tap 
ao -1.0000 -1.0000 -1.0000 
a, -1.0000 -0.7662 -0.8998 
a2 0-0000 0.0000 -0.5781 
Ep 1 63.4930 97.1331 
Table 3.2: Coefficients and Efficacies for HT and optimal filtered HT's. 
deviation ratio of 10 dB from appendix A. The only quantisation parameter is the 
cell width which is chosen to be 0.5. 
An optimal 3-tap symmetric filter can be designed directly using (3.50). A 
5-tap, filter requires the solution of the non-linear equations (3.49). A Fletcher- 
Powell routine, available in the NAG library [411 was used. This routine requires 
the Jacobian, that is, aQk for all k and I which can be obtained directly from (3.49). aal I 
Since the equations are non-linear multiple solutions are possible. Several starting 
points were used and all converged to the same final solution. The coefficients for 
the optimal 3 and 5-tap filters are given in table 3.2. For comparison a standard 
HT kernel is included. The standard HT which is used is not quite standard in 
that it uses a 3-tap, filter rather than just considering a single cell. This is just a 
superficial difference since it is equivalent to a standard HT which has a cell with 
a width of 1.5 pixels. The efficacies for each kernel are given in table 3.2 and they 
suggest that there is an improvement of 50 % obtained by using the 3 or 5-tap 
filters with optimal coefficients. The difference between the 3 and 5-tap filters is 
marginal. 
Test efficacies are local characteristics. From the development given in section 
3.3 it is possible to evaluate the power function at any alternative for p, w, 0. A 
much better insight into the behaviour of the different kernels can be obtained 
by considering the power function over a wide range of input distributions. To 
calculate the power at any alternative the approach is to evaluate BF. ITj and 
varF,, IT,, ) and then calculate 6(Q) under the assumption that T,, is normally 
distributed. The number of points in the sample must be given and a threshold 
chosen to give the desired level at the null hypothesis. In this instance the level is 
1% and the number of points on a single line is assumed to be n= 30. The null 
hypothesis is 0=0, p=0.0, w=0.35. Figure 3.4 shows the results for different 
values of p keeping 0 and w fixed and also for different values of w keeping 0 and 
w fixed. The results for different 0 values with p and w fixed should be similar 
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in shape to those for p, though the horizontal &-ds will be scaled. Note that the 
results are symmetric around the null hypothesis along the p and 0 axes, though not 
along the w aids. The filters were designed to be locally optimum for alternatives 
in p, however the results show that the rejection rate for the optimal filters is 
consistently better or at least equal to that for the standard HT for both p and 
w alternatives. The improvement in performance is not large and for alternatives 
in p leads to a mwdmum difference in rejection rate of about 10 % at around 
p=0.35. 
The assumption that T,, is normally distributed is only valid for large n. 
The accuracy of this assumption will also vary for different kernel functions. It 
is possible to generate the power function without any assumptions about the 
distribution of T,, using the Monte-Carlo method. That is repeatedly sampling 
from the assumed data distribution, calculating Tn, applying the threshold test and 
finding the rejection rate for different alternatives for the input data distribution. 
This is useful since it provides a check on the accuracy of the normality assumption. 
The results obtained by considering several p alternatives axe plotted on figure 3.4. 
Each point on the plot was obtained by running the test 50000 times. The error 
bars represent one standard deviation which was calculated by splitting the data 
into 50 sets of 1000. Interestingly the results for the HT kernel are not particularly 
accurate in the middle power regions and the power is consistently lower than the 
prediction. under the normality assumption. The appro)dmation is more accurate 
for the filtered kernels and confirms that the difference between the 3 and 5-tap 
filters is small. 
3.7 Estimating n/Choosing the Threshold 
To this point it has been assumed that all the data points are drawn from a 
single distribution. In reality typical edge point data consists of a multitude of 
lines, curves and also spurious points which may not be a part of any curve. The 
number of data points which make up a single line may be a small percentage 
of the total number of points.. The HT and filtered HT kernels which have been 
considered are finite and as long as it can be assumed that the lines present in the 
data are isolated, i. e., their distributions do not overlap those for other structures, 
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then the value of the HT and the filtered HT will not be affected by the presence 
of other structures. However, in formulating the power functions, the number of 
data points n which make up the line structure is assumed to be known. For data 
drawn from a single distribution this is just the number of observed data points. 
This is no longer true for edge maps and the value of n must be estimated from 
the data. A simple solution to this problem is for each possible parameter value 
to estimate n as the number of points in a finite width strip around the line. This 
strip should be wide enough, given knowledge of the width of the distribution of an 
actual line to include all data points from the line. It should also be narrow so that 
points from other structures axe not included. Clearly in order for this estimate to 
work fines must be isolated structures of finite width. That is the distribution of 
a line should not overlap that of any other structure in the image. This property 
cannot be satisfied precisely, though generally if a line with a particular set of 
parameters exists then as long as a finite width strip around the line can be found 
which contains all points from the line and only a few points from other structures, 
the approximation should be adequate. 
Another interesting way to look at this problem is as one of choosing a 
threshold for the HT. To clarify, instead of using the test statistic T,,, use the 
HT's themselves, i. e., remove the I scaling factor. In order to maintain the power n 
function results a threshold must be chosen as a function of n the number of 
data points. Choosing t,, = ni, where i is the threshold applied to T, ' will give 
equivalent results when applied to the HT's. Now t is known, and chosen to give 
a pre-determined level at the null hypothesis. n however is unknown and must be 
estimated. 
The question arises: does this change the results obtained so far?. If the 
assumption of isolated, finite width distributions is met then the local properties 
of the test do not change since the estimated value of n at and around the null 
hypothesis will be the same as the single distribution case. There will however be 
a difference in the behaviour of the tests away from the null hypothesis. Once the 
input distribution is far enough from the null distribution to result in data points 
falling outside the strip used to estimate n, the threshold which is applied changes 
and consequently so does the power. The power for the modified test can be found 
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by considering the normalised test statistic 
Sfi = 
fit - nEF,, IT. } (3.51) 
n -., fvv--a-r -n[T7n 
The power is then given by 
D(Sj, ) (3.52) 
The expected value and variance are identical to those used earlier. Hence the 
power of the modified test is identical if ft = n. Near the null hypothesis fi =n 
should be obtained if the estimation window is sufficiently wide. Effects due to 
contaminations are being ignored in this discussion. As the underlying distribu- 
tion of edge points moves away from the null hypothesis either by increasing w 
(decreasing w doesn't degrade the estimate of n), or changing p or 0, the esti- 
inated value for n will be reduced since the area of the distribution covered by the 
estimating window is reduced. This changes S and consequently the power at any 
given paxameter value. The way in which it changes can be seen by recognising 
three separate cases for the threshold t. If t<0 then Sj, ý! S,, at any Q since 
fi <n hence, ý(Q) For t=0 no change occurs and the power of the mod- 
ified test is equivalent to that for a single distribution. Alternatively for t>0, 
ý(Q) ý! 8(Q). For all the test kernels devised so far, Tn <= 0 always. Hence any 
test must have t<0 or else the power would not tend to one far from the null 
hypothesis, it would always remain zero. The conclusion then is that 8(Q) !ý 8(0), 
for all 0. That is, using this method results in a loss of power in comparison with 
tests in which n is known precisely. 
In conclusion it is important to point out, if it is not already clear, that 
formalising the HT as a hypothesis testing method has lead to a change in the 
statistic which is calculated. The discussion in this section suggests that an alter- 
native is to consider using a statistic which is the ratio of the number of votes in 
the cell under consideration with the total number of votes in several surrounding 
cells and comparing it with a fixed threshold. From a qualitative viewpoint this 
yields a useful result, since if all the points are contained in the central cell the 
ratio will be high. If the votes are evenly spread or if votes are concentrated more 
heavily in other cells the ratio is reduced. Calculating a test statistic in this way 
has some clear advantages over the traditional approach. Firstly the resulting test 
gives a fixed power at the null hypothesis regardless of the number of points in 
the structure being tested since it is a test of "shape" and length doesn't mat- 
ter. Broad structures will be rejected, unlike in the conventional approach. Most 
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importantly such a method has well defined properties, which means that the re- 
jection rate at the null hypothesis can be set by appropriate threshold choice and 
the local power can be calculated, which as we have seen leads to some proposals 
for optimal filters. 
3.8 Monte-Carlo Experiments 
As a final demonstration of the behaviour of the methods two different type of 
experimental data are applied: synthetic Gaussian, which is the distribution for 
which the optimal filters were designed, and data from the edge detector described 
in Appendix A with an input of a single synthetic step edge contaminated by added 
Gaussian noise of different levels. It is useful to consider the real edge data since 
it may be difficult to obtain precise models for the edge data obtained from real 
scenes. Ideally the detectors should perform well even when the distribution is not 
Gaussian. 
The conditions for the experimental set-up are as follows. The standard HT 
and the optimal filters described earlier were used. A level of 1% was imposed at 
the null hypothesis. The value of n was estimated by counting the number of points 
in a strip of width : E2.25. This is precisely 9 cells along the p axis of the standard 
HT with cell width 0.5 which is used for the implementation. The synthetic data 
consisted of 30 point lines with parameters p=5.0,0 -0 and w=0.35. The 
synthetic grey-level lines were generated as described in Appendix A with three 
different noise levels giving signal to noise ratios (SNR's) of 6,10 and 20 dB. 
The 1OdB case gives a Gaussian like distribution with w=0.35 and is roughly 
consistent with the synthetic data. Again the lines contained approximately 30 
points. 
The first set of results giving the power as a function of p are shown in 
figure 3.5a. The superiority of the optimal filters as opposed to the rectangular 
kernel is evident. Also note there is a reduction in power which results from the 
threshold selection method. Also shown are the results for the 10 dB SNR edge 
detected data. For these results the threshold t was obtained by estimating the 
expected value and the variance from samples of Tj, at the null hypothesis, since 
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Figure 3.5: Power function for alternatives in p and w from a Monte-Carlo simu- 
lation using Gaussian input data. The results for real edge data with an SNR of 
10 dB and alternatives in p are also shown. 
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Figure 3.6: Power function for alternatives in p from a Monte-Carlo simulation 
using real edge data, with SNR's of 6,10 and 20 dB. 
the Gaussian approximation was not sufficiently accurate to calculate a threshold 
to give an accurate level of 1 %. The power for the real edge data is consistently 
inferior to that for the synthetic data and all methods give approximately the 
same performance. In figure 3.5b results for a fixed p and increasing w, which 
models broadening of the line, are given. Again the optimal filters axe better than 
the standard HT, though they were not designed to be optimal in this respect. 
Finally in figure 3.6 the behaviour of the test statistics on the real data at three 
different noise levels are shown together. The threshold was left constant at the 
value appropriate for the 10 dB SNR case and hence only this case gives a level of 1 
%. As expected from the general nature of the w power function the level increases 
with w. For the 10 dB case all the tests are roughly equivalent, as suggested. The 
difference between the standard HT and the filters is marginal for all SNR's. As 
might be expected optimal performance is reliant on the data obeying the assumed 
distributional model. Without a good model for real edge data the optimal designs 
do not provide improvements. 
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v 3.9 Discussion 
In this chapter a way of quantifying the performance of the HT and HT type 
algorithms has been developed. The performance measures axe based around a 
view of the HT as a statistical hypothesis test, or really an array of tests. They 
quantify the response of the HT to line segments in the feature space. Maximising 
the measures is analogous to ensuring that only as few cells as possible respond to 
a particular line segment input. Though the method is applicable to wide variety 
of HT's particular attention was given to methods based around the quantisation 
method of [59] and its generalisations. An important contribution of this method- 
ology is that it suggests a modification to the HT which yields a test which is 
independent of object size and one for which an appropriate threshold can easily 
be calculated. In addition it is possible to pose the problem of designing 1-D filters 
which maximise performance. Two design examples were presented and tested on 
synthetic Gaussian data and data from the edge detector described in appendix 
A. Improved performance is obtained for the synthetic data however the results 
for real edge data suggest that more accurate models are required. Alternative 
implementations of the edge detector may be necessary to achieve this. 
A problem which has not been discussed is the sampling of the HT. The 
choice of sample rate can be made independently of the kernel, however in order 
to be able to detect all possible lines the rate must be commensurate with the 
width of the peak in the parameter space. Hence a system which has narrow 
peaks requires a relatively high sample rate and this leads to an increase in the 
computational cost. It is worth pointing out that there is a well motivated way 
to pose the problem of choosing optimal sampling grids which follows from the 
hypothesis testing viewpoint: 
Find the minimum number of samples of the function T(O, p) which 
gives a minimum power out of all detectors which is below some pre- 
chosen maximum value. 
The design parameter here is the maximum value for the power and it gives the 
worst case rejection rate for any line which actually exists in the edge map. The 
development in this chapter of the derivatives of power functions gives an indication 
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of some of the factors which will influence the resulting sample grid. All derivatives 
(0, p, w) increase with increasing number of samples in a line. This suggests that 
longer lines will generate narrower peaks. In addition the test efficacy for 0 depends 
directly on the position and the length of a fine segment. Since the derivative of 
the power function is monotonically increasing with test efficacy this implies an 
additional effect on the power function along the 0 wds which will depend on 
position and length. The image size places a direct bound on the positions and 
length of lines which can appear and it is this which ensures that the derivatives 
are bounded and therefore a finite solution to the above sample grid problem can 
be found. Clearly the shape of the finite image window will influence the solution. 
Non-uniform sample grids will certainly result when rectangular image windows 
are used since the range of positions and lengths of lines depends on the 0, p 
parameters of the fine. The solution of the optimal sampling grid problem win be 
left for future work. 
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Chapter 4 
Asymptotically Optimum, Robust 
Line Detectors " 
4.1 Introduction 
In the previous chapter an approach to the characterisation of HT type methods 
was formulated in terms of hypothesis testing. This led to the consideration of the 
power function as a key measure. From the power function three test efficacies were 
shown to be a more concise set of performance measures which are useful when 
the number of points in a fine is relatively large. Two approaches to the design 
of optimum functions were pursued. The first simply solved an unconstrained 
variational problem which resulted in solutions of infinite extent. These solutions, 
although probably useful for certain problems are not applicable to the type of 
edge data which is derived from typical scenes. A second more useful class of 
solutions were obtained by considering a more constrained problem which results 
from looking for optimal filtered HT's. A solution to the problem provided a set 
of equations to be solved for the filter coefficients. These functions are finite in 
extent. 
Restricting the class of solutions to those which can be represented by filtered, 
rectangular kernel HT's may be useful from a computational point of view, however 
it is also important to consider less constrained solutions to the problem which 
may yield improved performance. In this chapter the design of optimal kernel 
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functions p is investigated under the restriction that p(x) = 0, for 1XI > r, where 
r is pre-specified. No constraints on the nature of p are imposed. Actually this 
design problem turns out to be rather simple and it is pursued as a part of a much 
more detailed inv estigation of the affect of kernel functions on the performance of 
tests. 
To digress slightly, work in the field of robust statistics over the last 30 
years has led to an awareness that absolutely optimal solutions are not always 
the most suitable methods to apply when the data distribution may deviate from 
the model due to unforeseen contamination or modelling errors. Some optimal 
methods are very sensitive to such deviations and often even small deviations 
can reduce performance markedly. Therefore it is important to understand the 
behaviour of statistical procedures from this viewpoint and in most cases trade off 
absolutely optimal performance for increased robustness. 
A major theme in this chapter is the sensitivity of testing procedures to 
unknown changes in the model distribution. The approach is derived from the 
field of robust statistics and is based on the influence function methods of Hampel 
[19]. A set of functions called Change in Efficacy Functions (CEF) are defined 
which depend on the test kernel. As the name suggests CEF's are differentials 
which characterise the change in the test efficacy which results from an infinites- 
imal change in the underlying model distribution. They can be used to provide 
approximate worst case performance figures for tests. Informally a robust test is 
one which has a CEF that is bounded from below. The CEF's provide a useful 
formal design tool which can be used, along with test efficacy to develop optimal, 
robust procedures. That is procedures which maximise efficacy while satisfying a 
bound on the CEF. The optimal compromise solutions, which satisfy in addition a 
finite extent constraint, are discussed. As may be expected from results in chapter 
3, the optimal, robust solutions for w-testing have a strong connection with certain 
optimal, robust solutions for estimating a scale parameter [191. The optimal finite 
width solutions are obtained from the robust solutions by relaxing the constraint 
on the CEF. 
The discussion starts with an introduction to the motivation behind robust 
statistics and its origins. A unified development for the w, 0 and p testing alter- 
natives is presented before the specific CEF's for each case. A detailed discussion 
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of robustness requirements is given. Next the optimal, robust solutions for w and 
p-testing are found and the numerical procedures which are required to solve for 
certain parameters of the solutions are given. Finally experiments on synthetic 
and real edge data of the type used in chapter 3 illustrate the performance of the 
new solutions. 
4.2 - Robustness 
In chapter 3 filtered HT methods were presented as possible testing methods. It 
was axgued that classical statistical approaches are not useful in the situations 
which are common in computer vision. HT type algorithms are certainly better 
choices under these conditions since the test depends on the central portion of 
the distribution and the effects of far outliers are completely removed. Clearly by 
truncating the test functions the performance of testing methods can be improved 
significantly. However there is still a question about the effect of small contami- 
nations which may lie nearer to the central part of the distribution. These could 
be due for example to points from other connected segments or represent errors in 
modelling the edge point distribution. 
To investigate these aspects methods from Robust Statistics can be employed. 
Robust statistical methods were developed to combat the sometimes severe loss 
of performance encountered with conventional optimal methods when even small 
contaminations are present. Significantly for the problem at hand it will be shown 
that this viewpoint has something to say about the way in which truncated func- 
tions should be obtained under worst case contamination conditions. There are 
several approaches to analysing the robustness of statistical methods and develop- 
ing robust procedures. An approach developed by Hampel [171 and his colleagues 
[19] will be considered in this thesis. This approach provides not only a formal 
basis from which optimal robust procedures can be developed but is also an in- 
valuable tool for informally assessing the properties of statistical methods. 
Most robust statistical methods are based around a similar set of notions. 
A set of data points have been observed which are assumed to be described by 
a model distribution Fo(X). To find out something about the data a statistical 
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procedure is used. The procedure could be an estimator or a test. In addition 
a performance measure is defined for the class of procedures being applied. An 
appropriate measure for evaluating the performance of test procedures, namely 
iest efficacy was defined in chapter 3. Given a performance measure it is usually 
possible to pose an optimality problem, i. e., given P what is the procedure which 
will give the best performance. The answer for test efficacy, and the particular 
class of procedures considered here was given in chapter 3. The key point is that 
the assumption about the distribution of the data is a strict one. It is important to 
find out what happens to the performance of the procedure when the distributional 
assumptions are inaccurate. After all, the data model itself is often developed from 
a limited number of observations. It is impossible to be absolutely precise about its 
nature, especially in regions where the density is low. There may be some physical 
reason to expect that the data obey a particular model. A classical and often used 
example is the central limit theorem which is used throughout engineering when 
linear systems are involved to justify the use of Gaussian distributional models. 
However these arguments must also be used with care since they axe based on 
asymptotic arguments and are never precise for a finite number of samples. More 
relevantly for image processing problems the variability in edge profiles which may 
appear in images may make a precise model impossible. Also an added problem 
is that the data are composed of a multitude of contaminating features which are 
not all due to the line segment under test. All these arguments suggest that we 
should augment the classical analysis with an investigation of behaviour for small 
inaccuracies in the assumptions. 
The general approach is to examine the performance in some neighbourhood 
around F. A corm-non neighbourhood definition is the "contamination" neighbour- 
hood [22] where the distribution is assumed to be a member of the class 
E)F + EH 
where F is the nominal model distribution, 0<e<1 is some small fixed number 
and H is an unknown contaminating distribution. There axe a number of other 
ways to define neighbourhoods of F [24). It is usual to assume nothing about 
the nature of H. This may or may not be appropriate, depending on the type 
of situations with which the procedure has to cope. For example if a robust 
procedure is being used because an accurate model is not available it may be quite 
valid to assume that H satisfies some smoothness conditions. This can lead to a 
relaxation of the requirements on the test procedure. On the other hand a "safer" 
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alternative in situations where the contaminating distribution can come from a 
variety of sources is to assume nothing. This will be discussed later in more detail. 
Given a neighbourhood of F the question can be posed: what is the worst 
possible performance of the procedure over the neighbourhood? One of the pio- 
neering works in robust statistics [22] is based on a minimax approach in which 
optimal robust estimation procedures are defined which minimise the worst case 
performance (measured as asymptotic variance) over a contamination neighbour- 
hood. A second important methodology is the infinitesimal approach developed 
by Hampel [161. The goal is identical, i. e., try to control the worst case behaviour, 
however the approach is based on the method of differentiating statistical func- 
tions due to Von Mises [60]. Essentially the performance measure can be thought 
of as a functional defined on the (infinite dimension) space of distribution func- 
tions. The model is a point in this space. and the derivatives of the measure at 
F can be defined. Of course because the space has infinite dimensions an infi- 
nite number of directional derivatives are obtained. Examining the size of these 
derivatives gives an idea of the sensitivity of a procedure to deviations from the 
assumptions. If bounds are placed on the sensitivity and optimal solutions are 
sought a constrained variational problem results which leads to optimal, robust 
solutions. A key advantage of this approach is that the derivatives can be defined 
under very broad conditions and therefore the methods can be widely applied. 
The main criticism of it is that it is only precise for infinitesimal neighbourhoods, 
i. e., as e --+ 0. However in analogy with ordinary Taylor series approximations of 
continuous, differentiable functions one can quite accurately estimate the value of 
a function in a small neighbourhood using a first-order approximation. Therefore 
by bounding the derivatives the worst case performance in the neighbourhood is, 
at least approximately bounded. In fact for a number of problems in estimation 
the minimax approach and the infinitesimal approach yield precisely the same 
optimal robust solutions. 
4.3 Change in Efficacy Functions 
Test efficacy has been developed in chapter 3 as a useful measure for quantifying 
the performance of HT detectors. T4ree efficacies which are appropriate for testing 
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against local alternatives in p, 0 and w have been defined. It is possible to find the 
derivatives of these efficacies without considering each particular case. Consider 
the mixture distribution F, (x, y) = (1 - e)F(x, y) + eF,, (x, y), 0<e<1. If F is 
the model distribution and Fc is a contaminating distribution, then F, defines a 
distribution along the line joining F and F,,. Each of the efficacies considered can 
be written in the form 2 
B(F) 
(4.2) 
where B(F) is the n times the variance of the test statistic and A(F) is function 
which depends on the specific test. The particular forms can be found by making 
the obvious associations with equations (3.24,3.25) and (3.26). For the efficacy 
expressions to be valid F must satisfy certain symmetry assumptions so that the 
test statistic is unbiased for p and 0. For w symmetry assumptions are not nec- 
essary. Therefore to evaluate E,, i at F, the contaminating distribution must be 
such that the tests for p and 0 are unbiased. It is not necessary to be explicit 
about the form of F, however clearly if Fc is of the form (3.1) with the density 
function orthogonal to the line segment symmetric the conditions will be satisfied. 
This may be a more rigorous assumption than is necessary and shall not be made 
explicitly. Under the assumption that the appropriate conditions are met we can 
write - 
OE, j 
2B(F)A(F) 2A-Ot, 51jf=O -A2 (F) 2ý3ýF'E 
Jf=O 
06 
1,. 
=o 
=- B2(F) 
af (4.3) 
Now each of the expressions A(F) and B(F) can be written in a form f q(Q, X)dF 
for some function q. For B the function q comes directly from (3.9) for the nu- 
merator A it comes from the derivatives of the expected value and depends on 
the efficacy being considered. As a result of this and because of the form of the 
mixture we find that 
aA(F, ) 
A(F,, ) - A(F) ae 
ic=o 
= 
i9B(F, ) 
= B(F, ) - B(F) 06 
Lo 
(4.4) 
The notation is slightly misleading here since B(F, ) depends on the mean value of 
the test statistic. This mean value should be evaluated at the model distribution, 
not the contamination distribution. Substitution into (4.3) gives 
DE, i A2 (F) 
(2A(F, ) B(F, ) 
1 (4.5) De 
Ic=O 
B(F) ý (F) 
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Since A(F) and B(F) are fixed this derivative can be written as an integral with 
respect to the contarninating distribution 
DEi 
=1 I(x, y, 20)dF, (x , y) DEL0 
where I is determined from the constants A(F), B(F), 1 and the integrands of A 
and B as functions of x, y, 110. The specific details of each function will be given 
later however the importance of the integrand I can now be explored. Assum- 
ing arbitrary contamination, the minimum value of the derivative is obtained by 
placing all the distributional mass at the minimum point(s) of I(x, y, Slo). Hence 
the integrand provides a very useful robustness measure. In analogy with the 
Change of Variance Function introduced by Hampel et al [18] [19] this integrand 
will be called the Change in Efficacy Function (CEF). The CEF is the derivative of 
the efficacy if the contaminating distribution places all its mass at a single point; 
that is if the density associated with F, is a delta function. To ensure that the 
presence of contan-iination does not reduce the efficacy of a test procedure this 
function should be bounded from below. Large positive values of the CEF are 
not important since they indicate regions which increase the efficacy when mass 
is added. Large negative values indicate that the test efficacy can be dramatically 
reduced by small amounts of inconveniently placed contamination. Therefore an 
appropriate single measure of robustness is the value 
7»wi = inf 
CEF, (x, y) (4.7) 
Ei 
This is will be called the Change in Efficacy Sensitivity. Bounding r, from below 
will approximately bound the worst case efficacy. This can be seen by consid- 
ering a first order approximation to the worst case efficacy in a contamination 
neighbourhood. The first order Taylor series approximation of ln(E,, ) gives 
E i9Eý; 
(Fý, ) 
In(E, (F, » zý In(E, (F» + ae 
Ic=O 
(4.8) 
E, i 
Hence the worst case efficacy in a contamination neighbourhood of size e is ap- 
proximately 
inf E,,, ((l - e)F + eF, ) -- Ei(F)e"'Ili (4.9) Fe 
Note the first order expansion of the logarithm of efficacy has been used because 
it has the advantage of not giving nonsensical negative results for efficacy. Clearly 
bounding 7-,, i bounds the minimum value reached by E,, in the contamination 
neighbourhood. 
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The actual forms of the CEF,,, for testing the three alternatives can be ob- 
tained from the integrands of (3.24,3.25) and (3.26) by first using integration by 
parts to express them as integrals with respect to the density function f (X). Fol- 
lowing this the results can be obtained by inspection. 
Change in Efficacy for p 
For p we have 
CEF,. (x, y) =A2 
(F) 2p"(x) (p(x) - p)' 
_, B(F) 
( 
A(F) B(F) 
where the definition 
P EFn,, 
I Tn I 
is used. 
Change in Efficacy for 0 
For 0 we have 
(4.11) 
CEFo (x, y) =A2 
(F) 2p"(x)y' - 2xp'(x) (p(x) - p)' 
_1 (4.12) B(F) 
( 
A(F) B(F) 
Change in Efficacy for w 
For w we have 
CEF, (x, y) =A2 
(F) 2xp'(x) - (p(x) - It) 2-1 (4.13) 
B(F) 
( 
A(F) B (F) 
Examining the CEF for p it can be seen that two terms depend on the test 
function p. The first depends on the second derivative of Ax) and because of this 
the CEF may contain generalised functions. For example if p(x) is continuous and 
p'(x) is discontinuous the CEF will contain delta functions located at the discon- 
tinuities of p'(x). The sign of the delta functions depends on the direction of the 
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transitions in p(x). If the transitions are positive the delta functions will have pos- 
itive weight and the opposite is true for negative transitions. If the CEF contains 
delta functions of negative weight then -r. -+ -oo, i. e., unbounded below. Clearly 
this is undesirable and an immediate informal robustness requirement is that p'(x) 
cannot contain negative going transitions. The second term of the CEF depends on 
the square of p(x) and is always negative. Therefore a further informal robustness 
requirement is that p(x) remains bounded. If p(x) itself contains discontinuities of 
any sign then p" contains ff functions and Tp -+ -oo can be assumed. Continuity 
of p(x) is a further robustness requirement. The CEF for 0 is similar in certain 
respects. The first term has a dependency on p! '(x) which is multiplied by y2. In 
fact y is the perpendicular distance of a point from the line joining the origin to 
the foot of the normal. The test procedure provides no control over this factor 
at all. It indicates that points far away from the foot of the normal have a laxge 
influence on the efficacy. If pý'(x) is positive they act to improve efficacy, while if it 
is negative they act to reduce it. The y' term makes it difficult to assign a -To value 
to this test since in principle it will always be unbounded. However in practical 
applications y2 is bounded by the image size. The second paxt of the first term 
contains the derivative of p(x) which shall be discussed in a moment. The second 
term is identical to that for p leading to the informal robustness requirement of a 
bounded p(x). 
The CEF for w does not contain the second derivative of p(x) and as one 
might suspect, this implies a weaker restriction can be applied to the continuity of 
p(x) and its derivatives to ensure robustness. Continuity of p(x) is not required. 
However, any di sconti nui ties must have positive transitions when x>0 and neg- 
ative transitions when x<0. Note this implies that the HT which is a negative 
rectangular function is informally robust for testing w as are all filtered HT ker- 
nels which have increasing coefficients for x>0. The second term is identical to 
the other cases and requires a bounded p(x). It is interesting that the first term 
is identical to one part of the CEF for 0 though it has opposite sign. Therefore 
maintaining robustness for these two cases requires opposing strategies, for w the 
term xp'(x) should be bounded from below and for 0 bounded from above. 
To fix these ideas let us consider some examples. Assume that F is the 
standard normal distribution. In chapter 3 it was shown that the optimal solution 
for testing local alternatives in p is given by p(x) = z' -1 +go, for any yo. Direct 
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substitution into (4.10) gives 
CEFp 4 (X 2_ 1)2 
--1 (4.14) 
Ep A(F) B(F) 
The first term is bounded, however the second term becomes unbounded for large 
IzI, implying that contaminations far from the fine will significantly reduce efficacy. 
Consider the truncated quadratic function 
x2_r21 IxI :ýr 
P(X) 0, otherwise 
The second derivative p" can be written as the sum of a regular part and two delta 
functions where 
11 = 
2, IxI <r 
PR(X) 
1 
0, otherwise 
-2r(8(x + r) + 8(x - r)) 
11 (X) + PII (X) R (4.16) 
Since p" contains delta functions with negative weights -T. --+ -oo. This suggests 
that contamination located at the boundaries of the window can lead to a signif- 
icant reduction in the efficacy of the test. The second term in the CEF is now 
bounded of course because p(x) is bounded. So by using a "hard" truncation of 
the window function the nature of the problem has been changed without neces- 
sarily solving it. Clearly the HT and filtered HT's are also non-robust in this sense 
because of the kernel discontinuities. Informally this is due to the dependence of 
efficacy on the value of the derivative of the contaminating density function at the 
location of the discontinuities. The CEF assumes a contaminating distribution 
which is a delta function. 
If local w alternatives are considered the same optimal solution is obtained 
for the standard normal. This is non-robust because CEF,,, goes to -oo for large 
jxj. If the truncated window is used then since 
2x 21 IxI <r 
0, otherwise 
(4.17) 
the first term in CEF,,, is bounded, along with the second term and so the method 
is robust. Filtered HT's are robust in this sense as long as the discontinuities are 
always in the positive direction for x>0 and in the negative direction for x<0 
giving a CEF with positive delta functions. The implication is that cont aminat ions 
added at the position of the discontinuities will only improve the efficacy. 
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These examples bring out an important point. Requirements for robustness 
depend on the parameter which is considered, i. e., which efficacy is important. 
Obtaining a robust test for p alternatives requires more stringent smoothness re- 
quirements than the tests for w. Generally if the more stringent requirements are 
met then the solution obtained will be less efficient at the nominal model distri- 
bution. Note that using the class of tests proposed there is no way to make the 
tests for 0 alternatives robust. 
There is another way to think of the robustness requirements. Rather than 
considering the CEF and the conditions on p(x) it is also valid to assume a particu- 
lar p(x) and consider the conditions which could be imposed on the contaminating 
distribution so that the derivative (4.6) is bounded. Clearly if the CEF contains 
delta functions then a component of the derivative will be the value of the contam- 
inating density at some point. Hence it is sufficient that the density be bounded 
to ensure a robust test. If the CEF contains the derivatives of delta functions then 
robustness is ensured if the contaminating density is continuous or that any discon- 
tinuity has the right sense. Thus if the CEF contains a positive derivative of a delta 
function then the contaminating density should not contain positive transitions at 
that point (f 8'(x - xo)f (x)dx = -f'(xo)) and vice versa. Hence discontinuous 
test kernels will be robust for testing p-alternatives when contaminations to the 
nominal distribution are continuous. Solutions which are unbounded over a large 
region, such as the infinite quadratic, will be non-robust regardless of the nature 
of the contaminating distribution. So one should be careful in just using -r as a 
robustness measure since the way in which the minimum is obtained can also be 
important. 
In the next section optimal, robust solutions will be presented which bound -r. 
These can be overly restrictive in cases where the contaminating density is smooth. 
This conclusion is particularly relevant when inaccuracies in the distributional 
model are the main source of worry -and the true model is a smooth density. 
Though in cases where uncertainty about the nature of contamination exists the 
solutions which bound -r are safest. In problems of computer vision where both 
model inaccuracies and contaminations due to other structures occur conservatism 
is the best. 
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4.4 Optimal Robust Solutions 
Using the CEF we have seen that it is possible to develop some general rules 
which will lead to robust tests. However it is of interest to consider the possibility 
of optimal tests which meet some bound on r,, i and achieve maximum efficacy 
at the model distribution. In this section optimal, robust tests for p and w are. 
considered. Optimal robust tests for 0 are not investigated because of the problems 
with controlling the effect of contaminations lying far from the foot of the normal 
discussed in the previous section. There is though an approximate equivalence 
between the robust tests for p and those for 0 if the line segments are long and the 
unbounded nature of the additional y' term is controlled by the imposition of a 
finite imaging area. One of the interesting aspects of w-tests is that there is a nice 
link between these tests and optimal robust scale estimates developed by Hampel 
et al [19]. 
Both problems are formulated as constrained variational problems of the 
form: Find p*(x) such that 
E, i (p*, F) ý: E, i (p, F) 
for all p*, p satisfying 7-,, i ý! 
k and p(x) = 0, JxJ > r, where k, and r are pre- 
specified constants. That is we are looking for solutions which maximise efficacy, 
subject to a lower bound on the change in efficacy sensitivity, and'go to zero out- 
side the range ±r. We have been calling solutions which satisfy this last constraint 
truncated or finite windows, however the conventional term in the statistical liter- 
ature is redescending functions. To solve these problems an indirect route is taken. 
First a more constrained problem which depends on a single parameter is solved 
and then a direct search amongst the one parameter family of solutions is made for 
the optimal solution. This approach means that the techniques for finding optimal 
robust estimators [19] can be used to solve the optimal testing problems. In ad- 
dition the results also allow the optimal finite extent solutions without sensitivity 
constraints to be found for both cases. 
79 
4.4.1 Optimal, Robust Solutions for w-testing 
The problem is to find some p*(x) which mwdraises 
E. (p, F) 
[f p(x)(-xf'(x) -f (x»dx]2 A2 (p, F) 
f (p(X) - p) 2f (x) dx B(p, F) 
where 
It EFn,, 
I Tnj (4.20) 
out of all possible test functions which satisfy -r,,,, ý! k with p(x) =0 for jxj > r, k 
and r are prespecified. This is the optimal robustness problem for w-testing. It is 
a variational problem with an inequality constraint. As is common with problems 
of this type the solution curve is a combination of pieces from the optimal solution 
without the constraint and from the boundary of the inequality constraint, i. e., 
solutions to the differential equation, CEF/E = k. This problem with an additional 
constraint of EF,,,, IT,, ) = 0, has been solved by Hampel et al [19], since it is 
identical to the optimal, robust, redescending estimate for scale. The, condition 
EF,,,, {T,, } =0 is required in the case of estimators in order to get an unbiased 
estimate. The notion of bias is different from that used for tests and for this 
problem any value for EF,,,, {T,, } is acceptable. The technique used to prove the 
oPtimality for the robust scale estimates can be used to solve this problem in 
part and reduce the search for an optimal solution to searching amongst a one 
parameter family of functions. 
In analogy with the solution in [19) we have the following theorem. 
Theorem 4.1 The function: 
-x 
f(T) 
-1+a, f (x) 
p-(x) = po + (-B(k + 1»l"tanll 
«-A2(k+1» 
21 
0,2 
4B (D -In lxl» 
p-(-x), 
where Me constant D is given by 
D= In(r) + 
4B 2 
tanh-1 ILD - 
( 
-A2(k + 1) 
) ((-B(k 
+ 1))12) 
<<s 
s<x<r 
x>r 
x<0 
(4.21) 
(4.22) 
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s and a satisfy 
((-AI(k 
+ 1) 
7-sf'(")-l+a = po+(-B(k+l))2 tanh (D - In Isl) AS) 4B 
-EFn,, 
I Tn} : --: J-10 (4.23) 
(4.24) 
and the constants A and B satisfy, A= A(p*, F), B = B(p*, F), is the solution 
to the optimal robustness problem for w-testing among all functions p(x) which 
satisfy A(p, F) = A(p*, F) and EF,,. IT,, I= ILo. 
The notation has been augmented to show explicitly the dependence of var- 
ious quantities, including the efficacy, on the test function p. The central part of 
the function is just the optimal solution, while the descending part is the solution 
to the differential equation CEF/E =k which may be obtained by standard sepa- 
ration of variables and integration. The proof of this result is an application of the 
method given in [19] section 2.6, theorems 6 and 7, and will not be repeated here. 
Two additional constraints have been introduced in comparison with the actual 
optimal problem. Since the problem is scale invariant, i. e., the two functions p(x) 
and Kp(x) where K is a constant are equivalent the constraint A(p, F) = A(p*, F) 
does not constrain the solutions at all, it merely fixes the scale of the solutions. 
The constraint EF, ý,, 
JTn} = po does constrain the solution. For the case P0 =0 the 
unbiased scale estimator is obtained. For testing the value of po is unconstrained 
and hence the solutions above give a one parameter family indexed by P0. One 
of the members of this family is the solution to the optimal robustness problem 
for w-testing. In order to find the solution the dependence of the efficacy on p-0 is 
explored experimentally. 
To find a solution for particular values of the prespecified constants k, r, Po 
a set of four equations for the constants s, a, A and B must be solved. These 
equations can be solved using iterative methods which are in essence based on 
Newton's method for finding zeroes of implicit equations. For s define 
((-A 2(k. + 1) 2 f (S) 
2 (D - In Isi) Q(S) = -S f (S) +a- po - (-B(k + 1))'* tanh 4B 
(4.25) 
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giving 
Ql(s) Of "(S) +f '(s)) +s(f, 
(S) A(k + 1) (4.26) 
f (S) f (S) 2s 
xsech 2 
((-A (k + 1) (D -In Isl) 4B 
The equation Q(s) =0 can be solved iteratively for s using 
Snew '-- S. Id -A 
Q(Sold) (4.27) 
Q'(S. 1d) 
where A<I is a constant step size. The constant a was updated using 
where 
anew = aold - 
(Pold 
- PO) (4.28) 
1 
r 
Pold Pold(O)f (2; )d2; (4.29) 
the constants A and B were updated using 
A. e. xp. -.,, (x)f (x)dx r 
-r 
B,, ew= 
Ir 
*2 (x)f(2: )dx 
_ 112 (4.30) Pold old 
To illustrate the method we examine solutions when f (x) is a Gaussipn. den- 
sity with variance of one. The central part of the solution is then a quadratic. 
We used the above procedure to find the unknown constants. In order to obtain 
reasonable convergence A<1 was necessary. The integrals were calculated using 
Romberg integration [43] until agreement within 10' was reached. The complete 
iteration procedure was terminated when succ ' essive values of 
A and B agreed 
within 10'. In general convergence was slow, sometimes requiring up to. 100 it- 
erations. The procedure was relatively insensitive to the starting point as long as 
A was around 0.7 initially. Results for several values of k and po with r=3 are 
shown in table 4.1. The results for po =0 correspond with those in [19] and we 
have agreement up to one unit in the last decimal place for all constants. Figures 
4.1 and 4.2 show the functions and the CEF/E respectively. Note that the efficacy 
improves for increasing po. 
The CEF/E for x>r is given by --'! - 1. This indicates there is an upper B 2 
bound on the relative size of yo and B. Setting --E! -1= k- gives -- B V-B(k+l) 
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Figure 4.1: w-testing functions, r=3 
CEF/E 
w-testing 
-10.0 11111111 
0.0 1.0 2.0 3.0 4.0 
x 
Figure 4.2: CEF/E for w-testing functions, r=3 
k=-6, mu=0.0 
k=-6, mu=-0.797 
k=-B, mu=0.0 
k=-8, mu=-0.839 
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k Po A B Ew 
-6 0.0 0.319909 0.167554 0.486660 1.079720 0.610799 
-6 -0.796989 0.796063 0.697146 -0.593981 1.529221 0.909015 
-6 -2.132118 1.213476 0.909185 -1.989400 1.728988 1.619609 
-8 0.0 0.590051 0.391790 0.329294 1.381465 0.888640 
-8 -0.838562 0.935751 0.849138 -0.677119 1.679914 1.031186 
-8 -2.854177 1.423595 1.163762 -2.763146 1.939883 1.7i1441 
-49.7 -9.849268 1 1.990602 1 1.990614 -9.849269 1 > 3.000 1.990590 
0.0 
-5.0 
- 10.0 
-15.0 
0.0 
Table 4.1: Constants for robust functions for w-testing 
Maximum Efficiency 
w-testirig 
S=1.729, mu=-2.132, k=-6 
S=1.940, mu=-2.854, k=-8 
S>3.000, mu=-9.849, k=-50 
1.0 2.0 3.0 4.0 
x 
and hence 
Figure 4.3: Mwdmum efficacy, robust w-testing functions 
tanh-' 
(k 11) 
(4.31) ) --+ 0C) 
since yo < 0. Hence D --+ oo and the redescending part becomes zero and is not 
necessary. This particular solution gives that mwdmum possible go value for a 
given k and is just the truncated quadratic p(x) =x2_32 where s is chosen to 
give the required constraint on CEF/E. These mwdmum solutions for po are also 
given in table 4.1 and the functions and CEF/E curves shown in figures 4.3 and 
4.4. These solutions give the best possible efficacy for a given k value. 
To complete the discussion it ii important to investigate what happens when 
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0.0 1.0 2.0 3.0 4.0 
x 
9=1.729, mu=-2.132, k=-6 
S=1.940, mu=-2.854, k=-8 
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Figure 4.4: CEF/E for maximum efficacy, robust w-testing functions 
the constraint on -r,,, is relaxed, i. e., k is increased. Comparing the results for 
k= -6 and k= -8 it is clear that as k is reduced the end-point s increases. 
There will be a value for k for which s=r. Beyond this point the finite width 
constraint will be imposed and the optimal solution becomes a quadratic function 
with step discontinuities as shown in figure 4.3. These step discontinuities only 
introduce positive delta functions in the CEF and hence are quite acceptable. If 
the constraint on -r.. is removed completely then the solution will be of this type. 
In fact there is an optimal unconstrained solution. It can be found by substituting 
the truncated quadratic solution into the expression for efficacy which becomes a 
function of a single parameter for a given value of r. If f is a Gaussian then the 
expression is 
(2 f ', X2 f(x)dx - 2(r 
2+ b)rf (r))2 
2 (4.32) 
frr (X2 + b)2f(x)dx - 
(frr (X2 + b)f (x)dx) 
where the substitution b= -1 +a has been made. Taking the derivative of this 
expression with respect to b yields a linear equation in the parameter which gives 
the maximum value. 
fr(14 - 122) + 12(1 - Io)(I2 -r 2f , (4.33) 
(Io 
- 1)(frl-2 + 
Io(I2 - r2f r 
)) 
- 
X2f (- X4 where f,. = rf (r), Io = f, f (x)dx, 
12 =f rr x)dx and 14 =f rr f (x)dx. This 
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optimal solution without a constraint on T,,, is shown in figure 4.3, the CEF/E is 
shown in figure 4.4 and the values given as the last entry in table 4.1. 
4.4; 2 Optimal, Robust Methods for p-testing 
The problem is to find some p*(x) which majdmises 
E, (P, F) _ 
(f p(x)f"(x)dx)2 A2 (p, F) (4.34) 
f (p(X) - 1.1)2f(x)dx - B(p, F) 
where 
IL = EF,,, {Tn 1 (4.35) 
out of all possible test functions which satisfy r, ý! k, with p(x) =0 for IxI > r. k 
and r are prespecified. This is the optimal robustness problem for p-testing. 
There is a strong similarity with the previous problem and, as might be 
expected, the solution is of the same type. It is composed of a central piece which 
is formed from the optimal solution without the constraint and the redescending 
parts which satisfy the constraint differential equation. Interestingly there is no 
analogous problem in estimation. This is due to the two-sided nature of the test. 
Generally the solutions from robust estimation are applicable to one-sided testing 
problems. 
We have the fbHowing theorem. 
Theorem 4.2 The function: 
i! U' + a, 0<x<s fW 
P*(X) 
f 
Z(X), s<x<r (4.36) 
0, x>r 
. 
P*(-X), x<0 
where z(x) satisfies the following non-linear, second order, two-point boundary 
value problem 
2z" (Z(X) _ po)2 k=0 (4.37) 
AB 
(S) 
z(s) = 
n- 
+ a, z(r) =0 (4.38) f (S) 
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and the constants s and a satisfy 
f (S)f .. (S) - f"(S)AS) = Z'(S) (4.39) fl(s) 
and 
EFn,, {Tn I : -- ILO (4.40) 
with A= A(p*, F), B = B(p*, F), is the solution to the optimal robustness prob- 
lem for jo-testing among all functions p(x) which satisfy A(p, F) = A(p*, P) and 
EF,,, f TO = YO - 
Clearly the central part is just the optimal unconstrained solution while the 
redescending part z(x) satisfies the differential equation defined by the constraint 
on sensitivity. The boundary conditions given by (4.38) provide continuity at 
the point s where the central and redescending paxts join and also constrain the 
function to be zero at x=r. The condition in (4.39) is required so that that the 
derivative of the solution is continuous at s. As the discussion of robustness given 
earlier concluded the derivative cannot have any negative step transitions hence it 
must be continuous at . 5. At x=r the function must be continuous and must also 
satisfy z(r) < 0. Again this theorem does not Provide the solution to the optimal 
robustness problem though it gives a set of solutions indexed by the parameter yo 
which must contain the optimal solution. The final optimal solution is found by 
searching among this set. 
Proof 
The proof uses a technique employed by Hampel et al [19] in the proof of 
optimal robust functions for different classes of estimators. Assume the following 
conditions are met: 
1. f (x) is a four times differentiable density function 
> 0. 
3. p(x) is continuous and its derivative contains a finite number of step transi- 
tions which are all positive. 
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Figure 4.5: Illustration of the proof for theorem 4.2 
The problem is scale invariant, i. e., p(x) and Kp(x) are equivalent. Hence 
choosing to fix A(p, F) = A(p*, F) does not constrain the solution set at all. We 
have the following integral 
I (flx-) +a- po - (p(x) - yo) f (x)dx =I 
(L(-X) 
+a- ILo f (x)dx fWfW 
- 2jLL(x-)(p(x)-jio)f(x)dx fW 
+ B(p, F) (4.41) 
Now, 
f I/(X) 
(p(x) - yo)f (x)dx = A(p, F) (4.42) f (X) 
So given A(p, F) = A(p*, F), minimising B(p, F) is equivalent to minimising the 
left hand side of (4.41). It can be shown that the functiqn p*(x) is optimum 
by adding a small vaxiation q(x) to the function p*(x). 77(x) is assumed to be 
continuous, has no negative transitions in its derivative and the varied function 
pq(x) = p*(x) + i7(x) satisfies all the constraints. Assume that 77(x) is zero except 
over a small range of x. From (4.41) it can be seen that if p, (x) is to be better 
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tI 
I 
'4 I 
4 I 
4 I 
'4 If 
4 
_1_V I 
than p*(x), i. e., B(p,,, F) < B(p*, F) then we must have 
2 
LL(x-) 
+a- p(x) < (f (x) 
fb) 
+a- p* (x) ( Ax) (4.43) 
for some values of x. The values of x where these two functions differ must lie on 
the redescending part since the right hand side of (4.43) is zero for the central part. 
Condition 2 implies that (ff I(xl)') is an increasing function, though the redescending 
part must have a derivative which is decreasing since the second derivative is 
negative from the sensitivity constraint (4.37). As a result jo +a must lie above fW 
p*(x). Therefore at some point on the redescending part p,, (x) > p*(x). Also, 
because there can be no negative transitions (condition 3) in p, (x), there must be 
a point xO at which 
II P, I(xo) > P* (xo) 
Prl(xo) > P*(xo) (4.44) 
Continuity implies that we can define x, - supfx : xo <x and p,, (y) > p*(y) for 
all yE (xo, xl)} with x, < r. Hence there must be a point x,,, in the interval 
[xo, 2; 1] for which p"(x,,, ) < p*"(x,, ). If this were not the case then p, 7(x) would F7 
never return to zero at x=r because we would have pý,, (x) > p*'(x) for all x> xo 
and the finite extent constraint would be violated. At the point x, we have 
. 
2prl, (x. ) (P, (x. ) - po) 2-1< 2p*"(x. ) (P*(x. ) - po) 2--k (4.45) 
A(p*, F) B (p, 7, F) 
A(p*, F) B (p*, F) 
violating the sensitivity constraint. Therefore no local changes to p*(x) can be 
made to improve efficacy without violating one of the constraints and p*(x) is 
optimal robust. Figure 4.5 will help to clarify some aspects of the proof. At this 
time the proof has not been verified in a global sense however it is conjectured 
that p*(x) is optimal out of all possible p(x) which satisfy the constraints. 
Numerical procedures for finding the unknown constants similar to those 
described in section 4.4.1 have been developed. One major difference between the 
two solutions is that in this case we do not, as. yet, have an explicit solution for 
the boundary value problem in terms of known functions. This is not particularly 
important since there are a variety of methods which can be used to solve the 
problem numerically. We have employed a shooting method [2] available in the 
NAG library [41). This procedure provides the solution and its derivative at a 
pre-specified set of points. To illustrate the numerical procedures the example of 
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r(2: 1 
a standard normal distribution is again used. This gives -= X2 _ 1. Since the fW 
differential equation is second order two boundary conditions must be provided. 
These are z(s) =s2_1+a and z(r) = 0, where r is pre-specified and s and 
a are set initially to some guess, but updated within the procedure. The value 
of s is required to give continuity in the first derivative between the central and 
redescending pieces, i. e., it satisfies 2& = z'(s). Defining 
Q(s) = 2s - z(s) 
Q'(s) =2- z"(s) (4.46) 
s can be iteratively updated using a Newton method, 
Snew Sold -6k 
Q(Sold) 
(4.47) 
QI(Sold) 
The value of z'(s) is found from the solution of the differential equation and the 
value for z"(s) is found from the constraint CEF/E = k. 
The value of a is updated exactly as in section 4.4.1 to obtain the required 
value of juo, and again 
A and B are found by numerical integration. Romberg 
integration is used for the central part and Simpson's method for the redescend- 
ing part [43]. The redescending part was represented at 5000 points. Romberg 
integration was terminated when successive divisions agreed within 10-' and the 
iteration process terminated when successive A and B values agreed within 10'. 
The accuracy of the final solution was investigated with changing sample rates on 
the redescending part and it was found that the values obtained agreed to better 
than 10' when 2000 or 4000 points were used. This suggests that the values given 
are accurate to at least 10-' 
Solutions for two different k values and three different ILO values are given in 
table 4.2. Plots of 4 functions are shown in figure 4.6 and their CEF/E functions 
are shown in figure 4.7 The redescending parts are significantly different to those 
obtained earlier because the first derivative cannot have negative transients. This 
leads to a function which must be smooth at the boundary between the central 
and redescending parts. Clearly the solutions obtained earlier are not robust for 
p-testing. 
Note that as /10 increases so does efficacy. The best possible efficacy is ob- 
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Figure 4.6: p-testing functions, r=3 
CEF/E 
rho-testing 10.0 
5.0 
0.0 
rZ4 
w 
Q 
-5.0 
-10.0 - 
15 0 - . 
0 .01.0 
k=-8, niu=O 
k=-8, mu=-0.696 
k=-10, mu=0.0 
k=-10, mu=-0.781 
2.0 3.0 4.0 
x 
Figure 4.7: CEF/E for p-testing, r=3 
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k c IL A B a 3 E 
-8 - 0.0 0.0 0.468464 0.209732 0.449010 0.736216 1.046376 
-8 0.5 -0.695967 0.767332 0.434669 -0.391934 0.999321 1.354590 
-8 0.725659 -2.144770 1.108462 0.744833 -1.955618 1.245454 1.649615 
-10 0.0 0.0 0.738687 0.454853 0.295426 1.067510 1.199637 
-10 0.5 -0.781189 1 0.962273 1 0.64k8fl -0.562378 1.236032 1.43453 
-10 0.763654 -2.841097 1 1.334264 1 1.0176411 -2.720398 1.494093 1.749399 
Table 4.2: Constants for robust functions for p-testing, r= 
1.0 
0.0 
-1.0 
-2.0 
-3.0 
-4.0 
Maximum Efficiency 
rho-testing 
k=-8, mu=-2.145 
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Figure 4.8: Maximum efficacy functions for p-testing, r=3 
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Figure 4.9: CEF/E for maximum efficacy p-testing functions, r=3 
tained when the function has no decreasing part. In this case because of smooth- 
ness the redescending part just reaches its peak at x=r, so z(r) = z'(r) = 0. 
These axe the solutions to optimal robustness problem for p-testing. Solutions of 
this type can be obtained directly by a simple change to the numerical procedure. 
There is no longer a direct constraint on ILo but z'(x) =0 is required so a can 
be adjusted using 
anew = a,, Id + Jýý-"old(r) (4.48) I 
This method was employed to obtain the final optimal solutions for two different 
values of k shown in figure 4.8. The CEF/E functions are in figure 4.9. The value 
of A used was 0.5. 
From the integral used in the proof it should be clear that the optimal solution 
without the constraint on sensitivity is just a truncated quadratic function. Again 
the quadratic function can be substituted into the expression for efficacy and 
0 
the unknown constant determined. In fact since -xf'(2: ) - f(x) 1, *f"(x) for 
the Gaussian, the efficacies satisfy E,,, EP. Hence the optimal value for the 
unknown paxameter b is identical to that for the optimal solution for w. Note that 
unlike in the case for w-testing this optimal solution cannot be robust because of 
the discontinuities in first derivative which will result. 
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Type A B ILO E,, TP 
3rd order 1.123222 0.763409 -2.139428 1.652624 -8.681897 
5th order 1.109792 0.746524 -2.144282 1.649831 -8.099818 
8th order 1.109309 0.746000 -2.144415 1.649553 -8.094438 
Table 4.3: Constants for approximate optimal, robust functions for p-testing, k 
- 8. 
4.4.3 Approximations to Optimal Solutions for p-testing 
To apply the optimal p-testing method an analytic definition of the redescending 
part is required, or at least a good approximation to it in terms of defined functions. 
In this section some low order polynomial approximations are considered since 
they are easily obtained from the numerical solution by solving a set of linear 
equations and they seem to provide quite good approximations to the redescending 
function without requiring a large number of terms. Formally the approximations 
we consider are p 
1: ak 2; k 
k=O 
(4.49). 
A certain minimum set of boundary conditions must be satisfied to ensure 
that r, is at least bounded. There can be no discontinuities and the first derivative 
must be continuous at the boundary between the two sections of the optimal 
function. In addition, the maximum efficacy solutions require that the derivative at 
r must be zero and also i(r) = 0. These conditions together form four constraints 
and imply that the minimum order approximation that can be considered is a 
third order. As additional constraints the function and its first two derivatives 
are matched at specified points on the redescending function. This leads to higher 
order approximations which are more accurate. 
Figures 4.10 and 4.11 show the functions and the CEF/E respectively for the 
three lowest order approximations, for k= -8, r=3. The fifth order approxima- 
tion was obtained by matching the second derivative at both x=8, x=r. The 
eighth order approximation was obtained by matching the function and its first 
two derivatives at an additional point s+'. The constants A, B, go, Ep and the 2 
worst case change of efficacy sensitivity rp are given in table 4.3. 
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Polynomial Approximations 
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Figure 4.10: Approximate p-testing functions based on polynomials 
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Figure 4.11: CEF/E for polynomial p-testing functions 
k=-8, order=3 
k=-8, order=5 
k=-8, order=8 
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Coefficients k= k= -10 
ao -8.503657 -15.730393 
a, 10.092499 19.798794 
a2 -4.580958 -9.905071 
a3 0.926006 2.413185 
a4 -0.060619 -0.269243 
a, s -0.002622 0.008775 
Table 4.4: Coefficients for 5th order approximate optimal, robust functions for 
p-testing, k= -8, -10. 
Both the fifth and eight order approximations are excellent. Only a marginal 
increase in the sensitivity is incurred. The efficacy for the third and fifth order 
approximations is actually higher than that for the optimal function while the 
eighth order approximation has a marginally lower efficacy. In our work with 
these tests the fifth order approximations have been utilised. -The coefficients for 
the fifth order approximations to the optimal solutions, for k= -8, -10, given in 
the previous section axe provided in table 4.4. 
4.4.4 Approximate Power Functions 
Using the assumption of asymptotic normality the power functions for the pro- 
posed tests can be calculated directly. For a direct comparison with the solutions 
in chapter 3a level of 1% is imposed and the number of points in the sample 
is assumed to be n= 30. The null hypothesis is 0=O, p = 0.0, w = 0.35. The 
optimal robust solutions have been obtained under the assumption that w=1.0. 
However a test function p(x) = p*(-Z-) is optimal for testing data from the scaled WO 
model distribution with w= wo since E, (p) =-", *Ep(p*), CEFp(p) = CEFp(p*) and 
E,,, (p) = E,,, (p*), CEF,,, (p(x)) = CEF .. 
(p*(x)). Hence the appropriate test func- 
tions for any value of w are just scaled (along the x-aids) versions of the optimal 
functions given earlier. Figure 4.12 shows the power function for different values of 
p and w keeping all other distribution parameters constant. Results are given for 
the optimal robust solutions for p, k= -8, w, k= -6, the 5-tap filter from chapter 
3 and the optimal function for both p and w testing for the width r=1.05 (i. e., 
0.35 x 3). Note that the 5-tap filter has a slightly larger width than this (r = 1.25) 
and therefore it would be possible for it to have a higher efficacy, though this is 
96 
not the case. The optimal function is best for both cases. The optimal robust 
solutions are indistinguishable for p testing and the optimal robust solution for 
p is slightly better than that for w in testing w. For w testing the 5-tap filter 
is actually superior to the optimal, robust solutions. It is also better for p test- 
ing near the null hypothesis though it becomes worse further away. Monte-carlo 
results are also shown to confirm the accuracy of the normal assumption. These 
were obtained by running the test 50000 times and the error bars were obtained by 
splitting the data into 50 sets of 1000 points. The approidmation is very accurate 
for these smooth kernel functions. 
These results may seem at first sight rather confusing since we have designed 
a number of optimal, and optimal robust solutions. It is important to make the 
point that it is really impossible to compare, on the basis of efficacy the solutions 
to the optimal robust w and p testing problems since they represent solutions to 
the optimal problem under widely different constraints. The functions represent 
some trade off rather than absolutely optimal solutions. Since all types of solutions 
have been constrained to satisfy some maximum width requirement. It is possible 
to state that the imposition of robustness or the use of filtered kernels does not 
result in very severe loss of performance from the optimal finite extent solution. 
4.5 Monte-Carlo Experiments 
To illustrate the behaviour of the new test functions the experiments described in 
chapter 3 using real edge data were repeated. Synthetic step edges with added 
noise giving signal to noise ratios of 6,10 and 20 dB were used. The threshold 
was chosen to give a level of 1% at a SNR of 10 dB. Lines have a length of 30 
points. The value of n was estimated using a strip of width ±2.25. If the data 
were truly Gaussian then this method of estimating n, by the same arguments 
used in chapter 3, would yield a lower power than that predicted by figure 4.12. 
The results obtained are summarised for all functions in figure 4.13. The 
results for SNR = 10 dB are all similar. There are some notable differences at 
other noise levels though. For SNR = 20 dB the optimal, robust solutions are 
superior than the optimal solution, providing a faster rise to the value one. At 
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Figure 4.12: Power functions for alternatives in p and w assuming normal T, 
Monte-carlo results are included to illustrate the accuracY of this approximation. 
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Figure 4.13: Power functions for alternatives in p using real data. 
SNR =6 dB the optimal solution is substantially better at rejecting the broader 
distribution and provides a power of one at all values of p. Comparison of these 
results with those in chapter 3 yields some interesting conclusions. The Hough 
methods give a consistently higher power for SNR =6 dB than the optimal, 
robust solutions giving an improvement of about 20 % at the null value for p. At 
SNR = 20 dB the optimal, robust solutions axe consistently better providing a 25 
to 60 % better rejection rate at p=5.625. 
4.6 Discussion 
In this chapter and chapter 3 four alternative HT type designs for the test function 
kernel have been presented. All of these can be seen as solutions to the problem 
of ma3dn-iising efficacy under different constraints. They are 
1. Optimal unconstrained 
2. Optimal with finite width constraint 
3. Optimal using sums of rectangular functions (HT's) 
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4. Optimal robust 
It is worth summarising at this point under what conditions these different designs 
might be appropriate. 
Clearly the unconstrained optimal solution provides absolutely the best pos- 
sible efficacy. There are a number of problems with these type of functions, some 
of which have been highlighted earlier. Firstly, for all the typical density functions 
given in chapter 3 non-zero weight is placed on data points which he far away from 
the hypothesised fine segment. In cases when the line segment is likely to represent 
only a fraction of the total sample this will imply that the value of the test is de- 
termined more by points which are not a part of the segment than those which axe. 
Secondly, as the sensitivity analysis presented in this chapter demonstrates, even 
if the line segment forms a large percentage of the data, contaminating points or 
inaccuracies in the modelling of the tails of the distribution can severely reduce the 
sensitivity. An example where this would certainly occur is the quadratic function 
as described in section 4.3. In the problem of detecting line segments from edge 
points these type of solutions are unlikely to be very useful. 
In terms of efficacy optimal solutions with a finite width constraint imposed 
are excellent alternatives to the infinite width solutions. If sufficiently wide they 
can provide essentially the same efficacy and the influence of far outliers is com- 
pletely removed. The sensitivity analysis shows that these solutions will have 
problems under certain conditions, since they can be discontinuous at their end- 
points. The efficacy E,,, is not affected by di scontinui ties in the test function and 
is not sensitive to contaminations of any sort. However Ep will be sensitive to par- 
ticular types of contaminations. Specifically step discontinuities win imply that 
the derivative of the efficacy is proportional to the derivative of the contaminating 
density function. Hence if this function is discontinuous sensitivity is high. If the 
contaminating density function is known to be continuous then no adverse effects 
are possible and this type of solution would be the best possible choice. 
The rectangular kernel methods which make up the HT itself and filtered al- 
ternatives, like the optimal finite width solutions, are discontinuous. This presents 
no problems for E,,, however E. will be affected as suggested in the previous para- 
graph. For a given width these solutions can never be as good as the finite width, 
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solutions which are not constrained to have the form of filtered HT's. They may 
however provide useful alternatives from a computational point of view, since they 
can be calculated by filtering a simple HT. 
The last class of solutions are the optimal robust solutions which also have a 
finite width constraint. The solutions to the problem for p-testing provide the least 
sensitive test functions since they will give both finite r,, and finite 7-,,,. The solu- 
tions for w-testing provide only a finite -r,,,. As a result optimal, robust p-testing 
kernels are the safest alternatives when nothing can be assumed about the con- 
tamination which may be encountered. The power functions calculated indicate 
that the loss of performance incurred is not very large. 
As a final point the Monte-Carlo experiments illustrate quite clearly the lim- 
itation of the Gaussian distribution as a model of the real edge data that has 
been used. The development of more accurate models for the particular edge de- 
tector employed, or the use of alternative methods which may be more amenable 
to modeling is an important aspect of future work. Though it should be pointed 
out that, given the results on synthetic data, this is not likely to yield signifi- 
cant improvements in design since all methods proposed so far have quite similar 
performance. 
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Chapter 5 
HT Methods for Parameter 
Estimation: Redescending 
Estimators 
5.1 Introduction 
In the last two chapters a detailed discussion of the behaviour of HT methods 
within the framework of hypothesis testing has been given. As suggested earlier 
it is equally valid to view HT's as parameter estimation methods. The HT is 
a function which identifies estimates as maxima, or in the case of the kernels 
presented earlier through minima. The general form of the HT is identical to that 
of the Generalised Maximum Likelihood (GML) methods which have been studied 
exhaustively in the field of robust statistics. The properties of GML estimates are 
well understood and well documented. The purpose of this chapter is to outline 
some standard results from the literature and apply them to the p, 0 line parameter 
estimation problem. This illustrates some aspects of behaviour and in particular 
shows that an approximate idea of the accuracy of the methods can be gained via 
the asymptotic variance. This approach to design will not be pursued in detail 
mainly because it is quite well understood, though it seems the results are not well 
known within the computer vision/image analysis community. 
The general framework for th6 estimation problem was introduced briefly in 
chapter 2 and we reiterate it here for convenience. A set of data points jXj} are 
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observed which are assumed to be independent samples distributed according to 
some parametric distribution function. For example in line parameter estimation 
the distributional model introduced in chapter 3 can be used. The methodology is 
quite general and distributional models for other structures can be obtained. An 
estimate of the parameters of the underlying distribution is obtained by finding 
the minima of a function n 
H(D) p(Xi, Q) 
This is the general form which includes the conventional HT's as a special case. 
Given a suitably regular kernel function, p, the extremum will also satisfy the set 
of equations given by 
OH(Q) 
0 for k=1... N (5.2) 
Procedures which identify parameter estimates through the minirnisation of (5.1) 
or as the solution of the set of equations (5.2) are known as GML estimators [22], 
[19). It has been shown earlier that HT's, as they are usually defined, have dis- 
continuous kernel functions, p, and therefore it is not possible to obtain a set of 
equations from the original HT. Discontinuous kernel functions have never been 
considered as estimation techniques in the statistical literature for several rea- 
sons. Standard asymptotic arguments, which will be discussed later, giving the 
asymptotic co-variance matrix do not apply to such kernel functions. In addition 
iterative gradient search methods which are used to find extremum cannot be used 
if the kernels are discontinuous. The estimation viewpoint is useful for the class 
of continuous kernel functions and the results do apply to the optimum, robust 
kernels developed in chapter 4. 
As in the analysis for the hypothesis testing framework it will be assumed 
that the data consist of a single distribution. In image analysis problems this is 
not the case since multiple structures will usually be present. To give appropriate 
estimates of curve parameters it is necessary to use kernel functions which are 
finite. That is the template function, which is defined when 0 is fixed and the 
kernel as a function of X is considered, is non-zero only on a relatively narrow 
strip surrounding the curve with parameters Q. Kernel functions which behave 
in this way are known as redescending kernels. The use of redescending kernels 
implies that some care is required in the solution of the equations (5.2). Multiple 
solutions are guaranteed since parameter values far enough from the true value 
can satisfy (5.2). Hence not all solutions to (5.2) represent useful estimates. In 
103 
practice appropriate solutions can be obtained by finding a starting point in the 
neighbourhood of a valid solution by either using a sampling of (5.1) to identify 
approximate extrema or by applying some other estimator which has a unique 
solution (this implies a kernel p which has infinite support). 
The behaviour of GML parameter estimates is well understood for prob- 
lems which can be posed in the form above. In particular it is known that under 
certain conditions the parameter estimates, Q obtained are consistent and asymp- 
totically normally distributed with a known asymptotic co-variance matrix. The 
asymptotic co-variance matrix is useful for comparing different kernel functions 
which yield consistent estimates since it gives an idea of the accuracy of param- 
eter estimation which is probably quite reasonable even for moderate numbers of 
samples. In addition the robustness properties of these estimates are very well 
understood. Sensitivity analyses of the type presented in chapter 4 can be used to 
investigate their behaviour when the distribution is contaminated and procedures 
for controlling the effect of contaminations on performance have been developed 
[19], [24]. 
It is not our intention in this chapter to delve deeply into the properties 
of GML estimates. Only some simple results will be given which are useful for 
understanding the accuracy which can be obtained from Hough-like, redescending 
kernel functions. The inclusion of this analysis is motivated by the fact that 
questions about the accuracy of Hough methods have recently been raised [44]. 
In [441 an experimental study was carried out to determine the relative accuracy 
of least-squares methods with Hough-like methods and a number of procedures 
for improving the accuracy of Hough methods were suggested. These involved 
the use of smoothing and interpolation to try to find the actual (in their case) 
maxima of the HT. The study was carried out without an understanding of the 
relationship between the various methods of estimation. This chapter provides a 
useful background and illustrates the theoretical answers which can be provided 
on the comparative accuracy of various kernels. The estimation viewpoint also 
immediately suggests that the procedures used to solve the equations (5.2) can 
be applied instead of the complicated interpolation schemes suggested in [441. A 
method for solving these equations in the line parameter estimation problem is 
given in the next chapter. 
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The next section outlines a simple proof of asymptotic normality of GML 
methods. This simple proof uses restrictive assumptions on the smoothness of 
kernels and a more general, though very difficult, proof is given in [23]. From this 
a general expression for the asymptotic co-variance matrix is obtained. Following 
this the results are applied to the problem of line detection using the parametric 
model given in chapter 3. Conditions for a consistent estimate are given as is the 
co-variance matrix. The co-variance matrix illustrates some interesting structural 
aspects of the fine parameter estimation problem such as the dependence of accu- 
racy on the position and length of line segments. It also allows a direct comparison 
of various kernels functions. This comparison is carried out for the least-squares 
kernel and the robust p-testing kernel derived in chapter 4. 
5.2 Asymptotic Normality 
Two properties which are important in the search for good estimators are, bias, i. e., 
does the procedure give the right answer on average, and variance, which defines 
the accuracy of the estimator. These properties are connected directly with the 
nature of the distribution of the estimates. Given a parametric model of the data 
point distribution and the kernel specification it is usually difficult to determine 
a precise distributional model for the parameter estimates. It is however possible 
to apply asymptotic arguments, which have some similarity to those applied to 
simplify the analysis of chapter 3. That is rather than try to find precise finite 
sample distributional models, look for models which are appropriate as n --ý oo. 
In practice this is the approach which is taken in the analysis of GML estimators. 
The investigation of the asymptotic distribution under weak regularity con- 
ditions can be quite difficult. A standard reference for these results is Huber [23]. 
The results in [23] are rather difficult. to follow without a suitable background 
in probability theory. Simple proofs of asymptotic normality can be obtained if 
stronger assumptions about the existence of derivatives of the kernel function can 
be made. For example Huber [221 provides a proof based on a Taylor series ex- 
pansion for the simple case of a location estimator (see also Serfling [52]). This 
proof can be quite easily extended to multi- dimensional estimates. Interestingly 
the methodology used in the proof was also used, in a slightly different way, in [15] 
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to obtain an estimate of the accuracy of least-squares estimates of line parameters 
using an m, c paraxnetrisation. A proof for general multi-dimensional estimators 
is quite easy. 
Define the vector function 4ý(Xj, Q) OP(Xi, O) ... 
ap(X,, n) T == [01' ONIT. PWI awN 
I 
The equations to be solved to give an estimate 0 can then be written 
(5-3) 
Using the mean value theorem another expression for (5.3) can be written 
P(xi, 00) + M". (f2 - 00) 
(5.4) 
where the NxN matrix M,, is given by 
aq5l(xi, fl) I Owl ... Eý I 
oo, (xi, n) I OWN 
E7 a. ý, v(xj, n) 8=1 5Z 
1 
E7 a. ý,, (xj, o) 0mN ''' S=l OWN 
LN 
- 
with 00 the actual parameter values of the distribution from which Xi are drawn. 
Q. i are points in the parameter space lying somewhere on the line joining Q and 
f2o, i. e., 
Q. i = AjQo + (i - \i)! ft, 0 <Ai <1 (5-6) 
Expression (5.4) is valid if the ýi functions are continuous and the partial deriva- 
tives are finite on the line interval joining 00 and II The left-hand side of (5.4) is 
zero by definition. Hence 
n 
no) 
-M. 
4, (Xi 
I 
no) 
As n -+ oo, M,, --+ M where 
f 8'ý'(X'R) dFo awl 
M=n 
f dFo 
'95'(X'n) dFn owiv 
f dF. awN n=no 
(5-7) 
(5.8) 
That is the sums of partial derivatives approach n times their expected value at the 
true parameter values Qo, since as n oo, fý -40o, (i. e. the estimate is assumed 
to be consistent) and therefore Q,, i 00, because of (5.6). The Central limit 
theorem implies that (f2 - Do) has a multi-variate Gaussian distribution in the 
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limit as n --+ oo since it is formed from the sum of a set of independent random 
variables, transformed by a matrix M, (see (5.7)). The expected value of the 
random variable Ein- 4ý(Xj, Qo) is given by nf ýD(X, Qo)dFnO and its co-variance S_=1 
matrix is given by 
Q=nI (4ý(X, Qo) -I -D(X, f2o)dFn, )) 
(4ý(X, Qo) -I 4ý(X, f2o)dFn,, 
)T dFn() 
(5.9) 
hence the expected value of the random variable (f2-0o) is -nM-' f 4ý(X, Qo)dFný 
and its co-variance matrix is 
M-IQM-T 
Note that since M-' oc n-' and Q oc n, we have V oc n-' and the variance 
decreases as the number of samples increases. 
This result provides a general expression for the asymptotic co-variance ma- 
trix. It can be applied to any estimation technique which can be expressed as the 
solution of a set of equations of the form of (5.3). 
5.3 Asymptotic Properties of p, 0 Line Estima- 
tors 
The general results obtained above can be applied to the p, 0 line parameter esti- 
mation problem to determine both the conditions for an asymptotically unbiased 
estimator and the asymptotic covariance matrix. 
5.3.1 Fisher Consistency 
The asymptotic bias of the estimator will be zero if the estimator is Fisher con- 
sistent. An estimator defined by the solutions to the set of equations (5.3) is said 
to be Fisher consistent if 
j, t(Xj2)dFn =0 (5.11) 
Clearly from the development given in the last section this implies an asymptoti- 
cally unbiased estimator, since the expected value of the random variable (n - Slo) 
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is -nM-' f 4P(X, Q)dFA. For the p, 0 estimation problem which has been studied 
earlier the vector 4ý is 
(X, Y) 
(-x sin 0+y cos O)p'(x cos 0+y sin 0- p) 
-P'(X Cos 0+V sin 0- P) 
where 11 = [0, P]T. Integrating 4ý with respect to the model distribution given 
in (3.1) leads to the conclusion that if the density function across the line is 
symmetric then as long as p is symmetric (and therefore p' is antisymmetric) the 
estimator will be consistent. Notice that the requirements for Fisher consistency 
are essentially identical to those for locally unbiasedness of the test based on p 
described in chapter 3. 
5.3.2 Asymptotic Co-variance 
The asymptotic co-variance matrix can be obtained as a special case of the result 
given earlier by using the definition for cb given in (5.12). The distributional 
model given in (3.1) is used. Without loss of generality it can be assumed that 
f2C) - [0, OJT. Using the notation 
1Q (111 ill 2 
n q2l q22 
(5.13) 
1m Mll M12 
n M21 M22 
we obtain 
qi 1 7- 
1p 12 (x)f (x)dx 1y2g (y) dy = (-yO2 + 102) 
1 
p'(x)f (x)dx 
qI 2= 921 =1 P12 
(X )f (x)dx 1 yg(y)dy = _, yo 
1 
p12 (x)f (x) dx 
q22 : -- 
1p 12 (x)f (x) dx 
Using the notation of chapter 3, f: Vg(y)dy = -yo is the first moment of the distri- 
2=, 2+ 12 is bution along the line, i. e., the mid-point, and fy g(y)dy yo 0 the second 
108 
non-centralised moment. For M 
2+ 12) 1 
mil = (76 01 p"(x)f(x)dx- 
I 
xp (x)f (x)dx 
Ml 2 : -- M21 ý -70 
1 
p"(x)f (x) dx 
M22---': 
lp"(x)f(x)dx (5.15) 
Using these expressions for Q and M in (5.10) gives the asymptotic co-variance 
matrix 12 1012 n f p(x)f (x)dx (1'-K)2 to-K)2 
nV 0 2 _. yo 2 yO212 (f p"(x)f (x)dx) 1210 (12-K)2 0 
where the definition 
K=f xp'(x)f 
(x)dx 
f p"(x)f (x)dx 
has been used. 
The co-variance matrix provides some interesting insights into the behaviour 
of the method. The first thing to notice is that there are two terms: a multiplying 
factor which depends only on the kernel function and the distribution across the 
fine and the matrix of terms which depend on the distribution along the line 
segment through the first and second moments and also on the distribution across 
the line and the kernel (through the term K). The multiplying factor is in fact 
identical to the asymptotic variance of I-D estimator for the mean value of the 
density f (see Huber [22]). Standard results can tell us how to minimise this 
term. A straight-forward application of the Cauchy-Schwartz inequality leads to 
the result that this term is minimised for a given f by choosing p'(x) = -:! 
ý' 
. For fW 
example if f is Gaussian p'(x) = x, i. e., p should be quadratic. 
The matrix illustrates that the performance of the method is not uniform for 
all possible lines. The co-variance is only diagonal if -yo = 0. That is if the line 
segment is centred at the foot of the normal. The position of the line also influences 
the variance of p. Moving the line away from the foot of the normal will lead to 
an increase. If we assume that the second moment satisfies 10 >> K, i. e., long 
2 lines, then this increase is in proportion to 1+2,, *. Hence the worst degradations 
0 in accuracy for this parameter come for short lines far from the foot of the normal. 
The variance of 0 is independent of position. It does however depend on length. 
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LS T LS RK 
Line 0,12 9 0,2 p 
or7 0 OrP2 or2 0 UP7 
, yo 0,10 75 0.01370 1.00000 0.01373 1.00252 0.02037 1.48251 
y 0,12 o0 300 0.00336 1.00000 0.00336 1.00252 0.00498 1.48251 2= 'YO 10,10 75 0.01370 2.36961 0.01373 2.37508 0.02037 3.51901 
2 
-jo 10,10 300 0.00336 1.33557 0.00336 1.33890 0.00498 1.98036 
, yo 20,10 75 0.61370 6.47845 0.01373 6.49277 0.02037 9.62852 
2 
-yo 20,10 300 0.00336 2.34227 0.00336 2.34805 0.00498 3.47390 
Table 5.1: O, p variance for different lines and different kernels. Least-squares 
(LS), truncated quadratic (TLS) and Robust kernel (RK). 7o is the location of the 
mid-point relative to the foot of the normal, 10 is related to line length by 12 L2 0- 12* 
For long lines it is proportional to 7. Hence the orientation of long lines can be 0 
estimated more accurately than that for short lines. 
Some numerical results for 3 different kernel functions, under the assump- 
tion that the density function across the line f is a unit variance Gaussian and 
the density function along the line g is uniform, are given in table 5.1. The ker- 
nels investigated are the least-squares, which has an infinite quadratic kernel, a 
truncated quadratic kernel in which all points outside the limits ±3 are ignored 
and the optimum robust kernel for testing p alternatives developed in chapter 4 
with end-points ±3 and k= -8. The robust kernel has a quadratic central piece 
but redescends smoothly to zero. An evaluation of the multiplying factor gives 
values of 1.0000,1.0025 and 1.4825 respectively. The least-squares kernel is the 
best possible for this distribution though the truncated quadratic is essentially 
indistinguishable and the robust kernel is still quite good. The table evaluates 
the variance for 0 and p for 6 different line segments at different positions and 
with different lengths. The multiplying factors reflect in general the comparative 
performance of the 3 methods. The results also show the effects of line length and 
position on the accuracy. The most noticeable adverse effect is degradation due 
to repositioning a line away from the foot of the normal. This is a result of the 
nature of the parameterisation. It is not a fundamental limitation that cannot be 
overcome though since once the value of the mid-point of a line segment is known 
the result can be improved by transformation of the co-ordinate system. The re- 
sult suggests that using this parameterisation line parameters are best represented 
using an origin centred on the mid-point of the line. 
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The results above support the general conclusions which are drawn from the 
experimental study of Niblack and Petkovic [44]. Generally redescending methods 
can perform almost as well as infinite kernel methods such as least squares. Un- 
fortunately it is not possible to support the detailed numerical results given in [44] 
because the procedure used in that work was very complicated involving fitting 
the peak in a sampled, filtered HT and linear interpolation between values. It is 
difficult to provide an interpretation of the procedure in terms of a single kernel 
method. 
5.4 Discussion 
The results which have been presented can be quite easily applied to other multi- 
dimensional estimation problems. All that is required is a definition of the param- 
eterisation and the kernel shape, which gives the vector function 4)(X, 0) and a 
model which reflects the distribution of feature points on the curve, surface, etc. 
The results are useful for identifying the loss in performance which may arise as a 
result of using a sub-optimal though more robust kernel function. They also give 
insight into the problems which arise due to the "structure" of the problems. That 
is. how the chosen parameterisation causes the positional effects to appear. 
Results analogous to these, in the specific case of a least-squares method 
which estimates the intercept of a line with the y axis and the angle a line makes 
with the x axis are given in [151. In [15] the estimate of angle is found to be depen- 
dent on length, but not position and the accuracy of the intercept is dependent on 
the location of the centre of mass of the line segment along the x axis. The general 
formulation above can be used to obtain identical results for the system described 
[15] for general estimation kernels. Though we will not detail this analysis it leads 
only to a scale change of the results presented in [15] by the asymptotic variance 
of a simple position estimator, i. e., the multiplying factor given above. 
In this chapter we have just touched the surface of parameter estimation. One 
interesting aspect which we have not addressed is the robustness of various estima- 
tion schemes. Robust methods for parameter estimation have been investigated 
for the last 30 years or so and have been the focus of most work on robust statis- 
ill 
tical methods. The general results have some similarity to those which we have 
presented on robust hypothesis testing in chapter 4. Robustness generally calls for 
the use of smooth kernel functions. For example the truncated quadratic function 
which was used as in the comparison above is not robust since the asymptotic vari- 
ance is sensitive to contaminations. The sensitivity comes from the discontinuities 
in the derivative of the kernel [19], [7]. In addition multi- dimensional problems 
introduce factors which depend on the relative location of contaminations with 
respect to the origin of the co-ordinate system which are not present in simple one 
dimensional problems. The book of Hampel et al [191 provides a very readable 
treatment of robust multi- dimensional estimation. 
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Chapter 6 
Implementations and 
Experiments 
6.1 Introduction 
In chapters 3 and 4 several experiments have been carried out to determine the 
behaviour of various optimal designs. These considered the calculation of the 
power function under three different conditions: 
1. Assuming a normaJly distributed test statistic. 
2. Using synthetic input data points sampled from a distribution which is Gaus- 
sian orthogonal to the line segment. 
3. Using data points obtained from an edge detector with synthetic step edges, 
corrupted by Gaussian additive noise, as input. 
The second case served to confirm the accuracy of the normality assumptions used 
in first case. The third case was used to verify how well the Gaussian model 
predicts performance of a real edge detector. The results show clearly that the 
Gaussian model is not accurate. It should be possible to obtain agreement of the 
third case with the other two if an accurate model is available. The inaccuracy 
of the model and the relatively good performance of sub-optimal methods implies 
in practice that it would be extremely difficult to devise an experiment, using 
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real images containing line segments, which illustrates any improvement obtained 
using the optimal methods. 
In addition to the proposal of various optimal designs the formulation sug- 
gests a fundamental change in the actual test statistic calculated. The hypothesis 
testing viewpoint leads to the test statistic 
1n 
T(O, p) = W-Ep(xicosO+yi sin 0 -p) (0. D) (0, P) i=l 
where 
n Xi Cos O+Yj sin 0 -P -h(O, p) Rect d 
(6.2) 
ft is an estimate of the number of samples which are due to a line with parameters 
0, p if such a line were present. d is chosen so that the estimate is accurate given 
knowledge of the distribution of edge points on a line and also so that points from 
other close parallel lines will not be included. The summation term in T is of 
course the generalised form of the HT. However the introduction of the ft term 
is a new element in the computation which changes the nature of the detection 
process completely. The resulting statistic has a value which is dependent on 
the "shape" of the distribution around the line rather than just the number of 
points which lie approximately along the line. This results in a marked change in 
the behaviour of the method which is quite easily demonstrated on real data. In 
the next section straight -forward implementations will be discussed and the effect 
of the introduction of the -h term on the performance of the method illustrated. 
This necessitates a discussion of a number of implementation aspects including 
the sampling of the continuous test statistic, the use of edge direction and post- 
processing/peak detection methods. The continuous kernel devised in chapter 4, 
with k= -8, is used in the experiments. The use of discrete kernels does have 
computational implications since implementation using discrete filters is possible. 
These aspects will not be investigated in order to limit the number of experiments 
which are carried out. 
A second important practical implication of the work is the fact that smooth 
kernel functions allow iterative gradient search schemes to be incorporated in the 
implementation. This is achieved by searching for minima (remember the kernels 
have been formulated so that they are less than zero) of the function 
H(O, p) p(xi cos 0+ yj sin 0- p) (6.3) 
t, * 
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and then testing the minima by comparing the test statistic -ý'H(O, p) with a thresh- 
old to make a final decision concerning the existence of a fine. The iterative scheme 
can be thought of as an estimation procedure. It has been shown in chapter 5 that 
the accuracy of such schemes can be determined approximately. There are a vari- 
ety of ways in which gradient search may be incorporated into the implementation 
yielding improvements in accuracy and possibly in efficiency. For example a coarse 
set of detectors could be used to get starting points which may be refined iter- 
atively to yield final estimates for testing. For such a scheme care in the choice 
of the sample spacing and kernels used in the initial detection method would be 
needed to achieve good performance. 
In this work some ideas from the hierarchical line detector discussed in ap- 
pendix B have been used to demonstrate the use of iterative methods. The basic 
idea is to segment the image into an array of sub-images and detect short line seg- 
ments in the sub-images. Using sub-images improves sensitivity to short lines and 
provides a very complete set of initial starting points. The detected line segments 
are used in the next level of a tree as starting points in an iteration process using a 
larger neighbourhood of points. The fine test is used at the end of the iteration to 
confirm the validity of lines. The iteration process simultaneously estimates four 
parameters of the line segment model introduced in chapter 3 (that is 0, p, 'Y, 1). 
Details of iterative methods which can be used in general for determining param- 
eter estimates and also a description of the hierarchical algorithm are given in 
section 6.3. 
The performance of the new methods, including the standard implementa- 
tion in section 6.2 and the optimisation method of section 6.3 are compared with 
a standard HT and the hierarchical scheme described in appendix B in the final 
section. This comparison is made using images of 10 manufactured parts. Only a 
qualitative comparison is possible since detailed measurements of position and ori- 
entation of line segments are not available. The differences though are sufficiently 
clear that this informal assessment does demonstrate the improvements achieved. 
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6.2 Standard Implementation 
A standard implementation in the context of this work is a straightforward sam- 
pling of the appropriate function for either the HT or the hypothesis testing ver- 
sion. The final result is an array of detectors located throughout the parameter 
space. Lines are identified from this array by looking for peaks and comparing the 
calculated values against a threshold. The complexity of edge maps enforces the 
use of more sophisticated post-processing/peak finding mechanisms than simple 
thresholding. Most implementations also require the end-points of lines to be de- 
termined. The issues which are important for the implementation of reliable fine 
detectors using standard implementations are discussed below. 
6.2.1 Calculation 
The continuous function H(O, p) is sampled to give an array of values which shall 
be denoted H(Oj 
I Pk) to make 
its sampled nature explicit. To calculate the array 
each term in the summation of (6.3) is considered separately. Two loops are 
evaluated: an outer loop for Oj which contains another for pk. For each Oj and 
each value of pk the summation term is evaluated and accumulated in an array. 
Since the function p has quite a small region of support only a few terms in the 
loop for Pk will give non-zero values. For filtered HT kernel functions both the 
arrays H and ft can be derived from a single sampled function by using simple 
filters. For the continuous kernels which are used in this chapter the arrays H 
and fi are calculated separately and the final array of test statistics is obtained by 
direct division of the two functions. An additional threshold is imposed on fi to 
ensure that the test is calculated only for a reasonable number of points, e. g., 8. 
Sampling 
An important design choice is the spacing between samples. The problem of 
choosing the sample spacing has not been addressed in this thesis. It is a separate 
though not independent problem from the design of kernel functions. Kernels 
have been designed so that the response of the detectors are highly localised. This 
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implies that in some sense the peak observed in the function T(O, p) is narrow. For 
computational and storage reasons the sample rate should be as low as possible. 
However if the sample rate is too low line segments which eidst in the edge map may 
be missed. In the implementations described later a fixed sample spacing along 
the 0 axis of -I- where L is the square image width and a sample spacing along 2L 
the p a--6s of 0.5 are used. These rates have been found to yield good performance 
and are used for both the HT and hypothesis test statistic. 
Edge Direction 
In the theoretical analysis the use of edge direction hasn't been considered. Edge 
direction is known to be useful both for increasing computational efficiency and 
improving detection performance [47]. Efficiency is improved because rather than 
considering for each point the complete set of samples for 0 only a limited range of 
samples are used. The original proposal for incorporating edge direction dates back 
to O'Gorman and Clowes [45]. The idea was to use measured edge direction to 
make the transformation from edge point to parameter space point unique. That 
is vote for a single 0, p value. This can only work if edge direction is measured 
very accurately. Inaccuracies in edge direction measurement can be accounted for 
by voting for a range of 0 values. This is equivalent to forming the HT 
n Oi 
-0 H(O, p) p(xi cos 0+ yj sin 0- p)Rect do 
(6.4) 
where ýj is the measured normal direction of point xi, yj and do is chosen according 
to the expected accuracy of the edge detector. In this work usually somewhere 
between ±10' to ±25'. 
For the traditional HT performance is improved by the use of edge direction 
because there are fewer edge points which vote for a particular parameter value 
and therefore there is a reduced chance of a random alignment of points resulting 
in an above threshold peak. As long as the range of 0 values is sufficiently large the 
value of peaks due to true lines will not be reduced. In the case of the hypothesis 
framework it can be argued that the results of the local power analysis will not 
be changed by the inclusion of edge direction in this way. However there will be 
changes in the power function at parameter values far from the null hypothesis. 
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An improvement in detection ability is expected since using edge direction will 
remove some of the outliers due to interfering features. For example, if there 
is a line segment which cuts the template at a different angle these points will 
not interfere with the behaviour of the line under consideration if the angle is 
sufficiently different. The sensitivity analysis presented in chapter 4 will certainly 
be affected by the inclusion of the rectangular trimming function. It is well known 
that the use of hard trimming in estimation problems introduces high sensitivity 
to contaminations at the rejection points. This is also almost certainly the case in 
testing. Hence a smoother trimming function would be a "safer" alternative. A 
more detailed investigation of the use of edge direction in line detection is another 
important topic for future work. Certainly it can be placed quite easily within the 
framework which has been used and will quite likely lead to useful results on ways 
to incorporate edge direction to obtain increased local power. 
6.2.2 Post-processing and Peak Detection 
As suggested earlier the identification of the lines in an edge map from the HT 
array or the array of detectors is not an easy task. Typically one must apply 
some post-processing before thresholding to reduce the number of additional lines 
detected. 
Thresholding 
It is well known that simply thresholding a HT does not produce a useful set of 
detected lines. It is worth illustrating this point briefly and making a compar- 
ison between the HT and the Hypothesis testing approach using this detection 
mechanism. The results also provide an interesting confirmation of some of the 
characteristics of the peak structure for the hypothesis testing approach which can 
be predicted from the theory of chapter 3. 
The threshold for a HT must be chosen so that the shortest lines which are 
likely to be present in the edge map will be detected. However for the HT small 
changes in orientation of long lines still lead to a value which is above threshold. 
This implies that a number of lines will be detected which axe actually due to a 
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single peak in the HT. For the hypothesis test there is less of a problem with long 
lines because the final test statistic value is independent of length. It depends 
on the distribution of points around a line. Lines which are narrow and straight 
will give a high value while broad structures will give a low value. In fact the 
test efficacy suggests that, for long lines, peaks will be narrower in the 0 direction 
since the derivative of the power function increases with the length of a line. The 
dependence of the derivatives of the power function on n also leads to an increased 
narrowness. Short lines should have broader peaks. 
An example of the results obtained using the image of a simple manufac- 
tured part are shown in figure 6.1. Expectations are confirmed by the fact that 
the orientation range of the long vertical lines detected is much narrower in the 
hypothesis test than that for the shorter lines. For the HT there is no obvious 
difference between short and long lines. Note that these results were obtained 
using do = 11.25* and a threshold of 16 for the HT. For the hypothesis test a 
threshold of 16 is placed on ft, since some minimum number of points are required 
for the test to make sense (remember asymptotic arguments were used to develop 
the properties of these test). A further threshold on the test statistic of 1.5 was 
employed. This value comes directly from the Monte-carlo simulations in chapter 
4 and gives a level of 1% in the synthetic experiments when the signal to noise ratio 
is 10 dB. Results are significantly worse for the HT method when edge direction 
is assumed to be poorer and a large range of 0 values are used. For the hypothesis 
testing approach results are less sensitive to this assumption. 
Local Extremurn Detection 
Local maximum detection is often used for peak detection. It is usually called 
non-maximum suppression, though this is a confusing terminology. In our case 
lines are indicated by minima, however the algorithm is the same. Local minima 
are detected by passing a window of some given size over the calculated array and 
marking those points which are local minima. Following this step the threshold 
test can be applied to the local minima only. This improves results particularly 
as the neighbourhood size for local minimum detection is increased. Results for 
two neighbourhood sizes are given In figure 6.2 For a small neighbourhood the 
hypothesis testing method is clearly superior. In particular the long lines are 
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a. 
C. 
b. 
d. 
Figure 6.1: Lines detected for a simple manufactured part using thresholding only. 
a) Image. b) Edge points. c) HT. d) Hypothesis test 
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well isolated and no extra lines are detected. For shorter lines the performance is 
poorer. For larger neighbourhood sizes both results improve though the HT result 
improves more dramatically. 
Gerig and Klein Post-Processing 
An extremely useful post-processing method for HT was suggested by Gerig and 
Klein [14]. Their scheme is quite general and can be applied in cases where a single 
feature point contributes positive weight to a number of samples in the final array. 
As a result it is equally applicable to HT and hypothesis testing. The general idea 
is that a single edge point should only be a paxt of one structure in the image. The 
Gerig and Klein algorithm is a post-processing step which associates each feature 
point explicitly with the parameter value, out of those to which it contributed a 
non-zero weight, that has a minimum value. It can be used for instance to give 
a precise edge direction to each point by looking along the voting pattern of a 
point for the minima and giving the edge point the appropriate direction. Once 
this association is made a new array is reaccumulated using only the single edge 
direction. The result is an extremely sparse set of peaks in the array. These 
peaks are processed using a simple 3x3 local maximum detector and a threshold 
test is be applied. The results of this algorithm are shown in figure 6.2. Clearly 
this makes an important difference in the complexity of the final fine description 
obtained. For both the HT and the hypothesis testing approach each line in the 
edge map provides a single detected line. This post-processing step is used in later 
experiments with of both the HT and the hypothesis test. 
6.2.3 End-point Detection 
In many applications identifying lines of infinite extent is not sufficient. It is 
also necessary to identify the position and length of the line segment along the 
infinite line. A straight-forward way of identifying end-points for a line with known 
parameters 0, p is presented by Dudani and Luk [10]. The general approach is to 
use the parameter values of detected fines to examine a finite width stri p in the 
image and associate edge points with each line detected. A clustering algorithm 
can then be used to group edges into line segments on the basis of proximity. To 
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a. 
C. 
e. 
b. 
d. 
L 
Figure 6.2: Lines detected for a simple manufactured part using thresholding only. 
a) HT 3x3. b) Hypothesis test 3x3. c) HT 7x7. d) Hypothesis test 7x7. e) 
HT Gerig and Klein. f) Hypothesis test, Gerig and Klein. 
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a. 
Figure 6.3: a) HT lines (light) and line segments (dark). b) Hypothesis testing 
lines and line segments. 
implement the algorithm two lists are required. The list of edge points lying on 
the line and a list of line segments, i. e., groups of edge points, which is initially 
empty. Taking the first point in the list a group is formed with this single point. 
Searching through the edge point Est each successive edge point is checked to see if 
it lies within some fixed distance of an existing group. Three situations can-occur. 
1. If the edge point does not belong to any group a new group is formed consisting 
of the single edge point. 2. If the edge point belongs to a single group it is merged 0 
with the group and the end-points of the group are updated. 3. If the edge-point 
belongs to multiple groups all groups are merged into a single line segment. Once 
the edge list has been processed the line segment list will contain a list of all 
the line segi-nents. Line segments shorter than some pre-specified length can be 
eliminated. The Gerig and Klein post-processing method already identifies edge 
points with specific lines and therefore simplifies the first step of the algorithm. 
The results of applying this method of end-point detection to both the HT 
and the hypothesis test are shown in figure 6.3. The inter-point distance threshold 
is 8. Even for this simple edge map there are some differences between the two 
methods. The HT tends to associate short lines together even though they may 
not be a part of the same structure. This is because it is quite possible to pass 
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a long line through two shorter lines of similar position and orientation. As a 
result the parameter values are influenced and visually they appear inaccurate 
though the actual line segments identified are similar to those detected by the 
hypothesis test. The hypothesis test does clearly separate short line segments. 
This is because the peak in parameter space reflects the shape of the line segment, 
that is how compactly the points are distributed rather than just the number of 
points. There are several clear examples of this in figure 6.3. There is a short 
horizontal line on the right-hand side of the part which is merged inappropriately 
with a bordering lines segment on the left-hand side. A more detailed comparison 
of the two methods is given later for a large set of images. 
6.3 Estimation Procedures 
The equivalence between rninin-iising H(O, p) and the class of Generalised Maxi- 
mum Likelihood parameter estimation techniques was explored in chapter 5. This 
equivalence suggests that iterative methods which are used to implement estimates 
can be employed to find minima of Hough transform type functions. The HT it- 
self can be thought of as an approidmate way of identifying nýdnima by sampling 
the function on a dense grid. One of the difficulties with using iterative methods 
is that good starting points axe required. This is particularly true for the Hough 
methods since the kernel is designed to be very narrow and in order for an iterative 
method to work the starting point should be close to the peak location. 
There are a number of ways in which the iterative methods may be used. An 
obvious application is as a way to improve the parameter estimates obtained from 
sampled HT's in situations were high accuracy is important. Niblack and Petkovic 
[44] have previously suggested a method for obtaining high accuracy parameter 
estimates from HT schemes using a search based approach. This approach did not 
use gradient based iterative methods since a formal definition of the HT algorithm 
was not employed and therefore values for the derivative of the function being 
maxin-ýised were not available. Clearly since the gradient is known the performance 
of these methods can be improved significantly. In order to verify the accuracy of 
the methods carefully calibrated images are required. 
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In this section a detailed discussion of iterative estimation based on gradient 
descent methods is given. These procedures can be used as a part of a variety 
of different algorithms and hence are generally useful. In addition a fairly simple 0 
algorithm which uses the methods is presented. The algorithm is based on a 
hierarchical structure similar to that presented in appendix B. 
6.3.1 Iterative Parameter Estimation 
As discussed in chapter 5, the O, p parameters for a line can be estimated by 
maximising or minimising a quantity of the form 
n 
H(O, p) p(xi cos 0+ yj sin 0- p) (6.5) 
or equivalently by solving the equations 
aH (0, P) 
ao 
E(-xi sin 0+ yj cos O)p'(xi cos 0+ yi sin 0- p) 
i=l 
OH(O, p) n 
OP -Ep, (Xi Cos O+yj sin o -P) =0 (6.6) i=l 
Using this approach all points along the infinite line which lie inside the support 
region of the function p will influence the final estimate. Since edge maps contain 
a profusion of other structures the estimation procedure can be improved by trim- 
ming. This is done in two ways. Firstly edge direction can be used to trim points 
which are not approximately aligned with the direction of the line. Secondly the 
position and the length of a line segment can be estimated using robust techniques 
simultaneously with 0 and p and used to trim points which are far away from the 
mid-point (in comparison with the estimated length). The trimming is introduced 
into the equations above to give the following two equations which must be solved 
simultaneously. 
n 
si (0, p) = Evi(O)P, (ui(o) -p)q(O, oi, ý, 
i) = 
i=I 
n 
S2(OiP) -= -Elý(Ui(O) - P)9(0ýOiiýJ) (6.7) 
i=l 
where Oi is the measured edge direction, ý, I are estimates of the line mid-point 
and length. The functions 
uj(O) = Xi Cos 0+ Yj Sin 0 
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Vi(e) = xi sin 0+ yj Cos 0 
(6.8) 
have been defined to simplify the notation. These functions represent a rotation 
of the co-ordinate axes, where ui(O) defines the position of a point i orthogonal to 
a line with orientation 0 and vi(O) is the position along an axis parallel to the line. 
The trimming function q is defined by 
q(o, Oi, ý, b= Rc 
0- Oi 
Rc Vi(o) - (6.9) 
( 
do 
)i 
The components of the trimming function used to eliminate points, depending on 
their gradient direction or position are flat windows with smooth cosine transitions. 
Specifically 
1, IxI < 0.5 
Rc(x) = 0.5 + 0.5 cos('(1'1-0**s)) 0.5 < IzI :50.5 + wt (6.10) Wt 11 - 
10, 
otherwise 
wt is the transition width. For a small wt this window approaches a rectangular 
trimming function with discontinuities. It is well known that from a robustness 
viewpoint, the use of "hard" discontinuities should be avoided since they can lead 
to poor performance in terms of asymptotic variance [19], [71 in the presence of 
contamination. 
Defining S(2) ý [SI i S2 
]T the problem is to find a solution to the equations 
S(Q) = 0. This set of equations clearly has multiple solutions since the terms 
in the summation can all be zero for certain values of the parameters. Solutions 
which constitute actual lines can be found by starting near minima of (6.5) and 
then using a Newton method to find the true solution from this starting point [43). 
Call the starting point f2j. A Taylor expansion around the starting point can be 
written 
+ 
os(n) 
AQ 
of 
ifil 
If the actual solution is sufficiently close to Q, then a good appro)dmation to the 
step required to reach it is found by setting S(Q*) =0 and solving to give an 
updated solution 
(6.12) 02 = ý11 
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The notation []-' in this instance indicates matrix inversion. Repeating the process 
will generally lead to a solution for Q. The components of the iteration are the 
vector function S which are given in (6.7) and the matrix Naisi. Now, 
as 8"1 o"i ao a 
ap 2go, (6.13) 
and the individual terms are 
os, n 
00 
(vi(O), 
p"(ui(0) - p) - ui(O)P, 
(ui(0) 
- p» q(o, 
+ E vi (O)p'(u i (0) - p) - g(0, Oi, 1, i) 00 
vi(O)P"(ui(0) - PWO, Oi, ý, i) 
OS2 n 
00 -Evj(o)p"(Ui(9)-p)q(o, 
oj, ýj) 
19S2 
ap 
(6.14) 
In practice, to simplify the computation the contribution from the derivative of 
the trimming function is assumed to be small and therefore ignored. This is 
justified by the fact that q is constant over the range of interest in both edge 
angle and line segment position and length. Points in the transition regions of 
the trinuning function are likely to be outliers. If there are only a few of these 
the contribution from the main terms will dominate. These terms along with 
(6.7) give a complete description of the iterative updating procedure. The process 
of iteration is stopped when the update step falls below a preset threshold. The 
Newton method can be viewed as a way of calculating an optimum step size for the 
gradient updating procedure. This step size is provided by the inverted matrix of 
the partial derivatives of the equations (6.7). This step is only valid if the function 
is locally convex. The iterative process will actually diverge if this is not the case. 
127 
For narrow kernel functions the local convexity assumption is only valid close to 
the peak. If the optimum step size is not used the range of application can be 
extended by just using a fixed step size A multiplied by the gradient values. That 
is use the procedure 
02 = nl - AS(f2l) (6-15) 
However final accuracy will be limited by the size of A and convergence will be 
slow if A is chosen too small. In practice the Newton method has been used. It 
was necessary to use a broader function than for the detection methods described 
earlier to obtain convergence. The use of a broader function extends the range 
over which the convexity assumption applies. 
One of the trimming functions requires estimates of the mid-point -y and 
the length 1 of a line. This amounts to estimating the mean and variance of the 
distribution g in the density function model introduced in chapter 3. Estimates 
can be obtained using simple robust techniques for position and scale estimation. 
In this work weighted versions of the median and the median deviation. have been 
employed. This choice was motivated by their well known robustness to contami- 
nation and their simplicity. 
The median [19) ý of a set of points Ivj(O)j is the solution to the equation 
sigm(vi(O) - 
In the mid-point estimation problem the median should be representative of the 
median of points which are associated with a line and should not be influenced 
by points due to other structures. In the form above this is clearly not the case 
since points located at different orthogonal distances ui(O) from the line will have 
the same influence on the mid-point estimate. Agairf a trimming function can 
be introduced in the median calculation to ensure that this goal is achieved. A 
weighted median is defined as the solution to the equation 
=n Rc 
u'(0) P Rc 
0- 
Sign(vi(O) -0 (6.17) SM dp do 
where dp is a parameter which controls the width of the region around the line 
that influences the final result. d. is chosen to be 1 for the experiments later. The 
equation can be solved iteratively by applying the gradient update 
Yt+l ASN) (6.18) 
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where A is a pre-chosen step size. Unfortunately because the sign function is 
discontinuous the second derivative is either 0 or does not exist and a Newton 
method cannot be used to get an optimum step size. In practice A should be chosen 
small enough that the final error is acceptable. This also means that convergence 
can be slow if the starting point is far from the final solution. Generally A=1 
has been employed in the experiments described later. 
An unbiased robust estimate of the width of a uniform distribution of points 
is given by the solution I to the equation 
n5- 
Rect 
2vi(O) 
0 (6.19) Ei i=1 
10. 
The estimate is known as the Median of Absolute Deviations [19] and is known to 
be very robust. To ensure the solution depends only on points associated with the 
line the trimming function above is also used. Hence an estimate of the length of 
a line segment is given by the solution to the equation 
n 
Re u'(0) -P Re 
0-0.5 
- Rect 
2vi(O) 
0 (6.20) 
dp d9 
To find a solution the iterative update 
it+, = it - AS(it) (6.21) 
can be used. 
These two iteration steps can be applied sequentially to simultaneously esti- 
mate the mid-point and the length of a line. Of course to be effective in reducing 
the influence of contamination on the estimates of 0 and p they are iteratively 
updated at the same time as these parameters. Other more complex redescending 
estimators could be used to obtain the mid-point and length. In fact improve- 
ments may be obtained by using redescending estimators since they can eliminate 
entirely the influence of other line segments which may have the same or similar 
parameters. Redescending methods are likely to be slightly more complex. 
6.3.2 A Hierarchical Optimisation Method 
The main problem with applying iterative methods is the need to obtain accurate 
starting points. The HT or the hypothesis test statistics could be used to produce 
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starting points. However it is interesting to consider alternative approaches. In 
appendix Ba hierarchical approach to line detection is described which uses ideas 
from the HT. This method has been found to be both efficient and quite reliable 
and is used in the next section in the comparison of various line detection methods. 
The motivation behind this algorithm is to improve the sensitivity to local struc- 
tures by initially detecting line segments in sub-images and successively merging 
these segments into longer lines. The use of a hierarchical structure also introduces 
some proximity constraints into the scheme since there is no possibility of short 
lines from widely different areas in the image "interfering" with each other. The 
reasons for its efficiency are that local Hough transforms can be calculated using 
small accumulators and that in the subsequent analysis line segments are used as 
feature points making the amount of data propagating in the algorithm very small. 
The same arguments can be used to suggest that local hypothesis tests can be 
used to obtain initial starting points for an iterative method. Since local detection 
is likely to be more sensitive to short lines and it is assumed that long lines are 
detectable locally (that is they are not formed from very sparsely separated points) 
a set of starting points obtained from local tests is likely to be very complete. A 
remaining problem is how global lines can be obtained from this local description. 
Iterating directly from each local starting point using the complete edge point 
set would certainly be computationally expensive since a large number of starting 
points will be found. Most line segments are localised in a small area of the 
complete image. In fact most of the line segments in any image are very short, 
only a few long lines will exist. A hierarchical structure similar to the one described 
in appendix B seems a natural candidate for an efficient way to proceed from the 
local line segments to final solutions using iterative methods. Using hierarchical 
structures it is possible to iterate line segments only using data points from a sub- 
image smaller than the complete image with a size which depends on the length 
of the line segment. A tree structure is formed in which solutions propagate to a 
level which depends on length. 
General Structure 
The algorithm operates within a quad-tree structure of some pre-specified depth 
K having K+1 levels. Each node in the tree is connected to four sons below it and 
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to one parent above. Note that this is different from the overlapped tree structure 
used in the hierarchical line finder described in appendix B. Each node in the 
tree at level k has a view of the image edge point data through a window of size 
L therefore at any particular level of the tree the windows are overlapped. 5r=rr+-I-)j 
These windows define the particular data set which each node uses in the algorithm 
computation. The algorithm starts at level 0 where an initial set of starting points 
are obtained using a straight-forward array of detectors as described in the next 
section. Moving to the next level (level 1) the solutions in the four sons of a 
particular node are used as starting points in an iteration using the methods 
described earlier and the set of data points contained inside the windowed view 
of the image. Iterative methods are used to simultaneously estimate the four 
parameters 0, p, tj 1. The specific processing steps at each node are 
1. Check a starting point for convergence of the length estimation. If it has 
converged ignore it, else proceed. 
2. Iterate from starting point until convergence to obtain new estimates for 
01 P, 'f, 1. 
3. Check the solution using the hypothesis test. If it fails ignore it, else proceed. 
(L )2. 
4. Check if the mid-point of the line segment lies inside a box of size W=r 
If it does accept it as a solution, else ignore it. 
The first step checks if the solution obtained at the previous level is stable. 
The length iteration is checked since any line which is longer should be iterated 
further at the next level. The assumption implicit in the algorithm is that lines for 
which the length estimate is locally stable will be globally stable and therefore are 
not necessary for further processing. The hypothesis test is used at the conclusion 
of the iteration since it is possible that the solution found is not valid. This would 
happen if the iterative procedure diverged, or if the more global line is a part of 
an extended structure which is not sufficiently linear. For example a circular arc. 
The mid-point of the line is checked to ensure that only lines which fall inside 
the central region of the node are kept as solutions for the node. This prevents 
solutions being represented in multiple nodes at a single level and increasing the 
computational requirements. 
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This process is applied to every node at a particular level and then also 
successively at higher levels in the tree until the top of the tree is reached. Upon 
completion each level has a set of stable, valid solutions which together represent 
the line segments in the edge map. In general short lines remain at low levels of 
the tree while longer lines will be found at higher levels. This is similar to the 
hierarchical line finder in appendix B. Overlapped windows are used to ensure that 
a fine will not stabilise just because it happens to lie on the edge of a particular 
window. Note that solutions are not deleted from lower levels as the solutions 
propagate upwards. Hence at the completion of the process a line segment has 
multiple solutions of varying lengths. These are eliminated in a post-processing 
step which takes the longest interpretation for any line segment. 
The aim of the hieraxchical structure is to provide a good sensitivity to 
short lines while at the same time keeping computational requirements reasonable. 
Computation is reduced in the tree structure because solutions are only iterated 
in local windows. At high levels of the tree only few lines remain. This improves 
efficiency in comparison with say using all the low-level starting points on the 
complete image. 0 
An example 
The results of applying the algorithm to the simple image shown in figure 6.1 axe 
given in figure 6.4. The low-level detection results were obtained using a 32 x 16 
accumulator for 0xp. The test statistic described in chapter 4 was employed with 
a threshold of 1.5 and an additional threshold of 8 on ft. The bottom level sub- 
images were of size 16 x 16 positioned 8 pixels apart. The. limits on the accumulator 
array are defined so that the p samples are 0.5 pixels apart. This is identical to 
the window size and sampling used for low-level detection in appendix B. The 
detected segments were given a starting value of -y =0 and I=6. These solutions 
were used as starting points for the hierarchical structure. 
For the iterations a scaled version of the kernel function described in chapter 
5 was used. The scaling resulted in a kernel with a width of ±2 pixels. This is 
broader than the function used for testing by a factor of approximately 2. The 
increase is necessary to ensure convergence of the Newton method. For narrower 
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a. b. 
Figure 6.4: a) Short line segments detected. b) Final line segments detected. 
kernels functions the starting points are not sufficiently accurate. The iterations 
were terminated when the updates for 0, p, -y, I were less than 0.005,0.05,0.9,0.9 
respectively. The final result shows only those line segments which increased in 
length from their starting values. The results obtained are comparable to those 
for the standard methods. A more detailed evaluation and comparison is given in 
the next section. 
6.4 Experimental Comparison of Methods 
As a final illustration of the comparative performance of the line detection meth- 
ods suggested in this thesis and the standard HT a set of 10 images of manufac- 
tured parts were used as test examples. Edges were obtained using the algorithm 
described in appendix A. The performance of four methods were explored: the 
standard HT implemented as a sampled array followed by the Gerig and Klein 
post-processing and end-point detection, the Hypothesis test sampled with the 
same post-processing steps, the hierarchical line detector described in appendix 
B and the hierarchical optimisation method. The comparison covers two aspects. 
The quality of the final line segments detected and the computational cost. In 
both cases the comparison is rather informal. In the case of the detection perfor- 
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mance this is because calibrated measurements of actual line segment position are 
not available. Experiments with synthetic data would be possible however syn- 
thetic data which is representative of realistic scenes is rather difficult to devise. 
Computational cost is illustrated using implementations in a high level language 
on a SUN 4/390. Ultimately computational cost depends on the target machine 
and language and therefore a generally valid method of assessing cost is difficult. 
The analysis given does however give a broad idea of compleidty. 
6.4.1 Quality of Results 
The four methods: standard HT, hypothesis testing, Hierarchical line detector 
(appendix B) and Hierarchical Optimisation were applied to the detection of line 
segments in images of 10 manufactured parts. The edge maps were obtained using 0 
the edge detector described in appendix A with a7 tap optimal filter described 
in [461. The two edge gradient magnitude thresholds required were fixed at 0.05 
and 0.1 times the maximum gradient value. The parameters required to specify 
the algorithms are described in the previous sections. For the purposes of com- 
parison the algorithms will be denoted, HT (Standard Hough Transform), HYT, 
(Hypothesis test), HLF (Hierarchical Line Detector from appendix B) and HOPT, 
(Hierarchical optimisation scheme). 
Standard HT and Hypothesis Test 
The most interesting and obvious comparison is between the HT and the HYT 
approach. These algorithms are identical except for the test statistic which is 
calculated and therefore a true idea of the behaviour of the suggested methodology 
can be gained wit hout confusion from other implementation specific issues. The 
results of the two methods are given in figures 6.5c, d - 6.14c, d. Both the lines 
detected and the line segments which are derived from these by point clustering are 
shown. The results provide evidence for some interesting differences in behaviour 
between the two methods. 
The HT has a tendency to identify points with a line segment which contains 
the maxiinurn number of points. This is obviously true since the value of the HT 
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array is just the number of points in the line. Clearly when the Gerig and Klein 
post-processing step is labelling points with the appropriate maxima the line with 
maximum points will be chosen. The HYT is different. The magnitude of the value 
in the array depends on the compactness of the distribution of points around a 
line. If a set of points is very straight then the magnitude will be high while if the 
points are widely distributed around the line the magnitude will be low (remember 
the actual value will be negative). This measure does not depend on the number 
of points in a line, though a threshold of 8 points is used to eliminate lines with 
few points. 
The consequences of this property are evident in all of the test examples 
and the two approaches give quite different results. The simple example of figure 
6.5 (a12) was discussed earlier. It is clear that the parameter values obtained for 
the short lines from the HT are influenced by points in other parts of the image. 
For the HYT this is not the case and results appear more accurate. A further 
interesting example is given in figure 6.7 (bb2). The far left-hand side of the part 
has an almost vertical, saw-toothed shaped edge. The HT detects a single line 
which passes through only some of the points on the edge. The HYT detects 3 
fines which are clearly more representative of the actual shape of the edge. In 
figure 6.9 (clwt) the larger part has a set of parallel, almost horizontal lines, near 
the bottom, which are due to actual edges of the part and also to highlights from 
depth discontinuities. The HT forms a number of lines which are compoýites of 
actual lines with widely varying orientations that are not representative of the true 
orientation of the lines. The HYT forms a set of distinct parallel lines, one for each 
line segment. There are numerous other examples in the tests which illustrate this 
behaviour. In general the HYT is much more sensitive to shorter lines and does 
not tend to merge lines which may have approximately the same parameters. 
There is what may be construed as a negative aspect to the HYT method. 
Examining the part of figure 6.10 (ebpl) it is clear that the HT extracts a much 
more complete set of boundaries for the part. The HYT gives boundaries which are 
broken. This is again due to the fact that the HYT is sensitive to the distribution 
of edge points rather than the number of edge points. The boundaries on this 
particular part are not very straight when taken as a whole. In part this is a 
matter of design since in calculating the threshold some worst case signal to noise 
ratio must be assumed. Points will still be assigned to lines with a high value of 
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test statistic in the Gerig and Klein step and therefore straight shorter lines will 
be detected in favour of longer broader lines. The use of a broader kernel function 
can be used in situations where less compact distributions are expected. 
Hierarchical Line Detector 
A further interesting point of comparison is between the hierarchical line detection 
scheme and the standard HT and HYT methods. The motivation behind the 
hierarchical scheme was to introduce proximity constraints directly in the grouping 
process in order to improve the sensitivity to short fine segments. We have seen 
that the hypothesis test already improves sensitivity to some extent. In the tests 
performed there are no obvious examples of the improved sensitivity of the HLF. 
However in figure 6.9 (clwt) there is some evidence for the usefulness of proximity. 
The horizontal lines at the bottom of the part which are approximately parallel 
are identified separately in the HLF because of the imposed proximity constraint. 
The results are slightly better than the HT but not an obvious improvement on 
the HYT. 
One negative aspect of the hierarchical method is the limited accuracy of the 
parameter values can result in lines which have small differences in position and 
orientation being merged together. An excellent example of this is provided by 
the results of figure 6.13 (ptst). The separate box shapes formed in the edge map 
of this part are due to the overlap of two different parts. The edges detected have 
slightly different parameters because of the effect of shadowing. One can argue 
about which lines are actually due to the same feature in the image however it 
is appropriate to ignore the image and just consider the appeaxance of the edge 
map. The hierarchical line detector merges some of these edges giving slightly 
skewed values for the parameters. The standard HT also merges some segments 
inappropriately though in general the result is more accurate. The hypothesis test 
method is slightly better than the standard HT. This tendency to merge different 
line segments also manifests itself to produce heavily overlapped lines when there 
is a small difference in orientation of the segments. For example in figure 6.7 (bb2) 
there is a slight difference in orientation of one of the long vertical lines which yields 
two overlapped segments in the hierarchical method. The standard HT detects this 
as a single line while the hypothesis test method detects two clearly separated line 
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segments. There are numerous examples of heavily overlapped structures found 
by the hierarchical method. 
Hierarchical Optimisation 
The hierarcMcal optimisation algorithm bears a structural similarity to the hier- 
archical line detector. In terms of detection performance the results are broadly 
comparable. However the optimisation method does not tend to produce over- 
lapped structures with lines of similar orientation. As a consequence the final 
results are more accurate. For example the representation on the left-hand verti- 
cal boundary of figure 6.7 (bb2) is superior to that provided by the hierarchical 
method and is similar to the result provided by the hypothesis test. Sometimes 
the line lengths estimated by the optimisation method are not accurate. This is 
due to the assumption of a uniform distribution of points. If a line contains a gap 
then the uniform assumption is not valid and the line length will be biased. For 
example in figure 6.9 (clwt) one of the bottom horizontal lines is much longer than 
the structure in the image. In fact this line is formed from two segments, one due 
to the very short segment of edge points to the left and the other due to the longer 
segment in the middle of the part. Each of the length estimates are influenced by 
the other set of points and are therefore distorted. 
6.4.2 Computation Time 
The algorithins were implemented in PASCAL on a SUN 4/390. The times taken 
to obtain the line segments from the edge points on this particular machine are 
given in table 6.1. Clearly the hierarchical grouping (HLG) is universally the 
fastest algorithm. This efficiency stems from the simple low-level detection and 
the much reduced data set which is used in later processing (see appendix B). The 
implementations of the HT and the hypothesis test algorithms are broadly similar. 
The HT is slightly faster as might be expected since the hypothesis test requires the 
calculation of two arrays and some other extra computations. Since the algorithms 
are identical aside from this, the total additional time can be assumed to come 
from this aspect of the computation. 
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Part HT Hypothesis HLG HL optimise 
a12 62.4 69.5 2.4 25.3 
a22 64.7 73.5 3.7 53.5 
bb2 67.8 80.0 4.2 57.2 
bs2 65.7 75.4 3.4 43.7 
clwt 81.2 105.6 9.9 163.6 
ebpl 90.8 124.3 11.4 173.3 
hbb 74.5 93.0 6.6 108.2 
hs2 65.8 76.4 3.8 47.6 
ptst 77.0 98.9 8.8 131.1 
s12 75.0 94.7 7.2 123.6 
Table 6.1: Computation time on a SUN 4/390 in seconds 
The hierarchical optimisation is unusual in that the results do not seem to 
increase in proportion with the increase in time spent in the standard implemen- 
tations. This is also true of the hierarchical grouping method. This implies that 
the hierarchical methods are influenced by the structure in the image as well as 
the number of points in edge map. The standard methods in general depend to a 
large extent just on the number of points. The optinýdsation method is quite effi- 
cient in comparison with the standard implementations in simple images though 
it becomes computationally less attractive for more complex images. 
6.5 Discussion 
In this chapter implementations of several methods of line detection have been 
considered. The considerations which are important for achieving good results on 
standard implementations of the HT and the hypothesis test method have been dis- 
cussed. Experimental evaluation shows that the hypothesis test method is clearly 
superior to the standard method because it forms an array in which the results 
depend on the '-shape" of the line rather than on length. The hierarchical method 
of appendix B was shown to be very efficient, though it has some performance 
disadvantages due to its tendency to merge lines. 
The implementation of HT type methods using iterative techniques was con- 
sidered and general algorithms presented. A specific approach which uses the 
iterative algolithms in a hierarchical structure was described. This method is 
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sometimes more efficient than the standard implementations though its efficiency 
depends on the structure in the edge map. Results from the algorithm are com- 
parable to those of the hierarchical line detector. In general the efficiency of the 
optin-iisation method was disappointing. This is probably due to the sophisti- 
cate*d optimisation which was attempted, i. e., simultaneously estimating all four 
parameters. It may well be that a simpler algorithm which just estimates the 0, p 
parameters initially and extracts the other parameters in a post-processing step 
may provide better performance. 
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Figure 6.5: Results for part a12. a) Image. b) Edges. c) HT. d) Hypothesis test. 
e) Hierarchiczd line detector. f) Hierarchical optimisation. 
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Figure 6.6: Results for part a22. a) Image. b) Edges. c) HT. d) Hypothesis test. 
e) Hierarchical line detector. f) Hierarchical optirnisation. 
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Figure 6.7: Results for part bb2. a) Image. b) Edges. c) HT. d) Hypothesis test. 
e) Hierarchical line detector. f) Hierarchical optirnisation. 
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Figure 6.8: Results for part bs2. a) Image. b) Edges. c) HT. d) Hypothesis 
test. 
e) Hierarchical line detector. f) Hierarchical optimisation. 
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Figure 6.9: Results for part clwt. a) Image. b) Edges. c) HT. d) Hypothesis test. 
e) Hierarchical line detector. f) Hierarchical optimisation. 
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Figure 6.10: Results for part ebpl-. a) Image. b) Edges. c) HT. d) Hypothesis 
test. e) Hierarchical line detector. f) Hierarchical optin-ýisation. 
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Figure 6.11: Results for part hbb. a) Image. b) Edges. c) HT. d) Hypothesis 
test. e) Hierarchical line detector. f) Hierarchical optimisation. 
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Figure 6.12: Results for part hs2. a) Image. b) Edges. c) HT. d) Hypothesis 
test. 
e) Hierarchical line detector. f) Hierarchical optimisation. 
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Figure 6.13: Results for part Ptst. a) Image. b) Edges. c) HT. d) Hypothesis 
test. e) Hierarchical line detector. f) Hierarchical optimisation. 
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Figure 6.14: Results for part s12. a) Image. b) Edges. c) HT. d) Hypothesis test. 
e) Hierarchical line detector. f) Hierarchical optirnisation. 
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Chapter 7 
Conclusions 
7.1 Summary of Contributions 
In this thesis a formal approach to the design of HT like methods for detection 
of curves, specifically lines has been developed. This has entailed a study of 
the fundamental nature of HT algorithms resulting in the conclusion that it is 
a member of a class of methods which are specified by a kernel function defined 
jointly on the parameter space and the feature space. The definition of this kernel 
function is implicit in the choice of a parameterisation of the problem and of a 
quantisation of the parameter space. A result linking parameter space cell shapes 
and feature space templates was developed which illustrates some properties of the 
kernel function. This analysis suggests that the HT is a member of a wider class 
of functions which are not all definable through the HT paradigm, i. e., cannot be 
defined by quantisation of a parameter space. In fact the HT in its original form 
always yields two-level discontinuous kernel functions. 
Using this analysis two quantitative approaches to the design of HT methods 
were proposed. The first is based upon a hypothesis testing paradigm. Each 
sample of the HT is considered as a test statistic which is calculated to make a 
decision about the presence of a curve segment with the paxticular parameters in 
the feature point set. The behaviour of testing methods can be quantified using the 
power function. This describes the probability of a particular test rejecting a data 
set as a function of the underlying parameters of the data. A set of 3 summary 
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performance measures called test efficacies were developed. These measures are 
monotonically related to the rate at which the power function increases at the 
null hypothesis for the parameters O, p, w. The parameter w represents the scale, 
i. e., the width of a line and the behaviour of the power as a function of this 
parameter quantifies the response of the test to broad structures. A suitable 
design methodology for HT kernels is to attempt to mai6mise the rate at which 
the power function increases away from the null hypothesis. This in some sense 
minirnises the width of the peak in parameter space. The maximisation of the test 
efficacies for p and w were considered. 
Several approaches to design were explored. In the first instance a con- 
strained solution was sought in which all kernel functions could be expressed as 
one-dimensional filtering of a standard HT. The problem resulted in a set of non- 
linear quations which could be solved for the filter coefficients. In the second 
instance continuous solutions were sought. These solutions are a generalised type 
of HT since they cannot be represented using the original HT formulation. Using 
the influence function approach to robustness analysis the sensitivity of the test 
efficacies to small changes in the underlying model assumptions was considered. 
From this a set of constrained problems which maximise the test efficacy with a 
bound placed on the sensitivity of the test efficacy were developed. The optimal 
unconstrained solution were obtained by relaxing the sensitivity constraint. This 
particular approach was considered for both the p and w test efficacies, yielding 
two different kernel designs. Results on synthetic data demonstrate the perfor- 
mance of the methods. For real edge data both classes of optimal functions yield 
little improvement over standard rectangular kernel HT methods. The reasons for 
this include the lack of an accurate model for the edge detector and also the fact 
that the original rectangular kernel can perform quite well. So even with a perfect 
model the improvements which will be obtained are modest. 
The hypothesis testing approach, along with providing optimal kernel de- 
sign procedures also suggested a basic change to the HT. As the early analysis 
demonstrates the HT simply calculates the number of points in a template. This 
number is then used to decide on the presence of a line segment in the feature 
set. There is a problem though in that the value obtained depends on the length 
of a line. In many instances a short line will yield a small HT value, while some 
spurious structure in the image can yield a high value. The hypothesis testing 
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approach suggests that the ratio of the HT value with the number of points in the 
sample should be used as the measure for comparison. This is fine if the feature 
space has a single line, however in most problems a profusion of structures exist. 
A straight -forward way to obtain this behaviour is to assume that the number of 
points in a line segment is the number of points in a broad template surrounding 
a line. The procedure then is'to take the ratio of the HT with the number of 
points in the broad template, with some suitable, low, threshold on the minimum 
number of points in the broad template. Hence the final number calculated gives a 
measure of the fit of the data to the linear model and is independent of the length 
of the structure. As a result the analysis detection of peaks in the final array is 
simplified and sensitivity to short but straight lines is improved. 
A second approach to analysing HT performance, using results from estima- 
tion theory was also briefly discussed. These results do not apply to discontinuous 
HT methods, unlike the hypothesis testing results, and therefore are of limited ap- 
plication. They can be used to analyse the accuracy of continuous kerne -I methods. 
A direct comparison of accuracy with standard methods such as least-squares is 
possible and shows that the HT like methods are capable of excellent performance. 
The estimation theory viewpoint also suggests that iterative methods which are 
commonly used can be usefully applied to improve accuracy of HT methods. They 
may also be useful from a computational viewpoint in high dimensional problems. 
An implementation was suggested. 
7.2 Future Work 
There are a number of immediate problems which are interesting prospects for 
future work. 
The normal distribution which is assumed for all test statistics is not par- 
ticularly accurate for the HT test kernel. This is shown in the difference between 
Monte-carlo experiments using simulated edge point data with a Gaussian model 
and the power function calculated assuming a normally distributed test statistic 
in chapter 3, figure 3.4. The precise distribution of the HT is a binomial with ap- 
propriate probabilities assigned to the kernel values +1 and -1 from the overlap of 
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the template and the assumed model distribution. It would be interesting to apply 
this precise model to the problem of evaluating HT performance and optimising 
quantisation parameters. 
. In chapter 3 an approach to the design of a sampling grid was suggested. 
The traditional way of implementing the HT is as a sampled array. For high 
dimensional problems the use of this type of implementation is prohibitive though 
it would be interesting to consider the sampling problem for the line detection 
case. Methods which improve efficiency by using projections of the space, for 
example, the two stage circle detection method [25] may also benefit from this 
type of analysis. 
In general the analysis presented is applicable to more complex detection 
tasks. This would include curves, surfaces and motion detection. The improve- 
ments in performance noted in chapter 6 for line detection will almost certainly 
extend to more complex problems. The idea of using the "fit" of the data to 
the model, given some pre-chosen minimum number of samples, as opposed to the 
number of points inside a template is generally applicable. It is almost certain that 
the definition of test efficacies for more complex problems will include as specific 
components the shift and scale problems which have been analysed in this thesis. 
As an example, for polynomial surface detection, in which the data are modelled 
as a polynomial function z EPx XjUk + n(x, y), where n is an inde- 
. 7=0 
Ekpv=O aj+kp. 
pendent noise process, the efficacy along the axis ao will be identical to the shift 
test efficacy developed in chapter 3. The test efficacy for scale is also applicable 
since it represents the response of the system to changes in the noise level. What 
is likely to arise out of a detailed analysis of more complex problems is the geo- 
metrical aspects which influence the behaviour of the test. For example in the line 
testing problem we found that the test efficacy for 0 was dependent on the shift 
efficacy and scale efficacy and the position and length of the line segment relative 
to the foot of the normal of the line. More complex relationships such as these are 
likely to emerge for the test efficacies of other parameters. These relationships do 
not depend on the kernel but on the parameterisation of the problem. 
For the sensitivity analysis the parameterisation. of the problem also results in 
some uncontrollably high sensitivity. For example the line detectors are sensitive 
to points which lie far from the foot of the normal. These cannot be controlled 
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without prior knowledge of the position of the segment. The imposition of a finite 
retina constrains the sensitivity to be finite. More complex problems are also 
likely to be susceptible in this way and the analysis of chapter 4 can be applied to 
discover the likely problems. 
A very useful improvement which is possible for the line detectors presented 
in this thesis is a study of the way in which edge direction may be incorporated 
into the test statistic and the benefits which this may yield. We would conjecture 
that using edge direction in the conventional way, i. e., by just voting along some 
range of edge directions is not likely to provide an increase in local power. It is 
a useful way to trim the sample so that contaminating data points are removed 
and the data set used fit the assumed model better. However it is interesting to 
consider that there are other ways to involve edge direction in the test procedure. 
The usual way can be represented in the form 
1n 
T(O, p) = -7 E p(xi cos 0+ yj sin 0- p)q(oi - 0) n j=1 
where q is some trimming function. This is not however the same as considering 
a general function 
n 
T(O, p) = .7E p(xi, yi, 0j, 0, p) (7.2) n j=1 
Therefore from a more general viewpoint there may be a way in which edge di- 
rection information can directly improve local power. It is important to study the 
more general class of test functions represented above. Of course edge direction 
is one local measurement which can be used. There is also the possibility of us- 
ing curvature information. In the case of surface detection surface normals and 
curvatures may be used. 
In this thesis computational methods have only been briefly addressed and 
these only within the simplest example of line detection. Line detectors can be 
implemented with standard techniques, i. e., sampling the test statistic. For more 
complex problems direct sampling is not a viable alternative. In chapter 6 itera- 
tive methods were described for line detection. The computational advantage of 
these methods over the conventional methods for the line detection problem is not 
evident. One of the reasons for this was the attempt to extract all parameters 
of a line segment using iteration. Simpler methods which just attempt to extract 
shape parameters using the iterative methods may be more comparable. The ad- 
vantage of iterative methods is likely to become more evident in high- dimensional 
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problems since the cost of the sampling implementation is a function of the sample 
rate raised to the dimensionality of the problem i. e., exponentially increasing. For 
iterative methods the cost is possibly just proportional to the number of parame- 
ters i. e., linear. There are many potential problems with iterative methods, such 
as obtaining good starting points, ensuring convergence - in short finding a good 
algorithmic structure in which to embed the iterative methods. Multi-level hierar- 
chical methods seem to be a useful approach since they obtain good sensitivity to 
local structure by starting in small regions of the image. The use of multiple levels 
is a way to improve computational efficiency by allowing solutions to merge and 
only allowing solutions of a suitable size to propagate upwards. There are many 
ways in which to develop hierarchies and the solution presented in this thesis may 
not be optimal. 
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Appendix A 
A Sub-pixel Edge Detector 
A. 1 Introduction 
Most edge detectors used in vision systems calculate only quantised edge locations. 
In chapters 3,4 and 5 use has been made of a specific model of the way in which 
edge points from a single line axe distributed. This model does not include quan- 
tisation effects and is therefore inadequate for modelling quantised edge detector 
output. It is possible to obtain sub-pixel edge point location and a number of 
approaches have been suggested in the literature. Sub-pixel edge detectors should 
achieve relatively accurate edge point location since it is likely that quantisation 
effects dominate the errors in standard edge detectors. The major motivating fac- 
tor in tlýs work is that the distribution of edge points for lines can be modelled 
by continuous distributions. For some of the results, notably the optimal filters, 
developed in chapter 3, continuous distributions are necessary for their validity. 
In the next section the edge detector is described. The method is not new 
and is based on the work of Spacek [55]. In fact Spacek's work has been followed as 
closely as possible. In the third section the detector is characterised using synthetic 
grey-level step edges contaminated in Gaussian noise. The modelling of an edge 
detection system using distributions is itself a difficult task and in this work no 
attempt is made to obtain precise models. The structure of the model proposed in 
chapter 3 is assumed to be correct aild the nature of the density function orthogonal 
to the line is investigated. The characteristics considered are Skew, Kurtosis and 
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the Chi-Squared fit to a Gaussian distribution. All the measures suggest that the 
distribution is not truly Gaussian. However for simplicity the Gaussian model is 
used. 
A. 2 Edge Detector Algorithm 
The edge detector employed is of the standard type which consists of a smoothing 
filter followed by derivative calculation and then a means of identifying edges from 
maxima in the smooth derivative image. 
The identification of step edges in images has received considerable attention 
in the vision literature. In particular attempts have been made to identify optimal 
procedures. This work has concentrated on the initial stages of the detection 
process which yield a smoothed derivative image(s). The idea, initially proposed 
by Canny [6], is to define a performance measure which expresses the desirable 
properties of the output function and which lead to reliable identification of the 
edge points. The properties considered are, signal to noise ratio, accuracy of edge 
position and the likelihood of multiple maxima within some fixed range due to 
a single edge. This last criterion essentially leads to a smoothness requirement 
on the filtering process. Canny formulated each of these criteria as a functional 0 
of the filter shape, combined the criteria into a single expression, 'and posed the 
problem of finding the filter shape which maximised the functional. Further work 
on this problem leading to a simplification was completed by Spacek [55]. Finally 
Petrou [46] showed that Spacek's solution was incorrect and identified the definitive 
optimal filter. All this work assumed a simple input signal of a single step edge 
in added Gaussian noise. The formulation leads to 1-D filters which calculate 
directly an enhanced derivative image. To obtain a 2-D filter there are several 
approaches. In this work the approach of Spacek is followed and a 2-D filter is 
obtained by integrating the 1-D filter, deriving a 2-D circularly symmetric filter 
from this and implementing the final process by smoothing the image using the 
2-D optimal filter and taking directional derivatives of the smoothed image. This 
reordering of derivative and integration does not alter the final results, though the 
extension of the 1-D results to 2-D may no longer yield optimal filters. The edge 
normal direction at each point can be calculated from the directional derivatives 
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Figure A. l: Neighbourhood used to fit biquadratic surface 
at each pixel location. 
The calculation of a gradient image from the original intensity image is only 
the first step. From the gradient image, edge points must be identified. The 
usual approach is to apply local maximum detection (6]. Following Spacek we fit a 
biquadratic surface to the gradient magnitudes at each pixel location. The surface 
fit is calculated using least-squares. The neighbourhood used for this fit is shown 
in figure A. 1. The biquadratic surface is 
g(x, y) = ao + aly + a2l/2 + a3X + a4XY + a5x 
2 
where ak are- the coefficients determined by least-squares. From the surface fit 
maxima in the gradient image can be detected directly by taking the first derivative 
in the gradient normal direction. To do this it is convenient to express the surface 
function in radial co-ordinates z, 0 by making the substitutions x=z cos 0, y 
z sin 0. This gives 
g(z, 0) = ao + alz sin 0+ a2Z 
2 
sin 
20+ 
a3Z cos 0+ a4Z' cos 0 sin 0+ as Z2 COS2 
0 (A. 2) 
Taking the partial derivative. with respect to z and setting this to zero yields a 
linear equation for the extremum 
Zrn : -- 
-a, sirl 0- a3 COS (A. 3) 
a2 COS2 0+ a4 cos 0 sin 0+ a5 COS2 0 
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The second derivative is given by 
02 9- 
2(a2 sin 
20+ a4 cos 0 sin 0+a, 5 cos 
20) (A. 4) 
, OZ2 
A negative second derivative indicates a maximum and the nature of the ex- 
tremum z,,, can be checked using this result. The position of the maximum de- 
tected is not quantised. If a maximum is identified and it lies within the square 
with limits ±0.5 pixels then the pixel is labelled as an edge and the actual position 
of the edge point is stored. The final output from the local maximum detection 
can include many maxima which may be due to noise. To remove these hysteresis 
thresholding, as described in [6] is employed. The required thresholds are, at the 
moment, chosen by hand. 
A. 3 Characterisation of Edge Detector 
Ideally to obtain optimal kernel functions using the design procedures suggested 
in chapters 3 and 4a correspondence must be made between the assumed model 
for the distribution (density) function for edge points and the actual distribution 
obtained from the edge detector. To restate the assumed density function model 
is 
1fx cosOo +y sin Oo - po g(-x sin Oo +y cos Oo) (A. 5) 
IV 
(W 
This particular model, though general in certain respects, already makes the as- 
sumption that the edge is isotropic. This assumption cannot be justified under 
realistic conditions without investigating the camera system however this is beyond 
the scope of the present work. 
It has been shown that the density function defined along the line does not 
influence the performance of the methods, however the density function orthogonal 
to the line along with the kernel function employed define the performance. Hence 
f must be determined. Since a detailed camera and scene model has not been 
investigated it is necessary to propose a model for the way in which ideal step 
edge lines map onto the discrete image grid. The model suggested has been used 
mainly because it is isotropic and not because there is any strong evidence for 
its realism. An illustration is given in figure A. 2. The value of the grey level at 
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Figure A. 2: The value of a single pixel is proportional to the integral of the 
luminance function over its circular response region. 
a pixel is the integral of the original luminance function over a circular response 
region. The result is scaled by the area of the response region so that if a uniforin 
luminance level of I is visible in the response region, the value of the final grey-level 
is also 1. 
The input signal to the edge detector is a grey-level line contaminated with 
independent Gaussian noise at each pixel location. Gaussian noise with standard 
deviations of 5,15 and 25 were applied to a step edge of height 50, giving signal to 
noise ratios of 6,10 and 20 dB respectively. The density function f is investigated 
experimentally by repeatedly applying the edge detector to images of single lines 
at various positions and orientations and with several levels of added noise. Three 
general approaches to characterising the f where pursued. 
Density Estimation 
The kernel inethod for density function estimation was employed to discover the 
general nature of f. A quadratic kernel was employed, which is well known to be a 
good choice if the actual density is Gaussian [531. Results from these experiments 
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are shown in figure A. 3. The kernel width (±0.025) seems to be too large to 
illustrate the important features when the noise level is low though it is appropriate 
at high noise levels. Several points can be made. The density appears to have 
more mass concentrated near the origin than a standard Gaussian, i. e., it has a 
flattened top. There is also a dip in most cases near the origin. This dip has 
been investigated and always lies at the boundary between two adjacent pixel 
rows/columns. It occurs because, even in the noiseless case, the estimation of the 
location of an edge point which lies on or near the boundary is biased towards the 
centre of the pixel. Hence there is a region in which few edge points occur. The 
density is also estimated for several values of p and 0 at a fixed noise level of 15 
(figure AA). The results suggest that the density is approximately isotropic. 
Moments 
For each case examined the estimated density function also shows the value of 
four figures related to the first four sample moments from the distribution. These 
are the mean (IL), the standard deviation (u'), the skew and the kurtosis. The 
first two will be well known to most. The skew [11] is related to the third order 
moment and has been calculated using 
F, ý I (ri - Skew 3 (A. 6) 
or 2 
The kurtosis [111 is related to the fourth order moment and is calctdated using 
E- =I (ri - IL)' Kurtosis - or2 .3 (A. 7) 
Skew gives some measure of the symmetry of a density and a symmetric density 
will have a skew of zero. For all test sets the Skew is low and therefore symmetry 
is a reasonably valid assumption. Kurtosis is related to the fourth order moment. 
The 3 is subtracted so that a normal distribution will give a Kurtosis of zero. The 
Kurtosis is often used as a check for normality. Obviously small values imply a 
possibly normal density. In the test the kurtosis for a noise level of 25 is very high, 
however for all other test sets it is reasonably low, at around 0.5, except for the 
case 0=0.785 shown in figure A. 4. 
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Chi-squared test 
As a final test the Chi-squared goodness of fit test [31] was applied to test if the 
distributions were Gaussian. The mean and variance of the data were used to 
specify a Gaussian fit and the relative frequency of data were compared with the 
expected relative frequency for the Gaussian over 20 intervals. it is well known 
that the distribution of this test statistic is Chi-squared with, in this case, 17 
degrees of freedom. Taking a 10 % level, i. e., 90 % of the tests should be accepted 
if the distribution is truly Gaussian, gives a threshold of 24.769. The test situations 
illustrated in figures A. 3 and A. 4 were repeated five times each and the test statistic 
was calculated. None of the distributions passed the test at levels of 5 or 25. The 
noise level of 25 gave the largest test statistic, indicating it was severely non- 
Gaussian. At a noise level of 15, one passed for each of the cases 0=O, p 
5.0,5.25,5.5,0 = 0.785, p=5.0 and three passed for 0=0.393, p=5.0. 
All these results suggest that the data are not Gaussian. Isotropy and sym- 
metry are reasonable assumptions since the properties of the density are rougl-dy 
independent of orientation and the skew is close to zero. In developing the optimal 
methods in this thesis the Gaussian assumption will be used, though as these tests 
show, it is not an accurate one. 
A. 4 Discussion 
In this appendix an edge detector has been proposed, along with a rough model 
of its output characteristics when applied to straight edges in the image. In a 
real image there are many factors which may influence what type of distributional 
modei may be appropriate in a real situation. These could be divided initially into 
two parts. For example there is the light which falls on the camera sensor which 
has been reflected by the object in the scene and the way in which the camera 
registers this luminance as a signal. This immediately seems to require a detailed 
study of the physics of the imaging process and the characteristics of cameras. 
Modelling is an important problem, even if in the end only small improvements 
in performance are obtained. Though it may be the case that obtaining accurate 
models which apply over a reasonable range of imaging conditions is impossible. 
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Figure A. 3: Histograms for the edge detector using different noise levels 
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Hence the development of procedures which are insensitive to inaccuracies in the 
model are also necessary. 
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Appendix B 
A Hierarchical Approach to Line 
Extraction Based on the Hough 
Transform 
This section presents an alternative way of applying Hough Transforms to the 
problem of line segment detection. The method is a hierarchical structure which 
proceeds from local line segments detected in sub-images using HT's to more global 
line segments by grouping detected line segments within local neighbourhoods. 
The method is part of the early work undertaken within the research programme 
and therefore does not take account of the theoretical developments which are 
described in chapters 2 to 5. In order to maintain the logical flow of the thesis 
the description of the algorithm has been relegated to this appendix. This should 
not be taken to imply that it is an unimportant part of the thesis. The algorithm 
itself is very useful. Results show that it is both efficient in comparison with the 
standard HT and also reliable. This algorithm is used as a part of the comparison 
with the standard HT, the hypothesis test method and the iterative hierarchical 
approach in chapter 6. In fact the iterative hierarchical structure was motivated 
by this initial work on hierarchical algorithms. The description is in the form of a 
paper and therefore can be read independently to the rest of the thesis. 
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B. 1 Introduction 
In images containing man-made objects, grey-level discontinuities which lie along 
straight lines abound (e. g. manufactured parts, buildings, satellite images of towns 
and road systems). Therefore the detection of straight lines is an important task 
in many pattern recognition systems. In this appendix a robust and efficient line 
finding algorithm is presented. 
The problem of line detection is one of establishing meaningful groups of edge 
points which lie along straight lines. A classical way to detect edge points which 
satisfy a collinearity constraint is the Hough Transform (HT) [9]. The HT has also 
been applied to the detection of edge point groups which lie along other analytic 
and non-analytic curves. The HT could be called a global detection method, since 
it examines purely the collinearity of feature points. The actual distribution of 
feature points along a line is ignored in the formation of the transform. This global 
nature is often cited as a useful property since it leads to an algorithm which is 
insensitive to missing edge points and occlusion. A method, such as the HT, 
which attempts to identify lines on the basis of collinearity alone can encounter 
problems in very complicated scenes. This is because edge detection is a local 
measurement process and therefore given a discrete, finite resolution image, actual 
measurements of edge properties (mainly edge angle) can be quite inaccurate. If 
local information is inaccurate the global grouping constraint must be relatively 
weak and therefore a large number of accidental groupings can occur (particularly 
in complex and noisy images). To eliminate these groupings it is necessary to use 
a post-processing step which forms line segments by clustering the edge points 
associated with each line on the basis of proximity. In contrast to the HT most 
other methods start by first linking edge points on the basis of connectivity and 
possibly some weak collinearity constraint and then obtain a piece-wise linear fit 
to the connected curve [42]. A pre-processing step which ensures connectivity is 
also used in a more recent algorithm proposed by Burns, et al (5]. The main effect 
of using a linking step is to ensure that local consistency is required by any line 
detected. 
It is clear that to obtain a useful line finding scheme, when faced with a 
complex scene and inaccurate feature measurements both collinearity and prox- 
imity constraints should be applied. However, there is a question concerning how 
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strong the proximity constraint should be. In line finding methods, such as [42], 
the constraint is very severe since connectivity is required. In a HT scheme the 
proximity requirement can be chosen arbitrarily in the post-processing step though 
it is generally accepted that the constraint should be a function of feature size, i. e., 
the length of lines. In this appendix an alternative method for imposing proximity 
constraints which is based on the use of a hierarchical structure is discussed. We 
start from a local description of contours in terms of short line segments which 
is obtained by applying HT's to a large number of overlapping sub-images which 
cover the original image. The method proceeds from this low-level description in 
a bottom up, hierarchical manner grouping line segments in local neighbourhoods 
into longer lines. The grouping mechanism used in each parent is based on a HT 
type algorithm. Line segments which are found to have "local support" propagate 
up the hierarchy and take part in grouping at higher levels while lines with no 
local support at a particular level terminate (there are a number of ways in which 
local support can be defined). Hence a hierarchical description of the line segments 
is obtained since length determines approximately the level to which a segment 
propagates. The method maintains an insensitivity to missing data points and is 
very efficient. 
The next section discusses more specifically the problem of local feature 
measurement and grouping constraints and clarifies the relationship between the 
neighbourhood size used to measure line segment parameters and the collinearity 
grouping constraints which can be imposed. These considerations are used in the 
design of the hierarchical method. The third section presents the algorithm in de- 
tail describing both the low-level detection and the line segment grouping processes 
and their implementation. The fourth section demonstrates its performance for a 
number of iniaves including pictures of manufactured paxts and outdoor/indoor 
scenes. The algorithm is shown to be relatively efficient and robust. A discussion 
of the relationship between our method and other hierarchical algorithms is given 
in section five and the final section suggests some natural extensions to the present 
work. 
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B. 2 Line Segment Grouping and Local Measure- 
ments 
A group is a set of feature points which satisfy some constraint. In the case of 
collinearity we can express this constraint in an analytic form. For example edge 
points, X= (x, y, 0), wMch lie along a fine satisfy 
po =x cos 00 +y sin 00, ý= 00 
for particular values (po, Oo), where po is the distance from the origin to the line 
along a direction normal to line and Oo is the angle of this normal direction to the 
the x axis. (x, y) is a measured localisation point and ý isthe measured normal 
direction to the edge/line. A collinear group could be thought of as a set with 
attributes (po, Oo) 
c(po, Oo) = Ixi ... X-IPO, 001 (B. 2) 
The task is: given a number of feature points, form meaningful groups.. An impor- 
tant aspect of grouping is the relationship between the feature point measurement 
accuracy and the constraint imposed. This has often been ignored, particularly 
in other hierarchical approaches to grouping [20], [49] but is important if high 
performance in complex scenes is to be achieved. 
The constraint given in (B. 1) will not be satisfied exactly for a number of 
reasons, including, finite resolution of the imaging system, roughness in the actual 
lines and the fact that edge points are defined on a discrete grid. We assume that 
the discreteness in the representation dominates and consider only this aspect. 
Other effects could be treated in a similar way. Given a set of points which are 
obtained by drawing a line on a discrete grid, as shown. in figure B. 1, we examine 
a small piece of this line using a finite retina. The orientation of this segment can 
only be determined (by any method) within an error which is a function of the 
retina size. The line can be localised by estimating its mid-point. The discrete 
representation implies that the exact constraint will be violated in respect of both 
ý and p and a more reasonable approximate constraint for determining collinearity 
is 
PO - 
AP 
< xcosOo + ysin0o :5 po + 
AP 
(B. 3) 
2-2 
and 
00 - 
AO 
< 0: 5 00 + 
AO 
(B. 4) 
2-2 
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Figure B. 1: Local measurements based on discrete data are inaccurate. In the 
case of orientation measurements accuracy is proportional to retina size L. 
where Ap is fixed, say 1.5 pixels, and AO is a function of the finite retina used in 
the local measurement. In the situation described by figure B. 1, the number of 
distingui sh able orientations is a linear function of the retina diameter and therefore 
AO should be approximately inversely proportional to the retina size. 
The HT can be used to detect collinear groups by determining sets of features 
which satisfy the constraint of (B. 3). Constraints can be represented as points in 
a space of possible parameters. Sampling this space appropriately gives a finite set 
of constraints and using (B. 3) a vote can be recorded for all constraints consistent 
with each feature point. Constraints with large votes indicate possible groupings. 
Feature points can be uniquely assigned to a particular grouping using the method 
of Gerig and Klein [141, which associates each feature with the maximum out of all 
possible constraints consistent with it. To distinguish spurious global groupings 
from significant ones each detected line must be segmented into line segments using 
a clustering algorithm (See e. g. Scher et al [49]). This approach can be a reason- 
ably reliable detection method. However if we have inaccurate measurements the 
constraint (13.3) must be weak, usually with respect to 0 and a large number of 
votes are accumulated. This leads to an increase both in computational cost and 
in the chance of accidental occurences of collinearity. A reduction in sensitivity to 
short but locally consistent lines can also occur. These problems are particularly 
evident when the standard HT [9) is employed without using edge direction. 
These considerations motivate the use of a hierarchical structure. Collinear 
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groups can be detected efficiently in a local neighbourhood. These groups can be 
combined in successively larger neighbourhoods until we have covered the complete 
image. As larger neighbourhoods are used at each level the parameter estimates 
are refined. This in turn implies that successively more stringent grouping criteria 
can be imposed. A hierarchical structure naturally imposes proximity constraints 
on the groups formed and the chance of spurious groupings is reduced but the 
requirement of strict connectivity is avoided. 
B. 3 The Algorithm 
We present a particular hierarchical structure based on the ideas of the previous 
section. The structure has been used previously in other hierarchical line detec- 
tion /representation schemes [20], [49), however the grouping mechanisms employed 
are different. It is not motivated by any specific requirements and certainly other 
hierarchical structures could be used which would lead to algorithms with differ- 
ent properties. This structure has been found to work quite well in a variety of 
situations. 
In the next section details of the hierarchical structure are presented while the 
two subsequent sections describe the HT used for low-level line segment detection 
and the HT used to detect line segment groupings. 
B. 3.1 Hierarchical Structure 
A conventional pyramid is employed with P+1 levels. At each level 1, the image 
is divided into 2P-1 x 2P-1 sub-images, where P is the top level of the pyramid, 
representing the complete image. The algorithm proceeds in a bottom up manner 
starting with a description of the image in terms of line segments detected in the 
sub-images at the bottom level (level 0). These line segments are detected by 
applying a conventional HT algorithm to the set of edge points found by Canny's 
edge detection method [61 and thresholding (see section B. 3.2). Since the HT 
is calculated in a small sub-image the problem of differentiating between a true 
line and a random alignment of points is reduced. The method is also relatively 
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Figure B. 2: Neighbourhood used to group line segments for one parent. 
efficient since only a small accumulator array is needed to represent all possible 
lines which pass through a sub-image. 
Starting at level 1a more global representation of the line segments is ob- 
tained by forming groups from the line segments contained in the siblings of the 
parent sub-image. At each parent a neighbourhood of 4x4 sub-images, which 
includes the 2x2 central sub-images and the nearest neighbours of these are 
considered, as shown in figure B. 2. This type of overlapped pyramid is identical 
to that employed in the edge pyramid representation suggested by Shneier [50) 
and has also been used in the hierarchical method for grouping continuous curves 
described by Hong et al [20]. The line grouping method is based on a HT type al- 
gorithm since the HT allows a number of important aspects of the grouping process 
to be expressed quite naturally. Firstly, contributing line segments have an error 
associated with their parameters which must be used in determining which line 
segments are part of the same underlying line. This uncertainty can be expressed 
by the voting pattern used in the HT accumulator. Secondly the accuracy of lines 
formed should increase as the lines become more global, i. e., the orientation of 
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longer lines can be determined more accurately than that of shorter ones. This 
can be expressed by making the quantisation of the HT parameter space finer at 
higher levels in the pyramid. These factors imply that the constraints on grouping 
become more stringent at high levels in the hierarchy. 
In each sub-image a line segment is represented as a set of low-level line 
segments with particular parameters p, O. This means that at the lowest level a 
group consists of a set with one member and each sub-image win contain a list 
of groups which represent the line segments passing through it. Using a HT type 
algorithm, described in section B. 3.3, more global groups are formed by allowing 
each segment detected in the siblings to vote for lines in the parent accumulator. 
If each sibling line segment gives a single vote for the fines which it could be a 
part of, parameter values with two or more votes represent possible groups and 
these are examined on a best first basis. For each peak found a new group is 
determined as the union of all contributing groups and is given the parameters 
defined by the position of the peak in the parent HT. Hence each group above the 
lowest level in the tree has a set of attributes determined from the local HT and 
a list of sub-images from the lowest level which represent the extent of the line. 0 
Several conditions are imposed to determine whether this new group is valid. If 
the size of the new group is larger than any of the contributors, i. e., if we label 
contributors Gi(pi, 0j) and call the newly formed group, G(po, Oo) we must have 
G'(po, Oo)DGi(pi, Oi) and G'(po, Oo): ý- Gi(pi, Oi), Vi (B. 5) 
and if the contributors come from connected sibling sub-images then the new 
group is valid and all the contributors are removed from the line segment lists in 
their originating sub-images. If (B. 5) is not true then we must have G(po, Oo) = 
Gj(pj, Oj) for some i. The new group is not formed in this instance and all con- 
tributing segments except one for which G'(po, Oo) = Gi(pi, Oj), are removed from 
their originating sub-images. In this case there is no new evidence to support the 
existence of a more global underlying line and the line segment should not par- 
ticipate in grouping at higher levels. Single votes are ignored and therefore they 
remain on the line segment list in their originating sub-image. In this way fine 
segments which have a more global significance are propagated up the hierarchy 
on the basis of local support while line segments with no local support do not 
participate in grouping at higher levels. 
The grouping process at each parent is very simple, since only a small number 
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of line segments participate. The number of line segments which exist at high levels 
is small owing to the rarity of long lines. The algorithm maintains an insensitivity 
to missing data points even though the grouping is applied locally. Imposing the 
requirement that contributors must come from connected siblings does not imply 
that the line formed must consist of connected segments, but that approximately 
50 % of the line must be present in the image. This is a more stringent proximity 
constraint provided in addition to that due to the use of a local neighbourhood. 
Weaker requirements could be used. For example we could simply require support 
in the central area and one other sub-image. Weakening the constraint leads to an 
algorithm which is less sensitive to missing data points, but which is more likely to 
form accidental groupings between unrelated features. The degree of insensitivity 
is also a function of the neighbourhood size. 
B. 3.2 Low-level Line Segment Detection 
The starting point for the algorithm is a description of the edge points in terms 
of a set of small line segments. In this investigation the bottom level of the 
pyramid consisted of 8x8 sub-images, regularly arranged on the retina and the 
initial description identified local line segments from these sub-images. The sub- 
image size determines several properties of the line segment detection. Small 
sub-images can be useful in complex scenes since a local view leads to a HT 
which is straight-forward to interpret and has little chance of forming accidental 
associations particularly if the detection threshold is high. However, making the 
sub-image too small can result in an algorithm which is sensitive to missing edge 
points. A conventional p-0 HT using edge direction information was employed. 
The parameter space limits imposed on the HT determine which lines passing 
through the sub-image will have detectable peaks. In this work we have used 
L 
P: ý 
L 
(B. 6) 
22 
and 
0 :50< 7r (B. 7) 
where L is the size of the central sub-image region (figure B. 3). Note that it is 
always assumed that when the HT -is accumulated in a particular sub-image, the 
edge points are represented with respect to an origin at the centre of the sub-image. 
174 
T 2L 
If 
k- 
ýfinirnurn length 
aximurn length 
Figure B. 3: Overlapped region used in low-level segment detection 
These limits imply that only lines which have the foot of the normal inside the 
circular region, shown in figure B. 3, will give detectable peaks. At the lowest level 
we have chosen to overlap the sub-images so that the complete regi on investigated 
is twice the size of the central region. This ensures that lines passing through 
the edge of the retina have support from outside the central region giving a more 
uniform peak height in the HT for all valid lines. Given the limits in (B. 6) and 
(B. 7) the ratio of the maximum length line to the minimum length line which 
can be detected is 1.55. This contrasts with a ratio of 3.41 which would result if 
non-overlapped sub-images were used. 
The votes are accumulated according to the constraint of (B. 3). That is we 
define a sampling of the parameter space and for each feature point we accumulate 
votes for each set of parameters which satisfies the constraint. This is similar to 
the quantisation method suggested by Van Veen and Groen [59] for the HT, except 
that we have decoupled the sample spacings (denoted here by pa and GA), from 
the constraints as expressed by Ap and AO. The actual constraints for the lowest 
level are determined from the accuracy with which measurements are made by the 
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edge detector. We have assumed that edge angle can be measured to within -L 
±16 
radians and edge point location to within approximately a single pixel. The width 
Ap was chosen to reflect the distribution of feature points which occurs when a line 
is drawn on a discrete grid with a point spacing of 1 pixel. It is easy to verify that 
the minimum bar width which can include all edge points for a line of any angle 
is V2-. Hence Ap = 1.5 was applied. The sampling rate should be high enough to 
distinguish all lines which could be present in the discrete sub-image. The number 
of orientations which can'be distinguished depends approximately linearly on the 
image size. We have used OA =', where Lp is the length of the central portion 4Lp 
of the sub-image. The particular samples chosen were 
Ok == 
7rk k=O --- 4L-1. (B. 8) 4Lp 
Along the p axis the sample spacing, pA, was set to 0.5. 
Once the HT is accumulated the results must be interpreted as evidence 
for line segments in the image. Simple thresholding does not provide adequate 
performance. Our results have been obtained by accumulating the HT, finding the 
maximum, removing points from the edge list which contribute to this maximum 
and reaccumulating the HT to find further peaks. Obviously, for a HT applied 
to the full image such a method is hopelessly inefficient, since a separate HT 
must be accumulated for each line found in the complete image. However, given 
a small sub-image the number of lines present is small (usually I or 2 for 8x8 
sub-images) and therefore the HT is accumulated a small number of times. Also, a 
large number of the edge points are usually associated with single line segments and 
therefore subsequent accumulations use a much smaller set of edge points. Under 
these conditions the method becomes quite efficient. The process of repeated 
accumulation is terminated when the peak found falls below a preset threshold. 
The threshold is usually chosen to be 50 % of the overlapped sub-image size. 
B. 3.3 Line Segment Grouping 
The basis for the hierarchical structure is a method for identifying possible line 
segment groups using a HT type scheme. This scheme is very similar to a con- 
ventional HT based on the p, O parameterisation. A line segment detected in the 
bottom level sub-images with parameters p0,80 can be interpreted as a feature 
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point positioned at the local foot of the normal of the segment with an orientation 
Oo, i. e., 
XO = PO COS 00 (B. 9) 
yo = po sin Oo (B. 10) 
where (xo, yo) are the co-ordinates of the foot of the normal. An example of the 
feature points for a typical line is shown in figure BA. The measured orientation Oo 
has an inaccuracy associated with it since there axe many more global (longer) lines 
which could have produced the short line segment. A bound can be placed on the 
range of possible orientations for more global line segments which is in accordance 
with the retina size used in the detection/grouping. That is the orientation of 
possible lines which are consistent with Oo, will satisfy 
00- 
AO 
<0< 00+ 
AO 
2--2 
We have chosen to use 
7r 
AO= - (B. 12) 2Ls 
where LS is the diameter of the central part of the retina used to detect the sibling 
line segment groups. 
Using this approach the algorithm for the detection of line segment groups 
can again be expressed as one of detecting collinear feature points in the larger 
parent sub-ii-nage and a conventional HT can be used. For each feature point 
xo, yo detected in a sibling sub-image votes can be accumulated in an accumulator 
array for the parent sub-image. Since the points are represented with respect to a 
local origin, x,, y, and the origin of the parent sub-image is xp, yp the appropriate 
parameter space curve is given by 
p= (po cos Oo - (xp - x, )) cos 0+ (po sin Oo - (yp - y,, )) sin 0 (B. 13) 
Letting Ax =xP-x,, and Ay = yp - y, with some manipulation we obtain 
p= pocos(O - 00) - AxcosO - Ay sin 0 (B. 14) 
The bound given in (B. 11) implies a restricted range of possible angles and votes 
are only accumulated for these possibilities. The size of the bound and the limits 
on the size of po make it reasonable to approximate the first term in (B. 14) as a 
constant and (B. 14) can be rewritten as 
po - AxcosO - AysinO 
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Figure BA: A typical line and the local feature points 0 
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i. e., a sinusoid with mean value po. 
Since the problem of line segment grouping has been restated as one of de- 
tecting collin. ear feature points, the issues discussed in section B. 2 remain relevant. 
The sample spacing along the p axis is pA = 0.5 and Ap = 1.5. The sample spac- 
ing on the 0 axis is given by (B. 8), and along with the assumed error bound in 
(B. 11) and (B. 12), it implies that only 5 samples of 0 are relevant in calculating 
the voting pattern for the parent accumulator (since Lp = 2Ls). The width Ap 
and the sample spacing p, & imply that 3 cells along the p aids are incremented for 
each 0 value. In our implementation we did not apply votes uniformly but used 
a voting pattern [0.98,1.0,0.98] (along the p a-xis). The central coefficient has a 
value of 1, while the two either side were given a value just less than 1 by an 
arbitrary small amount (it could have been 0.99 the actual value is not critical). 
The number of feature points which vote for any particular line is relatively small 
and sometimes tied vote counts can occur. The use of the weighting favours fea- 
ture points which are lined up along the central bar of the equivalent template. 
The use of this pattern rather than a uniform weighting improves the performance 
particularly for close parallel lines. 
The sparsity of the data also suggests another difference between the im- 
plementation of the line segment grouping and the low-level line detection. Pro- 
gressing up the hierarchy the size of accumulator required to fully represent the 
parameter space increases. In fact the number of cells used along each a)ds in- 
creases by a factor of two for each level climbed as a direct result of the increase 
in the sub-image size. At the top level of the pyramid a 1024 x 1024 array would 
be required for a 256 x 256 image. However the number of feature points and the 
number of cells incremented for each feature point remains small. Therefore the 
accumulator was represented as a linked list with an element only for cells which 
contain votes. This reduces the storage required dramatically and also allows the 
parameter space to be searched rapidly. The peak finding process used was es- 
sentially identical to that employed in the low-level line segment detection, i. e., 
repeated accumulation until no further groups with more than two participants 
were found. 
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B. 4 -Experimental Results 
The proposed line finding algorithm has been applied to the detection of fines in 
a number of images. In this section the results obtained from four examples are 
discussed and a number of performance aspects, including computational efficiency, 
are illustrated. The results of applying the algorithm to a larger set of images 
are given in the main text of this thesis. The results presented here provide a 
good illustration of the general properties of the algorithm and its performance in 
comparison with a good standard HT method. 
Figure B. 5 shows the edge points obtained from three test images by apply- 
ing Canny's edge detection method [6] followed by thresholding. Figure B. 5a and 
b have quite clearly defined edges, though in figure B. 5c the edges are very poorly 
defined and there are a large number of spurious additional points due to specu- 
lar reflections. The low-level line segment detection method described in section 
B. 3.2 was applied to each of these images. The sub-image spacing was 8 pixels 
and therefore with overlap the sub-image size was 16 x 16 pixels. The accumulator 
required for the HT's was 16 x 16. The repeated accumulation procedure was 
terminated when the peak found had a value less than 8, implying that 8 approx- 
imately collinear edge points are sufficient to cause a detectable peak. The results 
of this procedure are illustrated in figure B. 6 by drawing short fines with appropri- 
ate parameters across the sub-images. The accuracy of the segment orientation is 
poor in many instances and lines which appear quite straight in the original edge 
image appear less consistent. The assumed error bound on the orientation, used 
in level 1 of the hierarchical grouping is ±M radians. 32 
To illustrate the final representation obtained aftqýr applying the algorithm 
figure B. 7 shows the line segments obtained at each level of the pyramid for the 
image shown in figure B. 5a. Note that line segments are drawn using the end- 
points obtained from the group. These line segments are groups which terminated 
at each level, i. e., they were used no further in the grouping process at higher 
levels. It can be seen that the longer line segments terminate at higher levels 
than shorter ones and the hierarchical representation can be thought of as one of 
increasing detail as one travels down from the top level. When performing the 
hierarchical grouping the number of groups which propagate is reduced with each 
level climbed and the computational effort required to form groups at the high 
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levels is extremely small. 
Figure B. 8 shows the final results obtained from these images. In each case 
the description obtained by forming the union of all solutions from aJ1 levels is 
shown. There are several interesting properties demonstrated by these results. 
The method is very sensitive to collinearity and if a fine is not quite straight or 
when the ends deviate slightly, as for example on the left hand edge of the larger 
piece in Part 1 (*), where the line breaks smoothly at the bottom before it joins 
a horizontal line, the final line will be broken into two pieces, though the actual 
groups formed will generally overlap. This phenomenon is a result of the way in 
which line segment merging occurs. The process of grouping for a single line can 
be thought of as a 1-D tree. Line groups centred on different parts of the line 
propagate up almost independently until they merge at some level in the tree. 
Groups towards the ends of the line will include the influence of the segments at 
the end of the line and therefore groups merging from either end of the line will 
have slightly different parameters. Grouping will occur unless a level is reached 
where the difference in line segment parameters is too great given the grouping 
constraints at the level. This leaves the groups independent and they propagate 
no further. There are several examples of this property in all of the images. It 
also occurs when circular arcs are segmented. 
In figure B. 8c some of the object boundaries remain incomplete. This is due 
bot h to the large number of missing points in the initial line segment description 
and to the roughness of the lines, i. e., they don't meet the collinearity constraints 
that are imposed. In such an image line segments can be detected by weakening 
the collinearity requirements and also the proximity requirements. Figure B. 9 
demonstrates the algorithm applied without imposing the connectivity constraint 
and using slightly weaker collinearity constraints. Note that if this algorithm is 
applied to more complex images accidental groupings become a problem. This 
trade-off always exists. 
To further demonstrate the algorithms performance it was applied to a very 
complex indoor scene with edge points shown in figure B. 10a. The initial line 
segment description is shown in figure B. 10b and the final results in B. 10c. For 
comparison the results obtained from a standard HT algorithm are shown in 10d. 
These results were produced using an accumulator size of 1024 2. The algorithm of 
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Gerig and Klein [14) was employed to uniquely associate points in the edge map 
with peaks and all peaks which contained less than 8 points were removed from 
the final list of lines. A clustering algorithm [10) (based on interpoint distance 
threshold of 8 pixels) was then used to determine line segments and also to -elim- 
inate lines which are due to spurious associations (i. e., those which are globally 
significant but for which there is no locally consistent evidence). In general the 
results are comparable, though the standard HT has a tendency to split lines, due 
both to the fixed interpoint distance threshold used in the clustering algorithm and 
the fact that a single line can result in more than one peak in the processed HT 
accumulator. The hierarchical method also seems more sensitive to local informa- 
tion and the results provide more local detail. In some cases the results provided 
by the hierarchical method axe less accurate than those provided by the standard 
HT and it can sometimes form groups from features which may not actually be 
related. This property stems from the weaker proximity constraint which is im- 
posed by the hierarchical structure (as compared with the clustering algorithm). 
The hierarchical structure results in proximity constraints which are, a function 
of line length and not fixed. Clearly this has advantages when relatively small 
gaps exist between otherwise long, consistent lines. It is worth pointing out that 
the hierarchical nature of the description which results from the algorithm could 
be quite useful in object recognition systems. For example figure B. 10e shows 
the lines which survive above level 2. The outline of the video terminal is. clearly 
visible, though much of the detail due to smaller objects has been eliminated. 0 
Some idea of the computational effort required is given by the time taken to 
run the algorithms on a MicroVax II, shown in Table I (All algorithms are written 
in PASCAL). The algorithm is quite efficient in comparison with the standard HT 
and the main reasons for its efficiency are: 
The initial detection of line segments is carried out in small sub-images 
requiring only a small accumulator and therefore the voting is more efficient. 
e In the hierarchical algorithm local information constrains more global group- 
ings and therefore the number of possible line groups is limited. 
* The number of features used reduces with each level since merging of groups 
occurs and unsupported groups are efirninated. 
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Algorithm House Part 1 Part 2 Indoor 
Low-level 34.79 39.97 30.53 2: 52.09 
Hier. Group 19.58 22.99 8.57 1: 34.04 
Total 54.37 1: 02.96 39-10 4: 26.13 
Std. HT 10: 02.01 
GK Method 10.40.37 
Threshold 0: 20.70 
Cluster 3: 19.60 
Total 24: 2 
Table B. 1: Approximate times taken to run on a Micro VAX II in min: see 
All of these factors imply that, in addition to accumulation efficiency, the 
peak finding problem, which is often a difficulty in a standard HT, is considerably 
simplified. For both the low-level line detection and the line segment grouping it 
is not necessary to search large arrays for peaks. In the case of the line segment 
detection this is due to the use of a small accumulator array, while for line segment 
grouping the sparsity of data makes the linked list accumulator representation 
possible. An interesting aspect which bears on efficiency considerations is the 
structure of the algorithm. Most of the computation in the hierarchical method 
is local and an efficient implementation on a parallel machine seems a definite 
possibility. Though the standard HT is also inherently a parallel algorithm it is 
a global computation which requires votes to be accumulated into a single global 
array. This can cause memory contention problems. 
B. 5 Review and Discussion 
Hierarchical methods for line extraction have been proposed by other workers. 
The range of hierarchical methods can be classified into a number of categories, 
not all of which are closely related to the technique presented in this appendix. 
One class of techniques use 1-D (or binary) hierarchies [361, [37], [37], have as their 
input a connected curve and usually determine an appropriate piece-wise linear 
fit to the data by identifying critical points. These methods differ mainly in the 
approach used to segment the curve. Two dimensional hierarchies include both 
top-down and bottom-up methods. The top-down method described by Schneier 
[51] uses reduced resolution versions to guide the localisation of linear structures. 
Schneiers method is specifically intended for the detection of intensity ridges in 
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an image which lie along lines. Edge quadtrees 150) are another top-down method 
which provide a piece-wise linear approidmation for an edge map. At each node 
the boundary is represented by the direction, intercept, magnitude and directional 
error of the best edge which passes through the region. The image is succes- 
sively divided, independently at each node, depending mainly on the size of the 
directional error term until a satisfactory appro3dmation is obtained. 
The techniques most similar to our own can be classified as bottom up hier- 
archical methods, which includes edge pyramids [50], the pyramid structure used 
to detect continuous curves by Hong et al [20] and also the grouping mechanism for 
straight lines described by Weiss and boldt (61]. Edge pyran-. dds provide a linear 
description of edge maps. At each node in an overlapped pyramid structure, which 
is identical to that used in our work, the best edge which passes through the 2x2 
central region of a4x4 neighbourhood is used as a summary of the boundary in 
the region. Edge pyramids differ from the method presented in this appendix in 
the way the data is grouped and the representation at each node. A single edge 
which must represent the boundary passing through its siblings is defined. This 
representative edge is determined in a complex procedure based on the orientation 
and magnitudes of edges in the neighbourhood (the position of the edge is not 
used). Hong et al [201 proposes a grouping method again based on the overlapped 
pyramid structure. The aim is to detect groups which represent continuous curves. 
It differs from edge pyramids in that multiple curves are represented at each node 
and also in the grouping mechanism used. Groupings are found by taking each 
segment in the central 2x2 siblings and finding supporting segments from other 
nodes in the 4x4 neighbourhood. A circle of a given curvature is fitted to the 
end-points of the pair of segments. Support is determined from the relationship 
between the tangents of the circular fit and the actual angles at the end-points. 
Weiss and Boldt describe a bottom up grouping method which is not based on a 
fixed pyramid structure. Their method consists of two stages. A linking step is 
used to establish possible groups on the basis of proximity, contrast and collinear- 
ity. Each line segment can be linked with a number of other line segments which 
lie within a neighbourhood defined by a linking radius. In the second stage pos- 
sible line groups determined from linking are tested for straightness by fitting a 
line to the set of end-points of contributing lines and calculating a straightness 
measure. A distinct search radius is used to determine the line segments consid- 
ered for merging. If the straightness measure is below a preset threshold then the 
184 
group is accepted. The process is sequential and fine segments are merged into the 
first acceptable group found. The merged segments themselves form the next level 
in the hierarchy and the process is repeated with increased values for the linking 
and search radii. Unmerged segments are also propagated for a limited number of 
levels. 
Clearly all these methods are bottom up hierarchical methods for establish- 
ing a description of an edge map in terms of linear segments (or continuous curves, 
though the method of Hong et al [20) can be made specific to lines by appropri- 
ate choice of the curvature of the circular fit). In this sense they are similar to 
the work presented here. Most importantly, though, the grouping mechanism we 
propose is based on the relationship between feature size and the resolution of the 
representation. This leads naturally to the criteria that constraints on collinear 
grouping of long lines must be more stringent than those for shorter lines. In the 
methods of Schneier and Hong et al size was not considered and the constraints 
applied to determine g rouping (i. e. support) were uniform throughout the hier- 
archical structures. The main grouping criteria employed in the method of Weiss 
and Boldt [61] is based on a measure of collinearity which certainly depends on 
feature size. However they did not motivate their choice and determining its be- 
haviour is difficult. It seems that in their method the constraints on collinearity 
become weaker as the feature size is increased. Resolution considerations are im- 
portant if useful descriptions of complex scenes are to be determined, particularly 
if long lines of similar orientations are to be distinguished. The use of the Hough 
Transform to establish groupings, rather than sequential, pairwise comparison, is 
both an efficient and natural way to incorporate the resolution criteria. Weiss and 
Boldt did not use a regular hierarchical structure in their implement ation. This 
results in a more flexible algorithm in which the relationship between levels can 
be more freely determined. A regular structure though does enable a more effi- 
cient algorithm and one which should be much easier to implement on a parallel 
architecture. 
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B. 6 Conclusion 
The algorithm we have presented has been shown to have. a number of useful prop- 
erties, including efficiency and robustness. Many of the problems which occur with 
the standard HT are avoided, in particular the formation of insignificant groups. 
The problem of interpreting the accumulated HT results as line segments occurs 
only at the lowest level and in subsequent processing interpretation is straightfor- 
ward since local support either exists or it doesn't. Efficiency has been demon- 
strated on a sequential machine, however the main advantages of the algorithm in 
this respect may be architecturad. It provides a division of labour at each of the 
levels into a number of independent processes which can be implemented with only 
a small amount of local memory and fairly simple computations. The contention 
problems of edge points voting into a single global memory are ameliorated. 
There are a number of extensions to the present work which can be pur- 
sued. As suggested other hierarchical structures can be used to impose different 
constraints on proximity. For example we can weaken the proximity constraint 
by using larger local neighbourhoods and fewer levels in the pyramid. However 
it seems that the actual requirements are not fixed and should be a function of 
the complexity of the scene. In simple scenes when the feature den; ity is low 
stringent proximity constraints are neither necessary or desirable. As scene com- 
plexity increases the imposition of proximity constraints becomes More important. 
The human visual system seems to behave in this way [36). There may well be 
mechanisms which can be introduced to mimic this behaviour in hierarchical struc- 
tures such as that presented here. The conventional HT has been used to detect 
parametric curves other than straight lines [261 and it may be possible to extend 
the algorithm presented here to the detection of other curves. For curve detection 
problems requiring a larger number of parameters the hierarchical approach should 
have a more dramatic impact on computational complexity and storage. 
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Figure B. 5: Edge points for the examples used. a) Part 1. b) House. c) Part 2. 
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Figure B. 6: Low-level line segments detected from the edge points. 
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Figure B. 7: Illustration of the hierarchical nature of the final representation for 
Part I 
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Figure B. 8: Final results for all parts. 
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Figure B. 9: Applying more relaxed constraints to Part 2 results in even weakly 
linear structures being detected. To obtain this result connectivity of sibling con- 
tributors was not a requirement and the collinearity constraint for orientation was 
weakened slightly to AO =' 4L 
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Figure B. 10: A more complex example on a 5122 image of an indoor scene. a) Edge 
points. b) Low-level line segments. c) Final result. d) Result from a standard HT. 
e) Line segments which reach level 2 and above. 
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Figure B. 10: continued 
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Appendix C 
List of Symbols 
ak - filter coefficients. 
A(F) = A(p, F) - numerator of efficacy is A2(p, F). 
B (F) =B (p, F) - denominator of the efficacy. 
CEF, CEF, - Change in efficacy Function. 
= E,, i 
(F) = Ej (p, F) - efficacy for testing against alternative in the param- 
eter wi. 
EF,, IT,, I or IL - expected value of the test statistic. 
Fn(X) or F- distributional model for a line segment (with parameters Q). 
density function across the width of the line, which is a component of Fp. 
g(V) - density function along the length of a line, also a component of Fn. 
H(Q) - Hough transform. 
k- bound placed on the change of efficacy sensitivity. 
n or ft - number of observations or estimated number of observations. 
p(X, Q), p(x) - test statistic kernel. 
r- limit on the width of the function p(x) 
Rc(x) - flat function with cosine transitions. 
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Rect(x) - rectangular function. 
Sign(x) - sign function. 
s- point at which the two pieces of the optimal functions join. 
t- test threshold which defines the level of the test. 
T, T(Q) - test statistic. 
varF. IT,, ) - vaiiance of the test statistic. 
w- parameter defining the width of a line segment. 
X or x, y, 0- co-ordinates of the feature space. 
z(x) - solution to the boundary value problem which defines the redescending 
part of the optimal p-testing function. 
, 
O(SI) - power function. 
-yo mean value of the distribution g(y) which can be interpreted as the mid-point 
of the line-segment. 
f2 vector of parameters usually [p, O, w]' 
Po - the null hypothesis. 
angle of the normal to the x axis. 
p- parameter defining the normal distance from a line to the origin 
change of efficacy sensitivity. 0 
(b - vector which defines the equations for the GML estimate. 
Co - parameter space cell. 
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