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1Introduction
1.1 Aperçu
La vision par ordinateur peut être vue comme une branche de l’intelligence artificielle
qui consiste à doter les machines d’un système de perception "visuelle". Si les caméras
et appareils photographiques permettent de capturer des images, ces dernières
ne sont que des tableaux de pixels (points de couleur) et ne possèdent aucune
information de plus haut niveau. La perception "visuelle" peut être considérée comme
étant le processus permettant d’extraire une connaissance à partir des informations
portées par la lumière et donc, en vision par ordinateur, à partir des pixels d’une
image.
Un problème central en vision par ordinateur est le problème de la reconnaissance
d’objets, qui consiste à percevoir les différents objets d’une scène. Les humains
possèdent une capacité remarquable pour traiter les informations reçues, puisque
d’un simple coup d’oeil nous sommes capables de reconnaître les différents éléments
d’une scène. Par exemple lorsque nous conduisons nous reconnaissons naturellement
la route, les autres voitures, les piétons etc. alors que cette tâche est extrêmement
compliquée pour un ordinateur.
L’humain possède aussi une capacité de généralisation hors du commun. À partir de
nos connaissances nous sommes capables de généraliser des concepts de manière
à reconnaître la fonction d’objets que l’on voit pour la première fois. Un exemple
très souvent cité dans le domaine de la vision, permettant d’illustrer cette capacité
de généralisation, est celui des chaises. Les chaises sont des objets possédant une
très grande diversité de formes, il en existe de toutes les formes et malgré cela nous
sommes capables de reconnaître une chaise au premier regard, même si cette der-
nière possède une forme originale. Nos connaissances, apprises à partir des chaises
que l’on a déjà vues et utilisées au cours de notre vie, nous permettent d’extraire des
concepts communs et de généraliser la notion de chaise. Cette généralisation est un
processus naturel et inconscient chez l’être humain, mais constitue un challenge en
informatique et est à la base des techniques d’apprentissage automatique.
L’apprentissage supervisé, qui est étudié dans cette thèse, consiste à fournir de
nombreux exemples à un algorithme et d’entraîner ce dernier de manière à ce qu’il
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Fig. 1.1.: Illustration de la différence entre les méthodes basées sur les caractéristiques
(chemin du haut) et les méthodes basées sur l’apprentissage de représentations
(en bas). Les rectangles en pointillés montrent les parties entraînées par les
algorithmes.
apprenne à reconnaître des caractéristiques communes permettant de généraliser
les concepts de base et de reconnaître les éléments d’une scène. Il existe deux types
de méthodes : les méthodes basées sur les caractéristiques calculées manuellement
et les méthodes basées sur l’apprentissage de représentations (voir figure 1.1).
Les méthodes basées sur les caractéristiques nécessitent l’extraction préalable de
caractéristiques. Un expert du domaine doit décider des caractéristiques importantes
(par exemple, pour les images, des caractéristiques de couleur ou de texture). Il
extrait ensuite ces caractéristiques des données brutes (l’image) et les donne à un
algorithme d’apprentissage qui apprend à classer les différents éléments en fonction
de ces caractéristiques. Cette méthode présente l’inconvénient de reposer sur une
extraction manuelle de caractéristiques.
Le second type de méthodes, principalement guidé par l’apprentissage profond,
fournit à l’algorithme les données brutes (sans transformation préalable) et permet
d’extraire automatiquement les caractéristiques nécessaires et de classer les éléments
en fonction de ces caractéristiques. Cette technique présente l’avantage d’apprendre
conjointement l’extraction des caractéristiques et la classification de ces dernières,
permettant, à un algorithme, une totale liberté de décision. Les réseaux de neurones,
qui constituent la principale approche des méthodes basées sur l’apprentissage des
représentations, sont composés de multiples niveaux de représentations, obtenus
par composition d’opérateurs simples qui permettent de transformer les données
d’un niveau à l’autre, allant d’une représentation simple à une représentation plus
complexe.
La tâche de reconnaissance d’objets à partir d’images (ou de vidéos) peut être séparée
en quatre domaines avec un niveau de complexité croissant :
— La classification d’images qui vise à détecter la présence ou non d’objets dans
une scène, indépendamment de leur position.
2 Chapitre 1 Introduction
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Fig. 1.2.: Comparaison des différentes tâches de reconnaissance d’images. De la tâche
la moins précise à la plus précise : Classification d’images, Détection d’objets,
Segmentation sémantique, Segmentation sémantique d’instance.
— La détection d’objets le plus souvent à l’aide de boîtes englobantes, qui vise à
donner la position des objets en prédisant leurs boîtes englobantes.
— La segmentation sémantique, dont l’objectif est d’estimer la classe sémantique
des objets d’intérêt présents dans une image.
— La segmentation d’instances, qui cherche en plus à distinguer les différentes
instances des objets présents dans l’image.
Malgré les succès des premiers réseaux dans les années 1990, l’apprentissage profond
et en particulier les réseaux de neurones convolutifs n’étaient pas très appréciés
de la communauté scientifique principalement à cause du manque de preuves
théoriques. Néanmoins, ces dernières années, des machines plus puissantes ainsi
qu’un nombre croissant de données d’entraînement disponibles ont permis de faire
des avancées extraordinaires dans le développement de nouveaux algorithmes. En
2012, l’équipe d’Alex Krizhevksy a obtenu des résultats impressionnants sur la
compétition ILSVRC [Rus+15], dite "ImageNet", qui consiste à reconnaître les objets
présents sur une image et de les ranger dans une des 1000 catégories recensées. Ce
succès des réseaux de neurones convolutifs, leur a permis d’acquérir une popularité
qui n’a cessé d’augmenter, à la fois dans la communauté scientifique, mais aussi
auprès du grand public et de l’industrie.
Aujourd’hui, l’apprentissage profond et particulièrement les réseaux de neurones
sont un domaine de recherche extrêmement actif qui permet de faire des avancées
extraordinaires dans le domaine de la vision par ordinateur. Les algorithmes d’au-
jourd’hui sont, entre autres, capables de reconnaître les différents objets présents
sur une image, de jouer à des jeux vidéo stratégiques très complexes tels que le jeu
appelé Starcraft, ou encore de générer des images de plus en plus réalistes.
Cette thèse s’inscrit dans le cadre du projet ANR SoLStiCe (Similarités entre données
localement structurées pour la vision par ordinateur) 1 porté par le LaHC (Labora-
toire Hubert-Curien) à Saint-Étienne et en collaboration avec le LIRIS (Laboratoire
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d’InfoRmatique en Image et Systèmes d’information) à Lyon. Le projet SoLSTiCe
avait pour objectif de créer de nouveaux modèles et outils afin de représenter et
manipuler les images et vidéos. L’objectif était de permettre la reconnaissance de
similarités, d’objets ou d’activités, à partir d’images ou de vidéos. Le projet visait
à explorer différents types de données localement structurées (LSD) qui puissent
être combinées à des structures discrètes (comme les chaînes, les arbres, les cartes
combinatoires ou, plus généralement, les graphes) afin de mieux modéliser, puis
d’exploiter, les relations locales entres les attributs. Trois problèmes principaux ont
été étudiés : l’extraction de caractéristiques, la mesure de similarité et la fouille de
données. Les techniques d’apprentissage profond ont notamment été utilisées afin
de répondre à deux tâches du projet :
— L’extraction de caractéristiques, tels que, par exemple, des caractéristiques
couleurs permettant d’obtenir une invariance des descripteurs images aux
changements de condition d’illumination.
— L’apprentissage de caractéristiques permettant de reconnaître et d’extraire des
motifs pertinents.
La tâche de segmentation sémantique répond particulièrement aux problématiques
soulevées par le projet SoLSTiCe et a donc été l’objet principal de nos recherches.
Cette dernière ne peut être résolue par les approches classiques de classification
d’image en raison au grand nombre d’éléments à annoter et de la difficulté de
la tâche d’annotation quand les classes sont "mal définies". Par conséquent, il est
nécessaire de développer de nouvelles architectures spécialisées afin de produire des
annotations denses et robustes.
1.2 Objectifs
Dans cette thèse nous nous sommes intéressés aux réseaux de neurones convolutifs,
qui ont démontré leur efficacité pour la tâche de reconnaissance d’objets et avons
étudié en détail les différents composants des réseaux ainsi que les verrous scienti-
fiques qui ont mené aux architectures d’aujourd’hui, dans le but d’améliorer leurs
performances sur la tâche de segmentation sémantique.
Nous avons cherché à comprendre comment il est possible de modifier les opérateurs
internes des réseaux afin de les spécialiser à une tâche spécifique. Nous avons
commencé par nous intéresser à la tâche de constance chromatique, qui vise à
estimer la couleur des illuminants d’une scène afin de supprimer leurs influences
d’une image. Cette tâche permet généralement de prétraiter les données afin de les
rendre invariantes aux illuminants, ce qui permet aux algorithmes utilisés par la
suite, d’extraire des caractéristiques non liées à l’éclairage des scènes. La majorité
des méthodes de l’état de l’art étant basées sur les propriétés statistiques des images,
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nous avons voulu étudier une approche basée sur l’apprentissage et plus précisément,
sur l’apprentissage profond. L’objectif était d’apporter une approche nouvelle pour
la résolution de la tâche de la constance chromatique, tout en améliorant nos
connaissances et compréhensions des réseaux de neurones. Nous nous sommes
notamment intéressés à l’opérateur de sous-échantillonnage présent dans les réseaux
de neurones et nous avons cherché à montrer que ce dernier peut être modifié afin,
par exemple, de se spécialiser à la tâche de constance chromatique.
Nous avons ensuite étudié la tâche de la segmentation sémantique, qui constitue
l’objectif principal de cette thèse, où nous avons fait face à un manque de données
annotées. Nous nous sommes donc intéressés la fonction de perte des réseaux afin
de montrer qu’il est possible de l’adapter de manière à utiliser plusieurs bases de
données d’entraînement simultanément. Cette fonction est particulièrement adaptée
pour la tâche de segmentation sémantique, mais nous allons également montrer
qu’elle est aussi utilisable sur des tâches de régression, telle que l’estimation de la
pose de la main.
Pour finir, nous avons cherché à développer une nouvelle architecture de réseaux,
conçue spécialement pour la segmentation sémantique, qui généralise les structures
actuelles et qui permet aux réseaux de fournir des prédictions en haute résolution
tout en conservant une précision dans la classification.
1.3 Contributions de la thèse
Les différentes contributions de cette thèse peuvent donc être résumées de la manière
suivante :
— Réseaux de neurones avec sous-échantillonnage mixte pour la constance
chromatique. (chapitre 3).
La constance chromatique est la capacité du système visuel humain à percevoir
des couleurs constantes, quels que soient les changements de couleur de
l’illuminant (éclairage). En vision par ordinateur, l’approche principale consiste
à estimer la couleur de l’illuminant puis à supprimer son impact sur la couleur
des objets. De nombreux algorithmes de traitement d’images ont été proposés
afin de résoudre ce problème de manière automatique. Cependant, la plupart
de ces approches reposent sur des hypothèses empiriques fortes, comme par
exemple, l’hypothèse que la réflectance moyenne d’une scène est grise. D’autres
approches plus perfectionnées peuvent très bien fonctionner sur certaines bases
de données, mais mal s’adapter sur d’autres. Pour notre première contribution,
nous avons étudié comment les approches basées sur les réseaux de neurones
peuvent être utilisées pour traiter le problème de la constance chromatique.
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Nous avons proposé une nouvelle architecture de réseau utilisant un opérateur
de sous-échantillonnage, appelé sous-échantillonnage mixte qui est basé sur
les approches classiques. Nous proposons aussi des méthodes d’augmentation
artificielle des données afin de résoudre les problèmes d’entraînement liés au
faible nombre de données d’apprentissage. Finalement, nous montrons que
notre méthode permet d’obtenir des résultats proches de l’état de l’art et cela
sur plusieurs bases de données dédiées à la constance chromatique.
Ces travaux ont fait l’objet d’une publication à la conférence ICIP (International
Conference on Image Processing) en 2016 [Fou+16a].
— Apprentissage multi-tâches, multi-domaines : application à la segmenta-
tion sémantique et à l’estimation de la pose de la main. (chapitre 5).
Nous présentons une approche qui permet d’utiliser plusieurs bases de données
annotées, définies pour différentes tâches (par exemple, plusieurs tâches de
classification utilisant différents ensembles d’étiquettes) afin d’améliorer la
généralisation obtenue sur chacune des bases de données. Nous proposons une
nouvelle fonction de perte sélective qui peut être intégrée dans des réseaux
de neurones profonds afin d’exploiter les données d’entraînement provenant
de plusieurs bases de données annotées avec des ensembles d’étiquettes liés
mais éventuellement différents. Nous montrons que l’approche d’inversion du
gradient développée pour l’adaptation de domaine peut être utilisée dans cette
configuration afin de gérer les décalages de domaines entre les différentes
bases. Nous proposons également une approche d’auto-contexte qui permet
de modéliser les corrélations existant entre les tâches. Des expérimentations
approfondies sur deux types d’applications (segmentation sémantique et esti-
mation de la pose des mains) montrent la pertinence de notre approche dans
des contextes différents.
Ces travaux ont été en partie publiés dans les actes de la conférence française
RFIA (Conférence Nationale en Reconnaissance des Formes et Intelligence Ar-
tificielle) [Fou+16b] et publiés dans les actes de la conférence internationale
S+SSPR (International Workshops on Structural and Syntactic Pattern Recog-
nition and Statistical Techniques in Pattern Recognition) en 2016 [Fou+16c].
Une étude plus approfondie, ainsi que les résultats sur une nouvelle tâche (l’es-
timation de la pose de la main), ont par la suite été publiés dans le journal
Neurocomputing [Fou+17a].
— GridNet : Un réseau conv-déconv en grille résiduelle pour la segmenta-
tion sémantique (chapitre 6).
Dans notre dernière contribution, nous présentons GridNet, une nouvelle
architecture de réseaux de neurones convolutifs conçue pour la segmentation
sémantique d’image. Les réseaux de neurones classiques sont implémentés
comme un seul chemin de l’entrée à la sortie avec des opérateurs de sous-
échantillonnage appliqués le long du chemin afin de réduire la taille des
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cartes caractéristiques et d’augmenter le champ réceptif du réseau pour la
prédiction finale. Cependant, pour la segmentation sémantique d’image, où la
tâche consiste à fournir une classe sémantique à chaque pixel d’une image, la
réduction des cartes de caractéristiques est néfaste car elle conduit à une perte
de résolution dans la prédiction de sortie. Pour s’attaquer à ce problème, notre
GridNet suit un modèle de grille permettant à plusieurs chemins interconnectés
de fonctionner à différentes résolutions. Nous montrons que notre réseau
généralise de nombreux réseaux bien connus tels que les réseaux conv-deconv,
résiduels ou U-Net. GridNet est entraîné à partir de zéro et obtient des résultats
compétitifs sur l’ensemble de données Cityscapes.
Ces travaux ont été publié dans la conférence internationale BMVC (British
Machine Vision Conference) 2017 [Fou+17b].
1.4 Organisation de la thèse
Les chapitres de la thèse sont organisés de la manière suivante :
— chapitre 2 : Les réseaux de neurones convolutifs pour la vision par or-
dinateur. Dans ce chapitre nous présentons les réseaux de neurones. Nous
détaillons les différents éléments de construction ainsi que les opérateurs
utilisés, puis nous expliquons comment entraîner un réseau en utilisant un
algorithme de descente de gradient. Finalement, nous détaillons les différentes
architectures qui ont été utilisées au fil des années en expliquant les évolutions
et améliorations qu’elles ont entraînées.
— chapitre 3 : Sous-échantillonnage mixte appliqué à la constance chroma-
tique. Dans ce chapitre nous introduisons la tâche de constance chromatique
et présentons notre approche utilisant des réseaux de neurones. Nous commen-
çons par donner un état de l’art des méthodes antérieures à notre contribution
et expliquons comment ces dernières peuvent être définies sous la forme de ré-
seau de neurones. Puis nous introduisons un opérateur de sous-échantillonnage
basé sur les méthodes classiques et montrons que l’utilisation de ce dernier dans
des réseaux de neurones permet d’obtenir des résultats proches de l’état de
l’art. Finalement nous faisons un état de l’art des méthodes postérieures à notre
contribution, permettant de répondre au problème de constance chromatique
à l’aide de réseaux de neurones convolutifs.
— chapitre 4 : Segmentation sémantique d’images. Dans ce chapitre nous
commençons par présenter la tâche de segmentation sémantique. Nous pré-
sentons ses objectifs ainsi que les difficultés engendrées. Une définition des
différentes métriques ainsi que les fonctions de coûts couramment utilisées
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pour la classification sont également détaillées dans ce chapitre. Nous pré-
sentons ensuite un ensemble de base de données créées afin de résoudre le
problème de la segmentation sémantique et permettant d’évaluer les diffé-
rentes méthodes développées. Finalement nous donnons un état de l’art des
différentes architectures conçues pour cette tâche en détaillant leurs spécificités
et leurs défauts.
— chapitre 5 : Une fonction de coût sélective. Dans ce chapitre nous présentons
notre contribution sur les fonctions de pertes des réseaux. Nous commençons
par positionner le problème d’utilisation de plusieurs bases de données en
montrant qu’il s’agit d’un problème multi-tâches et multi-domaines. Ensuite
nous détaillons les fonctions de perte classiques ainsi que les contraintes posées
lors de l’utilisation de plusieurs bases simultanément. Ces limitations nous
conduisent à développer une fonction de perte sélective adaptée à l’utilisation
de multiples bases de données. Nous améliorons ensuite cette fonction afin de
prendre en compte les corrélations existantes entre les étiquettes des différents
ensembles d’étiquettes. Finalement, après avoir montré l’efficacité de notre
fonction sur la tâche de segmentation sémantique (particulièrement adaptée à
ce problème), nous montrons qu’elle est aussi intéressante sur des tâches de
régression, telle que la tâche d’estimation de la pose de la main, où l’entraîne-
ment d’un réseau sur deux bases permet d’améliorer les résultats individuels
obtenus.
— chapitre 6 : GridNet, une architecture spécialisée pour la segmentation
sémantique. Dans ce chapitre nous étudions une architecture de réseaux de
neurones convolutifs conçue spécialement pour la segmentation sémantique.
Nous commençons par un rappel des architectures qui ont inspiré nos travaux.
Puis nous présentons une nouvelle architecture, appelée GridNet, organisée en
forme de grille de calculs. Afin d’aider l’entraînement de la grille nous intro-
duisons aussi un opérateur de dropout appelé dropout par bloc. Finalement,
nous validons notre architecture en montrant les résultats obtenus sur la base
de données Cityscapes.
— chapitre 7 : Conclusion et Perspectives Le dernier chapitre conclut les tra-
vaux développés dans cette thèse et propose des futures directions de recherche
en apprentissage profond.
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2Les réseaux de neurones
convolutifs pour la vision par
ordinateur
Dans le domaine de l’apprentissage automatique, les différentes méthodes, autres
que les réseaux de neurones, reposent sur des algorithmes de classification utilisant
des modèles théoriques et permettant de calculer des optimums mathématiquement
justes. Ces algorithmes prennent généralement en entrée des caractéristiques ex-
traites par des experts, dont le rôle est d’estimer quelles sont les propriétés les plus
intéressantes à donner à un algorithme (telles que les caractéristiques de couleurs
ou de textures d’une image).
En comparaison des autres méthodes, les réseaux de neurones, qui constituent
ce que l’on appelle l’apprentissage profond (Deep Learning en anglais), présentent
plusieurs particularités. Premièrement, bien que les résultats empiriques aient prouvé
leur efficacité, les réseaux de neurones ne possèdent mathématiquement aucune
garantie de convergence et l’optimum calculé n’a aucune garantie d’être l’optimum
global de la fonction objectif. Ensuite, à la différence d’autres méthodes, les réseaux
de neurones utilisent les données brutes en entrée et sont entraînés à extraire
eux-mêmes les caractéristiques nécessaires à la tâche étudiée. Cela leur donne un
avantage considérable puisque classification et extraction de caractéristiques sont
liées, mais implique un phénomène de boîte noire. En effet, bien que l’on comprenne
de mieux en mieux les représentations internes apprises par les réseaux, il est difficile
de savoir quelles sont les caractéristiques qu’ils utilisent pour prendre une décision.
Cela est problématique pour les utilisateurs qui ont souvent besoin de savoir sur
quels éléments repose une décision (lorsque d’un réseau fournit une prédiction, il
est difficile de répondre à la question "pourquoi cette prédiction?").
Toutes ces particularités réunies font des réseaux de neurones une branche à part
dans le domaine de l’apprentissage automatique et présentent de nombreuses ques-
tions et de verrous à soulever, faisant de l’apprentissage profond un domaine très
étudié aujourd’hui par la communauté scientifique.
Dans ce chapitre nous verrons comment construire un réseau de neurones. Nous
donnerons la composition et le fonctionnement des différents opérateurs utilisés
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dans les structures des réseaux, tout en détaillant leur(s) fonctionnement(s) et
leur utilité. Nous verrons ensuite le fonctionnement des algorithmes permettant
l’entraînement des réseaux. Finalement, nous ferons un historique des différentes
architectures développées au fil du temps en expliquant les verrous et les solutions
apportées.
2.1 Présentation des réseaux de neurones
En apprentissage automatique, les réseaux de neurones correspondent à une classe
de modèles composés de plusieurs couches de calculs formant un réseau profond.
Ces couches sont composées de plusieurs opérateurs de base, appelés perceptron,
inspirés des processus biologiques des connexions entre les neurones du cerveau,
assemblés entre eux. Dans cette section, nous verrons ce qu’est un perceptron et
comment les assembler pour créer des réseaux profonds à plusieurs couches. Nous
ajouterons d’autres opérateurs en expliquant leur principe et leur utilité.
Dans ce chapitre et dans la suite du manuscrit, les nombres sont indiqués par des
lettres en minuscules (par exemple x), les vecteurs par des lettres minuscules en
gras (x) et les matrices par des majuscules en gras (X).
2.1.1 Perceptron multi-couches
x3
x1
x2 y
(a) Perceptron
x1
x2
x3
y2
y3
y4
y1
(b) Une couche
entièrement
connectée
x1
x2
x3
y2
y3
y1
(c) Réseaux de perceptrons multi-
couches
Fig. 2.1.: Différentes étapes de construction d’un réseau de perceptrons multi-couches. À
gauche, l’unité de base des réseaux de neurones : un perceptron. Au milieu, plu-
sieurs perceptrons sont utilisés en parallèle pour former une couche entièrement
connectée. À droite, plusieurs couches sont utilisées les unes à la suite des autres
pour former un réseau de perceptrons multi-couches
Le perceptron est l’unité de base des réseaux de neurones. Il s’agit d’une fonction,
prenant un vecteur d’entrée x et qui produit une sortie y en fonction d’un vecteur de
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paramètres (souvent appelé poids) w. La sortie y correspond à une somme pondérée
des entrées x et des poids w à laquelle est ajouté un biais b (voir figure 2.1a).
Def. 2.1
Perceptron Θ(x,w) = h(
∑
i
wi × xi + b) = y (2.1)
Pour simplifier les notations mathématiques, le biais b est généralement inclus dans
les paramètres w en considérant w0 = b et x0 = 1. L’équation 2.1 fait aussi appa-
raitre une fonction notée h(). Cette dernière, appelée fonction d’activation est une
fonction non linéaire. Nous détaillerons son utilité ainsi que les différentes fonctions
usuellement utilisées dans la section suivante (partie 2.1.2). La fonction modélisée
par un perceptron est une fonction linéaire simple. Elle permet de modéliser des
fonctions de base tel que, par exemple, des "ou" ou des "et" logique.
Un perceptron ne donne qu’une seule valeur sortie y, or souvent on peut vouloir des
prédictions plus complexes composées de plusieurs valeurs de sortie, regroupées
sous la forme d’un vecteur y. Par exemple, une tâche pourrait consister à prédire des
coordonnées x, y dans une image d’entrée. On peut aussi faire de la classification
multi-classes d’objets en prédisant un vecteur de probabilités y = [y1, y2, ..., yn],
où chaque valeur de sortie yi correspond à la probabilité d’appartenance à une
classe d’indice i. Afin d’obtenir plusieurs sorties, il est nécessaire d’utiliser plusieurs
perceptrons de manière parallèle, regroupés pour former ce que l’on appelle une
couche de perceptrons (voir figure 2.1b). Une couche est dite entièrement connectée
quand tous les perceptrons sont connectés à la totalité des entrées. Dans ce cas, les
poids des perceptrons sont regroupés sous forme de matrice W et l’évaluation d’une
couche de perceptrons revient à calculer le produit matriciel entre les entrées x et
les poids W.
Def. 2.2
Couche de
perceptrons
Θ(x,W) = h(Wx) = y (2.2)
Bien qu’aujourd’hui la majorité des réseaux utilisent des couches entièrement connec-
tées, il est possible, afin de réduire le nombre de paramètres, de ne pas connecter les
perceptrons à toutes les entrées. Cela revient à fixer certaines valeurs de la matrice
W à 0.
Finalement, lorsque l’on sait construire des couches de perceptrons, il devient naturel
de les enchainer les unes après les autres afin de former un réseau plus complexe
appelé réseau de perceptrons multi-couches (voir figure 2.1c). Mathématiquement,
cela revient à combiner les fonctions formées par les différentes couches, la sortie
d’une couche étant utilisée en entrée de la suivante.
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Def. 2.3
Perceptron
multi-
couches
(Θ1 ◦Θ2)(x) = Θ1(Θ2(x)) = h1(W1h2(W2x)) (2.3)
La construction d’un réseau de perceptrons multi-couches (aussi appelé réseau de
neurones) correspond donc à la combinaison de plusieurs fonctions simples (les
perceptrons) afin de former une fonction plus complexe. Intuitivement, la complexité
de la fonction modélisée par un réseau de neurones dépend du nombre de couches
de perceptron ainsi que du nombre de perceptrons par couche. Il a été montré qu’un
réseau de neurones peut théoriquement approximer n’importe quelle fonction si ce
dernier possède un nombre de couches et de neurones suffisamment élevé.
Le nombre d’entrées d’un perceptron multi-couches est déterminé par le type des
entrées et le nombre de sorties par la tâche étudiée. Les couches au centre du réseau
sont appelées couches cachées, car elles permettent d’apprendre des représentations
intermédiaires propre au réseau dont il est difficile d’avoir connaissance.
2.1.2 Fonctions d’activations
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(a) Fonction de seuil
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(b) Sigmoïde
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(c) Tanh
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(d) ReLU
Fig. 2.2.: Les fonctions d’activations les plus connues. De gauche à droite : la fonction de
seuil (historique mais inutilisable dans les réseaux d’aujourd’hui), Sigmoïde, Tanh
et ReLU (Rectified Linear Unit).
Les perceptrons, vus dans la partie précédente, modélisent des fonctions linéaires.
Or, mathématiquement, la combinaison de plusieurs fonctions linéaires reste une
fonction linéaire. Par conséquent, quel que soit le nombre de perceptrons et de
couches de perceptrons utilisés, si l’on n’introduit pas de la non-linéarité dans
les calculs, la fonction objectif calculée par le réseau de neurones restera une
fonction linéaire. C’est pourquoi l’on utilise une fonction (notée h dans les formules
précédentes) appelée fonction d’activation ou fonction non linéaire, dont le rôle est
d’introduire une non linéarité dans les calculs.
Historiquement, les premiers perceptrons utilisaient la fonction de seuil :
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Def. 2.4
Seuil
h(x) =
1, si x ≥ 00, sinon (2.4)
Cette dernière permettait d’obtenir une prédiction binaire de type "oui" ou "non".
Néanmoins, de par son gradient nul en tous points, elle ne permet pas d’entraîner le
réseau par l’algorithme de descente de gradient que nous verrons dans la partie 2.2.1.
Il a donc fallu la remplacer par des fonctions dont les gradients sont non nuls.
Les fonctions Sigmoïde et Tanh ont un comportement semblable à la fonction de
seuil, mais avec un gradient non nul et une transition plus lisse (voir figure 2.2).
Def. 2.5
Sigmoïde h(x) = 11 + e−x (2.5)
Def. 2.6
Tanh h(x) = 1− e
−2z
1 + e−2z (2.6)
La principale différence entre ces deux fonctions étant que la fonction Sigmoïde
ramène les valeurs d’entrées entre 0 et 1, alors que la fonction Tanh les ramène entre
−1 et 1.
Bien que ces dernières aient été très utilisées, en 2011 l’introduction d’une nouvelle
fonction nommée ReLU (Rectified Linear Unit) [Glo+11] les a quasiment remplacées
car, elle permet un entraînement plus rapide des réseaux de neurones.
Def. 2.7
ReLU h(x) = max(0, x) (2.7)
Il est intéressant de noter que le gradient de cette fonction est nul sur la moitié de
son domaine (pour x ∈ [−∞, 0]) ce qui pourrait poser un problème pour l’algorithme
de descente de gradient (voir partie 2.2.1), or ce n’est pas le cas. En effet, le
gradient n’étant pas nul sur l’autre moitié du domaine (x ∈ [0,∞]) l’algorithme
de descente de gradient est efficace quand les valeurs d’entrée sont > 0. De plus,
de par sa grande plage de valeurs à 0 cette fonction introduit de la parcimonie
dans les activations (de nombreuses valeurs sont à 0) permettant à des neurones
de se spécialiser sur certaines tâches. Par exemple, si l’on cherche à reconnaitre des
voitures, des vélos et des bateaux, on peut imaginer qu’une partie des neurones d’un
réseau se spécialiseront dans la détection de roues (permettant de reconnaître les
voitures et les vélos). Il parait donc normal que ces neurones ne soient pas activés
lorsqu’une image de bateau (ne contenant donc pas de roue) est donnée en entrée
du réseau. Enfin, le gradient nul de la fonction peut être vu comme une prise de
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position dans la décision finale et donc dans l’erreur obtenue. En effet, dans notre
exemple, si nos neurones responsables de détecter la présence de roues ne sont pas
activés à la vue d’un bateau, il parait logique qu’ils ne soient pas pénalisés pour
l’erreur faite en sortie par le réseau sur cette image.
Néanmoins, cela veut dire que les paramètres des neurones ne sont mis à jour
uniquement lorsque ces derniers sont activés, ce qui peut ralentir l’entrainement des
réseaux. C’est pourquoi des variantes de la fonction ReLU ont été créées, introduisant
un gradient non nul pour des entrées x ∈ [−∞, 0]. C’est le cas par exemple de la
fonction Leakly ReLU de Maas et al. [Maa+13] qui introduit un coefficient a très
faible pondérant l’entrée lorsque x < 0 : h(x) = max(0, x) +a×min(0, x) ou encore
PReLU de He et al. [He+15] (pour Parametric Rectified Linear Unit) qui généralise
la fonction Leakly ReLU en faisant du paramètre a un paramètre entraînable du
réseau.
2.1.3 Convolutions
Si l’on veut utiliser des images en entrée d’un réseau de perceptrons multi-couches,
il est nécessaire de créer une valeur d’entrée par pixel de l’image. Or le nombre
de pixels, dans une image, peut être très grand (allant de 784 pour des images de
taille 28 × 28 à 160000 pour des images de taille 400 × 400). Cela implique que la
première couche du réseau utilise de nombreux perceptrons, ce qui entraîne une
augmentation importante du nombre de paramètres du réseau. De plus, en faisant
cela nous n’exploitons pas les informations spatiales des pixels (quel pixel se situe
où dans l’image) et surtout le réseau ne possède pas les informations de localisation
(il ne sait pas quels sont les voisins d’un pixel).
La prise en compte du voisinage d’un pixel est une notion connue de la communauté
de vision par ordinateur et est depuis longtemps exploitée notamment par les
algorithmes reposant sur l’extraction manuelle de caractéristiques. Par exemple, les
descripteurs les plus utilisés aujourd’hui sont les descripteurs SIFT (Scale-Invariant
Feature Transform) [Low99] et HOG (Histogram of Oriented Gradients) [DT05] qui
permettent des analyses locales des caractéristiques d’une image. Ces opérateurs,
qui introduisent une invariance à la translation, peuvent être généralisés par un
opérateur mathématique, appelé opérateur de convolution. Il est donc naturel
d’exploiter ces opérateurs de convolutions dans les réseaux de neurones.
L’opérateur de convolution (ou produit de convolution) est une fonction mathéma-
tique prenant en paramètre deux fonctions f et g et dont le résultat, noté f ∗ g,
est égal en tous points x à l’intégrale de la fonction f centrée en x multipliée par
l’intégrale de la fonction g centrée en 0. Dans le cas général, où les fonctions f et
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Fig. 2.3.: Illustration d’un opérateur de convolution. L’image source est convoluée avec un
masque de convolution (ici de taille 3 × 3). Il est important de noter que, pour
l’illustration, le masque de convolution a subi une rotation verticale et horizontale.
g sont des fonctions continues et définies sur un domaine infini (de −∞ à ∞), le
produit de convolution nécessite l’utilisation de l’opérateur d’intégrale. Néanmoins,
dans le cas de traitement d’image, la fonction f correspond à une image et est donc
discrète et définie sur un domaine fini. La fonction g, appelée masque de convolution
est, elle aussi, discrète et est définie sur un domaine de taille S.
Def. 2.8
Produit de
convolution
Le produit de convolution de la fonction discrète f ∈ N par le masque de convolution
g ∈ N de taille S (et de demi taille K = S−12 ) est donné par :
(f ∗ g)(n) =
K∑
n′=−K
f(n− n′)× g(n′) (2.8)
L’équation 2.8 donne la formule du produit de convolution de la fonction f par
la fonction g toutes deux définies sur un espace à une dimension. Or, dans le
cas des images, les fonctions sont généralement définies sur un espace à deux
dimensions. En effet, l’image d’entrée est une fonction f ∈ N2, dont les deux
dimensions H,W correspondent à la hauteur et largueur de l’image et qui, à toute
paire d’entier x, y ∈ N, fait correspondre la valeur du pixel à la position (x, y). Le
masque de convolution g est donc une fonction elle aussi définie sur un espace à
deux dimensions.
Def. 2.9
Convolution
2D
Le produit de convolution de l’image I par le masque de convolution g de taille S × S
(et de demi taille K ×K avec K = S−12 ) est donnée par :
(f ∗ g)(n,m) =
K∑
n′=−K
K∑
m′=−K
f(n− n′,m−m′)× g(n′,m′) (2.9)
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La figure 2.3 illustre le fonctionnement de l’opérateur de convolution.
Dans les réseaux de neurones convolutifs, les opérateurs de convolutions prennent
en entrée les différents canaux des images quand ils sont sur la première couche
du réseau ou les différentes cartes de caractéristiques quand ils sont au milieu du
réseau. Par conséquent, les résultats d’un opérateur de convolution correspondent à
une carte de caractéristique qui combine les cartes de caractéristiques (ou canaux de
l’images) reçu en entrée.
Def. 2.10
Couche de
convolution
Dans un réseau de neurones convolutif, la jème carte de caractéristiques d’une couche de
convolution est obtenue en combinant les N cartes de caractéristiques d’entrées par N
masques de convolution. Si l’on note fi et gi les ième cartes de caractéristiques d’entrée et
masque de convolution de la couche de convolution et bj le biais associé à la carte de
caractéristiques de sortie j alors, la carte de caractéristiques j est obtenue de la manière
suivante :
(f ∗ g)j(n,m) = bj +
N∑
i=1
K∑
n′=−K
K∑
m′=−K
fi(n− n′,m−m′)× gij(n′,m′) (2.10)
Ainsi, une couche de convolution correspond à une combinaison de plusieurs convolu-
tions appliquées sur les cartes de caractéristiques d’entrées. Cela permet aux couches
successives d’extraire des caractéristiques de plus en plus complexes. Par exemple,
les premières couches de convolution peuvent extraire des traits ou des arrondis avec
différentes orientations dans l’image de base. Ensuite, les couches suivantes peuvent
être entraînées à extraire des combinaisons de ces caractéristiques afin, par exemple,
de détecter les yeux, le nez et la bouche. Plus profondément, les couches suivantes
peuvent enfin être utilisées pour reconnaître la présence simultanée d’un nez, d’une
bouche et des yeux afin de reconnaitre un visage. Ce qui permet d’analyser à plus
haut niveau comment est structurée d’un point de vue topologique une image. La
partie convolutive d’un réseau de neurones convolutif est donc considérée comme
un extracteur de caractéristiques hiérarchiques, avec des caractéristiques dont la
complexité augmente au fil des couches.
2.1.4 Opérateurs de sous-échantillonnage
Dans un réseau de neurones convolutif, les couches de convolutions sont alternées
avec des couches de sous-échantillonnage (appelé pooling en anglais). Ces dernières
réduisent la taille des cartes de caractéristiques, permettant ainsi de réduire l’espace
mémoire ainsi que le nombre de neurones à l’entrée des parties entièrement connec-
tées tout en limitant le nombre de paramètres des réseaux. Nous verrons aussi plus
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tard (dans le chapitre 4.2.1) qu’elles ont aussi un impact important sur ce qu’on
appelle le champ réceptif d’un réseau de neurones.
-3 10 1 -4
8 1 9 -2
11 1 1 10
4 8 2 -1
(a) Entrées
10 9
11 10
(b) Maximum
pooling
4 1
6 3
(c) Average
pooling
16 4
24 12
(d) Sum
pooling
Fig. 2.4.: Exemples de sous-échantillonnages. De gauche à droite : l’entrée, les résultats
avec un opérateur de sous-échantillonnage par valeur maximale (maximum poo-
ling), de sous-échantillonnage par valeur moyenne (average pooling) et de sous-
échantillonnage par somme (sum pooling). Dans cet exemple la taille S des
fenêtres ainsi que le pas P utilisés sont tous deux de 2.
Les opérateurs de sous-échantillonnages fonctionnent à la manière des opérateurs
de convolution. Ce sont des fenêtres glissantes d’une taille donnée S × S agrégeant
les valeurs d’entrées. La réduction des tailles des cartes de caractéristiques est
obtenue en modifiant le pas P × P avec lequel la fenêtre "glisse" sur les cartes de
caractéristiques d’entrées.
Bien que les différents paramètres soient personnalisables, dans une très grande
majorité des cas, la taille de la fenêtre de sous-échantillonnage ainsi que les pas sont
de 2× 2, ce qui permet de réduire les cartes de caractéristiques par 4 (réduction de
moitié de la hauteur et de la largueur).
Plusieurs stratégies d’agrégation des valeurs sont possibles. Dans la figure 2.4 nous
donnons trois exemples d’agrégation des valeurs d’entrées :
— Un sous-échantillonnage par valeur maximale (figure 2.4b), appelé maximum
pooling, qui consiste à récupérer la valeur maximale dans la fenêtre d’observa-
tion.
— Un sous-échantillonnage par valeur moyenne (figure 2.4c), appelé average
pooling, qui consiste à calculer la moyenne des valeurs dans la fenêtre d’obser-
vation.
— Un sous-échantillonnage par somme des valeurs (figure 2.4d), appelé sum poo-
ling, qui consiste à calculer la somme des valeurs dans la fenêtre d’observation.
De nombreuses autres stratégies sont possibles, tel que, par exemple, le sous-
échantillonnage stochastique (stochastic pooling en anglais) proposé par Zeiler et
Fergus [ZF13] et qui introduit du non déterminisme dans l’opérateur d’agrégation.
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Néanmoins, le sous-échantillonnage très majoritairement utilisé aujourd’hui est celui
par valeur maximale avec une fenêtre de taille 2× 2 et un pas de 2× 2. Une autre
stratégie de plus en plus populaire consiste à ne pas utiliser d’opérateurs de sous-
échantillonnage, mais à modifier directement le pas des opérateurs de convolution.
Intuitivement cela revient à ne produire qu’une valeur sur deux lors de l’application
des convolutions, réduisant ainsi la taille des cartes de caractéristiques tout en limi-
tant les calculs et la mémoire utilisée par les opérateurs de sous-échantillonnage.
2.2 Entraînement des réseaux
On a vu dans les sections précédentes comment construire un réseau de neurones
convolutif. On s’intéresse maintenant à l’entraînement des réseaux, c’est-à-dire à la
manière de modifier les poids des réseaux de manière à ce que la fonction qu’ils
modélisent permette de répondre à une tâche désirée.
Notons la fonction modélisée par un réseau de neurones (ou autre algorithme)
Θ(x, θ) = ŷ. Cette dernière prend une entrée x (par exemple une image) et des
paramètres θ (noté aussi w dans le cas des réseaux de neurones), correspondant
aux poids des différentes couches du réseau, et produit une sortie ŷ modélisant la
prédiction du réseau (par exemple un vecteur de probabilités). En apprentissage
automatique supervisé, l’entraînement d’un réseau de neurones se fait en utilisant
des bases d’entraînements B. Ces dernières contiennent des données d’entraînement
x associées à des annotations (appelée vérités terrain) y correspondant à la sortie
désirée pour l’entrée x. Une fonction, appelée fonction d’erreur (ou fonction de
perte) J(xi, yi, θ) = εi mesure la différence entre les estimations ŷi = Θ(xi, θ)
et les vérités terrain yi. L’objectif en apprentissage automatique, est de trouver les
paramètres θ minimisant la somme des erreurs empiriques observées sur les exemples
d’entraînement de la base de données B. C’est-à-dire, de trouver les paramètres
θ qui minimisent un risque empirique R tel que R[θ,B] = 1N
∑N
i J(xi, yi, θ). Pour
des soucis de notation nous n’inclurons pas les entrées et vérités terrains dans les
formules J(xi, yi, θ) utilisées par la suite (sauf si cela est nécessaire).
La fonction d’erreur J(xi, yi, θ) mesurant l’erreur entre une prédiction ŷ et une vérité
terrain y dépend de la tâche étudiée. Dans ce manuscrit, une fonction de coût pour la
tâche de constance chromatique est détaillée dans la partie 3.1.4, la fonction de coût
la plus utilisée pour la tâche de classification d’image et de segmentation sémantique
est détaillée dans la partie 4.1.2 et finalement une fonction de coût sélective, que
nous avons développée pour résoudre des problèmes multi-tâches est détaillée dans
le chapitre 5.
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Dans cette section, nous nous intéressons à l’entraînement d’un réseau de neurones,
c’est-à-dire aux techniques utilisées pour modifier les paramètres d’un réseau de
manière à obtenir les poids optimaux qui minimisent le risque empirique (la somme
des erreurs) obtenu sur les données d’entraînement.
2.2.1 Descente de gradient
La descente de gradient est un algorithme itératif connu et simple d’utilisation qui
permet de minimiser la fonction J(θ), paramétrée par des poids θ d’un réseau de
neurones. Minimiser la fonction (c’est-à-dire trouver les paramètres θ qui minimisent
l’erreur empirique) se fait en calculant le gradient ∇θJ(θ) et en mettant à jour les
paramètres θ dans la direction opposée de ce dernier. Intuitivement, le gradient
∇θJ(θ) donne la direction de la pente de la fonction J au point θ, par conséquent,
se diriger dans la direction opposée du gradient revient à descendre cette pente.
Un hyper-paramètre η, appelé pas d’apprentissage, détermine la longueur du pas à
faire dans la direction du gradient. Une fois les paramètres mis à jour, on calcule le
nouveau gradient et on se dirige à nouveau dans la direction opposée. On minimise
ainsi la fonction en avançant pas par pas dans la direction de la pente.
Il existe trois variantes connues qui diffèrent en fonction du nombre de données
utilisées pour calculer l’erreur empirique de la fonction objectif J(θ) et donc de
son gradient. La première, appelée descente de gradient par batch utilise toutes
les données de la base d’entraînement B pour calculer l’erreur globale. Ainsi, le
gradient ∇θJ(θ) donne la direction exacte de la pente permettant de minimiser
l’erreur globale.
Def. 2.11
Descente de
gradient par
batch
θ = θ − η ×∇θJ(θ,B) (2.11)
Si cette dernière présente l’avantage de calculer le gradient exacte (et donc la pente
exacte) pour minimiser l’erreur sur l’ensemble des données d’entraînement, elle est
très lourde à mettre en place. En effet, cela implique que, pour chaque pas η il est
nécessaire d’évaluer l’ensemble des données d’entraînement afin d’obtenir l’erreur de
chacun des exemples. Or si la base de données B contient énormément de données
cela peut être très long.
Une deuxième variante consiste donc à ne calculer l’erreur et donc le gradient que
d’une donnée xi ∈ B à la fois.
Def. 2.12
Descente de
gradient
stochastique
θ = θ − η ×∇θJ(θ, xi, yi) (2.12)
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Cette variante, appelée descente de gradient stochastique, car les exemples d’entrai-
nement sont choisis de manière aléatoire, permet de mettre à jour les poids après
chaque évaluation et est donc beaucoup plus rapide pour faire évoluer les paramètres
du réseau, mais avec le défaut que le gradient calculé à chaque étape ne correspond
pas au véritable gradient du risque empirique. Néanmoins, minimiser les erreurs des
exemples un-à-un permet une convergence moyenne vers un minimum local. Intuiti-
vement, il est possible de faire un pas dans la mauvaise direction, mais la moyenne
des pas effectués ira dans la bonne direction. De plus, ce calcul stochastique du
gradient possède des propriétés de régularisation intéressantes. En effet, un exemple
d’entraînement compliqué (ou faux) dans la base de données n’aura une influence
sur le gradient que lorsque ce dernier sera considéré, ce qui entraînera un pas dans
une mauvaise direction, mais qui sera corrigé par les exemples suivants. Cela a pour
effet de lisser la fonction objectif et donc permet une meilleure généralisation.
Néanmoins, même si la direction globale des gradients permet de se diriger vers un
optimum, les gradients individuels de chacun des exemples présentent de grosses va-
riations, entraînant souvent l’algorithme à changer de directions. Par conséquent, une
troisième variante de l’algorithme de descente de gradient présente un juste milieu
entre la descente de gradient par batch et la descente de gradient stochastique. L’idée
est de calculer le gradient pour un sous-ensemble de n données, tirées aléatoirement
dans la base de données B. Ce sous-ensemble est appelé mini-batch en conséquence
l’algorithme correspondant est appelé descente de gradient par mini-batch.
Def. 2.13
Descente de
gradient par
mini-batch
θ = θ − η ×∇θJ(θ, x(i;i+n), y(i;i+n)) (2.13)
L’utilisation d’un mini-batch pour calculer l’erreur permet d’obtenir un gradient
plus précis (plus proche du véritable gradient de la fonction objectif) tout en gar-
dant l’avantage de ne pas évaluer l’ensemble des données pour chaque pas de
l’algorithme.
C’est pourquoi la descente de gradient par mini-batch est aujourd’hui devenue la
norme pour l’entraînement des réseaux de neurones. Néanmoins, elle garde le défaut
(moins prononcé) de faire des pas dans la mauvaise direction, ralentissant ainsi
l’entraînement des réseaux. Pour pallier ce problème, plusieurs améliorations ont été
développées, permettant à l’algorithme de converger (en théorie) plus vite vers un
minimum local de la fonction J(θ). Ces algorithmes, appelés optimiseurs, consistent
à estimer la direction optimale du gradient basée sur le gradient obtenu à chaque
étape avec l’erreur faite sur le mini-batch.
Une première amélioration possible qui permet d’estimer une direction globale est
d’ajouter une inertie dans le gradient (momentum en anglais). Cette technique,
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détaillée par Qian [Qia99], consiste à combiner le gradient obtenu à l’étape t
avec l’estimation obtenue à l’étape t − 1. Pour cela, un hyper-paramètre γ est
utilisé. La direction νt à suivre à l’étape t est calculée en combinant la direction
obtenue à l’étape précédente vt−1 avec le gradient ∇θJ(θ) de la manière suivante :
νt = γ × νt−1 + η × ∇θJ(θ). Les paramètres θ sont ensuite mis à jour de manière
classique : θ = θ − νt. L’inertie ajoutée au calcul du gradient permet d’éviter les
changements de directions trop importants et donc d’éviter aux paramètres de trop
zigzaguer.
Basés sur cette idée d’inertie de nombreux autres optimiseurs présentent des diffé-
rences plus ou moins importantes. On peut par exemple présenter l’optimiseur NAG
(Nesterov accelerated gradient) [Nes83] qui calcule le gradient après avoir avancé
d’un pas dans la direction précédente, Adagrad [Duc+11], qui adapte le pas d’ap-
prentissage η pour chacun des paramètres indépendamment, Adadelta [Zei12] qui
est une amélioration d’Adagrad et qui permet d’éviter des changements trop brutaux
dans les pas d’apprentissage des paramètres ou RMSprop [Dau+15] développé en
parallèle d’Adadelta et qui est un cas particulier d’Adadelta.
L’optimiseur Adam (Adaptive Moment Estimation) [KB14] va encore plus loin en
calculant non seulement les moyennes mt des paramètres, mais aussi leurs variances
vt. Formellement, si l’on considère gt,i comme étant le gradient de la fonction J au
temps t par rapport au paramètre θi alors la première étape consiste à calculer la
moyenne et la variance de ce gradient à travers le temps. Ces dernières sont ensuite
normalisées afin d’éviter les valeurs trop proches de zéro, puis les paramètres sont
mis à jour (voir algorithme 1).
Algorithm 1: Mise à jour des poids en utilisant l’algorithme Adam [KB14].
for t allant de 0 à∞ do
mt ←− β1mt−1 + (1− β1)gt . Calculs de la moyenne (avec inertie) des gradients
à travers le temps
vt ←− β2vt−1 + (1− β2)g2t . Calculs de la variance (avec inertie) des gradients à
travers le temps
m̂t ←− mt1−βt1 . Normalisation de la moyenne
v̂t ←− vt1−βt2 . Normalisation de la variance
θt+1 ←− θt − η√v̂t+εm̂t . Mise à jour des paramètres
if Convergé then
Fin
end
end
L’optimiseur Adam présente le défaut d’ajouter trois hyper-paramètres β1, β2 et
ε ce qui rend l’algorithme plus dur d’utilisation puisqu’il faut trouver les bonnes
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valeurs. Les auteurs conseillent néanmoins d’utiliser les valeurs β1 = 0.9, β2 = 0.999
et ε = 10−8.
Il existe encore de nombreux optimiseurs parmi lesquels on peut mentionner Ada-
Max [KB14] ou Nadam [Doz16] qui essayent d’améliorer la stabilité d’Adam.
Le problème avec tous ces optimiseurs, est qu’il est souvent difficile de les com-
parer car ils ont des comportements différents en fonction des données utilisées.
Par conséquent, il n’existe pas de règles précises sur l’utilisation d’un optimiseur
plutôt d’un autre, néanmoins, il est possible d’en privilégier certains par rapport
à l’objectif recherché. Par exemple, si l’objectif est de tester ou d’optimiser une
nouvelle architecture, il peut être intéressant d’utiliser un optimiseur ayant peu
d’hyper-paramètres. Ainsi une bonne optimisation de l’optimiseur sera plus facile et
il sera plus aisé de vérifier le fonctionnement de l’architecture testée. Au contraire,
si l’objectif est d’entraîner une architecture ayant déjà fait ses preuves, il peut être
intéressant d’utiliser un optimiseur plus complexe permettant ainsi une finesse plus
précise dans les hyper-paramètres et donc une optimisation plus précise.
2.2.2 Rétro-propagation
Nous avons vu, dans la section précédente, les différents algorithmes de descente de
gradient ainsi que le fonctionnement des optimiseurs. Néanmoins, la descente de
gradient repose, comme son nom l’indique, sur le gradient de la fonction objective
(c’est-à-dire le gradient du réseau de neurones et de la fonction de coût associée).
Dans cette partie nous expliquerons comment calculer le gradient des paramètres
d’un réseau de neurones permettant ainsi d’être optimisé grâce à l’algorithme de
descente de gradient.
Nous savons que les réseaux de neurones sont composés de couches d’opérateurs et
sont donc des compositions de fonction. Afin d’obtenir l’erreur faite par le réseau
sur un mini-batch (voir section précédente) nous présentons donc les entrées à la
première couche du réseau qui calcule les activations (cartes de caractéristiques)
et transmet ces données à la couche suivante qui recommence le processus jusqu’à
la sortie du réseau. Cette étape, où les données traversent les différentes couches
du réseau, de l’entrée à la sortie, est appelée propagation ("forward" en anglais). À
partir des sorties du réseau, une fonction de perte permet de calculer l’erreur faite
par rapport aux valeurs cibles.
Une fois que l’on a obtenu l’erreur, on cherche à calculer le gradient de cette dernière
par rapport aux paramètres du réseau. Un réseau étant une composition de fonctions,
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on utilise le théorème de dérivation des fonctions composées aussi appelé règle de
dérivation en chaîne (ou chain rule en anglais).
Def. 2.14
Chain rule
Si g est une fonction dérivable au point x et f est une fonction dérivable au point g(x)
alors (f ◦ g) est dérivable au point x et :
(f ◦ g)′(x) = f ′(g(x))× g′(x) (2.14)
On peut réécrire cette formule en utilisant la notation des dérivées de Leibniz :
(f ◦ g)′(x) = ∂f(g(x))
∂x
= ∂f(g(x))
∂g(x) ×
∂g(x)
∂x
(2.15)
Ce théorème nous donne la possibilité d’exprimer le gradient des paramètres d’un
réseau de neurones en fonction des gradients des différents opérateurs composant le
réseau.
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Fig. 2.5.: Exemple du calcul de gradient sur un réseau composé de trois opérateurs f1, f2,
f3 dépendant des paramètres w1, w2 et w2.
Afin d’expliquer comment calculer le gradient des paramètres, nous utiliserons un
exemple dont le réseau est schématisé dans la figure 2.5. Notre exemple est un
réseau composé de trois couches de calculs f1, f2 et f3 dépendant des paramètres
respectifs w1, w2 et w3. Le réseau prend une entrée x qui est donnée à l’opérateur f1
pour produire une sortie y1 donnée à l’opérateur f2 pour obtenir une sortie y2 qui
est finalement donnée à l’opérateur f3 pour obtenir la sortie finale y3.
Pour rappel, l’objectif est de calculer le gradient des paramètres par rapport à y3 et
donc ∇w1,w2,w3y3 = [
∂y3
∂w1
, ∂y3∂w2 ,
∂y3
∂w3
].
Le gradient de y3 par rapport à w3 est facile à calculer, car la fonction f3 (qui produit
la sortie y3) dépend directement de w3. On a donc :
∇w3y3 =
∂y3
∂w3
= ∂f3(y2, w3)
∂w3
(2.16)
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Le gradient de y3 par rapport à w2 est moins évident à calculer puisque y3 est
obtenue par composition de la fonction f2 et f3 (on a (f2 ◦ f3)(y1) = y3). Il est donc
nécessaire d’utiliser le théorème de dérivation des fonctions composées vu ci-dessus.
On obtient alors :
∇w2y3 =
∂y3
∂w2
= ∂f3(y2, w3)
∂w2
= ∂f3(y2, w3)
∂y2
× ∂y2
w2
= ∂f3(y2, w3)
∂y2
× ∂f2(y1, w2)
∂w2
(2.17)
Autrement dit, pour calculer le gradient de y3 par rapport à w2 il faut calculer le
gradient de f3 par rapport à son entrée y2 puis le gradient de f2 par rapport à ses
paramètres w2.
De la même manière on peut calculer le gradient de w1 par rapport à y3 en utilisant
plusieurs fois le théorème de dérivation des fonctions :
∇w1y3 =
∂y3
∂w1
= ∂f3(y2, w3)
∂w1
= ∂f3(y2, w3)
∂y2
× ∂y2
∂w1
= ∂f3(y2, w3)
∂y2
× ∂f2(y1, w2)
∂w1
= ∂f3(y2, w3)
∂y2
× ∂f2(y1, w2)
∂y1
× ∂y1
∂w1
= ∂f3(y2, w3)
∂y2
× ∂f2(y1, w2)
∂y1
× ∂f1(x,w1)
∂w1
(2.18)
Ainsi, pour calculer le gradient de w1 par rapport à y3 on a besoin du gradient de f3
par rapport à y2, du gradient de f2 par rapport à y1 et du gradient de f1 par rapport
à x. Or, le gradient de f3 par rapport à y2 a déjà été calculé pour obtenir ∇w2y3 il
n’est donc pas nécessaire de le recalculer.
De manière générale, pour chaque opérateur (ou couche) f(x,w) = y présent
dans un réseau de neurones il faut pouvoir calculer le gradient de la couche par
rapport à ses paramètres ∂f(x,w)w ainsi que le gradient de la couche par rapport à ses
entrées ∂f(x,w)x afin de le transmettre aux couches précédentes. Cette transmission
du gradient (qui remonte le réseau au travers des différentes couches) est appelée
rétro-propagation du gradient (ou backpropagation en anglais).
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Le calcul du gradient des paramètres d’un réseau se fait donc en deux étapes, la
propagation (forward pass) des données dans le réseau, de l’entrée jusqu’à la fonction
de perte puis la rétro-propagation (backward pass) des gradients de la fonction de
pertes jusqu’à l’entrée du réseau.
2.2.3 Dropout
Lorsque les réseaux de neurones deviennent trop grands (avec trop de neurones et
donc trop de paramètres) il devient difficile de les entraîner sans subir un effet de
sur-apprentissage. Lorsqu’un réseau sur-apprend (apprend à reconnaitre par cœur
les données d’entrée) ses neurones se spécialisent pour reconnaitre les images de la
base de données d’entraînement (et perdent donc en performance de généralisation).
Intuitivement, on peut considérer que chaque neurone reconnait une image précise
de l’ensemble d’entraînement et que ce dernier, quand il reconnait son image, est
l’unique responsable de la prédiction finale. Afin de corriger ce problème, Srivas-
tava et al. ont développé une technique, appelée dropout [Sri+14], empêchant les
neurones d’être seuls responsables dans une prise de décision. Cette technique, a
montré des résultats exceptionnels lors de l’entraînement des réseaux.
Fig. 2.6.: Illustration de l’opérateur de Dropout (tirée du papier [Sri+14]). À droite le réseau
entièrement connecté. À gauche, des neurones ont été aléatoirement désactivés.
Le principe du dropout est extrêmement simple. En phase d’entraînement, à chaque
évaluation d’un nouvel exemple d’entrée, des neurones ont une certaine probabilité
p d’être désactivé c’est-à-dire que leurs sorties y a une probabilité p d’être mise à 0.
Plus formellement, si l’on considère r = Bernoulli(p), une variable aléatoire tirée
selon une distribution de Bernoulli et dont la valeur est égale à 1 avec une probabilité
p et 0 sinon, alors la valeur d’un perceptron devient y = r × h(
∑
wi × xi + b). Dans
la littérature, la probabilité de désactivation d’un neurone la plus communément
utilisée est de 50%. En phase de test, les neurones sont activés en permanence
(r = 1). Néanmoins, il est important que les neurones fournissent la même énergie
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"moyenne" que durant l’entraînement. Par conséquent, la valeur de sortie de chaque
neurone est multipliée par la valeur de la probabilité p : y = p× h(
∑
wi × xi + b).
Il y a plusieurs façons intéressantes d’expliquer pourquoi le dropout améliore l’ap-
prentissage et prévient le sur-apprentissage. Premièrement, comme nous l’avons
expliqué, un neurone ne peut pas être seul responsable dans la prédiction finale du
réseau. En effet, les neurones étant régulièrement désactivés lors de l’entraînement
(avec une probabilité p) la prédiction finale du réseau ne peut reposer sur unique-
ment l’un d’entre eux, les neurones doivent chacun prendre part aux prédictions en
"collaborant". Une autre vision, tout aussi intéressante, est d’observer le réseau dans
sa globalité. Lors de la désactivation aléatoire des neurones, on construit en fait un
nouveau réseau inclus dans le réseau d’origine (voir figure 2.6). Entraîner un réseau
avec du dropout revient donc, à chaque passe dans le réseau, à entraîner un réseau
différent appartenant à l’ensemble des réseaux inclus dans le réseau d’origine. Le
dropout peut donc être vu comme l’entraînement simultané de nombreux réseaux
de neurones partageant des paramètres. Il a été démontré qu’en phase de test, le
dropout correspond à la moyenne géométrique d’un nombre exponentiel de modèles
faiblement entraînés [BS14]. Il a été plus particulièrement démontré que le dropout
correspond à un terme de régularisation L2 supplémentaire dans la fonction de
coût [BS14].
2.2.4 Normalisation par Batch
Une autre technique, appelée normalisation par batch, qui permet d’empêcher le
sur-apprentissage et d’augmenter l’efficacité des réseaux de neurones a été introduite
récemment par Ioffe et Szegedy [IS15b].
Lors de l’entraînement d’un algorithme sur une base, il est courant de normaliser
(centrer et réduire) les données d’entrée afin que ces dernières aient une moyenne
centrée en zéro et une variance à 1, permettant ainsi aux données d’être comparables
à travers les caractéristiques. Ensuite, lorsque les données traversent un réseau de
neurones les poids (ou paramètres) du réseau transforment les valeurs pouvant créer
des valeurs intermédiaires décentrées et/ou trop importantes. Ce phénomène est
appelé "internal covariate shift". Afin de résoudre cela, Ioffe et Szegedy exploitent
les mini-batch vus dans la partie 2.2.1 en normalisant les données contenues dans
ces derniers. Concrètement, leur module, qui peut être placé n’importe où dans le
réseau, calcule la moyenne et l’écart type des valeurs obtenues lors de l’évaluation
d’un mini-batch. Les valeurs sont ensuite normalisées en soustrayant la moyenne et
divisant par l’écart type. Les différentes étapes sont décrites dans l’algorithme 2.
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Algorithm 2: Calcul de la normalisation par batch décris par Ioffe et Sze-
gedy [IS15b].
Data: Les valeurs de x à travers un mini-batch B = {x1, ..., xn} ;
Les paramètres γ et β
Result: {yi = BNγ,β(xi)}
µB = 1n
n∑
i=1
xi . Calculs des moyennes du mini-batch
σ2B = 1n
∑
i=1
n(xi − µB)2 . Calculs de la variance du mini-batch
x̂i = xi−µB√
σ2B+ε
. Normalisation des activations
yi = γx̂i + β = BNγ,β(xi) . Mise à l’échelle et décalage des valeurs
Cette technique présente plusieurs avantages. Premièrement, elle normalise les
activations ce qui permet au réseau d’obtenir une meilleure stabilité puisque ces der-
nières présentent de moins grandes variations. Le second avantage (et probablement
le plus important) est que cette technique permet d’éviter le sur-apprentissage. En
effet, de par la construction aléatoire des mini-batch, une même entrée sera norma-
lisée différemment à chaque passage dans le réseau (puisqu’elle sera mélangée à
différentes données). La normalisation étant différente, les activations résultantes
seront différentes, créant, aux yeux du réseau, de "nouvelles" données.
2.3 Les premiers succès des réseaux de
neurones
Nous avons vu précédemment les différents éléments de construction des réseaux de
neurones convolutifs, ainsi que l’algorithme de descente de gradient qui permet leurs
entraînement. Dans cette partie nous passeront en revue les différentes architectures
de réseau les plus populaires, ayant permis d’importantes avancées en termes de
reconnaissance d’images. Ces architectures doivent leur popularité à la base de
données ImageNet [Den+09] liée à la compétition ILSVRC ("ImageNet Large Scale
Visual Recognition Challenge").
2.3.1 La base de données ImageNet
Le succès des premiers réseaux convolutifs est liée à une base de données appelée
ImageNet [Den+09]. Cette base contient un très grand nombre d’images (plus de 14
millions) annotées afin d’indiquer la présence d’objet sur ces dernières. Les classes
utilisées pour annoter les objets sont tirées de la base lexicale WordNet [Fel05],
présentant ainsi 1000 catégories différentes d’objets. En plus de la présence d’objets
dans l’image, des vérités terrains ont été ajoutées sur un sous-ensemble d’images.
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Ainsi, plus 1, 2 millions d’images possèdent des annotations indiquant les positions
(boites englobantes) des objets. En 2015, des vidéos ont aussi été ajoutées aux
données présentes dans la base permettant ainsi une tâche de détection d’objet à
partir de vidéos.
Associée à la base de données, une compétition annuelle (finie depuis 2017) nommée
ILSVRC ("ImageNet Large Scale Visual Recognition Challenge") [Rus+15] met en
compétition les meilleurs algorithmes en classification d’image. Cette compétition
propose plusieurs challenges, évoluant au fil des années, et allant de la détection
d’objets à la détection d’objet à partir de vidéos. Néanmoins, les deux tâches présentes
chaque année (et donc les plus populaires) sont la détection d’objets et la localisation
d’objet.
La détection d’objets consiste, étant donnée une image, à prédire la classe de l’objet
présent sur cette dernière. Dû au grand nombre de catégories d’objets présents (1000
classes différentes) la précision des algorithmes repose sur une précision du top
5. Cela veut dire que les algorithmes fournissent les 5 classes les plus probables
indiquant la présence d’un objet ou non et une prédiction est considérée comme juste
si la classe cible est présente parmi ces 5 prédictions. La localisation d’objets consiste
à prédire la position des objets présents dans les images. Les algorithmes sont donc
entraînés à prédire des boites englobantes (voir introduction chapitre 4).
Le nombre extrêmement élevé ainsi que la diversité des images de cette base en
font un incontournable pour l’entraînement de réseaux convolutifs qui nécessitent
beaucoup de données d’apprentissage.
2.3.2 Transfert de connaissances
La base de données ImageNet vu dans la partie précédente n’explique pas seule la
popularité des réseaux ayant remporté la compétition. Un autre aspect important
est la notion de transfert de connaissances, avec l’idée que les connaissances ap-
prises par les réseaux lors de l’entraînement peuvent être utilisées afin d’améliorer
l’entraînement sur d’autres tâches.
Nous savons que les réseaux de neurones convolutifs sont composés de plusieurs
couches de convolutions qui s’enchainent les unes à la suite des autres. Cette structure
en couches des réseaux part de l’idée d’une construction hiérarchique des objets.
L’exemple souvent cité est celui de la reconnaissance de visage qui est réalisée
en commençant par reconnaitre les traits et arrondis, puis ces éléments de base
sont assemblés pour construire les yeux, la bouche et le nez qui sont eux-mêmes
assemblés pour construire un visage complet. Grâce à Zeiler et al. [ZF14], qui ont
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développé une technique permettant de visualiser quels sont éléments d’une image
qui activent les neurones d’un réseau de neurones, cette construction hiérarchique a
été corroborée par l’expérimentation. Ainsi, les premières couches de convolution
des réseaux apprennent des caractéristiques générales qui, au fur à mesure que l’on
descend dans les couches plus profondes, sont assemblées en éléments de plus de
plus complexes et spécialisés à la tâche étudiée.
Or si les caractéristiques des premières couches sont générales, cela veut dire qu’elles
peuvent être réutilisées afin d’entraîner un réseau sur une autre tâche. L’idée du
transfert de connaissance est de récupérer ces caractéristiques apprises sur une
grande base de données (telle que la base ImageNet vue dans la partie précédente)
possédant beaucoup de diversité afin d’entraîner un réseau sur une nouvelle tâche
dont le nombre de données disponibles est plus faible. Concrètement, un réseau dit
"de base" est entraîné sur une base de données. La sortie du réseau est remplacée par
une sortie adaptée à la nouvelle tâche (ayant, par exemple, un nombre de classes
sémantiques différents), puis le réseau est entraîné à nouveau sur cette nouvelle
tâche. Cela revient à initialiser le réseau avec les poids appris sur la première base
de données. Cette technique, appelée "finetuning" en anglais, a permis à plusieurs
équipes ([Ahm+08; Oqu+14]) d’obtenir des résultats meilleurs que ceux obtenus
dans l’état-de-l’art (de l’époque). Yosinski et al. [Yos+14] ont fait une étude poussée
montrant que le transfert de connaissance est toujours meilleur qu’une initialisation
aléatoire des poids du réseau.
Un autre type de transfert, appelée distillation des connaissances sur les données
a été étudié par Hinton et al. [Hin+15]. L’idée est d’utiliser un très grand réseau
de neurones déjà entraîné afin de guider l’entraînement d’un autre réseau, plus
petit, sur la même tâche. L’intérêt étant qu’un plus petit réseau est plus rapide et
moins gourmand en ressource mémoire. Pour cela, le petit réseau est entraîné, étant
donnée une image, à prédire les mêmes probabilités que celle obtenues par le grand
réseau. En effet, en plus de la classe prédite, le vecteur de probabilité en sortie du
réseau contient des informations intéressantes apprises par le réseau permettant de
guider l’apprentissage du petit réseau. Par exemple, étant donnée une image de chat,
le grand réseau pourra avoir une grande probabilité pour la classe chat, mais aussi
une probabilité non nulle pour la classe chien alors que la classe voiture sera proche
de zéro. On peut traduire cela par "la classe chat est plus proche de la classe chien
que de la classe voiture".
Ces techniques de transfert de connaissances ont largement participé à la popularité
des réseaux ayant remporté la compétition ILSVRC (vue dans la partie 2.3.1) puis-
qu’elles ont montré qu’il été possible de réutiliser ces derniers afin d’améliorer les
performances obtenues avec d’autres tâches.
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2.3.3 Des réseaux de plus en plus grands et profonds
Nous avons vu comment construire un réseau de neurones ainsi que les différents élé-
ments permettant de l’entraîner efficacement. Ces éléments ont permis de construire
des architectures de plus en plus grandes et de plus en plus profondes (possédant
plus de couches d’opérations). Dans cette partie, nous ferons un historique chronolo-
gique des réseaux de neurones les plus populaires aujourd’hui en expliquant leurs
évolutions architecturales.
LeNet5
Fig. 2.7.: Schéma du réseau LeNet5, conçu par LeCun et al. [LeC+98] pour la reconnais-
sance de chiffre manuscrit.
Pour notre étude, nous partirons du réseau de neurones convolutifs créé par LeCun
en 1990 [LeC+98], ce réseau étant le plus connu de la communauté et parfois
considéré (à tort) comme le premier réseau de neurones. Ce réseau, nommée LeNet5
et dont le schéma de l’architecture est donné dans la figure 2.7, est conçu pour la
reconnaissance de chiffres manuscrits. Ce dernier prend en entrée des images en
niveau de gris (un seul canal de couleur) de taille 32 × 32 et produit un vecteur
de sortie de taille 10 permettant de classer les images d’entrée dans une des 10
catégories possibles (les chiffres de 0 à 9).
Le réseau est composé de deux couches de convolution de masque de taille 5 × 5
et de sous échantillonnages de taille 2 × 2. La partie convolutive est suivie d’une
partie de type réseau de perceptrons multi-couches composée de deux couches
entièrement connectées ainsi que d’une couche de sortie dont les connexions suivent
une probabilité gaussienne.
La taille extrêmement réduite du réseau est due à la fois aux limitations matérielles
de l’époque, mais aussi aux faibles connaissances de l’époque qui rendaient difficile
l’apprentissage d’un réseau trop complexe (avec trop de poids). C’est d’ailleurs
ce dernier argument qui justifie l’utilisation d’une couche avec des connexions
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gaussiennes puisque cette dernière permet de réduire le nombre de paramètres du
réseau.
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Fig. 2.8.: Résultats de la compétition ILSVRC 2012 [Rus+15] obtenus par les cinq meilleures
méthodes.
Après la création du réseau LeNet5 en 1990, il aura fallu attendre 2012 pour que
les réseaux de neurones convolutifs deviennent populaires. Cette popularité a été
atteinte grâce au réseau de neurones convolutifs appelé AlexNet, développé par Alex
Krizhevsky et al. [Kri+12]. Ce réseau leur a permis de remporter la compétition
ILSVRC 2012 [Rus+15] (vue dans la partie 2.3.1) avec une précision de 84.6%
(soit une erreur de 15, 4%) quand les concurrents les plus proches obtenaient des
précisions aux alentours des 73.8% (voir tableau 2.8).
L’architecture présentée par Krizhevsky et al. suit le même schéma que LeNet5 mais
est nettement plus grande (avec plus de couches) et utilise des avancées plus récentes
telles que la fonction d’activation ReLU (vue dans la partie 2.1.2) et l’opérateur de
dropout (vue dans la partie 2.2.3).
La figure 2.9 montre le schéma du réseau AlexNet. Ce dernier est composé de cinq
couches de convolution toutes suivies d’opérateurs de sous-échantillonnages de type
maximum-pooling et de fonctions d’activation de type ReLU. La partie convolutive
du réseau est suivie de deux couches entièrement connectées (perceptron multi-
couches). Afin de limiter le sur-apprentissage, ils utilisent la technique de dropout
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Fig. 2.9.: Schéma du réseau AlexNet. Figure extraite du papier d’origine [Kri+12].
dans les couches entièrement connectées avec une probabilité d’annulation de 50%
(voir partie 2.2.3).
Une particularité intéressante due à la limitation mémoire des cartes graphiques
de l’époque (GPU) est que le réseau est composé de deux chemins ne partageant
des informations que lors de la deuxième couche de convolution et dans la partie
entièrement connectée (voir figure 2.9). Cela permet d’entraîner le réseau sur deux
GPU en parallèle tout en limitant les transferts d’informations entre eux, optimisant
ainsi les temps de calculs.
On peut expliquer le bon fonctionnement de ce réseau (et donc de son succès) grâce
à trois facteurs :
— L’utilisation d’opérateurs efficaces telles que les fonctions ReLU et l’opérateur
de dropout.
— Les compétences techniques d’Alex Krizhevsky qui ont permis d’implémenter
le réseau sur carte graphique, permettant d’accélérer le temps d’entraînement
du réseau et donc de l’entraîner plus longtemps et plus efficacement.
— Le nombre important de données utilisées pour entraîner le réseau.
Ces trois facteurs réunis ont permis une avancée importante en reconnaissance
d’images et ont contribué à la popularité actuelle des réseaux de neurones convolu-
tifs.
VGG 16
En 2013, l’équipe Visual Geometry Group (VGG) de l’université d’Oxford a étudié
l’architecture d’AlexNet afin de l’optimiser, proposant ainsi plusieurs modèles dont
les architectures varient quant au nombre de couches utilisées. Parmi les modèles
qu’ils ont étudiés, ils ont extrait une architecture appelée VGG-16 composée de 16
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Fig. 2.10.: Schémas du réseau VGG16. Image tirée de la présentation de Matthieu Cord.
couches, avec laquelle ils ont gagné la compétition ILSVRC 2014 pour la tâche de
localisation d’objets avec une précision de 92.7%.
Très proche du réseau AlexNet, leur architecture a la particularité d’utiliser plusieurs
couches de convolutions successives sans opérateur de sous-échantillonnage (voir
figure 2.10). De plus, la taille des masques de convolution est réduite à 3 × 3.
De cette manière, le réseau possède moins de paramètres d’apprentissage mais
plus de fonctions de non linéarité (puisque plus de couches de convolution). Cette
particularité rend la fonction de décision du réseau plus discriminative tout en
rendant l’apprentissage du réseau plus facile.
GoogleNet
Fig. 2.11.: Schéma du complet réseau GoogleNet. La figure est extraite du papier [Sze+15a]
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Fig. 2.12.: Module d’inception du réseau GoogleNet [Sze+15a]. Le module est composé
de quatre chemins en parallèle, utilisant des convolutions avec des masques de
tailles différentes.
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GoogleNet est un réseau introduit par Szegedy et al. [Sze+15a], qui a gagné la
compétition ILSVRC-2014 pour la tâche de classification avec une précision du TOP-5
de 93.3%. Leur architecture introduit un type de bloc appelé "inception module"
(voir figure 2.12). Ces modules sont parfois considérés comme un réseau dans un
réseau ("Network in Network" NiN) [Lin+13]. Ils sont constitués de quatre chemins
en parallèle : un chemin avec une opération de sous-échantillonnage, un chemin
avec une convolution large (avec des filtres 5× 5), un chemin avec une convolution
plus petite (avec des filtres 3× 3) et un chemin avec un opérateur d’identité. Tous les
chemins possèdent aussi une couche convolution de masque de taille 1×1 permettant
de réduire le nombre de cartes de caractéristiques. Les cartes de caractéristiques
obtenues par chacun des chemins sont ensuite concaténées et utilisées en entrée
du module suivant. Le réseau étant particulièrement profond, des fonctions de
coût intermédiaires sont ajoutées au milieu du réseau, permettant au gradient de
remonter plus facilement (voir schéma du réseau 2.11)
2.3.4 Introduction des connexions résiduelles
Ajouter de plus en plus de couches dans un réseau permet de modéliser des fonctions
plus complexes et donc possédant une capacité de discrimination plus importante.
Les résultats empiriques sur les réseaux ont montré que cette profondeur améliore
systématiquement les performances. Néanmoins, augmenter la profondeur d’un
réseau fait apparaitre des limitations importantes. Premièrement, un réseau plus
profond implique une modélisation d’une fonction plus complexe, ce qui entraine
une perte de généralisation. Intuitivement, plus une fonction est expressive, plus elle
peut apprendre par cœur les données d’entraînement et donc perdre en efficacité
lorsque de nouvelles données (de test) sont utilisées. Deuxièmement, un réseau
trop profond peut entraîner une augmentation de l’erreur et ce même sur les don-
nées d’entraînements. Une profondeur trop importante des réseaux entraîne des
difficultés pour trouver un bon minimum de la fonction objectif. En effet, lorsque
le réseau possède trop de couches de calculs, le gradient rencontre des difficultés
pour remonter jusqu’aux premières couches du réseau. Ce phénomène, très connu
aujourd’hui, est appelé problème de disparition du gradient (vanishing gradient en
anglais). Il se caractérise par un gradient de plus en plus faible (avec des valeurs de
plus en proche de zéro) au fur à mesure qu’il remonte dans les couches du réseau.
Nous pouvons expliquer ce problème en regardant l’influence qu’ont les poids des
différentes couches sur la sortie (et donc l’erreur) du le réseau. Dû à l’aspect de
composition de fonctions d’un réseau, un petit changement dans les paramètres des
premières couches du réseau entraînera un gros changement sur la sortie (un peu à
la manière de l’effet papillon). Au contraire, une petite variation dans les paramètres
des couches proches de la sortie aura beaucoup moins d’influence. Par conséquent,
si l’erreur (le gradient) est distribuée uniformément sur l’ensemble des poids du
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réseau, alors il est normal d’obtenir un gradient beaucoup plus faible sur les couches
d’entrée.
Ce phénomène, est au cœur des supervisions intermédiaires du réseau GoogleNet vu
dans la partie précédente qui permettent de "rapprocher" les couches intermédiaires
d’une sortie et donc d’obtenir un gradient plus élevé sur ces dernières. Néanmoins,
cela limite aussi la liberté d’abstraction des couches intermédiaires puisqu’en se re-
trouvant proche de la sortie elles doivent être capables de fournir des caractéristiques
proches des prédictions.
Fig. 2.13.: Illustration d’une couche résiduelle [He+16a]. L’entrée est additionnée aux
résultats du mapping. Figure extraite du papier d’origine [He+16a]
Une solution élégante au problème de disparition de gradient, déjà existante dans
les algorithmes de quantifications d’images a été introduite dans les réseaux de
neurones convolutifs par He et al. [He+16a] et leur réseau appelé ResNet. Dans
ce réseau ils utilisent des connexions appelées connexions résiduelles, qui consiste
à ajouter l’entrée de la couche avec sa sortie (voir schéma 2.13). Formellement, si
l’on considère Xi les cartes de caractéristiques à la couche i du réseau et Θi(Xi) la
transformation des cartes de caractéristiques de la couche i à la couche i+ 1, alors
la transformation classique s’écrit sous la forme suivante :
Xi+1 = Θi(Xi)
Une couche résiduelle consiste à additionner l’entrée de la transformation au résultat
obtenu. Ainsi la formule devient :
Xi+1 = Θi(Xi) + Xi
Intuitivement, Θi(Xi) ne correspond plus à l’opération de transformation de Xi à
Xi+1 mais à la différence entre les deux (Θi(Xi) = Xi+1 −Xi). Ainsi, l’erreur induite
par une couche résiduelle dépend de la fonction Θi(Xi), mais aussi directement
de l’entrée Xi permettant donc au gradient de remonter à travers cette connexion
et donc de remonter plus facilement jusqu’aux premières couches. Grâce à cette
technique, He et al. ont pu entraîner des réseaux extrêmement profonds allant jusqu’à
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152 couches dans les travaux d’origines et montant, dans des travaux ultérieurs,
jusqu’à plus de 1000 couches.
Par la suite, Huang et al. [Hua+16a] ont amélioré le réseau ResNet en montrant
qu’une majorité des couches du réseau ne contribuent que très peu à la prédiction
finale. Ils ont donc développé un sous-échantillonnage stochastique, coupant aléa-
toirement des blocs résiduels (mais en gardant la connexion d’identité) permettant
d’entraîner des réseaux encore plus profonds (allant jusqu’à 1202 couches). Cette
coupure stochastique lors de l’entraînement force chacune les couches à contribuer
de manière équivalente. En effet, à la manière du dropout, aucune couche ne peut
être déterminante dans la prise de décision du réseau puisqu’elles sont aléatoirement
supprimées lors de l’entraînement, chacune doit donc participer à la prédiction finale
tout en collaborant avec les autres couches.
En repartant de l’idée qu’aucune couche ne doit avoir trop d’influence sur la sortie
finale du réseau, Srivastava et al. [Sri+15] ont développé, en parallèle des travaux
sur ResNet, un réseau appelé Highway Networks. Leur réseau peut être vu comme
une généralisation des ResNet puisque, au lieu d’additionner simplement l’entrée
de la couche avec sa sortie, ils utilisent une fonction avec un facteur permettant
l’interpolation entre les couches d’entrée avec les couches de sortie. De plus, le
facteur d’interpolation est une couche de convolution supplémentaire dépendant des
entrées. Concrètement la transformation de la couche i à la couche i+ 1 est obtenue
par la formule :
Xi+1 = Θi(Xi)×Θ′i(Xi) + (1−Θ′i(Xi))×Xi
Intuitivement, la fonction Θi(Xi) permet de créer des abstractions et la fonction
Θ′i(Xi) permet au réseau de décider quelles quantités de ces abstractions doivent
être passées à la sortie. Avec cette structure ils parviennent à entraîner un réseau de
plus de 100 couches.
Fig. 2.14.: Illustration de deux couches RiR (ResNet in ResNet) consécutive. Schéma tiré du
papier [Tar+16]
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Suite à ces avancées sur les connexions résiduelles, Targ et al. [Tar+16] reprennent
les modules d’inception de Szegedy et al. [Sze+15a] en y ajoutant des connexions
résiduelles (voir figure 2.12). Leurs modules, appelés RiR (ResNet in ResNet) pos-
sèdent quatre couches de convolution générant deux sorties, l’une possédant une
connexion résiduelle et l’autre non. Ainsi les couches de convolution reliées à la
sortie non résiduelle ont la possibilité d’apprendre des abstractions importantes
alors que les couches reliées à la sortie résiduelle permettent de faire remonter le
gradient.
Fig. 2.15.: Illustration d’un bloc dense de 5 couches avec un facteur de croissance de 4.
Schéma tiré du papier [Hua+16b]
Finalement, Huang et al. [Hua+16b] ont poussé les connexions résiduelles encore
plus loin en créant un réseau appelé DenseNet, possédant des blocs résiduels denses.
Dans ces derniers, chaque couche de convolution prend en entrée les cartes de
caractéristiques extraites par toutes les couches précédentes (voir figure 2.15) créant
ainsi des sauts de connexion entre les couches internes des blocs. Le calcul des cartes
de caractéristiques de la couche i+ 1 correspond donc à une transformation prenant
en entrée la totalité des couches précédentes :
Xi+1 = Θi(Xi,Xi−1, ...,X1,X0)
On pourrait croire que, comme les couches les plus profondes du bloc utilisent
les cartes de caractéristiques de la totalité des couches précédentes, le nombre de
paramètres du réseau serait très important, alors que, de façon contre intuitive, ces
blocs contiennent moins de paramètres qu’un réseau classique, car chaque couche de
convolution produit le même nombre de cartes de caractéristiques. Ainsi, la couche
au niveau l prend en entrée k0 + k × (l − 1) cartes de caractéristiques où k0 est le
nombre de cartes de caractéristiques d’entrée (généralement 3 pour les images RGB)
et k est le nombre de cartes produites par chaque couche de convolution.
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2.4 Conclusion
Dans ce chapitre nous avons vu les différents éléments de construction d’un réseau
de neurones ainsi que les algorithmes utilisés pour les entraîner. Nous avons pu
constater que le choix d’une architecture ainsi que de l’optimiseur et de ces hyper-
paramètres demande une bonne compréhension de leur fonctionnement. Nous avons
vu comment ont évolué les différentes architectures dont la tendance est d’ajouter
toujours plus de couches de calculs, créant des réseaux de plus en plus profonds. Or
cette profondeur, qui semble améliorer systématiquement les résultats, entraîne des
difficultés dans l’entraînement des réseaux. C’est pourquoi de nombreux mécanismes,
tels que les connexions résiduelles, ont été développés et font l’objet de nombreuses
recherches.
Aujourd’hui, l’apprentissage profond a prouvé sa grande efficacité et a permis des
avancées considérables dans de nombreux domaines. Parmi les très nombreuses
contributions des réseaux de neurones, on peut notamment citer l’algorithme Al-
phaGo de l’équipe DeepMind Technologies qui, en 2015, a battu le champion du
monde au jeu de Go, jeu dont la complexité en avait fait un challenge jusqu’alors
non résolu. Ils ont aussi permis de faire des avancées importantes dans le domaine
du traitement de la langue avec, par exemple, le traducteur DeepL 1 qui permet une
traduction de langue automatique à l’aide de réseaux de neurones. Les réseaux de
neurones sont aussi utilisés dans la recherche scientifique comme par exemple en
physique des particules où ils servent à identifier les particules (muon, électron,
B-jet,...) qui traversent un détecteur et à les catégoriser en fonction de la trace
qu’elles laissent sur le capteur.
Néanmoins, confronter l’apprentissage profond à de nouvelles applications n’est pas
toujours une tâche aisée. Le choix de l’architecture est une question très compliquée
et demande souvent une connaissance importante des différents mécanismes et
problèmes d’optimisation et de paramétrisation que l’on rencontre dans les réseaux.
De plus, lors de l’étude d’une nouvelle application, il est nécessaire d’évaluer la
complexité de la tâche ainsi que les qualités et nombre de données d’entraînement
disponibles avant de décider d’une architecture, ce qui demande une certaine exper-
tise. Un réseau trop complexe avec trop peu de données d’entraînement générera un
phénomène de sur-apprentissage alors qu’un réseau trop simple pour une tâche plus
complexe ne permettra pas d’obtenir les résultats optimaux. Néanmoins, nous avons
vu qu’il est possible et souvent préférable de transférer les connaissances d’un réseau
pré-entraîné sur une grande base plutôt que de créer et d’entraîner une architecture
à partir de rien. Par conséquent, quand cela est possible, il est intéressant d’utiliser
1. https ://www.deepl.com/
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les architectures que nous avons vues dans ce chapitre et de les spécialiser sur la
nouvelle tâche.
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3Sous-échantillonnage mixte
appliqué à la constance
chromatique
3.1 La constance chromatique
Def. 3.1
Constance
chromatique
Les méthodes de constance chromatique (ou "color constancy" en anglais) ont pour but
de prédire les propriétés de réflectance des surfaces des objets composant une scène de
manière indépendante des propriétés de l’illuminant (éclairage).
Lorsqu’une image est capturée par un appareil d’acquisition (appareil photogra-
phique, caméra vidéo, scanner etc.) ce dernier enregistre, à l’aide de capteurs
photosensibles, les différentes intensités du spectre lumineux. La majorité des appa-
reils d’acquisition ne capture que la partie visible du spectre lumineux en combinant
les trois composantes rouge, vert et bleu (RGB). Dans le cas général, nous pouvons
supposer que la distribution de lumière I(λ) qui atteint le capteur (ou l’œil chez
l’humain) en fonction de la longueur d’onde λ est égale au produit des propriétés de
réflectance des objets S(λ) et de la distribution de l’illuminant E(λ).
I(λ) = E(λ)× S(λ) (3.1)
La perception de la couleur d’un objet dépendra donc des propriétés (constantes) de
réflectance S(λ) de ce dernier, mais également de l’illuminant E(λ) qui éclaire la
scène.
Chez l’être humain, le système visuel permet de percevoir les couleurs des objets (les
propriétés de réflectance) indépendamment des couleurs ou des effets d’ombre de
l’éclairage. En effet, un même objet éclairé par le soleil ou par un tube fluorescent
(plus connu, à tort, sous le nom tube néon) semblera garder la même couleur. Si cette
capacité, appelée constance chromatique, est naturelle chez l’être humain (ainsi que
chez certaines espèces animales) nous verrons qu’elle présente une difficulté dans le
domaine de la vision par ordinateur. Pourtant, être capable d’extraire des descripteurs
indépendants de l’éclairage peut être déterminant pour le bon fonctionnement de
nombreux algorithmes. Par exemple, un algorithme contrôlant la qualité des pièces
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d’une chaine de production peut donner de bons résultats sous une lumière naturelle,
mais avoir des résultats médiocres sous un éclairage artificiel.
3.1.1 Définition de l’objectif
L’objectif des méthodes de constance chromatique dans le domaine de la vision par
ordinateur est de traiter des images de façon à les rendre invariantes aux propriétés
des illuminants.
Les intensités lumineuses enregistrées par les périphériques d’acquisition ne dé-
pendent pas uniquement des propriétés de réflectance des objets composants une
scène, mais de plusieurs facteurs. Pour un canal c ∈ {R,G,B}, l’intensité lumineuse
Ic mesurée par le capteur pour un pixel situé en (x, y) est notée Ic(x, y). Pour une
surface matte, elle est égale à l’intégration sur le spectre visible ω du produit de l’illu-
minant E(λ), de la réflectance de la surface S(x, y, λ) et de la sensibilité spectrale
du capteur Cc(λ) pour le canal c en fonction de la longueur d’onde λ :
Ic(x, y) =
∫
ω
E(λ)S(x, y, λ)Cc(λ) dλ (3.2)
De cette équation, nous distinguons deux inconnues : la réflectance S(λ) et les
propriétés de l’illuminant E(λ). Afin de traiter des images couleurs et de les rendre
invariantes aux propriétés des éclairages, les méthodes de constance chromatique
comportent généralement deux étapes. La première étape consiste à estimer l’éclai-
rage E(λ) afin qu’une seconde étape supprime l’influence de ce dernier. L’estimation
de l’illuminant est donc une étape primordiale puisque la qualité de la correction
dépendra directement de cette estimation. Obtenir la meilleure estimation possible
de l’illuminant d’une scène est donc l’objectif principal d’une majorité des méthodes
de constance chromatique.
3.1.2 Correction des couleurs
Lorsque que l’illuminant est connu (ou estimé), supprimer son influence d’une image
revient à changer l’illuminant de la scène pour un illuminant standard de référence,
souvent l’illuminant blanc. En effet, l’illuminant blanc correspond à un spectre
lumineux complet. Ainsi une surface éclairée par un illuminant blanc renvoie une
couleur due uniquement à ses propriétés de réflexion.
En étudiant le système visuel humain, Von Kries a proposé en 1902 un modèle
d’adaptation sur lequel repose la majorité des algorithmes de constance chromatique
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[Kri70]. Son modèle repose sur l’hypothèse que les sensibilités spectrales de l’œil
sont indépendantes. En traitement d’image, cela revient à supposer que les différents
canaux R,G,B sont indépendants, c’est-à-dire qu’ils sont sensibles à des parties du
spectre lumineux qui ne se recouvrent pas.
La transformation permettant de modifier les valeurs R1, G1, B1 des pixels d’une
image d’origine vers les valeurs R2, G2, B2, correspondants aux mêmes surfaces
éclairées par un illuminant blanc, est réalisée en ajustant trois coefficients kR, kG et
kB, chacun associé à un canal différent et indépendant :
R2
G2
B2
 =

kR 0 0
0 kG 0
0 0 kB
×

R1
G1
B1
 (3.3)
Les paramètres kR, kG et kB sont calculés afin qu’une surface de référence Re, Ge, Be
censée apparaître blanche dans l’image d’origine, apparaisse effectivement blanche
(ait pour valeur R = G = B = 1) dans l’image transformée :
kR 0 0
0 kG 0
0 0 kB
×

Re
Ge
Be
 =

1
1
1
⇔
kR = 1Re
kG = 1Ge
kB = 1Be
(3.4)
Or les différences chromatiques observées d’une surface censée être blanche sont
dues à l’illuminant. Ainsi, Re, Ge, Be correspondent aux composantes couleurs de
l’illuminant de l’image d’origine.
Comme chaque pixel subit la même transformation, il est nécessaire de supposer
que l’illuminant est uniforme sur la totalité de l’image. Il est intéressant de noter
que, de par la normalisation des paramètres k, il n’est pas nécessaire de connaitre
l’intensité de l’illuminant d’origine.
3.1.3 Données linéaires et non linéaires
Lorsqu’une image est capturée à l’aide d’un périphérique d’acquisition, il est impor-
tant de noter que ce dernier applique plusieurs transformations aux données brutes
enregistrées par le capteur. Ces opérations ont pour objectif de rendre visuellement
plus agréable le rendu final de l’image, par exemple en augmentant le contraste. Ce
post-traitement est non linéaire.
La plupart des algorithmes de constance chromatique sont conçus pour être opérés
sur les images linéaires (sans post-traitement) afin d’être intégrés directement dans
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les appareils d’acquisition. Appliquer ces algorithmes sur des images non-linéaires
(après post-traitement) peut donc dégrader la qualité des résultats. Lors de l’éva-
luation des algorithmes il est donc important de faire la différence entre les images
linéaires et non-linéaires.
Bien que les transformations non-linéaires fassent partie des secrets des constructeurs
et sont donc généralement inconnues, il est possible, à partir d’une image non
linéaire (tel que les images JPEG obtenues en sortie des appareils photographiques),
d’obtenir une approximation grossière de l’image brute enregistrée par le capteur.
Par conséquent, les algorithmes de constance chromatique sont généralement testés
à la fois sur des données linéaires et non-linéaires. En pratique, il a été constaté que
les approches conçues pour les images linéaires donnent aussi de bonnes estimations
sur les images non-linéaires.
Dans ce contexte, les approches basées sur l’apprentissage automatique, (telle que
celle que nous présenterons dans la partie 3.3), présentent l’avantage de pouvoir
fonctionner sur les deux types d’images puisque la phase d’apprentissage permettra
de s’adapter au contexte.
3.1.4 Métrique
Pour évaluer la qualité des différents algorithmes de constance chromatique, il faut
définir une métrique permettant de mesurer les erreurs faites par ces derniers.
Soit e = {eR, eG, eB} le véritable illuminant d’une image (la vérité terrain) et
ê = {êR, êG, êB} l’illuminant estimé. L’intensité de l’illuminant n’est pas recherchée,
seule sa chromaticité (teinte) est nécessaire afin d’opérer une correction des couleurs
(voir partie 3.1.2). Par conséquent, l’erreur utilisée est la mesure de l’angle entre les
deux vecteurs e et ê.
Def. 3.2
Erreur
angulaire
L’erreur angulaire, notée ε(e1, e2) entre deux vecteurs e1 et e2 est obtenue par :
ε(e1, e2) = cos−1(
e1te2
||e1|| × ||e2||
) (3.5)
Où e1te2 est le produit scalaire entre le vecteur e1 et le vecteur e2 et ||.|| est la norme
euclidienne des vecteurs.
Ainsi ε(ê, e) permet de mesurer une erreur entre les vecteurs de couleurs de la vérité
terrain et de l’illuminant indépendante de leurs normes.
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3.1.5 Bases de données
Afin d’évaluer les différents algorithmes de constance chromatique, il existe dans
la littérature, différentes bases de données de tests. Ces bases de données sont
constituées d’images associées aux vérités terrains des illuminants, c’est-à-dire la
véritable valeur de l’illuminant qui éclaire chacune des scènes. Bien qu’il existe
de nombreuses bases de données, nous nous sommes intéressés à cinq d’entre
elles qui présentent des images naturelles de scènes intérieures et/ou d’extérieures.
Nous avons choisi ces dernières car elles ont l’avantage de posséder un grand
nombre d’images d’entraînement, ce qui est une condition essentielle pour le bon
entraînement des méthodes d’apprentissage basées sur les réseaux de neurones.
SFU Gray-ball originale
La base de données SFU Gray-ball originale a été développée par Funt et al. [CF03]
en 2003. Elle contient 11346 images extraites de 15 séquences vidéo. La vérité
terrain est obtenue à l’aide d’une boule grise montée sur la caméra et visible sur
chacune des images. La couleur grise de la boule étant connue, la chromaticité
évaluée sur la boule permet d’obtenir directement la chromaticité de l’illuminant.
Les images de cette base étant extraites de séquences vidéo, elles sont souvent
très similaires entre elles. Afin d’avoir une évaluation plus juste des algorithmes
de constance chromatique, il est nécessaire de prendre en compte cette corrélation
entre les images lors de la séparation de la base en ensembles d’entrainement et
de test. Les algorithmes d’apprentissage sont donc entrainés 15 fois, en laissant
à chaque fois un sous-ensemble d’images différent de côté, sous-ensemble utilisé
pour vérifier les performances de l’algorithme sur des images non utilisées pendant
l’entrainement. Cette technique très répandue en apprentissage automatique est
appelée validation croisée ("cross-validation" en anglais). Cela permet d’être sûr que
les images corrélées entre elles soient dans le même ensemble (entrainement ou test)
et ainsi empêche d’avoir des résultats faussement bons dû à un sur-apprentissage.
De plus, la boule grise, dont est extraite la vérité terrain, est visible sur chaque image,
il est donc important de la masquer, sinon le réseau pourrait apprendre à extraire la
couleur de l’illuminant directement sur cette dernière. Nous faisons cela en dessinant
un disque noir à l’emplacement de la boule.
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SFU Gray-ball linéaire
Comme nous l’avons vu dans la partie 3.1.3, il est important de faire la différence
entre les images linéaires et non linéaires. Les images constituant la SFU Gray-ball
originale étant des images enregistrées par une caméra, cette dernière applique
des traitements modifiant les valeurs des pixels. Ce sont donc des images dites non
linéaires.
Une version de la base de données, appelée SFU Gray-ball linéaire est obtenue
en appliquant aux images une approximation de la transformation inverse opérée
par la caméra. Cette transformation, appelée transformation gamma, consiste à
élever toutes les valeurs des pixels de l’image à la puissance 2.2. Une fois les images
corrigées, les vérités terrains sont recalculées en utilisant la boule grise présente sur
ces dernières.
La nouvelle base ainsi créée doit être utilisée avec les mêmes précautions que son
équivalente originale, c’est-à-dire avec une validation croisée de 15 sous-ensembles
et sans oublier de masquer la boule grise présente sur les images.
Color-Checker originale
Fig. 3.1.: Mire de calibrage utilisée pour récupérer les informations des illuminants d’une
scène. La couleur des différents carrés est connue, les différences chromatiques
mesurées sont donc dues aux illuminants.
Une deuxième base de données dédiée aux problèmes de constance chromatique a
été développée par Gehler et al. [Geh+08]. Ils ont collecté 568 photographies du
monde réel avec deux appareils photographiques différents. Une mire de calibrage
(voir figure 3.1) est incluse dans chaque photographie afin de récupérer la couleur de
l’illuminant. Parmi les 568 images, 86 ont été photographiées avec un appareil photo
de modèle Canon 1D, les autres 482 photographies étant prises avec modèle Canon
5D. Lors de l’évaluation d’un algorithme reposant sur l’apprentissage automatique,
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les auteurs de la base recommandent d’utiliser une validation croisée avec trois
sous-ensembles afin de créer des ensembles d’entraînements et de tests.
Color-Checker linéaire par Shi
De la même manière qu’avec la base de données SFU Gray-ball, la base Color-
Checker originale contient des photographies non linéaires. Afin d’obtenir une base
linéaire, l’équipe de Shiet al. [SF10] ont modifié la base d’origine en approximant
une version linéaire des images. Suite aux modifications, les images capturées avec
l’appareil photographique Canon 5D ont subi un décalage de leurs niveaux de noir.
C’est-à-dire que la valeur des pixels correspondant à une couleur noire n’est plus
à R = G = B = 0 mais à R = G = B = 129. Pour utiliser cette base il est
donc important de soustraire cette valeur à tous les pixels de ces images afin d’être
cohérent avec les images prises par l’appareil photographique Canon 1D.
Color-Checker retraitée
Finalement, une deuxième version retraitée de la Color-Checker a été fournie par
l’équipe de Lynch et al. [Lyn+13]. Ils sont partis du constat que les images de la base
Color-Checker linéaire par Shi possédaient une forte teinte anormale de cyan. Ils ont
donc retraité leur propre version de la Color-Checker originale afin de linéariser les
images.
Ils ont limité la nouvelle base aux 482 photographies obtenues avec l’appareil Canon
5D. Toutes les images ayant subi le même post-traitement, les erreurs d’approxima-
tions obtenues lors des modifications seront cohérentes entre elles.
3.2 État de l’art
Il existe trois grandes catégories d’algorithmes pour résoudre le problème de constance
chromatique. La première catégorie contient les algorithmes les plus utilisés dans les
dernières décennies et exploitent les propriétés statistiques des couleurs des images.
La seconde catégorie regroupe les méthodes basées sur les propriétés physiques.
Finalement, la troisième catégorie inclue les méthodes basées sur l’apprentissage
automatique.
3.2 État de l’art 47
3.2.1 Méthodes basées sur les propriétés statistiques
Le patch blanc (White patch)
L’hypothèse faite par la méthode du patch blanc [CF99] est que, dans une scène,
les valeurs maximales mesurées sont dues à un reflet direct de l’illuminant sur une
surface. Intuitivement cela peut être comparé à une personne regardant une scène
et étant éblouie par le reflet du soleil dans une vitre ou sur une surface blanche. La
méthode du patch blanc consiste donc à récupérer les valeurs maximales obtenues
pour chacun des canaux d’une image et de les considérer comme étant les valeurs
de l’illuminant.
L’estimation de l’illuminant par la méthode du patch blanc est donc obtenue de la
manière suivante :
êR = max(IR)
êG = max(IG)
êB = max(IB)
(3.6)
Où max(Ic) est la valeur maximale pour le canal c ∈ {R,G,B} des pixels de l’image
I.
Si la simplicité de la méthode est son point fort, elle possède néanmoins plusieurs
faiblesses. En effet, le bruit des capteurs ainsi que les troncatures opérées par
l’appareil, due aux saturations des capteurs (image surexposées), peuvent fausser
les valeurs de l’image et impacter le résultat de l’algorithme. Dans une étude, Funt et
al. [FS10] ont montré qu’en utilisant des images HDR (High Dynamic Range), qui
sont des images capturées de manière à ne pas avoir de zones saturées, l’algorithme
du patch blanc donne de bien meilleurs résultats, qu’avec des images classiques.
Chambah [Cha01] a proposé d’améliorer la robustesse de l’algorithme en affectant
la moyenne des pixels dont la valeur est au-dessus d’un certain seuil plutôt que de
récupérer uniquement la valeur maximale. Cela a pour effet de lisser les erreurs
dues aux imperfections et traitement du capteurs.
Le monde gris (Gray world)
Si la méthode du patch blanc considère une approche locale en cherchant la couleur
de l’illuminant dans des fortes réflexions, l’algorithme du monde gris de Buchsbaum
et Gershon [Buc80], propose une approche globale. L’idée de l’algorithme a été ins-
piré par Helmholtz [VHS05] qui a émis l’hypothèse que le phénomène de constance
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chromatique chez l’être humain repose sur notre capacité à nous adapter à un niveau
moyen de couleurs.
L’algorithme du monde gris repose sur l’hypothèse que, sous un éclairage de réfé-
rence, la moyenne des réflectances des surfaces des objets composant une scène doit
donner une couleur proche du gris. Ainsi, sous un éclairage quelconque, l’écart de
la moyenne des pixels d’une image par rapport à la valeur de référence est dû à
l’illuminant. L’estimation de l’illuminant est donc obtenue de la manière suivante :
êR = moy(IR)
êG = moy(IG)
êB = moy(IB)
(3.7)
Où moy(Ic) est la moyenne des valeurs des pixels du canal c dans l’image I.
La faiblesse de la méthode repose sur l’hypothèse forte de la couleur de référence
(couleur grise) d’une image. Par exemple, une image d’une forêt aura une teinte
majoritairement verte qui ne sera pas due à l’illuminant, mais bien à la nature verte
des surfaces photographiées. Si la couleur moyenne ne prend pas cela en compte
et considère que le niveau moyen devrait être gris, l’estimation de l’illuminant sera
faussée et l’image corrigée aura une teinte grise. Malgré cette faiblesse, l’algorithme
du monde gris a démontré empiriquement des résultats satisfaisants et reste un
des plus simples à utiliser. De plus, les résultats obtenus pour des images présen-
tant une grande diversité des couleurs surpassent souvent certaines méthodes plus
complexes.
Nuances de gris (Shades of gray)
Finlayson et Trezzi [FT04] ont amélioré l’algorithme du monde gris en considérant
une généralisation de la fonction de moyenne en utilisant la norme de Minkowski
ou Lp-norme.
Def. 3.3
Lp-norme
Pour tout entier réel p ≥ 1 la norme de Minkowski (ou Lp-norme) du vecteur x est
égale à :
||x||p = (
∑
i
|xi|p)1/p (3.8)
Cette formule, généralise plusieurs normes connues en fonction du paramètre p.
Notamment, lorsque p = 1 alors la Lp-norme est égale à la distance de Manhattan,
lorsque p = 2 il s’agit de la norme euclidienne et lorsque p =∞ alors la Lp-norme
est égale à la valeur maximale.
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L’estimation de l’illuminant est obtenue en récupérant les normes Lp des compo-
santes R,G,B d’une image :
êR = ||IR||p
êG = ||IG||p
êB = ||IB||p
(3.9)
Finlayson et Trezzi ont constaté que si l’on choisit p = 1 alors l’algorithme est
équivalent à celui du monde gris (à une constante de mise à l’échelle près) et que si
l’on choisit p =∞ c’est équivalent à la méthode du patch blanc.
Ils ont ensuite étudié les meilleures valeurs de p pour différentes bases de données
et ont conclu que p = 6 donnait généralement de bons résultats.
Les bordures grises (Gray edges)
Finalement, Van de Weijer et al. [Wei+07] ont proposé une généralisation supplé-
mentaire des algorithmes vu précédemment en reprenant la formule des bordures
grises et en exploitant la dérivées n-ième des images.
Leur, formule exprimée comme suit, correspond à la norme p de Minkowski de
la dérivée d’ordre n de l’image, obtenue par convolution d’un filtre de dérivation
Gaussien d’écart type σ.
(∫ ∣∣∣∣∂nfc,σ(x)∂xn
∣∣∣∣p dx)1/p = kec, c = {R,G,B}, (3.10)
Le paramètre k est une constante de mise à l’échelle qui ne dépend pas du canal de
couleur c.
L’équation signifie que la norme Lp de la dérivée n-ième des couleurs d’une image
est liée à l’illuminant. Cette hypothèse est plus ou moins fondée en fonction des
valeurs de n, p et σ. Dans leurs travaux, Van de Weijer et al. ont proposé plusieurs
ensembles de valeurs possibles pour ces paramètres en fonction des bases de données
considérées.
L’approche de Gao et al. [Gao+14]
La méthode qui a grandement inspiré nos travaux a été proposée par Gao et
al. [Gao+14]. En plus d’être, au moment de nos recherches, la méthode présentant
les meilleurs résultats, leur algorithme utilise une approche originale de la constance
chromatique qui n’entre pas dans la famille des algorithmes généralisés par Van de
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Weijer avec l’équation 3.10. Leur approche combine les informations locales de réflec-
tance (patch blanc) à une estimation globale de l’illuminant (monde gris). C’est cette
idée de comparaison d’informations à plusieurs niveaux (local et global) qui nous a
paru intéressante et que nous avons voulu adapter aux réseaux de neurones.
L’originalité de la méthode de Gao et al. [Gao+14] est d’estimer directement les
propriétés de réflectance des surfaces des objets en calculant le rapport entre des
surfaces localement normalisées et une moyenne globale. Ils commencent par nor-
maliser chacun des pixels de l’image par rapport à un voisinage local. Pour cela, ils
divisent l’image en fenêtres de taille fixe et récupèrent les valeurs maximales de
chacune des fenêtres. Les pixels de l’image sont ensuite normalisés en divisant leurs
valeurs par la valeur maximale de la fenêtre à laquelle ils appartiennent. Cette image
est appelée image des réflectances localement normalisées. Dans leur étude, ils ont
testé plusieurs tailles de fenêtres possibles et ont montré qu’une taille de 20 × 20
obtenait les meilleurs résultats. L’obtention de l’estimation de l’illuminant se fait en
divisant la moyenne des valeurs de l’image localement normalisées avec la moyenne
de l’image d’origine. Ils ont montré à l’aide de plusieurs bases de données, que le
rapport ainsi obtenus est comparable à la valeur de l’illuminant (à une constante de
mise à l’échelle près).
La méthode ainsi développée possède un unique hyper-paramètre qui est la taille
(en pixels) des fenêtres. Dans leurs travaux, Gao et al. ont fait un rapprochement
entre leur méthode et les méthodes existantes. Ils ont notamment noté que, pour des
valeurs extrêmes de la taille des régions, à savoir des régions de taille 1 pixel (res-
pectivement une seule région de la taille de l’image) leur algorithme est équivalent
à la méthode du monde gris (respectivement du patch blanc).
Leur méthode peut donc être considérée comme étant une combinaison de l’algo-
rithme de monde gris et celui de patch blanc. C’est cette idée de combinaison que
nous avons étudiée et que nous expliquons en détails dans la partie 3.3.
3.2.2 Méthodes basées sur les propriétés physiques
Afin de pouvoir expliquer le fonctionnement et les inconvénients des méthodes
basées sur les propriétés physiques, il est nécessaire d’introduire les termes de
réflexions spéculaires et diffuses (voir Figure 3.2). Une réflexion est dite spéculaire
quand les rayons lumineux reçus par une surface sont renvoyés dans leurs quasi-
totalité dans une seule direction (reflet de surface). À l’inverse, une réflexion est
dite diffuse quand les rayons lumineux sont renvoyés dans toutes les directions
après avoir été modifié par la surface. Les réflexions spéculaires correspondent à des
reflets intenses et ponctuels et sont présents sur les surfaces brillantes. Les réflexions
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diffuses donnent des surfaces éclairées uniformément tel que celles obtenues, par
exemple, avec de la peinture mate.
Fig. 3.2.: La sphère à gauche possède une réflexion diffuse tandis que la sphère à droite a
une réflexion spéculaire. La sphère du milieu est une combinaison entre réflexion
diffuse et spéculaire.
Les méthodes basées sur les propriétés physiques exploitent majoritairement le
modèle de réflexion dichromatique proposé par Shafer et al. [FS01] qui intègre à
la fois la réflexion diffuse et la réflexion spéculaire au modèle de la réflexion de la
lumière.
Tan et al. [Tan+04] ont proposé un modèle qui se base sur les reflets spéculaires
présents dans une scène. Ils ont montré que l’information colorimétrique obtenue
sur des reflets spéculaires est fortement liée à l’illuminant. L’inconvénient étant
que leur méthode repose essentiellement sur la qualité de la détection des reflets
spéculaires.
De la même manière, l’approche proposée par Finlayson et Shaefer [FS01] requière
une segmentation précise de l’image comme prétraitement afin que chaque surface
de l’image soit correctement identifiée comme appartenant à une région uniforme.
Ces méthodes ont l’avantage d’être précises, mais reposent sur la détection des reflets
spéculaires d’une scène, ce qui est une tâche complexe. En pratique, elles ne sont
donc utilisables que dans des environnements calibrés, ce qui les rend difficilement
utilisable pour des appareils d’acquisition destinés au grand public.
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3.2.3 Méthodes basées sur l’apprentissage automatique
Conversion de gamut (Gamut mapping)
Le gamut de couleurs d’un éclairage correspond à l’ensemble des couleurs pouvant
être observées sous un illuminant. Les méthodes basées sur la conversion de gamut
élaborées par Forsyth [For90] visent à trouver le gamut des couleurs obtenues
sous un illuminant blanc. La phase d’apprentissage consiste donc, à l’aide des bases
d’images de références (voir partie 3.1.5), à définir l’ensemble des couleurs existantes
afin de créer un gamut. Ce gamut est appelé gamut de référence. Ensuite, étant
donnée une nouvelle image, la conversion de gamut consiste à estimer la meilleure
transformation possible pour transférer le gamut des couleurs de l’image vers le
gamut de référence.
Cette idée de base a ensuite été améliorée par Gijsenji et al. [Gij+10] qui, pour les
mêmes raisons que la méthode des bordures grises (voir partie 3.2.1), utilise les
dérivés de l’image.
La méthode de couleur par corrélation (color-by-correlation) proposée par Finlay-
son et al. [Fin+01] peut être comparée à la conversion de gamut. Néanmoins, au lieu
d’utiliser des gamuts, ils utilisent une matrice qui mesure les corrélations entre les
couleurs des illuminants et les chromaticités pouvant apparaître sous ces éclairages.
La phase d’apprentissage consiste à construire la matrice à partir des vérités terrains
associées aux images d’exemple. Etant donnée une nouvelle image, la matrice apprise
permet, à partir des chromaticités de l’image, d’estimer les probabilités que chacun
des illuminants présents dans la base d’exemples soit l’illuminant de la scène.
Basé sur l’exemple
Joze et Drew [JD14] ont proposé en 2014 de récupérer les images des bases de don-
nées d’entrainement (vue dans la partie 3.1.5) et d’en extraire des caractéristiques
associées aux vérités terrains afin de créer une base d’exemples.
L’entraînement de leur algorithme, qui consiste donc à créer une base d’exemples,
ce déroule en plusieurs étapes. Ils commencent par segmenter les images des bases
d’entrainement en plusieurs régions de surface homogène notées R. De ces régions
sont extraites trois informations {e; p; c} avec e la vérité terrain de l’illuminant de
l’image, p une estimation de l’illuminant obtenu avec la méthode du patch blanc (voir
partie 3.2.1) et c un vecteur de caractéristiques extraites sur la région considérée et
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exploitant les informations de textures et de couleurs. Chaque triplet R = {e; p; c}
constitue une entrée différente dans leur base d’exemples.
Une fois la base d’exemples construite, ils peuvent estimer l’illuminant d’une nouvelle
image. Pour cela, ils commencent par segmenter la nouvelle image en plusieurs
régions de la même façon que lors de la création de la base d’exemples. Pour
chaque nouvelle région Ri, ils calculent le vecteur de caractéristiques ci ainsi qu’une
estimation pi obtenue avec la méthode du patch blanc. En comparant le vecteur
ci aux vecteurs c présents dans la base d’exemples ils en extraient les 10 exemples
Rj , j ∈ [1, 10] les plus proches de la région Ri. Pour chacun des 10 exemples Rj
ainsi obtenus, ils calculent une matrice de correction Mij telle que e = Mij × p.
Cette matrice correspond à la transformation à appliquer pour corriger l’estimation
p obtenue avec la méthode du patch blanc et obtenir le véritable illuminant e. Ces
matrices de corrections Mij sont appliquées à l’estimation pi faite sur la nouvelle
région afin d’obtenir une estimation plus précise de l’illuminant ei :
ei =
1
10
10∑
j=1
Mij × pi
Cette méthode présente l’avantage de donner une estimation par régions permettant
ainsi d’estimer plusieurs illuminants par image (un pour chaque région) dans le cas
où l’hypothèse d’un illuminant uniforme n’est pas respectée. Dans leur évaluation, un
seul illuminant est recherché par conséquent ils calculent la moyenne des illuminants
des régions pour obtenir une estimation unique.
Cette méthode a été publiée lorsque nous étions en train de travailler sur le problème
de la constance chromatique. À ce moment-là, elle présentait les meilleurs résultats
sur les bases de tests. Néanmoins, cette technique, bien qu’efficace en termes de
précision, présente deux désavantages. Premièrement, il est nécessaire de stocker
tous les exemples dans une base de données ce qui rend la méthode lourde en termes
de stockage mémoire. Deuxièmement, l’estimation d’un nouvel illuminant impose un
processus de plusieurs étapes, telles que la segmentation de l’image (dont la qualité
affecte grandement les résultats finaux), l’extraction de caractéristiques pour chacune
des régions, la recherche depuis la base d’exemples des 10 plus proches voisins (pour
chacune des régions) et finalement l’estimation de la couleur de l’illuminant. Ceci en
fait une méthode complexe et trop lourde si l’objectif est de l’intégrer directement
dans des appareils portatifs (appareil photographique ou caméra).
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Réseaux de neurones
Cardei et al. [Car+02] proposent d’estimer l’illuminant d’une image à l’aide d’un
réseau de neurones. Pour passer une image dans le réseau, ils commencent par
convertir l’espace chromatique R,G,B de cette dernière en un espace r, g avec r =
R/(R+G+B) et g = G/(R+G+B). L’espace r, g est ensuite échantillonné avec
un pas fixe afin de construire un histogramme des paires r, g présentes dans l’image.
La couche d’entrée du réseau possède un neurone par paire r, g échantillonnée. Les
neurones sont ensuite activés ou non en fonction de la présence ou non d’une paire
r, g dans l’image étudiée. Le réseau utilisé est un réseau de perceptrons multi-couches
avec une couche cachée et deux neurones en sortie pour prédire l’illuminant (dans
l’espace chromatique r, g). Ils entrainent ensuite leur réseau de manière classique
par rétro-propagation (voir chapitre 2.2.2) en utilisant les vérités terrains des bases
d’entrainement.
En même temps que nos recherches, une autre méthode basée sur les réseaux convo-
lutifs a été développée par Bianco et al. [Bia+15]. Dans leurs travaux ils utilisent
un réseau convolutif avec deux couches de convolution suivies d’un perceptron
multi-couches avec deux couches cachées. Contrairement au réseau de Cardei et al.,
ils ont trois neurones en sortie afin de prédire la couleur de l’illuminant directement
dans l’espace R,G,B. Pour entrainer leur réseau ils commencent par utiliser des
sous-parties des d’images d’entrainement puis, une fois la convergence atteinte, ils
affinent l’apprentissage en utilisant les images complètes. Cette approche donne de
très bons résultats sur l’unique base de données (Color-Checker linéaire par Shi)
qu’ils ont utilisée pour leurs expériences.
3.3 Sous-échantillonnage mixte appliqué à la
constance chromatique
Dans nos travaux nous avons abordé le problème de constance chromatique à l’aide
des réseaux de neurones. Nous sommes partis des travaux de Gao et al. [Gao+14]
(voir partie 3.2.1) qui proposent une approche originale. En plus d’obtenir, à l’époque,
les meilleurs résultats en termes de constance chromatique, leur méthode présente
des caractéristiques intéressantes à exploiter à l’aide de réseaux de neurones tel que
la comparaison d’informations obtenues à différents niveaux (local et global).
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3.3.1 Sous-échantillonnage mixte
La méthode développée par Gao et al. [Gao+14] présente un intermédiaire entre
une comparaison locale de l’information de réflectance et une information globale.
L’information globale correspond à la méthode du monde gris et l’information locale
à la méthode du patch blanc (voir partie 3.2.1). Nous sommes partis du constat que
l’opérateur de sous-échantillonnage, que nous avons vu dans le chapitre 2.1.4 et qui
est grandement utilisé dans les réseaux de neurones convolutifs, peut être équivalent
aux méthodes du monde gris et du patch blanc.
L’average pooling (agrégation par valeur moyenne) agrège les valeurs d’une carte de
caractéristiques en retournant la moyenne des valeurs sur une fenêtre d’observation
de taille S (voir figure 3.3). La méthode du monde gris, qui considère la moyenne
des valeurs des pixels comme étant la couleur de l’illuminant, est donc strictement
équivalente à une opération de sous-échantillonnage dont la fenêtre d’observation
serait égale à la taille de l’image.
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Average pooling
Fig. 3.3.: Exemple d’average pooling avec une fenêtre d’observation de 2× 2.
De manière équivalente, le maximum pooling (agrégation par valeur maximale)
est équivalent à la méthode du patch blanc. En effet, le maximum pooling consiste
à agréger les valeurs d’une carte de caractéristiques en récupérant uniquement la
valeur maximale dans une fenêtre d’observation de taille S (voir figure 3.4). Ainsi, si
la fenêtre d’observation est de la taille de l’image, la valeur récupérée sera la valeur
maximale dans l’image, ce qui correspond à la méthode du patch blanc.
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Maximum pooling
Fig. 3.4.: Exemple de maximum pooling. La fenêtre d’observation est de 2× 2.
De plus, nous avons utilisé la même généralisation que celle faite par Finlayson et
Trezzi pour la méthode des bordures grises (voir partie 3.2.1) à savoir l’utilisation
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de la norme Lp. Pour rappel, la norme Lp d’un vecteur x de dimension d est calculée
avec la formule suivante :
||x||p = (
d∑
i=1
|xi|p)1/p (3.11)
Cette fonction généralise les fonctions de norme L1 et de maximum pour p = 1 et
p =∞.
Finlayson et Trezzi ont montré qu’il peut être intéressant d’utiliser cette norme pour
le problème de la constance chromatique. C’est pourquoi, nous avons utilisé un Lp
pooling et testé plusieurs valeurs possibles pour le paramètre p.
Nous avons vu que les opérations de sous-échantillonnage peuvent généraliser cer-
taines méthodes de constance chromatique et nous savons que l’intérêt de la méthode
de Gao et al. est de comparer les informations à plusieurs niveaux. Nous nous sommes
demandé comment, à l’aide des opérateurs de sous-échantillonnage, nous pouvions
combiner de la même façon les informations. Pour cela, nous avons développé ce
que nous avons appelé le sous-échantillonnage mixte (mixed pooling en anglais), qui
a pour principe de combiner plusieurs opérateurs de sous-échantillonnage. L’image
(ou les cartes de caractéristiques) d’entrée est donnée à deux opérateurs de sous-
échantillonnage utilisés en parallèle et dont les sorties sont regroupées pour être
utilisées dans la suite du réseau (voir figure 3.5). Afin de généraliser la méthode de
Gao et al. nous avons commencé par utiliser en parallèle un maximum pooling et
un average pooling. Nous avons ensuite testé plusieurs combinaisons possibles avec
différent Lp pooling.
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Fig. 3.5.: Illustration de notre sous-échantillonnage mixte. La fenêtre d’observation est de
2× 2.
3.3.2 Réseaux de neurones avec sous-échantillonnage
mixte
Pour tester notre sous-échantillonnage mixte, nous l’avons inclus dans deux architec-
tures de réseaux de neurones différentes. La taille de la fenêtre d’observation a été
choisie de manière à correspondre aux tailles des sous régions proposées par Gao
3.3 Sous-échantillonnage mixte appliqué à la constance chromatique 57
et al., à savoir 20× 20. Une fenêtre d’observation aussi grande pour les opérateurs
de sous-échantillonnage n’est pas commune dans les réseaux de neurones, mais
permet de limiter le nombre de neurones utilisés pour le perceptron multi-couches.
De plus, cela permet de capturer des informations locales plus cohérentes. En effet,
la sortie de l’opérateur de sous-échantillonnage mixte est utilisée par un réseau de
neurones. Si l’on avait utilisé une fenêtre de taille 2 × 2 (plus commune pour les
opérations de sous-échantillonnage) le réseau aurait eu en entrée une image dans
sa quasi-totalité, proche de l’image originale. A l’inverse, une taille de fenêtre trop
grande ne donnerait pas beaucoup d’informations exploitables au réseau. Nous en
sommes donc venus à la même conclusion que Gao et al., à savoir qu’une fenêtre de
taille 20× 20 pouvait être un bon compromis.
Dans un premier temps, notre sous-échantillonnage mixte a été utilisé en entrée
d’un réseau multi-couches classique. Les deux opérateurs de sous-échantillonnage
utilisés en parallèle prenant en entrée l’image brute et transmettant au perceptron
multi-couches les informations extraites. Le réseau est ensuite entrainé, par rétro-
propagation, à combiner ces informations locales pour fournir une estimation globale
de l’illuminant. Cette architecture est illustrée dans la figure 3.6.
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Fig. 3.6.: Notre architecture de réseau de neurones basée sur le sous-échantillonnage mixte
avec un support large (20× 20) combiné à un perceptron multi-couches.
Bien qu’une architecture de type perceptron multi-couches présente de bons résultats,
elle ne permet pas d’extraire des caractéristiques spatiales de l’image. Or il a été
démontré par la littérature que des informations, telles que les dérivées d’une image,
peuvent être utiles (voir partie 3.2.1). Nous avons donc étendu l’architecture à un
réseau de type réseau de neurones convolutif. Pour cela une couche de convolution
a été ajoutée avant notre opérateur de sous-échantillonnage mixte. Dans les réseaux
de neurones, les premières couches de convolutions ont pour rôle d’extraire des
caractéristiques spatiales des images. Ainsi, en ajoutant cette couche de convolution
en entrée du réseau, ce dernier a théoriquement la possibilité d’extraire la dérivée de
l’image ou toutes autres caractéristiques utiles, généralisant ainsi d’autres familles
d’algorithmes telle que la méthode des bordures grises vue dans la partie 3.2.1.
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Fig. 3.7.: Architecture de réseau de neurones convolutif. L’image est passée dans une couche
de convolutions, suivie de notre sous-échantillonnage mixte et enfin fourni à un
perceptron multi-couches.
Pour nos expériences, nous avons utilisé un réseau avec 12 filtres de convolution de
taille 7×7. En effet, la taille du masque de convolution est comparable au paramètre σ
de l’équation 3.10 et la taille 7×7 est suffisamment large pour permettre d’apprendre
des caractéristiques développées (telle que des dérivées avec un support large). Les
cartes de caractéristiques obtenues après les couches de convolutions sont ensuite
passées à notre opérateur de sous-échantillonnage mixte avant d’être empilées et
utilisées par un perceptron multi-couches. L’architecture est présentée dans la figure
3.7.
3.3.3 Augmentation artificielle de données
Les réseaux de neurones sont connus pour nécessiter énormément de données
d’apprentissage (du fait du nombre conséquent de paramètres du modèle). Par
conséquent il est courant d’utiliser certaines astuces pour augmenter artificiellement
le nombre de données présentes dans une base d’entrainement. Par exemple, les
réseaux de convolutions n’étant pas invariants aux transformations de base telles
que des translations et rotations, il est fréquent d’appliquer aléatoirement ce genre
de modifications aux images d’entrainement créant ainsi, pour les réseaux, de
nouvelles images d’entrées. Dans nos travaux, nous avons exploré trois méthodes
différentes, décrites ci-dessous, pour augmenter artificiellement le nombre d’images
d’entrainement.
Transfert d’illuminant
L’idée du transfert d’illuminant est de créer plusieurs exemples d’entrainement à
partir de chacune des images présentes dans les bases d’entrainement et dont les
vérités terrains sont connues. Pour cela nous utilisons la technique de correction des
couleurs de Von Kries que nous avons vue dans la partie 3.1.2.
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Le modèle d’adaptation de Von Kries est généralement utilisé pour retirer l’influence
d’un illuminant d’une image. Cela revient à adapter l’image sous un illuminant d’ori-
gine pour lui donner l’apparence qu’elle aurait sous un illuminant blanc. Néanmoins,
il est possible de modifier l’image pour lui donner l’apparence qu’elle aurait sous
n’importe quel illuminant.
Pour cela, il suffit d’adapter la formule 3.3 de la manière suivante :
R2
G2
B2
 =

e2R/e1R 0 0
0 e2G/e1G 0
0 0 e2B/e1B
×

R1
G1
B1
 (3.12)
Où [R1, G1, B1]T respectivement [R2, G2, B2]T sont les couleurs des pixels d’origine
respectivement transformées et [e1R, e1G, e1B]T et [e2R, e2G, e2B]T sont les illumi-
nants d’origine et de cible. En utilisant cette technique, nous pouvons modifier les
images existantes pour changer l’illuminant et ainsi créer de nouveaux exemples
d’entrainement.
Néanmoins, mal utilisée, cette technique peut être néfaste à l’apprentissage. En effet,
tous les illuminants ne sont pas présents dans une base d’entraînement. Par exemple,
sous un éclairage naturel, il ne peut y avoir d’illuminant bleu. Modifier les images
pour ajouter l’influence d’illuminants trop différents par rapport aux éclairages
d’origine peut induire ce qu’on appelle un décalage de domaine (domain shift),
c’est-à-dire avoir des vérités terrains trop éloignées des vérités terrains d’origine,
ce qui pourrait obliger le réseau à s’adapter à des situations qui ne peuvent pas se
produire. Afin d’éviter cela, nous simulons de nouvelles images à partir d’illuminants
déjà présents dans la base d’entrainement. C’est-à-dire que, lors de la modification
d’une image, l’illuminant cible est tiré aléatoirement dans les illuminants présents
dans la base de données plutôt que créé aléatoirement. Ainsi le réseau n’aura pas
à s’adapter à des illuminants incohérents. Grâce à l’utilisation de cette technique,
une base de données possédant N images annotées peut donner lieu à N(N − 1)
images.
On pourrait aussi limiter les différences entre les illuminants cibles et ceux d’origine
afin d’éviter d’avoir des écarts trop importants, créant des décalages de contexte.
Un décalage de contexte pourrait être, par exemple, d’utiliser un illuminant naturel
(le soleil) dans une scène d’intérieur (éclairée par un tube fluorescent). Nous avons
observé qu’en pratique, ce genre de limitation n’est pas nécessaire. Cela indique
que le réseau n’utilise pas le contexte d’une scène pour prédire un illuminant. Ceci
s’explique par la simplicité des réseaux utilisés, qui ne leur permet pas d’apprendre
ce genre de caractéristiques trop complexes.
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Fusion des patchs
La tâche de constance chromatique consiste à estimer la couleur de l’illuminant
d’une scène en faisant l’hypothèse que l’illuminant est uniforme, c’est-à-dire qu’il n’y
a qu’un seul illuminant qui éclaire la scène. Par conséquent, estimer la couleur de
l’illuminant sur la totalité de la scène revient, théoriquement, au même que d’estimer
l’illuminant sur une sous-partie de cette dernière. Dans nos travaux nous avons
utilisé cela afin d’obtenir plus de données d’entrées.
Au lieu d’entrainer nos réseaux avec des images complètes, nous découpons des
patchs de façon aléatoire dans les images. Ces patchs sont ensuite redimensionnés
pour correspondre à la taille des images d’entrée du réseau. La vérité terrain associée
à chacun des patchs est la même que celle de l’image complète. Durant l’étape de test,
une image est découpée aléatoirement en plusieurs patchs. On obtient ainsi plusieurs
estimations d’illuminants (une estimation par patch par image). L’estimation globale
de l’illuminant est calculée comme étant la moyenne des illuminants obtenus sur
chacun des patchs.
Apprentissage semi-supervisé
Les bases de données existantes pour la constance chromatique possèdent un faible
nombre d’images (ou de nombreuses images très ressemblantes dans le cas de la SFU
gray-ball). Le principe de l’apprentissage semi-supervisé est de mélanger aux images
existantes des images dont la vérité terrain est inconnue. De telles images peuvent
être trouvées facilement en grand nombre. Notamment, nous avons utilisé la base
de données ImageNet [Den+09] (voir partie 2.3.1) possédant plusieurs millions
d’images.
La vérité terrain sur cette base étant inconnue, il faut trouver une autre fonction
de coût (voir partie 3.1.4) pour entrainer le réseau. Pour cela nous nous basons sur
l’hypothèse que les scènes sont éclairées par un unique illuminant. Cette hypothèse
implique que si l’on découpe l’image en deux parties, la valeur de l’illuminant, bien
qu’inconnue, doit être identique sur chacune d’entre elles. Une fonction de perte
basée sur la différence angulaire entre les deux vecteurs R,G,B des illuminants est
donc utilisée, pénalisant le réseau si ce dernier prédit des illuminants différents pour
les deux parties d’une même image.
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3.3.4 Résultats
Les résultats que nous présentons dans cette partie ont été obtenus en 2014 avec
l’API Torch7 [Col+11]. Les réseaux ont été entrainés jusqu’à convergence par rétro-
propagation en utilisant la méthode RProp (Resilent Backpropagation) [RB93].
Depuis ces travaux, d’importantes avancées ont été réalisées à la fois sur l’entraine-
ment des réseaux de neurones (comme par exemple la batch-normalisation [IS15b])
mais aussi pour les méthodes de constance chromatique. Ces nouveaux travaux
seront brièvement présentés à la fin de ce chapitre.
Comparaison des différents pooling
Pooling L1 L2 L3 L4 L5 L6 L7 L8 L∞ Moy. Moy/L∞ L5/L∞
Color-Checker linéaire par Shi[SF10]
Moyenne 7,30 4,57 3,78 3,55 3,42 3,49 3,45 3,33 3,31 3,77 3,4 3,33
Médiane 3,85 3,63 3,33 2,81 2,79 2,8 2,64 2,68 2,59 3,04 2,78 2,63
SFU Gray-ball linéaire[CF03]
Moyenne 14,67 10,42 8,9 8,36 8,68 8,48 9,35 9,34 8,16 9,03 8,35 7,65
Médiane 13,44 8,95 7,59 7,47 7,7 7,62 8,92 8,58 7,08 7,8 6,98 6,53
Tab. 3.1.: Comparaison des influences des différents sous-échantillonnage sur les erreurs
angulaire moyenne et médiane. Les tests sont effectués avec un réseau sans couche
convolutive. L∞ est le maximum pooling. L5/L∞ est notre sous-échantillonnage
mixte avec deux pooling en parallèle.
Nous avons vu dans la partie 3.3.1 que plusieurs opérateurs de sous-échantillonnage
étaient utilisables. Nous avons fait des tests afin de choisir la meilleure compa-
raison parmi ces derniers. Les résultats fournis dans le tableau 3.1 présentent les
erreurs angulaires moyennes et médianes obtenues avec des opérateurs de sous-
échantillonnage de type Lp pooling avec p ∈ [1, 8] ainsi qu’avec un maximum pooling
et un average pooling. Les deux dernières colonnes du tableau présentent les résul-
tats obtenus avec un sous-échantillonnage mixte utilisant en parallèle un average
pooling et un maximum pooling (noté Moy/L∞) et un sous-échantillonnage mixte
utilisant en parallèle un maximum pooling et un L5 pooling (noté L5/L∞). Nous
comparons les résultats sur deux bases de données différentes, la Color-Checker par
Shi et la SFU Gray-ball linéaire (voir partie 3.1.5).
Les résultats obtenus avec la base SFU Gray-ball linéaire indiquent que le sous-
échantillonnage mixte L5/L∞ donne les meilleurs résultats. Ceci n’est pas le cas sur
la base Color-Checker by Shi dont l’utilisation du maximum pooling (L∞) permet
d’obtenir les meilleurs résultats. Néanmoins, le sous-échantillonnage mixte L5/L∞
obtient des résultats suffisamment proches pour penser que la différence d’erreur est
négligeable, ce qui nous permet d’affirmer que le sous-échantillonnage mixte L5/L∞
est aussi une bonne stratégie sur cette base de données.
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L’augmentation artificielle de données et comparaison des architectures
Sans couche convolutive Avec couche convolutive
Methodes Moyenne Médiane Moyenne Médiane
Sans augmentation 3,33 2,63 3,91 3,06
Transfert d’illuminant 3,38 2,69 3,49 2,73
Fusion des patchs 3,66 3,00 3,78 2,95
Semi-supervisé 4,02 3,19 4,01 3,09
Tab. 3.2.: Effet des différentes stratégies d’augmentations artificielles de données sur la
base de données Color-Checker linéaire par Shi. Le tableau compare les deux
architectures de réseau, à savoir avec et sans couches de convolution.
Le tableau 3.2 présente l’impact des différentes méthodes d’augmentation artificielle
de données sur les deux architectures proposées précédemment (voir partie 3.3.2).
Il est surprenant de constater qu’aucune des techniques d’augmentation artificielle de
données n’améliore les résultats obtenus avec le réseau de perceptrons multi-couches.
En effet, théoriquement, un plus grand nombre de données devrait permettre un
meilleur apprentissage et donc devrait améliorer les prédictions. L’observation des
résultats nous permet d’expliquer pourquoi ce n’est pas le cas. Premièrement, nous
pouvons constater que la méthode de fusion des patchs dégrade les résultats. Cela
indique que l’information extraite par le réseau est plus précise sur une image
complète que sur une sous-partie de l’image. Le réseau de perceptrons multi-couches
apprend donc à extraire des informations globales des images. Ainsi, plus l’image
possède de diversité, meilleures sont les prédictions. À l’inverse, utiliser des sous-
images possédant moins de diversité ne permet pas d’extraire des informations
précises et mène à une prédiction moins fiable. On peut donc en conclure que
le réseau de perceptrons multi-couches apprend un modèle comparable à celui
du monde gris : un algorithme basique, reposant sur des propriétés statistiques
simples.
Ensuite, le transfert d’illuminants donne des résultats équivalents à ceux obtenus
sans augmentation de données. Cela permet de conclure que le modèle appris par
le réseau de perceptrons multi-couches est effectivement basique et que ce dernier
manque d’expressivité. Il atteint ses limites avec les images d’origines et augmenter
le nombre d’images ne permet pas un meilleur apprentissage. Il est donc nécessaire
d’utiliser un modèle plus expressif, c’est ce que nous avons fait avec le réseau
convolutif.
Le premier constat des résultats obtenus avec le réseau convolutif est qu’ils sont
moins bons qu’avec le réseau de perceptrons multi-couches. Ceci est étonnant puisque
la plus grande expressivité du réseau devrait permettre un meilleur apprentissage.
On peut cependant constater que la fusion des patchs et surtout le transfert d’illumi-
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nants augmente significativement la précision du réseau convolutif. Cela démontre
clairement un manque de données d’apprentissage permettant d’apprendre une
bonne représentation mais met aussi en avant l’intérêt des techniques de fusion de
patchs et de transfert d’illuminants pour les méthodes de constance chromatique.
Nous en concluons que le développement de bases de données possédant un nombre
d’images plus important serait grandement bénéfique aux techniques de constance
chromatique basées sur les réseaux de neurones convolutifs.
Finalement, les résultats obtenus avec la technique d’apprentissage semi-supervisé
sont, quelle que soit l’architecture utilisée, moins bons que les résultats obtenus sans
augmentation de données. Ceci s’explique par la complexité de mise en œuvre de la
technique, qui nécessite un équilibre très précis entre les données supervisées et non
supervisées. Nous sommes convaincus de l’utilité de cette technique, bien qu’elle
nécessite un investissement de recherche plus important.
Pour résumé, les résultats obtenus avec les méthodes d’augmentation artificielle de
données nous permettent plusieurs affirmations :
— Le réseau de perceptrons multi-couches apprend à utiliser les statistiques
globales des images.
— C’est l’expressivité du réseau de perceptrons multi-couches qui est un facteur
limitant pour l’obtention de meilleurs résultats.
— Le réseau convolutif souffre d’un manque de données d’entrainement et pour-
rait obtenir de meilleurs résultats avec le développement de bases de données
plus importants.
Comparaison avec l’état de l’art
La table 3.3 présente les erreurs angulaires moyennes et médianes obtenues avec les
méthodes de l’état de l’art. La table est divisée en trois parties : premièrement les
méthodes basées sur les propriétés statistiques (vu dans la partie 3.2.1) et donc sans
apprentissage automatique, deuxièmement les méthodes basées sur l’apprentissage
automatique et finalement les résultats obtenus avec notre méthode. Les résultats
que nous comparons avec l’état de l’art sont ceux de l’architecture sans la couche de
convolutions puisque les tests réalisés sur les différentes architectures ont montré
que cette dernière est la plus efficace.
Nous comparons les résultats obtenus avec un unique maximum pooling et ceux
obtenus avec notre sous-échantillonnage mixte. Les résultats montrent que notre
méthode surpasse les méthodes sans apprentissage (telles que le monde gris, le patch
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Méthodes C-C-O C-C-Shi C-C-R G-B-O G-B-L
Monde gris
[Buc80]
9.8 / 7.4 4.78 / 3.63 5.33 / 3.98 7.9 / 7.0 13.0 / 11.0
Patch blanc
[FS10]
8.1 / 6.0 5.31 / 3.15 6.44 / 4.10 6.8 / 5.3 12.7 / 10.5
Nuances de gris
[FT04]
7.0 / 5.3 4.40 / 2.72 3.98 / 2.35 6.1 / 5.3 11.6 / 9.7
Monde gris général
[Wei+07]
7.0 / 5.3 4.21 / 2.70 × 6.1 / 5.3 11.6 / 9.7
Bordures grises
du premier ordre
[Wei+07]
7.0 / 5.2 3.72 / 2.86 5.02 / 2.88 5.9 / 4.7 10.6 / 8.8
Bordures grises
du second ordre
[Wei+07]
7.0 / 5.0 3.59 / 2.64 × 6.1 / 4.9 10.7 / 9.0
Estimation locale de
réflectance [Gao+14]
× 3.4 / 2.6 × 6.0 / 5.1 ×
Large Col. diff.
[Che+14c]
× 3.52 / 2.14 × × ×
Patch gris
[Yan+15]
× 4.6 / 3.1 × 6.1 / 4.6 ×
Basé sur l’exemple
[JD14]
5.2 / 3.7 3.1 / 2.3 × 4.4 / 3.3 8.0 / 6.5
Corr.-moments
[Fin13]
× 2.8 / 2.0 × × ×**
SVRC-R
[Li+14]
× × / 1.97 × × × / 6.81*
CNN
[Bia+15]
× 2.63 / 1.98 × × ×
Single max pooling 6.18 / 5.03 3.31 / 2.59 3.69 / 2.70 5.18 / 4.51 8.16 / 7.08
Mixed MaxL5 pooling 6.17 / 4.92 3.33 / 2.63 3.70 / 2.80 4.94 / 4.28 7.65 / 6.53
Tab. 3.3.: Comparaison avec l’état de l’art des méthodes existantes lors de nos travaux. La
moyenne (en premier) et la médiane (en deuxième) des erreurs sont reportées.
Pour chaque base de données, les deux meilleurs résultats sont en gras. ’*’ signifie
testé sur un sous-ensemble (non corrélé) de données (1135 images parmi les
11346). ’**’ signifie que les résultats fournis par Finalayson [Fin13] ne peuvent
pas être justement comparés puisqu’ils sont évalués uniquement sur 150 images
(parmi les 11346) et n’utilisent que trois sous-ensembles pour la cross validation,
ce qui ne respecte pas les 15 sous-ensembles utilisés par les autres approches.
Les deux dernières lignes montrent nos résultats sans utilisation de couches de
convolutions.
blanc ou l’estimation local de réflectance de Gao et al. [Gao+14]). Nos résultats sont
comparables aux autres méthodes basées sur l’apprentissage automatique.
On peut noter aussi que l’utilisation d’un sous-échantillonnage mixte (avec un
opérateur de maximum pooling en parallèle d’un opérateur de L5 pooling) permet
d’obtenir de meilleurs résultats qu’un unique maximum pooling. Cela confirme que
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l’utilisation de plusieurs opérateurs en parallèle permet d’extraire des informations
différentes et utiles pour le réseau.
3.4 Etat de l’art depuis les travaux
Dû à la popularité croissante des réseaux de neurones convolutifs, d’autres méthodes
ont été développées depuis nos travaux afin de résoudre le problème de constance
chromatique.
La méthode la plus simple a été développée par Qian et al. [Qia+16] qui extrait des
caractéristiques d’une image en utilisant un réseau pré-entraîné sur ImageNet. Ils
utilisent ensuite ces caractéristiques avec un algorithme de régressions structurées
classique (dans leurs expériences ils utilisent des MSVR ("multi-output support vector
regression") afin d’obtenir une prédiction). La simplicité de la méthode démontre la
qualité des caractéristiques extraites par les réseaux de neurones.
Shi et al. [Shi+16] ont créé une structure de réseau spécialisé à la tâche de constance
chromatique. Leur réseau est composé de deux réseaux, un appelé "Hypotheses
Network" (HypNet) entraîné à produire deux estimations d’illuminant et un second,
appelé "Selection Network" (SelNet) qui est entraîné à choisir la meilleure des
deux estimations du premier. Étant donnée une image, le premier réseau (HypNet)
propose ainsi plusieurs estimations locales. L’idée du second réseau (SelNet) est de
choisir parmi ces estimations la meilleure. Les auteurs indiquent ainsi que le réseau
SelNet permet d’obtenir de meilleurs résultats qu’un simple sous-échantillonnage.
Dans leurs travaux Barron et Tsai [BT17] ont étudié les aspects importants que
doivent fournir les méthodes de constance chromatique afin d’être applicables
directement dans les dispositifs d’acquisition (appareil photographique). Ils ont listé
quatre aspects :
— La vitesse : les algorithmes doivent être rapides pour permettre un traitement
rapide des images sans ralentir les dispositifs d’acquisition.
— Les entrées pauvres : les algorithmes doivent être capables d’utiliser des entrées
en faible résolution (des prévisualisations) afin d’accélérer les traitements et
surtout d’être applicable sur les prévisualisations généralement créées par les
dispositifs d’acquisition.
— L’incertitude : un algorithme doit pouvoir donner une valeur de certitude sur
ses prédictions pour éventuellement avertir l’utilisateur.
— La cohérence temporelle afin de permettre des prises de vues cohérentes pour
les caméras vidéo ou les prises de photos en rafale.
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Ils se basent sur les travaux précédents de Barron [Bar15], qui abordent l’estimation
de l’illuminant comme une localisation de l’image dans un espace log-chromatique à
deux dimensions, en transformant l’image dans l’espace de Fourier afin d’appliquer
leur localisation dans cet espace. Le passage dans l’espace de Fourier leur permet de
plier l’image d’entrée transformant la localisation dans un espace 2D en localisation
sur un tore.
Même si la méthode de Joze et Drew [JD14] permet d’estimer plusieurs illuminants
pour une image, leur algorithme repose sur les illuminants de régions segmentées
et ne permet pas en pratique d’estimer de nombreux illuminants. Récemment, Du-
chêne et al. [Duc+17] ont proposé une méthode automatique permettant d’estimer
de multiples illuminants par image d’entrée. Un outil de correction des couleurs a
également été proposé, offrant un contrôle utilisateur intuitif et permettant d’obtenir
des résultats de qualité.
3.5 Conclusion
Dans ce chapitre nous avons fait un état de l’art des différents algorithmes de
constance chromatique. En étudiant les méthodes classiques, basées sur les pro-
priétés statistiques des images, nous avons montré comment l’opérateur de sous-
échantillonnage permet à un réseau de neurones de modéliser ces méthodes. Puis,
en partant des méthodes plus récentes, qui généralisent les algorithmes classiques,
nous avons adapté l’opérateur de sous-échantillonnage afin de créer un opérateur
de sous-échantillonnage mixte permettant au réseau de modéliser une fonction elle
aussi plus générale, permettant donc une combinaison des différents algorithmes.
Enfin, même si nous avons pu montrer l’efficacité de cet opérateur en utilisant plu-
sieurs bases de données dédiées à la constance chromatique, nous avons découvert
un manque crucial de données d’entraînement, ce qui nous a poussé à développer
des techniques afin d’augmenter artificiellement leur nombre.
Finalement, dans ces travaux nous avons montré que, même si un réseau permet
de modéliser des fonctions très complexes, il est intéressant d’adapter son architec-
ture à la tâche étudiée. L’opérateur de sous-échantillonnage mixte que nous avons
créé est une base intéressante pour la tâche de constance chromatique et il serait
intéressant d’étudier les différentes adaptations réalisables. Notamment, l’évolution
récente des réseaux convolutifs avec les architectures à prédiction dense (que nous
verrons dans le chapitre 4) ainsi que les très populaires réseaux GAN (Generative
Adversarial Network) ouvrent de nombreuses perspectives à la fois dans l’estimation
de l’illuminant, mais aussi possiblement dans la création artificielle de nouveaux
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exemples d’entraînement voir même la correction des images. Ces aspects, allant
au-delà des objectifs fixés pour cette thèse, n’ont pas été abordés dans cette thèse.
Au-delà des problèmes de constance chromatique et d’invariance aux changements
d’éclairage auxquels sont confrontés les descripteurs image bas niveaux, nous nous
sommes également intéressés dans cette thèse aux descripteurs haut niveaux et plus
précisément à la segmentation sémantique.
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4Segmentation sémantique
d’images
(a) Classification d’images (b) Détection d’objets
(c) Segmentation sémantique (d) Segmentation sémantique d’instance
Fig. 4.1.: Comparaison des différentes tâches de reconnaissance d’images. De la tâche
la moins précise à la plus précise : Classification d’image, Détection d’objets,
Segmentation sémantique, Segmentation sémantique d’instance.
4.1 Description de la tâche
Def. 4.1
segmenta-
tion
sémantique
La segmentation sémantique d’images est une tâche qui consiste à attribuer une classe
sémantique (par exemple arbre, voiture, route etc.) à chacun des pixels d’une image.
Avec les progrès spectaculaires faits dans le domaine de l’apprentissage automatique
et notamment des réseaux de neurones convolutifs, les résultats en reconnaissance
d’objets ou compréhension de scènes sont devenus de plus en plus précis. La tâche
de segmentation sémantique, qui est le sujet de ce chapitre s’inscrit dans un objectif
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de reconnaissance d’objets de plus en plus complexe. On peut considérer que ses
origines remontent à la tâche de classification d’image, dont l’objectif est, étant
donnée une image, de prédire la classe sémantique du ou des objets présents sur
cette dernière (voir figure 4.1a). Il s’agit donc d’une tâche de classification, puisque
les valeurs de sortie appartiennent à un domaine discret et fini. Concrètement, la
sortie du réseau consiste en un vecteur, de taille équivalente au nombre de classes
sémantiques considérées et dont chacune des valeurs correspondent à la probabilité
de l’image d’appartenir à la classe correspondante.
Le principal problème de la classification d’image est qu’elle ne permet pas la
localisation des objets dans une scène, mais indique juste leur présence. Pour pallier
ce problème, la tâche de détection d’objet vise à fournir les boites englobantes des
objets présents dans une scène (voir figure 4.1b). Une boite englobante, en deux
dimensions, est le rectangle le plus petit permettant d’englober un objet. Il est défini
par quatre valeurs : les positions X, Y de la boite dans l’image (cette position
correspond souvent au coin supérieur gauche de la boite) ainsi que la hauteur H
et la largeur W de la boite. Il s’agit donc d’une tâche de régression puisque les
prédictions recherchées sont des valeurs décimales, incluses dans un espace continu.
En plus de la prédiction de position et de taille de la boite, il est possible de prédire
en même temps la classe sémantique de l’objet détecté. C’est par exemple le cas
pour l’algorithme YOLO [Red+16] (You Only Look Once) ou son évolution YOLO
9000 [RF16] de Redmon et al. qui fournit les boites englobantes de tous les objets
d’une scène, mais aussi leur classe sémantique. Récemment, Mordan et al. [Mor+17]
ont proposé une nouvelle architecture, appelée DP-FCN (Deformable Part-based Fully
Convolutional Network), permettant d’améliorer la détection d’objets en apprenant
une représentation basée sur les parties déformables des objets.
Bien que les boites englobantes permettent une localisation des objets dans une
scène, ces dernières ne permettent pas d’obtenir la délimitation des frontières des
objets et manquent donc de précision. Par conséquent, l’étape suivante vers une plus
grande précision consiste à prédire la classe sémantique à laquelle appartiennent
chacun des pixels de l’image (voir figure 4.1c). C’est l’objectif de la segmentation
sémantique qui est la tâche étudiée dans ce chapitre. De la même manière que pour
la classification d’image, la segmentation sémantique est une tâche de classification
puisque le nombre de classes sémantiques considérées est fini. Néanmoins, on parle
ici de classification dense puisque, au lieu d’obtenir un unique vecteur de prédiction,
on cherche à obtenir un vecteur de prédiction pour chacun des pixels de l’image
d’entrée.
Finalement, on peut pousser la précision encore plus loin avec la segmentation
sémantique d’instances. En effet, la segmentation sémantique présente des problèmes
de délimitation quand deux objets d’une même classe sémantique se superposent
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(voir figure 4.1c). La segmentation sémantique d’instances vise donc à prédire non
seulement la classe sémantique de chaque pixel, mais aussi de faire une différence
entre les instances, c’est-à-dire que deux objets différents appartenant à la même
classe sémantique auront deux valeurs différentes (voir figure 4.1d). Néanmoins, la
segmentation d’instance n’est pas le sujet de ce mémoire où nous nous concentrons
sur la segmentation sémantique.
4.1.1 Formalisation et fonction de perte
Soit L = {l1, l2, ..., lk}, un ensemble de K classes sémantiques (aussi appelées
étiquettes). Soit D = (xi, yi) un ensemble de paires, composées d’un patch d’entrée
xi (c’est-à-dire d’une image ou d’une sous-partie d’une image) et une classe cible
yi ∈ L. L’objectif est d’apprendre les paramètres θ d’une fonction non linéaire
Θ(xi, θ) = ŷi, où ŷi est une estimation de la classe cible yi associée à l’entrée xi,
minimisant un risque empirique R[θ,D] = 1N
∑N
i J(Θ(xi, θ), yi) où J(ŷi, yi) est une
fonction de perte permettant de calculer une valeur correspondant à l’erreur entre
l’estimation ŷi et la classe cible yi.
La fonction de perte utilisée pour calculer le risque empirique dépend de la tâche
que l’on souhaite effectuer. Par exemple, nous avons vu dans le chapitre 3 que,
pour la tâche de constance chromatique, la fonction de perte utilisée est l’erreur
angulaire (voir partie 3.1.4). Bien qu’il existe de nombreuses fonctions pour la tâche
de classification, la plus couramment utilisée est la fonction d’entropie croisée définie
de la manière suivante :
Def. 4.2
Cross
entropy
Soit p un vecteur de probabilité de taille N et y l’indice de la classe cible. La fonction de
perte d’entropie croisée ("cross entropy" en anglais) est obtenue par la formule :
J(p, t) = −
N∑
j
1y=jlog(pj) = −log(py) (4.1)
Avec 1y=j = 1 si y = j et 0 sinon.
L’entropie croisée est donc égale au négatif du logarithme de la probabilité prédite
pour la classe cible. Cette dernière a pour paramètres un vecteur de probabilités
p ainsi que l’indice de la classe cible t. Afin de l’utiliser lors de l’entrainement
des réseaux de neurones convolutifs, il est nécessaire de permettre aux réseaux la
prédiction d’un vecteur de probabilités. Pour cela, une fonction appelée softmax est
ajoutée en sortie du réseau ayant comme objectif la normalisation des valeurs tel
que la somme des valeurs soit égale à 1.
La fonction softmax est définie de la manière suivante :
4.1 Description de la tâche 71
Def. 4.3
SoftMax
Soit u un vecteur de taille N pour tout i ∈ {1..N} :
softmax(u)i =
eui∑N
j=1 e
uj
(4.2)
Si l’on considère l’exponentielle présente dans la fonction de softmax et le logarithme
de la fonction d’entropie croisée, il est possible (et mathématiquement juste) de
combiner les deux afin d’optimiser les calculs.
Def. 4.4 Soit u un vecteur de taille N pour tout i ∈ {1..N}, la combinaison d’une fonction de
softmax et d’une entropie croisée est égale à :
J(u, t) = −ut + log(
N∑
j′=1
euj′ ) (4.3)
Cette fonction, applicable directement sur le vecteur produit par un réseau de
neurones, permet d’obtenir l’erreur entropique du réseau sur les exemples d’entraîne-
ment. C’est cette erreur qui est minimisée par descente de gradient (voir partie 2.2.1)
et qui permet l’entraînement des réseaux de neurones convolutifs.
4.1.2 Mesure des performances en segmentation
Dans une tâche de régression, la fonction de perte utilisée pour entraîner le réseau est
généralement identique à la mesure d’évaluations des algorithmes. Ce n’est pas le cas
pour les problèmes de classification. En effet, un classifieur est entraîné en optimisant
une erreur reposant sur les probabilités obtenues sur les exemples d’entraînement,
alors que la performance de ce même classifieur repose sur le nombre d’exemples
correctement classés. Les mesures détaillées dans cette section sont des mesures de
performances qui permettent d’évaluer la qualité d’un classifieur et ne doivent pas
être confondue avec les fonctions de pertes vues dans la section précédente 4.1.1
qui servent à entraîner le classifieur.
Matrice de confusion
Pour faciliter la visualisation et la compréhension des différents résultats d’un réseau
de neurones (ou d’un classifieur quelconque), on construit généralement une matrice
appelée matrice de confusion. Cette dernière répertorie et classe les différentes
prédictions faites par le réseau en fonction de leurs classes cibles.
Def. 4.5
matrice de
confusion
Soit k le nombre de classes sémantiques à inférer, la matrice de confusion M est une
matrice de taille k × k dans laquelle est rangé chacun des exemples d’apprentissage de
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manière à ce que chaque ligne représente la classe prédite par un classifieur et chaque
colonne la classe cible.
Vérité terrain
Avion Bateau Voiture
Avion 11 6 2
Bateau 4 12 1
Prédiction
faite par le
réseau Voiture 1 0 21
Tab. 4.1.: Exemple de matrice de confusion où la tâche consiste à séparer trois classes
sémantiques : Avion, Bateau et Voiture. La case rouge représente les vrais positifs
(TP) de la classe Avion, les cases vertes l’ensemble de faux positifs (FP) et les
cases bleus l’ensemble des faux négatifs (FN).
Le tableau 4.1 montre un exemple de matrice de confusion où la tâche consiste à
distinguer les classes Avion, Bateau et Voiture. Dans cet exemple, la base contient
16 images de classe Avion, parmi lesquelles 11 ont été correctement classées, 4 ont
été classées comme appartenant à la classe Bateau et une a été classée comme
appartement à la classe Voiture. De plus, 6 images de la classe Bateau ainsi que 2
images de la classe Voiture ont été faussement rangées dans la classe Avion.
De manière générale, notons nij la valeur de la matrice M à la ligne i et à la colonne
j. Cette valeur correspond au nombre d’exemples d’entraînement classés dans la
classe i et appartenant à la classe j. Pour une classe i donnée, on appelle :
— TP (true positif) le nombre d’exemples correctement classés, et donc TPi = nii.
— FP (false positif) le nombre d’exemples classés comme appartenant à la classe i
alors que ce n’est pas le cas. Il est obtenu par la formule FPi = (
k∑
j=1
nij)− nii.
— FN (false negative) le nombre d’exemples classés comme n’appartenant pas à la
classe i alors que c’est le cas. Il est obtenu par la formule FNi = (
k∑
j=1
nji)− nii
Mesure des performances par classe
À partir des vrais positifs (TP), faux positifs (FP) et faux négatifs (FN) décrits
ci-dessus, on définit plusieurs mesures de performances. Bien qu’il en existe de
nombreuses, nous ne listons ici que les principales utilisées.
La précision d’une classe i est le rapport des vrais positifs sur l’ensemble des échan-
tillons rangés dans la classe i :
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Def. 4.6
Précision Prei =
TPi
TPi + FPi
= nii
k∑
j=1
nij
(4.4)
La précision d’une classe i correspond à la confiance que l’on peut accorder au
classifieur quand ce dernier prédit qu’une image d’entrée appartient à cette classe i.
Dans notre exemple (table 4.1), 19 images ont été rangées dans la classe Avion mais
seulement 11 d’entre elles appartiennent réellement à cette classe. Par conséquent,
la précision est de 1119 = 0.57 ce qui indique que si le réseau prédit qu’une image
contient un avion, il y a 57% de chance qu’il ait raison.
Le Rappel de la classe i est le rapport des vrais positifs sur l’ensemble des échantillons
appartenant réellement à classe :
Def. 4.7
Rappel Rapi =
TPi
TPi + FNi
= nii
k∑
j=1
nji
(4.5)
Le rappel de la classe i correspond à la proportion d’exemples de la classe i qui ont
été correctement classés. Dans notre exemple, le rappel de la classe Avion correspond
au pourcentage d’exemples d’entraînement appartenant à la classe Avion qui ont été
correctement classés par le classifieur. La matrice 4.1 nous indique que, parmi les 16
images d’avions, 11 ont été correctement rangées. Par conséquent, le rappel de la
classe avion est de 1116 = 0.68.
La précision et le rappel sont deux mesures de performances non corrélées, dont
l’utilisation dépend généralement de la tâche. Par exemple, si l’on veut détecter des
tumeurs on va probablement vouloir privilégier le rappel, afin que toutes les tumeurs
soient bien détectées par le réseau de neurones, quitte à avoir des faux positifs et
donc une mauvaise précision. Un des problèmes liés à l’absence de corrélation de la
précision et du rappel est qu’il peut être difficile de comparer les performances des
différents algorithmes (on peut avoir une bonne précision, mais un mauvais rappel).
Pour cela, il existe une mesure, appelée F-mesure permettant d’obtenir un compris
en effectuant une moyenne harmonique entre précision et rappel, en fonction d’un
paramètre β :
Def. 4.8
Fβ-mesure Fβi =
(1 + β2)× (Prei×Rapi)
β2 × Prei + Rapi
= (β
2 + 1)TPi
(β2 + 1)TPi + β2FNi + FPi
(4.6)
La F -mesure la plus communément utilisée est la F1-mesure où β = 1 et qui donne
autant d’importance à la précision qu’au rappel :
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Def. 4.9
F1-mesure F1i = 2×
Prei×Rapi
Prei + Rapi
= 2× TPi2× TPi + FNi + FPi
= 2× nii
k∑
j=1
nij +
k∑
j=1
nji
(4.7)
Mesures des précisions globales
Les mesures de performances vues dans le paragraphe précédent sont des mesures
unitaires. Elles permettent de mesurer les performances d’une unique classe en
comparaison aux autres (détection, classification binaire ou "one versus all"). Pour
mesurer des performances sur un ensemble de plusieurs classes, comme c’est géné-
ralement le cas en segmentation sémantique, il faut utiliser des mesures globales.
Pour la segmentation sémantique, ces mesures reposent sur le nombre de pixels
correctement classés. En effet, les prédictions faites pour chacun des pixels sont
considérées et sont rangées de la même manière dans une matrice de confusion.
La mesure la plus simple consiste à étendre la mesure du rappel à l’ensemble des
classes. Elle correspond au nombre de pixels (et donc d’exemple) correctement
classés, divisé par le nombre total de pixels.
Def. 4.10
Pixel
accuracy
Soit k le nombre de classes considérées et nij le nombre de pixels de la classe i prédit
comme appartenant à la classe j. La mesure du rappel global (ou pixel accuracy) est
égale à :
PA =
k∑
i=1
nii
k∑
i=1
k∑
j=1
nij
(4.8)
Cette mesure présente un défaut lorsque les classes sont déséquilibrées, c’est-à-dire
lorsqu’une classe possède beaucoup plus d’exemples d’entraînement qu’une autre.
En effet, imaginons qu’une classe représente à elle seule 90% des exemples contenus
dans une base d’entraînement, alors en prédisant cette classe de façon constante,
sans même regarder l’entrée, on obtient 90% de rappel global.
Par conséquent, une seconde mesure de performance, appelée rappel moyen par
classe, consiste à pondérer les exemples d’entraînement de manière inversement
proportionnelle au nombre d’échantillons par classe, ce qui revient à donner la même
importance à chaque classe.
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Def. 4.11
Mean class
accuracy
Soit k le nombre de classes considérées et nij le nombre de pixels de la classe i prédits
comme appartenant à la classe j. Le rappel moyen par classe (ou mean class accuracy
en anglais) est défini par :
MCA = 1
k
k∑
i=1
nii
k∑
j=1
nij
(4.9)
Un défaut du rappel moyen par classe est que ce dernier a tendance à privilégier une
classe faiblement représentée au dépit de sa précision. En effet, dû à la pondération
des échantillons, un faux négatif sur un exemple très représenté sera moins pénalisant
(en termes de performance) qu’un faux négatif sur un exemple peu représenté. Par
conséquent la mesure de performance la plus utilisée aujourd’hui en segmentation
sémantique est l’intersection over union (IoU) aussi connu sous le nom d’index de
Jaccard, qui cherche à concilier pixel accuracy et rappel moyen par classe.
Def. 4.12
Intersection
over Union
Soit k le nombre de classes considérées et nij le nombre de pixels de la classe i prédits
comme appartenant à la classe j. L’intersection over union est exprimée par :
IoU = 1
k
k∑
i=1
nii
k∑
j=1
nij +
k∑
j=1
nji − nii
(4.10)
4.1.3 Bases de données pour la segmentation sémantique
Afin d’entrainer et d’évaluer les différents algorithmes il existe plusieurs bases de don-
nées conçues pour la segmentation sémantique. Ces bases de données contiennent
des images prises sous différentes conditions ainsi que des images de vérités terrains,
c’est-à-dire des images où chacun des pixels correspond à l’indice d’une classe séman-
tique. Cette section détaille une liste non exhaustive des bases les plus populaires
actuellement.
Stanford background [Gou+09]
La base de données Stanford background 1 [Gou+09] est une des plus anciennes
bases fournissant des vérités terrains pour la segmentation sémantique. Elle est
composée d’images importées d’autres base de données. Elle contient 715 images
d’une résolution de 320× 240 pixels ainsi que leurs vérités terrains avec quatre types
d’annotations :
1. http ://dags.stanford.edu/projects/scenedataset.html
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(a) Horizons (b) Régions (c) Surfaces (d) Couches
Fig. 4.2.: Exemple des différents types d’annotations fournies avec la base de données
Stanford Background.
— Horizons (4.2a) : qui donne la position (horizontale) de l’horizon dans chacune
des images.
— Régions (4.2b) : qui précise la classe sémantique pour chacun des pixels des
différentes images (parmi : ciel, arbre, route, herbe, eau, bâtiment, montagne,
objet en premier plan ou inconnu)
— Surfaces (4.2c) : qui détermine le type de surface (horizontale, verticale ou
ciel) de chacun des pixels des différentes images.
— Couches (4.2d) : qui différencie les différents objets composant une scène en
leur donnant un indice unique.
Les auteurs se sont assurés que chaque image possède au moins un objet au premier
plan ainsi que l’horizon visible.
Pascal Visual Object Classes (Pascal VOC) [Eve+10]
(a) Image d’entrée (b) Segmentation par classe (c) Segmentation d’objets
(d) Classification et Détection (e) Classification d’actions (f) Détourage de personnes
Fig. 4.3.: Exemple des différentes tâches réalisables avec la base de données Pascal Voc
2012.
La base de données Pascal VOC est probablement la plus populaire dans la commu-
nauté de vision par ordinateur. Créée en 2005, la première version de la base n’a
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cessé d’évoluer jusqu’en 2012. Aujourd’hui, la base possède des images associées à
des vérités terrains permettant cinq tâches différentes :
— La classification et détection d’objets (figure 4.3d) qui consiste à prédire la
présence ou l’absence de 20 types d’objets différents ainsi qu’à les localiser
dans une image (en fournissant leurs boites englobantes).
— La segmentation par classe (figure 4.3b) qui consiste à annoter chacun des
pixels d’une image en les classants dans une des 20 différentes classes.
— La Segmentation d’objet (figure 4.3c) qui consiste à délimiter les différents
objets présents dans l’image.
— Le détourage de personne (figure 4.3f) consiste à prédire la position de diffé-
rentes parties du corps humain. Pour cette tâche trois parties sont à détecter :
la tête, les pieds et les mains.
— La classification d’action (figure 4.3e) qui consiste à déterminer l’action réalisée
par les personnes présentes dans une image. Pour cette tâche 10 types d’actions
différentes plus une catégorie "Autre" sont utilisés.
Pour la tâche de segmentation, la base de données contient 1464 images d’entraine-
ment et 1449 images de validation. L’ensemble de test n’est pas fourni, mais un site
web 2 permet une évaluation en ligne des méthodes.
SiftFlow [Liu+11]
SiftFlow 3 est une base de données contenant des images d’une résolution de 256×
256. La base contient 2.688 images annotées pour la segmentation sémantique en
utilisant l’outil d’annotation en ligne LabelMe qui permet d’annoter des images et
de créer une base de données de façon collaborative (chacun ajoute ses propres
images et annotations augmentant ainsi le nombre d’images total contenues dans
la base de données). L’ensemble des images a été aléatoirement séparé en 2.466
images d’entrainement et 200 images de tests. Les annotations contiennent 33 classes
sémantiques incluant, entre autres, les classes "Balcon", "Bateau", "Herbe", "Vache"
etc.
KITTI [Gei+13]
La base de données KITTI 4 a été développé en 2012. Les données ont été enregistrées
à l’aide d’une voiture, équipée de plusieurs capteurs, roulant dans les rues de
2. http ://host.robots.ox.ac.uk/pascal/VOC/
3. http ://people.csail.mit.edu/celiu/LabelTransfer/
4. http ://www.cvlibs.net/datasets/kitti/
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Karlsruhe en Allemagne. Les capteurs incluent des caméras stéréo, un laser Velodine
permettant d’obtenir des informations de profondeur, un capteur GPS etc.
Malgré la popularité de la base de données, les vérités terrains pour la tâche de
segmentation sémantique ne sont pas fournies. Néanmoins, plusieurs équipes de
chercheurs ont créé leurs propres vérités terrains à partir de sous-ensembles de la
base de données.
A l’époque de nos travaux, sept équipes avaient créé des vérités terrains de sept
sous-parties de la base constituant au total 736 images annotées avec différents
ensembles d’étiquettes (voir chapitre 5.4.2).
Microsoft Common Objects in Context (MS Coco) [Lin+14]
(a) Exemple d’entraînement pour la tâche de dé-
tection
(b) Exemple d’entraînement pour la
tâche d’annotation
(c) Exemple d’entraînement pour la tâche de points
clés
(d) Exemple d’entraînement pour la tâche des
choses
Fig. 4.4.: Exemple d’entraînement pour les différentes tâches de détection de la base de
données MS-Coco.
Microsoft Common Objects in Context 5, abrégée MS-Coco est une base de données
de plus en plus populaire grâce la précision des vérités terrains et au nombre
important d’images qu’elle contient. Les annotations ainsi qu’une évaluation en ligne
des résultats offre une compétition évoluant chaque année parmi quatre tâches
différentes :
— La segmentation d’objets (figure 4.4a), qui demande de segmenter et/ou de
distinguer les différentes instances d’objets présents sur une image.
— La détection de points clés (figure 4.4c), où la tâche consiste à distinguer les
différentes parties des corps humains dans une image.
— La segmentation de choses (figure 4.4d), qui ressemble à la segmentation
d’objets, mais où la sémantique des classes s’intéresse plutôt aux "choses" tel
5. http ://cocodataset.org/
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que "Herbe", "Mur", "Ciel", plutôt qu’aux objets tels que "Personne", "Voiture" ou
"Éléphant".
— L’annotation, qui consiste à donner une description textuelle des images. La
compétition sur cette tâche s’est terminée en 2015 mais les données ainsi que
l’évaluation en ligne des résultats restent disponibles.
Pour la segmentation d’objets, la base de données contient plus de 160.000 images
dans lesquels apparaissent plus de 80 catégories d’objets différents. L’ensemble
d’entrainement est composé de 82.783 images, l’ensemble de validation et de test
contiennent respectivement 40.504 et 40.775 images.
Cityscapes [Cor+16]
(a) Exemple d’entraînement avec annotations denses
(b) Exemple d’entraînement avec annotation grossières
Fig. 4.5.: Exemple d’entraînement provenant de la base de données Cityscapes.
La base de données Cityscapes 6 contient des images haute résolution (1024 pixels de
haut et 2048 pixels de large) prises à l’aide d’une caméra HD montée sur un véhicule
circulant dans les rues de 50 villes d’Allemagne et des alentours. D’autres capteurs,
tel qu’un GPS, sont aussi utilisés pour avoir des informations sur le déplacement du
véhicule.
Cette base de données est spécialement conçue pour la segmentation sémantique.
Ainsi elle possède de nombreuses images allant de pair avec des vérités terrains d’une
grande précision. La base est séparée en trois ensemble d’entrainement, validation
et de test contenant chacun 2975 images, 500 images et 1500 images (pour un total
d’environ 5000 images). En plus des images finement annotées (voir figure 4.5a),
ils proposent aussi 20.000 images annotées grossièrement, c’est-à-dire avec des
délimitations grossières des différentes parties des images (voir figure 4.5b).
6. https ://www.cityscapes-dataset.com/
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30 classes sémantiques groupées dans 8 catégories différentes ont été utilisées pour
annoter les images. Néanmoins, à cause d’un faible nombre d’exemples présent
dans l’ensemble d’entrainement, certaines classes ne sont pas prises en compte pour
l’évaluation des performances. Ainsi, sur les 30 classes sémantiques, seulement 19
sont utilisées pour l’évaluation des algorithmes.
Les vérités terrains permettent aussi de faire la distinction entre les différentes
instances des éléments d’une scène ce qui permet d’utiliser cette base de données
aussi pour la tâche de segmentation d’instance.
Autres bases de données
Dû à la popularité des réseaux de neurones et aux performances croissantes des
algorithmes en termes de reconnaissance d’image, de nombreuses autres bases de
données ont récemment vu le jour. Parmi elles, on peut noter Synthia [Ros+16],
une base de données entièrement virtuelle, CamVid [Bro+08] une base de données
fournissant des courtes séquences vidéo, Youtube-Objects [Pre+12] qui ne contient
pas d’annotation par pixels, mais dont l’équipe de Jain et al. [JG14] ont annoté un
sous-ensemble de 126 séquences ou encore ADE20K [Zho+17], une base de données
récente, mais de plus en plus populaire de par la diversité des classes sémantiques
utilisées et du nombre d’images annotées qu’elle contient.
Enfin, il existe aussi des bases de données telles que Stanford 2D-3D-S [Arm+17]
ou Sydney Urban Objects Dataset [Qua14] qui fournissent aussi des informations
tridimensionnelles afin d’améliorer la segmentation des images.
4.2 Limitation des réseaux convolutifs classiques
Nous avons déjà présenté dans le chapitre 2 de nombreux réseaux de neurones convo-
lutifs célèbres, parmi lesquels on peut citer AlexNet [Kri+12], GoogleNet [Sze+15a],
ResNet [He+16b] ou encore le récent DenseNet [Hua+16b]. Leur célébrité est
due principalement à leurs performances sur la compétition ImageNet Large Scale
Visual Recognition Competition (ILSVRC) et à la possibilité de les spécialiser sur une
nouvelle tâche. En effet, il a été montré qu’un réseau de neurones convolutif apprend,
sur les premières couches de convolutions, des caractéristiques générales [Yos+14]
et que ces dernières sont utiles lorsque l’on change la tâche (ou les classes cibles) du
réseau. Ainsi, comme nous l’avons vu dans la partie 2.3.2, il est courant d’utiliser un
réseau entraîné sur la base de données ImageNet pour transférer les connaissances
apprises sur une autre tâche. Si ce transfert de connaissances permet d’obtenir de
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meilleurs résultats, il présente le défaut de contraindre l’architecture du réseau. Or
les réseaux présentés précédemment ont été entrainés sur une tâche de classification
d’image qui, comme nous l’avons déjà vu, consiste à fournir une unique prédiction
par image d’entrée. Il est donc nécessaire d’adapter ces réseaux afin qu’ils fournissent
une prédiction dense, c’est-à-dire, une prédiction par pixels de l’image d’entrée.
Dans cette section nous commencerons par étudier les réseaux classiques afin de
comprendre pourquoi ils ne donnent qu’une unique prédiction. Pour cela nous
verrons les notions de champs réceptif et de taille des cartes de caractéristiques.
Ensuite, nous verrons comment utiliser les réseaux classiques naïvement puis plus
efficacement sur une tâche de segmentation sémantique, puis finalement nous
verrons comment modifier l’architecture des réseaux afin de les spécialiser à la
segmentation sémantique d’images.
4.2.1 Champ réceptif et taille des cartes de caractéristiques
Un réseau de neurones convolutif est composé de plusieurs opérateurs dont les
opérateurs de convolutions et de sous-échantillonnage (généralement de type maxi-
mum pooling) vus dans la partie 2.1.4. Dans cette partie nous nous intéressons à ces
derniers et nous verrons comment leurs utilisations ont un impact sur la taille des
cartes de caractéristiques et sur ce que l’on appelle le champ réceptif d’un réseau de
neurones.
Def. 4.13
Champ
réceptif
Le champ réceptif (ou champ de vision) d’un réseau de neurones convolutif est la partie
maximale de l’image visible par le réseau.
Fig. 4.6.: Illustration du champ réceptif d’un réseau de convolution. Au fil des opérations
de convolutions, la zone visible de l’image d’entrée est de plus en plus large.
Si l’on applique une convolution de taille 3×3 à une image, il est facile de comprendre
que chaque valeur obtenue sur la carte de caractéristiques en sortie dépend des
3 × 3 pixels de l’image d’entrée (voir schémas 4.6). Ainsi, le champ réceptif des
caractéristiques après une première couche de convolution de masque 3 × 3 est
de 3 × 3. De la même manière, une deuxième couche de convolution (aussi de
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taille 3 × 3 pour notre exemple) dépendra des 3 × 3 caractéristiques extraites par
la première couche de convolution, qui elles-mêmes dépendent, au total, de 5× 5
pixels de l’image d’entrée (voir figure 4.6). Le champ réceptif des caractéristiques
présentes à la deuxième couche d’un réseau de neurones convolutifs est donc de
5× 5. Ainsi, ajouter une couche de convolution 3× 3 augmente le champ réceptif
de manière additive de 2× 2. De manière générale, s’il n’y a pas eu d’opérations de
sous-échantillonnage, ajouter une couche de convolution de taille de masque S × S,
augmente le champ réceptif de manière additive de (S − 1)× (S − 1).
L’intérêt des opérations de sous-échantillonnage est double : il permet de réduire
la taille des cartes de caractéristiques et ainsi de limiter l’espace mémoire utilisé,
mais aussi et surtout, il permet, de façon combinée aux opérations de convolutions,
d’augmenter de manière significative le champ réceptif. Après l’application d’une
opération de sous-échantillonnage de masque de taille 2 × 2, une valeur dans la
carte de caractéristiques de sortie dépendra des 2× 2 valeurs de la carte d’entrée.
Cela n’augmente pas de manière significative le champ réceptif. Dans notre exemple
illustré dans la figure 4.6 on passe d’un champ de vision de 5× 5 à la couche 2, à
6 × 6 à la couche 3. Par contre, la résolution des cartes de caractéristiques étant
diminuée de 2×2, l’application d’une couche de convolution de masque de taille 3×3
correspond à un champ réceptif de 6× 6 par rapport aux cartes de caractéristiques
avant l’opération de sous-échantillonnage, ce qui donne au total un champ réceptif
de 10× 10 pixels sur l’image d’entrée (voir figure 4.6).
Ainsi, l’enchainement d’autres opérations de convolutions et de sous-échantillonnage
augmente de manière significative le champ réceptif du réseau. L’intérêt principal
de cette augmentation du champ réceptif est lié à l’objectif général des méthodes
issues de l’apprentissage profond, c’est-à-dire l’apprentissage automatique d’une
représentation hiérarchique. Pour être plus précis, nous souhaitons obtenir une re-
présentation où les niveaux (les couches) correspondent à des niveaux d’abstraction
croissant. Pour cela, il est important que les filtres des niveaux élevés s’appliquent
à des régions croissantes. Augmenter la taille des filtres dans les couches élevées
augmenterait inutilement les capacités des modèles. Le sous-échantillonnage est une
solution naturelle pour pallier à ce problème.
4.3 Les réseaux conçus pour la segmentation
sémantique
Les opérations de sous-échantillonnage sont très utiles, car elles réduisent la résolu-
tion des cartes de caractéristiques, ce qui a pour effet, en plus de réduire l’espace
mémoire utilisé, de permettre aux opérateurs de convolutions d’avoir un champ
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réceptif de plus en plus grand (voir partie précédente 4.2.1). Néanmoins, dans le
cadre de la segmentation sémantique d’images, la réduction de la taille des cartes de
caractéristiques est problématique puisque cela réduit aussi la taille des prédictions
alors que l’objectif est d’obtenir une prédiction pour chacun des pixels d’entrée.
Dans cette partie nous verrons comment adapter les architectures des réseaux de
neurones convolutifs afin d’obtenir des prédictions dites "denses", c’est-à-dire une
prédiction par pixel de l’image d’entrée.
4.3.1 Prédiction dense par décalage d’entrées
Image d’entrée
(en 1 dimension)
Prédiction par pixels
Un	même	réseau	est	utilisé	
plusieurs	fois,	pour	chacun	
des	pixels
Fig. 4.7.: Méthode naïve pour obtenir une prédiction pour chacun des pixels d’une image
d’entrée. Pour des soucis de clarté, l’image (en bleu) n’est représentée en une
dimension. Le réseau utilisé, en rouge est le même pour chaque sous-partie de
l’image et prend 5 pixels en entrée. Dans cet exemple les pixels au bord de l’image
ne sont pas représentés, mais ils peuvent être annotés en ajoutant des pixels avec
une valeur de 0 au bord de l’image.
Lorsque l’on a un réseau capable, étant donnée une image d’entrée, de fournir une
unique prédiction, la méthode naïve pour annoter l’ensemble des pixels d’une image
est d’entraîner ce réseau à annoter le pixel au centre d’une fenêtre d’observation.
Puis, pour annoter complètement l’image, on découpe une fenêtre d’observation
pour chaque pixel de l’image qui sert d’entrée au réseau. Cette technique (illustrée
dans la figure 4.7), bien que facile à mettre en place, est extrêmement couteuse en
temps de calculs puisqu’elle nécessite une évaluation complète de chaque fenêtre
d’observation par le réseau, créant ainsi beaucoup de redondance dans les calculs.
Sermanet et al. [Ser+13] ont créé un réseau appelé Overfeat dans lequel ils utilisent
une technique permettant d’obtenir une sortie plus dense tout en évitant des calculs
redondant. Pour cela, ils modifient la dernière couche de sous-échantillonnage (se
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situant à la cinquième couche dans leurs réseau) avant les couches entièrement
connectées. Ils opèrent ensuite en cinq étapes :
— (a) Ils récupèrent les cartes de caractéristiques avant l’opérateur de sous-
échantillonnage (d’une fenêtre 3× 3 dans leurs réseau).
— (b) Les cartes de caractéristiques sont évaluées par l’opérateur de sous-échantillonnage
et l’opération est répétée 3× 3 fois avec des cartes dont les pixels sont décalés
d’un pas (∆x,∆y) avec ∆ ∈ {0, 1, 2}.
— (c) Cela produit un ensemble de cartes de caractéristiques sous-échantillonnées,
correspondant aux cartes de caractéristiques (∆x,∆y) d’entrée.
— (d) Les dernières couches du réseau (6,7,8) évaluent les multiples sorties
obtenues.
— (e) Les prédictions finales obtenues pour les différentes cartes de caractéris-
tiques (∆x,∆y) sont combinées en une unique sortie.
Fig. 4.8.: Illustration en 1 dimension. L’image représentée par le tableau (a) est décalée
trois fois (b) pour être passée dans trois opérateurs de sous-échantillonnages (b).
Les résultats obtenus (c) sont donnés au classificateur (d). Les résultats finaux
sont ensuite ordonnés (e) permettant d’obtenir une sortie plus dense. L’image est
tirée du papier d’origine [Ser+13]
Ces opérations, illustrées dans la figure 4.8, permettent d’obtenir une sortie dont
la densité des prédictions est équivalente à un réseau sans la dernière couche de
sous-échantillonnage. Cela veut dire que, bien que la prédiction du réseau soit plus
dense, elle n’a toujours pas la résolution de l’image d’entrée. Il est possible de répéter
cette opération autant de fois que d’opérateurs de sous-échantillonnage présents
dans le réseau, mais cela est extrêmement compliqué et demande beaucoup d’espace
mémoire. Cette technique a donc trouvé son intérêt dans des applications telles que
la segmentation pour l’estimation de pose de la main (Neverova et al. [Nev+15b]) où
les images sont de petites tailles, mais n’est pas applicable à la tâche de segmentation
sémantique où les images d’entrée atteignent de plus grandes dimensions.
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4.3.2 Réseaux entièrement convolutifs
Plutôt que d’utiliser un réseau conçu pour la classification d’image et de l’adapter
à la segmentation d’image, Long et al. [Lon+15] montrent comme construire des
réseaux de neurones convolutifs spécialisés à la segmentation.
Fig. 4.9.: Les parties entièrement connectées d’un réseau peuvent être transformées en
couche convolutives permettant d’utiliser des sorties à différentes tailles. Image
tirée du papier [Lon+15].
Pour cela, ils ont conçu un réseau dit entièrement convolutif. Ils ont montré qu’une
couche entièrement connectée est équivalente à une couche convolutive dont le
masque de convolution est de taille 1× 1.
En effet, nous avons vu qu’une carte de caractéristiques est obtenue en faisant la
combinaison des convolutions des N cartes de caractéristiques d’entrée f par les
masque g de taille S × S et de demi taille K ×K avec K = S−12 (voir le détail dans
la partie 2.1.3) :
(f ∗ g)j(n,m) = bj +
N∑
i=1
K∑
n′=−K
K∑
m′=−K
fi(n+ n′,m+m′)× gij(n′,m′)
Or si les masque de convolution ont une taille de 1 × 1 alors K = 1−12 = 0 ce qui
donne :
(f ∗ g)j(n,m) = bj +
N∑
i=1
fi(n,m)× gi(0, 0)
On retrouve donc la formule d’un perceptron (vue dans la partie 2.1.1) à savoir :
y = b+
N∑
i=0
wixi
Avec wi = gi(0, 0).
L’avantage d’utiliser une couche de convolutions à la place d’une couche entièrement
connectée est que les dimensions des images d’entrée ne sont plus contraintes par le
réseau (voir figure 4.9). En effet, une couche entièrement connectée prend en entrée
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un vecteur de caractéristiques de taille fixe alors qu’une couche de convolution, de
par la fenêtre glissante des masques de convolutions, prend en entrée des cartes de
caractéristiques de tailles quelconques (mais tout de même plus grande que la taille
des masques de convolutions) et produit des sorties dont les tailles dépendent de
celles des entrées. Ainsi, un réseau entièrement convolutif prend des tailles d’images
quelconque en entrée et produit des sorties dont la taille varie en fonction des
dimensions d’entrée.
Fig. 4.10.: Des convolutions sont utilisées pour reconstruire les cartes de caractéristiques et
augmenter la taille de la prédiction finale. Afin de permettre une meilleure re-
construction, les cartes de caractéristiques extraites dans les parties convolutives
sont aussi utilisées. Image tirée du papier [Lon+15].
Néanmoins, à cause des opérateurs de sous-échantillonnage, les dimensions en sortie
ne sont toujours pas les mêmes que les dimensions d’entrée. Afin d’augmenter les
tailles des sorties du réseau, ils rajoutent, après le réseau convolutif, une partie dite
"déconvolutive" dont l’objectif est d’augmenter la taille des cartes de caractéristiques.
Pour cela, ils utilisent des opérations de sur-échantillonnages (par interpolation des
cartes de caractéristiques ou avec des convolutions dont le pas est inférieur à 1) sui-
vies d’opérateurs de convolutions. De plus, pour aider les convolutions à reconstruire
les cartes de caractéristiques, ils ajoutent aussi l’information extraite dans la partie
convolutive (voir schémas 4.10). Néanmoins, ces opérations de reconstructions sont
compliquées et l’apprentissage du réseau est laborieux puisqu’il nécessite plusieurs
étapes d’apprentissage (une par opération de reconstruction). C’est pourquoi ils
ajoutent les couches une à une lors de l’entraînement et ne parviennent pas à re-
construire complètement les cartes de caractéristiques. Leur prédiction reste à une
résolution d’un huitième de l’image d’entrée d’origine.
4.3.3 Réseau conv-déconv
Noh et al. [Noh+15] ont repris les travaux de Long et al. et améliorent l’apprentis-
sage de la partie déconvolutive. Dans leurs travaux, ils présentent un réseau composé
de deux parties, une partie convolutive et une partie déconvolutive symétrique (voir
figure 4.11). La partie convolutive est un réseau de neurones classique composé,
entre autres, d’opérateurs de convolution et de sous-échantillonnage. Dans leurs
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Fig. 4.11.: Réseau Conv-Deconv utilisé par Noh et al. Le réseau est composé de deux parties :
une partie convolutive (à gauche) et une partie déconvolutive symétrique (à
droite). Dans leurs expériences, ils utilisent un réseau de type VGG16 pour la
partie convolutive. Image tirée du papier [Noh+15]
travaux, Noh et al. ont utilisé un réseau de type VGG16 (voir partie 2.3.3) mais
n’importe quelle architecture peut être utilisée. La deuxième partie, déconvolutive
est symétrique à la première. Elle permet de reconstruire les cartes de caractéris-
tiques grâce à des opérateurs de déconvolutions et de sur-échantillonnage (voir
figure 4.12).
(a) Illustration des opérateurs de convolution
et déconvolution.
(b) Illustration des opérateurs de maximum
pooling et maximum unpooling.
Fig. 4.12.: Opérateurs de convolution et de maximum pooling ainsi que leurs équivalents
permettant la reconstruction des cartes de caractéristiques. Image tirée du pa-
pier [Noh+15].
L’opérateur de déconvolution (voir figure 4.12a) correspond à l’opération inverse
d’un opérateur de convolution. Quand l’opérateur de convolution prend une fenêtre
d’entrée afin de calculer une valeur de sortie, l’opérateur de déconvolution prend en
entrée une valeur et permet de calculer plusieurs sorties. Cet opérateur peut être
vu comme une généralisation d’une augmentation de résolution par interpolation
linéaire, où l’interpolation linéaire est remplacée par une interpolation pondérée par
des poids appris lors de l’entraînement.
L’opérateur de sur-échantillonnage est très intéressant. Dans leur réseau, Noh et
al. utilisent des opérateurs appelés "maximum unpooling" liés aux opérateurs de
sous-échantillonnages de type maximum pooling présents dans la partie convolutive.
Lors de l’évaluation d’une image, les opérateurs de maximum pooling de la partie
convolutive conservent les positions des valeurs maximales observées. Ces positions,
liées aux images d’entrée et non pas aux paramètres entraînables du réseau, sont
ensuite utilisées par les opérateurs de maximum unpooling, présents dans la partie
déconvolutive, afin de reconstruire les cartes de caractéristiques (voir figure 4.12b).
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Cette technique permet de transmettre une information entre la partie convolution
et déconvolutive permettant à Noh et al. de reconstruire entièrement les cartes de
caractéristiques et ainsi d’obtenir des sorties à la même résolution que les images
d’entrées. De plus, leur réseau en deux parties, utilisant une partie convolutive
classique, présente l’avantage de permettre l’utilisation d’un réseau pré-entraîné, ce
qui permet une meilleure performance de classification.
Fig. 4.13.: Schémas du réseau SegNet [Bad+15] développé par Badrinarayanan et al. L’ar-
chitecture de ce réseau est très proche de celle de Noh et al. illustrée dans la
figure 4.11 mais ne possède pas de partie entièrement connectée. Image tirée du
papier [Bad+15].
De manière parallèle au développement du réseau conv-deconv de Noh et al., Ba-
drinarayanan et al. ont développé un réseau appelé SegNet [Bad+15] composé lui
aussi d’une partie convolutive et une partie déconvolutive symétrique. La principale
différence par rapport au réseau de Noh et al. est que SegNet ne possède pas de
partie entièrement connectée (voir figure 4.11). Cela permet de réduire considéra-
blement le nombre de paramètres du réseau permettant un entraînement plus facile
et plus rapide.
Fig. 4.14.: Schémas du réseau Full Resolution Residual Network (FRRN) de Pohlen et
al. [Poh+16]. Le réseau est composé de deux réseaux interconnectés, un réseau
conv-deconv (en rouge) et un réseau résiduel (en bleu). Des opérateurs de
redimensionnement sont utilisés pour connecter les deux (en gris). La figure est
tirée du papier d’origine [Poh+16].
Finalement, un problème, lié à l’ajout d’une partie déconvolutive à la suite d’un
réseau convolutif traditionnel, est que la profondeur des réseaux augmente forcé-
ment. Par conséquent ces derniers retrouvent des difficultés d’entraînement (dû au
problème de perte du gradient vue dans la partie 2.3.4). Une technique, permettant
à la fois une bonne circulation du gradient et une reconstruction fine des cartes
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de caractéristiques, a été développée par Pohlen et al. Avec leur Full Resolution
Residual Network (FRRN) [Poh+16], ils combinent un réseau conv-déconv avec
un réseau résiduel. Leur réseau est composé de deux chemins (un résiduel, un
conv-deconv) partageant les mêmes cartes de caractéristiques (voir figure 4.14).
Ainsi le réseau conv-deconv extrait des caractéristiques avec une forte sémantique et
transmet les informations au réseau résiduel qui conserve une information haute
résolution (et permet donc une reconstruction fine des cartes de caractéristiques)
tout en permettant une bonne circulation du gradient (qui remonte le long du réseau
résiduel jusqu’aux couches du réseau conv-deconv).
4.3.4 U-Network
Dans le réseau conv-déconv de Noh et al. une information est transmise entre
les parties convolutive et déconvolutive sous la forme des indices des opérateurs
de maximum pooling. Néanmoins, cette information est faible et la majorité de
l’information permettant la reconstruction des cartes de caractéristiques doit donc
passer par le goulot d’étranglement du réseau (c’est-à-dire la partie où les cartes
de caractéristiques sont les plus petites, mais aussi les plus nombreuses). Cela
pose une difficulté car, en plus d’extraire des informations sémantiques, la partie
convolutive se retrouve à devoir aussi extraire des informations spatiales, permettant
la reconstruction des cartes de caractéristiques.
Fig. 4.15.: U-Network. Les cartes de caractéristiques extraites avant les opérateurs de sous-
échantillonnage de la partie convolutive sont concaténées aux cartes de carac-
téristiques extraites après les opérateurs de sur-échantillonnage de la partie
déconvolutive. Image tirée du papier [Ron+15].
Afin de permettre une meilleure circulation de l’information spatiale et donc une
meilleure reconstruction, Ronneberger et al. [Ron+15] ont créé une architecture
appelée U-Network (U-Net). De manière identique aux réseaux conv-deconv, les
U-Networks ont une partie déconvolutive symétrique à la partie convolutive ce qui
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permet d’avoir des cartes de caractéristiques dont les tailles sont compatibles (= iden-
tiques) entre les parties deux parties du réseau (voir schémas 4.15). Ainsi les cartes
de caractéristiques extraites dans la partie convolutive peuvent être concaténées à
celle reconstruites dans la partie déconvolutive transférant ainsi une information spa-
tiale plus importante et permettant une meilleure reconstruction. Dans des travaux
récents, Newell et al. [New+16] ont montré qu’il est intéressant d’utiliser plusieurs U-
Net en développant un réseau appelé "Stacked Hourglass Networks". Cette succession
de partie convolutive et déconvolutive, utilisée conjointement avec une supervision
intermédiaire, permet une meilleure collaboration entre les différentes cartes de
caractéristiques et améliore la capacité de reconnaissance et localisation du réseau.
Intuitivement on peut imaginer un processus répétitif d’essais et de corrections, avec
un premier U-Net qui propose une prédiction et qui est corrigée par le second et
ainsi de suite.
Fig. 4.16.: Schéma du réseau RefineNet [Lin+16b]. Le réseau suit le schéma d’un U-Net
mais utilise un opérateur appelé refinenet afin de transformer les cartes de
caractéristiques circulant de la partie convolutive à la partie déconvolutive.
Image tirée du papier [Lin+16b].
Dans un réseau conv-deconv, la partie convolutive extrait des informations séman-
tiques sur les différents objets composant une scène quand la partie déconvolutive
reconstruit les cartes de caractéristiques avec les informations extraites. Par consé-
quent, les cartes de caractéristiques n’ont donc pas les mêmes objectifs et donc pas
les mêmes sémantiques, ce qui pose un problème dans les U-Net qui concatènent
directement les cartes de caractéristiques de la partie convolutive à la partie dé-
convolutive. Pour régler ce problème, Lin et al. ont développé un réseau appelé
RefineNet [Lin+16b], qui utilise la même idée que pour les U-Net, mais qui, au lieu
de concaténer directement les cartes de caractéristiques, utilise une unité appelée
refineNet, contenant des unités convolutives résiduelles, des opérateurs de fusion
multi-résolutions et un sous-échantillonnage résiduel (voir schémas 4.16). Leur
module permet ainsi une transformation des cartes de caractéristiques extraites par
la partie convolutive, assurant une meilleure compatibilité avec celles de la partie
déconvolutive.
4.3 Les réseaux conçus pour la segmentation sémantique 91
4.3.5 Convolutions dilatées
Les architectures vues dans les parties précédentes utilisent une partie déconvolutive
afin de reconstruire les cartes de caractéristiques, dont les tailles ont été réduites par
les opérateurs de sous-échantillonnage. Une approche différente, étudiée par Yu et
Koltun [YK16], consiste à retirer ces opérateurs sous-échantillonnage afin de conser-
ver des cartes de caractéristiques aux dimensions de l’entrée, tout le long du réseau.
Néanmoins, comme nous l’avons vu dans la partie 4.2.1, le sous-échantillonnage
est nécessaire pour avoir un champ réceptif important. Afin d’augmenter le champ
réceptif sans utiliser d’opérateurs de sous-échantillonnage, ils utilisent un opérateur
convolutif particulier appelé "convolution dilatée" qui correspond à une généralisation
des filtres convolutifs de Kronecker [GM16]. Avec une convolution classique, les
poids du masque de convolution sont appliqués à des pixels voisins dans l’image
d’entrée
(f ∗ g)(n) =
K∑
n′=−K
f(n− n′)× g(n′)
Une convolution dilatée utilise un facteur de dilatation l correspondant au voisinage
des pixels de l’image d’entrée sur lequel les poids de la convolution s’appliqueront :
(f ∗l g)(n) =
K∑
n′=−K
f(n− (l × n′))× g(n′)
Fig. 4.17.: Champ réceptif des opérateurs de convolutions dilatées utilisant des facteurs de
dilatations de 1,2 et 4. Image tirée du papier [YK16].
En commençant avec un facteur de dilatation de 1 et en multipliant ce facteur par 2
à chaque couche convolutive, il est possible d’obtenir un champ réceptif de plus en
plus grand (voir figure 4.17).
L’utilisation de convolutions dilatées présente l’avantage d’étendre le champ réceptif
des réseaux de neurones convolutifs sans augmenter le nombre de paramètres et sur-
tout sans réduire la taille des cartes de caractéristiques. Il est donc naturel, suite aux
travaux de Yu et Koltun [YK16], de retrouver des opérateurs de convolution dilatées
dans les travaux de Chen et al. avec l’amélioration de leur réseau DeepLab [Che+16]
ainsi que dans le réseau ENet [Pas+16] de Paszke et al.
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Une des difficultés avec les convolutions dilatées, est que cette technique n’est utilisée
que pour obtenir une segmentation dense. Par conséquent, il n’existe pas de réseaux
traditionnels pré-entrainés sur la base de données ImageNet directement utilisable
avec cette technique. Dans leurs travaux, Wu et al. [Wu+16] adaptent le populaire
ResNet [He+16a], pré-entraîné sur la base de données ImageNet, afin de l’utiliser à
la tâche de segmentation sémantique. Wu et al. gardent uniquement les premières
couches du ResNet pré-entraîné et changent les opérations de convolutions classiques
en convolutions dilatées. Pour des problèmes de mémoire, ils gardent aussi trois
opérations de sous-échantillonnage (de taille 2× 2), ce qui a pour effet de produire
une prédiction à une résolution d’un huitième de la résolution de l’image d’entrée. Ils
utilisent ensuite une interpolation linéaire afin de retrouver la résolution d’origine.
Fig. 4.18.: . Illustration du réseau PSPNet (Pyramid Scene Parsing Network) de Zhao et
al. [Zha+16]. La sortie d’un ResNet spécialisé à la segmentation sémantique
est sous-échantillonnée à plusieurs résolutions avant d’être traitée par plusieurs
convolutions. Un opérateur reconstruit ensuite les cartes de caractéristiques
leur permettant d’être concaténées et utilisées par une dernière convolution
fournissant la prédiction. Cette image est tirée du papier [Zha+16].
Dans leurs travaux, Zhao et al. [Zha+16] remplacent l’interpolation linéaire par un
module appelé Pyramique Pooling. Ce module est composé de plusieurs opérateurs
de sous-échantillonnage de différents facteurs (réduisant plus ou moins les cartes
de caractéristiques produites en sortie du réseau), chaque sous-échantillonnages est
suivi d’opérations de convolutions puis d’opérateurs de sûr-échantillonnage permet-
tant de retrouver la résolution d’entrée du réseau (voir figure 4.18). Toutes les cartes
de caractéristiques obtenues par les différents opérateurs de sous-échantillonnage
sont ensuite concaténées avant une dernière opération de convolution permettant
d’obtenir la prédiction finale.
4.4 Prise en compte des cohérences spatiales
Lorsqu’un réseau de neurones convolutif fournit des annotations, ces dernières ne
prennent pas en compte les cohérences sémantiques et spatiales entre les pixels. En
effet, un réseau est entrainé à prédire des annotations par pixels et bien que les vérités
terrains possèdent des cohérences spatiales, ces dernières ne sont pas explicitement
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modélisées lors de l’apprentissage. Par conséquent, afin d’améliorer les prédictions
obtenues à l’aide d’un réseau de neurones convolutif il est possible d’utiliser un
post-traitement se présentant parfois sous la forme d’un CRF (Conditional Random
Field).
4.4.1 Post traitement à l’aide de CRF
Les CRF ou champs aléatoires conditionnels, font partie de la famille des modèles
graphiques probabilistes. Ils sont construits en associant un ensemble d’observations
I à un ensemble de variables aléatoires X. Dans le cas de la segmentation sémantique,
l’ensemble d’observation I correspond à une image composée de pixels pi. Chaque
pixel pi de l’image I est associé à une variable aléatoire xi ∈ X pouvant prendre une
valeur dans l’ensemble d’étiquettes L = {l1, l2, ..., lk}.
Dans leur définition des CRF, Lafferty et al. [Sut+07] utilisent les modèles graphiques
probabilistes afin de modéliser les probabilités conditionnelles entre variables ca-
chées (cibles) et variables observées (images). Ils définissent un graphe G = (V, E),
qui modélise les interactions entres les variables aléatoires, où les sommets V (ver-
tices) du graphe correspondent aux variables aléatoires X = (Xv)v∈V et les arrêtes E
(edges) représentent les interactions entres les variables. La paire (I,X), formée par
les observations (l’image I) et les variables aléatoires X, modélise un CRF caractérisé
par la distribution de Gibbs de la forme P (X = x|I) = 1Z(I)exp(−E(x|I)), où E(x|I)
est appelée fonction d’énergie de la configuration x ∈ LN et Z(I) est une fonction
de partition. Autrement dit, P (X = x|I) correspond à la probabilité que l’ensemble
des variables aléatoires X prennent pour valeur la configuration x (c’est-à-dire
Xi = xi ∈ L pour i ∈ [0, N ]) sachant l’image I. En d’autres termes, un CRF définit
donc une distribution de probabilités sur les réalisations d’un ensemble de variables
aléatoires. Décoder le modèle se fait communément en estimant la réalisation la
plus probable (MAP, maximum a posteriori), ce qui revient à la minimisation de la
fonction d’énergie.
x̂ = argmax
x
P (X = x|I) = argmin
x
E(x)
La factorisation de la distribution P (X = x|I) et donc la décomposition en termes
de l’énergie E(x) est déterminée par le graphe G. Les facteurs/termes correspondent
aux cliques du graphe.
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Krähenbühl et Koltun [KK11] ont défini un CRF entièrement connecté (ou E contient
une arrête pour chaque paire de sommet (vi, vj) ∈ V2) et ont défini la fonction
d’énergie d’annotation des variables x par
E(x) =
∑
i
υu(xi) +
∑
i<j
υp(xi, xj)
Où υu(xi) est le terme d’attache aux données qui maintient une liaison entre la
variable xi à estimer et les observations I, terme omis dans notre notation pour
des raisons de simplicité. Lors de l’utilisation de CRF comme post-traitement d’un
réseau de neurones, cette valeur correspond aux prédictions obtenues en sortie de
réseau de neurones. La composante énergétique par paire υp(xi, xj), mesure le coût
énergétique d’assigner, de manière simultanée, les étiquettes xi et xj aux pixels i
et j de l’image. Cette composante assure la cohérence sémantique et spatiale entre
les pixels de l’image (en donnant, par exemple, un cout élevé à l’assignation des
étiquettes Vache et Plage à deux pixels quelconque d’une image). Dans le cas de
la segmentation d’image, le modèle classiquement utilisé est une il est un modèle
composé de noyaux Gaussiens pondérés de la forme suivante :
υp(xi, xj) = µ(xi, xj)
M∑
m=1
w(m)k
(m)
G (fi, fj)
Dans cette formule, k(m)G avec m = 1, ...,M sont des noyaux Gaussiens pondérés par
les poids w(m) et appliqués sur des vecteurs de caractéristiques f extraits à partir
de l’image I. La fonction µ(xi, xj) est appelée fonction de compatibilité des classes
puisqu’elle mesure la compatibilité entre les différentes paires d’étiquettes. C’est
cette fonction qui donnera, par exemple, un coût élevé à la combinaison (Vache,
Plage) (car il est peu probable d’observer une vache sur une plage), mais un coût
faible à la combinaison (Voiture, Route) plus probable.
Fig. 4.19.: Exemple d’amélioration obtenue grâce à l’utilisation de CRF. La première ligne
montre les valeurs obtenues avant la couche de softmax et la deuxième ligne les
valeurs obtenues après le softmax. Image tirée du papier [Che+14a].
L’utilisation des CRFs entièrement connectés peut servir de post-traitement des
prédictions obtenues par les réseaux de neurones convolutif, permettant ainsi d’amé-
liorer les résultats. C’est, par exemple, le cas des modèles DeepLab [Che+14a ;
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Che+16] de Chen et al. où l’utilisation de CRFs leur permet d’améliorer de 0.54% les
résultats obtenus sur la base de données PASCAL-Person-Part [Che+14b] (passant
de 64.40% à 64.94%). La figure 4.19 montre un exemple de sortie obtenue par un
réseau et raffinée à l’aide de CRFs.
L’utilisation de CRFs afin de raffiner les prédictions d’un réseau, permet généralement
d’améliorer légèrement les résultats. Néanmoins, l’utilisation de ces techniques ont
un coût en termes de mémoire utilisée ainsi qu’en temps de calculs. C’est pourquoi
la mise en place, en pratique, est compliqué. Il est nécessaire d’évaluer l’apport de la
méthode et le coût (temps/mémoire) qu’elle implique.
Algorithm 3: Mean-field in dense CRFs [KK11], broken down to common CNN
operations.
Qi(l)←− 1Zi exp(Ui(l)) for all i
. Initialisation
while pas convergé do
Q̃
(m)
i (l)←−
∑
j 6=i k
(m)(fi, fj)Qj(l) for all m
. Message passing
Q̌i ←−
∑
mw
(m)Q̃
(m)
i (l)
. Weighting Filter Outputs
Q̂i ←−
∑
l′∈L µ(l, l′)Q̌i(l′)
. Compatibility Transform
Q̆i(l)←− Ui(l)− Q̂i(l)
. Adding Unary Potentials
Qi ←− 1Zi exp(Q̆i(l))
. Normalizing
end
Dans leurs travaux, Zheng et al. [Zhe+15a] vont plus loin que la simple utilisation
de CRFs comme post-traitement en montrant comment construire un réseau de
neurones récurrent permettant de prendre en compte les cohérences spatiales à la
manière d’un CRF entièrement connecté. Pour cela, ils se basent sur l’algorithme
de Krähenbühl et Koltun [KK11] détaillé dans la figure 3. Cet algorithme est un
algorithme itératif permettant d’obtenir une configuration x approximant une mini-
misation la fonction d’énergie E(x) vue précédemment. Dans leur travaux, Zheng et
al. reprennent les différentes étapes de l’algorithme et montrent comment les trans-
former en modules utilisables dans un réseau de neurones convolutif. Ils montrent
que l’initialisation et la normalisation (voir algorithme 3) peuvent être considérées
comme des opérations de softmax, que les étapes "Weighting Filter Outputs" et
"Compatibility Transform" peuvent être considérées comme des modules convolu-
tifs prenant en entrée différentes cartes de caractéristique et que l’étape "Adding
Unary Potentials" est un simple module de soustraction des cartes de caractéristiques.
L’étape la plus compliquée est celle appelée "Message Passing". Pour implémenter
cette dernière dans un réseau de neurones convolutif ils se basent encore sur les
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travaux de Krähenbühl et Koltun qui décrivent un algorithme permettant de calculer
des filtres Gaussiens de grande dimension de façon efficace. Leur réseau de neurones
est récursif afin de permettre la convergence de l’algorithme (la boucle "while"
de l’algorithme). Ils montrent par la suite l’efficacité de leur réseau CRF-RNN en
obtenant (à l’époque) les meilleurs résultats sur les ensembles de tests des années
2010, 2011 et 2012 de base de données Pascal VOC [Eve+10].
4.5 Conclusion
Dans ce chapitre nous avons introduit la tâche de segmentation sémantique. Nous
avons vu les fonctions de pertes utilisées ainsi que les différentes métriques permet-
tant de mesurer l’efficacité des algorithmes. Nous avons aussi présenté certaines des
nombreuses bases de données existant aujourd’hui et permettant d’entraîner des
réseaux de neurones (ou autre modèle) à la tâche de segmentation sémantique. Ces
bases de données, de plus en plus nombreuses dû à la popularité des réseaux de neu-
rones et à leur performance, répondent aux besoins de ces derniers en proposant de
plus en plus d’images annotées. Finalement, nous avons présenté les limitations des
réseaux classiques ainsi que les solutions apportées par la communauté. Nous avons
vu comment, avec un réseau entièrement convolutif, il est possible d’obtenir des
annotations denses, permettant d’annoter une image complète et comment, l’ajout
de post-traitement permet d’améliorer les cohérences spatiales des prédictions.
Dans ce chapitre, on a étudié l’évolution des structures des réseaux, montrant
ainsi qu’il est possible de les spécialiser à une tâche précise (ici la segmentation
sémantique). Ces derniers temps, de nouvelles techniques ont été utilisées afin de
reconstruire les cartes de caractéristiques et permettre des prédictions denses (par
pixels). Les réseaux actuels ont dû faire face à de nouveaux problèmes comme,
notamment, de garder des informations spatiales précises pour reconstruire correcte-
ment les frontières des différents éléments d’une scène tout en ayant des abstractions
de haut niveau permettant de reconnaitre les objets. Les structures se sont donc
adaptées en échangeant de plus en plus d’informations entre les deux parties des
réseaux conv-déconv et la question est donc maintenant de savoir si cette informa-
tion est suffisante. Nous pensons que des structures encore plus complexes, cassant
complètement l’aspect de chemin principal dans un réseau (tel que notre architecture
présentée dans le chapitre 6) permettraient aux réseaux d’effectuer des prédictions
encore plus précises sans avoir besoin de recourir à des post-traitement tel que les
CRF.
Notons également pour finir qu’une autre branche de recherche de plus en plus
active s’intéresse à la segmentation d’instances (vue en introduction du chapitre 4.1)
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qui demande, en plus de reconnaitre les classes des objets présents, de faire la
distinction entre les différentes instances. Cette tâche est d’autant plus complexe
que le nombre d’instances présentes dans une image n’est pas connu et est variable
d’une image à l’autre. Ainsi, la segmentation d’instances, qui n’est pas abordée dans
cette thèse, nécessite une adaptation des réseaux de neurones convolutifs, ce qui
pourrait être une suite naturelle et intéressante pour nos travaux.
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5Une fonction de coût sélective
5.1 Introduction
Une des données clés permettant un bon apprentissage des réseaux de neurones
convolutifs est le nombre d’exemples d’entraînement disponibles. Un nombre impor-
tant d’exemples est nécessaire afin d’obtenir des bons résultats et d’empêcher un
sur-apprentissage du réseau.
Nous avons déjà vu qu’il existe de nombreux réseaux entraînés sur la base de
données ImageNet [Den+09] (voir partie 2.3.1) qui possèdent de nombreuses
images d’entrainement (plus d’un million d’images). Nous avons vu aussi qu’il
est possible d’utiliser les connaissances apprises par un réseau sur une base pour
améliorer l’entraînement sur une autre. Typiquement, plutôt que d’initialiser les
poids du réseau aléatoirement, il est plus efficace d’utiliser comme point de départ
pour l’entrainement un réseau déjà entrainé sur ImageNet.
Néanmoins, cette technique nécessite un entraînement en deux temps : dans un
premier temps un réseau est entrainé sur ImageNet (ou toute autre base possédant
ne nombreux exemples) puis le réseau est ré-entrainé sur la base désirée. De plus,
si l’on veut prendre en compte d’autres bases de données supplémentaires, afin de
tirer parti d’un plus grand nombre d’exemples, il devient alors nécessaire de répéter
les étapes d’entraînement autant de fois que de bases de données utilisées. Dans ce
chapitre nous nous sommes intéressés à l’utilisation simultanée de plusieurs bases de
données afin d’entraîner un unique réseau et ce en une seule étape d’entraînement.
5.2 Définition du problème : apprentissage
multi-tâche et multi-domaine
Nous avons déjà donné dans la partie 4.1.1 une formulation des objectifs de la
classification. Or ici nous nous intéressons au cas où nous utilisons plusieurs bases
de données afin d’entrainer un unique réseau. La formulation du problème est donc
différente.
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Étant donné un ensemble d’images tirées d’un ensemble de K différentes bases de
données, les paires composées d’un patch d’entrée xki et d’une étiquette cible y
k
i sont
groupées dans un ensemble Dk = (xki , yki ), où k=1 . . .K et i indexe les patchs. Une
des principales difficultés de l’utilisation de plusieurs bases de données est que la
sémantique et le nombre d’étiquettes sont différents pour chacune des bases. Ainsi,
chaque cible yki prend une valeur dans un ensemble d’étiquettes Lk dépendant de la
base de données k.
Mise à part cette différence d’ensemble d’étiquettes, le reste de l’objectif est dé-
fini de façon classique, c’est-à-dire que notre but est d’apprendre une fonction
de correspondance non linéaire ŷ = Θ(x, θ) exprimée sous forme de réseau de
neurones et dont les paramètres θ minimisent un risque R(ŷ, y). Le risque que
nous minimisons pour entrainer le réseau de neurones Θ est le risque empirique
R(Θ(x, θ), y) = 1N
∑n
k=1 J(x, y, θ), où N est le nombre d’exemples d’entrainement
et J est la fonction de perte utilisée pour attribuer une valeur d’erreur à chacun des
exemples. Nous avons déjà vu dans le chapitre 4.1.1 que, pour les problèmes de
classification, il est courant d’utiliser la fonction de perte d’entropie croisée ("cross
entropy") définie de la manière suivante : J(x, y,Θ) = −
∑
j 1y=j log Θ(x, θ)j , où
Θ(x, θ)j est la sortie du réseau pour la classe j.
La différence entre les ensembles d’étiquettes Lk positionne nos travaux dans la
catégorie des problèmes multi-tâches. En effet, même si l’objectif est commun (par
exemple la segmentation sémantique d’images), l’utilisation de différents ensembles
d’étiquettes induit en soit plusieurs tâches. On peut donner l’exemple de deux
types de segmentation d’images prises à partir d’un véhicule en mouvement, où un
ensemble d’étiquettes serait plutôt orienté sur la sémantique des objets présents sur
la route (voiture, piéton, moto) et un autre ensemble plutôt focalisé sur la topologie
de l’environnement (où s’arrête la route, où sont les panneaux etc.).
L’utilisation de plusieurs bases de données place aussi nos travaux dans la catégorie
des problèmes d’adaptation de domaines. L’adaptation de domaine est une catégorie
de problèmes où il existe des différences de distributions entre les données d’entrée
(souvent entre les données d’apprentissage et de tests, même si ce n’est pas notre
cas ici-présent). Dans notre cas, bien que les entrées soient toutes de même nature
(e.g. des images RGB), la distribution de ces dernières peut varier entre les bases
de données. Par exemple, les images capturées depuis un véhicule, pourraient être
obtenues dans deux villes différentes, ou dans des conditions météorologiques
différentes ou plus extrême encore, une des bases de données pourrait contenir des
images capturées non pas depuis un véhicule mais depuis un drone.
Finalement, on pourrait aussi vouloir considérer notre tâche comme faisant partie
des problèmes de classification multi-étiquette, mais ce n’est pas le cas. En effet,
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la classification multi-étiquette vise à prédire plusieurs classes sémantiques par
entrée (par exemple une voiture est aussi un véhicule). Cela implique donc des
recouvrements entre la sémantique des différentes classes d’un ensemble d’étiquettes.
Dans notre cas, même si ce recouvrement existe potentiellement entre les différents
ensembles d’étiquettes utilisés, ils ne sont pas connus et nos exemples d’entrainement
n’ont donc qu’une seule étiquette associée. L’entraînement de notre réseau est donc
réalisé de manière à ne prédire qu’une seule étiquette par entrée d’entrainement et
uniquement sur l’ensemble d’étiquettes dont il provient.
5.3 Notre fonction de coût sélective
5.3.1 Approche classique
Étant donné K différentes bases de données, possédant chacune son propre en-
semble d’étiquettes Lk, l’approche classique (que nous appelons Baseline) consiste à
entrainer un réseau de neurones Θk différent (ou n’importe quelle autre fonction
de correspondance) pour chacune des bases de données, chaque réseau produisant
une prédiction dans l’ensemble d’étiquettes associé à sa base de données d’entraine-
ment.
Réseau de 
neurones 1
Réseau de 
neurones 2
Réseau de 
neurones 3
Base de données 1
Base de données 2
Base de données 3
Ensemble 
d’étiquettes 1
Ensemble 
d’étiquettes 2
Ensemble 
d’étiquettes 3
Fig. 5.1.: Stratégie d’apprentissage classique appelée "Baseline". Elle consiste à entraîner un
réseau de neurones par base de données (et ensemble d’étiquettes) différents.
Cette approche de référence, qui est illustrée dans la figure 5.1, présente deux
défauts :
(i) Chaque réseau Θk est indépendant et est entrainé avec une base de donnéesDk
associée qui lui est propre. Par conséquent, l’entrainement consiste à optimiser
5.3 Notre fonction de coût sélective 101
les paramètres θk (propre à chacun des réseaux) de manière indépendante. Or
dans le cas des réseaux de neurones convolutifs, l’ensemble des paramètres
θk est considérable (plus de deux millions de paramètres dans le cas du
réseau utilisé pour nos expériences) et nécessite donc un nombre de données
importantes. Par conséquent, il pourrait être intéressant d’optimiser un unique
ensemble de paramètres θ sur l’ensemble des données disponibles afin de
permettre un meilleur apprentissage des représentations.
(ii) Les relations entre les ensembles d’étiquettes ne sont ni modélisées ni exploi-
tées. Par exemple, si deux ensembles d’étiquettes possèdent tous deux une
classe sémantique identique il est dommage d’entraîner deux réseaux de neu-
rones de manière indépendante, puisque ces derniers auront à apprendre les
mêmes représentations. De plus, les relations, existantes potentiellement entre
les classes, peuvent aider l’apprentissage. En effet, si un ensemble d’étiquettes
possède, par exemple, une classe véhicule, l’entrainement du réseau sur cette
classe pourra aider à distinguer des classes présentes dans un autre ensemble
d’étiquettes tel que, par exemple, voiture et camion.
5.3.2 Apprentissage joint avec notre fonction de coût
sélective
Réseau de 
neurones
Base de données 1
Base de données 2
Base de données 3
Entropie croisée sélective
Ensemble 
d’étiquettes 1
Ensemble 
d’étiquettes 2
Ensemble 
d’étiquettes 3
Fig. 5.2.: "Apprentissage Joint" (AJ) d’un unique réseau utilisant notre fonction d’entropie
croisée sélective.
Afin d’utiliser toutes les données disponibles et donc résoudre le problème (i) pré-
senté dans la partie 5.3.1, nous utilisons un unique réseau de neurones convolutif
entrainé sur l’ensemble des bases de données disponibles. Il est connu que les pre-
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mières couches des réseaux de neurones convolutifs apprennent des caractéristiques
générales et que les couches plus profondes apprennent des caractéristiques de plus
en plus complexes et spécifiques à la tâche étudiée [ZF14]. Nous utilisons cette
caractéristique hiérarchique des réseaux de neurones convolutifs afin d’entrainer un
unique réseau sur l’union de toutes les bases de données. Un plus grand nombre de
données permettra aux premières couches de convolutions d’apprendre de meilleures
représentations (plus génériques), aidant ainsi les couches plus en profondeur (plus
proche de la sortie) et donc plus spécifiques aux tâches étudiées. Cette approche,
que nous avons appelé Apprentissage Joint (JT), est illustrée dans la figure 5.2.
La stratégie est la suivante : un unique réseau est entrainé avec l’ensemble des bases
de données. Il permet une prédiction pour chacune des étiquettes présentes dans
l’union des ensembles d’étiquettes Lk associées aux bases de données k utilisées.
Comme aucune connaissance sur les relations entre les étiquettes provenant de
différents ensembles n’est disponible, on considère toutes les étiquettes comme étant
indépendantes, même si, dans les faits, certaines classes peuvent être communes. On
construit donc un ensemble de prédiction dont la cardinalité est égale à la somme
de toutes les cardinalités des différents ensembles d’étiquettes. Ainsi, la sortie du
réseau est un vecteur de probabilités, où chaque élément correspond à une étiquette
donnée dans un ensemble d’étiquettes qui lui est propre. Par conséquent, le réseau
est capable de donner une prédiction pour chacune des bases de données utilisées
lors de son entraînement.
Nous avons vu dans la partie 4.1.1 que, lors de l’entrainement sur une tâche de
classification, il faut adapter la sortie du réseau afin que cette dernière produise
un vecteur de probabilités. Pour cela une fonction appelée softmax est ajoutée à la
sortie du réseau (en remplacement de la fonction de non-linéarité de la dernière
couche). Les paramètres du réseau sont ensuite modifiés par descente de gradient
(voir partie 2.2.1) afin d’optimiser l’erreur obtenue de façon stochastique sur chaque
exemple des bases d’entrainement. Néanmoins, avec K bases de données différentes,
il serait inapproprié d’optimiser les probabilités des classes en les considérant toutes
indépendantes. En effet, maximiser la probabilité d’une classe cible implique de
minimiser les probabilités des autres classes (censées être mutuellement exclusives)
et donc, dans notre cas, les classes appartenant aux autres ensembles d’étiquettes
aussi. Malheureusement, cette minimisation devient problématique quand il existe
une corrélation entre les classes provenant de différents ensembles d’étiquettes, car
elle pousse le réseau à pénaliser des classes qui ne devraient pas l’être. Pour donner
un exemple concret, lors de l’utilisation des sous-ensembles de la base de données
KITTI (voir figure 5.6 où toutes les étiquettes définies sont reportées), la classe Arbre
du sous-ensemble annoté par l’équipe de He et al. [HU13] est corrélée à la classe
Végétation du sous-ensemble annoté par l’équipe de Kundu et al. [Kun+14]. Ainsi,
lorsque l’on donne un exemple d’entrainement annoté Arbre de He et al., il est erroné
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d’entrainer le réseau à ne pas prédire aussi Végétation de Kundu et al.. Or c’est ce qui
se passe avec une fonction de softmax classique.
Afin de ne pas pénaliser les classes provenant de différents ensembles d’étiquettes
et donc afin de prendre en compte les dépendances possibles entre les étiquettes,
nous avons donc défini une fonction que nous avons appelée softmax sélectif corres-
pondant à une fonction de softmax appliquée sur chacun des ensembles d’étiquettes
indépendamment.
Def. 5.1
Soft-max
sélectif
Pour chaque étiquette j ∈ Lk appartenant à un ensemble d’étiquettes k notre fonction
de softmax sélectif est définie par :
f(j,Θ(x, θ)) = e
Θ(x,θ)j∑
j′∈Lk
eΘ(x,θ)j′
(5.1)
La différence entre notre softmax sélectif et un softmax classique réside dans la
somme du dénominateur. Cette dernière, au lieu de s’appliquer sur la totalité du
vecteur de valeurs produit par le réseau Θ, ne s’applique que sur les éléments
appartenant à l’ensemble d’étiquettes k de la classe cible considérée (j′ ∈ Lk).
En pratique, durant l’entraînement, notre softmax sélectif est combiné à la fonction
de perte d’entropie croisée pour former ce que l’on a appelé la fonction de perte
d’entropie croisée sélective :
Def. 5.2
Entropie
croisée
sélective
J ′(k, x, y, θ) = −Θ(x, θ)y + log(
∑
j∈Lk
eΘ(x,θ)j ) (5.2)
L’entraînement du réseau est réalisé de manière standard, c’est-à-dire en calculant
le gradient des paramètres par rétro-propagation (voir partie 2.2.2), puis en les
modifiants par descente de gradient afin d’optimiser une fonction objectif. Or on
peut constater, dans l’équation 5.2, que l’erreur calculée n’est induite que par les
valeurs obtenues pour les classes appartenant au même ensemble d’étiquettes que la
classe cible. Ainsi, le calcul du gradient associé à l’erreur n’inclus pas les classes en
dehors de l’ensemble d’étiquettes de la classe cible et donc la descente de gradient
ne les pénalise pas. Cela est équivalent à utiliser une couche de sortie différente par
base de données considérée et d’utiliser les couches intermédiaires du réseau de
manière partagée entre les bases de données.
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5.3.3 Modéliser les corrélations entre les ensembles
d’étiquettes
Nous avons vu dans la partie 5.3.1 qu’il existe deux limitations si l’on utilise une
approche classique, à savoir l’entrainement d’autant de réseau de neurones qu’il n’y
a de bases de données et l’absence de prise en compte des corrélations entre les
étiquettes. La première limitation est adressée avec notre fonction d’entropie croisée
sélective vue dans la partie précédente (partie 5.3.2). La deuxième limitation est en
partie adressée par l’apprentissage joint expliqué dans la partie précédente. En effet,
la nature hiérarchique des réseaux de neurones convolutifs permet à notre réseau de
prendre en compte implicitement les corrélations des classes. Les couches cachées
(intermédiaires) du réseau étant communes, les représentations apprises par ces
dernières seront partagées entre les différents ensembles d’étiquettes. Néanmoins, il
est possible aussi de modéliser explicitement cette corrélation afin d’améliorer les
capacités de discrimination du réseau.
Réseau de 
neurones
Base de données 1
Base de données 2
Base de données 3
Softmax sélectif Entropie croisée sélective
Ensemble 
d’étiquettes 1
Ensemble 
d’étiquettes 2
Ensemble 
d’étiquettes 3
Couche cachée 
entièrement 
connectée
Fig. 5.3.: "Apprentissage joint avec partage de contexte" (AJPC). On ajoute une couche
entièrement connectée (FC) après la sortie d’un premier réseau, pré-entraîné avec
la stratégie d’apprentissage joint (figure 5.2). Une deuxième phase d’apprentissage
est ensuite réalisée afin de prendre en compte les corrélations entre les classes
sémantiques des différents ensembles d’étiquettes.
Pour cela, nous partons d’un premier réseau Θ(x, θ) déjà entrainé sur l’ensemble des
bases de données avec notre fonction de perte sélective. Ensuite, une couche entière-
ment connectée (FC) est ajoutée après notre softmax sélectif (voir figure 5.3) créant
ainsi un nouveau réseau Θ′(x, θ′). Ce dernier est ensuite entrainé à nouveau en
utilisant toujours notre fonction d’entropie croisée sélective. Cette approche, appelée
Apprentissage joint avec partage de contexte (AJPC) est illustrée dans la figure 5.3.
L’idée derrière cette stratégie est qu’un réseau déjà entraîné avec notre softmax sé-
lectif extrait des informations importantes, disponibles dans le vecteur de probabilité
5.3 Notre fonction de coût sélective 105
de sortie. En effet, le réseau fournissant une prédiction par ensemble d’étiquettes, les
corrélations sont présentes dans les probabilités de sortie. L’utilisation d’une couche
supplémentaire a pour but d’exploiter ces probabilités afin d’améliorer la prédiction
finale.
5.3.4 Inversion de gradient pour l’adaptation de domaine
Jusqu’à présent nous avons vu comment utiliser plusieurs bases de données dont les
ensembles d’étiquettes sont "différents". Par contre, nous n’avons pas pris en compte
les possibles différences entre les données d’entrées. Les entrées ou les ensembles
d’étiquettes sont considérés comme "différents" lorsqu’ils ne possèdent pas les mêmes
distributions. Pour les ensembles d’étiquettes, cela correspond, par exemple, à dif-
férentes sémantiques dans les étiquettes utilisées. Pour les images d’entrée, les
différences se retrouvent dans les changements de résolution, la diversité des lieux
photographiés ou même dans les conditions d’acquisition (photographies de scènes
d’extérieur ou d’intérieur). Si notre fonction de coût sélective permet de prendre
en compte les différences entre les ensembles d’étiquettes utilisés, les différences
de distributions entre les images des différentes bases ne sont pas prises en compte.
En effet, si l’on utilise de façon jointe les bases de données SiftFlow [Liu+11] et
Stanford Background [Gou+09], alors les différences entre les images d’entrée sont
conséquentes. Les appareils utilisés ne sont pas les mêmes, la qualité des photos
varie et les milieux photographiés sont différents. Afin d’améliorer l’entrainement
de notre réseau de neurones, il est important de prendre en compte ces différences
quand elles existent. Attention, néanmoins, ces différences ne sont pas systéma-
tiques. Par exemple nous verrons dans la partie expériences (partie 5.4.2) que la
base de données KITTI (présentée dans la partie 4.1.3) est composée de plusieurs
sous-ensembles, annotés par plusieurs équipes (et donc avec des ensembles d’éti-
quettes différents). Par conséquent, cette base présente la particularité d’avoir des
entrées venant de la même distribution, mais des étiquettes relativement différentes,
quoique fortement corrélées.
La prise en compte des différences de distribution entre différents domaines s’appelle
l’adaptation de domaine. La théorie en adaptation de domaine nous dit que, afin
d’obtenir un meilleur entraînement sur des méthodes d’apprentissage, il est néces-
saire de rapprocher les distributions des caractéristiques extraites sur les différents
domaines [Ben+10 ; Man+09]. Concrètement, cela veut dire que si l’on veut qu’une
méthode d’apprentissage fonctionne de façon optimale sur deux domaines dont
les entrées sont "différentes", il faut être capable d’en extraire des caractéristiques
identiques. L’extraction de caractéristiques projette ainsi les données d’entrée dans
un même espace de caractéristiques, permettant ainsi au classifieur de fonctionner
de manière identique sur les différents ensembles d’entrée.
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Dans les réseaux de neurones convolutifs, les premières couches de convolutions
correspondent à une extraction de caractéristiques. C’est sur ces dernières qu’il faut
agir afin de forcer un rapprochement de domaines. Pour cela nous nous sommes
basé sur les travaux de Ganin et Lempitsky [GL15]. Dans leurs travaux, Ganin
et Lempitsky entraînent un réseau de neurones en utilisant un domaine source,
c’est-à-dire une base de données dont les étiquettes sont connues, et le force à être
suffisamment générique pour fonctionner sur un domaine cible, c’est-à-dire une
base de données dont les étiquettes ne sont pas fournies (en réalité les étiquettes
existent, mais ne sont utilisées que pour évaluer la méthode et donc pas lors de
l’apprentissage). Pour cela, ils entraînent un classificateur de domaine, utilisant
les mêmes caractéristiques que celles extraites par leur réseau de neurones et qui
a pour objectif de prédire si une image donnée en entrée du réseau provient du
domaine source ou du domaine cible. La particularité est que, durant l’entrainement
du classificateur de domaine, l’extracteur de caractéristiques est modifié afin de
rendre indistinguable les domaines.
Extracteur de 
caractéristiques
Classificateur de 
tâche
Classificateur de 
domaine
Base de données source
(avec annotations)
Base de données cible
(sans annotations)
Vecteur	de	
caractéristiques
Prédiction	des	
classes
Prédiction	du	
domaine
Inverseur	de	gradient
Fig. 5.4.: Illustration de l’inverseur de gradient de Ganin et Lempitsky [GL15]. L’extracteur
de caractéristiques (en orange) extrait des caractéristiques utilisées par les deux
classificateurs. Le classificateur de tâche (en vert) est entrainé à prédire les classes
des images venant de la base de données source. Le classificateur de domaine (en
jaune) est entraîné à prédire la provenance des images (base de données source
ou base de données cible). L’inverseur de gradient (en bleu) inverse le gradient
qui remonte du classificateur de domaine ayant pour effet d’entraîner l’extracteur
de caractéristiques à extraire des données invariantes aux bases de données source
et cible.
Plus formellement, le réseau de neurones y = Θ(x, θ) est divisé en deux parties :
un extracteur de caractéristiques f = Θf (x, θf ) correspondant aux couches de
convolutions et produisant des cartes de caractéristiques notées f et un classificateur
de tâches y = Θt(f, θt) correspondant aux couches entièrement connectées et, dans
notre cas, incluant notre fonction de perte sélective. Le classificateur de domaine d =
Θd(f, θd) est ajouté et réalise la correspondance entre les cartes de caractéristiques
f et l’estimation du domaine (source ou cible) d’où proviennent les données (voir
figure 5.4). L’objectif est d’optimiser les paramètres θd pour minimiser l’erreur
faite par le classificateur de domaine Θd afin qu’il soit le plus performant possible,
tout en modifiant les paramètres θf de l’extracteur de caractéristiques Θf afin de
rendre les domaines indistinguables, c’est-à-dire d’extraire des caractéristiques qui
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ne permettent pas au classificateur de domaine d’être efficace. Ainsi, si les cartes de
caractéristiques f extraites par l’extracteur Θf ne permettent pas au classificateur
de domaine Θd de distinguer correctement les deux domaines, cela veut dire que les
caractéristiques f sont invariantes aux domaines.
Afin d’entrainer les trois modules (l’extracteur de caractéristiques Θf , le classificateur
de tâches Θt et le classificateur de domaines Θd) Ganin et Lempitsky utilisent
les propriétés de la rétro-propagation. De manière classique le calcul du gradient
remonte l’erreur générée par les classificateurs jusqu’à l’extracteur de caractéristiques,
tandis qu’un inverseur de gradient est placé entre le classificateur de domaine et
l’extracteur de caractéristiques (voir figure 5.4). L’idée étant qu’en inversant le
gradient, au lieu de minimiser l’erreur lors de la mise à jour des poids du réseau, cette
dernière est maximisée. En pratique, le gradient est multiplié par un hyper-paramètre
−λ inversant le gradient et évoluant au court de l’apprentissage, permettant ainsi de
contrôler l’importance donnée aux classificateurs de tâches et de domaine.
Dans nos expérimentations, décrites dans la section 5.4, nous avons utilisé cette tech-
nique afin de rendre les caractéristiques indépendantes vis à vis des différentes bases
de données utilisées. Nous verrons dans la partie 5.4.3 que cela aide l’entrainement
du réseau lorsque les données d’entrée sont très différentes entre les différentes
bases.
5.4 Résultats sur la segmentation sémantique
Comme la totalité des expérimentations décrites dans ce manuscrit, ces dernières
ont été effectuées en Lua avec le framework Torch7 [Col+11]. Néanmoins, contrai-
rement aux expérimentations sur la constance chromatique (voir chapitre 3) pour
ces dernières nous avons pu utiliser la puissance de GPU (carte graphique) NVIDIA
de type Titan X. Ces dernières, de par leur architecture et leur puissance de calcul,
permettent d’accélérer considérablement les calculs et donc d’entrainement des ré-
seaux (cela va parfois jusqu’à un facteur 1000 en comparaison avec un entrainement
sur CPU).
5.4.1 Détails de l’entrainement
Pour nos expérimentations, nous avons utilisé une architecture du réseau inspirée
par Farabet et al. [Far+13] et développée pour la segmentation sémantique de
scènes. Nous avons modifié cette architecture pour prendre en compte les avancées
en matière d’apprentissage profond répertoriées au moment où nous nous sommes
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lancés dans ce travail. Notre réseau est composé de trois couches de convolutions
suivies par deux couches entièrement connectées.
Le réseau est illustré dans la figure 5.5. Un opérateur de normalisation par batchs
[IS15a] (voir partie 2.2.4) est utilisé en entrée du réseau, ce qui permet de ne pas
normaliser les images avant de les utiliser dans le réseau (puisque cette normalisation
sera apprise par l’opérateur). Les deux premières couches de convolutions (couches
1 et 2 du tableau 5.5) sont composées de filtres de convolution de taille 7× 7, suivies
par des opérateurs de non linéarité de type ReLU ainsi qu’une opération de sous-
échantillonnage de maximum pooling de taille 2× 2. Un opérateur de normalisation
par batchs a aussi été ajouté après les opérateurs de sous-échantillonnages. La
dernière couche de convolutions (couche 3) possède, elle aussi, un masque de
taille 7 × 7 et est aussi suivie d’un opérateur d’une fonction d’activation de type
ReLU, mais aucun opérateur de sous-échantillonnage n’a été ajouté. Un opérateur
de normalisation par batchs ainsi qu’un opérateur de dropout (voir partie 2.2.3)
avec une probabilité d’annulation de 30% ont été utilisés à la sortie de la couche.
La première couche entièrement connectée (couche 4) est ensuite suivie pas un
opérateur ReLU et la dernière couche utilise notre fonction de softmax sélectif.
Pour la stratégie "Apprentissage joint avec partage de contexte" (AJPC) illustrée dans
la figure 5.3, une couche entièrement connectée est ajoutée à la suite du réseau
décrit ci-dessus. Notre opérateur de softmax sélectif est aussi utilisé pour la sortie de
cette couche.
Afin d’entraîner le réseau, les images RGB (Rouge, Vert, Bleu) sont converties dans
un espace de couleur appelé YUV où la composante Y correspond à la luminance et
les composantes U et V aux composantes chromatiques. Un exemple d’entraînement
est composé d’un patch xi de taille 46 × 46, coupé de manière aléatoire dans une
image, ainsi que de la base de données k d’où provient l’image et de l’étiquette yi
correspondant à la classe du pixel au centre du patch. L’algorithme de descente de
gradient stochastique est utilisé pour mettre à jour les paramètres. La mémoire des
GPU nous permet d’utiliser un mini-batch de taille 128. La seule stratégie d’augmen-
tation de données utilisée consiste en un retournement horizontal (avec une rotation
sur l’axe vertical) des patches d’entrée.
5.4.2 Détails des bases de données
Pour nos expérimentations nous avons utilisé trois bases de données différentes.
La base de données KITTI possède de nombreuses images extraites de vidéos acquises
à l’aide d’un véhicule circulant dans les rues de la ville de Karlsruhe en Allemagne.
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(a) Schéma du réseau utilisé pour nos expérimen-
tations
name kernel size output size
Input input - 3× 46× 46batch-norm-0 - 3× 46× 46
Couche 1
conv-1 7× 7 16× 40× 40
relu-1 - 16× 40× 40
max-pooling-1 2× 2 16× 20× 20
batch-norm-1 - 16× 20× 20
Couche 2
conv-2 7× 7 64× 14× 14
relu-2 - 64× 14× 14
max-pooling-2 2× 2 64× 7× 7
batch-norm-2 - 64× 7× 7
Couche 3
conv-3 7× 7 512× 1× 1
relu-3 - 512× 1× 1
batch-norm-3 - 512× 1× 1
Couche 4
dropout-4 0.3 512
fully-connected-4 - 1024
relu-4 - 1024
Output fully-connected #labels
(b) Détails des opérateurs
Fig. 5.5.: Schéma et détails du réseau de neurones convolutif utilisé pour nos expérimenta-
tions.
De nombreux capteurs ont été utilisés et permettent d’avoir des informations variées,
mais aucune annotation pour la tâche de segmentation sémantique n’a été fournie.
Heureusement, plusieurs équipes de recherches ont annoté des sous-parties de cette
base d’images. Au total, 736 images annotées étaient disponibles à l’époque de nos
travaux (d’autres images ont depuis été rajoutées). Nous avons séparé ces images en
ensembles d’entrainement, de validation et de test. Nous avons utilisé les mêmes
divisions que les auteurs quand ces derniers ont donné cette information, sinon nous
avons séparé de manière conventionnelle les données avec un ratio d’environ 70%
pour les ensembles d’entrainement et de validation et 30% pour l’ensemble de test.
Les différents sous-ensembles ayant été annotés par différents groupes, les ensembles
d’étiquettes utilisés diffèrent d’un sous-ensemble à l’autre. Cette caractéristique de la
base de données KITTI fait son originalité et la rend extrêmement bien adaptée à
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He	et	al. Road Building Sky Tree Sidewalk Car Pedestrian Bicyclist Veg. Misc
Kunduet	al.	 Road Building Sky Veg. Sidewalk Car Pedestrian Cyclist Pole Sign Fence
Ladicky et	al. Road Building Sky Tree Sidewalk Car Pedestrian Bike Column Sign Fence Grass
Ros	et	al. Road Building Sky Veg. Sidewalk Car Pedestrian Cyclist Pole Sign Fence
Sengupta et	al. Road Building Sky Veg. Pavement Car Pedestrian Poles Signage Fence
Xu	et	al. Ground Infras. Sky Veg. Movable
Zhang	et	al. Road Building Sky Veg. Sidewalk Car Pedestrian Cyclist Signage Fence
Fig. 5.6.: Les 68 étiquettes utilisées par les différentes équipes pour annoter les sous-parties
de la base de données KITTI. Les couleurs correspondent aux couleurs utilisées
par les auteurs pour leurs illustrations.
Data Train Val Test Total
He [HU13] 32 7 12 51
Kundu [Kun+14] 28 7 15 50
Ladicky [Lad+14] 24 6 30 60
Ros [Ros+15] 80 20 46 146
Sengupta [Sen+13] 36 9 25 70
Xu [Xu+13] 56 14 37 107
Zhang [Zha+15] 112 28 112 252
Total 368 91 277 736
Fig. 5.7.: Nombres d’images composant les différentes sous-parties ainsi que leur affectation
dans les ensembles d’entraînement, de validation et de test.
notre étude. Les différentes étiquettes utilisées par les auteurs sont résumées dans la
figure 5.6. A noter que l’équipe de Xu et al. [Xu+13] fournit une hiérarchie d’éti-
quettes très détaillée, mais nous n’utilisons que le plus haut niveau de la hiérarchie
afin d’obtenir un ensemble d’étiquettes plus compatible (en termes de granularité)
avec les aux autres ensembles.
La base de données KITTI contient plus de 40 mille images extraites de vidéos (dont
la taille totale dépasse les 180 GB) mais nous ne pouvons utiliser que les données
annotées, soit 736 images (le détail du nombre d’images par sous-partie est donné
dans le tableau 5.7).
Le nombre d’images est faible mais ces dernières sont annotées de manière dense. Par
conséquent, chaque pixel peut être considéré comme un échantillon d’entrainement.
Ainsi, nous pouvons extraire environ 390 mille patchs de chaque images (dépendant
de sa taille) pour un total de plus de 280 millions d’exemples d’entraînement
utilisables lors de l’apprentissage du réseau. Bien sûr, il est important de noter que
les différents patchs sont souvent très proches les uns des autres et qu’il existe donc
une très grande corrélation entre certains exemples d’entrainement.
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De plus, comme mentionné précédemment, les étiquettes utilisées par les différentes
équipes ne sont pas toujours consistantes. La figure 5.6 montre les différences entre
les étiquettes. On peut voir, par exemple, que l’équipe de Ladicky et al. [Lad+14] a
séparé la classe Arbre de la classe Herbe. Ces deux classes pourraient correspondre
à la classe Végétation de l’équipe de Xu et al. [Xu+13], mais ces derniers ont aussi
une classe Terrain. La classe Herbe peut-elle aussi faire partie de la classe Terrain?
On peut aussi pointer que l’équipe de He et al. [HU13] n’utilise pas les étiquettes
Poteaux, Panneaux et Barrières utilisées par plusieurs autres équipes. On pourrait
donc considérer que ces dernières font partie de la classe Bâtiment de He et al.,
mais dans ce cas cette dernière n’est plus cohérente avec les étiquettes Bâtiment des
autres équipes. Finalement, certains ensembles d’étiquettes possèdent une étiquette
Vélo quand d’autres l’étiquette Cycliste. Ces deux étiquettes pourraient présenter des
points communs, mais dans un cas les équipes s’intéressent à une personne et son
vélo comme une unique entité quand d’autres se concentrent uniquement sur le
vélo. Ces incompatibilités d’étiquettes ne permettent donc pas de créer un ensemble
cohérent pour un apprentissage classique et fait donc de la base de données KITTI
un parfait candidat pour notre fonction de perte sélective.
En plus de la base de données KITTI, qui se prête très bien à notre approche, nous
avons aussi utilisé deux autres bases de données conçues pour la segmentation de
scènes : la base de données Stanford Background [Gou+09] et la base de données
SiftFlow [Liu+11]. Comme nous l’avons vue dans la partie 4.1.3 la base de données
Stanford Background contient 715 images de scènes extérieures avec une résolution
de 320× 240 pixels. Nous avons suivi les recommandations d’utilisation de la base
de données et avons séparé aléatoirement les images pour en conserver 80% dans
l’ensemble d’entrainement/validation et 20% dans l’ensemble de tests. L’ensemble
d’étiquettes possède 9 classes : ciel, arbre, route, herbe, eau, bâtiment, montagne,
objets de premier plan et inconnu. La résolution et le nombre d’images nous permet
d’extraire environ 40 millions de patchs d’entrainement. La base de données SiftFlow
contient 2688 images d’une résolution de 256 × 256 pixels permettant l’utilisation
de plus de 160 millions de patchs d’entrainement. Une séparation de 2488 images
d’entrainement/validation et de 200 images de tests est donnée par les auteurs. Les
images de la base ont été annotées manuellement dans un ensemble de 33 classes
sémantiques.
5.4.3 Résultats des différentes stratégies
Le tableau 5.1 montre nos résultats obtenus avec nos différentes stratégies d’entraine-
ment. Pour un souci de clarté le détail des résultats des différents sous-ensembles de
la base de données KITTI n’est pas montré mais une version détaillée des tables est
disponible en annexe A. Nous reportons la précision par pixels (précision globale),
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7 KITTI
Méthodes Globale Moyenne IoU
Baseline 77.35 54.51 41.99
AJ 80.71 58.62 46.21
AJ + EB 80.84 58.89 46.32
AJPC 81.75 59.67 47.10
Learning with Stanford + SIFTFlow
Stanford SIFTFlow Précision sur les deux
Méthode Glob. Moy. IoU Glob. Moy. IoU Glob. Moy. IoU
Baseline 74.80 64.35 51.41 69.79 24.95 19.02 72.66 33.24 25.84
AJ 75.79 67.22 54.43 71.55 28.34 21.35 73.99 36.52 28.31
AJ+RG 75.07 67.76 53.80 70.82 25.08 19.06 73.26 34.07 26.37
AJ+EB 75.28 67.37 52.93 71.11 29.01 22.25 73.51 37.08 28.71
AJ+RG+EB 76.04 67.71 54.05 71.65 27.40 20.54 74.17 35.89 27.60
AJPC+RG+EB 75.45 68.33 53.83 71.39 28.03 21.09 73.73 36.51 27.98
Learning with 7 KITTI + Stanford
7 KITTI Stanford Précision sur les deux
Méthode Glob. Moy. IoU Glob. Moy. IoU Glob. Moy. IoU
Baseline 77.35 54.51 41.99 74.80 64.35 51.41 77.09 55.64 43.10
AJ 80.40 58.42 45.93 73.38 63.42 50.51 79.64 58.97 46.43
AJ+RG 80.73 58.33 46.08 72.42 62.79 49.31 79.82 58.82 46.43
AJ+EB 80.76 58.65 46.24 73.93 63.87 51.19 80.02 59.23 46.78
AJ+RG+EB 81.20 58.25 46.28 74.39 65.31 52.04 80.46 59.02 46.91
AJPC+RG+EB 81.26 60.24 47.92 74.70 63.44 50.88 81.08 60.59 48.24
Learning with 7 KITTI + SIFTFlow
7 KITTI SIFTFlow Précision sur les deux
Méthode Glob. Moy. IoU Glob. Moy. IoU Glob. Moy. IoU
Baseline 77.35 54.51 41.99 69.79 24.95 19.02 76.72 45.18 34.73
AJ 79.86 57.05 44.94 70.67 28.65 21.44 79.1 48.08 37.52
AJ+RG 80.47 57.10 45.31 70.60 28.56 21.39 79.65 48.08 37.76
AJ+EB 78.93 53.94 42.63 72.15 27.24 21.12 78.37 45.51 35.84
AJ+RG+EB 80.44 58.12 45.56 70.88 27.11 20.4 79.65 48.33 37.62
AJPC+RG+EB 82.07 54.68 44.87 70.89 23.11 17.76 81.15 44.71 36.31
Tab. 5.1.: Résultats des précisions par pixels (Globale), par classe (Moyenne) ainsi que
l’IoU obtenus sur les 7 sous-parties de la base de données KITTI, ainsi que
des différentes combinaisons des bases de données : SIFTFlow + Stanford ;
7 KITTI + Stanford ; 7 KITTI + SIFTFlow. Le tableau présente les résultats
obtenus avec les différentes stratégies d’apprentissage vues dans la partie 5.3, à
savoir : Baseline (voir la figure 5.1) ; AJ= Apprentissage Joint (voir la figure 5.2) ;
EB=Equilibre des bases ; RG=Renversement du gradient ; AJPC=Apprentissage
joint avec partage du contexte (voir la figure 5.3). Les meilleurs résultats sont
affichés en gras. Pour des questions de clarté, nous ne donnons que les résultats
globaux des 7 sous-parties de la base KITTI. Néanmoins, le détail de ces tableaux
est disponible dans l’annexe A.
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(a) (b) (c) 
(d) (e) (f) 
Fig. 5.8.: Exemple de résultats de segmentation sémantique obtenue avec la stratégie AJPC
(voir figure 5.1). (a) est la vérité terrain venant de la sous-partie annotée par
l’équipe de Ros et al. (b) est le résultat obtenu avec notre stratégie pour l’ensemble
d’étiquette de Ros et al. et (c) est le résultat obtenu simultanément sur l’ensemble
d’étiquettes utilisé par l’équipe de Kundu et al. De façon identique, (d) est un
exemple de vérité terrain provenant de la partie annotée par l’équipe de He et al.,
(e) est le résultat obtenu par notre stratégie sur l’ensemble d’étiquettes de He et al.
et (e) est le résultat obtenu simultanément sur l’ensemble d’étiquettes de Xu et al.
par classes (précision moyenne) ainsi que l’IoU. La précision par pixels (précision
globale) correspond aux nombre de pixels correctement classés (True positif) sur le
nombre total de pixels. La précision par classe (précision moyenne) correspond à la
moyenne des précisions obtenues indépendamment sur chaque classe (nombre de
pixels correctement classés). L’IoU (Intersection over Union), aussi appelé Jaccard
Index, correspond au ratio TP/(TP + FP + FN) où TP est le nombre de vrais
positifs (True Positive), et FP et FN sont respectivement les faux positif et faux
négatifs. Ces mesures sont détaillées dans la section 4.1.2. Il est important de noter
que la dernière colonne du tableau 5.1 ("précision sur les deux") donne les précisions
obtenues sur les deux bases de données considérées et donc cela prend en compte
le nombre relatif d’exemples d’entrainement dans chaque base de données. Cette
valeur n’est donc pas égale à la moyenne des deux précisions obtenues sur les deux
bases.
Baseline
La première stratégie implémentée est la stratégie de base qui consiste à apprendre
un réseau différent pour chacune des bases de données. Cette stratégie, illustrée dans
la figure 5.1, est expliquée dans la section 5.3.1. C’est notre stratégie de référence et
les résultats sont présentés dans la ligne appelée Baseline.
Le tableau 5.2 présente les résultats indiqués par les auteurs sur les sous-parties de
la base de données KITTI considérés. Même si l’on indique les résultats de notre
Baseline à titre indicatif, ces derniers ne sont pas explicitement comparables avec
ceux de l’état de l’art. En effet, les méthodes utilisées par les différents auteurs
n’utilisent pas les mêmes données que nous. Certaines étiquettes (difficiles) ne sont
pas présente dans leurs études et des techniques de pré-traitement (tel que des super-
pixels) ou post-traitement (tel que des CRF) ont été utilisées. De la même manière,
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État de l’art Notre baseline
Globale Moyenne Globale Moyenne
He et al. [HU13] 92.77 68.65 76.11 59.66
Kundu et al. [Kun+14] 97.20 7 71.36 53.58
Ladicky et al. [Lad+14] 82.4 72.2 73.48 42.81
Ros et al. [Ros+15] 51.2 61.6 76.80 48.46
Sengupta et al. [Sen+13] 90.9 92.10 73.25 64.25
Xu et al. [Xu+13] 7 61.6 86.07 77.30
Zhang et al. [Zha+15] 89.3 65.4 77.30 49.53
Tab. 5.2.: Etat de l’art (au moment de nos travaux sur ces aspects) des différentes sous-
parties de la base de données KITTI. Ces résultats ne sont pas directement
comparables aux nôtres puisqu’ils utilisent plus d’information et des techniques
de prétraitement et post-traitement. X indique que les valeurs n’ont pas été
rapportées par les auteurs.
État de l’art Notre baseline
Globale Moyenne IoU Globale Moyenne IoU
Stanford [Gou+09] 82.3 79.1 64.5 74.80 64.35 51.41
SiftFlow [Liu+11] 80.9 39.1 30.8 69.79 24.95 19.02
Tab. 5.3.: Etat de l’art (au moment de nos travaux) des bases de données Stanford et
SiftFlow en comparaison avec notre baseline.
les résultats du tableau 5.3, qui montre les résultats (au moment de nos travaux)
sur les bases de données Stanford et SiftFlow, ne sont pas non plus explicitement
comparables avec notre baseline puisque, pour la base de données Stanford, les
étiquettes utilisées n’incluent pas la classe Inconnue.
Néanmoins, dans nos travaux nous voulions montrer l’intérêt d’un apprentissage
joint par rapport à un apprentissage classique. C’est pourquoi nous pensons que
notre baseline est un point de comparaison pertinent. De plus, notre fonction de
perte sélective utilisée est compatible avec tous les pré-traitements, post-traitements
et autre outils utilisés par les méthodes de l’état de l’art.
Apprentissage joint (JT)
La seconde stratégie étudiée (illustrée dans la figure 5.2) est l’Apprentissage Joint
(AJ) qui consiste à entrainer un unique réseau avec l’ensemble des bases de données
en utilisant notre fonction de perte sélective détaillée dans la section 5.3.2. On
peut d’ores et déjà observer que cette stratégie donne de meilleurs résultats (en
comparaison avec la stratégie Baseline) sur la combinaison de toutes les bases de
données. Par exemple, on peut voir dans le tableau 5.1, que l’entrainement avec
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toutes les sous-parties de la base KITTI donne, en moyenne, une amélioration de
+3.36 sur la précision globale, +4.11 sur la précision moyenne et +4.22 sur l’IoU. Ces
résultats montrent que cette stratégie permet d’augmenter efficacement le nombre de
données utilisées pour l’entraînement et ce même si les ensembles d’étiquettes sont
différents. Cette augmentation de données par l’utilisation de plusieurs bases permet
une meilleure généralisation des caractéristiques extraites ainsi qu’une meilleure
précision dans les prédictions faites par le réseau. Une seule exception survient quand
la base de données Stanford est entraînée de façon jointe aux sept sous-parties de
la base de données KITTI. Dans ce cas, toutes les précisions obtenues sur la base
Stanford chutent d’environ un pourcent lorsque l’on utilise l’approche jointe. Nous
faisons l’hypothèse que cela est dû à la différence trop importante entre les images
des sous-parties de KITTI et celles de la base de données Stanford, ainsi qu’à l’écart
trop important entre le nombre d’images des bases de données. Par conséquent, le
réseau, n’extrait pas des caractéristiques communes aux deux bases de données,
mais privilégie les caractéristiques utiles pour les sous-ensembles de la base KITTI.
De plus, dans un souci d’exhaustivité, nous avons aussi étudié une approche plus
classique qui consiste à pré-entrainer un réseau pour ensuite le spécialiser sur
une autre base de données (technique du finetuning vue dans la partie 2.3.2).
Les résultats, reportés dans le tableau 5.4, montrent que cette approche améliore
la précision obtenue par rapport à la méthode de référence, mais reste moins
bonne qu’avec l’utilisation de notre fonction de perte sélective utilisée dans notre
apprentissage joint.
Évaluation (spécialisation) sur la base SIFTFlow
Globale Moyenne IoU
Pré-entrainé sur
Stanford 70.86 23.52 18.05
7 KITTI 70.33 27.07 19.87
Notre méthode
No Fusion 69.79 24.95 19.02
Best method 71.11 29.01 22.25
Évaluation (spécialisation) sur la base Stanford
Globale Moyenne IoU
Pré-entrainé sur
SIFTFlow 74.50 65.65 52.52
7 KITTI 73.57 63.82 50.81
Notre méthode
No Fusion 74.80 64.35 51.41
Best method 76.04 67.71 54.05
Tab. 5.4.: Résultats obtenus sur les bases de données SiftFlow (table du haut) et Stanford
(table du bas) en pré-entrainant un réseau sur une des bases de données et
en le spécialisant ensuite sur la deuxième base. Ces résultats sont comparés à
l’apprentissage joint utilisant notre fonction de perte sélective, où un réseau est
entrainé en même temps sur les deux bases de données.
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Apprentissage joint avec partage de contexte (AJPC)
Bien que l’apprentissage joint donne de bons résultats, ce dernier n’exploite pas
complètement les corrélations possibles entre les étiquettes des différents ensembles
d’étiquettes. Notre approche apprentissage joint avec partage de contexte (AJPC)
illustrée dans la figure 5.3 et expliquée dans la partie 5.3.3 permet une meilleure
prise en compte de ces corrélations. Les résultats montrent que cette approche
améliore les précisions pour la plupart des sous-parties de la base de données KITTI
(voir les tableaux en annexe A) quand ces dernières sont utilisées indépendamment,
mais donne des résultats comparables quand le réseau est appris de façon jointe
avec d’autres bases de données. Cela s’explique par une plus grande corrélation des
étiquettes entre les sous-parties de la base KITTI qui n’est pas (ou moins) présente
entre les étiquettes des bases SiftFlow et Stanford.
(a) Apprentissage joint (b) Apprentissage joint avec
partage du contexte
(c) Différences
Fig. 5.9.: Matrices de confusion obtenues avec nos stratégies d’apprentissage joint 5.9a et
d’apprentissage joint avec partage du contexte 5.9b ainsi que la différence entre
les deux 5.9c. Les matrices sont normalisées par lignes et l’intensité des couleurs
montre les valeurs les plus élevées. Les valeurs en bleue sont négatives et en rouge
positives. Les 68 lignes/colonnes correspondent aux 68 étiquettes détaillées dans
le tableau 5.6.
Nous avons aussi étudié les matrices de confusion (voir partie 4.1.2) obtenues
avec les approches d’apprentissage joint puis avec l’apprentissage joint avec partage
de contexte. En faisant la différence entre les deux matrices on peut observer les
différences de précision entre les deux méthodes. La figure 5.9 montre les matrices
de confusion des deux approches ainsi que la matrice de différence. Les valeurs en
bleu correspondent à des valeurs négatives et les valeurs en rouges à des valeurs
positives. L’intensité de la couleur correspond à la valeur absolue des différences.
Idéalement les valeurs en bleu doivent être maximales en dehors de la diagonale et
les valeurs en rouge maximales dans la diagonale. Cela indiquerait que les erreurs
faites par la première approche (apprentissage joint) ont été corrigées par la seconde
approche (apprentissage joint avec partage du contexte). On peut voir, sur la matrice
de différence, qu’une majorité des erreurs a bien été corrigée.
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Renversement du gradient et équilibrage des bases de données
Comme nous l’avons vu dans la section 5.3, nous savons qu’il peut être utile de
prendre en compte les différences entre les distributions d’entrées des bases de
données (différences entre les images). Pour cela nous avons combiné notre ap-
prentissage joint avec la technique de renversement du gradient de Ganin et Lem-
pitsky [GL15] expliquée dans la partie 5.3.4. Cela a pour objectif de forcer le réseau
à apprendre des caractéristiques communes entre les différentes bases de données
étudiées. Par contre, un renversement de gradient sur l’apprentissage joint des
sous-parties de la base de données KITTI n’a pas de sens puisque les données des
sous-parties proviennent d’une même distribution.
Les résultats, donnés dans le tableau 5.1, montrent qu’ajouter ce renversement de
gradient n’améliore pas systématiquement les performances. En effet, les résultats de
l’apprentissage joint entre les bases SiftFlow et Stanford sont moins bons quand on
utilise le renversement de gradient que sans son utilisation. Une perte de performance
a tendance à se produire quand il existe une grande différence de données entre
les deux bases apprises conjointement. Cela nous a poussé à équilibrer les bases en
pondérant le gradient des erreurs en fonction du nombre d’images présentes dans les
bases de données. Les résultats montrent l’importance de cet équilibrage qui est utile
même pour les sous-parties de la base KITTI. Les meilleurs résultats étant obtenus
quand l’entrainement joint est combiné à l’équilibrage des bases de données et au
renversement du gradient.
5.5 Application à l’estimation de pose de la main
Afin de démontrer la généralité de notre approche, nous l’avons appliquée à un tout
autre problème, un problème de régression : l’estimation de pose de la main.
5.5.1 Description et bases de données
L’estimation de pose de la main est une tâche de régression qui consiste, étant
donnée une image d’entrée, d’estimer la position dans l’image des différentes parties
d’une main (voir figure 5.10)
Plusieurs bases de données pour l’estimation de pose de la main existent et ces
dernières diffèrent généralement sur plusieurs points. Les parties de la main, dont il
faut estimer les positions, peuvent être différentes ainsi que leur nombre. Les tailles
(et résolutions) des images peuvent aussi varier ainsi que les mains capturées (droite
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ou gauche). Pour notre étude, nous nous sommes intéressés à deux des principales
bases de données pour cette tâche : la NYU Hand Pose Dataset [Tom+14] et la base
de données ICVL Hand Posture [Tan+13].
La base de données NYU est composée de 180 mille images provenant de 10 per-
sonnes différentes. Elle est utilisée pour prédire la position de 14 parties différentes
d’une main. La base ICVL, quant à elle, contient 70 mille images provenant qu’une
seule personne, capturée à partir de trois points de vue différents. Elle est annotée
avec 16 points de la main différents, dont il faut estimer les positions. Les points
correspondent aux centres des différents segments d’une main et ne sont donc pas,
à proprement parlé, des articulations. Pour les deux bases de données, les images
utilisées sont des images dites de profondeur, c’est-à-dire, qu’elles ne possèdent pas
trois canaux de couleurs (généralement R, G, B) mais un unique canal noté D, dont
la valeur correspond à la distance de l’objet (ici la main) observé.
Notre fonction de perte sélective pour l’apprentissage joint des deux bases est donc
adaptée puisque le nombre ainsi que les positions (et donc la sémantique) des
jointures diffèrent d’une base à l’autre.
——— Images d’entrée : ICVL ——— ——— Images d’entrée : NYU ———
Prédiction ICVL Prédiction NYU Prédiction ICVL Prédiction NYU
Fig. 5.10.: Résultats de la stratégie apprentissage joint avec partage de contexte appliquée
à la tâche d’estimation de la pose de la main. Les images des deux colonnes de
gauche sont tirées de la base de données ICVL [Tan+13] et les images des deux
colonnes de droites proviennent de la base de données NYU [Tom+14].
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Baseline Apprentissage Joint AJPC
2D, px 3D, mm 2D, px 3D, mm 2D, px 3D, mm
NYU 8.49 17.75 8.16(-3.81%) 17.11(-3.63%) 8.02(-5.47%) 16.80(-5.37%)
ICVL 4.76 9.53 4.62(-2.82%) 9.38(-2.57%) 4.56(-4.13%) 9.16(-3.92%)
Total N/A 16.42 N/A 15.85(-3.43%) N/A 15.56(-5.23%)
Tab. 5.5.: Résultats de la régression pour la tâche d’estimation de pose de la main, avec
un apprentissage joint utilisé sur les deux bases de données : NYU [Tom+14] et
ICVL [Tan+13]. Les erreurs reportées correspondent aux distances en pixels pour
l’erreur en 2D et en millimètre pour l’erreur en 3D. Plus les valeurs sont petites
plus les résultats sont bons, par conséquent, un pourcentage négatif indique une
amélioration.
5.5.2 Configurations et résultats
Inspiré par les travaux de Neverova et al. [Nev+15a], nous avons utilisé un réseau
de neurones convolutif à trois couches de convolution, suivies par trois couches
entièrement connectées avec 1200 unités cachées chacune. Un opérateur de dropout
avec un facteur d’annulation de 10 % est ajouté à la suite des couches entièrement
connectées. Le réseau est entrainé par descente de gradient avec un mini-batch de
100 exemples, composé à chaque fois de 50 images provenant de la base NYU et 50
images de la base ICVL. L’apprentissage joint avec partage du contexte correspond à
une couche entièrement connectée supplémentaire, ajoutée à la sortie du réseau et
composée de 300 unités cachées.
Les résultats, donnés dans le tableau 5.5, montrent que la fonction de perte sélective
est aussi utile pour les problèmes de régressions. Sans partage de contexte, la base
la plus complexe (NYU) bénéficie de plus de données d’entrainement ce qui lui
permet d’améliorer ses résultats. En ajoutant le partage de contexte, les deux bases
bénéficient des améliorations (puisque les positions des jointures sont extrêmement
corrélées) réduisant davantage les erreurs faites par le réseau.
Par contre, l’ajout du reversement de gradient n’aide pas. Cela est dû à la nature
très similaire des images d’entrées (image de profondeur) qui permettent au réseau
d’apprendre des caractéristiques identiques pour les deux bases de données.
Le tableau 5.6 compare les résultats que nous obtenons à ceux de l’état de l’art. Nous
pouvons constater que l’erreur 3D de notre méthode est compétitive et donne des
performances proches de la méthode [Nev+15a] qui donne les meilleurs résultats,
alors que cette dernière utilise des données synthétiques afin d’augmenter la taille
de l’ensemble d’entraînement. Les bons résultats de notre méthode s’expliquent
facilement avec l’augmentation du nombre de données d’entrainement.
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Method NYU (3D, mm) ICVL (3D, mm)
Baseline 17.76 9.54
Apprentissage joint 17.11 9.39
AJPC 16.80 9.16
Neverova et al. [Nev+15a] 14.94 -
DeepPrior, Oberweger et al. [Obe+15] 19.8† 9.6†
Tompson et al. [Tom+14] 21.0†? -
Multi-Scale, Oberweger et al. [Obe+15] 27.5† 11.7†
Deep, Oberweger et al. [Obe+15] 30.5† 11.8†
Shallow, Oberweger et al. [Obe+15] 34.5† 11.7†
Tang et al. [Tan+13] - 12.6†?
Tab. 5.6.: Comparaison de nos résultats (en haut) sur la tâche d’estimation de pose de la
main avec les méthodes de l’état de l’art sur les bases de données NYU et ICVL.
Les valeurs marquées avec le symbole † sont estimées par rapport à une courbe
de donnée, car les auteurs de fournissent pas les valeurs numériques. Le symbole
? indique que la valeur donnée est celle reportée dans le papier [Obe+15].
La figure 5.10 illustre quelques résultats obtenus par notre méthode sur des images
provenant des deux bases de données. On peut distinguer que les jointures utilisées
ont une cardinalité et des positions différentes.
5.6 Conclusion sur l’étude des corrélations entre
étiquettes
Avec notre stratégie d’apprentissage joint avec partage du contexte, et avec nos
études sur la segmentation sémantique et l’estimation de pose de la main, nous
avons démontré qu’il est utile de tirer parti des corrélations existantes entre les
différents ensembles d’étiquettes.
Nous pouvons aller encore plus loin pour la tâche de classification puisque nous
pouvons récupérer les corrélations apprises par le réseau. Pour cela, nous avons
construit une matrice de corrélation contenant la totalité des sous-parties de la
base de données KITTI. Les lignes de la matrice (montrée dans la figure 5.11)
représentent les étiquettes cibles tandis que les colonnes de la matrice correspondent
aux prédictions (probabilités) produites par le réseau de neurone. La diagonale de
la matrice correspond donc aux étiquettes cibles correctement annotées. Les valeurs
élevées, qui ne sont pas sur la diagonale, sont des probabilités importantes prédites
par le réseau et qui sont, par conséquent, corrélées avec la classe cible (classe de
la ligne correspondante). Chaque bloc de la matrice correspond à un ensemble
d’étiquettes différents. Or on peut noter que dans chaque bloc une diagonale est
visible. Cela veut dire que les étiquettes de ces diagonales sont toutes corrélées
avec les étiquettes de la diagonale principale. Plus concrètement, les cinq premières
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Fig. 5.11.: Matrice de corrélation empirique des étiquettes entre les sous-parties de la
base de données KITTI. Chaque ligne correspond à la moyenne des prédictions
produites par le réseau pour une étiquette cible donnée. Les 68 lignes/colonnes
correspondent aux 68 étiquettes détaillées dans la figure 5.6 (avec les couleurs
correspondantes). Une cellule plus foncée indique une probabilité plus élevée.
Les cellules qui ne sont pas sur la diagonale correspondent à des classes hau-
tement corrélées avec la classe cible (puisque le réseau leur prédit une grande
probabilité).
étiquettes de chacun des ensembles d’étiquettes sont toutes corrélées. Ce résultat
est attendu puisque les cinq premières étiquettes ont toutes la même sémantique,
à savoir route, bâtiments, ciel, végétation et voiture. Une seconde observation est
que la matrice n’est pas symétrique. C’est aussi un résultat attendu puisqu’il arrive
que plusieurs étiquettes d’un ensemble soient inclus dans une étiquette définie par
un autre. Par exemple, les étiquettes Bâtiment, Poteaux, Panneaux et Barrière de
l’ensemble d’étiquettes de Sengupta et al. sont toutes hautement corrélées avec
l’étiquette Infrastructure de l’ensemble de Xu et al., indiquant que ces dernières
sont probablement incluses dans l’étiquette Infrastructures de Xu et al. Par contre,
l’étiquette Infrastructure de Xu et al. est très corrélée à l’étiquette Bâtiment de
Sengputa et al. Cela est encore une fois logique puisque le Bâtiment de Sengupta et
al. fait aussi partie de l’Infrastructure de Xu et al. et, étant beaucoup plus présent que
les autres étiquettes, la probabilité qu’un exemple annoté Infrastructure chez Xu et
al. appartiennent à l’étiquette Bâtiment de Sengupta et al. est plus élevée.
Cette matrice confirme les attentes discutées dans la partie 5.4.2. Elle montre que
notre méthode peut aussi être utilisée afin de découvrir de manière automatique des
corrélations entre différents ensembles d’étiquettes.
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6GridNet, une architecture
spécialisée pour la segmentation
sémantique
6.1 Introduction
Dans ce chapitre nous présentons GridNet, un nouveau type d’architecture de réseaux
de neurones convolutifs, conçue pour la segmentation sémantique d’images. Les
réseaux de neurones convolutifs classiques sont construits avec un seul chemin
allant de l’entrée (l’image) jusqu’à la sortie (la carte de prédiction). Ce chemin
est généralement composé d’opérations de sous-échantillonnage (généralement du
type maximum pooling (voir chapitre 2.1.4)) permettant de réduire la taille des
cartes de caractéristiques ("feature maps" en anglais) et d’augmenter le champ de
vision du réseau pour la prédiction finale (voir chapitre 4.2.1). Néanmoins, pour la
segmentation sémantique d’images, où la tâche consiste à donner une prédiction pour
chaque pixel d’une image d’entrée, la réduction des cartes de caractéristiques pose
un problème, car elle entraine une perte de résolution se répercutant sur la qualité de
la prédiction de sortie. Les réseaux basés sur une approche conv-deconv cherchent à
corriger cette perte de résolution en ajoutant au réseau une partie dont le rôle est de
reconstruire les cartes de caractéristiques. Nous abordons une approche légèrement
différente puisque nous ne reconstruisons pas les cartes de caractéristiques afin
de corriger un problème de perte de résolutions, mais nous lions à la fois des
prédictions hautes résolutions et des niveaux d’abstractions élevés. Pour cela, nous
avons développé GridNet, une architecture de réseau de neurones convolutifs en
forme de grille 2D, permettant une interconnexion de plusieurs "chemins", travaillant
sur des cartes de caractéristiques à différentes résolutions. Dans ce chapitre, nous
montrerons que cette architecture généralise plusieurs architectures connues, tels
que les réseaux conv-deconv [Lon+15 ; Noh+15], les réseaux résiduels [He+16a ;
Wu+16] ou encore les U-Net [Ron+15] que nous avons déjà mentionné dans la
partie 4.3. Notre GridNet est entraîné sur la base de données Cityscapes [Cor+16]
à partir d’une initialisation aléatoire (sans pré-entraînement des poids du réseau)
et obtient des résultats compétitifs par rapport à d’autres réseaux, moins généraux,
pré-entraînés sur la base de données ImageNet afin d’améliorer l’initialisation de
leurs poids.
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6.2 Réseaux entièrement convolutifs
Les architectures traditionnelles de réseaux de neurones convolutifs sont com-
posées d’une séquence d’opérateurs de convolutions suivie de fonctions non li-
néaires et entremêlées d’opérateurs de sous-échantillonnage. Ces opérateurs de
sous-échantillonnage sont responsables de la diminution de la taille des cartes de
caractéristiques, et permettent ainsi l’augmentation du champ réceptif des réseaux.
Pour la tâche de classification, qui consiste, étant donnée une image, de donner la
classe sémantique de l’objet présent sur cette dernière, la réduction de la taille des
cartes de caractéristiques est nécessaire. Elle permet d’augmenter le champ de vision
du réseau, de limiter l’espace mémoire utilisé et de réduire la taille des couches
entièrement connectées généralement utilisées en sortie du réseau (voir détails dans
la section 4.2.1). Néanmoins, dans le cas de la segmentation sémantique où une
prédiction en haute résolution est attendue, l’opérateur de sous-échantillonnage
est néfaste puisqu’il réduit la résolution des cartes de caractéristiques et donc la
résolution de la prédiction finale du réseau.
6.2.1 Réseaux Convolutif-Déconvolutif
Nous avons déjà vu dans la partie 4.3 qu’il existe des réseaux spécialisés pour la seg-
mentation sémantique permettant une prédiction en haute résolution. Une des tech-
niques les plus populaires aujourd’hui est celle présentée par Long et al. [Lon+15]
qui montrent comment transformer les couches entièrement connectées d’un réseau
en couches de convolutions permettant d’obtenir un réseau dit "entièrement convo-
lutif" (Fully convolutions). Noh et al. [Noh+15] ont étendu cette idée en utilisant un
opérateur appelé maximum unpooling permettant une communication faible (sous la
forme des indices des valeurs maximales de la partie convolutive) entre les parties
convolutive et déconvolutive (voir détails dans la section 6.2.1).
Ronneberger et al. [Ron+15] vont encore plus loin avec les réseaux appelés U-Net,
où ils concatènent les cartes de caractéristiques obtenues dans la partie convolutive
avec les cartes de caractéristiques de la partie déconvolutive afin de permettre une
meilleure reconstruction des images segmentées. Finalement, Lin et al. [Lin+16b]
utilisent la même idée que pour les U-Net mais au lieu de concaténer directement
les cartes de caractéristiques, ils utilisent une unité appelée refineNet (voir par-
tie 4.3.4).
Les réseaux présentés ci-dessus (et détaillés dans la 4.3) sont basés sur l’idée que le
sous-échantillonnage est important pour augmenter le champ de vision du réseau et
essaient de corriger la perte de résolution induite par ce dernier en ajoutant un réseau
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de déconvolution. Notre GridNet, quant à lui, est composé de plusieurs chemins
travaillant à différentes tailles de cartes de caractéristiques. Des opérateurs de sous-
échantillonnage et de sur-échantillonnage sont utilisés pour connecter entre eux
les différents chemins. Contrairement aux réseaux décrits ci-dessus, les opérateurs
de sur-échantillonnage ne sont pas utilisés pour corriger un effet secondaire dû au
sous-échantillonnage, mais ils sont utilisés afin de permettre une prise de décision
multi-échelle du réseau. Dans des travaux récents, Newell et al. [New+16] utilisent
plusieurs U-Net à la suite et montrent que plusieurs étapes successives de sous-
échantillonnage et de sur-échantillonnage permettent d’améliorer les performances
du réseau. Cette idée est améliorée dans GridNet en ajoutant des connexions fortes
entre les différents chemins du réseau.
6.2.2 ResNet et convolutions dilatées
Yu et al. [YK16] ont montré que, pour la tâche de segmentation sémantique, les
opérateurs de sous-échantillonnage ne sont pas nécessaires. Par conséquent, afin
de corriger l’effet secondaire dû au sous-échantillonnage, ils les ont supprimés,
permettant ainsi de conserver la résolution des cartes de caractéristiques. Sans
sous-échantillonnage et avec des opérations de convolutions classiques, le champ
de vision est très petit. Ils corrigent ce problème en utilisant des convolutions
dilatées, permettant ainsi d’élargir le champ de vision du réseau. Contrairement aux
convolutions classiques, où le masque de convolution est appliqué sur des pixels
voisins, les convolutions dilatées possèdent un paramètre de dilatation, utilisé pour
appliquer le masque sur des pixels de plus en plus éloignés (voir détails dans la
partie 4.3.5).
Dans leurs travaux, Wu et al. [Wu+16] ont montré comment adapter le populaire
ResNet [He+16a], pré-entraîné sur la base de données ImageNet, à la tâche de
segmentation sémantique en utilisant ces convolutions dilatées (voir partie 4.3.5).
Néanmoins leur réseau fournit des sorties à 1/8 de la taille de l’image d’entrée. Par
conséquent, ils utilisent une interpolation linéaire des prédictions afin de retrouver
la résolution d’origine. Dans leurs travaux, Zhao et al. [Zha+16] remplacent l’in-
terpolation linéaire par un module appelé Pyramique Pooling afin d’augmenter la
taille des cartes de caractéristiques tout en permettant une décision multi-échelle.
Dans GridNet, cette notion multi-échelle est présente directement dans le réseau
avec l’utilisation des différents chemins interconnectés et travaillant à différentes
résolutions.
Dans leurs travaux, He et al. [He+16c] étudient l’importance des unités résiduelles et
donnent des résultats détaillés sur les différentes stratégies possibles dans l’utilisation
de connexions résiduelles (est-ce que la normalisation par batch doit avoir lieu avant
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ou après les convolutions, est-ce que l’opérateur de non-linéarité (ReLU) doit avoir
lieu avant ou après l’addition des valeurs des cartes de caractéristiques? etc.).
Comme GridNet utilise aussi des connexions résiduelles, nous avons utilisé leurs
travaux afin de choisir la meilleure configuration possible.
Avec leur Full Resolution Residual Network (FRRN)[Poh+16], Pohlen et al. com-
binent un réseau conv-déconv avec un réseau résiduel (voir détails dans la par-
tie 4.3.3). Les deux réseaux sont composés de deux chemins (un résiduel, un conv-
deconv) partageant les mêmes cartes de caractéristiques (voir figure 4.14). Grâce à
l’utilisation de plusieurs chemins et de connexions résiduelles, GridNet peut être vu
comme une généralisation de FRRN.
6.2.3 Architecture 2D
L’idée de réseaux composés de plusieurs chemins n’est pas nouvelle [Zho+15;
Hua+17; SV16]. Zhou et al. ont étudié la tâche de reconnaissance de visages
avec des réseaux de neurones convolutifs interconnectés. Une image d’entrée est
utilisée à différentes résolutions par plusieurs réseaux convolutifs. Les cartes de
caractéristiques sont partagées et concaténées pour être utilisées par les différents
réseaux. Huand et al. [Hua+17] utilisent la même architecture, mais l’entraînent de
façon à ce qu’elle soit adaptable aux ressources mémoire disponibles et ce même en
phase de test, sans avoir à ré-entraîner le réseau.
Fig. 6.1.: Schémas des Neural Fabrics de Saxena et al. [SV16]. Leurs structures sont très
similaires à notre GridNet et permettent de généraliser des réseaux traditionnels,
tels que des réseaux convolutifs à 7 couches (en rouge et vert) et des réseaux
conv-déconv à 10 couches (en bleu).
Récemment, Saxena et al. ont présenté Convolutional Neural Fabrics [SV16], une
architecture dont la structure en forme de grille est très similaire à notre GridNet et
qui utilise aussi plusieurs chemins à différentes échelles afin de produire une prédic-
tion (voir figure 6.1). Néanmoins, les deux architectures n’ont pas été développées
avec les mêmes motivations.
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Les Neurals Fabrics ont été développées dans l’objectif d’être très génériques afin
de permettre au réseau de choisir la meilleure architecture parmi l’ensemble des
chemins disponibles, mais aussi de permettre de combiner toutes architectures. Cette
motivation a poussée l’utilisation de nombreux opérateurs de convolutions successifs,
correspondant à de nombreuses colonnes dans la grille. Or un nombre élevé de
colonne implique une consommation mémoire plus importante (voir partie 6.3.3),
limitant l’utilisation des Neurals Fabrics à des tâches de relativement petite taille (en
termes de taille d’image et de nombre d’exemples).
Notre GridNet quant à lui, a été développé dans le but d’utiliser des images de
grandes résolutions. Nous avons pensé l’architecture comme un réseau conv-déconv
échangeant des informations à la fois haute résolution mais aussi avec un fort niveau
d’abstraction entre les parties convolutives et déconvolutives. C’est pourquoi notre
architecture possède une partie convolutive suivie une partie déconvolutive (voir
schéma 6.2) au lieu d’un enchainement d’opérateurs conv-deconv comme dans les
Neurals Fabrics (nous avons tout de même essayé une configuration plus proche
des Neurals Fabrics enchainant opérations de convolutions et de déconvolutions
(voir tableau 6.3)). Nous avons aussi voulu améliorer les échanges et c’est pourquoi
nous avons introduit des connexions résiduelles. Ces connexions ont démontré une
grande importance dans l’entraînement du réseau. Finalement, afin de permettre
une meilleure utilisation de la grille, nous avons développé une méthode forçant le
réseau à utiliser tous les chemins de la grille plutôt que de le laisser privilégier un
chemin. Cette technique, appelée dropout par blocs ("Total Dropout" en anglais) a
montré empiriquement son efficacité.
6.3 GridNet
Dans cette partie, nous présentons GridNet, notre architecture sous forme de graphe,
développée spécialement pour la segmentation sémantique et avec pour objectif
de permettre au réseau un fort niveau d’abstraction, tout en conservant une haute
résolution dans les prédictions.
L’idée principale de ce concept de grille est de permettre à l’information de circuler
librement dans le graphe de calcul. Les chemins dans la grille sont nombreux et non
fixés, permettant ainsi au réseau de s’adapter aux données d’entrées. Dans les réseaux
traditionnels, les unités de sous-échantillonnage et de sur-échantillonnage sont
importantes pour augmenter le champ réceptif du réseau. Nous utilisons donc ces
dernières afin de connecter les différentes lignes horizontales de la grille. Par ailleurs,
ces lignes utilisent des unités résiduelles, afin de permettre une conservation de la
résolution des cartes de caractéristiques et une meilleure circulation de l’information
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(et du gradient). Les connexions entre les différents chemins horizontaux permettent
donc de récupérer une information à la fois riche en termes de contexte (grâce à un
champ de vision large présent les chemins les plus bas du réseau) mais aussi précise
(grâce aux premières lignes du réseau qui conserve la résolution d’origine).
6.3.1 Description de l’architecture
Input Prediction
X0,0 X0,1 X0,j X0,k
X1,0 X1,1 X1,j X1,k
X2,0 X2,1 X2,j X2,kX2,j+2
X1,j+2
X0,j+2
X2,j+1
X1,j+1
X0,j+1
Fig. 6.2.: Schéma de notre réseau GridNet : chaque bloc vert est une unité résiduelle qui
ne change ni les résolutions ni le nombre de cartes de caractéristiques d’entrée.
Les blocs rouges sont des unités convolutives avec réduction de résolution (sous-
échantillonnage) qui doublent le nombre de cartes de caractéristiques. Les blocs
jaunes sont des unités déconvolutives qui augmentent la résolution des cartes de
caractéristiques et divisent par deux leurs nombres. Un schéma détaillé du carré
en pointillé rouge présentant la composition de chacun des blocs est donné dans
la figure 6.3
GridNet est un réseau sous forme de graphe de calculs à deux dimensions (voir la
figure 6.2). Chaque carte de caractéristiques Xi,j est indexée par sa ligne i et sa
colonne j indiquant sa position dans la grille. Les cartes sont connectées par des
couches de calculs. L’information entre dans la grille par un premier bloc de calcul à
la ligne d’indice 0 et sort à travers un dernier bloc à l’autre extrémité de la ligne 0.
Entre ces deux points, l’information peut circuler par différents chemins, grâce à des
connexions entre les différentes lignes.
Les informations sont traitées par les couches connectant les différents blocs Xi,j . La
principale motivation de notre modèle est la différence entre les couches connectant
les cartes de caractéristiques horizontales ou verticales :
Les connexions horizontales (représentées en vert dans le schéma 6.2) sont des
unités résiduelles conservant la résolution et le nombre des cartes de caractéristiques.
En suivant l’étude sur les connexions résiduelles faite part He et al. [He+16c],
nous avons composé ces unités de deux opérations de convolutions, précédées
d’opérateurs de non-linéarité (de type ReLU) et d’opérateurs de normalisation par
batchs (voir détails dans le schéma 6.3).
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Fig. 6.3: Schéma détaillé des blocs compo-
sant notre GridNet. Les unités vertes
sont résiduelles et gardes les dimen-
sions des cartes de caractéristiques
constantes entre l’entrée et la sor-
tie. Les unités rouges sont convolu-
tives. La partie "weight" en forme
de losange est une couche convo-
lutive avec un pas de deux, rédui-
sant ainsi la résolution des cartes
de caractéristiques et doublant leurs
nombres. Les unités jaunes sont dé-
convolutives et doublent la résolu-
tion des cartes de caractéristiques
avec une convolution stridée d’un
pas d’un demi. BN = normalisation
par batch.
Les unités verticales (blocs rouges et oranges dans le schéma 6.2) sont aussi convo-
lutives, mais ces dernières modifient la taille et le nombre des cartes de caractéris-
tiques. En fonction de leurs positions dans la grille, les dimensions spatiales des
cartes de caractéristiques sont soit réduites (sous-échantillonnages) soit augmentées
(sur-échantillonnages). Afin de réduire l’espace mémoire utilisé, le changement de
résolution n’est pas effectué par des opérateurs de sous-échantillonnage ou sur-
échantillonnage, mais est obtenu en modifiant le pas du masque de convolution. En
effet, le pas du masque de convolution est généralement de 1, mais en jouant sur ce
dernier il est possible de réduire ou augmenter la taille des cartes de caractéristiques
obtenues. Par exemple, un pas de 2 produira une sortie pour une valeur sur deux,
réduisant la taille des cartes de caractéristiques de 2. De la même manière, utiliser
un pas d’une valeur (non entière) de 1/2 augmentera la résolution des cartes de
caractéristiques.
En suivant le schéma classique des réseaux de neurones convolutifs, nous construi-
sons les opérateurs de sous-échantillonnage et de sur-échantillonnage afin que les
lignes de la grille possèdent des cartes de caractéristiques dont la taille par rapport
à la ligne précédente est diminuée d’un facteur 2 (sur les dimensions horizontale
et verticale) et leur nombre multipliés par 2. Plus formellement, si la ligne Xi a
pour entrée des cartes de caractéristiques de dimension (Fi×Wi × Hi) où Fi est le
nombre de cartes de caractéristiques et Wi, Hi sont respectivement leurs largeur et
hauteur, alors la ligne Xi+1 possèdera des cartes de caractéristiques de dimension
de (FI+1×WI+1×HI+1) = (2Fi×Wi/2×Wi/2).
Mis à part les blocs en bordure de la grille, chaque carte de caractéristiques Xi,j
dans la grille est le résultat de deux calculs différents : un calcul résiduel horizontal,
traitant les données venant de Xi,j−1 et un calcul vertical traitant les données venant
soit de Xi−1,j pour les unités de sous-échantillonnage soit de Xi+1,j pour les unités
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de sur-échantillonnage. Nous nous sommes inspirés des réseaux conv-déconv pour
construire GridNet. Par conséquent, nous construisons les différentes unités de notre
grille de manière à ce que la première moitié des colonnes contiennent des unités
de sous-échantillonnage et la seconde moitié, des unités de sur-échantillonnage.
Néanmoins, il est possible de répartir les unités différemment, comme, par exemple,
en alternant les colonnes de sous-échantillonnage et de sur-échantillonnage (cette
architecture étant plus proche des Convolutional Neural Fabrics [SV16] de Saxena et
al.). De plus, plusieurs choix peuvent aussi être faits sur la manière des combiner
les cartes de caractéristiques venant des deux directions (horizontale et verticale).
Nous avons décidé d’additionner les valeurs des cartes de caractéristiques afin de
permettre une meilleure circulation du gradient dans la grille lors de l’entraînement
et de limiter le nombre de paramètres d’apprentissage. Une autre stratégie, que nous
avons testée (voir partie 6.4.1) consiste à concatèner les cartes de caractéristiques.
Le problème de cette approche est qu’elle augmente significativement le nombre de
paramètres puisque plus de cartes de caractéristiques sont données en entrée des
opérations de convolution, ce qui rend l’apprentissage plus complexe (car il nécessite
plus de données et plus de temps pour converger).
La définition formelle de notre grille est la suivante : Soit ΘRes(.), ΘSub(.) et ΘUp(.)
les opérateurs de calculs respectifs pour les unités résiduelles (blocs verts dans la fi-
gure 6.2), les unités de sous-échantillonnage (blocs rouges) et de sur-échantillonnage
(blocs jaunes). Chaque opérateur prend en entrée un tenseur de caractéristiques X
et des paramètres θ.
Def. 6.1
Colonne de
sous-
échantillonnage
Si la colonne j est une colonne de sous-échantillonnage alors :
Xi,j = Xi,j−1 + ΘRes(Xi,j−1, θResi,j ) + ΘSub(Xi−1,j , θSubi,j ) (6.1)
Def. 6.2
Colonne de
sur-
échantillonnage
Si, j est une colonne de sur-échantillonnage et alors :
Xi,j = Xi,j−1 + ΘRes(Xi,j−1, θResi,j ) + ΘUp(Xi+1,j , θ
Up
i,j ) (6.2)
Si i est la première ligne, respectivement la dernière ligne alors ΘSub(.) = 0 respecti-
vement ΘUp(.) = 0. De la même manière, si j = 0 alors Xi,j−1+ΘRes(Xi,j−1, θResi,j ) =
0.
La capacité de notre GridNet est définie par trois hyper-paramètres, NS , NCs et NCu
qui sont respectivement le nombre de lignes résiduelles, le nombre de colonnes de
sous-échantillonnage et le nombre de colonnes de sur-échantillonnage. Inspirés par
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la symétrie des réseaux conv-deconv (voir partie 4.3.3) nous contraignons NCs=NCu
dans nos expériences, mais cette contrainte peut être levée.
Input Prediction
U-Net Full-Resolution residual
Network
Fully convolutional network
Fig. 6.4.: GridNet généralise plusieurs réseaux classiques, spécialisés pour la segmentation
sémantique, tels que les réseaux Conv-Deconv (chemin bleu) (voir 4.3.3), les
U-Networks (Chemin Vert) (voir 4.3.4) et le Full Resolution Residual Networks
(FRRN) (chemin jaune).
GridNet généralise plusieurs réseaux classiques spécialisés pour la segmentation
sémantique. La figure 6.4 montre des exemples de réseaux pouvant être retrouvés
dans les différents chemins de la grille. Si l’on ne garde que le chemin bleu dans
la figure 6.4, on obtient l’équivalent d’un réseau Conv-Deconv, avec une première
partie convolutive et une seconde déconvolutive. Les U-Networks (expliqués dans
la partie 4.3.4) sont illustrés dans la figure 6.4 avec le chemin Vert. Finalement, le
réseau Full Resolution Residual Networks (FRRN) est illustré par le chemin jaune.
6.3.2 Dropout par blocs
Input Prediction
Fig. 6.5.: Le chemin bleu, qui utilise uniquement les connexions hautes résolutions, est
plus court que le chemin orange qui utilise un chemin à basse résolution. Afin de
forcer le réseau à utiliser tous les chemins de manière équivalente, nous coupons
aléatoirement des chemins lors de l’entrainement, tel qu’illustré par les croix
rouges.
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Un effet secondaire de la topologie 2D de notre grille avec une entrée et une sortie
toutes deux situées à la ligne 0 est que le chemin allant de l’entrée à la sortie est plus
court en passant par la ligne de haute résolution (chemin bleu dans la figure 6.5)
qu’en passant par la ligne de basse résolution (chemin orange dans la figure 6.5). Un
chemin plus long dans un réseau de neurones convolutif peut entrainer le problème
bien connu de perte du gradient ("vanishing gradient", expliqué dans la partie 2.3.4).
Par conséquent, les chemins utilisant des lignes de résolution faible mettent plus
de temps à converger dans le réseau et sont donc généralement plus difficiles à
entrainer. Afin de forcer le réseau à utiliser toutes les lignes disponibles, nous avons
développé une technique inspirée par l’opérateur de Dropout (voir partie 2.2.3) que
nous avons appelé dropout par blocs. Lors de l’entrainement, nous coupons de façon
aléatoire des chemins en mettant les valeurs résiduelles obtenues à zéro. Cela force
le réseau à utiliser tous les chemins possibles.
Plus formellement, soit ri,j = Bernoulli(p) une variable aléatoire tirée selon une
distribution de Bernoulli, qui est égale à 1 avec une probabilité p et égale à 0
autrement. Avec l’utilisation du total dropout, le calcul des cartes de caractéristiques
des équations 6.1 et 6.2 devient :
Def. 6.3
Dropout par
blocs Xi,j = Xi,j−1 + ri,j(ΘRes(Xi,j−1, θResi,j )) + Θ{Sub;Up}(Xi+1,j , θ
{Sub;Up}
i,j ) (6.3)
Intuitivement ce dropout par blocs fonctionne de la même manière que l’opérateur
de dropout traditionnel (vu dans la partie 2.2.3). L’idée étant que le réseau ne peut
pas privilégier un chemin particulier, car celui-ci est régulièrement coupé lors de
l’apprentissage. Ainsi, chaque chemin possible doit prendre part dans la décision
finale et donc chaque chemin être capable d’apporter une information. De plus, tout
comme l’opérateur de dropout traditionnel, cela correspond à utiliser l’ensemble
des chemins possibles du réseau, produisant donc une prédiction équivalente à la
moyenne des prédictions de l’ensemble des chemins.
6.3.3 Nombre de paramètres et empreinte mémoire
Dans les réseaux de neurones convolutifs, la quantité de mémoire utilisée dépend,
à la fois, du nombre d’activations (sortie des différentes couches de calculs) et du
nombre de paramètres entraînables. Dans de nombreuses architectures, ces deux
paramètres sont fortement corrélés puisque, l’augmentation du nombre de couches
utilisées, entraine une augmentation du nombre de paramètres et vice-versa. Bien
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que ça soit toujours le cas pour notre GridNet, la structure en grille permet un
contrôle plus fin de ces valeurs.
Considérons un GridNet construit selon les principes expliqués dans la section 6.3 :
avec NS lignes, NCs colonnes de sous-échantillonnage et NCu colonnes de sur-
échantillonnage. Considérons aussi que ce GridNet possède F0 nombre de cartes de
caractéristiques à la ligne 0 d’une taille de W0×H0. Les autres lignes étant obtenues
en réduisant la taille des cartes de caractéristiques par deux tout en augmentant
leurs nombres d’un facteur 2.
On peut calculer le nombre approximatif du nombre de paramètres nbparam et du
nombre de valeurs d’activations nbactiv de la manière suivante :
Res. 6.1
GridNet :
Nombre de
paramètres
:
nbparam ≈ 18× 22×(Ns−1) F 20 (2.5NCs +NCu − 2) (6.4)
De l’équation 6.4 on peut voir que le nombre de paramètre est principalement
impacté par le nombre de ligne NS , puis par le nombre de cartes de caractéristiques
(contrôlé par F0) et finalement par le nombre de colonnes NCs +NCu.
Res. 6.2
GridNet :
Nombre
d’activations
:
nbactiv ≈ 6H0W0 F0 (4NCu + 3NCs − 2) (6.5)
L’équation 6.5 montre que le nombre d’activations dépend principalement de la
taille (hauteur et largeur) et du nombre des cartes de caractéristiques de la première
ligne et croît de façon linéaire avec l’augmentation du nombre de colonnes.
En pratique, l’empreinte mémoire du réseau lors de l’entrainement ne dépend pas
seulement du nombre de paramètres et du nombre d’activations, mais aussi de
l’optimiseur utilisé ainsi que de la taille du mini-batch. Le gradient calculé par
l’optimiseur prend le même espace en mémoire que les paramètres eux-mêmes et
ce dernier peut aussi garder des statistiques sur les paramètres du gradient (par
exemple Adam [KB14]). La taille du mini-batch multiplie mécaniquement l’empreinte
mémoire puisque les activations sont multipliées afin d’être calculées en parallèle.
Un aspect très intéressant à noter des équations 6.4 et 6.5 est que le nombre de cartes
de caractéristiques sur la première ligne ainsi que le nombre de lignes permettent
d’influer de manière quasi indépendante la consommation mémoire et le nombre
de paramètres (même s’ils sont aussi tous les deux fortement liés aux nombres de
colonnes de la grille). Par exemple, il est possible de diminuer la consommation
mémoire du réseau en réduisant le nombre de cartes de caractéristiques utilisées sur
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la première ligne ou d’augmenter le nombre de paramètres en ajoutant des lignes
profondes.
6.4 Résultats
Nous avons testé notre réseau GridNet sur la base de données Cityscapes [Cor+16]
(détaillée dans la partie 4.1.3). Cette dernière est composée d’images en haute
résolution (1024 × 2048 pixels) capturées à partir d’un véhicule roulant dans les
rues de 50 villes différentes d’Allemagne. 2975 images d’entraînement ainsi que 500
images de test ont été entièrement annotées avec un ensemble de 30 classes séman-
tiques différentes. Néanmoins, à cause de la rareté de certaines classes, seulement
19 classes sont utilisées pour l’évaluation automatique des algorithmes sur le site
internet Cityscapes. Nous n’avons donc utilisé que ces 19 classes pour l’entraînement
de notre réseau. Les classes sémantiques sont aussi groupées en 8 catégories diffé-
rentes, utilisées pour évaluer la précision des algorithmes à un niveau de granularité
supplémentaire. Les vérités terrains des exemples de l’ensemble de test ne sont pas
fournies, mais l’évaluation en ligne des prédictions est disponible sur le site inter-
net de la base de données 1. La base donnée contient aussi 19998 images annotées
grossièrement (avec des annotations polygonales) mais nous avons choisi de ne pas
les utiliser pour l’entraînement, car elles augmentent le déséquilibre (en termes de
nombre d’exemples) entre les classes, ce qui pénalise les mesures de performance
utilisées.
Les mesures de performances utilisées pour l’évaluation des résultats sur la base
Cityscapes sont basées sur l’IoU (vue dans la partie 4.1.2) aussi appelée index de
Jaccard. L’Intersection over Union (Iou) est obtenue par la formule TPTP+FP+FN où
TP , FP et FN sont, respectivement, le nombre de vrais positifs (True Positive),
faux positifs (False Positive) et faux négatifs (False Negative) des pixels classés
par le réseau. L’IoU est biaisée par rapport à la taille des instances qui couvrent
une grande surface de l’image, par conséquent une mesure appelée instance-level
intersection-over-union (iIoU) est aussi utilisée. L’iIoU est calculée en pondérant la
contribution de chaque pixel par le ratio de la taille moyenne des instances de la
classe, sur la taille de l’instance respective. Finalement, les résultats sont donnés
aussi pour les deux granularités sémantiques (classes et catégories) ainsi qu’avec
et sans la pondération par instance, ce qui donne quatre mesures de performance
distinctes.
Pour nos expérimentations nous avons utilisé un GridNet composé de cinq lignes,
chacune produisant séquentiellement des cartes de caractéristiques au nombre de
1. https ://www.cityscapes-dataset.com/
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16, 32, 64, 128 et 256. De plus, la grille est composée de 3 colonnes de sous-
échantillonnage (parties convolutives), suivie de 3 colonnes de sûr-échantillonnage
(parties déconvolutives). Cette configuration, composée de 5 lignes / 6 colonnes,
a été mise au point par essais/erreurs (voir table 6.2) et offre un bon compris
entre l’utilisation mémoire et le nombre de paramètres du réseau : le réseau est
suffisamment profond pour permettre une bonne capacité d’abstraction tout en
ayant un nombre de paramètres raisonnables permettant d’éviter les phénomènes de
sur-apprentissage. De plus, cette configuration nous permet d’utiliser un GPU avec
une mémoire de 12Go et d’entraîner le réseau avec des batchs de quatre images
de taille 400× 400. Par conséquent, la ligne avec la résolution maximale utilise des
cartes de caractéristiques de taille 256 × 25 × 25.
Afin d’entraîner notre GridNet, nous découpons, dans les images d’entraînement, des
patchs carrés de tailles aléatoires comprises entre 400× 400 et 1024× 1024 pixels, à
des positions elles aussi aléatoires dans l’image initiale. Les patchs sont ensuite redi-
mensionnés pour qu’ils fassent une taille de 400× 400 pixels. Cette stratégie permet
d’obtenir, à partir d’une image, plusieurs exemples d’entraînement, correspondant à
différentes sous-parties de l’image à plusieurs échelles. Cela permet d’augmenter ar-
tificiellement le nombre d’exemples d’entraînement puisque les réseaux de neurones
convolutifs ne sont pas invariants aux changements d’échelles (zoom d’une image).
Afin d’augmenter encore le nombre d’exemples d’entraînement, nous appliquons
aussi aléatoirement un retournement horizontal des images. Nous n’utilisons aucune
technique de prétraitement, mais nous avons ajouté une opération de normalisation
par batch à l’entrée de la grille. L’algorithme de descente de gradient utilisé est
Adam (voir partie 2.2.1) avec un pas d’apprentissage (learning rate) de 0.01, une
réduction du pas d’apprentissage (learning rate decay) de 5× 10−6, ainsi qu’un β1
de 0.9, un β2 de 0.999 et un ε de 1× 10−8. Après 800 époques, le pas d’apprentissage
est réduit à 0.001. Nous arrêtons l’apprentissage après 10 jours d’entraînement, soit
à peu près 1900 époques. Finalement, nous utilisons la fonction de perte classique
(détaillée dans la partie 4.1.2) d’entropie croisée afin d’entraîner le réseau.
En phase de test, nous évaluons les images redimensionées à plusieurs échelles et
nous utilisons un vote de majorité afin d’obtenir la prédiction finale, c’est-à-dire
que nous faisons la moyenne des prédictions du réseau à chaque échelle. Pour nos
expériences, nous avons redimensionné les images aux échelles 11 ,
1
1.5 ,
1
2 et
1
2.5 .
Cela permet au réseau une évaluation plus juste, mais prend plus de temps pour
l’évaluation.
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6.4.1 Discussion
Nous avons étudié les effets de chaque composant architectural décrit ci-dessus
sur les performances de notre réseau GridNet. Les résultats sont présentés dans les
tableaux 6.1 et 6.2.
Le tableau 6.1 analyse l’influence des connexions résiduelles, de l’opérateur de
dropout par blocs ainsi qu’une fusion alternative des cartes de caractéristiques
(concaténation au lieu d’une somme) sur les performances du réseau. La ligne
Somme† est l’architecture que nous avons présentée dans la section 6.3 et que nous
avons utilisée pour l’évaluation sur le site officiel de la base de données Cityscapes.
Le tableau montre que l’opérateur de dropout par blocs est un élément important
pour l’entraînement du réseau puisque ce dernier améliore considérablement les
résultats obtenus.
Nous avons aussi testé une version de GridNet entièrement résiduelle. Dans cette
version, les connexions verticales (blocs rouges et jaunes dans la figure 6.3) possèdent
elles aussi des liens résiduels. Cette résidualité complète de la grille ne semble pas
améliorer les résultats. Nous pensons que cela est dû à une trop forte contrainte
de la grille (les connexions résiduelles étant censées apprendre une différence par
rapport à leur entrée). De plus, l’opérateur de dropout par blocs est extrêmement
néfaste quand la grille est entièrement résiduelle. Nous pensons qu’une résidualité
complète pousse le réseau à n’utiliser qu’un seul chemin dans la grille plutôt que de
profiter de l’ensemble des chemins disponibles. Or, le dropout par blocs est conçu
pour empêcher le réseau de n’utiliser qu’un seul chemin, ce qui empêche le réseau
de converger vers un résultat acceptable.
Finalement, nous avons testé une stratégie de fusion des cartes de caractéristiques dif-
férente. Au lieu de fusionner les cartes de caractéristiques horizontales et verticales
avec un opérateur d’addition, nous utilisons un opérateur de concaténation. Cette
concaténation donne de moins bons résultats que ceux obtenus avec la somme des
cartes de caractéristiques. Nous pensons que cela est dû au nombre de paramètres
supplémentaires ainsi qu’à la difficulté qu’à le gradient à se propager correctement
dans la grille, augmentant les difficultés d’entraînement du réseau. Cette stratégie,
théoriquement optimale (puisqu’elle permet au réseau de fusionner les cartes de ca-
ractéristiques comme il le souhaite) obtiendrait probablement de meilleurs résultats
si elle pouvait bénéficier d’un plus grand nombre d’exemples d’apprentissage, ainsi
que d’un entraînement plus poussé (plus d’époques d’entraînement et donc plus de
temps d’apprentissage).
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Mesure des performances
Fusion h-résiduel v-résiduel Dropout par blocs IoU class iIoU class IoU categ. iIoU categ.
Somme 3 60.2 34.5 83.9 67.3
Somme 3 57.2 35.6 83.1 68.4
Somme† 3 3 65.0 43.2 85.6 70.1
Somme 3 3 57.6 36.8 86.0 72.6
Somme 3 3 3 35.6 23.0 62.1 60.3
Concat. 3 53.9 34.0 82.2 65.2
Tab. 6.1.: Résultats des différentes variantes de GridNet obtenus sur l’ensemble de valida-
tion de la base de données Cityscapes. "Fusion" indique les différentes stratégies
de fusion des cartes de caractéristiques horizontales et verticales (somme ou
concaténation). Les colonnes suivantes indiquent l’utilisation ou non de résidua-
lité horizontale (h-résiduel) ou verticale (v-résiduel) ainsi que l’utilisation de
l’opérateur de dropout par blocs lors de l’entraînement du réseau. † représente
l’architecture utilisée pour l’évaluation finale de notre méthode.
Le tableau 6.2 montre l’impact du nombre de colonnes et de lignes utilisées dans
GridNet. Nous avons initié nos expérimentations avec un GridNet composé de huit
colonnes (quatre sous-échantillonnages suivi de quatre sur-échantillonnages) et
cinq lignes. Au lieu d’utiliser 16 cartes de caractéristiques sur la première ligne,
nous n’en utilisons que huit. Ceci réduit l’espace mémoire utilisé, ce qui permet une
augmentation plus grande du nombre de colonnes et de lignes afin de mieux étudier
leurs impacts. Les réseaux sont entraînés jusqu’à convergence et l’évaluation des
performances sur l’ensemble de validation se fait sans augmentation de données
(une seule échelle est utilisée, sans vote de majorité).
De la table 6.2, nous pouvons voir qu’augmenter le nombre de colonnes (de 8 à
16) n’améliore pas significativement les performances, mais augmente la complexité
d’apprentissage puisque le nombre de paramètre augmentent. Par contre, augmenter
le nombre de lignes améliore les performances (de 57.5 à 59.2 pour la performance
d’iIoU par classe). Un nombre faible de lignes limite les capacités d’abstraction du
réseau et donc pénalise la précision de ce dernier. Augmenter à la fois le nombre de
colonnes et le nombre de lignes améliore toutes les performances.
Mesure des performances
Nb colonnes Nb cartes de caractéristiques par lignes IoU class iIoU class IoU categ. iIoU categ.
8 {8, 16, 32, 64, 128} 57.5 40.0 83.8 71.8
16 {8, 16, 32, 64, 128} 56.3 38.6 82.3 70.2
8 {8, 16, 32, 64, 128, 256, 512} 59.2 41.1 83.5 71.0
12 {8, 16, 32, 64, 128, 256, 512} 59.5 41.7 84.0 70.9
Tab. 6.2.: Résultats de l’impact du nombre de colonnes et de lignes dans GridNet. Aucune
augmentation de données artificielle (une seule échelle) n’a été utilisée lors de la
phase de test.
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Name Sans Mesure des performancespré-entraînement IoU classe iIoU classe IoU categ. iIoU categ.
FRRN - [Poh+16] 3 71.8 45.5 88.9 75.1
GridNet 3 69.45 44.06 87.85 71.11
GridNet - Alternative 3 66.8 38.24 86.55 68.98
RefineNet - [Lin+16b] 7 73.6 47.2 87.9 70.6
Lin et al.- [Lin+16a] 7 71.6 51.7 87.3 74.1
LRR - [GF16] 7 69.7 48 88.2 74.7
Yu et al.- [YK16] 7 67.1 42 86.5 71.1
DPN - [Liu+15] 7 66.8 39.1 86 69.1
FCN - [Lon+15] 7 65.3 41.7 85.7 70.1
Chen et al.- [Che+16] 7 63.1 34.5 81.2 58.7
Szegedy et al.- [Sze+15b] 7 63 38.6 85.8 69.8
Zheng et al.- [Zhe+15b] 7 62.5 34.4 82.7 66
Tab. 6.3.: Résultats des différentes méthodes de l’état de l’art reporté par l’évaluation
en ligne (officielle) de la base de données Cityscapes. Nous ne donnons que
les résultats qui ont fait l’objet d’une publication et qui utilisent les mêmes
données que nous (pas d’annotations grossières ni de données stéréo). "GridNet -
Alternative" est une autre structure plus proche de [SV16] où les opérations de
sous-échantillonnages et sur-échantillonnages sont alternées.
6.4.2 Comparaison avec l’état de l’art
La figure 6.6 montre les résultats obtenus avec GridNet sur deux exemples provenant
de l’ensemble de validation de la base de données Cityscapes. Dans le tableau 6.3,
nous comparons les résultats obtenus avec l’évaluation en ligne de la base de données
Cityscapes (et donc sur l’ensemble de test) avec les différentes méthodes de l’état
de l’art. Nous limitons les comparaisons avec les méthodes qui utilisent les mêmes
entrées que nous (sans images annotées grossièrement ni données stéréo). Notre
réseau donne des résultats comparables à l’état de l’art et obtient même de meilleurs
résultats que la majorité des réseaux pré-entraînés sur la base de données ImageNet
ce qui montre le potentiel important de l’approche proposée. Par contre, nos résultats
sont légèrement en dessous de ceux obtenus par Pohlen et al. et de leur réseau FRRN
présenté dans la partie 6.2. Cela peut s’expliquer par plusieurs facteurs comme par
exemple une meilleure gestion des hyper-paramètres. Cependant, nous pensons
que la principale différence expliquant l’écart des résultats réside dans l’utilisation
d’une fonction de perte privilégiant les mesures utilisées. Néanmoins, GridNet est
une nouvelle architecture et de nombreuses études et modifications sont encore
envisageables pour d’améliorer d’avantage les résultats.
6.5 Conclusion
Dans ce chapitre, nous avons présenté GridNet, une nouvelle architecture conçue
spécialement pour la segmentation sémantique. Le modèle généralise plusieurs
réseaux connus de l’état de l’art tels que les conv-deconv, U-Net et FRRN. Notre
réseau GridNet montre des résultats prometteurs et ce même sans pré-entrainement.
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Fig. 6.6.: Résultats de la segmentation sémantique obtenue avec GridNet sur des images
de l’ensemble de validation de la base de données Cityscapes. En haut, l’image
d’entrée ; au milieu, la vérité terrain et en bas, nos résultats. Il est important de
noter que la vérité terrain montre les 33 classes sémantiques de la base de données,
alors que nos résultats n’évaluent que les 19 classes utilisées pour mesurer les
performances.
Finalement, nous pensons que notre réseau pourrait aussi bénéficier d’une meilleure
initialisation des poids, par exemple en le pré-entrainant sûr d’autres bases de
données dédiées à la segmentation sémantique, tel que ADE20K [Zho+17].
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7Conclusion et Perspectives
7.1 Conclusions
Dans cette thèse nous avons étudié les différents éléments qui composent les réseaux
de neurones convolutifs. Nous avons vu que les architectures des réseaux ont ten-
dance à devenir de plus en plus profondes et de plus en plus complexes, entraînant
des difficultés dans l’entraînement des réseaux et nécessitant la mise en œuvre de
mécanismes améliorant l’entraînement. Nous avons notamment étudié puis adapté
les différents opérateurs des réseaux afin de les spécialiser à différentes tâches.
Nous avons permis la spécialisation des réseaux en adaptant les différents com-
posants. Notamment nous avons développé un opérateur de sous-échantillonnage
adapté à la constance chromatique, en montrant, qu’avec ce dernier, un réseau de
neurones peut modéliser les algorithmes de base de l’état de l’art. Nous avons pu
ainsi développer deux architectures spécialisées à la tâche de constance chromatique
et avons fait face à un manque de données d’apprentissages. Ce manque de données
nous a poussé à mettre en place des solutions adaptées pour augmenter artificielle-
ment le nombre de données, mais nous a aussi poussé à notre contribution suivante,
une fonction de perte sélective.
Au cours de nos travaux nous avons constaté que le nombre de données d’entraîne-
ment est un facteur primordial pour le bon apprentissage des réseaux de neurones
convolutifs. Bien que de nombreuses bases existent, ces dernières sont souvent limi-
tées sur le nombre de données qu’elles contiennent. Nous avons donc développé une
fonction de perte sélective qui permet d’entraîner un réseau sur plusieurs bases de
façon simultanée et avons montré que cette dernière permet d’obtenir de meilleurs
résultats qu’avec un entraînement séparé (et donc sur moins de données). Notre
fonction a prouvé son efficacité sur la tâche d’estimation de la pose de la main,
mais est surtout principalement adaptée à la tâche de segmentation sémantique qui
souffrait d’un manque crucial de données (depuis nos premiers travaux, de nouvelles
bases sont sorties, contenant beaucoup plus de données d’entraînement). Nous
avons montré qu’elle permet également de découvrir et de prendre en compte les
corrélations existantes entre les étiquettes des différents ensembles d’annotations.
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Finalement, nous avons modifié complètement la structure des réseaux afin de
permettre une prédiction dense liant à la fois résolution et précision. En effet, nous
avons montré que les réseaux de l’état de l’art ont du mal à atteindre des hauts
niveaux d’abstraction tout en gardant une prédiction avec une bonne résolution. Le
goulot d’étranglement des réseaux conv-deconv permet d’atteindre un bon niveau
d’abstraction, mais requiert une reconstruction plus délicate des cartes de carac-
téristiques créant généralement un manque de précision. Notre réseau GridNet,
conçu pour traiter à la fois des hauts niveaux d’abstraction, tout en conservant
une bonne résolution, a montré son efficacité et ce même sans pré-entraînement,
prouvant qu’une structure linéaire du réseau n’est pas la plus adaptée et ouvrant de
nombreuses perspectives sur l’étude des architectures.
7.2 Perspectives
Dans la suite des travaux, il serait intéressant d’étudier l’utilisation d’une structure
unique permettant de répondre à plusieurs tâches simultanément. En effet, notre
GridNet possède actuellement une unique sortie sur le chemin de plus haut niveau,
mais pourrait bénéficier d’autres sorties, pour d’autres tâches, connectées à différents
endroits de la grille. On pourrait par exemple ajouter une sortie avec une couche en-
tièrement connectée à la sortie du chemin le plus profond du réseau (chemin portant
le plus haut niveau d’abstraction) afin de réaliser une tâche de classification d’objets.
Cette technique permettrait d’entraîner un GridNet avec plusieurs bases de données
exploitées simultanément, sur des tâches très différentes, ce qui, théoriquement,
devrait permettre au réseau d’apprendre des abstractions plus générales et donc
plus performantes. De plus, si des structures topologiques sont probablement ap-
prises par les réseaux lors de l’entraînement, ces dernières ne sont pas explicitement
modélisées lors de l’apprentissage. En effet, un réseau apprend probablement, par
exemple, qu’un piéton marche sur la route et non sur le ciel, mais il doit découvrir
cette topologie uniquement en étant guidé à reconnaitre la route et les piétons de
façon indépendantes. Notre GridNet, présente l’avantage d’utiliser plusieurs chemins
portant des niveaux d’abstraction différents. Par conséquent, il pourrait être naturel
d’ajouter, en plus de la prédiction sémantique en sortie du premier chemin, une
sortie topologique en sortie d’un chemin de niveau inférieur.
Une seconde approche intéressante pourrait être d’adapter GridNet aux problèmes
multi-vues. Les algorithmes multi-vues sont des algorithmes qui utilisent, comme leur
nom l’indique, plusieurs vues en entrées. De la même façon qu’il serait intéressant
d’utiliser plusieurs sorties à la grille, il pourrait être intéressant de connecter plusieurs
entrées. Par exemple, nous avons vu que la base de données KITTI contient plusieurs
types d’entrées différentes (des images acquises avec une caméra, mais aussi des
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cartes de profondeurs obtenues à l’aide d’un laser ou encore des images stéréo). Il
pourrait donc être envisageable d’utiliser toutes ces données simultanément, afin
d’ajouter de l’information utilisable par le réseau (la profondeur peut par exemple
guider efficacement le réseau à distinguer les frontières des différents éléments
d’une scène). La notion de grille du réseau GridNet pourrait aider à apprendre et à
extraire des caractéristiques communes ou complémentaires sur chacune des entrées,
améliorant probablement les prédictions finales.
Plusieurs perspectives intéressantes sont également envisageables pour des études à
plus long terme. Notamment plusieurs études sont actuellement en cours afin d’ajou-
ter de la mémoire aux réseaux de neurones. Les réseaux récurrents tel que les LSTM
(Long Short Term Memory) permettent actuellement aux réseaux de conserver une
mémoire à court terme, mémorisant des informations dans des séquences d’entrées
(ces réseaux sont notamment très utilisés dans l’estimation de gestes à partir de
vidéos). Il serait intéressant d’étudier ces connexions récurrentes afin de permettre
des prédictions à partir de vidéos d’entrées. L’utilisation des vidéos apportant po-
tentiellement des cohérences spatiales et des informations supplémentaires tout en
restant extrêmement cohérent dans l’utilisation de notre réseau, notamment dans le
contexte du développement des voitures autonomes.
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AAnnexes fonction sélective
Tab. A.1.: Détails des précisions obtenues avec les différentes stratégies d’apprentissage sur
les sept sous-ensembles de la base de données KITTI. Les meilleurs résultats sont
affichés en gras.
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Tab. A.2.: Détails des précisions obtenues avec les différentes stratégies d’apprentissage sur
l’ensemble des bases de données Stanford et des sept sous-ensembles de la base
de données KITTI. Les meilleurs résultats sont affichés en gras.
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Tab. A.3.: Détails des précisions obtenues avec les différentes stratégies d’apprentissage sur
l’ensemble des bases de données SIFTFlow et des sept sous-ensembles de la base
de données KITTI. Les meilleurs résultats sont affichés en gras.
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Résumé La vision par ordinateur est un domaine interdisciplinaire étudiant la manière dont les ordinateurs peuvent acquérir une
compréhension de haut niveau à partir d’images ou de vidéos numériques. En intelligence artificielle, et plus précisément en appren-
tissage automatique, domaine dans lequel se positionne cette thèse, la vision par ordinateur passe par l’extraction de caractéristiques
présentes dans les images puis par la généralisation de concepts liés à ces caractéristiques. Ce domaine de recherche est devenu très
populaire ces dernières années, notamment grâce aux résultats des réseaux de neurones convolutifs à la base des méthodes dites d’ap-
prentissage profond. Aujourd’hui les réseaux de neurones permettent, entre autres, de reconnaître les différents objets présents dans une
image, de générer des images très réalistes ou même de battre les champions au jeu de Go. Leurs performances ne s’arrêtent d’ailleurs
pas au domaine de l’image puisqu’ils sont aussi utilisés dans d’autres domaines tels que le traitement du langage naturel (par exemple
en traduction automatique) ou la reconnaissance de son. Dans cette thèse, nous étudions les réseaux de neurones convolutifs afin de
développer des architectures et des fonctions de coûts spécialisées à des tâches aussi bien de bas niveau (la constance chromatique) que
de haut niveau (la segmentation sémantique d’image). Une première contribution s’intéresse à la tâche de constance chromatique. Chez
l’humain, cette dernière est la capacité du système visuel à percevoir des couleurs constantes pour une surface malgré les changements
dans le spectre de l’illumination (changement d’éclairage). En vision par ordinateur, l’approche principale consiste à estimer la couleur
de l’illuminant puis à supprimer son impact sur la couleur perçue des objets. Nous abordons la tâche de constance chromatique avec
l’utilisation des réseaux de neurones en développant une nouvelle architecture composée d’un opérateur de sous-échantillonnage ins-
piré des méthodes traditionnelles existantes. Les expériences que nous avons menées montrent que notre méthode permet d’obtenir des
performances compétitives avec l’état de l’art. Néanmoins, notre architecture requiert une grande quantité de données d’entraînement.
Afin de corriger en parti ce problème et d’améliorer l’entraînement des réseaux de neurones, nous présentons plusieurs techniques
d’augmentation artificielle de données. Nous apportons également deux contributions sur une problématique de haut niveau : la seg-
mentation sémantique d’image. Cette tâche, qui consiste à attribuer une classe sémantique à chacun des pixels d’une image, constitue
un défis en vision par ordinateur de par sa complexité. D’une part, elle requiert de nombreux exemples d’entraînement dont les vérités
terrains sont coûteuses à obtenir. D’autre part, elle nécessite l’adaptation des réseaux de neurones convolutifs traditionnels afin d’obte-
nir une prédiction dite dense, c’est-à-dire, une prédiction pour chacun pixel présent dans l’image d’entrée. Pour résoudre la difficulté
liée à l’acquisition de données d’entrainements, nous proposons une approche qui exploite simultanément plusieurs bases de données
annotées avec différentes étiquettes. Pour cela, nous définissons une fonction de coût sélective qui a l’avantage de permettre l’entrai-
nement d’un réseau de neurones convolutifs à partir de données issues de multiples bases de données. Nous développons aussi une
approche dites d’auto-contexte capturant d’avantage les corrélations existantes entre les étiquettes des différentes bases de données. Fi-
nalement, nous présentons notre troisième contribution : une nouvelle architecture de réseau de neurones convolutifs appelée GridNet
spécialisée pour la segmentation sémantique d’image. Contrairement aux réseaux traditionnels, implémentés avec un unique chemin
allant de l’entrée (l’image) à la sortie (la prédiction), notre architecture est implémentée sous forme de grille 2D permettant à plusieurs
flux interconnectés de fonctionner à différentes résolutions. Afin d’exploiter la totalité des chemins de la grille, nous proposons une
technique d’entraînement inspirée du dropout. En outre, nous montrons empiriquement que notre architecture généralise de nombreux
réseaux bien connus de l’état de l’art. Nous terminons par une analyse des résultats empiriques obtenus avec notre architecture qui,
bien qu’entraînée avec une initialisation aléatoire des poids, révèle de très bonnes performances, dépassant les approches populaires
souvent pré-entraînés.
Abstract Computer vision is an interdisciplinary field that investigates how computers can gain a high level of understanding from
digital images or videos. In artificial intelligence, and more precisely in machine learning, the field in which this thesis is positioned,
computer vision involves extracting characteristics from images and then generalizing concepts related to these characteristics. This field
of research has become very popular in recent years, particularly thanks to the results of the convolutional neural networks that form
the basis of so-called deep learning methods. Today, neural networks make it possible, among other things, to recognize different objects
present in an image, to generate very realistic images or even to beat the champions at the Go game. Their performance is not limited
to the image domain, since they are also used in other fields such as natural language processing (e. g. machine translation) or sound
recognition. In this thesis, we study convolutional neural networks in order to develop specialized architectures and loss functions for
low-level tasks (color constancy) as well as high-level tasks (semantic segmentation). Color constancy, is the ability of the human visual
system to perceive constant colours for a surface despite changes in the spectrum of illumination (lighting change). In computer vision,
the main approach consists in estimating the color of the illuminant and then suppressing its impact on the perceived color of objects.
We approach the task of color constancy with the use of neural networks by developing a new architecture composed of a subsampling
operator inspired by traditional methods. Our experience shows that our method makes it possible to obtain competitive performances
with the state of the art. Nevertheless, our architecture requires a large amount of training data. In order to partially correct this problem
and improve the training of neural networks, we present several techniques for artificial data augmentation. We are also making two
contributions on a high-level issue : semantic segmentation. This task, which consists of assigning a semantic class to each pixel of
an image, is a challenge in computer vision because of its complexity. On the one hand, it requires many examples of training that
are costly to obtain. On the other hand, it requires the adaptation of traditional convolutional neural networks in order to obtain a
so-called dense prediction, i. e., a prediction for each pixel present in the input image. To solve the difficulty of acquiring training data,
we propose an approach that uses several databases annotated with different labels at the same time. To do this, we define a selective
loss function that has the advantage of allowing the training of a convolutional neural network from data from multiple databases. We
also developed self-context approach that captures the correlations between labels in different databases. Finally, we present our third
contribution : a new convolutional neural network architecture called GridNet specialized for semantic segmentation. Unlike traditional
networks, implemented with a single path from the input (image) to the output (prediction), our architecture is implemented as a 2D
grid allowing several interconnected streams to operate at different resolutions. In order to exploit all the paths of the grid, we propose
a technique inspired by dropout. In addition, we empirically demonstrate that our architecture generalize many of well-known state-
of-the-art networks. We conclude with an analysis of the empirical results obtained with our architecture which, although trained from
scratch, reveals very good performances, exceeding popular approaches often pre-trained.
