ABSTRACT This paper deals with the problem of coordinated ordering of items having deterministic but time varying demands where there is a common ordering cost if one or more of these items are ordered in addition to individual items ordering costs. To solve this NP-hard problem we propose a number of heuristics. Also we report on a comparative study that we undertaken to evaluate the relative performance of the proposed heuristics. This study clearly identifies efficient heuristics and shows that our heuristics outperforms those proposed in the literature.
Exact algorithms for the DJRP can be classified into four main categories: 1) dynamic programming (Zangwill, 1966; Veinott, 1969; Kao, 1979; Silver, 1979) ; 2) branch-and-bound (Erenguc, 1988; Federgruen and Tzur, 1994; Kirca, 1995; Robinson and Gao, 1996) ; 3) Branchand-cut (Raghavan and Rao, 1991; Raghavan, 1993) ; and 4) Dantzig-Wolf decomposition (Raghavan and Rao, 1992) . Only modest size instances can be solved exactly. Thus Erenguc (1988) reported results for n=12 and T=20; Raghavan and Rao (1991) have solved instances with n=30 and T=20; Raghavan and Rao (1992) were able to solve instances with n=100 and T=40.
Finally, the larger instances solved by Federgruen and Tzur (1994) have n=30 and T=30. Several heuristics capable of handling larger instances have been proposed. Fogarty and Barringer (1987) used a dynamic programming approach to solve a simplified version of the problem. Silver and Kelle (1987) described an improvement procedure applicable to any feasible solution. It successively considers each item type ordered at any given period and determines whether a cost saving could be achieved by ordering this item type within the previous order. Finally Atkins and Iyogun (1988) have extended the Silver-Meal (1973) heuristic to the DJRP, while Iyogun (1991) has proposed an extension of the well known part-period balancing method. These heuristics are described in more details in section 3 and compared in section 5.
The remainder of the paper is organized as follows. In Section 2 we present several mathematical formulations of the DJRP and comment on the characteristics of their optimal solution. In Section 3 we describe in more details the most important DJRP heuristics. A new heuristic is presented in Section 4. Section 5 contains a comparative study of these heuristics and conclusions are given in Section 6.
2-MATHEMATICAL PROGRAMMING FORMULATIONS
We first present a classical mathematical programming formulation of the DJRP. It uses the following notation: 
In this formulation the objective function computes the sum of orders and holding costs.
Constraints (2) assure demand satisfaction. Constraints (3) state that the replenishment quantity of an item type can be positive only if that item type is replenished, while constraints (4) mean that individual item types can only be included in a joint replenishment if that replenishment is made.
Note that constraints (3) can be tightened if M is replaced by B it representing the cumulative demand of item type i from period t to period T.
The following properties of optimal DJRP solutions are valid:
Property 1: Any optimal DJRP solution is such that: 
The next property is due to Silver (1979) . . Also, define c itq as the total replenishment and holding cost of item type i ordered at the beginning of period t and covering its demand for periods t through q, i.e.,
Subject to:
In this formulation, Property 4 can also be used to reduce the number of w itq variables.
Finally, we introduce yet another new formulation using binary variables u itq equal to 1 if and only if the demand of item i for period q is included in the replenishment at the beginning of period t. Subject to:
Again, Property 4 can be used to reduce the number of u iqt variables.
Summary of some classical heuristics
We now present five different heuristics for the DJRP.
The Fogarty and Barringer heuristic
The Fogarty and Barringer (1987) method is one of the earliest heuristics for the DJRP. As will be seen in Section 5, it is also one of the best. Federgruen and Tzur (1994) have proposed a greedy add heuristic for the DJRP. A simple implementation of this heuristic is as follows. Initially make a single replenishment at period 1, sufficient to cover the entire demand for each item type for all periods. Then consider in turn each period having no replenishment and compute the saving associated with making an extra replenishment at that period while reducing the previous replenishment accordingly. Repeat until either there are T replenishment or until no more savings can be achieved. In details, the greedy add heuristic can be described as follows:
The greedy add heuristic
Step 1. Initialization
and P={2, …, T}.
Step 2. Determination of best saving For each t∈P, let − t q be the latest replenishment period before t and Step 3. Add replenishment or stop
Remove from P all values of t for which g t <0. If P=∅, stop. Otherwise make a replenishment at period t* yielding the maximum saving g t and accordingly reduce the replenishment made at period − t q . Go to step 2.
It is worth noting at this point that the reduction of P in Step 3 is justified by the fact that g t cannot increase in the course of the algorithm. Thus if a period t yields a negative saving g t at a certain stage it is never interesting to make a replenishment at that period thereafter.
The greedy drop heuristic
The greedy drop heuristic is the natural counterpart of the greedy add heuristic. It starts with a replenishment at each period and iteratively removes replenishments as long as savings can be generated. The notation used hereafter is identical to that of the previous heuristic.
Step 2. Determination of best saving Remove from R all values of t for such that g t <0. If R=∅, stop. Otherwise cancel the replenishment at period t* yielding the maximum savings g t and accordingly increase the replenishment made at − * t q . Go to Step 2. Again, reducing R in Step 3 is justified by the fact that g t cannot increase during the subsequent iterations of the algorithm.
The extended Silver-Meal heuristic
We present two versions of an extension of the Silver-Meal (1973) heuristic to the DJRP.
According to this heuristic the first replenishment should occur at the first period of the horizon where there is a positive demand. Recall that this heuristic, designed to handle the case of a single item-type, computes for each period t the cost per unit of time SM t , of including the demand of period t in the last replenishment. Assuming that it was decided that this last replenishment should take place at period q, then SM t can be expressed as a function of individual ordering cost s q as follows: In the presence of several item types, this procedure must be modified in order to account for the common ordering cost S t . To do so, this heuristic compute ∆ i , the part of S t to be attributed to item type i. The Atkins and Iyogun (1988) heuristic makes a replenishment at period 1. Then, assuming that the last replenishment of i is made at q i , for each subsequent period t the heuristic determines, for each product type i included in a set A t called the increasing set, whether the demand d it should be replenished at t or at q i . The first version of the extended Silver-Meal heuristic defines A t as:
The steps of this first version are.
Step 1. Initialization Set: t=1, Step 3. Test for replenishment at period t
S , go to Step 4.
Otherwise, go to Step 2.
Step 4. Replenishment at period t A second version of the extended Silver-Meal heuristic was proposed by Iyogun (1991) . It is similar to the first version, except that 
The generalized part-period balancing heuristic
Two generalizations of the part-period heuristic (De Matteis and Mendoza, 1968) were developed by Iyogun (1991) . According to these heuristics a first replenishment is made at period 1. Then, assuming that the last replenishment is made at period q, for each subsequent period t, they compute the set C t of item types i whose holding cost since their last replenishment exceeds s it . It then determines the first period u at which the total holding cost exceeds the total replenishment cost (the sum of the common ordering and individual ordering costs). In the first version of the heuristic, two replenishment options are considered at periods u-1 and u. In the second version, the replenishment takes place at period u. The first version of this heuristic can be described as follows.
Step 1. Initialization Set: t=1, q=1 and q i =1 for i=1, …, n.
Step 2 . L e t u be the earliest period t for which
. If no such period exists, stop
Step 3. Determination of the next replenishment period
, replenish all item type of C u at period u and set q=u. Otherwise, replenish all item types of C u-1 at period u-1 and set q=u-1. Go to step 2.
In the second version of Iyogun's generalization of the part-period balancing heuristic, Step 3 always consists of replenishing all item types of C u at period u.
The Silver-Kelle improvement heuristic
Silver and Kelle (1987) described an improvement procedure applicable to any feasible solution. It successively considers each item type ordered at any given period and determines whether a cost saving could be achieved by adding the order quantity of this item type to the previous order.
A NEW IMPROVEMENT HEURISTIC BASED ON SOLUTION PERTURBATION
The following improvement procedure can be applied to any DJRP feasible solution. We have found it pays to apply it to a solution obtained by means of the Fogarty and Barringer (1987) heuristic followed by the Silver-Kelle (1987) improvement heuristic. The proposed procedure is based on the solution perturbation principle introduced by Storer, Wu and Vaccari (1992) .
This consists of first making a slight random modification to a feasible solution, while maintaining feasibility, and post-optimizing the perturbed solution. The idea is that by doing this, the probability of becoming trapped in a local optimum is reduced. Perturbation was successfully applied to other combinatorial optimization problem (see, e.g., Renaud, Boctor ans Laporte, 2002).
Our perturbation heuristic can be described as follows.
Step 1. Initial solution Define the current solution as a DJRP feasible solution obtained by any heuristic.
Step 2. Solution perturbation
Choose t randomly. If the current solution contains a replenishment at period t, cancel it and combine it with the previous replenishment. Otherwise, add a replenishment at period t including all items contained in the previous replenishment which is then reduced accordingly.
Step 3. Solution improvement
Attempt to improve the perturbed solution by applying the greedy drop heuristic followed by the Silver-Kelle improvement heuristic. If an improvement has been obtained, update current solution. If the best known solution has improved, also update it. Go to Step 2 until a stopping criterion has been reached.
In our implementation, Steps 2 and 3 are applied as long as the best known solution has not improved for a set number θ of consecutive iterations.
COMPUTATIONAL RESULTS
The heuristics just described were coded in Basic and run on a ThinkPad (750 MHz). A total of 720 instances were randomly generated. These were first divided into four equal subgroups of different instance sizes : n=10, T=13 ; n=10, T=26 ; n=20, T=13 ; n=20, T=26. Each group was subsequently divided into six equal subgroup called S1, S2, S3, S4, S5 and S6. In all subgroups, we set S t =1 000 for all t. We then generated the h i values accordingly to a continuous uniform Table 1 for each subgroup. All instances were first solved to optimality by CPLEX 8.0 using the DJRP1, DJRP2 and DJRP3 formulations presented in Section 2. Table 2 gives the average solution time for each of these three formulations for each group and subgroup of instances. It shows that DJRP2 has smaller average computational times than the other formulations. In more details, the table shows that DJRP3 has the smallest computational times for the problems with 10 items and 13 time periods while DJRP2 gives the best results for the remaining problem sizes. All instances were then solved by means of the following eight heuristics : All these heuristics, except PH, are followed by the Silver-Kelle (SK) improvement procedure. We present in Table 3 the average deviation of each heuristic solution value with respect to the optimum for each group and each subgroup of instances.
These tables clearly show that PH applied after FB and SK produces the smallest average deviation and the largest number of optimal solutions. Otherwise, among the classical heuristics described in Section 3, the Fogarty and Barringer method followed by Silver-Kelle improvement procedure is clearly the best in spite of its relative simplicity. In contrast some of the worst results are produced by the most intricate methods. The effect of applying the Silver-Kelle heuristic is not shown in the tables but is always marginal. In contrast, applying PH after FB reduces the average deviation from 0.028 to 0.013 on our test problems. However, since this heuristic is very quick and simple, it is worth applying it. All computational times were negligible (less than one second), except for PH which, on an IBM Think Pad with a 750 MHz Pantium 3 processor, took ?? seconds on average. 
CONCLUSION
The Dynamic Demand Joint Replenishment Problem is central to inventory management.
Introduced more than 30 years ago, it has been studied by several authors and a number of heuristics have been proposed for its solution. One contribution of this study has been to provide a unified description and, for the first time, a systematic computational comparison of these heuristics. In addition, all results were compared to optimal solution values. We have shown that the Fogarty-Barringer heuristic, while being relatively simple, offers the best performance.
Another contribution of this article has been to propose a new and efficient perturbation heuristic which outperforms all previous methods. Finally, we have provided two new mathematical programming formulations for the DJRP whose relative performance has not yet been completely assessed.
