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The Kuramoto model is a widely studied model of phase synchronisation which
continues to display novel and interesting emergent behaviours with its many ex-
tensions and generalisations. We formulate a non-compact version of the Kuramoto
model by replacing the compact symmetry group SO(2) with the non-compact
group SO(1, 1). The N equations are similar to the Kuramoto equations, except
that the trigonometric terms are replaced with hyperbolic functions. Solution tra-
jectories are generally unbounded, lying on the unit hyperbola, but synchronisation
occurs for any positive coupling constants and arbitrary driving parameters. We
show solutions can develop singularities for negative coupling constants. We also
develop a vector model of synchronisation on non-compact manifolds. By choos-
ing the group SO(1, 2) trajectories are confined to a one-sheeted hyperboloid.
This model also displays unbounded trajectories but can synchronise for negative
couplings and restricted initial conditions. Singularities can occur for positive cou-
plings or if the initial conditions are too widely distributed. We describe a physical
interpretation of the SO(1, 1) model as a system of interacting relativistic particles
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The emergent phenomenon of synchronisation in complex systems has been widely
investigated, see the review articles [1–6], and is ubiquitous in physical and bi-
ological systems, for example the synchronous flashing of fireflies [7], neutrino
oscillations [8], neuronal networks [9] and power grid networks [10]. Synchroni-
sation (also called phase-locking) involves two or more interacting elements of a
dynamical system whose properties become correlated in time, leading to the time
evolution of the system as a collective entity. The most extensively-studied model
of synchronisation is the Kuramoto model [11] along with its many extensions and
generalizations (see [12–16] and [5] for examples). The popularity of the Kuramoto
model (KM) arises from its mathematical simplicity while at the same time dis-
playing a variety of synchronisation behaviours, as well as its many applications
in realistic systems. The basic Kuramoto model consists of a population of N
globally coupled i.e. all-to-all phase oscillators θi(t) with natural frequencies ωi
and coupling constant K. The governing equations for each of the oscillators are:





sin(θj − θi). (1.1)
There are several models for the synchronisation of interacting nodes outside of
the Kuramoto model. The “Tops” model, introduced in [17], is a model for the
synchronisation of classical spins described by azimuthal and polar angles, rather
than phase oscillators as in the KM. Another model which can show phase-locking
is the statistical XY model, a lattice model describing the phases of plane-rotators
at each lattice site [18,19].
1
2 1 Introduction
Apart from the globally coupled Kuramoto model, there are many other pos-
sible coupling configurations, such as scale-free networks, where the number of
connections each node/oscillator has (the degree of a node) follows a power-law
distribution [1,2]. To account for these complex network topologies the Kuramoto
model must be modified by the inclusion of a coupling matrix:





aij sin(θj − θi). (1.2)
where aij are the elements of the coupling matrix. For two nodes i and j that are
coupled, for i 6= j, aij = 1 and is 0 otherwise. Other generalisations of the KM
include stochastic models, which add white noise forcing terms ξi(t) and tend to
counteract synchronisation [4, 5],





sin(θj − θi), (1.3)
and adaptive networks, where there is feedback between the dynamics of the nodes
and the network topology, i.e. the dynamics of the nodes can alter the connectivity
of the network [1,20]. It is well known [1,4] that for very weak coupling constants,
the nodes oscillate independently at their natural frequencies, while for a larger
coupling, the oscillators partially synchronise, and for sufficiently large coupling,
the oscillators completely synchronise to a common mean frequency. Kuramoto’s
original analysis of the model was performed in the case of mean-field coupling i.e.
by taking N →∞. Kuramoto showed that there is a critical value of the coupling
constant KC , below which the oscillators do not exhibit synchronous behaviour
[11, 21]. The collective behaviour, or order (the degree of synchronisation), of the







where the function 0 ≤ R(t) ≤ 1 measures the phase coherence of the system
and ψ is the average phase. A value of R = 1 corresponds to the fully synchro-
nised state where all the phases are the same and R = 0 corresponds to the fully
unsynchronised state where all the phases are uniformly distributed on the unit
circle. In addition to synchronised and un-synchronised states, there are states
called “chimera” states, named for the part-lion, part-serpent, part-goat creature
of greek myth, in which a portion of the population is fully synchronised while
another portion is desynchronised [5, 22]. In [22], the authors studied a system of
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two groups of oscillators in which each oscillator is coupled equally to all the oth-
ers in its group, and less strongly to those in the other group; this is the simplest
system which can show chimera states. They showed that chimera states emerge
for certain initial conditions, and that chimera states can be stable, i.e. the or-
der parameter of the desynchronised population is time independent, or they can
“breathe”, i.e. the order parameter oscillates with time.
The behaviour of the Kuramoto model is closely related to the properties of
the rotation group SO(2). For example, plane rotations θi(t) → θi(t) + θ0 leave
(1.1) invariant, for any constant θ0, and are covariant under transformations θi →
θi + ω0t, for constant frequency ω0, shifting the natural frequencies ωi to ωi − ω0.
In fact, the Kuramoto equations (1.1) can be viewed as N dynamical equations
for the 2× 2 rotation matrices Ri ∈ SO(2) parametrised by the angles θi. Matrix
generalisations of the Kuramoto model exist wherein the rotation group of SO(2)

















where Ui is an d × d complex unitary matrix and U †i denotes its hermitian con-
jugate. Ωi a d× d Hermitian matrix whose eigenvalues correspond to the natural
frequencies of the ith oscillator. The synchronisation properties of these matrix
models are similar to those of the Kuramoto model. For example in [23], Lohe
numerically investigated the SU(2) × SU(2) case and found that for sufficiently
large K, the particles synchronise to a common frequency. In addition to the ma-
trix models, there are n-vector models, whose trajectories are confined to the unit
sphere Sn−1. For n = 2 the unit 2-vector is given by xi = (cos θi, sin θi), and the
vector equations reduce to the Kuramoto model. Vector models defined on the
unit-sphere have similar properties to the Kuramoto model [23, 25]. A common
feature of the Kuramoto model and its generalisations is that the trajectory at
each node is restricted to a compact manifold, for example the unit circle in the
case of the Kuramoto model but it is known that synchronisation can also occur
in models that allow unbounded trajectories on non-compact manifolds [26]. Non-
compact manifolds are important objects of study in physics and mathematics. For
example the Lorentz group (which is also a manifold) is the group of all Lorentz
transformations of Minkowski space, and is closely related to the special theory of
relativity and the theory of electromagnetism. Another important non-compact
manifold is de Sitter space, a vacuum solution to the Einstein field equations in
general relativity.
In [26], the authors generalised the equations (1.5) to include non-compact ma-
trix Lie groups, with trajectories on non-compact manifolds, and showed that the
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emergent phenomenon of synchronisation can, for restricted initial values and suf-
ficiently large coupling strength, be extended to matrix models with non-compact
groups. The synchronisation behaviour between the group elements Xi, located
at the ith node/oscillator is described by the equations:
ẊiX
−1











Ha et al. [26] also introduced a measure of synchronisation for general Lie groups,
called the ensemble diameter, used to analyse the long-time behaviour, and proved
global existence of solutions and emergence of phase-locked states i.e. synchroni-
sation, for identical and nonidentical oscillators for some bounded set of initial
conditions and sufficiently large coupling strength.
1.2 Aims and Methods
The general aim of this project is to investigate synchronisation properties of com-
plex dynamical systems on certain non-compact manifolds. There have been inten-
sive research efforts devoted to network systems defined on the unit circle, mainly
the Kuramoto model and its many extensions, and necessary conditions which lead
to synchronisation have been established and studied in depth. Comparatively
little work has been carried out, however, for systems defined on non-compact
manifolds, such as those which show relativistic symmetry, where the symmetry
group could be the non-compact group SO(1, 1) or SO(1, 2). The specific aims of
this thesis are:
• firstly, to study low-dimensional systems such as non-compact versions of the
Kuramoto model defined on the non-compact groups SO(1, 1) and SO(1, 2)
both analytically and numerically, and determine whether synchronisation
occurs under special conditions, such as for restricted initial values and for
different coupling constants, and how synchronisation can be measured for
such examples. Both the vector and matrix models will be investigated for
the SO(1, 1) system while the main focus for the SO(1, 2) system will be the
vector model.
• The second aim is to investigate why some solutions to the non-compact
Kuramoto models exist only locally, and how local existence can be extended
to global existence.
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• The third aim is to understand these systems physically, in terms of rela-
tivistic mechanics.
Some specific research questions that will be addressed include: How do we detect
the onset of synchronisation for non-compact systems, and measure the degree of
synchronisation when it occurs? Are there non-compact systems in which syn-
chronisation occurs for all initial values? Do solutions exist globally for any given
model, and if not, does this depend on the initial values? Why, in some cases,
does local existence only hold, and can we then modify the model to avoid solu-
tion blow-ups? Does the synchronisation behaviour depend on the local dynamics
at each node of the network, or is the asymptotic behaviour independent of the
specific local dynamics?
To answer these questions, we apply Equations (1.6) to the non-compact group
SO(1, 1), and study solutions and properties of the resulting equations of motion
analytically where possible. We then confirm the analytic results numerically
and perform numerical simulations to study the SO(1, 1) system in more depth,
using a fourth-order Runge-Kutta algorithm with variable step-size via Matlab’s
inbuilt ode45 function. The vector model is then applied to 2-vectors constrained
to motion on a hyperbola and is used to gain physical insight into the SO(1, 1)
matrix model, as the vector model resulted in the same equations of motion. We
then apply the vector model to 3-vectors constrained to a hyperboloid of one sheet,
and study the resulting equations both analytically and numerically.
The rest of this thesis is organised as follows: In chapter 2 we formulate a hyper-
bolic form of the Kuramoto model by choosing the non-compact group SO(1, 1) as
the symmetry group for equations (1.6). We then describe the emergent dynam-
ical properties of the hyperbolic model, such as synchronisation and unbounded
and singular trajectories using exact solutions for N = 2 particles. We also de-
scribe general transformation properties of SO(1, n) models. Chapter 3 contains
a numerical study of the SO(1, 1) model for N > 2, and compares the results to
the ordinary Kuramoto system. Chapter 4 describes the hyperbolic vector model
in 1 + 1 dimensions and its physical interpretation in terms of relativistic parti-
cle dynamics. Chapter five extends the study of synchronisation on non-compact
manifolds to higher dimensions with the vector hyperboloid model with SO(1, 2)
symmetry. This chapter includes an analytical and numerical study of the result-
ing equations of motion. The final chapter summarises the work contained in this
thesis and suggests possible future research directions.
6 1 Introduction
Chapter 2
The Hyperbolic Kuramoto model
In this chapter we apply the equations (1.6) to the non-compact group SO(1, 1)
to formulate a hyperbolic form of the Kuramoto model. We then define what is
meant by synchronisation for this model and show analytically that for N = 2,
the system synchronises for any positive coupling, while for negative coupling it
blows apart very rapidly, resulting in trajectories which become singular at some
finite time. We also describe some general transformation properties of models
defined on the non-compact groups SO(1, n) and introduce quantitative measures
of synchronisation for the hyperbolic Kuramoto model.
2.1 Example on the Compact Group SO(2)
The elements of the Special Orthogonal Group SO(n) are given by the n × n
rotation matrices Ri with the properties R
T
i Ri = RiR
T





detRi = 1. Let Ωi be n× n antisymmetric matrices for i = 1, . . . , N and note the
matrices Ωi are proportional to the generators of SO(n) (i.e. they span the Lie
Algebra son) and their eigenvalues are the natural frequencies of the i
th oscillator.
For general elements Ri of the group we have the following system of equations,
similar to (1.5), for more details see [23]:
ṘiR
T











The ordinary Kuramoto Model (1.1) can be considered as a special case of (2.1),
namely for the rotation group SO(2) whose elements are given by:
Ri =
(
cos θi sin θi
− sin θi cos θi
)
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∈ so2 we regain the Kuramoto
Model.
2.2 The SO(1, 1) Hyperbolic Kuramoto model
In [26], Ha et al. proposed a generalisation of the Kuramoto model to general ma-
trix Lie Groups G, where the phase of each particle is considered to be an element
Xi of the group G and the synchronous behaviour among the group elements is
described by the equations:
ẊiX
−1











To make sure the solutions Xi(t) stay on the group G, the RHS of the above
equations must be in g, the Lie Algebra associated with G. Note that for the
compact group SO(n), we have X−1i = X
T
i and we recover (2.1). The equations
of motion (1.6) apply for any Matrix Lie group G. By choosing the non-compact
group SO(1, 1), which can be interpreted as the hyperbolic rotations just as SO(2)


















the metric, which is used to define the scalar product of two vectors in this hyper-
bolic space and hence defines the notion of a distance or interval, and also defines
the matrix inverse X−1i . The inverse X
−1
i is given by GX
T
i G. Hence (1.6) becomes:
ẊiGX
T
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The LHS of (2.3) is:
ẊiGX
T













and the term in the sum is:
XjGX
T

















0 − sinh(αi − αj)
− sinh(αi − αj) 0
)
.


















0 − sinh(αi − αj)
− sinh(αi − αj) 0
)
.
Hence we arrive at the following result,





sinh(αj − αi) (2.4)
which is a hyperbolic form of the regular Kuramoto model (1.1). Note that this is
very similar to the Kuramoto model, except that the trigonometric term has been
replaced by a hyperbolic term.
2.3 Properties of the Hyperbolic model
2.3.1 Definition of Synchronisation
In the Kuramoto model, synchronised, or phase-locked states were travelling-wave
solutions with constant frequency ωav [26]:
θi(t) = θ
∞
i + ωavt. (2.5)
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As in the Kuramoto model, synchronisation in the hyperbolic model means that
solutions to (2.4) take the linear asymptotic form (this is explicitly shown for a 2
particle system in 2.3.2):
αi(t) = α
∞
i + ωavt (2.6)
where α∞i is a constant determined by the initial conditions and the parameters




i=1 ωi. To show that ωav is the mean of the driving
terms ωi, we substitute the asymptotic solutions (2.6) into the hyperbolic model
(2.4) and sum over the indices i:
















sinh(α∞j − α∞i ).







Hence the usual notion of synchronisation remains essentially the same when the
KM is extended to the non-compact group SO(1, 1), with the caveat that the
synchronised solutions cannot be described as travelling-wave solutions, since ωav
is no longer a rotational frequency. In terms of the matrices Xi(t), which are
solutions to (2.3) and are elements of the group SO(1, 1), the system is considered
to be in a phase-locked (synchronised) state if the quantity Xi(t)X
−1
j (t) approaches
a constant value for all i, j [26] (Definition 2.3), which is equivalent to stating that
the quantity αi(t) − αj(t) approaches a constant in the limit t → ∞ for all i, j.
Hence provided that αi(t) − αj(t) approaches a constant value for all pairs of i
and j, which can be ensured by suitably restricting the initial conditions (as will
be made evident from the form of the solutions in the following section), the sinh
function will not diverge, and synchronisation will be possible.
2.3.2 Formation of synchronised states for N=2
To understand the formation of synchronised states, we can analytically solve
(2.4) for the simple N = 2 case. For two nodes, with identical ωi = ω and positive
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(attractive) interaction term, the equations (2.4) reduce to:








Subtracting α̇2 from α̇1 and defining a new variable α gives:
⇒ α̇ ≡ α̇1 − α̇2
= K sinh(α2 − α1) = −K sinh(α).
The solution to this non-linear O.D.E is:
α(t) = 2 tanh−1(ce−Kt) (2.8)
where the constant c is determined by the initial condition α(0) = α0 = 2 tanh−1(c)





where α0 = α1(0) − α2(0). This solution only tracks the
separation of the nodes over time, but if we define a new variable ρ such that
ρ̇ ≡ α̇1 + α̇2, then our equation for ρ̇ becomes:
ρ̇ = α̇1 + α̇2 = 2ω
⇒ ρ(t) = ρ0 + 2ωt (2.9)
where ρ0 = α1(0) + α2(0). Now we add (2.8) and (2.9) to get:




+ ρ0 + 2ωt
= (α1 − α2) + (α1 + α2)
= 2α1(t).













which are finite for all t ≥ 0 and which, for t→∞, converge to the same straight
line (See Figure 2.1a). This is also shown by the fact that the separation of the
nodes α(t) → 0 as t → ∞. More generally, we can consider the case when each
node has a different ωi, i.e. we have the two differential equations:
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As before, we will define α as the difference between α1 and α2, and also define
ω = |ω1 − ω2|.
⇒ α̇ ≡ α̇1 − α̇2
= ω −K sinh(α).
The solution to this non-linear O.D.E is obtained using [27]:













ω2 +K2 and c is an integration constant given by the initial condi-
tion α(0). Note that this function is only real when the argument of the inverse
hyperbolic tangent is between −1 and 1. This solution restricts the possible initial




























For positive K the RHS of (2.13) is less than one, hence the initial value α0 cannot
be arbitrarily large and positive. The above equation (2.12) for the difference
between the two nodes has a similar form to the global phase difference between
the centroids of two competing oscillator networks in a variation of the Kuramoto
model [28] (Equation 21), the difference being that in (2.12) the separation is
an inverse hyperbolic tangent function whereas in [28] the phase difference is an
inverse tangent. As t→∞, the separation α(t) approaches a constant value (See
Figure 2.1c), given by:
lim
t→∞
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This shows that α1 and α2 asymptotically trace out parallel straight lines sep-
arated by α∞. To summarise, nodes with identical ωi will converge to a single
trajectory, while those with non-identical ωi will follow parallel lines.
2.3.3 Unbounded trajectories and singularities
An interesting property of the hyperbolic equations, which is not present in the
ordinary Kuramoto model, is that due to the hyperbolic nature of the interac-
tion term, there is a possibility for unbounded trajectories, i.e. the particles will
accelerate along their hyperbolic world-line towards infinity, as well as solutions
which blow up/develop singularities in finite time. If αj − αi becomes small as
the system evolves (in the case of complete synchronisation αj−αi → 0 ∀ i, j),
then the derivatives α̇i remain reasonably small, and the system is well behaved.
If αj − αi becomes large, then the derivatives become very large. This creates
a positive feedback loop, which causes the system to explode apart very rapidly.
This occurs whenever the interaction term is negative. Note that N = 2 is a spe-
cial case where it is possible to have 1 negative coupling constant, and still have
well-defined solutions for all time. These solutions neither blow up nor converge to
the same line (i.e. perfect synchronisation), but are parallel for all time. this can
be seen by reversing the sign of one of the interaction terms in the 2 equations of
motion, resulting in α̇1 = α̇2. If we now reverse the sign of the interaction in (2.4),
which is equivalent to introducing a repulsive interaction (K < 0), the equation
for the separation of the two nodes becomes:
⇒ α̇ ≡ α̇1 − α̇2
= −K sinh(α2 − α1) = K sinh(α)
whose solution is given by
α(t) = 2 tanh−1(ceKt).
This solution α(t) is singular/undefined when the argument of the inverse hyper-





. By setting ceKt = 1 we can
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Hence in the case of N = 2 nodes, the separation of the nodes α(t) will blow up

























which diverge towards +∞ and −∞ for α1 and α2 respectively. These solutions
are (unsurprisingly) the same as for the attractive coupling case, except the sign in
the exponential has changed. This hyperbolic divergence/singularity is illustrated
in Figure 2.1b.
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(a) Synchronisation of 2 nodes with identical ωi = 1 and initial conditions α1(0) = 0.1 =
−α2(0) and coupling K = 1
(b) Emergence of hyperbolic singularities for 2 nodes with identical ωi = 1, initial con-
ditions α1(0) = 0.1 = −α2(0) and K = −1. The Singularity occurs at t ≈ 2.3059.
(c) The separation α(t) of 2 nodes with non-identical ωi (ω1 = 1, ω2 = 2) and initial
conditions α1(0) = 1 = −α2(0). The separation reaches a constant value given of
α∞ ≈ 0.88138
Figure 2.1: Comparison of the synchronisation and blow-up of solutions for N = 2
nodes.
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2.3.4 Lorentz Transformations
We can also consider the symmetries of Equations (2.3) and (2.4). Recall (2.3):
ẊiGX
T











Now we transform Xi → ΛXi, where Λ ∈ SO(n, 1) is a matrix of constants
satisfying ΛTGΛ = G and GΛGΛT = I, where G is the metric diag(1,−1) i.e.









































−1 − ΛXiX−1j Λ−1
]
.
We can rewrite this by left multiplying by Λ−1 and right multiplying by Λ:











Since Ωi ∈ so(1, n) and by a property of Lie algebras, Λ−1ΩiΛ ∈ so(1, n) ∀ Λ ∈
SO(1, n) [29]. So the equations transform covariantly under general SO(1, n)
transformations. In the case of the Lorentz group in one spatial dimension SO(1, 1),
Λ−1ΩiΛ = Ωi, since the group is abelian. Hence the equations (2.3) are invariant
under SO(1, 1) Lorentz transformations i.e. they are unchanged under a change
in inertial reference frame. Note we could have transformed X → ΛXΛ−1 (i.e. a
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similarity transformation) and arrived at the same answer.
In terms of the αi’s, (2.4) transforms under a hyperbolic rotation of the form
αi → αi + α0 where α0 is an arbitrary constant. Hence α̇i is unchanged. The
term in the sum is also left unchanged. Hence (2.4) is invariant under hyperbolic
rotations/Lorentz boosts.
2.4 Measures of Synchronisation
One of the most commonly used synchronisation measures for the Kuramoto model
is the order parameter R(t) given by (1.4). This is a very convenient measure for
the Kuramoto model, taking values between zero and one. The main disadvantage
of this parameter is that it is only suitable for systems defined on the unit circle
i.e. the Kuramoto model, and is meaningless for systems defined on non-compact
manifolds. As in the Kuramoto model, there are several order parameters one
can employ to analyse the long-term behaviour and quantify the ‘order’ of the
synchronised state. In this section we describe and compare a range of order
parameters in order to quantify the long-term synchronisation behaviour of (2.4).
One such measure is the ‘Ensemble Diameter’ D(X (t)), defined in [26], which is a
basic Lyapunov function for the stability of the phase locked state:
D(X (t)) := max
1≤i,j≤N
‖Xi(t)X−1j (t)− Id‖ (2.18)





with determinant 1, Id is the d× d Identity matrix and the inverse X−1i (t) is given
by GX†iG, where G is the metric G = diag(1,−1) . ‖A‖ is the Frobenius norm for












If ωi = 0 ∀ i, then the diameter decreases exponentially to zero (See Fig-
ure 2.2), in agreement with [26] (section 4.2). If the parameters ωi are distributed
then the diameters often drop before increasing and finally settling to some value,
rather than simply decreasing exponentially. This drop corresponds to the point
where the nodes are closest together, i.e. when they cluster before crossing-over
during the initial transient period. This is illustrated in Figure 2.3.
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Figure 2.2: The Ensemble Diameter approaches 0 when ωi = 0 ∀ i with random
initial conditions, in agreement with [26].
Another measure of synchronisation is the so-called disorder parameter r(t) which











i=1 αi(t) is the ’centre-of-mass’ point of the nodes at time t.
r(t) is termed a ’disorder’ parameter since it is small for trajectories which are
closely correlated and large for widely separated trajectories. At synchronisation
this parameter will reach a constant value. r = 0 means the system is completely
synchronised.
The hyperbolic phase-difference P (t) is a very simple measure of the separation
between the hyperbolic angles αi and is analogous to the phase-difference used
in [30,31] for the ordinary Kuramoto model. Phase synchronisation occurs if P (t)
goes to a constant for large times. Complete synchronisation occurs if P (t) → 0
for large times. P (t) is given by:
P (t) := max
1≤i,j≤N
|αj − αi|. (2.20)
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Another way to quantify the synchronisation of the systems is the order param-













α0i , i.e. ξ approaches a constant value which is greater than unity. A
value of ξ = 1 represents complete synchronisation. This is because complete








since synchronised solutions are given by (2.6) and for complete synchronisation
the asymptotic separations α∞i vanish.
Figure 2.3: The Order parameters D (X(t)), r(t), P (t) and ξ(t) given random
initial conditions and random ωi. All of these synchronisation measures level out
to a constant value at approximately the same time t. The transient behaviour at
early times is also similar for each parameter.
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Chapter 3
Numerical Results
In this section, we investigate properties of the hyperbolic Kuramoto model nu-
merically and compare to those of the ordinary Kuramoto model. We also provide
analytic explanations of the numerical results where possible. Numerical simula-
tions were performed on a Dell XPS 13 laptop with an Intel i7-6500U processor.
The equations (2.4) are solved for a system of N = 20 nodes with Matlab’s in-
built ode45 function, which uses a 4th-order Runge-Kutte algorithm with adaptive
step-size. The initial conditions αi(0) are randomly chosen from the uniform dis-
tribution on the interval [-3,3]. The ωi’s are similarly chosen at random from the
interval [-1,1]. Unit coupling constant was used in §3.2 and §3.3. Solutions to the




where Ω is the mean of the natural frequencies ωi (this can be shown using the
same method as in §2.3) and θ∞i is a constant. This asymptotic behaviour is also
observed in the hyperbolic model (See Figure 3.1), with the caveat that the ωi can
no longer be interpreted as frequencies.
3.1 Coupling Constant
3.1.1 Critical Coupling
An important feature of the Kuramoto model is that there is a critical coupling
constant, below which the oscillators do not synchronise [21]. By substituting the
21
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Figure 3.1: Synchronisation solutions αi(t) given random initial conditions and
random ωi. At synchronisation, all the trajectories have the same slope given by
the mean of the ωi’s.






sin(θ∞j − θ∞i ).
Now using the triangle inequality and the boundedness of sin(θ∞j − θ∞i ), we can
















In contrast to the regular Kuramoto model, there is no critical coupling KC for
the hyperbolic Kuramoto model i.e. there is no coupling constant KC below which
the system does not synchronise with each particle moving with its own ω. K just
changes how tightly particles cluster and effectively acts to scale the interaction,
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i.e. K changes the time scale over which the system synchronises. Increasing the
initial spread of the α0i ’s increases the time it takes to cluster together. Even
for very widely spread initial values, the nodes still eventually cluster. Having a
different coupling Ki for each node i doesn’t affect the dynamics, as long as all the
Ki are positive.
3.1.2 Negative Coupling
Recall the hyperbolic Kuramoto model (2.4):






For K > 0, the interaction term acts as a restoring force, so as the system evolves,
αj − αi becomes small (in the case of complete synchronisation αj − αi → 0), so
that the rate of change of the αi’s become small so that the system is well behaved
and the trajectories are asymptotically stable. If K < 0, then the interaction term
acts as a repulsive force, so that as the system evolves, αj−αi becomes large, hence
the derivatives become large, effectively creating a feedback loop, which causes the
trajectories to be unstable and the system to explode apart very rapidly, creating
singularities at some finite time (See Figure 3.2). This phenomenon is called
‘Lyapunov instability’ [19, 32]. For a mathematical argument on the stability of
solutions using Lyapunov functions see Appendix I, section IIIC.
It is worth noting that it is possible to have one (and only one) node with a
negative coupling constant and have solutions which do not blow up, as long as
said coupling constant is very small compared to the positive couplings. Any node
with negative coupling constant will diverge from those with the positive coupling
constants, as well as any others with a negative coupling constant. Those nodes
with positive coupling constants will remain together.
This differs from the Kuramoto model, wherein there are three different types
of long term behaviours. The first is the incoherent state, where the oscillators
are completely desynchronised and scattered around the unit circle. The second
is what is called a π-state, wherein the positively coupled oscillators (called con-
formists in the literature) converge to a partially synchronised state, as do the
negatively coupled oscillators (called contrarians). The two clusters are stationary
and are separated by π. The last is a more general form of the π-state where
the conformists and contrarians again form two partially synchronised clusters,
but which travel around the circle at constant speed, and are separated by some
constant phase not equal to π. As the percentage of conformists increases, so does
the level of synchronisation i.e. the order parameter approaches unity [33–35].
24 3 Numerical Results
(a) Solution blow-up when 2 of the 20 nodes have negative coupling constants. The
two nodes with negative coupling constant diverge from those with positive coupling
constants, which cluster together. We have used initial conditions α0i drawn randomly
from the interval [1, 3] and parameters ωi drawn at random form the interval [−1, 1].
(b) Solution blow-up when all of the 20 nodes have negative coupling constants. We
have used initial conditions α0i drawn randomly from the interval [1, 3] and parameters
ωi drawn at random form the interval [−1, 1]. Note how all the nodes are diverging from
one another.
Figure 3.2: Solution blow-ups for 20 Nodes
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3.2 Phase Lag
Phase lag parameters occur often in models of complex systems, for example in
models of Josephson-junction arrays [36], and were first introduced in [37] as a way
of modelling synchronised systems in which the synchronised frequency differed
from the mean of the natural frequencies. Kuramoto models with phase lag take
the form:





sin(θj − θi − βi)
where βi is the phase lag parameter. Phase lags (also called “frustrations”) can
be used to control the synchronised frequency of a system or to prevent synchro-
nisation from occuring entirely [12,15]. For example a phase lag of π is equivalent
to have negative all-to-all coupling since sin(θ − π) = − sin θ, meaning synchroni-
sation will not occur. For a synchronised system phase lag is equivalent to a time
delayed coupling [12]. We will consider the following system of N equations,





sinh(αj − αi − βi) (3.1)
where βi = β for each i is the (hyperbolic) phase lag angle. We find that the
hyperbolic phase lag angle, as in the Kuramoto model, can be used to control the
synchronisation frequency (which we call ω′av) (Figure 3.3), but cannot prevent
synchronisation from occurring entirely. This can be understood by looking at the
interaction term of (3.1) in the synchronisation limit. As the system synchronises,


















Hence in the synchronisation limit,
α̇i = ω
′
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⇒ α̇i = ω′av = ωav −K sinh(β). (3.2)
So the synchronisation “frequency” ω′av can be controlled by altering the lag param-
eter β, but since the hyperbolic sine function is unbounded, ω′av can be decreased
without limit, in contrast to the Kuramoto model.
Figure 3.3: Effect of the Lag parameter β on the average slope ω′av of the syn-
chronised solutions. The analytic result (red) is that given by (3.2) which assumes
perfect synchronisation. This is generally not the case, as shown by the blue curve.
3.3 External Fields
Another extension to the Kuramoto model is to add external fields, giving rise to
richer dynamical behaviour. External fields (also known as “pinning”) can model
an external current applied to neurons or an oscillating current across Joseph-
son junctions [4]. The equations describing the modified Kuramoto model then
become:





sin(θj − θi) + Ai sin θi (3.3)
where Ai is the amplitude of the external field/force. In [38], the authors considered
the case Ai = A and found two distinct regimes in the parameter space: states
that were time-periodic and stable stationary synchronised states. For large A, the
oscillators were entrained with the external field, while for small A, a portion of the
oscillators were mutually synchronised in a periodic motion with frequency equal
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to the mean of the natural frequencies. The phase transition from oscillatory to
stationary occurred at A = ω. We consider the effect of these sinusoidal external
fields on the synchronisation properties of the hyperbolic Kuramoto model. The
hyperbolic Kuramoto equations now read:






For the uncoupled K = 0 case, the equations reduce to:
α̇i = ωi + A sin(αi).
For ωi > A the solutions are periodic, with frequency
√
ω2i − A2/2π:
αi(t) = 2 arctan
























ω2i − A2. For A > ω the solutions have the following form and are
asymptotically stationary:
αi(t) = 2 arctan























A2 − ω2i . In the limit A→∞, the hyperbolic equations simplify to:
α̇i = A sin(αi)
with solutions:
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Figure 3.4: Solutions α(t) a single node in the limit A→∞ (or equivalently ω → 0,
for positive and negative amplitude A = ±0.5 and initial condition α(0) = 1. For
positive A the solution tends towards π, while for negative amplitude α(t) goes to
0 for large times.
where ci = tan(
α0i
2
). These solutions asymptote towards a constant value, namely
π for A > 0 and 0 for A < 0 (See Figure 3.4). So α̇i(t) → 0 as t → ∞ for each i,
and therefore ωav, the mean slope of the synchronised solutions goes to 0 for large
A.
To study the interacting system with external fields, we performed numerical
simulations for N = 20 nodes with random initial conditions and ωi. For ampli-
tudes A less than the mean of the parameters ωi, the solutions were periodic, while
for amplitudes large than the mean of the ωi, the solutions became asymptotically
stationary, as illustrated in Figure 3.5 and Figure 3.6. Hence there is a phase
transition between the two regimes which occurs at A = ωAV , as observed for the
ordinary Kuramoto model in [38]. In terms of the synchronisation properties, the
order parameters do not settle to a final steady value when the amplitude is small,
indicating that the system has not synchronised (or only very partially synchro-
nised), while for large amplitudes the order parameters approach a constant value
for large times (See Figure 3.7). Hence the effect of external fields is to force the
nodes into a stationary synchronised state.
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Figure 3.5: Solutions α(t) for a single node for A < ω (blue) and A > ω (red).
The driving parameter ω was 0.5. The large amplitude solution has A = 0.6 and
the small amplitude solution has A = 0.4. For amplitudes below ω the solutions
are periodic, while for large amplitudes the solution become stationary.
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(a) Solutions αi(t) with external field amplitude A = 0.2 for N = 20 nodes, with random
initial conditions −5 ≤ α0i ≤ 5 and −1 ≤ ωi ≤ 1. The mean of the ωi is 0.2841 (i.e.
greater than the amplitude A.
(b) Solutions αi(t) with external field amplitude A = 0.4 for N = 20 nodes, with random
initial conditions −5 ≤ α0i ≤ 5 and −1 ≤ ωi ≤ 1. The mean of the ωi is 0.2841 (i.e. less
than the amplitude A.
Figure 3.6: Solutions αi(t) for 20 nodes with external fields highlighting the phase
transition from partially synchronised periodic solutions to stationary synchronised
solutions with increasing amplitudes.
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(a) Order parameters for a system with external fields with a small amplitude A = 0.2.
The oscillatory behaviour of the parameters show that the system has not synchronised.
(b) Order parameters for a system with external fields with a large amplitude A = 0.4.
The order parameters all reach a constant value, which shows that the system has
synchronised.
Figure 3.7: Order parameters D (X(t)) , r(t), P (t), ξ(t) for 20 nodes with external
fields showing the phase transition from partially synchronised to synchronised
with increasing amplitudes. The initial conditions for the small and large ampli-
tude cases are identical, as the ωi, which have a mean of 0.2841.
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Chapter 4
Vector generalisation of the
hyperbolic Kuramoto model
In [23], Lohe provided a vector generalisation of the Kuramoto model where each
node i is associated with an n-vector xi in Rn. By choosing n = 2, and parametris-
ing the 2-vector as xi = (cos θi, sin θi), which preserves (euclidean) distance, all
trajectories are confined to the unit circle and the ordinary Kuramoto model is
regained. The vector equations of motion are:





[(xi · xi)xj − (xj · xi)xi] (4.1)
where Ωi is an antisymmetric n × n matrix in the Lie algebra of SO(n). For





and make the length preserving parametrisation
xi = (cos θi, sin θi)
T to constrain motion to the unit circle and hence regain the
ordinary Kuramoto Model (1.1).
4.1 Non-compact manifolds: The Unit Hyper-
bola SO(1, 1)
We can generalise (4.1) to non-compact groups by introduction of an indefinite
metric G = diag(1, . . . , 1,−1 . . . ,−1) with p entries of +1 and q entries of −1, so
the scalar dot product xi · xi is replaced by the Lorentz inner product 〈xi,xi〉 =
xTi Gxi. Hence xi is a (p + q)-vector in Minkowski space and our equations of
33
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motion read:





[〈xi,xi〉xj − 〈xi,xj〉xi] (4.2)
where Ωi is an n×n matrix in the Lie algebra so(1, n) that satisfies Tr(Ω) = 0 and
ΩTG+GΩ = 0. Note that ẋi =
d
ds
xi, where s is a strictly increasing parameter of
motion, rather than time. The reason for this will become clear in §4.2 when we
come to a physical interpretation of the model. For p = q = 1, we have the metric






If we now take the inner product of (4.2) with xi (effectively left-multiplying
the left and right hand sides by xTi G, we get:





[〈xi,xi〉〈xi,xj〉 − 〈xi,xj〉〈xi,xi〉] .
Notice that the right hand side is zero by symmetry and hence 〈xi, ẋi〉 = 0 and
therefore 〈xi,xi〉 is constant, and so by choosing 〈xi,xi〉 = −1 , all trajectories lie
on an (n− 1)-dimensional hyperboloid. Note that we could have chosen the value
of the inner product to be any constant we like and which was different for each
i i.e. 〈xi,xi〉 = −λ2i . This would have the effect of constricting each particle to
their own hyperbolae (See Appendix I for further details). After parametrizing the
2-vector as xi = (sinhαi, coshαi)
T , where αi(s) ∈ R, we recover the hyperbolic
version of the Kuramoto model:






We can arbitrarily choose K < 0 so we have an attractive interaction term, thus
avoiding singular solutions (see section 3.1).
4.2 Relativistic Interpretation
In this section, we describe a physical interpretation of the hyperbolic version of
the Kuramoto model in terms of relativistic mechanics. In §4.1 we parametrised
our two component Minkowski vector in terms of the hyperbolic functions coshα
and sinhα in order to derive a hyperbolic generalisation of the Kuramoto model.
If we now define the components of said vector such that:
sinhαi = x
0
i = ti (4.3)
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is the time component and
coshαi = x
1
i = xi (4.4)
is the spatial component, i.e. xi = (sinhαi, coshαi)
T , then we can interpret αi
physically as the rapidity of the ith particle. Each of the particles then follows a
hyperbolic path in spacetime with speed vi given by the tangent to the curve at
each point on the hyperbola (See Figure 4.1). As shown in §2.3, the hyperbolic
Kuramoto model is also Lorentz invariant, i.e. it is invariant under transformations
of the form αi → αi + α0 for constant α0.
Figure 4.1: The hyperbola is the worldine of the particles, i.e. each of the particles
follows a hyperbolic path in space-time. Geometrically, the rapidity α is the hyper-
bolic angle between the x-axis and a point on the hyperbola. The velocity of the
particle (or speed in the case of one spatial dimension) is given by the hyperbolic
tangent v = tanhα.
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4.2.1 Lorentz factor and relativistic kinematics





where we have set c = 1. If we choose xi = (ti, xi) = (sinhαi(s), coshαi(s)) as






























which is greater than or equal to 1 (since tanhαi asymptotically approaches 1)
and agrees with the definition of the relativistic Lorentz factor γ if we identify αi
as rapidity. Also ~vi = tanhαi then follows the definition of relativistic velocity
and rapidity (See Figure 4.2).


































which can be complex, since the particle’s speed given by cothαi is unbounded.
This is clearly unphysical. The relativistic 2-momentum is given by Pi = (Ei/c, pi) =
(γimc, γimvi), where m = c = 1. Hence the energy and momentum of each particle
is coshαi and sinhαi. The Minkowski inner product of Pi with itself then gives
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Figure 4.2: Average particle speed of 20 particles with random initial conditions
and ωi. The relativistic speed v is given by the hyperbolic tangent of the particles’
rapidity α. The speed of the particles asymptotically approaches the speed of light
c = 1.
the invariant energy-momentum relation E2i − p2i = 1. In a relativistic system
interactions are not instantaneous, whereas the interactions between particles in
(2.4) are assumed to be instantaneous, so in order for the relativistic interpretation
to take effect, we must include a time delay σij to account for the finite travel time
for signals between particles i and j. Hence the equations now read:





sinh (αj(s− σij)− αi(s)) .
Although we have not modelled the effect of a time-delay in the hyperbolic model,
it has been previously noted that small uniform time delays have no qualitative
effect on synchronisation in the Kuramoto model [39,40].
4.2.2 Spacetime Interval








j) be 2 space-like vectors in Minkowski space,
with time and space components of xi given by sinhαi and coshαi respectively.
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Then the spacetime interval I is given by:
I = (∆x0)2 − (∆x1)2
= (x0i − x0j)2 − (x1i − x1j)2
= (x0i )
2 − 2x0ix0j + (x0j)2 − (x1i )2 + 2x1ix1j − (x1j)2
= −1 + 2x0ix0j − 2x1ix1j − 1
= −2 + 2 cosh(αi − αj)
which (since coshα > 1 ∀ α) is always greater than or equal to zero. Hence for
αi 6= αj the space-time separation is strictly greater than zero. This corresponds
to a time-like separation i.e. events can be causally related. If instead we choose
the components as (coshαi, sinhαi), making the scalar product positive, then we
would get I = 2 − 2 cosh(αi − αj) which is less than zero (space-like separation),
meaning no two events can be causally related, which is again unphysical.
4.2.3 Proper time
In special relativity, the lack of an absolute reference frame means that each par-
ticle/reference frame has its own “proper” time τi (i.e. the time measured by the
moving particle) [41], given by dti = γi(vi)dτi, where ti is the time measured by an







. γi can also be expressed in terms of the particle’s rapidity αi such that:
dti
dτi
= γi(vi) = coshαi. (4.5)
In the SO(1, 1) model we have chosen the time-like direction to be parametrised
as ti = sinhαi for each i and our equations of motion are parametrised using an










For a single particle system dα
ds
is simply the parameter ω and coshα we showed
above to be the Lorentz factor γ. Hence
dt
ds
= ω coshα = ωγ(v). (4.7)
We now compare this result to the relativistic definition of proper time (4.5) to
show that
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ds = ωdτ. (4.8)
Hence for a one-particle system, the evolution parameter s is proportional to the
particle’s proper time and since s is an arbitrary parameter we can easily rescale




. For an N particle system, there is no common
proper time unless all the particles have the same speed, i.e. they are synchronised,





The proper time for each particle must also be an increasing function of s. For
random initial conditions α0i and random parameters ωi, the particles can, for
small s, travel backwards with respect to time. This can be avoided by choosing
the parameters ωi sufficiently large so that the RHS of (2.4) is always positive. This
parameter shift ωi → ωi + ω0, for some ω0 is equivalent to shifting the rapidities
αi to αi − ω0s.
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Chapter 5
The SO(1, 2) Vector Hyperboloid
Model
In this chapter we formulate and study a vector model of synchronisation on the
non-compact manifold SO(1, 2). Recall the vector generalisation of the Kuramoto
model to the non-compact Minkowski space:





[〈xi,xi〉xj − 〈xi,xj〉xi] . (5.1)
If we now make xi a 3-vector (which satisfies the requirement 〈xi,xi〉 = −1 , we
can choose the parametrisation xi = (sinhαi, coshαi cos θi, coshαi sin θi)
T which
constrains the particles to motion on a one-sheeted hyperboloid, whose symmetry
group is SO(1, 2). The hyperboloid of one sheet is an important object in differen-
tial geometry and general relativity where it is a model of 2-dimensional spacetime
(de Sitter space). We choose the 3× 3 driving matrix Ωi to be a general element
of the Lie algebra of SO(1, 2) which satisfies ΩTi G + GΩi = 0 for each i, for the
metric G = diag(1,−1,−1), i.e. we select:
Ωi =
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Substituting our parametrisation for xi and Ωi into (5.1), we arrive at the 3N
equations of motion:





[cos(θi − θj) coshαj sinhαi − coshαi sinhαj ] (5.3)






[− coshαj cos θj − coshαi cos θi(sinhαi sinhαj − cos(θi − θj) coshαi coshαj ]






[− coshαj sin θj − coshαi sin θi(sinhαi sinhαj − cos(θi − θj) coshαi coshαj ] .
We can reduce these 3N equations to 2N equations by multiplying (5.4) by sin θi
and subtracting (5.5) multiplied by cos θi to yield:





[cos(θi − θj) coshαj sinhαi − coshαi sinhαj] (5.6)





[coshαj sin(θj − θi)] . (5.7)
These are our defining equations for the hyperbolic Kuramoto model in 1 + 2
dimensions. Note that if we were to set θ = 0 in (5.6), then we arrive back at
the hyperbolic model (2.4), and if we set α = 0 in (5.7) we regain the ordinary
Kuramoto model (1.1). Also, by setting α = 0 and η = β = 0 in (5.6), the
equation reduces to α̇i = 0, which makes sense as we are effectively choosing the
SO(2) subgroup of SO(1, 2). Similarly, setting θ = 0 and ω = β = 0 in (5.7)
means we are choosing the SO(1, 1) subgroup, leaving us with θ̇i = 0.
5.1 Exact Solutions for One Particle
In this section we solve for the motion of a single particle moving on the hyperboloid
surface with parameters ω, β, η, and show how the equations can be reduced to
the Kuramoto model and the hyperbolic model by considering the subgroups of
SO(1, 2). We will use the vector equation (4.2) rather than the equations of
motion (5.6) and (5.7). For N = 1, the equations (4.2) reduce to the simple
matrix ordinary differential equation:
ẋ = Ωx (5.8)
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Figure 5.1: In the hyperboloid vector model, the particles (red) are constrained to
motion on a 2-dimensional hyperboloid of one sheet. Each particle i has driving
parameters ωi, ηi, βi.
where Ω is as before:
Ω =
 0 η βη 0 −ω
β ω 0
 .
We can write these equations component-wise: ẋ1ẋ2
ẋ2
 =





We can solve this single particle system for x1(s), x2(s), x3(s) using an eigenvalue
approach. The characteristic polynomial obtained using the characteristic equation
det(Ω− λI3) = 0 is:
(β2 + η2 − ω2)λ− λ3 = 0 (5.9)
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where I3 is the 3× 3 identity matrix. Solving for λ gives the eigenvalues:
λ1 = 0, λ2 = ∆, λ3 = −∆ (5.10)
where the quantity ∆ is given by:
∆ =
√
β2 + η2 − ω2. (5.11)
The corresponding eigenvectors vi are determined by solving the equation (Ω −
λiI3)vi = 0 using Gaussian elimination:
V =








where the columns of V give the eigenvectors i.e. V = (v1|v2|v3). We now look
for general solutions of the form:
x(s) = aeλ1sv1 + be
λ2sv2 + ce
λ3sv3 (5.13)
where a, b, c are constants given by the initial conditions α0 and θ0. For s = 0,
(5.13) reduces to:
x(0) = av1 + bv2 + cv3 (5.14)





Hence the coefficients a,b and c (the explicit form of the constants are presented
in Appendix II ) are given by:  ab
c
 = V −1x(0)
where x(0) = x0 is given by the initial conditions:
x0 =
 sinhα0coshα0 cos θ0
coshα0 sin θ0

From the general solution (5.13) we see that depending on whether the eigen-
values are real or imaginary, different dynamics emerge. If ∆2 = β2 +η2−ω2 is less
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Figure 5.2: Components x1(s), x2(s), x3(s) of the exact solutions for a single par-
ticle. Each component corresponds to one of the vector components. The param-
eters used were ω = 0.1, β = 0.05, η = 0.04 giving a ∆2 value of −0.0059. The
initial conditions were α0 = 2, θ0 = 1.
than zero, then the eigenvalues are imaginary (with the exception of the zero mode
λ1 = 0) and the solutions αi and θi are periodic with an angular frequency given
by the absolute value of the eigenvalue (See Figure 5.3). In terms of the particles’
trajectory on the hyperboloid surface, this corresponds to the particle oscillating
up and down in the α-direction while rotating around the hyperboloid with an
undulating velocity. The amplitudes are governed by the constants a, b, c and the
eigenvectors v1,v2,v3. If ∆
2 > 0 then the eigenvalues are real, yielding a linear
asymptotic solution α(s) with slope
√
β2 + η2 − ω2 and a stationary asymptotic
solution θ(s) shown in Figure 5.4. This means the particle simply shoots outs to
infinity at a constant velocity while remaining at a fixed angle i.e. on a hyperbola.
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Figure 5.3: Exact solutions for N = 1 with parameters ω = 0.1, β = 0.05, η = 0.04
(∆2 = −0.0059) and random initial conditions α0, θ0. A value of ∆2 < 0 means
the solutions α(s) and θ(s) are periodic.
A special case occurs if ∆2 = 0 where all three eigenvalues are zero, in which







where the eigenvectors ui satisfy (Ω− λI3)u2 = u1 and (Ω− λI3)u3 = u2. In this
case the solution α(s) will be inverse hyperbolic functions, as shown in Figure 5.5,
and the angular component θ(s) tends towards a constant, meaning the particle
moves up along a hyperbola with a decreasing velocity. Note that for all three types
of motion described, the single particle state is equivalent to the fully synchronised
N particle state, since at synchronisation αj − αi → 0 and θj − θi → 0, hence the
1 particle solutions can be applied to the N particle system at synchronisation.
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Figure 5.4: Exact solutions α(s) and θ(s) for a single particle. The parameters
used were ω = 0.03, β = 0.02, η = 0.04 giving a ∆2 value of 0.0011, yielding a
linear asymptotic solution α(s) and a stationary angular solution θ(s). The initial
conditions were generated randomly.
Figure 5.5: Exact solutions α(s) and θ(s) for a single particle. The parameters
used were ω = 0.05, β = 0.04, η = 0.03 giving a ∆2 value of 0, yielding an inverse
hyperbolic asymptotic solution α(s) and a stationary angular solution θ(s). The
initial conditions were generated randomly.
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5.1.1 1 particle solutions for the SO(2) subgroup
We now show how the vector hyperboloid model can be reduced to the ordinary
Kuramoto model and the 1-dimensional hyperbolic model by considering the sub-
groups of the system’s symmetry group SO(1, 2), namely SO(2) and SO(1, 1). For
the SO(2) subgroup (η = β = 0), i.e. the Kuramoto model, we parametrised the






with eigenvalues λ1 = −iω and λ2 = iω. The columns of V give the corresponding







Again we look for solutions of exponential form:
x(s) = aeλ1sv1 + be
λ2sv2 (5.16)



















= cos(θ0 + ωs).
Hence cos θ(s) = cos(θ0 + ωs) i.e. θ(s) = θ0 + ωs. Likewise for x2(s) we get
sin θ(s) = sin(θ0 + ωs) i.e. θ(s) = θ0 + ωs. This is consistent with the ordinary
Kuramoto model, where a one-particle system has the simple differential equation
θ̇ = ω. This can also be seen by setting η = β = 0 in (5.7).
5.1.2 1 particle solutions for the SO(1,1) subgroup
For the SO(1, 1) subgroup (ω = β = 0) we parametrised the 2-vector as (x0, x1) =
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with eigenvalues λ1 = η and λ2 = −η. The columns of V give the corresponding







Again we look for solutions of exponential form:
x(s) = aeλ1sv1 + be
λ2sv2 (5.17)


















= sinh(α0 + ηs).
Hence sinhα(s) = sinh(α0 + ηs) i.e. α(s) = α0 + ηs. Likewise for x2(s) we
get coshα(s) = cosh(α0 + ηs) i.e. α(s) = α0 + ηs, in agreement with the 1-
dimensional hyperbolic model, which, for a single particle has equation α̇ = η.
Setting ω = β = 0 in (5.6) gives the same result.
5.2 Definition and Measures of Synchronisation
In the 1-dimensional hyperbolic model and the Kuramoto model, particles/oscillators
were considered synchronised, or phase locked if their trajectories approached par-
allel lines or if they completely coincided, in the case of complete synchronised.
This definition can be used in the hyperboloid model, with the caveat that syn-
chronised trajectories need not only be linear functions, but can also have periodic
or hyperbolic s dependence. To measure the onset of synchronisation we will use
the Kuramoto order parameter R(s) (1.4) to measure synchronisation in the θ-
direction and the disorder parameter r(s) (2.19) to measure synchronisation in
the α-direction. In addition to these 1-dimensional measures, we introduce a 2-
dimensional measure of synchronisation based on the Minkowski inner-product
between any two particles on the hyperboloid surface. For any two particles i and
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j with coordinates xi and xj, the separation, or interval Iij(s) between them is:
Iij(s) = 〈xi − xj,xi − xj〉
= (x0i − x0j)2 − (x1i − x1j)2 − (x2i − x2j)2
= sinh2 αi + sinh
2 αj − 2 sinhαi sinhαj − cosh2 αi(cos2 θi + sin2 θi)
− cosh2 αj(cos2 θj + sin2 θj) + 2 coshαi coshαj(cos θi cos θj + sin θi sin θj)
= −2− 2 (sinhαi sinhαj − coshαi coshαj cos(θi − θj))
This interval can therefore be either positive or negative, because we are in a non-
euclidean, hyperbolic space. Using the above interval I, we define the (dis)order






|−1− sinhαjαi + coshαj coshαi cos(θj − θi)|. (5.18)
5.3 Exact Solutions for two particles
In order to gain some basic understanding of the properties of this complicated
hyperboloid system, such as synchronisation and the possibility of the solutions
developing hyperbolic singularities, as observed in 2.3, we will take the simplest
interacting system and consider what happens when we have only 2 particles. For
2 particles with identical parameters η, β, ω we have the four equations of motion:
α̇1 = η cos θ1 + β sin θ1 +
K
N
[cos(θ1 − θ2) coshα2 sinhα1 − coshα1 sinhα2] (5.19)
α̇2 = η cos θ2 + β sin θ2 +
K
N
[cos(θ2 − θ1) coshα1 sinhα2 − coshα2 sinhα1] (5.20)
θ̇1 = tanhα1(β cos θ1 − η sin θ1) + ω −
K
N coshα1
coshα2 sin(θ2 − θ1) (5.21)
θ̇2 = tanhα2(β cos θ2 − η sin θ2) + ω −
K
N coshα2
coshα1 sin(θ1 − θ2). (5.22)
We will simplify the equations further by setting η = β = 0. We could also have
set ω = 0, effectively making the matrix Ω = 0, but the effect of ω is simply to
introduce a linear (slope ω) time dependence into the angular solutions θi, hence
keeping ω 6= 0 is just as simple as removing it. In essence we are ignoring the
particles’ individual behaviours and considering only the effect of the interaction
terms. Taking the difference of the equations for α̇i and for θ̇i leaves us with the
equations:




















sinh ρ (cos θ − 1) (5.25)









We can find exact solutions for θi(s) and αi(s) using the above sum and differ-
ence equations for certain cases with restricted initial conditions.
5.3.1 Case 1
The simplest two-particle system is when both particles start at the same point










Hence the separation in both the θ- and α-directions is constant, i.e. θ(s) = θ01−θ02
and α(s) = α01 − α02. We now use (5.26) to get φ̇ = 2ω. By integrating we obtain:
φ(s) = 2ωs+ φ0
. Adding the equations for θ(s) and φ(s) gives us the solutions for θ1 and θ2:
θ1(s) = 2ωs+ θ
0
1 (5.27)
θ2(s) = 2ωs+ θ
0
2. (5.28)
Now we use (5.25) to observe that ρ̇ = 0 and hence that ρ(s) = α01 +α
0
2. Finally







Hence if the particles start together, they will stay together. In this somewhat triv-
ial case, the coupling constant can be either positive or negative without changing
the solutions.
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(a) Solutions αi(s) for Case 1
(b) Solutions θi(s) for Case 1
Figure 5.6: Solutions for N = 2 where the initial conditions are identical for each
particle i.e. θ01 = θ
0




2 = 2. In this case, the particles remain together
always for positive or negative coupling constant K. The slope of the angular
solutions θi is ω = 0.1. A coupling constant of K = −0.1 was used.
5.3.2 Case 2




1 = −α02. The equations
of motion (for the differences α and θ reduce to:
θ̇ = 0
α̇ = K sinhα
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with solutions:
θ(s) = θ0 = θ01 − θ02 (5.31)










. The equations for ρ̇ and φ̇ reduce to
ρ̇ = 0 (5.33)
φ̇ = 2ω (5.34)
with solutions




ρ(s) = α01 + α
0
2. (5.36)
Combining θ with φ and α with ρ as before, the solutions for αi for each particle
are:













while for θi we have as before:
θ1(s) = 2ωs+ θ
0
1 (5.39)
θ2(s) = 2ωs+ θ
0
2. (5.40)
The solutions αi develop the same hyperbolic singularities observed in 2.3 if the
couplingK is positive, while forK < 0, the solutions converge to a single trajectory
at α = 0 (i.e. at the waist of the hyperboloid). The angular solution θi are linear
in s i.e. the particles move around the hyperboloid at a constant speed dθi
ds
.
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(a) Solutions αi(s) for Case 2
(b) Solutions θi(s) for Case 2
Figure 5.7: Solutions for N = 2 with the initial conditions θ01 = θ
0
2 = 1, α
0
1 =
−α02 = −2. α1 and α2 converge to the same asymptotic value at the waist of the
hyperboloid α = 0, while the angular components remain together always, with
slope ω (chosen to be 0.1). A coupling constant of K = −0.1 was used.
5.3.3 Case 3
We now consider what happens when θ01 = −θ02, α01 = −α02. Following the same
analysis as before we get the following solutions αi(s):







































The angular solutions θi(s) are:














As in case 2, the solutions for αi will develop hyperbolic singularities when K > 0,
and will converge to a single solution for K < 0. Singularities and convergence
(synchronisation) of solutions will develop slower than in case 2, due to the ar-
gument of the inverse hyperbolic tangent function being suppressed by a square
root of an exponential time dependence. The angular solutions will asymptotically
converge to the same straight line with slope ω when K < 0, while for K > 0 they
diverge from each other, asymptotically approaching two straight lines with slope
ω separated by a constant value of π.
5.3.4 Case 4
We now consider what happens when θ01 = −θ02, α01 = α02. Following the same
analysis as before we get the following solutions αi(s):

























The angular solutions θi(s) are:














For positive K the solutions αi decay to zero together, and will develop hyperbolic
singularities when the coupling constant is negative (the reverse of case 3). Like-
wise, the angular solutions are essentially the reverse of those in case 3, becoming
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(a) Solutions αi(s) for Case 3
(b) Solutions θi(s) for Case 3
Figure 5.8: Solutions for N = 2 with the initial conditions θ01 = −θ02, α01 = −α02.
The solutions for α converge to the same trajectory, as in case 2, but slower.
The angular solutions also converge, to a single line with constant slope ω = 0.1.
K = −0.1
separated for positive K (asymptotically approaching straight lines split apart by
π, and converging for negative K.
The different synchronisation behaviours of the two-particle systems considered
are reflected by the Kuramoto order parameter (1.4) and the disorder parameter
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(a) Solutions αi(s) for Case 4
(b) Solutions θi(s) for Case 4
Figure 5.9: Solutions for N = 2 with the initial conditions θ01 = −θ02 = −1, α01 =
α02 = 2. α1 and α2 both decay towards α = 0 for positive K. θ1 and θ2 diverge
slowly and approach parallel lines of slope ω = 0.1 separated by π i.e. the particle
are phase-locked on opposite sides of the circle. K = 0.1.
(2.19) in Figure 5.10. Recall that an order parameter with unit value corresponds
to complete synchronisation, as does a disorder parameter of zero. Also note that
each parameter measures synchronisation in a different direction/dimension. In
Case 1, all initial conditions were identical, hence the particles always remained
together, and so R(s) = 1 and r(s) = 0 for all values of s, while in Case 4
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the equilibrium state was that the angular components θ1,2(s) adopted an anti-
synchronised configuration, with each particle locked on opposite sides of the circle,
resulting in an order parameter of R = 0. The hyperbolic components always
remained together, hence the disorder parameter was always zero. The long-term
mean spacetime separations I(s) for cases 1-3 was zero, showing synchronisation,
while for case 4, I(s) approached a value of 1.
(a) Case 1 (b) Case 2
(c) Case 3 (d) Case 4
Figure 5.10: The disorder parameters and Kuramoto order parameters for the
N = 2 solutions for the 2-dimensional hyperboloid model. Asymptotic values for
the order and disorder parameters of 1 and 0 respectively, show that complete
synchronisation occurs for cases 1-3. For case 4, the disorder parameter goes to 0,
but the order parameter is 0, hence this system only partially synchronises i.e. it
only synchronises in the α-direction.
By studying the hyperboloid model for a system of two particles with certain
initial conditions, we have shown analytically that, as in the one dimensional
hyperbolic model, solutions can converge, becoming completely synchronised, or
only partially synchronise, with particle trajectories only converging to parallel
lines. Solutions can also become singular at some finite time, depending on the
sign of the coupling constant, as in the one dimensional model.
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5.4 Numerical Results
In this section we investigate numerical properties of the vector hyperboloid model
((5.6) and (5.7)) for a system of N = 20 particles with either positive or negative
coupling constant Ki = K = ±1 parameters βi, ηi, ωi and initial conditions α0i , θ0i .
We describe the different types of solutions which emerge from the vector hyper-
boloid model such as bounded and unbounded trajectories, as well as the collective
(synchronous or otherwise) behaviour of the system, and how this depends on the
chosen initial conditions. Firstly we summarise numerical properties specific to
N = 2.
5.4.1 Numerical Observations for N=2
To understand the two particle system for general initial conditions and parame-
ters, we must rely on numerical results rather than exact results due to the com-
plexity of the equations of motion. Synchronisation was best achieved when the
initial hyperbolic angles α0i were very close to the waist of the hyperboloid α = 0.
If either of the particles started too far from the waist (with both particles on the
same side of the waist), then we encounter singularities consistent with those pre-
dicted in the exact results above. It is possible for the system to attain some level
of synchronisation even when the particles start far away from the waist if, and
only if, they start on opposite sides of the waist, e.g. if particle 1 starts at α01 = 40
and particle 2 starts at α02 = −40. This system will of course take much longer to
reach synchronisation than if the particles had started much closer together. We
also find that the system is insensitive to the choice of the initial angles θ0i .
5.4.2 Negative coupling
Setting the matrix Ωi = 0 for all i (i.e. setting the parameters (ωi = βi = ηi = 0)
removes the “natural” behaviour of the particles, so the only dynamical behaviour
arises from the coupling between particles. For negative (attractive) coupling
(K = −1), and initial conditions θ0i distributed randomly around the hyperboloid
i.e. between 0 and 2π, and initial α0i spread randomly over a small region near the
waist of the hyperboloid (−1/1000 < α0i < 1/1000), then the system synchronises
completely, with particles converging to the same stationary point. The initial
conditions α0i must be restricted to a small region around the waist for solutions
to exist for all s; if they are too far from the waist (even if they are all close to
each other), then we encounter singularities of the kind we observed in §5.3. If
the initial conditions are spread evenly i.e. symmetrically above and below the
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waist α = 0, then the interval over which the particles are spread can be increased
somewhat (−1/100 < α0i < 1/100) before developing hyperbolic singularities, in
contrast to the N = 2 system, where the particles can start arbitrarily far away.
The parameters η and β boost the stationary synchronised solutions αi(s) up or
down the hyperboloid linearly towards plus or minus infinity, respectively, i.e. they
add a linear s-dependence with slope η or −β to the stationary solutions. The
angular solutions θi(s) remain stationary i.e. the solutions stay in the same verti-
cal plane of the hyperboloid and do not rotate. If both boost parameters η and β
are non zero, then the synchronised motion along the hyperboloid αi(s) is linear
with slope
√
η2 + β2. The parameter ω causes the stationary solutions to rotate
around the hyperboloid at a constant frequency ω with constant αi.
For general driving matrix Ω =
 0 η βη 0 −ω
β ω 0
, there are three different types of
solutions (See Figure 5.11) for αi(s) and θi(s), depending on the relative magni-
tudes of the driving parameters and hence the sign of ∆2.
1. if ∆2 = β2 + η2 − ω2 < 0, then the eigenvalues of the matrix Ω (5.10) are
imaginary, and so the solutions αi(s) and θi(s) are periodic, with angular












2. if ∆2 > 0 then the eigenvalues are real and the synchronised solutions αi(s)
are linear in with slope
√
β2 + η2 − ω2 while the long term angular solutions
θi are stationary.
3. The third (and special) case ∆2 = 0 gives solutions αi which look like in-
verse hyperbolic functions, while the angular solutions are asymptotically
stationary.
Note that the insets in Figure 5.11 all show convergence1 of the particles’ tra-
jectories, demonstrating that synchronisation occurs for K < 0 and any value of
∆2.
It is possible to have small random perturbations in the driving parameters so
that the driving matrix Ωi depends on i and still achieve synchronisation, and with-
out singularities occurring, but only if ωi is relatively large compared to the other
1The angular solutions seem to split into “clusters”; in fact these two clusters are separated
by 2π in the angular direction (around the hyperboloid) i.e. they are all together.
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two parameters, i.e. the motion in the α direction must be bounded (e.g. periodic).
Even with this bounded periodic motion, large perturbations will cause hyperbolic
singularities. If the α-motion is naturally unbounded, then any randomness (i
dependence) in any of the parameters causes singularities. As we observed in the
1 + 1 dimensional hyperbolic Kuramoto model §3, there is no critical coupling.
The coupling constant K affects the time scale over which the system evolves e.g.
a large coupling will cause the system to synchronise faster.
We can gain some numerical understanding of the N particles system and con-
firm the analytical results above using Fourier transforms to analyse the periodicity
of the solutions. The mean Fourier spectrum is shown in Figure 5.12. This figure
uses driving parameters ω = 0.3, β = 0.2, η = 0.1, giving a ∆2 value of −0.04 and




η2 + β2 − ω2|) of 0.0318. The large peak
at zero in Figure 5.12 is due to a constant in the solutions αi(s). From general
solution (5.13) we see that the solution component corresponding to λ1 = 0 has no
time dependence (i.e. it is a zero mode). This peak also indicates the mean value
of the the solutions αi(s). The presence of harmonics, the progressively smaller
peaks at integer multiples of the fundamental (linear) frequency means the peri-
odic solutions are not pure sinusoids. Note that the Fourier spectrum only tells
us that the particles oscillate at the same frequency; it does not give any infor-
mation about whether the particle trajectories are synchronised in terms of their
relative positions i.e. phase locked. The order and disorder parameters shown in
Figure 5.13 show that this system fully synchronises, with an order parameter of
unity and a disorder parameter of zero, at roughly s = 10.
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(a) Numerical Solutions αi(s) with
K = −1 and parameters ω =
0.03, η = β = 0.01. ∆2 < 0.
(b) Numerical Solutions θi(s) with
K = −1 and parameters ω =
0.03, η = β = 0.01. ∆2 < 0.
(c) Numerical Solutions αi(s) with
K = −1 and parameters ω =
0.05, β = 0.04, η = 0.03. ∆2 = 0.
(d) Numerical Solutions θi(s) with
K = −1 and parameters ω =
0.05, β = 0.04, η = 0.03. ∆2 = 0.
(e) Numerical Solutions αi(s) with
K = −1 and parameters ω = β =
η = 0.01. ∆2 > 0.
(f) Numerical Solutions θi(s) with
K = −1 and parameters ω = β =
η = 0.01. ∆2 > 0.
Figure 5.11: N particle solutions for the Hyperboloid model with negative coupling.
There are three different types of solutions, depending on the relative magnitude
of the driving parameters and the sign of ∆2 in (5.11): 5.11a and 5.11b show
oscillatory behaviour, 5.11c and 5.11d show an inverse hyperbolic trajectory and
5.11e and 5.11f are linear. The inserts show the initial transient behaviour. Note
that the angular solutions seem to split into “clusters”; in fact these two clusters
are separated by 2π i.e. they are part of the same cluster.
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Figure 5.12: Mean Fourier Transform of αi(s) of a 20 particle system with K =
−1. The (fundamental) frequency is given by the absolute value of the eigenvalue√
β2 + η2 − ω2 divided by 2π. The parameters used are ω = 0.3, β = 0.2, η = 0.1,
giving a ∆2 value of −0.04, giving a fundamental frequency of 0.0318. The peak
at 0 frequency is due to a constant in the s-domain. The inset shows the fourth
harmonic at 4 times the fundamental frequnency. A Hanning window was applied
to the numerical results to reduce spectral leakage [42], which arises from sampling
a periodic signal over a finite time interval.
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Figure 5.13: Kuramoto order parameter R(s) and disorder parameter r(s) for a
system of N = 20 particles with negative coupling constant K = −1 and parame-
ters ω = 0.3, β = 0.2, η = 0.1 (∆2 = −0.04). The asymptotic values of R = 1 and
r = 0 indicate that the system has fully synchronised. Also shown is the mean
separation I(s), which goes to zero for synchronised systems.
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5.4.3 Positive coupling
Reversing the sign of K makes the interactions between particles repulsive rather
than attractive, hence the behaviour is quite different. When the coupling be-
tween particles was negative (attractive), we saw that the particles generally syn-
chronised, unless the initial conditions were not tight enough. As we saw in the
negative coupling case, there are three types of solutions depending on the relative
sizes of the driving parameters: periodic, hyperbolic and linear. These are shown
in Figure 5.15. However, if the coupling is positive, then the particles will often
split into two very loose clusters which move apart in the α-direction, and which
are anti-synchronised in the θ-direction, i.e. they are completely out-of-phase and
synchronisation does not occur (see Figure 5.14). The initial conditions α0i , which
can be chosen at random or evenly spaced, do not need to be as tightly restricted
(they can be distributed over the interval −1/10 < α0i < 1/10) as the negatively
coupled system to avoid singularities. If ω is small compared to η and β, meaning
that the solutions are unbounded, then hyperbolic singularities can occur as the
two clusters move apart, as illustrated in Figure 5.15e at s = 1800. We can avoid
these singularities by choosing ω large enough to make the eigenvalues imaginary
(i.e. ∆2 > 0), resulting in bounded periodic solutions, such as in Figure 5.15a.
Figure 5.14: Order and Disorder parameters R(s),r(s) and I(s) for the same sys-
tem as in Figure 5.13, except with positive coupling K = +1. Neither of the
synchronisation measures R or r approach a constant asymptotic value, hence the
system does not synchronise. Also a value of I 6= 0 means the system is not
synchronised
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(a) Numerical Solutions αi(s) with
K = 1 and parameters ω = 0.03, η =
β = 0.01. ∆2 < 0.
(b) Numerical Solutions θi(s) with
K = 1 and parameters ω = 0.03, η =
β = 0.01. ∆2 < 0.
(c) Numerical Solutions αi(s) with
K = 1 and parameters ω = 0.05, β =
0.04, η = 0.03. ∆2 = 0.
(d) Numerical Solutions θi(s) with
K = 1 and parameters ω = 0.05, β =
0.04, η = 0.03. ∆2 = 0.
(e) Numerical Solutions αi(s) with
K = 1 and parameters ω = β = η =
0.01. ∆2 > 0.
(f) Numerical Solutions θi(s) with
K = 1 and parameters ω = β = η =
0.01. ∆2 > 0.
Figure 5.15: N particle solutions for the Hyperboloid model with positive coupling.
There are three different types of solutions, depending on the relative magnitude
of the driving parameters and the sign of ∆2 in (5.11): 5.15a and 5.15b show
oscillatory behaviour, 5.15c and 5.15d show an inverse hyperbolic trajectory and
5.15e and 5.15f are linear. The inserts show the initial transient behaviour. Note, in
5.15d and Figure 5.15f, the solutions seem to separate into three clusters, however
the top and bottom clusters are separated by 2π and are therefore part of the same
cluster.
Chapter 6
Conclusion and Future Directions
The Kuramoto model is the most widely used model for the synchronisation of
coupled phase oscillators. It can be expressed in matrix form where the matri-
ces are elements of the rotation group SO(2), which can be generalised to matrix
models with elements belonging to any Lie group, compact or non-compact. In
this thesis we have studied a hyperbolic form of the Kuramoto model by replacing
the compact rotation group SO(2) with the non-compact group SO(1, 1). The
equations of motion are invariant under SO(1, 1) transformations, just as the Ku-
ramoto model is invariant under SO(2) transformations i.e. rotations. We solved
the model exactly for a system of N = 2 nodes and studied its dynamics. This
model varies from the Kuramoto model in that it allows unbounded trajectories,
where the particles propagate out to infinity, and trajectories which may become
singular in a finite time i.e. solutions may exist only locally rather than globally.
However, provided solutions exist globally, which may be ensured by sufficiently
restricting the initial conditions, the emergent phenomenon of synchronisation re-
mains well-defined in this non-compact model and can be detected and quantified
by synchronisation measures such as D, r, P, ξ. If the driving parameters ωi are
identical, then their trajectories coincide, leading to complete synchronisation; if
the parameters ωi are non-identical, then the trajectories trace out parallel paths
and we have incomplete/partial synchronisation.
There is also no critical coupling constant for this hyperbolic Kuramoto model,
unlike the ordinary KM [21]; synchronisation occurs whenever K > 0 and can
still partially occur if there is negative coupling, as long as there is only one node
with negative coupling, and as long as this negative coupling is much smaller than
the positive couplings. The inclusion of more than one negatively coupled node
caused the system to develop singularities. This is very different to the Kuramoto
system, wherein the inclusion of repulsive interactions can cause desynchronised
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states or π-states, where the conformists (attractive) and contrarians (repulsive)
cluster separately from each other. Other modifications of the model, such as the
inclusion of a (hyperbolic) phase lag or external fields were studied numerically
and showed similar behaviours as in the ordinary Kuramoto system [15, 38]; the
inclusion of a phase-lag can be used to control the synchronisation frequency, but
cannot prevent synchronisation entirely, unlike in the KM. External fields, as in
the KM, tend to counteract synchronisation for small field amplitudes and force
the system into a stationary synchronised state for large amplitudes.
We have also developed a vector model of synchronisation for non-compact sym-
metry groups, in which particles are no longer constrained to motion on the unit
circle as in the Kuramoto model. In choosing the one-dimensional Lorentz group
SO(1, 1) we regain the hyperbolic Kuramoto model, in which particles move on
the unit hyperbola. As the equations are invariant under Lorentz transformations,
the vector model leads to a physical interpretation of the model as a system of N





are spacetime coordinates of a particle i. For a valid relativistic interpretation, the
hyperbolic Kuramoto model requires choosing sufficiently large driving parameters
ωi such that the proper time is a strictly increasing function of s, and requires a
modification which takes into account the finite time delay of particle interactions,
which has not been numerically modelled in this thesis, but which is expected to
have little effect on synchronisation [39,40].
Another non-compact manifold on which synchronisation occurs is the 1 + 2
dimensional Lorentz group SO(1, 2). We formulated a vector model of synchroni-
sation for the non-compact symmetry group SO(1, 2), where particles interact on
a one-sheeted hyperboloid. By fixing an angle, or a hyperbolic angle, the resulting
equations of motion reduce to the hyperbolic, or the ordinary Kuramoto models re-
spectively. Exact solutions for a single particle on the hyperboloid surface showed
that there are three distinct trajectory types: oscillatory, linear and inverse hyper-
bolic trajectories. The equations were also solved exactly for a restricted subset
of initial conditions for a system of two particles, and it was shown that, as in
the one-dimensional model, synchronised states and singularities can both form
depending on the coupling constant. The degree of synchronisation was measured
in a number of ways; the Kuramoto order R(s) parameter was used to quantify
synchronisation in angular (θ) direction while the disorder parameter r(s), used
in the 1-dimensional model, was used to quantify synchronisation in the (α) di-
rection. A 2-dimensional measure of synchronisation I(s) was introduced, based
on the Minkowski scalar product, to measure the overall synchronisation on the
hyperboloid surface. The general 2-dimensional hyperboloid model displays a wide
range of dynamic behaviour, such as unbounded and singular solutions as in the
1-dimensional hyperbolic Kuramoto model, and also exhibits three distinct types
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of dynamics, depending on the relative magnitudes of the driving parameters. For
∆2 = β2 + η2− ω2 < 0 the solutions are periodic, for ∆2 > 0 solutions are asymp-
totically linear and for ∆2 = 0 solutions are inverse hyperbolic functions. Each
of these can exhibit synchronous, asynchronous or divergent/singular behaviour
depending on the parameters of the system and the sign of the coupling constant.
Trajectories generally synchronise for negative coupling and desynchronise for pos-
itive coupling. For both positive and negative coupling, solutions may exist only
locally, i.e. they may develop singularities at some time if the initial conditions
are not restricted to a small region near the waist of the hyperboloid.
As in the 1 dimensional hyperbolic model there is no critical coupling; synchro-
nisation can occur for any K < 0. The vector model for SO(1, 2) has not yet led to
a satisfactory relativistic interpretation, which may not be at all possible. It is well
known that there is no satisfactory formulation for an interacting multi-particle
system in classical relativistic mechanics except for some few special cases [41]. In-
deed it seems that the SO(1, 1) model is one of those few special cases. Whether
or not the SO(1, 2) vector model is another is unclear and is a possible topic for
future study. Another possibility for future exploration is the generalisation of the
matrix model to higher dimensional non-compact groups, in particular the group
SO(1, 2). Whereas the one-dimensional vector and matrix models resulted in the
same N equations of motion (for N particles), the matrix model for SO(1, 2) will
not be the same as the vector model since the Lie group SO(1, 2) is a 3-parameter
group, and will therefore lead to 3N coupled equations of motion rather than 2N
for the vector model.
The results presented in this thesis are significant for several reasons. The
first is that we have extended the Kuramoto model to non-compact manifolds
and have shown that synchronisation is possible even when solution trajectories
are unbounded, opening the door to the study of synchronisation in other models
with unbounded trajectories. Secondly, the hyperbolic model can be interpreted
as a relativistic interacting multi-particle dynamical system, something which is
quite rare and therefore deserves further examination. The hyperbolic Kuramoto
model has endless room for future investigation. Many of the generalisations and
variations of the ordinary Kuramoto model could be applied to the non-compact
version. Examples include time delayed couplings, which have been considered in
this thesis but not explicitly modelled, the possibility of chimera states, and the
effect of complex network topologies, such as small world networks or scale-free
networks [1,2,6,18,43]. as well as networks in which there are multiple competing
populations of oscillators [28]. In this thesis we have only considered the basic
all-to-all network, where each particle/node is connected to every other. More
complex network topologies and coupling configurations may lead to interesting
dynamical behaviours.
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Appendix I
This appendix contains a paper entitled “Synchronization of relativistic particles
in the hyperbolic Kuramoto model” which has been published in the journal Chaos
and which is based on the original research contained in this thesis.
Synchronization of relativistic particles in the hyperbolic Kuramoto model
Louis M. Ritchie,a) M. A. Lohe,b) and Anthony G. Williamsc)
Centre for Complex Systems and Structure of Matter, Department of Physics, University of Adelaide,
Adelaide 5005, Australia
(Received 7 January 2018; accepted 7 May 2018; published online 23 May 2018)
We formulate a noncompact version of the Kuramoto model by replacing the invariance group
SO(2) of the plane rotations by the noncompact group SO(1, 1). The N equations of the system are
expressed in terms of hyperbolic angles ai and are similar to those of the Kuramoto model, except
that the trigonometric functions are replaced by hyperbolic functions. Trajectories are generally
unbounded, nevertheless synchronization occurs for any positive couplings ji, arbitrary positive
multiplicative parameters ki and arbitrary exponents xi. There are no critical values for the
coupling constants. We measure the onset of synchronization by means of several order and
disorder parameters. We show numerically and by means of exact solutions for N¼ 2 that solutions
can develop singularities if the coupling constants are negative, or if the initial values are not
suitably restricted. We describe a physical interpretation of the system as a cluster of interacting
relativistic particles in 1þ 1 dimensions, subject to linear repulsive forces with space-time trajecto-
ries parametrized by the rapidity ai. The trajectories synchronize provided that the particle separa-
tions remain predominantly time-like, and the synchronized cluster can be viewed as a bound state
of N relativistic particle constituents. We extend the defining equations of the system to higher
dimensions by means of vector equations which are covariant with respect to SO(p, q). Published
by AIP Publishing. https://doi.org/10.1063/1.5021701
The Kuramoto model and its many extensions continue
to provide new and interesting examples of the behaviou-
ral characteristics of complex dynamical systems, such as
the properties of synchronized states, the role of critical
couplings, the effects of nontrivial network topologies,
and of distributed amplitudes of oscillation and link-
dependent time delays. We formulate the Kuramoto
model as the evolution equations of a system of SO(2)
rotation matrices, with nonlinear cubic interactions
between connected nodes. We investigate a noncompact
version of the Kuramoto model by replacing SO(2) by the
Lorentz group SO(1, 1), leading to equations for the
hyperbolic angles in which the trigonometric interactions
are replaced by hyperbolic functions. This hyperbolic
model has properties similar to those of the standard
Kuramoto model in that the system synchronizes for pos-
itive coupling constants and positive amplitudes but dif-
fers in that there is no critical value for the coupling
constants; instead, synchronization occurs for all positive
couplings. Other differences are the appearance of
unbounded trajectories and, in some cases, singularities
in which solutions exist only locally for certain initial val-
ues. We present a physical interpretation of the model as
a system of relativistic particles of unit mass in which the
coordinate at each node is the rapidity of the correspond-
ing particle. Trajectories are restricted to a space-time
hyperbola and particles are propelled out to infinity with
increasing speed as a synchronized cluster. Particles on
different hyperbolas can also synchronize provided that
the time-dependent network topology is not too sparse.
This system represents a consistent relativistic multipar-
ticle model with an arbitrary number of nodes.
I. INTRODUCTION
Synchronization is a ubiquitous phenomenon in physi-
cal, biological and other complex systems which has been
widely investigated.1–5 Synchronization involves two or
more interacting elements of a dynamical system whose
properties become correlated in time, leading to the evolu-
tion of the system as a collective entity. A widely studied
model of synchronization is the Kuramoto model6 along
with its many extensions and generalizations.5,7 The useful-
ness of this model arises from its amenability to both numeri-
cal and analytical investigations, while at the same time
displaying a wide variety of synchronization behaviours. The
Kuramoto model consists of a population of N harmonic
oscillator variables hiðtÞ with natural frequencies xi and cou-
pling constants ji, with the governing equations





kikj sin ðhj  hiÞ; (1)
where we have included multiplicative parameters ki which
denote the amplitudes of oscillation.8 Such parameters were
first introduced by Daido9 in 1987 but have also been used in
more recent applications.10,11 One could also include non-
trivial network couplings, distributed phase lag, time delay,
etc.; see Ref. 5 for various generalizations. It is well
known1,4 that for weak couplings, the nodes oscillate almost
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partially synchronize, and for sufficiently large couplings,
the oscillators phase lock with a common frequency.
The properties of the Kuramoto model are closely linked
to those of the 2-dimensional rotation group, for example,
(1) is invariant under plane rotations in which hi ! hi þ h0,
for any constant angle h0. Equation (1) is also covariant with
respect to rotating frames of reference, in which hi !
hi þ x0t for any constant frequency x0, leading to
xi ! xi  x0. The model (1) can equivalently be regarded
as the evolution equations of two-dimensional rotation matri-
ces parametrized by hi. Higher-dimensional matrix general-
izations of the Kuramoto model exist in which the rotation
group is replaced by any compact classical Lie group.12 For
example, the N Eqs. (1) can be generalized to Ndðd  1Þ=2
independent equations for elements of the rotation matrices
Oi 2 SOðdÞ in any dimension dP2 and has synchronization
properties similar to those of the Kuramoto model. Rigorous
results, for general matrix models, such as the existence and
stability of phase-locked states have been obtained.13
Besides the matrix models, for which the trajectories lie
on the compact group manifold, there are vector models with
trajectories in d dimensions that are confined to the unit
sphere Sd1. For d¼ 2, these reduce to the Kuramoto model,
where the unit 2-vector is given by xi ¼ ðcos hi; sin hiÞ.
Synchronization occurs with properties similar to those of
the Kuramoto model.12,14,15
A common feature of these generalizations is that trajec-
tories are restricted to compact manifolds, but the possibility
that dynamical models can be extended to include noncom-
pact manifolds was previously noted,12 and general matrix
models have since been defined and analyzed.16 Several
points of difficulty arise with these models, which naturally
have unbounded trajectories. Firstly, singularities can appear
as the system evolves, i.e., the solutions might exist only
locally; secondly, the initial values of the system must gener-
ally be restricted for synchronization to occur, otherwise tra-
jectories can rapidly diverge, preventing any possibility of
synchronization. Sufficient conditions for the global exis-
tence of solutions, with restricted initial values, and the exis-
tence of phase-locked states have been derived.16 These
results show that the concept of synchronization extends to
matrix models with noncompact symmetry groups, and also,
as we show here by example, to vector models with an indef-
inite inner product.
In the case of matrix models, we choose the noncompact
group SO(1, 1) and derive a hyperbolic form of the
Kuramoto model which we analyze in detail in Sec. III. We
find an exact solution for N¼ 2, which points to possible
behaviours of the general system, and also discuss measures
of synchronization, with numerical observations.
We obtain the same hyperbolic Kuramoto equations
from the vector model using an indefinite metric in Sec. IV,
in which trajectories are confined to hyperbolas in the plane,
and show in Sec. V that this model describes the synchroni-
zation of relativistic particles in Minkowski space-time in
1þ 1 dimensions. This interpretation requires several modifi-
cations to the equations of the system; firstly, particle space-
time separations must be time-like in order for interactions
to occur, which then leads to a time-dependent network
topology and secondly, since interactions cannot occur
instantaneously in a relativistic system, we must allow for
time delays.
II. MATRIX MODELS ON NONCOMPACT MANIFOLDS
We formulate a hyperbolic form of the Kuramoto model
by selecting the noncompact Lorentz group SO(1, 1) as the
symmetry group for Eq. (1.3) in Ref. 16; specifically, we
start with the system of N matrix equations
_XiX
1










where Xi is a group element located at the ith node and Xi is
an element of the corresponding Lie algebra. We allow for
node-dependent coupling coefficients ji and also include
real multiplicative parameters ki, as shown in (2). For sim-







then G2 ¼ Id and elements Mi of SO(p, q) are real matrices
which satisfy MTi GMi ¼ G with M1i ¼ GMTi G, where MTi
denotes the transpose of Mi and elements Xi of the Lie alge-
bra of SO(p, q) satisfy XTi Gþ G Xi ¼ 0. Equation (2) now













where Xi is an element of the Lie algebra of SO(p, q). For
the compact case G¼ Id these equations are equivalent to
Eq. (5) in Ref. 12, namely, (setting Mi¼Oi)
_OiO
T










For d¼ 2, the symmetry group is SO(2) and with the
parametrization Oi ¼

cos hi sin hi
sin hi cos hi

, (5) reduces to the
Kuramoto model (1).
Because the RHS of (4) is antisymmetric, it follows12,16
that MTi GMi is a constant of motion and provided that
MTi GMi ¼ G holds at the initial time t¼ 0, then elements Mi
remain on the group manifold for all t> 0. For general prop-
erties of the system (2), and hence also for (4), we refer to
Ref. 16, in which rigorous results are obtained which ensure
the global existence of solutions and the existence and
uniqueness of phase-locked states.
III. THE HYPERBOLIC KURAMOTO MODEL
We now choose G ¼ diagð1;1Þ and parametrize Mi 2
SOð1; 1Þ according to
053116-2 Ritchie, Lohe, and Williams Chaos 28, 053116 (2018)





for hyperbolic angles ai, where




To be precise, (6) parametrizes a subgroup of SO(1, 1) con-
taining the identity. We define Xi ¼ xiJ for real parameters
xi, then X
T
i Gþ G Xi ¼ 0 and so Xi belongs to the Lie alge-
bra of SO(1, 1) as required. The equations of motion (4)
reduce to





kikjsinhðaj  aiÞ; (8)
which is a hyperbolic form of the Kuramoto model (1).
The defining Eqs. (4) are covariant under constant hyper-
bolic rotations, which for SO(1, 1) reduces to the invariance
of (8) under ai ! ai þ a0 for any constant a0. The model is
also covariant with respect to hyperbolic rotating frames of
reference, i.e., the transformation ai ! ai þ x0t is equivalent
to a shift of the parameters xi according to xi ! xi  x0.
We can find a constant of integration of (8) by dividing
throughout by ji and summing over i. From the antisymme-










which we integrate to obtain the following relation, which
















where a0i ¼ aið0Þ.
A. Exact solutions for N 5 2
It is useful to obtain exact solutions for N¼ 2 in order to
investigate the basic properties of (8), such as the appearance
of synchronized solutions as well as the possibility of singu-
larities. For simplicity (but without loss of generality), we
choose k1 ¼ k2 ¼ 1, then (8) reduces to
_a1 ¼ x1 
j1
2
sinhða1  a2Þ; (11)
_a2 ¼ x2 þ
j2
2
sinhða1  a2Þ; (12)
with the initial values a0i ¼ aið0Þ. Let a ¼ a1  a2;x ¼ x1
x2 and j ¼ ðj1 þ j2Þ=2, then we have _a ¼ x jsinha,










; t0 is the constant of integration which
is fixed by imposing að0Þ ¼ a01  a02. The form of the
solution restricts the possible values of a0 ¼ að0Þ, in particu-












 jjxj : (14)
If j > 0, the RHS of this inequality is less than unity which
restricts the possible values of a0, i.e., x a0=jxj cannot be
arbitrarily large and positive. Provided (13) is satisfied at
t¼ 0, however, the solution exists for all t> 0, because
tanh½cðt t0Þ is an increasing function of t.
Since c> 0, the separation aðtÞ approaches a constant












 jjxj : (15)
This equation has a solution only if j > 0, since otherwise
the RHS is larger than unity, whereas the LHS is bounded by
unity.



















and by combining (13) and (16), we obtain the exact solution
for a1; a2 for any initial values a01; a
0
2. Asymptotically, we
have for any j > 0,




















and where the coefficients a1i can be expressed explicitly in
terms of a0i and ji;xi.
For the special case x1 ¼ x2, for which x¼ 0, the equa-







where t0 is again fixed by requiring that að0Þ ¼ a01  a02 and
in this case, the asymptotic separation a1 is zero provided
that j > 0.
Generally, the asymptotic trajectories a1ðtÞ and a2ðtÞ
are parallel straight lines separated by a1, and for identical
xi converge to a single trajectory. The property (17)
signifies that the system has synchronized, as we discuss in
Sec. III B.
From these exact solutions for N¼ 2, we draw the fol-
lowing conclusions:
1. Global solutions exist only if the initial values of the sys-
tem are suitably restricted, which is consistent with previ-
ous general observations.16
2. The asymptotic form (17), which signals that the system
has synchronized, holds only for j > 0, similar to the
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Kuramoto model, where nodes with positive couplings
are attractive but otherwise are repulsive.
3. In contrast to the Kuramoto model, synchronization
occurs for any j > 0, and there is no critical value for j.
Similarly, there are no restrictions on the parameters xi
for synchronization to occur.
4. System (8) develops singularities if j < 0, a possibility
that is discussed in general in Ref. 16. This singularity is
immediately evident for solution (19) (for x1 ¼ x2),
since for j < 0, the solution exists only for t < t0; other-
wise, the RHS increases to values larger than unity. A
similar observation holds for (13), which shows that the
LHS is bounded in magnitude by jxj, while for j < 0, the
RHS is an increasing function of t which exceeds this
bound at a certain critical time t ¼ tc, and so the solution
fails to exist for tPtc.
5. Synchronization of the system occurs for any j > 0,
which requires only j1 þ j2 > 0. It is therefore possible
for synchronization to occur even if one node has a small
negative coupling constant. We find numerically that this
occurs also for general N > 2, provided that one, and only
one node, has a small negative coupling constant.
B. Synchronization in the hyperbolic Kuramoto model
For N> 2, system (8) synchronizes with properties simi-
lar to those for N¼ 2, as it follows from known general
results16 applied to SO(1, 1). We define synchronization as
the phase-locking of states, as defined precisely in Ref. 16
(Definition 2.3). Although the results as stated in Ref. 16
apply only to uniform couplings j and uniform parameters k,
they would be expected to generalize to the case of distrib-
uted parameters ji; ki.
The existence of unique smooth local solutions XiðtÞ to
(2) is proved in Proposition 2.1,16 and global solutions are
shown to exist provided that the initial ratios XiX
1
j lie suffi-
ciently close to the identity (Proposition 3.1). Phase-locking
is defined by means of the ensemble diameter D(t), which
itself is defined (Definition 3.1) for any solutions MiðtÞ by
DðtÞ ¼ max
16i<j6N
jjMiðtÞM1j ðtÞ  I2jj; (20)
where Mi 2 SOð1; 1Þ are the matrices defined in (6) and I2 is
the 2 2 identity matrix. The norm jj : jj is the Frobenius
matrix norm. By substituting from (6), we find explicitly:
jjMiM1j  I2jj





Phase-locking, or asymptotic entrainment, occurs when
the asymptotic limit of MiðtÞM1j ðtÞ exists, i.e., when
MiðtÞM1j ðtÞ approaches a constant matrix for all i, j
(Definition 2.316). Since MiM
1
j ¼ eðaiajÞJ , this definition is
equivalent to the requirement that the t!1 limit of aiðtÞ
ajðtÞ should exist. For the Kuramoto model, this definition
of synchronization corresponds to frequency locking (see
Ref. 18, Definition 3.1), or equivalently to asymptotic phase-
locking,19 i.e., we require that limt!1 _aiðtÞ  _ajðtÞ ¼ 0 for all
nodes i, j. The global existence of solutions and phase-locking
occurs generally for system (2) under the conditions of
Theorem 5.1,16 such as restricted initial values and a suffi-
ciently large coupling constant. Stability of the phase-locked
states is proved in Theorem 5.2.
For systems of identical matrices Xi, i.e., for identical
parameters xi, complete entrainment or complete synchroni-
zation occurs when MiM
1
j ¼ eðaiajÞJ approaches the iden-
tity matrix (Definition 2.3). This requires that limt!1 aiðtÞ
ajðtÞ ¼ 0 for all nodes i, j, which for the Kuramoto model
has been referred to as phase agreement (Ref. 18, Definition
3.2), or asymptotic complete-phase synchronization.19
According to Theorem 4.2,16 global solutions exist and D(t)
approaches zero exponentially fast, provided that Dð0Þ < 1
and j is greater than a fixed positive constant, and so under
these conditions, complete entrainment always occurs. For
SO(1, 1) for N> 2, we find numerically that synchronization
occurs whenever j > 0, as shown for N¼ 2 in Sec. III A.
C. The synchronization manifold
Synchronization, or phase-locking, is equivalent for sys-
tem (8) to the property that solutions take the asymptotic form
aiðtÞ ¼ xavtþ a1i ; (22)
neglecting terms which are exponentially small, for some
constant xav, where a1i are constants determined by the ini-
tial conditions and parameters of the system. Solutions (22)
lie on the synchronization manifold as defined, for example,

















ðai  ajÞ; (23)
which holds for all i ¼ 1…N. We replace the first term on
the RHS by the exact integral (10), and then when asymp-
totic entrainment occurs, the differences ai  aj in the second
term approach either a constant value or zero for the case of
complete entrainment, as discussed above. Therefore,











which is consistent with (17) for N¼ 2. Theorems 4.1 and
5.1 in Ref. 16 provide estimates of lower order terms in the
asymptotic expression (22). Conversely, it follows from (22)
that limt!1 aiðtÞ  ajðtÞ exists and is zero if the constants
a1i are independent of i, corresponding to complete synchro-
nization for identical parameters xi; ki; ji.
If (22) holds asymptotically, then from (8), the follow-
ing N equations must be satisfied:











from which, or directly from (9), we again obtain the expres-
sion (24) for xav. Formula (24) remains valid for nontrivial
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network topologies, i.e., if we insert the factor aij under the
sum in (8) and hence also in (25), with aij¼ aji, then xav is
unchanged. The fact that the N Eqs. (25) must be satisfied in
the synchronized system provides a useful accuracy check
for numerical computations.
Equation (25) explains why the hyperbolic model (8)
allows synchronization to occur for any coupling constants
ji > 0, in contrast to the standard Kuramoto model (1) for
which we require ji ¼ j > jc for some critical value
jc > 0. The corresponding equations for the Kuramoto
model have been well-analyzed, see for example Ref. 20,
Sec. 3, where it is shown that solutions exist only for
K > Kc, see also Ref. 21 (Theorem 1). By contrast, (25) can
be solved for the differences a1j  a1i for any fixed parame-
ters xi; ki; ji with ki; ji > 0, as we show in the Appendix,
essentially because the sinh function in (25) is unbounded. In
particular, (25) can always be satisfied for arbitrarily small
coupling constants ji.
The solutions (22) in the synchronization manifold are
stable as follows from general results16 (Theorem 5.2) which
guarantee orbital stability for couplings K larger than a fixed
value Ke, for specified initial configurations. Numerically,
we also observe stability for arbitrarily small coupling con-
stants ji. Let us show for the special case of identical param-
eters, xi ¼ xav for all i, that stability for any ji ¼ j follows
from the properties of a Lyapunov function L. A correspond-
ing function is well known for the Kuramoto model.22
We assume without loss of generality, by means of the






kikj cosh aj  aið Þ  1
 
: (26)
Then, LP0 with L¼ 0 if and only if ai ¼ aj for all i, j, which
comprises all points on the synchronization manifold. These
degenerate minima of L are related by hyperbolic rotations
in which ai ! ai þ a0. Equation (8) may be written as










which implies _L60, with _L ¼ 0 if and only if ai ¼ aj for all
i, j. Hence, L strictly decreases on all trajectories which are
not minima of L. It follows that trajectories on the synchroni-
zation manifold are asymptotically stable23 (Theorem 6.5.2)
for any j > 0.
D. Measures of synchronization
In this section, we describe and compare a range of
order and disorder parameters in order to quantify the long-
term synchronization behaviour of (8).
The form of the ensemble diameter D(t) in (20) (follow-
ing Ref. 16) suggests that we define a simpler measure by
calculating the maximum difference jai  ajj over all nodes.
Specifically, if we define the hyperbolic phase difference by
PðtÞ ¼ max
16i<j6N
jaiðtÞ  ajðtÞj; (28)
then P takes a constant value at the onset of synchronization,
as is evident from (22). This measure is analogous to the
phase difference used for the Kuramoto model.19 The mea-
sures D and P take the value zero for a completely synchro-
nized system.
Another measure of synchronization is a related disorder
parameter R(t) which evaluates the average deviation of the





jaiðtÞ  aavðtÞj; (29)
where aavðtÞ ¼
P
i aiðtÞ=N is the average position of the
nodes at time t. We refer to R as a disorder parameter since,
like D and P, it is small for trajectories which are closely
correlated and is large for widely separated trajectories. At
synchronization, this parameter also attains a constant value
and R¼ 0 corresponds to a completely synchronized system.
The most commonly used synchronization measure for






where w is the average phase of the system and r, which sat-
isfies 06r61, measures the phase coherence. A value r¼ 1
corresponds to a completely synchronized state in which all
the phases are identical and r¼ 0 corresponds to a phase-
balanced state. For the hyperbolic model (8), we define an






where xav is defined in (24). If synchronization occurs, then
(22) holds asymptotically and r takes the constant valueP
i e
a1i =N. Although r is not normalized in the same way as is
(30) for the Kuramoto model, it provides an easily computed
measure which determines the onset of synchronization.
As an example, in Fig. 1 we plot the four measures
D;P;R; r as functions of t, choosing N¼ 20 with randomly
generated parameters xi 2 ½4; 4 and initial values
a0i 2 ½3; 3, with ji ¼ 1 for all i. The plots for R, D have
been rescaled so as to be of a similar order of magnitude.
Each of these measures attains a constant value at a similar
time, signifying the onset of synchronization.
E. Numerical observations
We have performed numerical investigations of solu-
tions to (8) over a range of values for N6100, for random
initial values a0i and parameters xi, and for random constants
ji and ki in ½0; 1. In all cases, we find that solutions exist
globally and that synchronization occurs, meaning that (22)
holds for large times, as measured by the order parameters r
and P. The constants a1i in (22) are generally of the order of
unity for parameters in the selected range. The hyperbolic
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angles ai move out to infinity in a synchronized cluster (for
xav 6¼ 0) as the system evolves.
As previously noted, there are no critical values for the
coupling constants ji, rather these determine the time scale
over which synchronization occurs. Increasing the spread of
the initial values a0i increases the time it takes for a cluster to
form. Even for very widely spread initial values, the nodes
still eventually synchronize.
In Fig. 2, we plot the trajectories of the N variables aiðtÞ
for 06 t6 100 for N¼ 50, with randomly generated parame-
ters a0i ;xi 2 ½1; 1, and ji; ki 2 ½0; 1. In this example, xav
is small and positive, as is evident from the positive asymp-
totic slope of the trajectories. Most nodes are synchronized
at t  20 units, as indicated by the constant slope of the tra-
jectory, whereas the order parameter r shows that the onset
of synchronization occurs at t  50 units.
Another way to depict the trajectories of the system is
by means of the relativistic space-time interpretation dis-
cussed in Sec. V B, where trajectories move along one
branch of a hyperbola in 1þ 1 dimensional space-time,
parametrized by ai. A more convenient depiction is via a
stereographic projection in which the trajectories are pro-








then u2i þ v2i ¼ 1, and so for each trajectory aiðtÞ, the corre-
sponding point ðuiðtÞ; viðtÞÞ lies on the unit circle. The inter-
val ½1; 1 maps to the lower half of the circle and
trajectories ai which move out to infinitely map to points
close to the north pole. If xav > 0, the synchronized cluster
moves anticlockwise around the circle and eventually
approaches, but never crosses the north pole. Figure 3 uses
the same parameters as Fig. 2, showing firstly the initial val-
ues a0i (in red) which lie on the lower half of the circle, then
the same nodes at a later time (in blue), in which some clus-
tering of nodes is evident, and then the same nodes (in green)
at a much later time showing their asymptotic positions.
In general, by choosing a frame of reference in which
xav ¼ 0, which is always possible by means of the time-
dependent hyperbolic rotation ai ! ai  xavt, all nodes
asymptotically approach a constant value a1i , which can be
projected onto the unit circle as a fixed configuration. As pre-
viously noted, if all parameters xi take the identical value
xi ¼ x, then from (24), we have xav ¼ x, and all asymp-
totic trajectories coincide, with the constants a1i being inde-
pendent of i.
IV. VECTOR MODELS OF SYNCHRONIZATION
Besides the matrix models discussed in Sec. II, there are
also vector models which generalize the Kuramoto model
and have properties determined by an underlying Lie
FIG. 1. The synchronization measures R, D (rescaled) and r, P plotted as a
functions of t for N¼ 20 nodes with random initial values a0i 2 ½3; 3 and
random parameters xi 2 ½4; 4, with 0 < ki < 1.
FIG. 2. The N¼ 50 trajectories aiðtÞ for randomly generated parameters
xi; ki > 0;ji > 0, showing that all trajectories synchronize with lines of
identical constant slope.
FIG. 3. Stereographic projection onto the unit circle of the trajectories at
three different times (red, blue, and green). The initial values a0i 2 ½1; 1
map to the lower half of the circle (red), while the configuration at a later
time (blue) shows a clustering of nodes, but with some outliers, then asymp-
totically, all nodes approach the north pole (green).
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group.12 Located at each node i is a real vector xi of length d
which satisfies





ðhxi; xiixj  hxi; xjixiÞ; (33)
where hxi; xji ¼ xTi Gxj is a symmetric bilinear form in which
the metric tensor G is a diagonal d d matrix defined as in
(3). This bilinear form is invariant under SO(p, q). The matri-
ces Xi are elements of the Lie algebra of SO(p, q) and satisfy
XTi Gþ G Xi ¼ 0. The overall sign of coupling ji in (33) is
arbitrary, since it can be reversed by changing the sign of
metric G.
It follows from (33) by using hxi;Xixii ¼ 0 that
hxi; _xii ¼ 0; (34)
and hence hxi; xii is a constant of motion for all i, with a
value that is fixed to the initial values x0i ¼ xið0Þ.
The case G¼ Id, which corresponds to the compact
group SO(d), has been previously discussed,12 and rigorous
results for any dimension d have been obtained.14,15,24 If we
choose the initial vectors x0i to be unit vectors, then all trajec-
tories lie on the unit sphere Sd1. Phase-locked synchroniza-
tion occurs for a sufficiently large coupling constant,15 even
in the presence of a small uniform time delay.24 The
Kuramoto model (1) is regained for d¼ 2 by setting
xi ¼ ðcos hi; sin hiÞ.
Let us now turn to the noncompact case of d¼ 2 for which
G ¼ diag½1;1, where the underlying group is SO(1, 1).
Trajectories at each node are of two types, depending on
whether the constant of motion hxi; xii is positive or negative.
For reasons explained in Sec. V, we choose the case in which
hxi; xii is negative at all nodes i, i.e., we choose initial values
x0i such that hxi; xii ¼ k
2
i for parameters ki > 0, and hence
we parametrize xi according to
xi ¼ ki ðsinhai; coshaiÞ (35)
for hyperbolic angles ai. Also, we confine all trajectories to
the branch of the hyperbola in which the second component
of the vector xi is positive, since otherwise particles have a
space-like separation and cannot interact, as explained
below. We choose, as before, Xi ¼ xiJ, where J is defined
in (3).
Upon substituting (35) into (33), we obtain precisely the
equations of the hyperbolic Kuramoto model (8).
Synchronization occurs for system (33) as discussed previ-
ously, i.e., when ai takes the asymptotic form (22), which
holds whenever ji > 0.
V. SYNCHRONIZED RELATIVISTIC DYNAMICS
We describe a physical interpretation of the hyperbolic
Kuramoto model in terms of relativistic mechanics, using the
vector model in 1þ 1 dimensions, where xi now denotes the
space-time coordinates of a particle of unit mass.
First, however, let us recall the physical meaning of
the Kuramoto model, where for the case of zero coupling,
xi ¼ cos hi denotes the one-dimensional position of a particle
of unit mass and the time derivative pi ¼ xi sin hi is the
momentum, upon using _hi ¼ xi. Then, we have €xi ¼ x2i xi,
showing that the particle motion is that of a simple harmonic
oscillator of frequency xi. The relation x2i þ ðpi=xiÞ
2 ¼ 1
expresses conservation of the energy of the particle and
shows that phase space trajectories are unit circles. The two-
dimensional vector xi ¼ ðcos hi; sin hiÞ, therefore, consists of
the position and (scaled) momentum components of the par-
ticle. The effect of the cubic nonlinear couplings in (33) (for
the compact case in which G¼ Id) is to synchronize a net-
work of harmonic oscillators to a common phase-locked
frequency.
By contrast, for the noncompact case, where the model
is invariant under the Lorentz group SO(1, 1), we regard
xi ¼ ðx0i ; x1i Þ as the space-time coordinates of a particle of
unit mass, and therefore the local time (i.e., the laboratory
time) of the particle at the ith node is x0i and its position is
x1i . For clarity, we rename the previous time variable t as s,
assumed to be a Lorentz-invariant quantity, which we refer
to as the “s-time” of the particle, and so _xi now means
dxi=ds. We assume that there is a 1 1 correspondence
between s and the local time x0i ðsÞ, which should be an
increasing function of s. As we will see, this ensures that the
Lorentz-invariant proper time si of each particle is also an
increasing function of s.
For a general description and discussion of special rela-
tivity, Lorentz transformations and invariant space-time
intervals, we refer to Ref. 25 (Chap. 7), and to Ref. 26.
A. Invariant factors and proper time
The model (33) describes the time evolution of a net-
work, or cluster, of relativistic particles of unit mass in 1þ 1
dimensions which interact with each other through the cubic
nonlinearity. The Lorentz-invariant quantities hxi; xii, which
are also constants of the motion, may be written in the usual
relativistic notation as ðxiÞlðxiÞl ¼ ðx0i Þ
2  ðx1i Þ
2
. We evalu-
















where we have used the fact that ðx0i Þ
2  ðx1i Þ
2
is constant in
s for every i. Hence
1 v2i ¼
ðx1i Þ





which for physical particles is positive (where the “speed of
light” is unity); hence, we require the coordinates xi all be
space-like. This justifies the parametrization (35) which
ensures that xi is space-like, and we do not consider time-
like vectors xi which describe tachyons.
From (35) and (36), we obtain vi ¼ tanhai, where now ai
is the rapidity of the particle at the ith node. As s increases,
along with the rapidity ai, the speed approaches the relativis-
tic limit of unity. Trajectories are confined to the branch of
the hyperbola ðx0i Þ
2  ðx1i Þ
2 ¼ k2i , for which x1i > 0. The
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momentum pi of each particle is given by pi ¼ civi ¼ sinhai
and the energy is Ei ¼ ci ¼ coshai. The energy and the
momentum, therefore, each increase without bound as the s-
time increases, but the invariant relation E2i  p2i ¼ 1 is
always maintained.
The proper time si of the particle at the ith node is given
by dsi ¼ dx0i =ci [see, for example, the definition of proper







¼ ki dai; (37)
giving si ¼ kiai. Up to a constant multiplicative factor, the
proper time at each node is therefore given by the rapidity ai.
B. Particle trajectories
Let us determine the trajectory xðsÞ of a single particle
in the absence of the cubic interaction shown in (33); in
effect, we choose N¼ 1. Then, _x ¼ Xx, where X ¼ xJ,
which implies €x ¼ X2x ¼ x2x. In particular, the position x1
satisfies €x1 ¼ x2x1 showing that the particle is subject to a
linear repulsive force which flings it out to infinity along the
space-time hyperbola xlxl ¼ k2, for some constant k, with
an increasing speed which approaches the limit 1. With the
parametrization (35), we have _a ¼ x, which implies
aðsÞ ¼ a0 þ xs, and so we obtain the general solution
xðsÞ ¼ k ðsinhða0 þ xsÞ; coshða0 þ xsÞÞ; (38)
where a0 is an arbitrary constant. The local time x
0 is an
increasing function of s provided that x > 0, and so there is
a 1 1 correspondence between the s-time and the local
time. The proper time is given by s ¼ ka ¼ kxs (up to an
additive constant), and so for a single isolated particle, the s-
time is equivalent to the proper time s and, as required, is
Lorentz-invariant.
For N¼ 2, we have derived an exact solution in Sec.
III A and conclude that the system always synchronizes in
the sense that (17) holds asymptotically, provided that
j > 0. Generally, for N> 1, the effect of the nonlinear terms
in (33) is to synchronize the trajectories, in which each coor-
dinate xi in (35) evolves according to Eq. (8) for ai. Particle
trajectories lie on the hyperbola hxi; xii ¼ k2i and when the
system has synchronized, all particles move together accord-
ing to (22) in the positive x0 (time) direction provided that
xav, as defined in (24), is positive.
As an example, in Fig. 4, we plot the space-time loca-
tions of N¼ 20 particles which are each restricted to the right
branch of one of four possible hyperbolas (blue), correspond-
ing to four distinct values of ki. As s increases, all particles
move in the positive x0 and x1 directions with increasing
speed, and eventually synchronize in the sense that the
hyperbolic angles ai asymptotically satisfy (22).
C. Relativistic restrictions
For a valid interpretation of the system as an evolving
cluster of relativistic particles, there are further considerations
which we now discuss, as a result of which we impose three
requirements:
1. Both the local time x0i ðsÞ and the proper time siðsÞ of each
particle must be strictly increasing functions of s, in order
to avoid particle motion which is backwards or stationary
in time.
2. The particle separation between any two interacting nodes
of the network must be time-like, i.e., the two particles
must be causally related, otherwise they cannot interact.
We therefore introduce a coupling factor dij into the equa-
tions, depending on s, which is unity if the nodes i and j
are causally connected, but is otherwise zero.
3. The particle interactions as given in (8) are assumed to be
instantaneous, whereas in a relativistic system, interac-
tions occur with a finite speed of propagation. Hence, we
introduce a time delay rij ¼ rji which occurs when the ith
particle interacts with the jth node, assuming that there is
a time-like separation between the two nodes.
Hence, we modify Eq. (8) to read as





dijðsÞkikjsinh ajðs rijÞ  aiðsÞ
 
: (39)
Let us consider the three listed requirements, in turn.
Each particle is subject to a repulsive force controlled
by the parameter xi which propels the particle out to infinity
along the hyperbola hxi; xii ¼ k2i . There is also an attrac-
tive force between interacting nodes due to the nonlinearity
in (39) which leads to the synchronization of all nodes. For
random initial values a0i and random parameters xi, the parti-
cle trajectory can move backwards with respect to the local
time x0i , i.e., x
0
i ðsÞ can be a decreasing function of s over a
range of values of s, although asymptotically we have
aiðsÞ ! a1i þ xavs, in which case all particles move in the
FIG. 4. A space-time plot showing the positions of N¼ 20 particles (red)
distributed over the right branch of four hyperbolas (blue) satisfying
ðx0i Þ
2  ðx1i Þ
2 ¼ k2i .
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direction of increasing space-time coordinates x0i ðsÞ and
x1i ðsÞ, provided that xav > 0. Figure 2 provides an example
of trajectories aiðsÞ with xav > 0, in which aiðsÞ evidently
decreases for some nodes i, but only for small s.
We can avoid backward motion for all local times x0i by
requiring that xi be sufficiently large so that the repulsive
force due to the local dynamics ensures that _aiðsÞ is always
positive, and is therefore an increasing function of s. For
example, at the initial time s¼ 0, we require the RHS of (39)
to be positive, which can always be achieved by choosing
sufficiently large xi. In effect, we transform to a hyperboli-
cally rotating frame by replacing ai ! ai  x0s, which shifts
the parameters xi to larger values. Having ensured that aiðsÞ
is an increasing function of s, it follows that the proper time
siðsÞ ¼ kiaiðsÞ is also an increasing function of s, as is the
local time x0i ðsÞ ¼ kisinhaiðsÞ.
Only those nodes in the cluster of particles that have a
time-like separation can interact. We observe firstly that
particles located on opposite branches of the hyperbola
have a space-like separation, and therefore never interact.
Let x1 ¼ k1ðsinha1; cosha1Þ and x2 ¼ k2ðsinha2;cosha2Þ,
then the space-time separation is given by
hx1  x2; x1  x2i ¼ k21  k
2
2  2k1k2coshða1 þ a2Þ;
which is always negative. If we attempt to solve (33) with
particles lying on different branches of the hyperbola, we
find that the solution develops a singularity. We have there-
fore parametrized trajectories as in (35) with the result that
the position x1i is positive for all particles and trajectories
always lie on the corresponding x1i > 0 branch of the hyper-
bola, as Fig. 4 shows.
Now consider the particle separation for any fixed s and
any i and j, then from (35), we obtain
hxi  xj; xi  xji ¼ k2i  k2j þ 2kikjcoshðai  ajÞ: (40)
This is positive for uniform ki because coshðai  ajÞP1 for
all i, j. Any two particles which lie on the same branch of a
common hyperbola are therefore always able to maintain
contact as the system evolves. Generally, the requirement






If the parameters ki are not uniform, i.e., if the ratio ki=kj is
not unity, then these inequalities can be violated at any value
of s if, for example, ai and aj happen to be equal at some par-
ticular s-time. It is therefore possible for two connected par-
ticles to lose contact if they lie on different hyperbolas,
because the separation can become space-like at some time
s> 0 even if there is an initial time-like separation; the par-
ticles can, however, also subsequently reconnect.
For any two trajectories xiðsÞ; xjðsÞ, define
dijðsÞ ¼




where the space-time separation is evaluated as in (40), then
we insert this factor dij ¼ dji into the equations to be solved,
as shown in (39). The effect of dij is to introduce a time-
dependent network topology into the system, since nodes
can disconnect and reconnect as the system evolves, for non-
uniform ki. It is nevertheless possible for the system to syn-
chronize as before, provided that the connections do not
become too sparse, as is known to occur for the Kuramoto
model.1,27 If the system does indeed synchronize, then the
separation hxi  xj; xi  xji as given in (40) is asymptotically
independent of s, and so the network topology becomes con-
stant. Hence, the formula (24) for xav remains valid.
For the N¼ 20 particle trajectories shown for example in
Fig. 4 at a certain fixed s-time, we have included the factor
dijðsÞ when solving the equations numerically. Initially, we
found that there were frequent connections and disconnections
between particles located on different branches of the four
hyperbolas as the system evolved, but asymptotically the con-
nectivity of the network remained constant, as expected. Of
the NðN  1Þ=2 ¼ 190 possible connections in the asymptotic
configuration, 163 were nonzero (i.e., unity), which was suffi-
ciently large for synchronization to take place.
Finally, in (39) we have included a time-delay rijðsÞ
which allows for a finite speed of propagation for signals
between any two connected nodes i and j. We suppose that
r2ij is proportional to the time-like separation hxi  xj;
xi  xji, and is therefore a function of s. We have not mod-
elled the effect of this time delay but note that link-dependent
time delays have previously been investigated18 for the
Kuramoto model, and that for vector models a small uniform
time delay has no qualitative effect on synchronization.24,28
In summary, the system of N particles evolves from its
initial configuration during a short transient time into a syn-
chronized cluster in which each particle moves out to infinity
along one branch of an invariant hyperbola, with increasing
speed given asymptotically by viðsÞ ¼ tanhða1i þ xavsÞ,
which is evidently limited by unity. The proper time si
of each particle is given in the synchronized cluster by si
¼ kiða1i þ xavsÞ which, up to overall multiplicative and
additive constant factors, is proportional to s. The average
space-time separation of the N particles can be calculated
from (40) and is related to the measure P defined in (28),
which is constant in the asymptotic configuration. This indi-
cates that the N particles can each be considered as constitu-
ents of a synchronized cluster which evolves as a collective
entity. For identical parameters xi, complete synchronization
occurs and the cluster appears as a single particle, in the
sense that (22) holds with a1i ¼ a1j .
VI. CONCLUSIONS
The Kuramoto model when expressed in matrix form
can be generalized to matrix models with elements belonging
to a Lie group, for both compact and noncompact Lie groups.
We have described a hyperbolic form of the Kuramoto
model by replacing the rotation matrices of SO(2) by ele-
ments of the noncompact group SO(1, 1). While this leads to
a model with unbounded trajectories and, in some circum-
stances, run-away solutions (singularities), the usual concept
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of synchronization remains well defined in that trajectories
cluster together as quantified by measures such as D;P;R; r,
with common constants such as xav. If the given parameters
such as xi are identical, then the trajectories coincide and we
obtain complete synchronization. In general, there is no criti-
cal value for the coupling constants ji, rather synchroniza-
tion occurs whenever ji > 0.
We have also formulated a vector model of synchronization
in which the symmetry group is noncompact. While such mod-
els have been previously studied for the compact case, general
properties are yet to be derived for these more general models,
which also have unbounded trajectories. By choosing the sym-
metry group to be SO(1, 1), we regain the hyperbolic Kuramoto
model, and synchronization occurs as before. The vector formu-
lation leads to an interpretation of the model as a system of
interacting relativistic particles in 1þ 1 dimensions, where the
vector components are the space-time coordinates. For this inter-
pretation to take effect, the hyperbolic Kuramoto model requires
modifications in order to take account of relativistic require-
ments such as a finite speed of propagation for signals between
nodes, and a time-like separation between interacting nodes.
Numerical examples show that synchronization of N elements
of the network can still occur, with a network topology that
varies with time. The synchronized configuration can be viewed
as a bound state of the N constituent nodes.
It has been observed25 (Secs. 7.9 and 7.10) that “no satis-
factory formulation for an interacting multiparticle system
exists in classical relativistic mechanics, except for some few
special cases,” and that difficulties can arise from covariant
Lagrangian formulations. We have avoided these difficulties
because, firstly, we have not used a Lagrangian formulation,
but have taken the equations of motion as our starting point in
which the space-time coordinates evolve as functions of an
invariant parameter s (denoted h in Ref. 25). Hence, Lorentz
covariance of the system as a whole is maintained. Secondly,
we have avoided the introduction of external forces and the
problems of “action at a distance,” since all interactions occur
through assumed nonlinear interactions between constituent
particles. These particle interactions occur only for time-like
separations and although we have not modelled the effects of
a finite time of propagation of signals between the constituents
of the system, these could, in principle, also be included.
The generalization of these results to other groups is of
interest, for example, the choice of the noncompact Lorentz
groups SO(1, 2) and SO(1, 3) would be expected to lead to
relativistic models in 1þ 2 and 1þ 3 dimensions.
ACKNOWLEDGMENTS
The work of A.G.W. was supported by the Australian
Research Council through the ARC Center of Excellence for
Particle Physics (CoEPP) at the Terascale (Grant No.
CE110001004).
APPENDIX: EXISTENCE OF SOLUTIONS
We show here that the N Eqs. (25) can be solved to find
the differences a1j  a1i for all i; j ¼ 1…N, for any xi; ki; ji
with ki; ji > 0. The exact solution given in Sec. III A for
N¼ 2 shows that j1 þ j2 > 0 is necessary for synchroniza-
tion to occur, but we assume, in general, stronger condition
ji > 0 for all i. We write (25) as


































N. In this case, ea
1
i is independent of i and (25) is satisfied
by setting a1j ¼ a1i for all i and j, corresponding to complete
synchronization.
Otherwise, if jxi  xavj 6¼ 0 for one or more values of i,
we observe that (A1) is quadratic in ea
1
i with two roots, only



















































where we have used
P
iðxi  xavÞ=ji ¼ 0, as follows from














We obtain the same equation if we substitute (A4) into the
expression (A2) for q. We wish to solve (A6) for qq, for
then we obtain q ea
1
i from (A3) for all i ¼ 1…N, as well as
q ea
1
j from (A4) for all j ¼ 1…N. On multiplying these two
quantities, we obtain qq ea
1
i a1j , and hence, since qq is now
known, ea
1
i a1j for all i; j ¼ 1…N as required.
Let x ¼ qq and define the linear polynomial pi and the
function f for xP0 by
piðxÞ ¼ x j2i k2i þ ðxi  xavÞ










then (A6) reads x ¼ f ðxÞ. f is continuous and differentiable
and is also positive for all xP0, in particular,
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and so f ð0Þ > 0, since ji > 0 for all i.
First, we show that f(x)¼ x has at most two solutions.
Let gðxÞ ¼ x f ðxÞ, then g00ðxÞ ¼ f 00ðxÞ. Since f 00 < 0, we
have g00 > 0 and so g is strictly convex on ½0;1Þ. Therefore,
g has at most two distinct positive roots.
Also, for sufficiently large x, we have f(x)< x. This fol-

















¼ axþ b; (A9)
for positive coefficients a and b which can each be deduced





all x> 0 which implies f(x)< x for sufficiently large x.
Together with f ð0Þ > 0 and the continuity of f, this implies
by the intermediate value theorem that there exists at least
one solution x> 0 to the equation f(x)¼ x. The strict convex-
ity of g shows that this is the only solution, i.e., there exists
exactly one solution qq to (A6) for any ji > 0. It is straight-
forward to find this solution numerically by standard root-
finding methods.
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Appendix II
This appendix contains the explicit forms of the coefficients a, b, c in (5.13). The
constants a, b, c are:
a =
−ηω sinhα0 − η2 coshα0 sin θ0 + βη coshα0 cos θ0
∆2
b =








β2 + η2 − ω2
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