We classify self-adjoint operators and pairs of Hermitian forms over the real quaternions by providing canonical matrix representations. In the preliminaries we discuss the Jordan canonical form theorem for quaternionic linear endomorphisms.
Introduction
Classification theorems for pairs of Hermitian, symmetric, skew-Hermitian and skew-symmetric forms over C, R and other fields are classical and go back to Weierstrass and Kronecker, see [12] for an overview and 225 references. However, pairs of Hermitian forms over the quaternions have been classified just in 1991 by Sergeichuk [11] . He provided a canonical form for such pairs in which Frobenius-and related matrices occur. In the present paper we give an alternative version of the classification theorem. The canonical form we obtain coincides with the well-known one for pairs of Hermitian forms over C, see [5] . We also provide a representation by real matrices.
The paper is subdivided into two parts, the preliminary and the main part. In the preliminaries we remind the reader of some facts of linear algebra over the quaternions and give a possibly new proof of the Jordan canonical form theorem for quaternionic linear endomorphisms. Other proofs of this theorem may be found in [7, 14] . In the main part of this paper we classify pairs of quaternionic Hermitian forms where one form is assumed to be nondegenerate. In the proof we apply the same methods which are used in [5, 10] . These methods yield a classification of self-adjoint operators too.
Preliminaries

Real quaternions
We consider the non-commutative real division algebra of quaternions
where i 2 =  2 = −1 , i = −i. The conjugate and the modulus, the real and the imaginary part of λ = λ 1 + λ 2 i + λ 3  + λ 4 i ∈ H are defined by
The multiplicative inverse of λ ∈ H * := H \ {0} is given by the formula λ −1 = λ/|λ| 2 . The conjugation λ −→ λ is an involutory antiautomorphism (involution) of H, i.e. λ µ = µ λ, λ = λ, λ + µ = λ + µ for all λ, µ ∈ H.
Quaternions of the form λ = λ 1 + λ 2 i where λ 1 , λ 2 ∈ R will be identified with the complex numbers. So each λ ∈ H can uniquely be written in the form λ = λ 1 + λ 2  with λ 1 , λ 2 ∈ C. We have the commutation rule λ = λ for all λ ∈ C.
(1)
The multiplicative group H * acts on H via
Two quaternions are called similar if they are in the same orbit of this action. The mappings a µ are the only R-algebra-automorphisms of H (see [8] ), and we have the equivalence
Proof. See [16] .
Corollary 2.2.
Each similarity class c λ := {a µ (λ) | µ ∈ H * } contains exactly one element λ ↑ in the closed upper half-plane C ↑ := {z ∈ C | Im(z) 0} of C. c λ contains also the conjugate λ ↑ . c λ has only one element iff λ = λ ↑ ∈ R.
Linear mappings and eigenvalues
Let X, Y be right vector spaces over H.
Analogous definitions hold for left vector spaces. Since H is a non-commutative ring the scalar multiplications
are not linear in general. However, we have the easily verified proposition.
We have to be careful with the notion of linearity if we use matrices, as the following proposition shows. In view of this proposition we will use right vector spaces throughout this paper. 1 By End H (X) we denote the set of all H-linear endomorphisms of the right 1 Note that each left vector space X over H can be endowed with the structure of a right vector space by defining multiplication from the right as xλ := λx for all x ∈ X, λ ∈ H.
vector space X. X is supposed to be finite-dimensional from now on. A basis B = (b 1 , . . . , b n ) of X induces a coordinate map
where T denotes the transpose. For every φ ∈ End H (X) there exists exactly one
The quaternionic vector space X is a complex vector space of double dimension. If we regard φ as a C-linear endomorphism of X, then φ has the complex spectrum σ C (φ) := σ (φ) ∩ C. By combining (2) and Corollary 2.2 we obtain the following theorem.
is symmetric with respect to the real axis and the spectrum of φ is
where denotes the disjoint union.
For quaternionic square matrices two kinds of eigenvalues can be defined: λ ∈ H is called a left (right) eigenvalue of A ∈ H n×n if Ax = λ x (Ax = xλ) for some x ∈ H n \ {0}. Both kinds of eigenvalues have been investigated in the literature, see e.g. [2, 4, 9, 15, 16] . The right eigenvalues are exactly the eigenvalues of φ A ∈ End H (H n ), where φ A is defined as in Proposition 2.4. The left eigenvalues do not fit into our abstract setup and will not be used in this paper.
The Jordan canonical form
We will discuss now the Jordan canonical form for linear endomorphisms of quaternionic right vector spaces. To this end we introduce some notation: ⊕ denotes the direct sum of matrices and the direct sum of quaternionic subspaces, while ⊕ C denotes the direct sum of complex subspaces. For φ ∈ End H (X) the φ-invariant subspace generated by x ∈ X is given by
An upper triangular Jordan block is denoted by
In Section 3 we will also use the real Jordan blocks
By a system of vectors we mean an n-tuple of vectors in a vector space X. The Jordan decomposition theorem for nilpotent endomorphisms is as follows.
The system
is a basis of X and with respect to this basis φ has the matrix representation
In such a decomposition the numbers d p are uniquely determined and given as follows. Let U p := ker φ p−1 + (ker φ p ∩ range φ). If U p = ker φ p then d p = 0. If U p / = ker φ p then d p / = 0 and the system (x p,k + U p ) 1 k dp is a basis of the quotient space ker φ p /U p . Thus
Proof. The standard proofs of this theorem for nilpotent endomorphisms over fields work for skew fields too; especially for H.
If we regard X as vector space over C and φ as C-linear endomorphism of X then E φ (λ) is the generalized eigenspace of φ with respect to the eigenvalue λ. Especially,
(d) φ has a matrix representation
The numbers d p (φ, λ) are unique and by choice of a suitable basis B instead of
The statements of (b) except for the last follow from the commutation rule (1). To show the last statement, let
it follows that y 1 = y 2 = 0, and from the C-linear independence of S we conclude that µ (1) 
is a consequence of (a), (b) and the Jordan decomposition theorem for C-linear endomorphisms. (d) Because of (c) we can treat the quaternionic subspaces in the decomposition (3) If λ = µ −1 λµ with µ ∈ H * then we have
so (x 1 µ, . . . , x p µ) is a Jordan chain corresponding to the block J p ( λ).
Hermitian forms
Definition 2.8. A Hermitian form on a right vector space X over H is a mapping h : X × X → H with the following properties:
Moreover the following so called polarization identity holds.
Consequently,
A Hermitian form h is called nondegenerate if the antilinear mapping
If the restriction h| U ×U is nondegenerate, then we have the direct decomposition
See [3] for a proof. A matrix A ∈ H r×r is called Hermitian if A * = A, where A * denotes the conjugate tranpose of A. Let S = (x 1 , . . . , x r ) be a system of vectors in X. Then the Hermitian matrix [h] S := (h(x j , x k )) j,k r is called the Gramian of S with respect to h. We will need the following lemma. Lemma 2.9. If [h] S is nonsingular, then S is linearly independent.
Proof. From r k=1 x k λ k = 0, it follows that r k=1 h(x j , x k )λ k = 0 for all j r, in matrix notation [h] S (λ 1 , . . . λ r ) T = 0, and so λ k = 0 for all k r, because [h] S is nonsingular.
Hermitian forms on finite-dimensional quaternionic spaces are completely classified by the following. 
We define
Proof. See [3] .
Self-adjoint operators
The basic facts about self-adjoint operators and their connection to Hermitian forms are given in the following proposition. φ is self-adjoint with respect to h 0 . 2. On the other hand let φ be h 0 -self-adjoint. Then the mapping (x, y) −→ h 0 (x, φ(y)) for all x, y ∈ X is a Hermitian form on X.
Let h 1 be a Hermitian form on X, φ ∈ End H (X) and B be a basis of X, H
0 := [h 0 ] B , H 1 := [h 1 ] B and F := [φ] B . Then (a) φ is h 0 -self-adjoint iff F * H 0 = H 0 F ; (b) h 1 (·, ·) = h 0 (·, φ(·)) iff H 1 = H 0 F . Proof. Standard.
Classification of self-adjoint operators and Hermitian pairs
We are now in the position to study our main problem, the classification of selfadjoint operators and Hermitian pairs on a finite-dimensional quaternionic right vec-tor space X. For brevity let us call (h 0 , φ, h 1 ) an hs-triple (Hermitian-self-adjointtriple) on X if h 0 , h 1 : X × X → H are Hermitian forms, h 0 is nondegenerate, φ ∈ End H (X) is h 0 -self-adjoint and h 1 (·, ·) = h 0 (·, φ(·) ). In the proof of our main result we will need the following lemma. (c 1 , . . . , c s ) is an arbitrary basis of W, then it holds for the basis B := (x 1 , . . . x r , c 1 , . . . , c s ) of X that
where ⊕ denotes the direct sum of matrix triples, i.e.
Proof. By the φ-invariance of U we have
So U,W are orthogonal with respect to h 1 and W is φ-invariant. The other facts, except for the nondegeneracy of h 0 | W ×W , follow from the preliminaries. However, if h 0 were degenerate on W, there were an x ∈ W such that {0} = h 0 (x, W ) = h 0 (x, U ⊕ W ) = h 0 (x, X), so h 0 were degenerate on X.
We will use this lemma to give matrix representations of hs-triples which are as simple as possible. The h 0 -Gramians in these representations are direct sums of scalar multiples of the backward identities
while the h 1 -Gramians are built up from blocks of the form
We treat the nilpotent case first. δ j,k denotes the Kronecker symbol. 
The matrix representations of h 0 , h 1 and φ with respect to the basis B := (φ p 0 −1 (x p 0 ,1 ), . . . , φ p−1 (x p,k ), φ p−2 (x p,k ), . . . , φ(x p,k ), x p,k , . . . ,
In such a decomposition the number of positive and negative signs ε Proof. To prove the existence of the decomposition we proceed by induction. Consider the Hermitian forms φ k (y) ).
If φ p = 0 / = φ p−1 , then h k = 0 for all k p and, since h 0 is nondegenerate, h p−1 / = 0. According to (5) and (6) there exists an x ∈ X with h p−1 (x, x) ∈ R \ {0}. Let
Starting with x 1 define a sequence (x 1 , . . . , x p ) by
It is then straightforward to verify, that
From this and the self-adjointness of φ, it follows that
Hence the Gramians of the System S :
Since E p is nonsingular, we can apply the Splitting lemma and repeat the above
The proof of the uniqueness statement is straightforward.
We present now our main result. 
are orthogonal to each other with respect to h 0 and h 1 . h 0 is nondegenerate on each of these spaces.
Then the number d p (φ, λ) of Jordan blocks J p (λ) in the Jordan canonical form of φ is even for each p ∈ N 1 . (c) X has a basis B such that 
can be replaced by the block
Proof. (a) For λ, ν ∈ C consider the generalized eigenspaces
We use induction on n := p + q to show that
For
and if µ := h 0 (x, y) were nonzero, it followed that ν = µ −1 λµ, a contradiction to
The difference of these relations is again 0 = λh 0 (x, y) − h 0 (x, y)ν, so h 0 (x, y) = 0. Thus we have shown that the quaternionic subspaces in the decomposition (7) are mutually orthogonal with respect to h 0 . However, they are φ-invariant, so they are h 1 -orthogonal too. Finally, if h 0 were degenerate on one of the orthogonal addends it were degenerate on X.
(b) and (c). Because of (a) we can treat the addends in (7) separately. Take λ ∈ σ (φ) ∩ R and consider the nilpotent H-linear operator
According to Theorem 3.2 E φ (λ) has a basis B λ such that
Next take a λ ∈ (σ (φ) ∩ C ↑ ) \ R. We need the following: Taking this for granted for the moment we see, that the mappings
are skew-symmetric forms. Since ψ is nilpotent of degree p, say, we have s j = 0 for j p and there exists a y ∈ E φ (λ) with ψ p−1 (y) / = 0. Moreover, since s is nondegenerate, there must be an x 1 ∈ E φ (λ) such that s p−1 (x 1 , y) = s(x 1 , ψ p−1 (y)) = 1. Starting with x 1 define a sequence (x 1 , . . . , x p ) by
Then it holds for x := x p that s j (x, y) = s(x, ψ j (y)) = δ p−1,j for all j ∈ N.
Now define for k = 1, . . . , p,
Then we have for k = 1, . . . , p,
where u 0 := v 0 := ξ 0 := η 0 := 0. Hence the systems S := (u 1 , . . . , u p , v 1 , . . . , v p ) and S := (ξ 1 , η 1 , . . . , ξ p , η p ) span the same φ-invariant subspaceU. From (9) and the fact, that s j (z, z) = 0 for all j ∈ N, z ∈ E φ (λ), we obtain 0 = h 0 ((φ − m λ )(x), y) − h 0 (x, (φ − m λ )(y)) = s(x, y)λ − λs(x, y).
So Since s is C-valued, it follows that s(x, y) + s(y, x) = 0.
We show now that s is nondegenerate. According to (a) h 0 is nondegenerate on It is a basic result that two Hermitian forms over C can be simultaneously diagonalized if one form is positive definite. This theorem also holds in the quaternionic case. 
