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Let G = Cy==, p,F*” denote the probability measure subordinate to F with subordinator { P”}~. 
We investigate the asymptotic behaviour of (1 -G(x)) -(I np,)(l -F(x)) as x +OO if 1 -F is 
regularly varying with index p, 0~ p < 1. Applications to random walk theory and infinite 
divisibility are given. 
regular variation * subordination * infinite divisibility 
1. Introduction 
Let F be a distribution function (d.f.) with F(O+) = 0 and F(x) < 1 for all x E R. 
Let {P,}~ denote a probability distribution on l+J and consider the d.f. 
G = -f p,F*” 
n=O 
where as usual F”” denotes the n-fold convolution of F and F*’ is the unit mass 
at zero. The d.f. G is called subordinate to F with subordinator {P”}~. 
Many papers have been devoted to the study of the tail behaviour of this kind 
of d.f. See for instance [2,3,7, lo]. It is well known (cf. Athreya and Ney [2, p. 1501) 
that for large classes of F and {P~}~ one has 
. l-G(x) 
?:f 1 - F(x) 
= E(N) 
where N is a r.v. with distribution {P,,}~. Much less is known about the precise 
asymptotic behaviour of the remainder 
R(x) := 1 - G(x) - E( N)( 1 - F(x)). 
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In case the mean ,u := 5,” x dF(x) of the d.f. F is finite recently the authors have 
obtained a number of results relating the asymptotic behaviour of R to that of F 
and its derivatives [8]. Also Griibel [5] obtained some 0- and o-results for R(x). 
In the present paper we plan to investigate the asymptotic behaviour of R(x) in 
case p = ~0. The techniques we use in proving our results are similar to those used 
in [8] but the results are quite different from the finite mean case. 
For convenience we recall some basic facts from [8]. Let N denote a r.v. with 
distribution { P,,}~ and let Gk (k = 0, 1,2, . . .) be defined as 
where py’=p,, and p?‘= CEn+, p’,“-” (k = 1,2,. . .). Note that Gk is well defined 
only if ENkp’ <co. It follows that 
Gk(a) - Gk(X) = G,,, * (F*‘- F)(X) (1.1) 
and 
k-l 
G= C E (-~)“(F*O-F)*“+(-I)~G, * (~*o-~)*k (1.2) 
n=O 
In particular it follows from (1.2) that 
R(x) = R2 * G2(x) (1.3) 
where R2 := (- 1 )( F*’ - F)*2. In studying R it follows from (1.3) that we will have 
to consider R2 and G2 separately. Recall that * is defined as 
A* B(x)= A(x -Y) WY) 
while * is defined as 
A*B(x)= x 
I 
A(x-Y)NY) dy. 
0 
In the paper we will consider so called regularly varying behaviour of functions. A 
function u : Rf+ [w+ is called regularly varying at infinity with index fi if for each t > 0, 
lim 
n(xr) p -= r 
X’c= U(X) . 
(1.4) 
We will often use the notation u E RV, to indicate (1.4) holds. It is well known that 
if (1.4) holds, then (1.4) holds uniformly on compact t-sets away from 0 and ~0 (see 
[9]). The paper is organised as follows. Section 2 contains our main results with 
some discussion. In Section 3 we prove our results while Section 4 is devoted to 
some applications. 
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2. Main results 
Our first result is concerned with the asymptotic behaviour of jz R(y) dy as x + ~0. 
Theorem 2.1. Let 1 - F E RV_,, 0 s p s 1 and assume P(z) := CTzp=, pnzn is analytic at 
z=l. Then 
6 R(Y) dy 
:-%(l-F(x))J;(l-F(y))dy= 
if/3 = 1, 
ifp < 1. 
Here B( . , .) denotes the beta-function. 
In case p = jy (1 - F(y)) dy is finite we necessarily have p = 1 and jr R(y) dy =O. 
Hence Theorem 2.1 then gives 
This shows that our Theorem 2.1 generalizes [8, Theorem 2.31 properly. 
If we want a result for R(x) itself we will first have to consider R2(x), as can be 
seen from (1.3). As in [8] we need a condition on the density f of F. 
Lemma 2.2. Let F’ =f~ RV-,, 1 S (Y s 2. Then 
(9 
(ii) 
Mx) 
?i”,f(x) I; (1 -F(y)) dy 
2 ifcx =2, 
= (2-a) do-2 if 1<(~<2, 
R,(x) 
hm(l_F(x))Z=-l ifCx=l. 
Remarks. 1. The question arises whether an analogue of Lemma 2.2 holds for d.f. 
without a density or for d.f. which are not regularly varying. In view of the 
dependence of the limit on CY this question seems to be nontrivial. 
2. For 1~ (Y (2, let c(a) denote the limit function obtained in Lemma 2.2(i). 
Using [l, p. 5561 c(a) can be written as 
2-CK 
c(a) = -~ cu_l F(Pl,l-_(y,2-(Y; l)=- 
(2-LY)(r(2-a))Z 
(cw-l)r(3-2cx) 
where r denotes the gamma function and F( . , . , . , z) denotes the Gauss hyper- 
geometric function. Note that c( (Y) = 0 only if (Y = $. Indeed one may ask whether 
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Lemma 2.2(i) can be improved if (Y =$. We postpone a further discussion of this 
question to Lemma 2.5. Finally note that lim,,,_ c(a) = 2. 
3. Note that if fE RV,, 1 < LY < 2, then 
f(x)j;(l-F(y))dy ;a-1 
(I- F(x)Y 
(X+oo) 
2-a 
and Lemma 2.2(i) gives 
Rz(x) 
?12 (I- F(x))2 =(a-1) ‘((l-v)‘-“-l)uPdu-l=:k(ru). I 0 
Note that lim,,, k(a) = -1 which corresponds to Lemma 2.2(ii). 
The analogue of Theorem 2.1 for R now reads as follows. 
Theorem 2.3. Let F’= f E RV,, 1 s CY G 2 and assume P(z) is analytic at z = 1. Then 
R(x) 
if 1 <(Y <2, 
(i) 
?ifj-(x) I,” (1 - F(y)) dy = 
ifcx =2, 
(ii) 
R(x) 
?‘,r+F(x))*=-E 
ifa = 1. 
Remark. If p < cc the result of Theorem 2.3 again coincides with [8, Theorem 2.31. 
In the special case where N = n a.s., Theorem 2.3 gives the following Corollary. 
Note that here R=l-F*“-n(l-F). 
Corollary 2.4. Let F’ = f E RV,, 1 G (Y s 2. Then 
n 
(i) 
1 - F*” - n( 1 - F) c(a) 
!+ff(x) s,” (1 -F(y)) dy= 
0 2 ifl<a<2, 
n 
2 0 = 
2 
ij-cI 2, 
(ii) lim 
l-F*“-n(l-F)= n 
X’CE (l_F(X))2 - 2 ifa=1’ 0 
Let us now examine the question of obtaining third order results. We have not 
been able to obtain third order results for arbitrary regularly varying densities J 
However for stable densities we have the following result. The complicated form 
of the result also shows that it will be hard to prove third order results in the general 
case. 
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Lemma 2.5. Let f = F’ where F is a stable d.j on Iw+ of index /3, 0 < p < 1. Let P(z) 
be analytic at 1. Then 
R(x) 
(ii) li~i~s(xi= E if@ =+ 
R(x) - c(/3 + l)E f(x) . I; (1 -F(Y)) dy 
(iii) lim 
x+00 (1 - F(x))~ 
(2.1) 
(2.2) 
(2.3) 
d(P+l)=-$ 
2 
c’(P + l)HP, P, 3P; 1) ’ +c;;:(s;;n). 
Remark (cf. Remark 2 following Lemma 2.2). Lemma 2S(ii) provides a refinement 
of Lemma 2.2 and Theorem 2.3 in case (Y = i. Indeed, while Theorem 2.3(i) only 
gives that R(x)/f(x) = o(j,” (1 -F(y)) dy) as x + ~0, (2.2) yields the exact asymptotic 
behaviour of R(x) as x+00. 
3. Proofs 
3.1. Proof of Theorem 2.1. For the proof of the theorem we first need 
Lemma 3.1. Let s(x) E RV,, 0 c p =G 1 and S(x) := I,” s(y) dy dejinedfor all x 2 0. If 
lim,,, (t(x)/s(x))=a (O<at~) where t:IW++IW+, then 
lim j,” 4x-y)t(y) dy= a(l-P)Nl-&l-P) isP<l, 
x-m s(x)S(x) ( a+c ifp = 1. 
Here c = a or c = (5: t(y) dy)/S( ~0 ) according as S(W) = cc or S(m) < 00. 
Proof. For 0 < E < n < 1 we write 
I 
x 
0
r(x-y)t(y)dy={j-:+l;+j;js(x-y)t(y)dy=:I+II+III. 
First consider I. We have 
1=x s(x(l- u))t(xu) du. 
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Since s(x) E RV, we have lim,,, (s(x(1 - u))/s(x)) = (1 -u))’ uniformly in 
O~VGS. Hence, as x+cc, 
I - xs(x) 
I 
,: (1 - v))%(xu) du. 
Now 
I 
FX 
r(y) dy s x (l-v)-pt(~v)dv~(l-~))P C(Y) dy. 
0 
If p < 1 we have 
j: Z(Y) dy= a lir,, SC=) _ ae 
?L% S(x) 1-P r-‘r S(x) . 
Hence 
sup 
{ 1 I a.5 lpp d lim x-m inf s(x)S(x)< aF ‘-p( 1 - &))P. 
If p = 1 we have 
lim j;” t(y) dy 
j,“‘ ICY 1 dy 
S(m) 
if S(c0) <Co. 
S(x) 
=c= 
x-m 
and hence 
la if S(c0) = co, 
cc lim sup 1 I I x-x inf s(x)S(x) G c( 1 - &))I. 
Next consider III. Again using uniform convergence we have 
I 
I 
III - axs(x) s(x( 1 - v))t+ dv 
‘) 
and it follows that 
a(l-~)‘ppSlim Sup 1 I III x-r inf s(x)S(x) C aTeP( 1 - n)lpp. 
(3.la) 
(3.lb) 
(3.2) 
Finally using uniform convergence again we have 
lim ~=lim~~(r(xj~~~)))(~)do=al:(l-a)l-”o”dL.. 
x+~x?(x) x-a^ E 
(3.3) 
From well known properties of regularly varying functions (see e.g. [o]) we have 
xs(x) 
?@A S(x) -=1-p. (3.4) 
Now combine (3.1)-(3.4) and then let &JO, n? 1 to obtain the desired result. 
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To complete the proof of the theorem we use (1.1) with k = 0 and the fact that 
G,(co) = E(N) to obtain 
R(x) = G,(x) - G, * F(x) - G,(co)(l -F(x)) 
whence 
I 
X 
R(y)dy=- x(G,(as)-G,(~))(l-F(x-y))dy. 
I 
(3.5) 
0 0 
Since pn (I) decreases geometrically fast and I:=:=, np, (‘I = E (y ), we can use Theorem 
3 (p. 150) of [2] to find 
G,(a) - G,(x) - E 
( ) 
; (l-F(x)) (X’co). (3.6) 
If j: (1 - F(y)) dy = CO, an application of Lemma 3.1 yields the desired result. If 
P = 5; (1 - F(Y)) dy <OO, then we have, by the definition of G,, 
m(Cl(cO)-Gl(y))dy=~p!:in~=~E 
I 
and again the result follows. 0 
3.2. Proof of Lemma 2.2. For r], F such that 0 < n < E < 1 we have R, = I + II + III - 
IV where 
I 
x 
III = (1-F(x-Y))~(Y) dy, 
EX 
IV=(l-F(~x))(l-F(X)). 
First observe that since f~ RV-, we also have 1 - FE RV,_, and 5: (1 - F(y)) dy E 
RV>_,. Furthermore 
d(x) ’ -=Q--l ?E 1 - F(x) 
x(1 -F(x)) 
and ?kju"(1-F(y))dy=2-a' (3.7) 
Using the regular variation of 1 -F we immediately have 
IV-E’-a(l-F(~))2 (x+co). 
Using uniform convergence we have, as x -+ 00, 
(3.8) 
III = x 
I 
‘(l-F(x(l-zQ))f(xu)dv-d(x) 
F I 
1 
(l-F(x(l-u))u-” du. 
F 
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Since 
(1 -F(Y)) dy 
‘(l-F(x(l-v)))r,YdoW’ (1 -F(Y)) dy 
F 
we obtain 
Next consider II. Since 
II = xf(x)( 1 - F(x)) 
l-F(x(l-v))_l fo,o 
1 -F(x) > f(x) 
using uniform convergence again we obtain 
II 
%C xf(x)(l -F(x)) = 
F((l-v)’ 
‘I 
Finally 
‘) 1 
I = x2 
II 0 
1_ufb4d~fbWu. 
Using uniform convergence once more we 
-a - 1)~~” du. 
have 
I- x'f(x) 
J J 
v-~ du f(xu) du. 
0 1-u 
Since 
I 
V ? 1 
yf(y)dy~x2 
II 
v-~ dvf(xu)du==(l-n)-a 
0 0 lbU I 
oR’ yf(y) dy 
and since [4, Theorem 1, p. 2811 gives that 
Jr yf (v) dy ??2xf(77x) 
?il”,j;(l-F(y))dy=?$ I-F(~) =q2-a(a-1) 
we obtain 
‘2-e(a-1’s;!f f(x),"(l~F(y))dy 
0 
(3.9) 
(3.10) 
(3.11) 
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If 1 < (Y ~2 combine the previous estimates to obtain 
n2~01((Y-l)+(2-~) F 
I 7 
((1-D)‘-O-1)U-Odu+(*-E)2~U-EI-~~ 
G lim 
x-m 
Mx) 
f(x) j,” (1 - F(y)) dy 
crl 2~“(a-l)(l-77)a+(2-a) ‘((1~u)‘~“-l)v-“dc 
I ‘) 
Now let n JO and ET 1 to obtain part (i) of Lemma 2.2. If (Y = 1 in a similar way 
we obtain part (ii) of the lemma. 0 
3.3. Proof of Theorem 2.3. From (1.3) it follows that 
R(x) = d?R,(x) + R2 l g2(x) (3.12) 
where g2(x) =CT=, py)f*“(x). From [8, Theorem 2.21 and the analyticity of P(z) 
we obtain 
&(X1 N 
!!~=E ( ) 3 . 
(3.13) 
For O<a<l we have 
FX X 
R, l gz(x) = 
I 
R,(x - y)g,(y) dy + 
I 
R,(x -y)g,(y) dy := I + II. 
0 FX 
As to I, from Lemma 2.2 it follows that 
Rz(x) 
- = constant =: C 
?‘k u(x) (3.14) 
where u E RV,(,_,, equals f(x) 5: (1 - F(y)) dy or (1 - F(x))’ according to (Y > 1 or 
(Y = 1. Using uniform convergence we then obtain 
I - Cxu(x) g2(xu) dv (x + 03). 
But then 
C 
I 
g,(y) dy s lim inf - 
I 
S lim sup - 
X’cc u(x) x+cc u(x) 
s C(1 -c)-~(~-‘) 
I 
m g2(y) dy. 
0 
(3.15) 
348 E. Omey, E. W&kens / Subordination 
Next consider II. Using (3.13) and (3.14) we have, for x and A sufficiently large, 
(III c c . f(x) 5”‘-” IR,(y)l dy 
0 
SC. Iff k(y)( dy .f(x) + c’ . f(x) j-’ 4~) dy 
A 
whence 
for some constant c”, and x large enough. Now observe that, if /-L = 00, 
I,” U(Y) dy !imj,(l-Fo)dp=!imlll~.:,)=O. 
Hence, for 1 <a<2 and ~=a, 
lim 
II 
--0 
X-m u(x) . 
(3.16) 
In order to prove (3.16) in case p <OO (and (Y = 2), first note that 
I+$)x)x i; R,(x(l-v))v-2du 
= E( ;)f(x) /-;‘- R>(u) & du. 
Now, for all u ~0, 
R,(u) (u) ~C)R,(U))GC(~-F*~(U)+~(~-F(U)) 
and 
I 
CCI 
C (l-F*‘(u)+2(1-F(u)))du==4C~<% 
0 
Hence, using Lebesgue’s theorem on dominated convergence, 
which is (3.16). 
Combining (3.12)-(3.13) and letting E 4 0 gives 
lim R(x) 
-=C(p~‘+~oW,,(,,dy)=Cijp~)=CE(;) 
x-a u(x) 
which was to be proved. q 
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Proof of Lemma 2.5. We only prove (2.3) since (2.1) is a special case of Theorem 
2.3(i) and (2.2) can be deduced from (2.3) by setting p =i. Since F is stable with 
index p < 1, we have 
F*“(x) = F(n-“Px), n a 1, 
OF 
j-“(x) = n-“q-(n-“flx), n 3 1. 
Using the series expansion for a stable density on R+, we get [4,6] 
f(x) =i f F(kf!+ ‘) (-l)k-‘~-pk sin(krrP). 
‘,‘rx k=, 
Combining (3.17) and (3.18), it follows that, for n 3 3, 
u-*“(x) - d-(x)) - ( ;)u*2(x) -a-(x)) 
= (1 + o( 1)) F(3/lr+ ‘) . sin(3nP) 
0 
3” x-3p-1 as x+00. 
(3.18) 
(3.19) 
Taking n = 3 and integrating relation (3.19) yields 
Applying the duplication and reflexion formula for the F-function [l], one easily 
finds that 
R3(~):=(F*o-F)*3(x)=(1+o(l))k(~+1)(1-F(~))3 as x+co (3.20) 
where 
c’(p + 1) . F(P, p, 3p; 1) . ’ +c;;;cs;;;T’. 
Now, from (1.2), 
R,(x) = G3 * R3(x). (3.21) 
Proceeding in the same way as in the proof of Theorem 2.3, we get from (3.20) and 
(3.21) that 
R(x)-E 
lim =k(P+l)E 
x-m (I- F(x))~ 
Using (3.17) and (3.18), it is easy to see that 
i 
X 
R2(x) - 0 + ll.f(x) . (1 -KY)) dy 
=(l+o(l))k(P+l)(;-F(x))’ as x+cO. 
A combination of (3.22) and (3.23) completes the proof. q 
(3.22) 
(3.23) 
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4. Applications 
4.1. Comparing sums and maxima of i.i.d. random variables 
If we take N = n a.s. then Corollary 2.4 together with (3.7) and the obvious limit 
relation 
*im l-F”(x)-n(l-F(x)) n 
x-u7 (l-F(X))* =- 2 ’ n22 0 
(4.1) 
yields the following 
Corollary 4.1. Let f E RV,, 1s a < 2. Then, as x + co, 
(i) (l-F*“(x))-(l-F”(x))~ 
(1 -F(x))* 
iflGcr<2, 
(ii) 
(1-F*“(x))-(l-F”(x))+2 n 
f(x) l; (1 -F(y)) dy 0 2 
ifcu=2. 
The result admits the following probabilistic interpretation. Let X,, XI,. . . , X,, 
be n i.i.d. random variables with the same d.f. E Let S, = X,+. * *+X, and let 
x,:.s.. .sxnzn denote the order statistics of the sample. For 1 s (Y <2 and 
f~ RV-,, Corollary 4.1 gives an asymptotic expansion of the form 
P{S,>x}=P{X,:.>x}+(k(cu)+o(l))P{X,_,:.>x} (x-+co) (4.3) 
where 
k(Ly) =z c(Ly)+l. 
For densities f~ RV-,, LY > 2 in an earlier paper we obtained [8, Corollary 5.1.21 
P~s,~xI=P~X~:.~x~(2~(;1)+o(l))f(x) (x+03) (4.4) 
where p = E(X,). Comparing (4.3) and (4.4) we conclude that in both cases 
P{S”>X}--P{X,:.>x} (x+co) 
but the second-order behaviour is completely different for the cases p < ~0 or p = ~0. 
4.2. Supremum of a random walk 
Let X,, X2, . . . be a sequence of i.i.d. random variables with d.f. F, and denote 
S, =C:=, X, (n B l), S,=O. Define 
M := y_; S,, and B := nt, $ P( S,, > 0). 
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Using Spitzers identity [4] we get that M <CO almost surely (a.s.) if and only if 
B < 00. Furthermore, if we denote p := EX, (--CO < p < +a), then it is well known 
(see e.g. [4, p. 4021) that p < 0 assures that A4 <CO a.s. and that in this case 
P(Msx)=ePB F (l-e-B)“H*“(x). 
n=O 
Here 
asx<O, 
and F+ denotes the right Wiener-Hopf factor of F. Define 
F,(x):=; 
where 
I 
m 
m= (1 -F(Y)) dy. 
0 
From [ll], it follows that 
. P(M>x) 
!+z l-H(x) =eB-l 
if 1 -F, is regularly varying. 
Since [4, Theorem XII 2.2.1 gives that jr x&J(x) = 00 if Al. ~0, we can apply 
theorems 2.1 and 2.3 to obtain second order results. 
Theorem 4.2.2. Suppose --CO < /L < 0 and 1 - FE RV-,, 1 G /3 5 2. Then 
6) 
(ii) 
lim~~[~(~>~)-(eB-l)(l-H(~))ld~ 
X’oc (1 -F,(x)) 5,” (1 -F,(Y)) dy 
I 
-$3(p,p) if1<p<2, 
= 
-2”2 
P2 
if/3 = 2, 
lim P(M> x) -(e” - 1)(1 - H(x)) 
x+m (1 -K(x))* 
--.cc(p) ifl<p<2, 
if/3 = 1. 
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Remark. If we want results from which H is removed in favour of F,, we have to 
impose conditions on the expression 1 - F,(x) + (p/m)(e” - l)(l - H(x)). 
4.3. Infinite divisibility 
Let F be an infinitely divisible (i.d.) d.f. and let v denote its Levy measure. Define 
A_‘v[l, x[, x2 1, 
Q(x)={, 
3 x< 1, 
where A = v[ 1, oo[. Then it is well known (see e.g. [4, p. 5721) that the d.f. F can 
be written as F = F, * F2 where 
and where 1 - F,(x) = o(epP’) for all F > 0. The d.f. F, being compound Poisson 
and 1 - F, being exponentially small, we obtain (cf. [S]) 
Theorem 4.3. Let F be an id. d.f: with Levy measure V. Assume Q has a density 
~ERV,, l~cu~2. Then 
2 
(9 
lim 1 -F(x) - 4x3 00) 
x-m q(x) . j,” (I- Q(Y)) dy = 
$c(a) ifl<cyC2 
A2 ifa= 
(ii) 
l im 1 -F(x) - 4x, ~0) A2 
x-cc (1 -Q(x))’ 
=-1 ifa=l. 
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