This paper presents an idea of new algorithm combining advantages of evolutionary algorithm and simple distributed computing to perform tasks which required many re-runs of the same program. Computing time is shorted due to elementary distribution within a number of common computers via the Internet. Progressive .NET Framework technology allowing this algorithm to run effectively and examples of possible usage are also described.
INTRODUCTION
Distributed Self-Organizing Migrating Algorithm (DISOMA) is a highly effective evolutionary optimization heuristic combining eminent computational performance with attainable technical requirements. DISOMA is derived from the SelfOrganizing Migrating Algorithm (SOMA) (Zelinka 2002 (Zelinka ,2004 which has proven to be very useful for optimization of many hard-solvable problems. However there exist some tasks that cannot be solved by a small band of SOMA executes, for example, a task that is deduced from the model containing a number of stochastic based variables. In such cases huge set of SOMA cycles has to be run and final solution is interpolated through all obtained possibilities via statistic procedures. This technique can be extremely demanding in terms of computing time. The mainframes capable of computing such exacting assignments are not always available. DISOMA reduces such demand by distributing separate SOMA executes to bigger group of independent computers. The Internet connection and .NET Framework presence are the only conditions required and that each computer is to be part of the process. This paper introduces DISOMA as a new method of functional optimization, bringing a utile tool for the users who can not get access to expensive mainframes but have at their disposal large group of personal computers, for example lab computers. Various DISOMA aspects are discussed including installation, structure, methods of remote control and communication, operation system requirements and examples of use. The paper concludes by explaining the importance of DISOMA for connected research of Analytic Programming (Zelinka, Oplatkova 2003) and also for research connected with SOMA itself.
METHODS
Combination of many times proved SOMA and modern .NET Framework architecture is what makes DISOMA such powerful. Main techniques used to construct DISOMA are described in this chapter.
SOMA
SOMA is an effectual artificial intelligence method of functional optimization. Together with Genetic Algorithms, Simulated Annealing and Differential Evolution, SOMA can be treated as an evolutionary algorithm. Set of hypothetic solutions is as a group of individuals moving towards Leader through their environment (N dimensional hyper-plane) to reach the best living condition (functional minimum). Owing to this quality SOMA is able to work out the best (or very good) solution for many problems which are unsolvable by rigorous mathematical techniques. Following table of parameters has to be set SOMA can be run. 
Windows Services
Windows Services are applications that can be automatically started when the operating system boots. They can run without having an interactive user logged on the system. Any Functionality can be built in the service such as scanning for files to do backup or a virus check, or starting a .NET Remoting server, for example. (Robinson 2004) .
NET Remoting
Many applications are not standalone applications that are running on a single system, but they use some network communication technologies to invoke methods on a remote server. This is what .NET Remoting is good for. .NET Remoting can be used for accessing objects in another application domain. Instead of sending data, it can invoke methods across the network across the network. (Robinson 2004) DISOMA DISOMA works on ordinary client -server architecture however unconventionally there are many servers and only one client. Within DISOMA structure every server is called "Solver" and the client is called "Scheduler". DISOMA itself can be defined as a set of one Scheduler and altering figure of Solvers. Large number of Solvers communicating with Scheduler (more than 10 recommended) is crucial for DISOMA capability to solve more extensive tasks. Main attributes of Solver and Scheduler are described further. 
Solver

Scheduler
Scheduler is a simple WinForm application connected to SQL database via ADO .NET technology. Scheduler itself can be run without installation on computer equipped by .NET Framework however Microsoft SQL Server has to be present in order to help Scheduler administrating SQL database. Also Scheduler position within the Internet is limited due to its exact IP address with has been specified firmly within Solvers code.
Scheduler has to handle thee main databases -defined tasks, found solutions and connected Solvers. The user creates "Defined tasks database" manually. This definition can be originated directly via SQL server or by the help of Scheduler window. Every defined task has to contain vector of SOMA parameters and Cost Function (see Table 1 ) also number of repetition can be included. "Connected Solvers database" contains all Solvers connected to Scheduler and has to be periodically updated in order to remain relevant. Every included Solver assumes ready, calculating or error state. Scheduler sends tasks to Solvers which are readyalways one task (the oldest item from Defined task database) to one Solver. When Scheduler receives coordinates of successfully found solution form Solver the solution is stored into "Found solutions database" together with task parameters and solved task is deleted from Defined task database. If any Solver does not return awaited solution within specified time or stops responding its status is changed to error and its task is redirected to another ready Solver.
APLICATION
Class of problems which can be effectively solved by DISOMA includes problems which require solving large number of single SOMA tasks during evaluation 
SYNTHESIS OF NEURAL NETWORKS
To accomplish by the means of an AP the successfully synthesize of the ANN, it is necessary at first to appropriately choose the elements of GFS and correctly define the CF, applicable for the problem being solved. To fulfill both those steps is, however, necessary to comprehend the relationship of equivalence between the ANN and functions -namely an AP itself does not understand the ANN conception, it is capable to synthesise only functions, eventually algorithms.
The relation between an ANN and mathematical functions
The connection between an ANN and mathematical functions is often neglected in the professional literature, at the same time each ANN can be expressed as to its equivalent class of functions f*. The ANN synthesis process is thus a process of searching of a suitable f* in the set of class of functions F, which contains the classes accrued by combinations of (basic) base functions b of a set B. The constitution of elements of B then differs according to individual types of ANN. The process of ANN education can then be expressed as searching for convenient values of invariables, which differentiate particular functions f in f* from each other. The resulting function f is then equivalent to the searched for ANN. The most important task to solve, is to select a suitable B, which will be used as a GFS.
Conception of used GFS
From the preceding text it is clear, that suitable selection of individual gf by using GFS, is an absolutely crucial question. As a fundamental base stone -function gf1 -is synthesised ANN, and the choice then becomes sigmoid -the transfer function of two input arguments arg1, arg2:
Sigmoid function is in the world of ANN the often used transfer function (Master 1993) , which is derived from behavior of real neurons in human brain. For a parameter λ the invariable value 10 was selected, so that the sigmoid nears rather to the unipolar binary function, which is suitable for solutions of classification problems. Against the binary function it , however, has the advantage, that there exists a derivation of it in its whole interval and that it is possible to apply the algorithm dependent on such derivation of function, as it is , for example, just the nonlinear interlacing used in the AP, on the structures, which are thus being created.
Beyond gf1 there must be an integral part of, as constituted by this research, GFS also input independent variables x1 and x2, which represent coordinates of individual points on the classified plane, and then invariables K (K1 to Kn), which shall figure the thresholds φ and weights w of the network. To be able to tie up properly the weights and thresholds to the network, it is necessary to add into GFS next two gf, + (plus) and × (times).
By that one finally arrives at GFS1 = {gf1, +, ×, x1, x2, K}. From the point of view of the problem it handles about so-called complete GFS, consequently GFS1 has by the means of AP guaranteed the potential of solving the ANN syntheses -for the set B, through combination of which rises already known solution ANN of the particular problem, is valid B ⊆ GFS1 -so it comprises all elements, which build and compose the relevant f.
Figures 4: Principle of ANN synthesis from GFS1
Such definition of GFS1 is an attractive one because an AP can, thanks to it synthesize not only classical neural structures, known from the rigorous theory of ANN, however, also the networks of pseudo-neural character, eventually quite non-neural functions. These properties from the world of neural functions shall, thanks to AP involuntarily combine with further mathematical transformations.
Effect of GFS1 on the synthesized ANN topology
The sub-functions can arise from the set GFS1 under favorable conditions during cultivation of an individual in AP, which will compose the winner individual, and on which can be looked on as neurons in ANN. Examples of such arrangement of individual gf ∈ GFS1 into convenient subfunctions will be introduced in future studies.
Definition of CF
The correct definition of CF is unique for every problem to be solved. CF should in itself namely include the whole testing set of the synthesized ANN. CF works in such cases on the basis of testing the ANN responses on particular elements of the testing set. What, however, remains always same is the chosen philosophy, under which the relevant CF is created.
As a fundamental model of CF1, the staircase conception CF was selected for the synthesis. Its operation is, that at the beginning of scoring the CF of particular individual (ANN) is valid CF = 0.
Step by step all elements of the tested set are passed through.
If there shows at any tested element, that the response of ANN is divergent to the requirements of the testing set an increment of CF = CF + 1 is performed. By that way the CF1 can gather the discrete values {1,2, ..., n}, where n is number of elements in the testing set. CF1 thus calculates on how many elements of testing set replied ANN with the inadmissible reply.
By all of that it is assumed, that at the output of ANN there is inserted one more neuron, which standardizes the replies greater than 0.8 to 1 and replies less than 0.2 damps to 0.
CONCLUSION
Applied on described class of problems DISOMA can compensate expensive mainframes inside organizations which cannot afford such advanced accessories but manages number of standard computer. This appears to be reasonable way how to save unnecessary investments. Presently DISOMA goes trough the stadium of debugging however this algorithm is going to be expose on the Internet for a public use. During the progress many completive ideas, such as creating remote control of Scheduler via ASP .NET services, are proposing and waiting for integration into DISOMA. For more information see (Varacha, Zelinka 2007b ).
