A class of multiscale decompositions for scattered discrete data is introduced, motivated by sensor network applications. A specific feature of these decompositions is that they do not rely on any type of mesh or connectivity between the data points. The decomposition is based on a thinning procedure that organizes the points in a multiscale hierarchy and on a local prediction operator based on least-square polynomial fitting. We prove that the resulting multiscale coefficients obey the same decay properties as classical wavelet coefficients when the analyzed function has some local smoothness properties. This yields compression capabilities that we illustrate by numerical experiments.
Introduction
A sensor network consists of a collection of devices called sensor nodes. These nodes are generally irregularly placed in space, and each of them can perform three tasks: sensing physical phenomena such as temperature or chemical concentration, processing sensed data with an onboard microprocessor, and communicating data with neighboring nodes via low-power radio links. Nodes are typically powered by onboard batteries, and the network employs multi-hop routing to exchange information between sensors whose separation exceeds their radio range, passing data through intermediate nodes on the path from source to destination. Such a routing scheme enables all nodes to reach a data sink where a network user aggregates the information collected by the network.
Sensor network users are typically more interested in conclusions drawn from measured data rather than the data itself. While such processing can occur at the data sink, multi-hopping the entire set of raw measurements to the sink requires a significant drain of on-board node power supplies for even moderately sized networks. Fortunately, processing a bit at a node typically consumes orders of magnitude less power than transmitting that same bit to a neighboring node. Thus, using less costly local collaborations among nodes and distributed data processing, we can compute and transmit answers to some questions to the sink instead of the raw data required to compute the answers.
As an example of such distributed processing, we consider lossy, innetwork compression of a set of node measurements, gathered one per node and referred to here as the measurement field. When a user requires knowledge of the field at a reduced fidelity, we can realize significant reduction in network power expenditure by first applying a distributed multiscale transform to node measurements and then using threshold-based compression techniques on the transform coefficients. The goal of the multiscale transform is to concentrate the relevant information into a small set of numerically significant coefficients, similar to wavelet transforms of regularly sampled signals such as images, but now on an irregularly placed grid.
Such transforms are known to be feasible based either on the lifting scheme of Sweldens [7] or on the discrete multiscale framework of Harten [5] . In both approaches (which have much in common), the sensor grid Γ is thought as the finest resolution level of a multiscale hierarchy of grids
Given the sampled values c J,γ := f (γ) of the field f on the nodes γ ∈ Γ J , the transform computes approximation or scaling coefficients c j := (c j,γ ) γ∈Γ j and detail or wavelet coefficients d j := (d j,λ ) λ∈∆ j where
is the update grid. The multiscale decomposition consisting of the sequences (c j 0 , d j 0 , d j 0 +1 , · · · , d J−1 ) is algebraically equivalent to the data of the initial sequence c J .
In most approaches to scattered data encoding the non-uniform grids are organized into a triangulated mesh -see, for example [2] or [4] . This approach allows in particular the use of techniques such as finite element approximation. Mesh-based multiscale transforms have also been designed for the specific sensor network application in [8] , which demonstrates a substantial energy savings over harvesting the whole set of measurements. However, in order to reduce communication overhead and enable robustness in the presence of time-varying wireless channels, we desire that the transform not require the construction and maintenance of a mesh. Additionally, meshes are harder to construct when the grid is 3-dimensional (3-D) -a distinct possibility in the sensor network setting.
A pair of meshless, multiscale approaches for sensor networks can be found in [1] and [10] , though they are not as well suited to the compression of a two-dimensional (2-D) or 3-D field of node measurements. The authors of [1] propose to construct a wavelet transform and compression scheme for a 2-D sensor network field using one-dimensional wavelet transforms along merging paths dictated by a network routing structure. The solution is not, however, a fully 2-D transform and therefore cannot as effectively exploit the spatial dependencies in sensor measurements. The authors of [10] propose a scheme in which a user can query a few nodes and, with high probability, find a large-scale summary coefficient or a small-scale detail coefficient. Though the approach is well-suited to limited, local querying of coefficients within the network, it exhibits less desirable compression performance than the results presented in [8] .
A meshless multiscale protocol for sensor networks that inherits the attractive compression properties of [8] is proposed in [9] , based on the framework of the former. The goal of the present paper is to provide a rigorous mathematical analysis of this approach; the algorithm described here closely matches that in [9] .
From both theoretical and practical viewpoints, it is important to ensure that the multiscale transform retains the analytical properties of classical wavelet decompositions that ensures their sparsity -namely, that the magnitude of the detail coefficients is governed by the local smoothness of the underlying function. The realization of such properties strongly depends on the specific design of the multiscale decomposition, and more precisely on:
1. The definition of the hierarchy (1) through a proper fine to coarse decimation procedure.
2. The definition of the rules that relate the scaling and wavelet coefficients from one scale to the next.
Accordingly, we shall first devise in Section 2 a thinning procedure that has the property that the resulting grids Γ j are in some sense similar to uniform hierarchical grids of spacing 2 −j . Section 3 follows with a discussion of the interpolatory predict and smoothing update stages of the multiscale transform. Section 4 establishes the stability of the predict and update stages, resulting in the expected decay estimates of wavelet coefficients given locally smooth input functions. Section 5 demonstrates application of the thinning algorithm, verifies the numerical stability of the update stage, and illustrates the compression properties of the transform for piecewise-smooth data. Finally, Section 6 concludes with a summary and a discussion of future work.
Multiscale description of scattered points
Let Ω be a bounded domain in IR d and let Γ be a discrete finite set of points all included in Ω. For such a set of points, we introduce two natural quantities: the maximal density defined as
and the minimal spacing defined as
Note that if Ω is convex, or if the segment [γ, γ ′ ] between the minimizing pair in the above expression is contained in Ω, then we clearly have that
When Γ is a uniform grid of points, the two quantities δ(Γ) and µ(Γ) are comparable. For instance µ(Γ) = √ 2δ(Γ) in the case of a square grid. More generally we shall be interested in sets that are close to a uniform grid according to the following definition. 
This property will play an important role when further analyzing the stability properties of the multiscale transform. We next describe our thinning algorithm. Given the set Γ (which is not in general assumed to be quasi-uniform), we first define the finest resolution level J as the unique integer such that
Assuming that Γ j has been defined for some integer j, the coarser grid Γ j−1 is obtained by the following iterative procedure:
1. Define Γ j−1 = Γ j and ∆ j−1 as the empty set.
2. Pick γ ∈ Γ j−1 . For all µ ∈ Γ j−1 such that µ = γ and |µ − γ| ≤ 2 −j+1 , remove µ from Γ j−1 and add it to ∆ j−1 .
3. Maintain γ in Γ j−1 and return to Step 2 by picking a new γ that is still in the updated Γ j−1 .
4. Continue Steps 2 and 3 until all possible γ ∈ Γ j−1 have been visited.
Two properties of the grids Γ j and ∆ j immediately follow from the definition of the thinning procedure:
and for all µ ∈ ∆ j , there exists γ ∈ Γ j such that |µ − γ| ≤ 2 −j .
From the second property (9), we can derive that for all x ∈ Ω min
and therefore, taking the maximum over x ∈ Ω from both sides,
which by iteration leads to
This last inequality implies that the thinning algorithm eventually generates quasi-uniform sets, even if the initial set Γ is not quasi-uniform. This is expressed by the following result, the proof of which is an immediate consequence of (12).
and therefore δ(Γ j ) < 2µ(Γ j ), i.e., the sets Γ j are quasi-uniform.
Note that, as a consequence of the above theorem, if the initial set satisfies δ(Γ) ≤ 2 −J+1 , then the entire hierarchy consists of quasi-uniform sets.
Multiscale transforms
Assume that we are given the values of a function f on the finest grid Γ J -we call these values the field, as described above. We denote by c J the vector consisting of these values, i.e.,
Our multiscale transforms are based on the data of three linear interscale operators. The first operator is simply the restriction operator that maps a vector (u γ ) γ∈Γ j+1 to the smaller vector (u γ ) γ∈Γ j . Note that the iterative application of this operator on the vector c J produces the values of the function f on the grids
The second operator is a prediction operator that maps a vector (u γ ) γ∈Γ j to a vector ( u λ ) λ∈Γ j+1 . If u γ represent the values of a function u at the point γ, then the value u λ should be thought as an approximation of u at the point λ obtained by interpolation of its known values on Γ j . More precisely, the value u γ will be given by
where N j (λ) is a neighborhood of λ consisting of those γ ∈ Γ j that are in some ball centered around λ and of radius C L 2 −j where C L ≥ 1 is a fixed constant, and a λ,γ are fixed coefficients such that
Note that according to (9) , the neighborhood N j (λ) always contains at least one element. Before specifying in more detail the neighborhood N j (λ) and coefficients a λ,γ , let us define a first interpolatory multiscale transform in which the scaling coefficients are simply the function values and the wavelet coefficients are the prediction errors. The decomposition algorithm reads as follows: for
The reconstruction algorithm reads as follows :
The main defect of this interpolatory wavelet transform is that the scaling coefficients are exactly the sub-sampled values of the original functions on the grid Γ j , instead of being local averages of the function values at the resolution 2 −j . In the wavelet basis framework this is reflected by an inherent lack of L 2 -stability of the interpolatory basis. One way to correct this defect is to introduce an updating operator which maps two vectors ( u γ ) γ∈Γ j and (d λ ) λ∈∆ j to a vector (u γ ) γ∈Γ j defined by
where M j (λ) is a neighborhood of γ consisting of those λ ∈ ∆ j such that γ ∈ N j (λ), i.e., those λ on which the prediction is influenced by the value at γ, and b λ,γ are fixed coefficients. Note that the neighborhood M j (γ) might be empty in the case where γ does not contribute to the prediction operator.
In such a case, there is no update at this point. Before specifying in more detail the coefficients b λ,γ , we can define a second multiscale transform, by incorporating the update stage in the interpolatory multiscale transform. The decomposition algorithm reads as follows: for j = J − 1, · · · , j 0 , do (P1) Polynomial exactness of some order m: if c j,γ = p(γ) for all γ ∈ Γ j and for some p ∈ Π m , then c j+1,γ = p(γ) for all γ ∈ Γ j+1 .
(P2) Locality: N j (λ) is contained in the ball |x − λ| ≤ C L 2 −j with C L a uniform constant independent of j and λ.
(P3) Stability: γ∈N j (λ) |a λ,γ | ≤ C A with C A a uniform constant independent of j and λ.
In the case where m = 0 (exactness for constant functions), one can easily jointly fulfill these three properties by a simple choice: for all λ ∈ ∆ j , we denote by γ(λ) a point of Γ j such that |λ − γ(λ)| ≤ 2 −j (such a point always exists according to (9) ) and set
This choice obviously satisfies the above properties with m = 0, C L = 1 and
If we want to raise the order of accuracy to some m > 0, then the most natural approach is to reconstruct a polynomial p λ ∈ Π m from the data u γ for γ ∈ N j (λ). In the case of regular grids, this is an easy task that can be addressed by building the interpolating polynomial from a well chosen subset of points. For non-regular grids, the choice of such a subset that ensures the well-posedness of the interpolation problem is not an easy task, and we shall instead rely on a least-squares strategy: we look for the p λ ∈ Π m solution of the problem min
and then define
The least squares problem can be solved by introducing a basis of Π m locally adapted to the neighborhood N j (λ), for example
and by defining p λ = |α|≤m x α q α where the vector x = (x α ) T is the solution of the normal equation
with the matrix G := (G α,β ) |α|,|β|≤m and right hand side y := (y α ) T defined by
and
Note that a necessary (but not sufficient) condition for the invertibility of the matrix G is that the number of points in N j (λ) is at least the dimension of Π m . Note also that, with the above choice of basis for Π m , the expression of the prediction simplifies according to
and since x 0 depends linearly on y which itself depends linearly on the u γ , we can write u λ = γ∈N j (λ) a λ,γ u γ , where the coefficients a λ,γ only depend on the choice of N j (λ). Since x is obtained by solving (22), the stability of the prediction in the sense of (P3) is related to the invertibility and conditioning properties of G. Our main result in this section is the following theorem which states that (P1)-(P2)-(P3) can always be jointly ensured for quasi-uniform meshes in the sense of Definition 2.1.
Theorem 3.1 Assume that Γ j is quasi-uniform. Then for all m > 0, there exist C L and C A depending only on m and d such that with the choice N j := {γ ∈ Γ j ; |γ − λ| ≤ C L 2 −j } the following properties hold: G is invertible with
where C G only depends on m and d, and
The proof of this theorem is technical and postponed to the Appendix. Based on this result, we can formulate the following strategy for defining the prediction operator, given the sets Γ j and the degree of polynomial exactness m: for a given λ ∈ ∆ j , 1. Consider the points {γ 1 , · · · , γ n } of Γ j that are at distance less than
2. Consider all subsets N j,ℓ (λ) for ℓ = 1, · · · , 2 n , sorted in order of increasing total squared distance from λ (or some other metric reflecting the transmission energy cost in a sensor network).
3. For each ℓ, build the build the matrix G associated to neighborhood N j,ℓ (λ), and when G is non-singular compute the quantity C A,ℓ = γ∈N j,ℓ (λ) |a λ,γ |.
4. In the case where C A,ℓ ≤ C A for some ℓ, take N j (λ) := N j,ℓ * (λ), where ℓ * is the smallest ℓ such that C A,ℓ * ≤ C A , and stop.
5. In the case where, for all ℓ, either C A,ℓ > C A or G is singular, renounce to polynomial exactness of degree m and run the same procedure for polynomial exactness of degree m − 1, m − 2, · · · until the stability criterion is met.
According to Theorem 3.1 we are ensured that we never go to
Step 5 in the case of quasi-uniform grids. On the other hand, it is possible that we go to this step and are led to lower the order of polynomial exactness for the prediction at λ down to m = 0 in the case of a grid which does not have this property. Intuitively, this corresponds to the situation where λ has only one point γ(λ) ∈ Γ j at distance less than 2 −j while all the other points of Γ j are much further. In such a case, the algorithm decides to use a low order prediction based on the close point γ(λ), rather than a high order prediction based on very far points.
Remark 3.1 In the case m = 1, corresponding to the affine polynomials which are used in the numerical tests of Section 5, one can easily estimate C L and C A more sharply than with the method proposed in the general proof of Theorem 3.1, which is rather pessimistic on the size of these constants. For the two-dimensional case d = 2, elementary yet tedious computations lead to C L = 4 and C A = 2.
We now turn our attention to the design of the update operator. The goal of this operator is to improve the overall stability of the transform by smoothing the sub-sampled values { c j,γ } γ∈Γ j so that the scaling coefficients {c j,γ } γ∈Γ j have the same average behavior as the scaling coefficients {c j+1,γ } γ∈Γ j+1 at the next finer scale.
We begin by considering each sequence (f (γ)) γ∈Γ J , as a combination of Dirac sequences centered at points of γ. We call these Dirac sequences ϕ J,γ , and they serve as the "discrete scaling function" basis for reconstructing (f (γ)) γ∈Γ J from c J,γ . Following the formulation of Sweldens [7] , discrete scaling functions at subsequent scales are defined recursively as
Similarly, we assign to each detail d j,λ , λ ∈ ∆ j a discrete wavelet ψ j,λ . These are defined using a mixture of basis functions from scales j and j + 1 according to
Denote the discrete integral of ϕ j,γ as I j,γ . The goal of maintaining a constant average value across scales amounts to keeping γ∈Γ j c j,γ I j,γ constant for each scale j. According to the biorthogonality relationships between the dual and primal bases in Sweldens [7] , this is equivalent to giving each ψ j,λ , λ ∈ ∆ j a zero integral, i.e. a single vanishing moment.
Since the basis functions of the finest-scale grid are Dirac sequences, we have that I J,γ = 1 for each γ ∈ Γ J . From (28), all subsequent basis integrals for scales j < J are found as
With the scale j and j + 1 integrals in hand, giving each ψ j,λ a zero integral amounts to choosing {b γ,λ } for γ ∈ N j (λ) to satisfy
Any number of choices of {b γ,λ } will satisfy (31). For example, in the sensor network scenario, updating only the point γ * = arg min γ∈N j (λ) |λ − γ| is an intuitive and low-cost solution. Under this method, the update rule is
with b λ,γ = 0 otherwise. Unfortunately, this update rule does not provide the desired stability. In fact, in many cases, it reduces the overall stability, as we will demonstrate in Section 5. Instead, we turn to the least-squares solution of Jansen et al. [6] and Delouille [3] , which gives update coefficients of minimum norm:
This choice updates all neighbors in N j (λ) and gives the desired transform stability, as Section 5 will illustrate.
Decay properties of the wavelet coefficients
In this section we shall prove that when the properties (P1)-(P2)-(P3) are fulfilled, the decay in scale of wavelet coefficients is governed by the local smoothness of the function f , similar to the case of standard wavelet bases. Recall that for s > 0, the function f is C s at the point λ if there exists a polynomial p of degree m < s and some C λ such that for all y
Our first result deals with the coefficients of the interpolatory multiscale transform.
Theorem 4.1 Assume that (P1)-(P2)-(P3)
are fulfilled and that f is C s at λ ∈ ∆ j for some s ≤ m + 1. Then, we have the estimate
Proof: According to (34), we can write f = p + r where p ∈ Π m is such that
and r is such that for all y |r(y)| ≤ C λ |y − λ| s .
Therefore, when γ ∈ N j (λ), we have
where, by (P2) and (37), we have
We now write
From (P1) we obtain that
so that
From (P3) and (39), we get
which concludes the proof.
Our next result deals with the coefficients of the multiscale transform with the additional update stage. We would like to show that these coefficients decay at a similar rate as those of the interpolatory transform when the function f is smooth. Our strategy for proving this property will be to consider the update stage as a perturbation to the interpolatory transform which is very small when f is smooth. We will write
and prove that g j,γ has the same order of magnitude as the details d j,λ . In order to implement this idea, we shall need additional assumptions which involves the coefficients b γ,λ in the update stage:
(P4) Update stability: λ∈M j (γ) |b γ,λ | ≤ C B with C B independent of γ and j.
(P5) Combined stability: µ |δ γ,µ + λ∈M j (γ) b γ,λ (δ λ,µ − a λ,µ )| ≤ C AB with C AB independent of γ and j. Here δ α,β = 1 if α = β and 0 else.
It is easily seen that (P3) and (P4) implies (P5) with C AB estimated by C AB ≤ 1 + C B (1 + C A ). However (P5) might be valid with a smaller value for C AB . The following theorem shows that the optimal order of decay is achieved for the lifted transform provided that C AB is small enough.
Theorem 4.2 Assume that (P1)-(P2)-(P3)-(P4)-(P5)
are fullfilled with the constant C AB ≤ 2 s in (P5) and that f is C s for some s ≤ m + 1. Then, there exist constants C 1 and C 2 such that we have the estimates
Proof: We proceed by induction. Assume that both estimates hold at scale j + 1. We first remark that for λ ∈ ∆ j ,
where 48) is the detail of the interpolatory transform and where
Using Theorem 4.1, we know that
On the other hand, from (45) at scale j + 1 and (P3), we obtain that
Therefore, we derive that (46) holds at scale j with
It remains to show that (45) holds with the same constant C 1 at scale j. For this we write
Using (P4) and (50) we obtain
On the other hand, we can write
so that using (P5) and (45) at scale j + 1, we obtain
It follows that
We therefore want that C B C 0 + 2 −s C AB C 1 ≤ C 1 . Since we have assumed C AB < 2 s , it suffices to take C 1 =
Numerical results
We now illustrate numerically several of the properties of the multiscale transform. First, we present in Figure 1 the results of the thinning procedure applied to a grid of 500 points. The original grid appears in Figure 1(a) , and the grids at scales J −1 = 8 through j 0 = 1 are shown in Figures 1(b) through 1(i), respectively. At each scale j, nodes in Γ j are marked as • and those in ∆ j are marked as . Scale j 0 is chosen in this and subsequent examples to ensure that the quasi-uniformity property persists throughout all transform scales including and below scale L from Theorem 2.1. Thinning past j 0 encounters edge effects in the finite grids of these experiments, leaving too few remaining grid points for stable prediction in the sense of (P3).
We next examine briefly the stabilizing effect of the update stage, comparing an order m = 1 predict-only transform with such a transform followed by the closest-point (32) and least-squares (LS) (33) update schemes discussed in Section 3. To do so, we inspect the condition numbers of each linear transform matrix, averaged over 100 instances of a 250-point grid, with grid locations drawn from a random, uniform distribution on the unit square. The results are shown in Table 1 . Since the condition number gauges the stability of the transform under coefficient modifying operations such as thresholding, we see that the least-squares update does indeed improve upon the predict-only transform on average. The closest-point update, while attractive from a logistical standpoint in sensor networks, does not preform well at all. Occasional grids ill-suited to this update technique drive the average condition number orders of magnitude higher than the others. And even considering this number's median value of 45.66, we see that the closestpoint update technique is not suited to stabilizing the overall transform.
none closest LS 25.42 1305.67 18.13 Table 1 : Condition numbers for the predict only (no update), closest update, and LS update transforms, averaged over 100 trials using 250 randomlygenerated grid points. The median value for the closest update transform is 45.66.
We next turn our attention to the constants C A , C B , and C AB associated with (P3), (P4), and (P5). While the predict stage is designed so that order-m prediction only takes place when a suitable C A is found (hence, (P3) always applies), there are no such guarantees on C AB in the design of the update stage, which instead guarantees a constant average value across scales. Thus, we must verify numerically that C AB ≤ 2 s for some s ≤ m + 1 so that the assumptions in Theorem 4.2 are satisfied for the leastsquares update scheme. To do so, we study grids of size 100k points with k = 1, 2, · · · , 15. At each grid size, we generate 100 instances of the grid, drawing point locations from a random, uniform distribution on the unit square. We compute the maximum C A , C B , and C AB for each grid instance, and the results are shown in Figure 2 . In Figure 2(a) , the average value of the maximum C A , C B , and C AB over all 100 instances is plotted versus grid size. Figure 2 (b) similarly depicts the maximum over all 100 instances of the maximum C A , C B , and C AB at each instance. We see that, indeed, the maximum C AB on average never rises above 3, and that its largest instance typically never rises above the required constant 2 2 = 4 for order m = 1 prediction. In fact, for only two grid sizes (600 and 1400 points) does the maximum C AB ever rise above 4, and in both it barely does so, reaching 4.01 for the 600-point grid and 4.04 for the 1400-point grid. And in each case, only a single point of a single instance of the 100 trials for that grid size produces a value above 4. We therefore observe that the stability assumptions of Theorem 4.2 apply in practice to the multiscale transform with order m = 1 predict stage followed by an least-squares update stage.
Finally, we examine the compression properties of the transform. To do so, we randomly generate 100 instances of 250-point grids according to the technique described above. Commensurate with order m = 1 polynomial approximation, we choose C s test functions, where s ≤ m + 1. Specifically, we randomly generate and sample C 2 functions at the grid locations, realizing each function as an order-k polynomial, k chosen uniformly and randomly on [m + 1, ..., 10], with polynomial coefficients drawn from a random, uniform distribution on the unit interval. For both the predict-only transform and the transform with least-squares update, we compute and sort wavelet coefficients by their magnitude scaled by 2 −j , where j gives the scale of each coefficient. This scaling corresponds to the L 2 normalization of the wavelets in the case of uniform discretizations. Starting with the final set of scaling coefficients and no wavelet coefficients, we approximate the field using successively more of the largest wavelet coefficients. The mean squared error between the approximated and original fields is computed in the spatial domain, averaged over all 100 trials, and plotted in Figure 3(a) , where the dotted line corresponds to the predict-only transform and the solid line to the least-squares update transform. As expected, the stabilized least-squares update transform provides a better approximation with fewer coefficients.
To examine the ability of the transform to adapt to data that is only piecewise smooth, we repeat the experiment above, but we add a discontinuity in the randomly-generated C 2 fields along the line x = y. The results are depicted in 3(b). While the decay for each technique is not as rapid as in the case of the globally-C 2 field, we see that as before, the least-squares update transform more efficiently represents the field than the predict-only transform, though the difference is more slight. Figure 3 : Reconstruction error versus coefficient count (log-scale axes), averaged over 100 trials of randomly-generated (a) smooth and (b) piecewisesmooth fields using randomly generated 250-point grids. The dotted line traces error for the predict-only (no update) transform and the solid line traces error for the predict transform followed by an LS update stage.
Conclusions
In this paper we have developped a general strategy for the multiscale decomposition of scattered data. This strategy does not require any mesh connecting the data points. Its main ingredients are (i) a thinning algorithm that allows us to organize the point cloud into a multiscale hierarchy and (ii) the design of locally adapted predict and update rules. From a theoretical point of view, we have proved that the multiscale coefficients of locally smooth functions have the same rate of decay as in classical wavelet decompositions. This analysis combines the polynomial exactness of the transform and the stability properties of the predict and update rules.
A more difficult question that we did not answer is how to prove the global stability of the transform. This requires a more detailed investigation of the primal and dual scaling functions associated to the discrete multiresolution transform. These functions are obtained as limit of the subdivision schemes, which consist of the iterative application of the interscale operators from coarser to finer levels. Proving the existence and smoothness of such limits in our unstructured setting might require additional quasi-uniformity assumptions on the multiscale grids.
From a practical point of view, our numerical tests confirm the validity of our approach in terms of (i) the decay of the multiscale coefficients, (ii) the compression properties, and (iii) the global stability. These tests were performed on bidimensional data, but our multiscale transform can be applied to scattered data in any dimension. For high dimensional data, we expect to suffer the usual curse of dimensionality: the compression rate for functions of a given smoothness (or piecewise smoothness) will deteriorate as the dimension grows.
7 Appendix: Proof of Theorem 3.1
As a first step, we prove that (26) implies (27), assuming that
Denoting by e = (e α ) |α|≤m the first line of G −1 , we have according to (25) that
with
According to the definition of the polynomials q α , we have
Also, since µ(Γ j ) > 2 −j , we have
where P = P (C L + 1/2, 1/2, d) is the maximal number of balls of radius 1/2 that are disjointly contained in the ball of radius C L + 1/2. It follows that
so that using (57) we obtain
with C A := P (dim(Π m )) 1/2 = C A (m, d). Since this is valid for all choices of (u γ ), this is equivalent to (27).
We now turn to the proof of (26). A first remark concerns the properties of G. Since G is the Grammian matrix of the system (q α ) |α|≤m for the ℓ 2 (N j (λ)) inner product, it is clear that G is symmetric and positive, but not necessarily positive definite. We next remark that if N 0 j (λ) is a subset of points in N j (λ) and N 1 j (λ) is its complement, then we can decompose G according to
where G 0 and G 1 are the Grammian matrices for the ℓ 2 (N 0 j (λ)) and ℓ 2 (N 1 j (λ)) inner products, respectively. It follows that the invertibility of G 0 implies the invertibility of G with
It is therefore sufficient to prove (26) when N j (λ) is replaced by an appropriate subset N 0 j (λ). We now explain how such a subset can be constructed. Consider the set of points in the half unit simplex
It is well known from classical finite element theory that this set of point is Π m -unisolvent: for any vector (u γ ) γ∈N , there exists a unique polynomial p such that p(γ) = u γ for all γ ∈ N . Introducing the basis
it follows that the Grammian matrix H of (r α ) |α|≤m for the ℓ 2 (N ) inner product is non-singular. Consider now a more general set N = ( z α ) |α|≤m and the corresponding Grammian matrix H of the same system (r α ) |α|≤m for the ℓ 2 ( N ) inner product. By continuity of the entries of the matrix with respect to the points z α , there exists some 0 < η < 1 2m such that if for all α
we have
Note that the set N is contained in the unit ball. We define
We now use the fact that the Grammian matrix is invariant when, for some a > 0 and λ ∈ IR d , we apply the change of variable z → λ + az and r α → r α (a −1 (x − λ)).
Here, we take a := 2 −j C L so that the change of variable produces the basis (q α ) of (21). We therefore obtain that if N 0 j (λ) = (γ α ) |α|≤m is a set of point such that for all α,
then the Grammian matrix G 0 of the system (q α ) |α|≤m for the ℓ 2 (N j (λ)) satisfies G
It remains to remark that since the balls B α := {|x−(λ+az α )| ≤ 2 −j+1 } are disjoint and since Γ j is quasi-uniform, there exists a different point γ α ∈ Γ j in each of these balls. Since these balls are also contained in the larger ball of center λ and of radius 2 −j C L , we can therefore extract the appropriate subset N 0 j (λ) out of N j (λ). The proof of the theorem is complete.
