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ABSTRACT
This dissertation is concerned with oscillations and 
their stability which occur in a control system containing 
two nonlinearities, separated by linear elements. Specif­
ically the nonlinearities are Integral Pulse Frequency Mod­
ulators and the linear elements are described by ordinary 
differential equations which are linear. The IPFM can be 
modelled by a quantizer with hysteresis and many other PFM 
laws are related to IPFM, thus the study applies to more 
than just IPFM alone.
Boundaries on the system parameters are identified 
within which free oscillation may be possible. These 
boundaries give sufficient conditions for stability and 
necessary conditions for instability. Also since initial 
conditions play such an important part in the free motion 
of this class of systems, certain initial condition zones 
will be identified. These zones give the initial conditions 
of the unforced system which will ultimately drive the lin­
ear plants to the origin (asymptotic stability).
Three types of motion are specifically identified:
Cl) free oscillation, (2) free periodic oscillation and C3) 
forced periodic oscillation. Free oscillation, not neces­
sarily periodic, is studied by developing a compound des-
cj;ibing function analysis. This type of analysis will be 
applicable to all systems of the given configuration and 
some generalizations may be made beyond the IPFM problem.
Free periodic motion is very dependent upon the initial 
condition of the system with many modes of oscillation 
possible. The solution of this problem involves the sol­
ution of a set of transcendental equations and will be 
carried out using a modified simplex method.
The system parameters necessary for forced periodic 
motion are derived and the possible periods and modes of 
oscillation identified. The stability of the forced per­
iodic motion is then investigated. The results of this 
investigation yields a set of matrices, conditions on which, 
if satisfied, will indicate stability in the small of the 
periodic motion.
Digital and analog computer techniques are used through­
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Various forms of pulse modulated control systems have 
been studied for some time. The most popular of these 
have been pulse width modulation (PWM), pulse amplitude 
modulation (PAM) or sampled data control, pulse position 
modulation (PPM) and pulse frequency modulation (PFM).
Of these only PFM is usually employed without a synchron­
izing clock. Although today's usage of PWM implies a 
clock a more general definition would not require this. 
Such an example of unsynchronized PWM would be a relay 
control system. This dissertation will be concerned with 
PFM systems only.
The laws which govern the actual pulse frequency 
modulator are as numerous as the numbers of researchers 
working on this class of control systems. The most pop­
ular forms are Integral Pulse Frequency Modulation (IPFM) 
and Neural (or Relaxation) Pulse Frequency Modulation
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(N(R)PFM) (39, 43). The characteristics of the IPFM 
Modulator are considered in detail in Chapter 2 and 
will be the type considered throughout this disser­
tation.
The other types of modulators which have been char­
acterized and studied are briefly described below.
Neural Pulse Frequency Modulation (NPFM) , often re­
ferred to as Relaxation PFM, operates like a relaxation 
oscillator. The input to the modulator, i-s fed
into a linear element with transfer function:
Vs1
Ein(s) 1 + STR
When the output of this linear element, e (t), firstR
reaches a prescribed value, an impulse is emitted from the
modulator and e (t) is reset to zero. The mathematicalR
relationships are:
e (t) = Linear element output.r\
T = Linear element time constant.K
Then,
ein(t) = eR (t) + Tr eR (t)
= Modulator input signal
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e (t) = Ab R k
eR (t) = 0
Thus t = Time of impulse firing.
= Impulse polarity = sgn (e (t^)). 
A = Threshold for impulse emission.
u(t)= Modulator output
oo
= MI bk 6 (t - t ) 
k=l K
6 (t)= Impulse function
M = Strength of the output impulse
This PFM scheme is the second most popular and has re­
ceived extensive study (43, 45, 51).
A modified IPFM has been studied (4) which works in 
a manner similar to the normal IPFM (see Chapter 2). Its 
action is described by the following equation:
A and a are constants, e, (t) is the modulator input andm
t̂. the firing times. When the relationship is satisfied, 
the modulator fires; ie, an impulse is emitted and the in­
tegral is reset to zero.
/ ein(t) dt | = A + a(tk - t )
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The above methods of modulation have been generalized
in Sigma Pulse Frequency Modulation (EPFM) (52). This
scheme is described by the following relationships:
n-1 t t
p(t) = - £sgn(p(t“)) - /ng(p)dt +/ne(t)dt
k=l t , t in-1 n-1
when jp(t)| = A, the modulator fires, emitting either pos­
itive or negative impulses depending upon the polarity of 
p(t“). The modulator output is then given by;
00
u(t) = £ sgn (p (t7) ) 6 (t-t, ) 
k=l K *
g(p) can theoretically be any function of p(t). In par­
ticular if g(p) is taken to be an odd nondecreasing func­
tion, the resulting modulation is referred to as EPFM.
Note that if g(p) is zero or a constant, then the modula­
tor type reduces to IPFM or NPFM respectively.
While the methods indicated thus far have acted upon 
a continuously varying input signal, these are not the 
only types considered. Some modulators act in a discrete 
or sampled manner.
Sampled Pulse Frequency Modulation (SPFM) (7, 8, 34, 
35) works on the input by first sampling it. When a samp­
ling takes place a pulse is emitted from the modulator.
The sampling instants are determined by the level of the 




u (t) = M JCu^Ct-t^) - u_1 (t-tk-r) )sgn(e (tk) ) 
k=1
- Unit step function
tk+l = t, + mT k
m = f (e (tk))
Note that in this case the output has been taken to be fi­
nite pulses of width t .
Delta modulation has been defined in various ways. 
Sometimes the definitions used define the emission of a 
pulse when the input signal goes beyond a certain thresh­
old level (2, 42). In other papers delta modulation is 
characterized by a clock pulse, whose polarity depends 
upon the input signal and some reference which varies. A 
combination of the above two schemes would give a pulse 
output at clock instants, the polarity being positive, 
negative or zero. This would give a quantized PFM sig­
nal (59 , 60).
The particular studies to date of PFM systems have 
incorporated only one modulator. Of particular interest 
is Meyer's work (43) which first identified equilibria 
and periodic states in IPFM systems, incorporating one 
modulator. He derived theorems on the existance of equi­
libria and periodic states and shows exact methods for
6
their identification. IPFM system equilibria is not nec­
essarily static but is more likely to follow some cyclic 
pattern. Meyer linearizes the IPFM system about the per­
iodic motion and examines the linearized system for stabil­
ity in the small. The linearized system about a periodic 
operation is a standard linear sampled data system to which 
Z transform technique can be applied to test for stability.
At the same time as Meyer was studying the IPFM sys­
tem, Li (39, 40) was developing the describing function for 
the IPFM modulator. This describing function will be dis­
cussed and extended to a two modulator system in Chapter 3.
Pavlidis and Jury (52) examined the existance of a sus­
tained oscillation using a quasi describing function for 
their EPFM. The input to the modulator is a square wave 
and the equivalent gain is then determined by the ratio of 
the output fundemental sinusoid to the input fundemental 
component of the square wave. This method gave the authors 
good agreement with analog studies, however it is to be 
avoided if the system has a small loop gain or the input 
to the modulator has a wave shape that differs drastically 
from the assumed square wave. If for example the linear 
plant containes an integrator, the quasi describing function 
will always predict a sustained oscillation. For gains 
sufficiently small however, none can exist.
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Dymkov (16) in 1967 essentially repeated Li's work, 
however he did compare the describing function method and 
the quasi describing function method proposed by Jury and 
Pavlidis. He argued that for high order linear plants the 
output would resemble a sinusoid and not a square wave and 
thus the standard describing function is a better technique 
for predicting stability and oscillation.
Pavlidis continued the study of pulse frequency modu­
lated control systems (54, 56). In (54) he developed five 
theorems which are based on the second method of Lyapunov 
to investigate stabiltiy (which he defined as having the 
system trajectories stay "close" to some set M. To be com­
pletely stable, the trajectory must be contained within a 
set M after some finite time). Instead of assigning the 
Lyapunov function (V) as a function of the state, Pavlidis 
has assigned it a value depending on the particular trajec­
tory. He then shows the necessary conditions on V to in­
sure stability or complete stability. His last two theorems 
use this same V to give conditions for sustained self oscil­
lation. His paper (56) is essentially the same; he treats 
only the completely stable system and applies his result to 
a two modulator system - the modulators are in parallel in 
an arrangement similar to the type studied by Li (39).
8
Clark and Noges (8) examined the stability of SPFM 
systems which they had defined. Because of the nature of 
this modulator, a pulse will always be emitted even with 
no input, thus the equilibrium cannot be asymptotically 
stable. However they do develop two interesting theorems 
based on the second method of Lyapunov which can be useful 
in defining the bounds of an oscillation around the origin. 
Their paper also gives a recurrance formula for computing 
the system state at the pulse instants.
Kuntsevich and Chekhovoi (34) have also studied the 
stability of SPFM systems using the Lyapunov function:
V = x S' S x —n —  n
Their system, similar to the SPFM, also includes a nonlin­
ear dead zone element in the modulator. Thus unlike the 
Clark and Noges system, this one will have a static equi­
librium because of the dead zone. The results of the paper 
give conditions on the linear plant and establish the width 
of the dead zone for stability. In this case stability is 
used in the Lyapunov sense; ie, the state trajectory tends 
to some equilibrium set. In a later paper (35) Kuntsevich 
and Chekhovoi used the same Lyapunov function to investi­
gate the stability in the large of systems with both pulse 
width and pulse frequency modulation.
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The most recent published work on the stability of 
IPFM systems using Lyapunov techniques has been by King- 
Smith and Cumpston (31) . They develop conditions for 
boundedness of motion. By assuming that the time between 
successive impulses has a maximum value, they justify the 
replacement of the modulator with a linear gain element.
The results about the resulting linear system stability 
are obvious. In a second paper (32) they develop many 
theorems in state vector form about the existance and 
stability of equilibria and steady state operation. These 
results are very similar to Meyer's work (43).
Two papers have appeared using Popov's stability cri­
terion in some way to investigate stability limits of a PFM 
system in the frequency domain. The first of these is by 
Dymkov (15) . He applies the Popov criteria directly to a 
system using a nonlinear element with hysteresis to simulate 
PFM. His conclusions are a restatement of the Popov 
Theorem applied to this particular class of systems.
The most recent paper on NPFM stability using Popov's 
method was presented by Monopoli and Wylie (45) . The authors 
changed the nonlinear hysteresis element in the system to 
make it more realizable and then reapplied the work of 
Dymkov (15) . However they applied the theorem in a less 
restrictive form than Dymkov. Their modulator output is 
more neural like also.
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As a small departure from the traditional studies,
Jury and Blanchard (29) introduced a notation to attempt 
to unify all PFM systems and show that they are really non­
linear discrete systems. They use their idea specifically 
on IPFM. They illustrate a phase plane method for study­
ing IPFM systems. When the state trajectories intersect 
predetermined curves, the modulator will emit an impulive 
signal and the state experiences a discontinuous change.
The method is very descriptive but the threshold curve for 
pulse emission has to be recomputed after each firing.
Finally they suggest Lagrange stability be used when deter­
mining stability in the large of IPFM systems. Asymptotic 
stability in the Lagrange sense implies boundedness; ie, 
starting at any initial condition, the trajectory will enter 
a set V and thereafter remain in a set U. Both U and V 
are bounded and closed and Vcu.
To date only a few articles have appeared on noise in 
integral pulse frequency modulated control systems, although 
noise immunity is one of the major virtues of such systems.
C.C. Li (39) considered the-problem of noise being super­
imposed on a pulse train output from the single signed IPFM 
(a noisy channel). He preceeds his plant (the receiver) with 
a demodulator which emitts a pulse when the signal input to 
it is positive above a certain threshold level and has a 
positive time derivative. Because he al^o now assumes finite
11
pulses, there exists the possibility of a signal pulse being 
shifted from its true value by some small time, being mis­
sing or an extra pulse appearing. Li concentrates on extra 
(or false) and missing pulses and develops the normalized 
average mean error and the normalized mean square error. 
These two quantities then give a measure of the number of 
error pulses from the demodulator.
Bombi and Ciscato (4) take up the problem of chatter 
(shifting of pulse from the noise free position) which Li 
mentioned. They introduce the noise at the input to the 
modulator only. The input signal to the modulator is 
taken to be constant with gaussian noise superimposed.
Their results give a probability density function for the 
jitter times. The function is almost gaussian.
Hutchinson et al (26) attacked a similar problem. They 
introduced white noise only into the input of the modulator 
(IPFM and EPFM) and found the average number of output 
pulses per unit time. They checked their results experi­
mentally and found close agreement.
The last and most recent paper dealing with noise or 
uncertainty in IPFM systems was by Bayly (3). Using para­
llel channels, each of which has an IPFM and linear plant, 
the outputs of which are summed and passed through a low 
pass (averaging) filter; he showed that the output would be
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an improvement in the signal to distortion ratio over that 
given by a single channel. This is true even if the mod­
ulators fired at different times. His theme being to show 
increased reliability in parallel neural paths.
Standard optimal techniques (Maximum Principle, cal­
culus of variations, etc) cannot be used directly on PFM 
systems. This is because of the impulse nature of the 
modulator output or the period of uncontrollability of the 
system. By this is meant that once the pulse (of finite 
height and duration) is started, the system cannot be con­
trolled until the completion of the pulse and some pos­
sible refractory period.
Pavlidis (55) used heuristic arguments to find the 
optimum control for a minimum time and minimum fuel problem. 
Also since the minimum fuel solution is not unique, he 
found the minimum time-fuel control. He justified using 
bang-bang control into a PF modulator and then by means of 
an example showed a method for calculating the switching 
curve for a second order system.
Stoep (59) considered the optimization of a linear 
system with a PF controller. His performance index was 
based on final state error and the energy consumed to get 
there. He attacked the problem indirectly by arguing that
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continuous control will give a lower bound on the per­
formance index and discrete pulse frequency modulation an 
upper bound. Stoep showed that for the problems consid­
ered the final difference between the bounds is very small. 
Thus he argued in favor of a discrete PFM system which he 
feels is easier to implement.
The most recent work is by Onyshko and Noges (48, 49). 
In their first paper they modified the Maximum Principle 
to take into account the uncontrollable period. In the 
second paper they used Dynamic Programming, but have had to 
modify the PF controller to fit the method.
IPFM and RPFM originally appeared as an analogy to the 
neural system (27), with the resulting theoretical work 
centered around a single neuron (modulator) in the system. 
This dissertation, admittedly motivated by the IPFM neural 
analogy, will attempt to extend the theoretical basis of 
IPFM systems to those containing two modulators. In par­
ticular, oscillations in this class of systems will be in­
vestigated. The idea for this study comes from simple 
neural networks found in man, but primarily in lower forms 
of life. Examples of such nets are found in a nine series 
neuron connection whichcontrols the heart rate of a lob­
ster (66), in the neural excitation of the muscles of the 
wings of a locust (65), or in the electrical discharge in
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fish which use the resulting electric field for navigational 
purposes (66) . Such oscillatory behavior is also thought 
to be responsible for the short term memory in humans. It 
need hardly be emphasized that no direct neurophysiological 
questions are to be answered in this dissertation.
Besides the almost obvious application to neurophysi­
ology, IPFM has been used as a satellite control mechanism 
(10, 18, 64) where the impulse of the rocket thrust is con­
sidered as the output of the modulator. The PFM also has 
obvious applications when used in controlling the motion 
of a stepping motor (1, 19,30). PFM has also been used in 
the feedback path of an adaptive aircraft flight control 
system (46). There have also been many papers written on 
the use of PFM for telemetry (41). IPFM has been incorpor­
ated as an A-D converter in a systems analyzer (17). How­
ever the full potential of PFM, in particular IPFM, has not 
been fully realized from an engineering point of view (24,
61) .
Popularity for combination pulse techniques is coming 
into vogue. In particular PFM/PWM is a marriage which offers 
promise. The combination is a difficult one to analyze and 
to date has only been studied using the direct method of 
Lyapunov (35). The general theme for such a control
15
system is to use PFM for fine control and PWM for coarse 
control. Thus expending small amounts of energy when the 
error is small (PFM) and large amounts of energy when the 
error is large (PWM). Since a system hopefully operates 
with small error most of the time, a more detailed study 
of PFM certainly seems justified.
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CHAPTER 2
THE DOUBLE INTEGRAL PULSE FREQUENCY 
MODULATED CONTROL SYSTEM
The problems of nonlinear control systems containing 
a single nonlinearity are extremely well documented. In­
deed, work on this class of systems is still the primary 
emphasis in the nonlinear control theory. Less popular is 
the study of systems containing two nonlinearities. In 
this dissertation a system with two nonlinearities will be 
studied. In the present chapter the nonlinear elements 
and the total system are defined and the basic problem to 
be considered is stated. Then methods to find the total 
response to arbitrary inputs and initial conditions are 
indicated and finally the stability of this type of con­
trol system is discussed.
2.1 The Integral Pulse Frequency Modulator (IPFM)
The nonlinear element to be used is a modulator which 
was first introduced by C. C. Li (39) and A. U. Meyer (43). 
It consists of an integrator which integrates the input to 
the modulator (and thus its name) and an impulse emitter. 
When a certain prescribed magnitude, A, of the modulator
17
integrator is reached, the emitter produces an impulse and 
the integrator is reset to zero, ready to start integrating 
again. The polarity of the emitted impulse is positive if 
the integrator was +A at the time of emission and negative 
if the integrator was at -A; the impulse strength does not 
change and is constant at the value M. Thus control and/or 
information is carried by the pulse separation. Described 





bk = +1 = sgn / e(t)dt (2-1)
fck-l
00
u (t) = M Jb, <5 (t-t, ) 
k=lk k
where
A = Integral threshold value (value 
of the integral for impulse emis­
sion) .
t^ = Time of impulse emission and in­
tegrator being reset to zero.
e(t) = Input signal to modulator.
b, = Polarity of the emitted impulse 
at tk .
u(t) = Modulator output signal which is 
a series of impulses.
M = Strength of the emitted impulses.
6 (t) = Impulse function.
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An illustration of the integrating and impulse emitting 
action is shown in figure 2.1. Also shown in the symbol 
for IPFM as adopted by Li and Meyer and used here without 
change.
Note also that the firing of the modulator takes place 
at the minimum time which satisfies the threshold con­
ditions. It is possible for the modulator integral to 
satisfy the threshold conditions many times in some time 
interval, but only the first time it reaches "A" will be 
used to determine the impulse emission time.
Meyer (43) showed that such a modulator can be mod­
elled by an integrator followed by a quantizer with hys­
teresis and then a differentiator. Thus the analysis and 
ideas developed for this class of PFM systems has a wider 
application than just IPFM control mechanisms.
2.2 The Two IPFM System
The system configuration to be studied in this dis­
sertation is shown in figure 2.2. The Integral Pulse 
Frequency Modulators 1 and 2 may have different thresh­
olds and impulse strengths. Their operation is discus­
sed in the previous section.
The linear elements will be characterized by linear 

































































































Thus when these plants (G^(s) and G^ (s)) are cast into 
the transfer function form, the result will be a ratio 
of polynomials in "s" with real coefficients. The normal 
additional requirement that the order of the polynomial 
of the numerator be at least one less than that of the 
denominator also holds for each plant. Further restric­
tions will be noted as the need arises. Then G^(s) and 
G2 (s) can be written with the following general transfer 
function:
G.(s) —
i m . i m-1 , i , iV + VlS + • • • + blS + b0 (2-2)
1 n , n-1 ,s + a . s +... + a1s + ari n-1 1 U
i = 1, 2 and m<n 
Also note that the following standard form will be used:
g (t) = L-1 (G (s) ) t>0
= Impulse response of the 
linear element.
= 0 t<0
Because of the type of system considered it will be nec­
essary to deal with two different actions occurring at 
the same time. Thus those phenomena relating to IPFM 1 
and G^(s) will be characterized with a subscript "1", 
while those relating to IPFM 2 and G2 (s) will have the 
subscript "2". For example:
G, (s), G2 (s) = Transfer function of the
forward path and feedback 
path linear plants.
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(t)/ g2 (t) = Impulse response of G1 (s) 
a n d  G2 (s) respectively.
y-̂  (t) , y2 (t) = Outputs from G^(s) and G2 (s)
respectively.
Al' A2 = T^reshold values for IPFM 1 
and IPFM 2 respectively.
Ml' M2 = ImPu -̂se strength of IPFM 1
and IPFM 2 emitted impulses.
u,(t), Up(t) = Output (impulse train) from
IPFM 1 and IPFM 2.
Also terms will appear with double subscripts. Thus with
the first subscript indicating the respective element:
t,, = Time of the kth impulse from
IPFM 1.
b,, = Polarity of the kth impulse
from IPFM 1.
tp, = Time of the kth impulse from 
IPFM 2.
bp, = Polarity of the kth impulse 
from IPFM 2.
Note that tlk f t2k or blk ^ b2k necessarily; ie, the kth 
pulse emitted from modulator one need not correspond in 
time or polarity with the kth pulse emitted from modu­
lator two.
The main theme in this dissertation will be the iden­
tification of conditions for oscillation in the defined 
system incorporating two IPFM modulators. The state of 
oscillation will be identified with the pulse patterns 
emitted from the two modulators. Thus for a fundemental
23
period of oscillation, T, the modulators will emit a cer­
tain number of impulses. This will be defined as the Dmn 
condition when "m" is the number of impulses emitted from 
IPFM 1 and "n" is the number emitted from IPFM 2 in per­
iod T. In the unforced case for example, where the aver­
age signal must be zero over the fundemental period, D42 
would indicate 4 pulses from modulator 1, 2positive and 
2 negative. Modulator 2 would emit 2 impulses, one pos­
itive and one negative. As an example of this pattern 
see the modulator signals shown in figure 2.3a. Under 
forced conditions, the pattern can take on any number of 
positive and negative impulses. An example of forced 
oscillation is shown in figure 2.3b.
After examining the response of the system in gener­
al and its stability, attention will be focused on the 
conditions for oscillation in the unforced and forced 
cases.
2.3 Solution of the Total Response of the IPFM System
Total solution of the control system response can 
be carried out by exact hand computation, simulation on 
the analog or hybrid computer, or by approximate means 
on the digital computer. All methods have been tried, 
each with their respective advantages and disadvantages. 















Figure 2.3 Examples of Dmn operation in the Double IPFM 
Control System.
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low order linear plants is satisfactory, especially if 
computer facilities are not readily available. The dig­
ital computer, while usually the most readily available, 
requires considerable computing time because of the two 
integrators in the modulators and the necessity to con­
stantly compare their values with some threshold level. 
Also note that it is necessary to run two systems sim­
ultaneously; ie, G^(s) and G2 (s). The analog or hybrid 
computers offer a good compromise, but are accompanied 
by scaling problems and availability.
Some emphasis is given to the calculation of the 
response of the system since it is felt that by this 
means greater understanding of the system operating char­
acteristics can be obtained.
2.3.1 Calculation of the total response. Calculation 
by hand requires that the initial conditions of each 
linear element and the input to the system be given. The 
procedure for the solution is shown in the chart in fig­
ure 2.4 and basically forms the flow chart for the dig­
ital computer solution also. The hand calculation will 
now be illustrated by means of a simple example. The 
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For 0< t < t ^ , i=l, 2,
e (t) = r (t) - y9n (t) 
= 1 - e"
20
-2t
Yi(t) = Yioft) = 10 e_t 
where (t) and y2g are respectively the initial con­
ditions responses of the linear plants G^(s) and G2 (s). 
Calculation of the IPFM integrals will then determine 
which modulator fires first; ie, reaches its threshold 
first.
t t^11 ^11
A, = |/ e(t)dt| = |/(1 - e_2t)dt|
x 0 0
giving t^^ = 1.374 and = +1.
t21 ^21 
A9 = 1/ Yi (t)dt| = |/ (10e_t)dt|
0 x 0
giving t2  ̂= 0.110 and b2  ̂= +1.
Since t2  ̂occurs first, the t ^  calculated above is 
not true since the input to IPFM 1 has changed by the im­
pulse response of g2 (t) at t2 .̂ At t2  ̂the IPFM 2 modu­
lator integrator is reset to zero, but the IPFM 1 mod­
ulator still has a residue value which must first be de­
termined.
fc21 0.11
/ e(t)dt = / (1 - e"2t)dt = 0.027
U 0
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This value must be retained during the next time phase. 
Thus from t f o r w a r d  to the next impulse:
A, = | 0.027 + /(l - e"2t - 3e“2(t“°*i;L)) dt [
1 0
=  1.0
giving t ^  = 3.00 and = +1.
fc22
A 0 = |/ 10 e dt|
0.11
giving ~ 0. 230 and b^  ~ +-*-* Note again that ^22
occurs before t^, thus IPFM 2 fires again and the IPFM 1 
integral must be carried on to the next time span. Cal­
culation continues in this manner until IPFM 1 fires, at 
which time the IPFM 2 integral must be calculated and 
retained into the next time span with subsequent changes 
in the input to IPFM 2 caused by the addition of the im­
pulse response g-̂ (t) at t^i* Note that it must be true 
that the firing of the modulators must be the minimum 
time at which the modulator integral satisfies the thresh­
old conditions. This requirement may present some com­
putational difficulty if multiple:' roots of the IPFM in­
tegral equation exist.
If one is willing to accept more approximate results, 
the following scheme is useful especially if the firing 
time determinations are dependent upon the solution of
31
a difficult transcendental equation. The method is as 
follows:
Pick the total response time of interest and some 
incremental time smaller than the smallest time constant, 
natural or forced oscillatory period of the linear ele­
ments. Calculate the integral of the impulse response 
of each linear element for the accumulating time (in steps 
of the incremental time) to the total running time.
After a certain time, this value should reach a constant 
so that the subsequent calculations will not be neces­
sary. Also do the same for the initial condition re­
sponse and the input, r(t). Next set up a chart with 
time incremented vertically as in figure 2.6 which has 
been set up for the same example as in figure 2.5. Cal­
culation now proceeds by adding horizontally the values 
of the modulator integrals at the time increments. When 
the integral of IPFM 1 or IPFM 2 reaches a multiple of 
the threshold for the first time, an impulse is fired 
and an additional column is added to the input to the 
other modulator. For many linear plants withtreasonable 
damping, after a few time constants, their integral val­
ues do not change and thus the calculation is made some­
what easier. The method does not give exact results, the 
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As the time increment chasen approaches zero, the results 
become more exact, but the work more tedious.
The final method of calculation by hand can be done 
by the classical graphical method of adding squares from 
the graphs of the initial condition, impulse and input 
signals. This method will not be discussed since its 
procedure parallels the others, only differing in the 
way in which the modulator integrals are evaluated.
2.3.2 Digital Computer calculation of the total 
response. For the calculation of the total response by 
the digital computer, the state variable technique was 
used. This now requires some new definitions of terms 
for the compound IPFM system.
Each of the linear dynamic plants will be described 
by the differential equation of the form:
v (n) (n—1) (1) .Y + n-1^ + ...+ a^y + aQy
m  (2-3)
= b u^m; + ... + b1u l’u  + bnu m 1 0
(k) (k)where y v ' and u are the kth derivatives of the out­
put and input of the linear plant respectively. Also 
m<n. Note that there are two plants and thus two equations 
will have a subscript indicating which linear element 
it represents. By well known techniques (see Appendix A) 
the above equation can be reduced to a collection of n
35
first order differential equations and cast into the matrix 
form:
x(t) = A x(t) + b u(t)
m (2-4)
y(t) = c1 x (t)
where x(t) = nxl state vector
A = nxn constant matrix
b = nxl constant input vector
u(t) = Input to the linear element
y(t) = Linear element output 
Tc = Transpose of an nxl output 
— vector.
The solution of the above equations then may be written 
in the following form (see Appendix A),
A(t-tn) A(t-tn)t A(q-tn)
x(t) = e + e / e bu(q)dq (2-5)
~ t
Ate— = nxn state transition matrix 
and y(t) = c? x(t)
For the particular case where u(t) is always a train of 
impulses, x(t) may then be written in the following form 
(see Appendix A):
A(t-t_) » A(t-t, )
x(t) = e + ^ e k (2-6)
_ U k=l
y (t) = cT x(t) 
t > to
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t̂. and are the impulse times and polarities. Instead 
of calculating the summation of many matrix multiplications 
in the above equation, at each impulse firing a new in­
itial condition is determined and the calculation proceeds 
as though it were a new • problem. Now only the homogen­
eous solution is required with changing initial conditions 
of the linear plants and an additional initial condition 
on the modulator integrals. The equations then take on 
the form:
atx(t) = e- Xj, tk<t<t]c+1
(2-7)
where Xg = x (t̂ ) + Mb^b
Also the output still has the same form as in (2-6) .
The initial condition on the modulator which did not fire 
at t^ will be:
= / (Modulator Input) dt (2-8)
fci (last fire)
with i = 1 for modulator IPFM 2 firing
= 2 for modulator IPFM 1 firing
The flow chart for the digital computer program for these
calculations is given in Appendix B. The above results
must be extended to both modulators and plants and thus
the program becomes somewhat more complex than has been
indicated above. Two examples are now given; one is the
same as has been previously calculated by hand and the
37
other is a system of higher order linear plants.
Example 2.1 The computer input data for the solution 
to this example is:
-t 1—1 J1(1)II
cTo —2 e =
1—1 II b 2 = 1
= 1
i—1IIol
i—Iiii—i > to II )-
■
M 1 =  2 M2 = 3
orHIIOxT -20 = 1
r(t) = 1.0
The output is shown in figure 2.7.
Example 2.2 The system configuration and results are 
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2.3.3 Analog computer calculation of the total response. 
The analog computer solution of an example is shown in fig­
ure 2.9. The circuit arrangements for the use of this type 
of computer is to be found in Appendix C.
Correlation between the results from the various meth­
ods of calculation is good. The means by which the response 
is determined is a matter of convenience and availability 
of equipment.
2.4 Stability Considerations for the Double IPFM System 
In this section boundaries are obtained on the par­
ameters of the double IPFM system for system stability 
(see definition 2.1 below). System stability will loosely 
mean that impulses cease to be emitted from both the mod­
ulators; while instability will be taken as a condition 
where the pulse time intervals become shorter and shorter. 
Stated more formally:
Definition 2.1 If there exists a time T, such that for 
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u± (t) = 0 
i = 1. 2
t>T
then the two IPFM system is said to be system stable.
Note that this definition allows for small oscillations 
to exist at the output of the linear elements (ripple) 
provided that,
This definition is motivated by the neural analogy and is 
consistant with neural phenomena where the impulse is of 
prime interest and other action in the system may tend to 
lower or increase the threshold of firing (modulator in­
tegral threshold in the IPFM case).
Definition 2.2 If there exists some time T, such that for 
t>T, the impulse time intervals for both modulators ap­
proaches zero; ie,
then the double IPFM system is said to be system unstable.
Li (39) and Meyer (43) showed that when the input to 
the modulator became large and the pulse rate subsequently
t
|/(Modulator input)^dt| <
i = 1, k = 2 
or i = 2, k = 1
for all time T<t<°°
At, 0 for t>T
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also becomes large, the modulator may be replaced with an 
equivalent linear gain, K = M/A. By replacing both modu­
lators with their respective equivalent large signal gains, 
an^ ~ M2^A2 ' t*ie system becomes linear, see 
figure 2.10. For large inputs to the modulators and high 
pulse rates, the approximate analysis may be carried out 
in this linear mode.
If the system parameters are such as to increase the 
modulator inputs and pulse rates; ie, tend toward system 
instability, then there will exist a time T such that the 
linear equivalent gain is a good approximation of the sys­
tem. If the modulators are then treated as linear gains, 
further increase in the linear dynamic outputs will make 
the approximation better by increasing the signal levels 
and pulse rates. Now if the linear equivalent system is
rCt)
Figure 2.10 The linear equivalent IPFM system.
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unstable the increasing signal levels and pulse rates will 
continue. Thus if the system stability boundary of the 
linear system is found, gains greater than this will be 
sufficient to cause the two IPFM system to be system un­
stable. For gains less than the boundary value, the system 
may either oscillate or be system stable. Finding the 
linear equivalent system gain for instability is a simple 
matter since any of the common linear techniques can be 
used (Routh-Horowitz, Root Locus, etc.). The above ob­
servations lead to the following theorem:
Theorem 2.1 The necessary conditions for system instability 
for the double IPFM system correspond to conditions for in­
stability in the linear equivalent system obtained by re­
placing the IPFM modulators with their large signal linear 
equivalent gain:
IPFM 1 : K1 = M1/A1
IPFM 2 : K2 = M2/A2.
This phenomena is illustrated by the following examples 
continued from the previous sections.
Example 2.3 This is example 2.1 continued. The total 
loop transfer function with the modulators replaced by 
their equivalent gains is:
K1K2
G(s) " (s + l)'fs +"TT
46
The system then has the characteristic equation:
s2 + 3 s + (2 + ) = 0
By the Routh-Horowitz method it is found that this linear 
system is always stable and thus the two IPFM system will 
always be system stable or oscillate, but never will it 
be unstable.
Example 2.4 This is example 2.2 continued. The total 
loop transfer function with the modulators replaced by 
their respective equivalent gains is:
K1K2
G(s) = -----------------------------------
(s + 1) (s + 0.5) (s + 0.7) (s + 0.8)
The characteristic equation for the system is:
s4 + 3 s3 + 3.31 s2 + 1.59 s + ( K ^  + 0.28) =0
Again using the Routh-Horowitz approach, the equivalent 
linear system has a marginal gain of K = = 1-19.
For gains greater than this the system may be unstable and 
for gains less than 1.19 the system will oscillate or be 
system stable.
The above theorem 2.1 gives an upper bound on 
(the modulator constants) or the linear system parameters.
It is also appropriate to seek a lower boundary which will 
guarantee stability. The range of values, K^K2 for example, 
between the boundaries thus determined may cause the system
47
to be stable or oscillate. To determine the sufficient 
conditions for system stability for one class of systems 
(close to the physiological typej the following theorem 
is stated, the derivation may be found in the Appendix D. 
This theorem is based on an unpublished theorem by Meyer 
(.431 on the single IPFM system.1
Theorem 2.2 if the absolute values of the initial condit- 
ion responses and the impulse responses of both linear 
elements have finite integrals for all time; ie,
YlQ Ctl, y20CtJ, 9iCtJ' 92Cti e ^CO,00). 
where Yj_0 Ct) is the initial condition response of the ith
linear element, then for arbitrary initial conditions, if
° °  00
/ I g-, (t) | dt / | g-, (t) | dt < A1A2 
0
the unforced system will be system stable in terms of the 
definition 2.1.
Corollary 2.2.1 If the system has all the poles of each 
linear element in the left half plane and Theorem 2.2 is 
obeyed, then all motion must go to the origin.
Corollary 2.2.2 If g^ (t) and g2 (t) are s^ng,le signed, then 
for stability it is sufficient that:
1 As of the typing of this dissertation, generalized sta­
bility theorems for Pulse Modulated systems with one 
modulator have been published (68) . This generalized 
version includes Meyer's result as a special case.
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/ (t)dt < A2/M1
00
and / g~(t)dt < A,/M~
0
The proof of the first corollary is merely the appli­
cation of the definition of system stability to a special 
case which has physiological interest. Proof of the sec­
ond corollary is to be found in Appendix D.
The following examples continue to extend those first 
introduced in section 2.3.
Example 2.5 Example 2.1 continued.
lg = / |e t |dt = 1 
tal 0
L = / |e~2t|dt = 1/2 
2 0
ThuS LGlLG2 = 1/2 < A1A2/M1M2 
or for system stability,
MlVAlA2 = K1K2 < 2
For free oscillatory behavior then K^K2 must be greater 
than 2.
Example 2.6 Example 2.2 continued.
Lr = /|-2 e-t + 2 e"0,5t|dt = 2
^1 0
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L = /I-1° e"°'8t + 10 e"°*7t|dt 
0
= 1.79
Thus L_ L_, = 3.57 < AtAVM-M-
1 2
or for system stability,
!lV‘lS2 = K1K2 < °'28
From the previous results for this example the range for
oscillatory behavior should fall between the boundaries 
of system stability and instability; ie,
0.2 8 < M1M2/A1A2 < 1.19
Note that these boundaries do not guarantee oscillation 
if the parameters are within them, but do give a starting
point in which to investigate self oscillation.
2.5 Conclusions
In this chapter the problem to be considered was de­
fined along with the general specifications of each com­
ponent within the system. First methods of calculating 
the total response were given so that subsequent theoret­
ical work can be checked and a feeling for the system op­
eration obtained. Finally the stability and instability 
of the system for a wide class of linear plants was dis­
cussed and theorems presented that defines a sufficient 
condition relationship between parameters for system
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stability and a necessary condition for system insta­
bility. Having looked at the system in a "gross" way 
in this chapter, attention will now be turned to the 
special question of oscillation in the two IPFM system.
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CHAPTER 3
DESCRIBING FUNCTION ANALYSIS 
OF THE DOUBLE IPFM SYSTEM
The stability of and oscillations in a nonlinear con­
trol system are most practically studied with the use of 
the describing function, or harmonic balance. Most anal­
ysis to date has been with a single nonlinearity in the 
system, but some work has been published on the multiple 
nonlinear problem (12, 22, 28). With the exception of 
Davison's work (12) the techniques require a trial and 
error approach or are concerned with a special system con­
figuration. In the following analysis the specialized 
system containing two IPFM modulators (quantizers with 
hysteresis) will be analyzed using the describing function 
approach. A new general method will be introduced for 
dealing with any system with two nonlinear elements sep­
arated by linear plants.
3.1 Basic Considerations
The harmonic balance technique generally considers 
only the first harmonic of the signals within the system. 
Justification for this is by assuming that the linear
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portion of the system is a sufficiently good low pass fil­
ter that all higher harmonics are negligible. The analy­
sis then proceeds by taking a sinusoidal signal at one 
point in the system and determining what gain and phase 
requirements must be met by the elements, both linear and 
nonlinear, around the loop to produce the original sinusoid. 
The nonlinear element is replaced by a gain, sensitive to 
input amplitude, frequency and/or phase as the case may 
be. This variable gain is defined as the describing 
function.
Conceptually there is no reason why this technique 
can not apply to any problem configuration. The assump­
tions that the input to the nonlinearities is approximately 
a sinusoid is critical and must be met at the input of 
each nonlinear element. The system to be studied has the 
general configuration shown in figure 3.1. By replacing 
the nonlinear elements with their respective describing 
functions and writing the system characteristic equation:
1 + NlD(E1 ,w,ei)G1 (jw)N2D(E2,a),32)G2 (ja)) = 0 (3-1)
the stability and oscillatory behavior of the system can 
be studied. It is assumed that the linear plants Ĝ (ja>) 
and G2 (jw) are of a low pass nature so that only the fun- 
demental frequency is of interest (consistant with the 
describing function approach). Then the critical values
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a) Nonlinear system con­
figuration. N and G 
symbolize the nonlin­
ear and linear elements.
b) Nonlinear system with nonlinear ele­
ments replaced by their describing 
function. * indicates only the first 
harmonic of the signal. E , to, 3 are 
the amplitude, frequency and phase 
input to the nonlinear element.
Figure 3.1 Nonlinear system configuration to be 
studied.
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are obtained by finding the intersection of the two curves 
-1/N^dN2d and G^ (j w) G2 (jco) where and N2d are the des­
cribing functions of the two nonlinearities. The diffi­
culty arises in the computation of N2d> The amplitude and
phase of the sinusoid input to N2, E2sin(wt + $2)' '*s ^e_
pendent upon the first nonlinearity, N^, and G-̂ (joj) at the
frequency in question. Thus if
e*(t) = E^sin(u)t + 3-̂) (3-2)
is the input to the first nonlinearity, the first harmonic 
output will be:
u*(t) = | N1d (E1 ,o), 31) | E1sin (mt+31+a1) (3-3)
where is the phase introduced by the first nonlinearity
(if any). The output then of the first linear element is: 
y*(t) = |NlD(E1,w,31) IE1 1G1 (jco) | sin(a)t+31+a1+ei) (3-4)
where 0^ is the phase introduced by the linear element
Ĝ (jto). But y*(t) is the input to the second nonlinear
element N2> Therefore,
E2 =  E 1 lN l D (E 1 ,a),^ 1 ) I lG 1 ( j “ ) I 0.5)
and the phase of the input is,
&2 = ®i + ai + (3.6)
Continuing around the loop will give the following 
equations:
u2*(t) = E2 |n 2d (E2,o>,32) Isin (wt+32+a2) (3-7)
with a2 = angle of N2d (E2,01,32) * Then
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Y 2 * (t) = E2|n2d(E2/w,32) | |g2 (jw) | sin (cot+62+a2+02) (3-8)
with ©2 the phase introduced by the G2 (jw) plant. Thus the
critical conditions are:
E 1  =  E 2 l N 2 D ( E 2 ' a)' 3 2 ) I lG 2 C j w )  I C 3 ~ 9)
ex = 32 + a2 + 02 + 180° (3-10)
where the 180° has been added because of the negative
feedback. Substituting the relationship for E2 from equa­
tion (3-5) gives:
E1 = e i INi d (E1'w '31) I |G1 (jw) | |N2DCE2,wr32) | |G2 (jw) |
or ,
|G1 (ju)) | |G2 (ja>) |=___________ _____________
(3-11)
and for the phase relationship use equation (3-6) in 
equation (3-9) to obtain:
= 180° + (Bx + + 6^ + 82 + 02 (3-12)
or 91 + ®2 = ~ ai ~ a2
Conditions (3-11) and (3-12) are precisely the intersection 
conditions mentioned at the beginning of the developement.
The difficulty in using the describing function ap­
proach arises in equation (3-11) and (3-12) where the gain 
and phase of Ĝ (jco) must be known a priori. This re­
quirement restricts the usefulness of the method because
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it introduces another parameter. If the describing func­
tions are both real the obstacle can be overcome by plot­
ting a family of curves for the various values of |G^(jw)|. 
When one of the nonlinearities contains hysteresis the 
problem is more complex but can still be handled using a 
family of curves.
In the next section a technique for handling the sys­
tem with two nonlinearities in which both their describing 
functions are real will be described (23). This will be 
necessary for a better understanding of the method used 
for the two IPFM system. When the two nonlinearities are 
sensitive to amplitude, phase and frequency the describing 
function method does not seem as attractive; however, in 
the case at hand certain information may be deleted with­
out loss of the analytic power of the describing function 
method.
3.2 Construction and Use of the Compound Describing Func­
tion for a Two Nonlinearity System
For the type of nonlinearities considered in this 
section, the describing functions will always be real; ie, 
have zero imaginary part. Thus when -1/ND is plotted, it 
will always be on the -180° phase line of the Nichols 
chart. Likewise if both nonlinearities are as defined, 
the composite describing function, will be real
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and -1/n idN2D a -̂so foun<3 on the -180° phase line.
In the two nonlinearity system it is necessary to take 
into consideration jG^(jw)|. This Lis done by plotting 
-1/N^dN2d in a shifted pattern according to the param­
eter |G^(jw)| = constant. The method of construction is
shown in figure 3.2. For a given |G^(jw)| = c^ the
-1/N^dN2d curve (a straight line in this case) is con­
structed at the point where a horizontal line c^ meets an
arbitrary line cT. The parameters along the V N2dN2d 
curve can be either E^ or E2 depending upon the infor­
mation sought. In fact as the example will point out it 
is only necessary to connect the equal (or E2) points 
for the analysis (this is indicated by the dotted lines 
in figure 3.2).
Next construct G^ (jco) G2 (jw) and Ĝ (jio) on the same 
Nichols chart. For oscillations to occur G^(jw)G2 (jw) 
must cross the -180° phase line at some frequency Wg. If 
it does not cross this phase line the system will not 
oscillate. Assume that u)Q is the crossing frequency and 
locate this frequency on the G^(jw) curve. Construct a 
horizontal line from G1 (jo)g) to the arbitrary line, from 
the intersection drop a verticle line until it meets an­
other horizontal line from G^ (jaig) G2 (jojQ) , indicated by 







Figure 3.2 Double nonlinearity describing function 
construction.
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Point "P" determines the magnitude of oscillation,
or E2, and is the approximate frequency of oscillation. 
The stability of the oscillation can be determined in the 
usual manner for this type of plot.
The advantage of the method described above is that 
all elements of the system are shown on a single graph in 
such a way that their interactions are easily determined. 
Thus for example it is seen to what extent the magnitude 
of oscillation can be controlled by either G^Cjw) or G2 (jco) 
gains, variation in frequency by reshaping the G^(jw)G2 (jw) 
locus, or oscillation magnitude change by reshaping the 
describing function curves. An example follows which il­
lustrates the technique.
Example 3.1 The example system, its response and the des­
cribing function graphs are shown in figures 3.3 and 3.4. 
Graphical methods predict an oscillation of o>q= 0.55 rad/ 
sec and E^ = 2.4 and E2 = 5.1. Simulation of the system 
gives oJq = 0.56, E^ = 2.5 and E2 = 5.0. The correlation 
can be seen to be quite good in this example.
3.3 The Describing Function of the IPFM Modulator
The describing function for the single IPFM modulator 
must first be developed. This was done by Li (39) and 

















Figure 3.2 Describing function method for example 3.1.
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the modulator will be:
e(t) = E sin(cot + 3) (3-13)5
The output will be a train of impulses at time t^f polarity 
b̂ . and strength M. Since the input is known, the times 
and polarities of the impulses can be computed for a half 
cycle as:
cosCwt,,) = cos (.3) - k.
/A X (3-14)CEg/Au)
k = 1, 2, ...N/2 
where N is the total number of pulses in the period T=2ir/u).
Note that the pulses will have asymmetry in their position
because of the symmetric sinusoidal input. Li showed that 
the input phase has a certain effective range. Values 
of phase above some critical angle can be transformed into 
the range from 0 to 3 (critical). Thus it is necessary 
only to investigate values of 3 from 0 to 3(critical).
Where,
0 < 3 (critical) = 3_
v
= COS  ̂(1-Ato) < TT_
Es 2
The final pattern will depend upon E , w, A, and 3. During
s
the first half of the cycle there will be N/2 positive 
impulses and N/2 negative impulses during the second half 
of the cycle. Thus the output over one cycle after appro­
priate phase shifting may be written:
Since the output is impulsive, the Fourier coefficients 
are easily found. If the output is written in a standard 
Fourier series form:
u(t) = ag + a^cos(cot) + a2Cos (2oot) + ...
+ b^sin(oot) + b2sin (2cot) + ...
then the coefficients may be written as:
2 tt n
to 2 N
a = — / M{ JS(t-t,)- (t-t, ) }cos (ntot) dt (3-16)
n 71 0 k=l K k=N+l K
2
2 TT N 
to 2 N
b = ~  / M{ £<5(t-tv)- £§ (t-tv) }sin (ncot) dt (3-17)
71 0 ' k=l * k=N+l K
2
Note that a^ = 0 because of the pattern symmetry. At this 
point Li evaluated the first harmonic only and obtained 
the following relationships:
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From which the first harmonic magnitude and phase of the 
output may be evaluated as:
p r\ ^
|u(first harmonic)| = (â  + ) 2
and Angle u(first harmonic) = tan- "̂ (a^/b^)
The describing function is then defined as the ratio of 
the output first harmonic to the input:








2 £(l-(cosg- k )^)3s 
k=l
\








2 (1- (cosg- k )^)*s + sing
k=1 E /Aw
+ (1— (cosg— N/2 )2)%
Es/Aw
By taking E /Aw as the normalized input, the describing s
function may be made frequency independent, depending then 
only upon the normalized value, V, and the phase, g. This
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gives a somewhat simpler form:
ND 1 = M A< ttV
N-l 
2
/N/2\ +/2 J (1- (cosg-k)^) 2 + sing 
\~T~) \ k=l V
+(l-(cos -N/2) )2v h\2
V










The constant multiplying factor M/A may be considered as 
a linear gain and therefore associated with the linear 
element. This allows the developed describing function 
to be universal for all IPFM modulators. The computation 
of the describing function is most easily accomplished on 
the computer, the program to do this is given in Appendix 
E and the results are shown graphically in figures 3.5 
and 3.6. Li did not present the results in this manner, 
but it will be necessary to use this form for the sub­
sequent sections. The maximum and minimum gain and phase 
for the describing function for each pulse pattern is 
tabulated in Table 3.1. This will be found to be useful 
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Figure 3.5 Magnitude of the describing function
for the IPFM modulator.
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Figure 3.6 Phase of the des­
cribing function 




Maximum and Minimum Values of the Magnitude 












2 1.273 0.425 i y? o o -19°
4 0.970 0.615 1 VI o -15°
6 0.971 0.719 -28° -12°
8 0. 972 0.783 -20° -10°
10 0.975 0.826 -16° -9°
Because of the rich harmonic content of the impulse, 
it is necessary to determine the harmonic content of the 
nonlinearity output before intelligently using the describ­
ing function analysis. If the harmonic content is low 
then there will not be such a severe low pass requirement 
on the linear elements following the IPFM modulators. 
Conversely, if the harmonic content is high then the lin­
ear element must reduce them to a comparatively low level 
if the describing function analysis is to be worthwhile.
Then if one starts with equations (3-16) and (3-17), 
the harmonic content describing function can be found 
(see Appendix F). These results are indicated below for 
the general harmonic term and in particular the second 
and third harmonic contents.
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i = wM I c-l) j/n\ 
77 j = 0 I 2 j j
(cos3-N/2)n_2^ (1-(cos3-N/2)2 )^
V V
-cos11 2-̂ (3) sin2-̂ (3) (3-22)










+ I (-1) D/ n \ 
j=0 (2^+1)
+ I (-1 )^/ n \ cos11-2̂ -1 (3) sin2^+1 (3) 
j=0 (2j+lj
For the second harmonic,
n_2j 1 (1- (cos3-N/2) 2)
V
(3-23)
a 2 =  —77
N/2
V




2 9 ^2 £{2 (cos3-k) (1-(cos3-k) ) 2) 
k=l V V
+ 2 (cos3-N/2) (1-(cos3-N/2) ) 
V i V
+ 2sin(3)cos(3) 
And for the third harmonic,
(3-24)
a-, = ojM{4 (cos3-N/2) -3 (cos3~N/2) -cos3 (2cos3+l) } 
77 V V (3-25)
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r N-l2* 3
b-. = ojM-2 £ {3 (cos3-k) 2 (1- (cosg-k) (1- (cosg-k) 2) 1} 
7T k=l V V V





The describing function for the general nth harmonic is:
The computation of the describing function for the second 
and third harmonics can be carried out using the same pro­
gram as that used for the fundemental describing function. 
The results of the computation for the second and third 
harmonic describing functions are shown in figures 3.7 
and 3.8 in comparison with the fundemental variation.
As was expected in this case, the harmonic content 
of low pulse pattern operation, in particular D2, is very 
high. The greatest magnitude for D2 second harmonic is 
greater than 0.8, while the fundemental greatest magnitude 
is about 1.27. Thus if the describing function method is 
to be used to predict low numbered pattern operation, it 
will be essential that each linear element attenuate
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Figure 3.8 Third harmonic describing function for
the IPFM modualtor.
73
rapidly above the predicted operating frequency. The re­
quirement for this rapid attenuation is less critical as 
the pulse pattern number increases. The third harmonic of 
the modulator output is also large, in fact for D2 oper­
ation it is a large as the fundemental itself. Again 
rapid attenuation will be demanded; but since the linear 
plants already must meet this criteria because of the 
second harmonic, stating it as a requirement is redundant.
3.4 Describing Function Analysis of a Control System Con­
taining Two IPFM Modulators
Following the basic ideas developed in section 3.1, 
the composite describing function for the two modulators 
can be calculated using the magnitude of G^Cjw) as a par­
ameter. The basic equations used for the computation are:
1 = ’V . iM*vik / 2 ’2+
1  v iJ
Bl-i
,  J .
2 I (1- (cosg,-k ) ) 2 
k=l v1
+ (1- (cosg., -Nl//2) 2) ̂ tsing., 
V,











v2 = |g1 (jco> | vx |n1d (v1,61) (3-28)




1 1 0 3*+{2 I (1-(cos6o-k ) P
k=l V,
+ (1-(cos82~^2^) 2) ̂  + sin82}2
V,









The value of M^/A2 is a constant or design parameter and 
can be associated with the gain of Ĝ (jto) without loss of 
generality. The same is true for M2/A^ which is associated 
with G2 (jw). The computer program for the computation of 
the above equations is to be found in Appendix F.
For a given V, 8 can vary between zero and some crit­
ical value 8 . The resultant curves of N (V,8) may beC L)
thought of as a family of curves with 8 as the parameter. 
These curves define a zone and were shown in figure 3.5. 
An important point to note here is that for a given pulse 
pattern to exist, and V2 must fall within certain
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limits; ie,
N, N, + 4
r  -  v i  — — 3—
N9 N„ + 4
-Jl < v- < —— 7--4 - 2 — 3
(3-30)
where and are respectively the number of pulses emit­
ted from the modulators "1" and "2" in a period of oscil­
lation, T. With this as a criteria one can obtain the 
range of |Ĝ (j<o)| for a given pulse pattern.
Example 3.2 Find the possible range of |Ĝ (jco) | for the 
pulse pattern D64, note that:
1.5 < V-̂  < 2.5
i.O < V2 < 2.0
and from equation (3.28),
I G]_ (jw) | = V2
v i  I n i d ( v i ' b i >I  
using the maximum and minimum values of N^D and the cor­
responding values of yields:
V2 V2 
— ^ ------  <|Gl(jco) |<-----------
V1 J N1D (V1 > Lax Vlmin,NlD(Vln1in) lminmd.x mcix min mixi
(3-31)
In this case the maximum or minimum values of N^D may be 
obtained from figure 3.5 or table 3.1, giving:
0.56 < |G1 (jw)| <1.47
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The results from this example are extended to other patterns, 
tabulated in Table 3.2 and plotted in figure 3.9. These 
boundaries for |G^(jw)| are necessary for the final des­
cribing function analysis.
For large pulse numbers (greater than 20 for example) 
the value of ND (V,8) approaches 1.0 and the following es­
timate can be used:
 ̂ i • \ I  ̂N-+ 4 2 < G, (Du) | < 2 n  I'Mf ^ T T  “ 1  (3 32)
Also for a given and | G-̂ (juj) | not all the values 
of V2 for a given pulse pattern are possible. Thus for the 
given pattern in the example, V2 could range from 1.0 to 
2.0, but equation (3.28) predicts a tighter boundary. For 
|G1 (jw)| = 1.0,
V2 = | G1 ( joj) | V1 |N1 d (V1 , 6 1 ) |
= 1 (1.5,2.5)x(0.91,0.71)
= (1.36,1.77)
Thus although V2 could fall between 1.0 and 2.0, only that 
portion between 1.36 and 1.77 is valid in this case.
Having looked at the ranges for and V2 for various 
pulse patterns, next consider the magnitude and phase of 
the composite describing function. If an attempt is made 
to plot all the information, V-̂ , V2, 8-̂, 82 , |Ĝ (jui)| and
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TABLE 3.2
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Figure 3.9 Boundaries for Ĝ Cjoo) for the various 
pulse patterns.
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Dmn, the resultant graphs are not useful. Thus it is es­
sential to eliminate some information, retaining only 
that which will ultimately be needed in the analysis or 
design of a system. Fortunately very good results are 
obtained if only Dmn and | (jtu) | are considered in the
final describing function graph.
The first step is to obtain for a given
value of | and pulse pattern Dmn. These results
are shown in figures 3.10 and 3.11. Note the way in which 
V-̂ , 3^, and V2, 32 vary. In figure 3.10 the variation in 
V-̂  and 3^ is given for a particular pulse pattern and 
| C  joj)|. For increasing the D44 pattern moves from 
the lower right to the upper left, with phase angle 3  ̂
determining near vertical lines within each sector.
In figure 3.11 the variation in V2 and 32 has been plot­
ted for the same pulse pattern and |G^(jw)|. In this 
figure the V2 sectors move more from left to right, with 
32 phase lines again describing an almost vertical line. 
These observations may be useful in determining the mag­
nitude of the oscillations from a compound modulator sys­
tem. Intersection near the top of the constant [G^(jw)| 
magnitude sector will indicate larger and V2 than those 
that may intersect near the bottom of the same sector. 
These observations will also be used to determine the sta­


















Figure 3.10 Variation in a Dmn sector of Vx and 81> 

















Figure 3.11 Variation in a Dmn sector of V2 and 
Shown for D44f |G^(jw)| = 1.0.
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Now for a given pulse pattern, various values of 
|Ĝ (jai)| are possible. The resulting curves form an en­
velope for the critical region for the defined pulse 
pattern. These results are shown in figure 3.12 for the 
D22 pattern. Note that the |G^Cjw)| sectors move from 
lower right to upper left for increasing values of |G^Cjw)|. 
This observation will be useful when analyzing a control 
system using the composite describing function. The values 
shown on the edge of the envelope represent the approximate 
boundary for the values of |G^(jw)|. Those on the lower 
edge represent the bottom of the respective |G^(jw)| 
sector and those on the upper edge represent the top of 
the |G^(jw)| sector. This is more clearly seen in the in­
sert to figure 3.12.
For curves passing through a given pulse pattern en­
velope the probability that they actually fall within the 
values shown on the envelope depends upon their slope.
For various lines, see figure 3.13, the range of values 
given by the envelope, AR, divided by the range of values 
actually intersected, Ar, seems like a good measure of the 
reliability of the |Ĝ (joj)| intersection. If AR/Ar is 1.0 
the correspondence is exact. The results of this test are 
given in figure 3.13 for the D22 pattern. For practical 














Figure 3.12 Generation of the Dmn (D22) region by 












Figure 3.13 Reliability of |Ĝ (joj)| as determined 
by the boundary values.
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would, fall between a 45 degree and vertical line. Since 
this is consistant with the basic describing function 
assumption, the envelope values were picked for lines 
with 45 degree slopes.
The envelopes for various pulse patterns with |Ĝ (jco) 
values on the boundary are now superimposed on a single 
Nichols chart. The results are presented in figure 3.14. 
Patterns considered are limited to those containing up to 
8 pulses from each modulator in a given fundemental time 
period, T. Higher pulse numbers crowd the diagram. Meth­
ods for handling these high pulse numbered patterns can 
be handled by an expanded scale on the chart and the pro­
gram given in Appendix F. Other methods will be consid­
ered later. Note that as the pulse number becomes larger, 
the systems tend to their linear equivalent.
For a given value of |G^(jw)| , the various pulse
pattern sectors have been drawn in figure 3.15. Such a 
representation is not useful in the analysis of compound 
systems since it is unlikely that G^(jw) would maintain 
a constant magnitude throughout a frequency range of in­
terest. It may be constant enough in some instances to 
use this type of representation for approximate deter­
minations of pulse patterns. However the pattern of de­
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Figure 3.15 Dmn patterns for constant | (jw) |=1
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and could be useful if such a system were to be designed 
with restrictions of |G^(jw)|.
The use of the describing function for predicting 
oscillations in control systems can be carried out using 
the two charts given in figures 3.9 and 3.14. Two con­
ditions or intersections must exist; one intersection must 
exist by the G^ (j w) G2 {j 10) curve through a given pulse pat­
tern envelope, and the other must be by the G^(jw) curve 
passing through the appropriate magnitude and pulse pat­
tern sector. Both conditions must be met by the system 
for oscillations to be possible.
When testing for stability of the oscillations, if 
the direction of the variation is noted the standard 
method may be used. This is discussed later. When test­
ing for stability, if either of the two intersections do 
not occur, then this would be a sufficient condition for 
the system to be stable. This is of course provided the 
large signal equivalent system is also stable as discus­
sed in section 2.4. Stability may also be discussed using 
the theorem developed in Chapter 2 (Theorem 2.2).
The best procedure for determining the possible 
oscillatory conditions is to construct a table as shown 
in Table 3.3 (Example 3.3). The analysis then follows
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the following steps:
1. Determine the total frequency range of the inter­
section by the G.̂  (jw) G2 (jw) curve with the describ­
ing function sectors for the various pulse patterns.
For the case in question, see figure 3.18, this 
would be a) = (1,2.8).
2. Check which pulse patterns are passed through by the 
GX (j00) PlQt f°r this same frequency range, see fig­
ure 3.17. At the same time make sure that G^ (j w) G2 (j to) 
also pass through the same patterns. Only those in 
which there is correspondence need be recorded in 
column one of the table.
3. In column two, record the frequency range of
G^ (jw)G2 (jw) in each of the intersected pulse pattern 
regions recorded in step two.
4. Next for the above frequency range (step 3) record 
the magnitude of Ĝ (jto). In the example given two 
indications are given, one is a numerical range and 
the other is a qualitative "low, medium, high."
5. On the total plot, G^(jw)G2 (jw), find the same 
magnitude range of values as in step 4, both numer­
ical and qualitative are indicated in the example. 
Record them in column 4 of the table.
6. Compare the values (either numerical, which is bet­
ter, or qualitative) in columns three and four. If
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there is correspondence in the values and the assum­
ptions of the describing function are valid, oscil­
lations will occur.
It is possible for the system to oscillate in two or 
more modes. This is due to constant phase shifting (3) in 
the input signals to the modulators. This phenomena is 
caused by the value of the modulator integrators not exactly 
following the pattern requirements. Thus for example at 
the end of a period, T, an integrator should have dis­
charged to zero, but instead may have a residual value left 
over. This value is carried over to the next period, 
causing it to be different from the previous one. This 
effect can accumulate causing the patterns to shift. The 
underlying cause of this effect is due to the fact that 
the signals are really not sinusoidal, and thus the time 
symmetric pulses assumed will not exactly hold.
The examples which follow illustrate the use of the 
describing function for the two IPFM modulator system and 
some of the peculiarities of the method.
Example 3.3 This is a continuation of example 2.1. Con­
sider the system configuration given in figure 3.15a.
The linear elements are not the best low pass filters, be­
ing only first order plants. From this follows that the 
outputs of the ..linear elements will hardly be approximate
91
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b) Digital computer simulation
Figure 3.16 Configuration and output for example 
3.3.
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sinusoids. This is clearly seen in figure 3.16b, the ele­
ment outputs. It is expected that for such a system the 
describing function analysis may not yield reliable re­
sults. Because it is important to illustrate the limi­
tations of a method as well as its good points, this ex­
ample is included.
The system has the following vital data:
A1 = 0.25 A2 = 0.40
M1 = 1.00 M2 = 1.00
Thus plotting ) G^ (jco) in figure 3.17 and (M^M2/A^A2)x
(jw)G2(jw) in figure 3.18 will give the superimposed 
curves shown. The table below (Table 3.3) follows the 
pattern of solution discussed above and from it, it is 
easily seen that there is a strong possibility of D22 op­
eration. The basic frequencies of operation predicted will 
be around w = 1.5 rad/sec (T = 4.18 sec). With this oscil­
lation, estimation of the amplitude of E^ and E2 can be
predicted as follows:
For D22 operation and V2 must lie between 0.5 and 
1.5. Therefore,
V. = (0.5,1.5) = E1/A1oo = y2 /Aĵ w
peak
and V2 = (0.5,1.5) = E2/A2w = y1 /A2W
peak
giving for and E2 ,
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Solution Table for Example 3.3
Total frequency range = Cl, 2.7)
Pattern Frequency |G^Cjw)| Cjw)^ Cjw)
Range Intersection
D22 1-2 1.8-1. CM) 0.9-2.5 CM)
D42 1.5-2.5 1.5-1.0 CH) 0.5-1.0 CM)
D44 2.1-2.6 1.1-0. 9 CL) 0.9-1.4 CL)
D64 2. 5-2. 7 1.0-0. 9 CM) 0.6-0.7 CL)
TABLE 3.4
Comparison of Describing Function Results 
and Actual Simulation
Period, T y1 Cpeakl. y2 Cpeak.)
Simulation 3.5 0.9 0.95
Describing 3.9 (0.3,0.96) CO.2-0.6)
Function
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y, _ V9A,w = CO.5f1.5) 0.4 Cl.5) = CO.3,0.9)
peak
y2 = V-A-ca = CO.5,1.5) 0.25 Cl.5) = CO.19,0.56)
peak
Closer correlation can be obtained between the observed 
pattern and the predicted pattern if the specific D22 pat­
tern plot is used. This has been done in figure 3.19 on 
which CM1M2/A1A2) ( j w ) G 2 Cjw) has been plotted over the 
D22 pattern with |G^Cj^)I as a parameter shown in more 
detail. Using this graph and figure 3.17, the results 
given below may be found:
C.j w) Frequency Gjl Cjw)




1.4 1 .2-2.0 1.6-1.1





The frequency predicted by this closer examination is very 
close to that originally assumed; perhapsw=l.6 CT=3.92) 
may be a better estimate. At this frequency iG^(jw)| is 
about 1.4. The results predicted by the describing func­
tion are compared to those obtained by simulation of the 
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Figure 3.19 (M-^/A-jA^) G.̂  Cjw) G2 (jw) plot on the
D22 pattern for example 3.3.
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It is not surprising that the peak values are actu­
ally close to 1.0 since = M2 = 1.0 and the impulse 
response change of these plants is or M2 at the in­
stant of the impulse. Also y  ̂(peak) may be expected to 
be in error since at the frequency in question (w = 1.6) 
the second harmonic content (co = 3.2) is down only 3.36 db 
from the fundemental.
Example 3.4 This is a continuation of example 2.2. The 
system, output and frequency plots are shown in figures 
3.20, 3.21 and 3.22. The solution table and comparison 
of the results are given in Tables 3.5 and 3.6.
The solution table would predict possible pulse pat­
terns D22, D44, D66 and D88. The reason for the emitted 
pulses being the same from each modulator is because of 
the similarity of the linear plants and modulators. The 
predicted D22 pattern should not be an expected oscil­
lating condition, except for very special initial con­
ditions. This is because of the D22 oscillation frequency 
being so low (co = 0.3) and the corner frequencies of the 
linear elements; ie, 0.5, 1.0 and 0.7, 0.8. It would not 
appear that either linear element would filter the second 
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Solution Table for Example 3.4
Total frequency range = (0.23,0.65)
Pulse Frequency |G^(jw)| (jw)G2 (ju)
Pattern Range Intersection
D22 0.23-0.40 1.45-1.80 0.90-2.50
D42 0.33-0.45 1.35-1.60 0.60-1.20
D44 0.42-0.49 1.34-1.40 0.90-1.60
D64 0.46-0.51 1.20-1.35 0.70-0.90
D66 0.49-0.55 1.30-1.20 0.90-1.70
D86 0.59-0.53 1.15-1.20 0.80-1.10
D88 0.53-0.60 1.15-1.20 0.90-1.60
TABLE 3.6
Comparison of Describing Function Results 
and Actual Simulation
Period, T y1 (peak) y2 (peak)
Simulation 10.8 1.11 1.15




































For large numbers in the pulse pattern designation; 
ie, D20/2, D2/20, D16/16 etc., the defining sectors be­
come too small and crowded for convenient illustration.
In this case approximate boundaries can be obtained by 
using maximum and minimum values of the separate describing 
functions. The areas thus obtained are rectangular in shape, 
but since they will be narrow compared to the other lower 
numbered patterns, this does not seem a bad way to indicate 
them. If the (jcn) (joj) curve passes near the origin
and large numbered patterns are suspected, these rectangles 
may be constructed using the following for their apexes:
Apex 1: -1/N,d N2d
max max
Apex 2: -1/N1D N2d
min max
Apex 3: -1/N1d N2d _ 
max m m
Apex 4: -l/NlD N2d
min min
Note that these rectangles need only be drawn for those 
patterns which fall near the frequency ranges indicated 
by the G^(jw) curve. These techniques are illustrated 
in the following example.
Example 3.5 Consider the system shown in figure 3.23a.
The G^Cjw) and G^ (jto) G2 (jco) curves are shown in figures 
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Figure 3.24 CM1/A2)G1 (jo)) plot for example 3.5.
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about 0.25 to 0.32 rad/sec there is a strong possibility 
for high pulse numbered patterns. This is indicated by 
an example of D10/6 pattern in figure 3.23b. The rec­
tangle for the DIO/6 pattern is shown in figure 3.25 
and the |G^(jw)| range is given in figure 3.24. That this 
is a possible mode of oscillation is verified in figure 
3.23b.
It is possible to continue listing possible patterns 
of operation in the way indicated above; however all pat­
terns will have the same approximate frequency range with 
varying amplitudes. The amplitudes will be larger for the 
numbered patterns . As to which actual mode the system 
will operate in is very dependent upon the initial con­
ditions. In fact as has been previously pointed out it 
is possible to operate in more than one mode. This is 
indicated in this system by the DlO/6 and D12/6 pattern 
appearing in the output.
If the systems are stable when the linear equivalent 
gain of the modulators are used, then if oscillations are 
predicted they will be stable. For a specific pattern 
the stability of oscillation may be determined by noting 
that the normalized input to the modulators, V = E/Aw, 
will increase for increasing numbered patterns. Thus in 





Figure 3.26 stability of oscillation determination.
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arrow (see figures 3.10 and 3.11), A will be constant and w 
will increase according to the G^(jw)G2 (jw) curve. If 
the amplitude of the oscillation, E, tends to increase 
then V will also increase. Thus the G^ (jw) G2 (joi) curve 
falls below the new point for increased amplitude. This 
corresponds to an attenuation and thus a reduction in the 
amplitude. The reverse situation occurs for decreasing 
amplitudes. The oscillations are basically stable for the 
examples given except that they may shift between various 
patterns. This is called neutral stability by Li (39) in 
his consideration of the single modulator system.
Thus far the pulse patterns considered, Dmn, have 
assumed m>n. The condition for n>m may also occur if 
|G^(jw)| or M^/A2 is sufficiently large enough to increase 
the level of the input signal to IPFM 2. The analysis of 
these patterns can easily be considered by reversing G^(jw) 
and IPFM 1 with G2 (jw) and IPFM 2 respectively. Since it 
is only the loop condition which is to be satisfied this 
arrangement will not effect the analysis. The first in­
dication that such a pattern may occur is given by G1 (jw) 
having high gain in the frequency range of intersection 
of the G-^(jw)G2(jw) curve. Note that with this method, 
the describing function curves and G-̂  (jco) G2 (jw) are the 
same for both possible patterns (D26 and D62). It is
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only necessary to draw (lŶ /Â ) G2 (jw) on the " | G (joj) | 1 
boundary graph. These techniques are illustrated in the 
example given below.
Example 3.6 Consider the system shown in figure 3.27a.
By the methods of chapter 2 the maximum M^M2/A^A2 must be 
less than 0.925 to guarantee stable oscillations. No 
lower bound can be found since the system does not meet 
the criteria for Theorem 2.2. The Nichols chart and G-̂ (joo) 
graphs are shown in figures 3.28 and 3.29. There are num­
erous possible patterns of oscillation all with a frequency 
range around w = 0.2 (T = 31.4). Because of the high gain 
of Ĝ (jaj) in this frequency range, high pulse numbered 
patterns are suggested. Thus instead of plotting 
G^(juj), plot (Jŷ /Â ) G2 (j w) . When this is done the sol­
ution proceeds as before yielding many possible pulse pat­
terns .
3.5 Conclusions
In this chapter the conditions for describing function 
analysis of the two modulator problem were determined.
The composite describing function was then calculated and 
applied to various examples. The second and third har­
monic content of the single IPFM describing function was 
calculated and shown to contain high magnitudes at the 
lower numbered pulse patterns. Thus the method should
Ill
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^2 1 U2 IPF)M 2
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a) System configuration





Figure 3.27 System and output for example 3.6.
112
*3



















. .  in  ■—l
















Figure 3.29 CM2/A1) G2 (ju>) plot for example 3.6.
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not be used when low numbered patterns are predicted un­
less ample attenuation of the harmonics is provided by 
the linear elements; ie, good low pass filtering.
It is to be noted that the describing function pre­
dicts oscillations that may occur, but does not guarantee 
their existance under all initial conditions. Thus in the 
system under consideration it must be kept in mind that 
the actual oscillating patterns is dependent upon the in­
itial conditions. Indeed predicted oscillations need not 
even occur under some initial conditions. In the next 




STABILITY ZONES AND 
PERIODIC SELF OSCILLATION
In the previous chapters boundaries on the system 
parameters were established within which self oscillation 
could occur and the describing function method was devel­
oped to identify these oscillations. In this chapter 
computational techniques are developed to identify the 
initial conditions for certain classes of linear plants 
which will guarantee system stability. Initial conditions 
not in these zones will yield periodic or cyclic motion; 
by identifying those periodic trajectories, the entire 
state space may be mapped according to the resulting motion. 
Unfortunately in general there will be a large number of 
zones and oscillating conditions, thus complete mapping 
is impractical. Attention will be focused on the D22 per­
iodic condition for two reasons: (1) it is the fundemental 
mode and (2) the prediction of this mode is less reliable 
when the describing function method is used. Fundemental 
to the problem of periodic self oscillation is the solution 
of systems of transcendental equations.
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4.1 Initial Condition Stability Zones for the Double IPFM 
System
The computation of the initial conditions which will 
result in an asymptotically stable trajectory basically 
employs a backward mapping technique. For the single mod­
ulator system this results in a relatively simple algo­
rithm (see Appendix H) because the effect of the discon­
tinuity of the impulse occurs simultaneously around the 
loop. However this is not true for the double modulator 
system; ie, can experience an impulse input while G2 
is operating continuously.
Consider the double IPFM system with both linear ele­
ments having all their poles in the left half of the com­
plex s plane. Now define a capture zone, S00' in which 
the initial condition response of the system will produce 
no impulses from either modulator. This zone will be in 
a composite state space, Rnl-xRn2, where n^ and are the 
orders of the linear elements G^ and G2 respectively. The 
initial conditions in this zone must obey the following 
inequalities:
b i p  —2
A, > max| / c? e x~n dr | 
t o
(4-1)
t T -1Tand h 0 > max| / c. e x1n dr |
t 0 x _xu
0 < t < ®>
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where x^q and x2q are the initial condition vectors for 
linear elements and G2. Thus if the system initial 
conditions are:
the system will be asymptotically stable because of the 
assumptions of the class of linear plants. This capture 
zone is the starting point for subsequent computation.
Note that such a zone will exist for all systems if 
the assumptions above are satisfied. This is true even 
if the necessary conditions of Theroem 2.1 (Chapter 2) for 
instability are satisfied. Thus with the above linear 
elements it will never be possible to establish sufficient 
conditions for instability for all initial conditions.
This observation is true not only for the Sqq zone but will 
hold for other initial condition zones to be defined.
Now let it be desired to locate the initial conditions 
whose response will produce m pulses from IPFM 1 and n 
pulses from IPFM 2. These m-n pulses will drive the sys­
tem to Sqq after which the trajectory will tend to the 
origin, never again leaving Sq q .
Sqq is given by the x^, x^ states satisfying (4-1) 





for this is to include the possibility of the trajectory 
entering Sqq with a modulator just about to fire. Thus 
the accumulated integral value A can be cancelled by -A 
for example and still the integral could accululate up to 
-A again. Thus the boundary should permit 2A as the con­
straint.
Designate the zone which gives the m-n pulse condition
as S . There will be m+n total pulses emitted from the mn
modulators. If the actual pulse pattern sequence is not 




corresponding to b^=+l or b2=+l in each of the m and n 
positions. Thus for large m and/or n the number of per­
mutations possible is very large.
To determine the initial condition zone corresponding
to a given sequence, arbitrarily select a point in Sq q ,
Tsay Xq=(x^q, x2q) . Associated with this point are m  gen­
eral four numbers corresponding to the maximum and mini­
mum values the modulator integrals would accumulate if 
where the last switching point, see figure 4.1. These 





Figure 4.1 Illustration of backward mapping to 





a,, = max{/c0 e xon dx)
11 t 0 2 °
t T
a21 = m^X q—1 e -10 dT}
t T j^X
a12 = mJn{/^2 e ^20 dT}
% T —1^ a~9 = min{Jc1 e x.. n dx}
z t 0
These numbers should be stored temporarily. Since the im­
pulse sequence is known, the last impulse is used to deter­
mine the position of the state, Xq , just prior to this last 
firing. Thus:
X .  ( * ~ )  =  ( X .  ) 0  -  M . t K  j b  .
XjCt") = Cx£)0  ̂ (4-3)
i=l, i=2 
or i=2, i=l
where t^ is the last firing time and b ^  is the last impulse 
emitted before entering Sq q , see figure 4.1.
A constraint may be placed on x?(t^); ie,
sgn y£(t~) = +1 = bi
+ if i=2 and - if i=l. This must be so since the argument 
of the modulator integral must be the same sign (polarity)
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as the output at t^ for the linear systems studied. If 
the linear elements are written in the standard normal 
form Csee Appendix A), then:
sgn-xJCt'^ = ^
Since the pulse pattern must be known a priori, first 
consider the simplest case; S^q (or S^) . With located 
map backwards along the trajectory passing through x^.
This backwards motion is continued until the integral for 
IPFM i is satisfied or a violation noted. These are now 
discussed.
Whenever a modulator is fired, those temporarily 
stored numbers Ca^j's) are set equal to zero since they 
can not affect the modulator in the backward mapping any­
more. Thus at point x' backward motion can continue un-—0
til,
ti
b-,A. = + / c? e—iT x? CO) dr (4-4)
-h  4*. q  J>
/ s  / \
with + when i=l and - when i=2. These signs will not be
carried on; it will be assumed that the proper sign will
be associated with c£. The integral must be evaluated a- 
long the curve satisfying:
^ifclxJCt^ = e 1 x£C0£ C4-51
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or from (4-4)
then using C4̂ -5I gives:
bilAi - - i i (0)} (4-6)
The last equation represents a hyperplane (straight line 
in two demensionsL. The intersection of the trajectory 
with this plane is the Xqqt the desired initial condition. 
However modulator IPFM i can never fire. This places re­
quirements on the interval between x^ and X q q . For IPFM
the a ..1s are retained and added to the modulator integral, ID
Then the requirement,
^ 1  A . T
A? > a?, + / cT e—'̂ x. (0) dxa. n  j, -i
^  T ^iT
~Ai * ai2 + ! £i e -i<0) dT (4'7)
must also be satisfied. There is the possibility of (4-7)
A
being satisfied, but IPFM i firing before reaching x^, es­
pecially in oscillatory systems (complex poles). Thus it 
must also be true that:
t m A. x 
/<t 0
, V T -iT> max /c. e x. (0) dx (4-8)l ^ 1 i—1 —x 1
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until intersection with (4-6). This will determine Xq q -
Then (4-7) is checked. If (4-7) is valid then (4-8) must
be verified for all time 0<t<t^. This last step need not
be used if y^(t) is single signed throughout 0<t<t^; then
only the final value of the integral need be checked (e-
quation (4-5) without the a^j's). If all conditions are
satisfied then x,-.- is a valid point in the initial condi-
— u u
tion zone. If however there is any violation, a new x^ 
must be selected and the process repeated until a good 
Xqq is found. Once one Xqq is located in S^q or Sq ,̂ then 
a search around this point (time moving forward) should 
yield the boundaries of the zone.
Figure 4.1 shows two trajectories, a and b. Trajec­
tory b is valid, yielding Xq q . Trajectory a however is 
not valid, since if the initial conditions, A1 , satisfy­
ing (4-6) are used, (4-8) is not satisfied. The point at
A
which IPFM i would fire is indicated by A2.
Example 4.1 For the system of example 2.1 with A^=A2=1 
and M1=M2=1.5 find all the initial condition zones S1Q 
and S01.
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The capture zone SQ0 is found first:
00
1 > | / e x, dt | 
0 1
see figure 4.2. There are two S^g and Sq  ̂ zones. Examine 
S10 first. Select x(!)=(-0.85, 1.25)Te or SQ0.
Then,
all = 0-^5 ai2 = ®
a21 =-0.850 a22 = 0
T -x^=(0.65, 1.25) , thus x2 (t^)= 1.25 which can be used to
calculate the intersection from (4-6);
0.5 (1.25 - x2 (0)) = -1
x 2 (0) =  3 . 2 5
Then x^(0)=1.25. x^ is single signed; then checking the
Tintegrals indicates that X g g = ( 1 . 2 5 ,  3 . 2 5 )  is a valid 
point for S^g. From this point a search is made to deter-
minethe boundary of S^g. Because the resultant Rn^xRn2
is two dimensional, graphical techniques can be used (see 





Figure 4.2 Determination of SQ1 and zones
for example 4.1.
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Note that symmetric pulse patterns will produce symmetri­
cally located zones through the origin.
The zone determination for a general S case is con-mn
siderably more difficult. To illustrate the method con­
sider the S22 zone with pattern given in figure 4.3a. The 
construction is shown in figure 4.3b. As in the basic 
case an Xq is selected and mapped backwards according to 
(4-3) and the sign of Y2 checked. The next to the 
last impulse can occur at any time, switching the state 
to the trajectory passing through x^. However there is a 
limit to this switching point; ie, that corresponding tp 
the point satisfying:
t T -2t 2A, > min I fc~ e x0 dxI
1 t 0"2 ~2
t m A- T
or 2A~ > min |/c e x, dr|
t 0 1
where x^ and x^ are the points on the trajectory passing 
through x^.
These limits correspond to entering the trajectory 
with IPFM 1 or 2 just about to fire, but then not reach­
ing threshold because of a change in signal polarity. 
Translated geometrically this means that the first back­







b) S22 zone determination
Figure 4.3 Illustration for higher zone
determination.
A point on the trajectory, x, is chosen between and 
the boundary point determined by (4-9). The next to the 
last impulse is assumed to switch the state to this point; 
in this case, ^2 (1-1)=^21=+'*'* T^us state just prior 
to switch must be:
x(ti_i) ; Ct1-1) *i (4-10)
-2 ̂ 1-1} = -2 M2b2(l-1)^2
Check the sign of f°r proper polarity. Expres­
sion (4-10) has the same form as (4-3) except with regards 
to the state being switched. If j is the impulse number 
counted from the last impulse and k is the IPFM modulator
A
firing, k will be the modulator not firing. Then (4-3) 
or (4-10) may be written in the standard form:
x(t"); xk (t") = ^  - Mkbkjbk
x^Ctj) = (x£)_. (4-11)
j=l f 1-1 ,1-2  .....1
k=l, 2 and k=2, 1
The point x(t”_̂ ) defines a trajectory passing through it. 
This trajectory will determine the points to which a 
switch can occur (the last in this case). Again there is
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a limit to the backward time which is possible; and again 
the results are exactly like (4-9) except for the sub­
script modification, thus in general (4-9) becomes;
±2»k - £ £ V 1 (2i (tj> - *£> u - 12)
where k now designates the IPFM modulator about" to pulse 
in the backward mapping. (4-12) determines the inter­
section conditions with the trajectory passing through 
xCt1_1) (or x (tj) in general).
Select a point on this trajectory between x(.t^_^)
(in general x (tT) ) and the limit point x^ (x̂ . in gen­
eral) . Map this point backwards according to (4-11); ie,
Since there are no other impulses, conditions for Xq q , 
the starting point will be given by:
x (t1) : x2 (t1) = x
x^ti) =
A
in general this can be written:
(4-13)
Thus x^ t°r x£) is uniquely determined.
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Since the points at which the switching took place 
were initially approximations, they must now be checked. 
Starting at Xq0 the condition, for 0<_ t<t^
t T x
A9 > max| / c. e xin dx | (4-14)
z t  0 ~ L  -1 U
must be satisfied. Let
t
on expanding,
1 T Axt 
a2 = / c1 e x1Q dr
a2 —1—1 “ *10^
Now after the b^^ impulse, modulator IPFM 2 fires. Thus:
2 ,p A^ x
A2b21 = a2 + J —i e
°r T —1 — +
A2b21 = a2 + -1-1 --1 ) (4-15)
During the interval t*£t<t2 modulator IPFM 1 may not fire, 
thus :
t A t
A, > max | / c9 e~2 x9 (t*) dx | (4-16)
t o
0 < t < t^-t^
let t _t
2 1 T —2T x9 (tt) dxa. = J c9 e —2 1
1 0
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Then for IPFM 1 to fire (b12)
t3'*2 T —2t +
Aibl3 = ai + I Ha e 52tt2) dT (4-17)
Finally
letting
al + °2-2 —̂2 ̂ 3 ^ - 2  *
b rn A T  ,




a2 = (x^ (t3) -x^ (t2) )
t T _^1TA2 > max |a2 + / c£ e x x^ (t̂ ) dx (4-19)
If the outputs from the linear elements considered in (4- 
14), (4-16), (4-18) and (4-19) are single signed through­
out the time interval in question, then only the end 
point need be considered. Thus in this special case,
< l * i l
(4-20)
Ak >lakjl l^k-k (̂ k(tj) -k(tj-l)}l
If any of the conditions (4-14-19) are not satisfied, then 
Xqq determined by (4.13) is not valid. In this case the 
original Xq may still be satisfactory,' but most likely one 
of the switch choices was incorrect. Thus a systematic
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iteration of the first impulse switching is made. If this
fails to produce a valid Xqqt the second switching point
is varied. This continues until all switching points for
£o are considered; if no valid x^q is found, a new Xq is
selected and the process repeated until one valid x ^q is
found. Once a good Xqq is located, a search around this
point will locate the S boundaries.mn
A generalized flow chart for these calculations is 
shown in figure 4.4 and an example follows.
Example 4.2 Find the S20 and S1;L stability zones corres­
ponding to the system example 4.1 and the pulse patterns 
shown in figure 4.5.
The zone determined by the above method is shown in 
figure 4.5b. Note that S2q can not exist for this system.
The complete mapping (all S ) is not possible for 
even the simplest system considered here. Other practi­
cal considerations, such as maximum physically possible 
initial conditions, can be added as constraints to the 
zone determination. If a special initial condition region 
is to be investigated, a mapping by computation of re­
sponse is probably the most logical approach (see Chapter 
2, section 2.3).
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(4 —111 ->■ x-^I^M)
X2 (L,M)
Check sign
If pulse 1-1 from same 





Increment backward time 
At seconds. Determine 
x(L-l,P) from the eqn.
X(L,M)~ ( w < p )
A9t
e  ̂x^(L-l, P) 
Check (4-12)
Pulse 1-1 (second from 
last)
































Check on integrals 
in each time inter­
val between pulses: 
t A . x 
J£a?+/cTe~-^ Xj (K-1,P) dT | <AC
and
Va^+cTAT1 (x(K,M)-x . (K-1,M) 




^k_tk-l -jT trr *1 ,J c? e J x?(K-l,P)di0 3 - 3
+Iaj=Ajbjk
or
la .tc^A?"1 (x? (K,M) - 
L 1 -1 -1 -1





Search around x^q 
and store boundary 
points.
x.(K.M) = State of linear element j at t,—j ' J k
-f -x.(K,P) = State of linear element j at t. 
Interval k-1 to k, j modulator fires
A.
j modulator does not fire














Figure 4.5 Patterns and stability zone for
example 4.2.
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4.2 Fundamental Self Periodic Oscillation
The fundemental mode is characterized by the minimum 
number of impulses from each modulator in a period T.
For free motion this will in general be the D22 mode.
There will be one positive and one negative impulse from 
each modulator in an oscillatory period, T. This must be 
true so that the average signal is zero (see Theorem 5.1). 
This pulse pattern is shown below where the following 
definitions apply;
T = Period of oscillation, T>0
a = Fractional part of period 
to the first impulse from 
IPFM 1, 0<a<l
$1 / 32 = Fractional part of period 
to the first and second 








Figure 4.5 D22 oscillatory pattern definitions.
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The starting time (t=0) for the oscillation period
has been assumed to be just after the positive IPFM 1
impulse. This is arbitrary, but makes the analysis eas-
+ler. Then at t=0 , x ^q and x^ q will be respectively the
state of and G^ .
For periodic motion the state of G^ and G2 must a- 
gain be at x ^  and x2g at t=T+ . This condition for per­
iodic oscillation can be used to derive necessary and 
sufficient conditions on the system for the D22 pattern,
at t=o+,
£10 = £i(0)
Through the interval 0<t<aT the state equation becomes,
Ait
x^t) = e x10
At t=aT the state is changed by an impulse input (see 
Appendix A), giving at t=aT+ :
A^aT
XjCaT ) = e x1Q -
During the next time period, aT<t<T,
A.,t A_! (t-aT)
£i(t) “ 0 £10 ‘ Mie 5-1
+and finally at t=T , after the positive impulse:
, A, T A, (l-a)T
Xi (T ) = e 2.10 “ Mle —1
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But the state must be the original x^g at t=T+ ; therefore,
A T  A,(l-a)T
-10 = e -10 f M1 “ e ^-1
on rearranging,
A, T , Aq (l-a)T
*10 = " e ) Mi CI ~ e )bi
(4-21)
Thus x^q , ot and T must satisfy (4-21) for D22 oscillation 
to be possible.
The same development may be carried out for the G2 
plant. This derivation is outlined below:
X20 = ^ C 0)
+ —2^1^
^2 ̂ 1 T  ̂ = e —20 + b21M2-2
, A939T Ao(Po-3i)T
—2^ 2T  ̂ = e -20 + b21M2e —2
+ b 2 2 M2 - 2
ApT ApU-g.jT
X2 CT ) = e + b21M2e b2
A2 (1 — 3 2) T 
+ b 22M2e —2
Then since x^ CT )=X2q for D22 motion,
ApT _ A p d - g d T  Ap (1-3p ) T
-20 = M2 ̂ -“e * b̂21e +b22S  ̂—2
(4-22)
This second equation (4-22) is another necessary condition 
that must be met for D22 oscillation.
The next set of equations to be derived will force 
the modulators to fire at the times given in figure 4.5. 
If these next equations along with C4-21) and (4r-22) are 
satisfied then periodic motion will occur provided that 
the solution gives the minimum firing times of the mod­
ulators (.see Section 2.1). Then for the period 0<t<T 
the IPFM 1 modulator must integrate its input and reach 
the threshold, A^, at t=T. Thus:
aT




Ai = / XjftJ dt
@1^ aX T ..c2 e X2Q dti
aT _ A„t A9 Ct^,T)
+ ^20+M2b2le $2
01T
Carrying out the integration and noting that for the linear 
elements considered A^b and exist, yields,
T —1 —2 ^ T —-1 T —1 —2
-2-2 e *2Q~S-2-2 -20*^-2^2 M2b 21S ^2
"£-2^2 M2b21^2 = A1
rearranging to a more convenient form gives 
m t AnaT A0 (a-g,)T
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The second time interval for IPFM 1, aT<t<T, is integrated
in the same manner. The result is:
T ^  A2T A ^ T  A2 (1-3j)T ^(a-B-^T
"-2-2 “e ^ 2 0 +M2^b21e “b 21e
a9 (1-3,)t
+b22e  ̂ )b2> = Ax (4-24)
Equation (4-24) is not independent of (4-21) and (4-23) ; 
ie, by adding (4-23) and (4-24) equation (4-21) is obtained, 
Thus one of the three can be eliminated from further con­
sideration. (4-24) is eliminated because it seems to be 
the most difficult to manipulate.
The same type of result is obtained for IPFM 2 modu­
lator; ie, for IPFM 2 to fire at t=g^T:
P1T T
/ yx (t)dt + / y1 (t)dt = b21A2
yielding:
32T
T -1r, -1^1T -1T -1^2T.c.A. i (e -I+e -e ) x, n-1-1 - -1U (4-25)
A^ (1-a) T ^ ( ^ - a J T
+Mx (-e +e Jfĉ } = b21A2
For the second interval,
32t
/ y^ (t)dt = b22A2
3XT
or rp •] a ^ 9t  A, 3, T a ., (3,-cx)t
c£A~ {(e -e )x10-M1(e X -£>bi} 58 b22A2
(4-26)
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Again if (4-25) and (4-26) are added, (4-22) is obtained. 
Thus (4-25) is eliminated from further consideration.
Thus four equations remain, (4-21), (4-22), (4-23),
and (4-26) . These can be reduced to two relationships by 
eliminating x^q and x2g from (4-23) and (4-26) respectively. 
Using (4-21) and (4-22) to eliminate this initial condition 
gives:
T _  — 1 r r —2aT —2TX-1 „ ^2 1̂-e2*T
21ecjA2 { (e -I)M2 (I-e ) (b
A~(l-3o)T A-ta-g^T
+b22e ^^2+M2b21 ê  ̂—2 ̂ = A1
or
cT -1 A2aT .̂2̂  -1 A (1—6 )T A2 ^ ”^2^̂ 12—2 (e -I) (I-e 2 ) 1 (b21e^2U  Bl)T+b22e 1 * )
A9 (a-3q) T
+b21 (e -I)}b2 - A1/M2 = 0 (4-27)
From (4-26)
or
_ . A. 3 9T A.3-.T A T _  A (l-a)T
—1—1 -e ) )  M1 (I-e )b±
A.(32-a)T 
“M1 (e -1)^} = b22A2
_ . A.39T A, 3qT A,T A, (l-a)T
c£A^ { (e 2 -e 1 ) (I-e )_i (I-e_i )
A. (39-a)T
- (e  ̂ -I)}b± - b22A2/M1 = 0 (4-28)
The equations (4-27) and (4-28) represent the necessary 
and sufficient conditions for D22 periodic oscillation,
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provided the times aT, B-̂ T, 32T an(̂  T are tbe minimum 
times which satisfy the modulator integral conditions. 
These equations reduce to two transcendental relation­
ships in four unknowns, a, T, 3^, 32* The solution, if 
it exists, will certainly not be unique.
4.2.1 Existance of the basic solution. Numerical 
techniques will be used to confirm or not the existance 
of an a, T, 3-̂ , 32 which satisfy (4-27) and (4-28) . The 
method to be used is a modified gradient-simplex method
which will be described below. As a first step let:
rp A-i$9T A.BqT A, T A. (l-a)T
fl = £iAi t (e -e 1 1 ) (I-e 1 ) (I-e 1 )
A^ (32-a)T
- (e -I)}bx - b22A2/Ml
T _1 A aT A2T _x A^ l - B ^ T
(4-29)
f2 = £.2—2 2 “I) (I-e ) (b21e
A9 (1-39)T A9 (a-3n)T
+b22e ^+b21^e “ -^-2 "Al/M,
Now square f^ and f2 so that their values will always be
positive, then form the squared sum: ie,
fx2 + f22 = K (4-30)
If a value for a, T, 3-^ 32 can be found such that K=0,
these values will also satisfy (4-27) and (4-28) and thus 
give a point on the solution surface. But since K=0 is 
the minimum value (4-30) can obtain, the problem can be
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reduced to a minimization of the squared sum expression 
over possible a, T, 3-̂ , 82-
There are numerous numerical ways in which this func­
tion can be minimized (37), the method which was finally 
selected is a combination of a gradient- simplex technique. 
Briefly the procedure is to select an arbitrary value of 
8  ̂and 32 satisfying the inequality
° < 3q < e2 I  +1
Then minimize (4-30) over all possible a, 0<a<l, and T>0 
using the simplex search (to be described). If K=0 then 
the solution is 3 r̂ 32 selected originally and the value
of a and T which minimizes (4-30). If K^O but is for 
example, 8  ̂may be varied by some small 6 amount. The 
minimization process is repeated (over a and T) to obtain 
K2 . For K2=0f the existance of a solution is shown; if 
K2?0 then a new 8  ̂ is chosen in such a direction so as to 
reduce K, this is shown in figure 4.6. Once a minimum 
for the constant B2 is found, then search along a constant 
8ĵ line is performed until a value for a, T, 8^/ 32 ^s 
found for which K=0. If there is no such point then D22 
oscillation can not occur.
The method to find the minimum value of the function 
(4-30) for a given 8lf 82 is to use a simple polygon; in
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Minimum (f. + f0)
3
Figure 4.6 Variation in K as 6, and are 
changed.
a
Figure 4.7 Simplex method for finding the mini­
mum of a function.
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this case it is a triangle (58), see figure 4.7. The 
method is based upon function evaluation and does not 
require the computation of derivatives. At each apex 
of the simplex (polygon) the function is evaluated. The 
first evaluation in the figure 4.7 is at points A, B, and 
C. The apex at which the function obtains its maximum 
value is selected. The mirror image of this vertex is 
then found. For the case in figure 4.7, the function has 
a maximum value at apex A. Point D is the mirror image 
of A. Vertices CBD form a new simplex.
The direction of the sequential triangles is indi­
cated in the figure 4.7 by dashed lines. Once the tri­
angles enclose the minimum value, they will oscillate on 
a common base or rotate. When this occurs, the triangle 
size may be reduced or the centroid used to estimate the 
minimum value.
4.2.2 Variation in D22 oscillation. If the existance 
of an a, T, 8-̂, 82 is established by the minimization 
technique described in section 4.2.1.which satisfy equa­
tions (4-27) and (4-28), then the Implicit Function Theor­
em may be used to verify that in the vicinity of the above 
point the functional relationships exist, 8-̂ = g^(a f T) 
and 82 = 92 ̂a' resultant solution represents two
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three dimensional surfaces.
The freedom of the variables in the solution makes 
their display difficult. The following example illus­
trates D22 oscillation for the neural like system.
Example 4.3 Consider the system of example 4.2 with A^=.25 
A2=0.4Q, M^=M2=1•0. Is D22 oscillation possible?
Select 3^=0.2 and 82=0*8 as a starting point in the 
simplex search. Choose the sides of the triangle to be 
0.05 units in length and establish the vertices at 
ta,T)=CC0.5,2.01,CO.5,2.05),(0.4566,2.025)). The initial 
evaluation of C4-3QJ for this system is given in Table 4.1 
along with 2 subsequent moves which are illustrated in fig­
ure 4.8. The resultant ultimately converges to 8^=0.2, 
82=0.8, a=Q.50 and T=2.50 where K=:0 and thus a solution 
is possible.
Example 4.3 is continued by determining the solution 
surface for 8^, a, T. Then plot the relationship between 
a and 8-j_ for minimum T on this surface. These results 
are shown in figure 4.9 and 4.11 and an example illus­
trating the results on the time axis and phase plane in 
figures 4.12 and 4.13.
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TABLE 4.1
Simplex Minimization for Example 4.3
-2(1-8 )T -2(1-8?)T -2aT . .
f, = Ce -e ) (1-e ) * la B1,T
x ti -2T. ;(1-e )
-0.5
- h T ~^2T -(l-a)T _ / o _a)Tf = (e -e ) (1-e ) 'p2 12 -IS----f--- }_ ^  e-------- L _ (i-e z ) + 0.4
(1-e l)









(4) 0.5434 2.0250 (D)




Coordinate Sum (less discard) 
2xAverage of (1)






(1) 1.0434 4 .0750
(2) 1.0434 4.0750
(3) 0.5000 2.0000
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Figure 4.11 Graph of example 4.3 of the minimum period, 














Figure 4.13 Phase plane plot of example 4.3 (Fig­
ure 4.12 illustration).
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4.3 The Stability of Free D22 Oscillation
The stability of the D22 oscillatory pattern is con­
sidered in section 5.2, Chapter 5, where the only dif­
ference in the resultant relationships is a constant R.
For free systems, R=0.
4.4. Conclusions
The investigation of the free motion of the general 
compound IPFM system is very difficult because of the 
variety in the resultant motion. Initial condition zones 
scattered throughout the state space yields stable tra­
jectories, while in other zones motion may be periodic.
The exact determination of the existance and shape of these 
regions is difficult numerically, impossible theoretically.
The methods proposed in this chapter are computational 
and when used in conjunction with the describing function 





Thus far attention has been focused on self oscil­
lations; attention is now turned to periodic oscillations 
under forced conditions. For the class of systems con­
sidered in this chapter, a motion of some type will us­
ually be present when the system has an input; the ob­
jective of the following discussion is to identify those 
conditions under which this motion will be periodic. The 
stability of the periodic motion in the small is then 
considered with particular attention on the fundemental 
mode, Dll. It is found that the system, when linearized 
about the periodic oscillation, behaves like a linear 
discrete system. To check the stability of a general Dmn 
condition it will be required to know the exact periodic 
motion a priori. This appears to be an insurmountable 
drawback because in general this information is not eas­
ily obtained due to its dependance on the system initial 
conditions. For the fundemental mode however, certain 
techniques are available to check the stability.
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5.1 Conditions for Periodic Operation Under constant In­
put R
The analysis and derivations will be carried out in 
state variable form; so first cast the linear elements of 
the system into the standard form (see Appendix A).
For the linear element G^(s):
x^Ct) = x^Ct) + b^ u-̂ Ct)
y^ it I = cj x^Ct) (5-1)
and for the linear element G2 (s):
-2 ̂  = A2 x 2 (t) + b2 u2 Ct)
y2 Ct) = e_2 x2 (t) (5-1)
Because the system now has an input assumed to be a con­
stant signal, R, the error or input to the modulator IPFM
1 will be:
e(t) = R - y2(t) (5-2)
Because the linear elements are excited by impulses 
from the modulators the solution of (5-1) may be written 
(see Appendix A):
A, t °° A, (t-t )
*1 ^) = e - i ° + J i e Mi -1
(t) = cj x^t) (5-3)
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and
x2 Ct) = e -20 k=l
y2 (t) = 2.2 — 2 ̂ (5-3)
If periodic oscillation is to occur, then there must 
be a time after‘which,
It is assumed for the present that the eigenvalues of A^ 
and A2 have only negative real parts (ie, the poles of 
Gn (s) and G~ (s) have Re s <0). Then if oscillation is to1 <£ p
occur there will be a time when the effect of the initial 
conditions will be negligible. This does not mean that 
the initial conditions will not have any influence on the 
ultimate pattern. This time at which the initial condition 
response is insignificant can theoretically be considered 
as t=0, by letting the real time begin at t=-°° and starting 
the periodic investigation at t=0. In reality this can 
not be done; but for practical considerations after ten 
times the longest time constant of the linear elements, 
the approximation to starting at t=-°° should be reason­
ably valid.
x^(t) = x^(t+T) i=l,2
T = Period of oscillation
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If t=-“ is the assumed starting time, then at t=0 
the system will be in periodic oscillation if the con­
ditions are correct for this type of motion. Assuming 
that such conditions will exist, the motion of the sys­
tem during the periodic time T can be described by the 
equations:
where m is the number of impulses emitted from modulator 
IPFM 1 in an oscillatory period T and n is the number 
emitted from modulator IPFM 2 in the same period.
proper initial conditions if an impulse occurs at the 
time t=kT.
If the input to any IPFM modulator is integrated 
over an arbitrary time period corresponding to "j" im­
pulses, and if the integrator is reset to zero after 
each firing, the total integral must be:
x^t) = e
yi(t) = cj x^Ct) 0 < t < T (5-4)
and
x2 (t) = e— 2t —20 + M2 J.b2k ek=l
n
y2(t) = c2 x2 (t) 0 < t < T (5-4)
and x 2q represent the initial conditions at times t=kT 
k=l,2,3....  The "+" time is needed to establish the
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t .
^ einttldt =  ̂bkA0 in k=l K
If the motion is periodic then the actual integration bound­
aries over a period T is arbitrary and need not coincide 
with the impulses. Thus for the case of Dmn operation in­
tegration over a cycle period T of the modulator input 
will yield:
m
For modulator 1: J b.,A.
kii lk 1
( 5 - 5 )
n
For modulator 2 : Y b~, A-
k=l 2k 2
Because of the above arguments, it must be true that
for IPFM 1:
T m
Je(t)dt = I b A 
0 k=l 1
T
= / CR - y 0 (t))dt 
0 z
^ T —2̂" r? —2 '̂2k̂
= /<R-£2(e ^ 2 0 ^ 1 ^  b2kM2b2})dt
Since the assumption has been made that A^ and are to 
have eigenvalues with negative real parts, and
are guaranteed to exist. Thus the integration may be car­
ried on further, giving:
m t -1 ^2T
1 blkAl RT ~ —2^—2  ̂—2 0k=l
n A~ (T-t91)
+M2 J  (e -Ilbjkb1k=l
This equation can be rearranged into a form suitable for
further reduction; ie,
m n A„T n A~ (T-t~.)
= RT - —2—2 *20 + M2 k^1b2ke —2
—20 + I M2 b2k -2^ (5-6)k=l
But periodic motion is assumed so that the motion of
x_2 Ct) at t=T will give:
A„T n (T-t91)
x 2 CT) = e —20 + M2 k ^ ^ k 8 -2 (5-7)
Since the motion is periodic
x2 (T) = X2 (t0+T) = x 2 (T) = X2Q (5_8)
This result when combined with (5-7) and used in (5-6) 
yields:
m m  _ i  n
RT -2-2 *5-20"-20_M2 k|1b2k-2'
= RT - E2*2lb2 (M2 J 1b2k) <5-9>
This same developement can be carried out for modu­
lator IPFM 2. Starting out with (5-4) and integrating 
over a period T and equating the result with (5-5) gives:
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T At m A.. (t-t..,)
l~l̂ e -10 + M1 k^ blke b-^dt
Then
n . A1T m A, (T-t.,)
^ ^ 2 ^ 2 *= £-1-1 {(e -i.>5ao+Mik̂ e -*>bikbi}
(5-10)
Again rearranae into a form suitable for further reduction: 
A T  m A (T-t )
—! (T) = e —10 + k|^lblke -1 = -10
Substituting this expression in (5-10) gives:
v T -1 m
k^1b2kA2 = -1-1 (-10"-10"k^ l blk-l)
= -^A-lbl (Ml J  blk> <5-i:L)k=l
From the definition of the modulator operation in 
Chapter 2, b^k=+l and b2k=+l is the polarity of the emit­
ted impulses. Thus the following definition can be made 
which indicates the number of excess positive impulses 
over negative (or visa-versa); ie,
m
y. = £ b., = Excess positive Cor negative)




y2 = I b2k = Excess positive (or negative) 
k=l impulses from IPFM 2
If these definitions are then applied to (5-9) and (5-11)
they can be written in the simpler form:
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Y1A1 RT + C^.b2 ^2 ̂M2 Y 2 ̂
Y2A2 = M̂i Y].) (5-13)
If the second equation of (5-13) is used to eliminated 
y2 from the first equation, the result is:
Y j. Al = RT + ĉ A."1^  (M2) {“C^A"1b1M1Y1}
A,
Rearranging the above equations gives:
RT = Yj_
also Y2 = Y]_




Equations (.5-14) allow the following group of theorems 
to be stated:
Theorem 5.1 If both linear elements of the double IPFM
system, G^(s) and G2 (s), have all their poles in the left
hand of the s plane; ie, Re s <0, then for the unforcedP
oscillatory case of period T, the number of positive and 
negative impulses from each modulator must balance; ie, 
Y-̂  = 0 and Y2 “ 0.
Proof: From equation (5-14) if R = 0 then y^ O  since 
all other terms are assumed to be non zero. Thus the 
second equation of C5-14) then gives Y2=0.
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This result has been previously assumed by a heuristic 
argument, but here it has been proven. Note that this 
theorem says nothing about the possibility of self oscil­
lation, only that if it happens the signals must have zero 
average over the period T.
Theorem 5.2 if both linear elements of the double IPFM 
system, G1 (s). and G2 Cs}, have all poles in the left hand 
of the s plane; ie, Re s^cO, then for the forced oscil­
latory case, R=constant, the possible periods of oscil­
lation are integer multiples of:
T = 1 \h1 + (c^A"1^ )  (c^A"1^ )
R T “2 J
Proof: This result follows directly from equation 
(5-14) with y representing the integer multiplier. The 
actual period of oscillation, T, and the resulting pat­
tern will depend upon the signal R and the system initial 
conditions. The possibilities are so numerous that the 
only practical method of determination of the actual pat­
tern is by an impulse by impulse calculation as given in 
Chapter 2.
Theorem 5.3 If both linear elements of the double IPFM 
system, and G2 (s) , have all their poles in the left
hand of the s plane; ie, Re then for a constant
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input R, periodic motion of period T given by Theorem 5.2 
will occur if
^2 T -1
yT = ~ A ~ (-l -1 -l51 2
where and Y2 are given by expression (5-12) and char­
acterize the possible oscillatory modes.
Proof: From (5-14) this result automatically follows.
This theorem requires some explanation. From the an­
alytic point of view the right hand side of the expression 
represents the matematical model of the system in question.
It is recognized that this model is an approximation of the 
real physical system and thus Y2/Y1 oscillations may not be 
observed. For example the predicted mode may be 5/2 with a 
period T=3sec. The physical system may however show a mode 
5001/2002 with a period T=3003 sec. Thus observation of the 
system for a time span of about 30-300 seconds would probably 
note a 5/2 mode. From a synthesis point of view if a given 
mode is to be obtained, the right hand side of the expression 
in Theorem 5.3 must be achieved as closely as possible with 
the realization that perfect correlation is impossible.
Example 5.1 With G^(e)=l/s+l and G2 (s)=l/s+2 and M^=M2=1 
and A^=0.25 and A2=0.4r Theorem 5.3 gives:
Y2/Y-L = -(1/0.4) (-1) = 5/2 
From Theorem 5.2 the period of oscillation will be 
T=(Yi/R) {0.25 + (-1) (-1/2) (1/0.4) }
= 1.5 (y -l/R)
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Since y^ anĉ  Y2 ^ust be integers, the possible patterns 
are limited by this last expression; ie, y^^l for example.
The stability of the forced oscillation for the above 
case will be discussed in section 5.2.
Next consider the case where G^(s) has a simple pole 
at the origin. This means that will be singular and 
the previous derivation will have to be modified to take 
this into account. This modification can be made by first 
casting the G^(s) equations into the cononical form (25). 
By doing this it is possible to choose one of the states 
of the system to be constant between impulses since no 
other inputs to the linear elements occur. Let x ^  (t) be 
this variable. Now further assume that is nonsingular. 
Then for periodic motion all states must satisfy (5-4),
thus for x^^(t)
Xll^t0̂  = xll^t0+T) (5-15)
Because this state is constant between impulses, it will 
consist of step functions and will have the form:
mX i i ( t )  =  x i ; L ( t 0 ) +  m x  j ; i b l k b 11u 1 c t - t l k )
tQ < t < T
A.
where b ^  is the first element in the b^ vector. This 
constant relates the input signal (impulses) with the state
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of the system; there is no loss in generality by selecting 
it as the first element of the vector. At time t=T,
mxll<t0+T) - xll(t0> +
Thus m
xll(t0+T) " xll(t0} = Ml . J blkbllk=l
from equation (5—15)
0 = Mi bn  Yi
/s.
This means that since M^ and b-^cannot physically be zero, 
then must be zero. If this is so then the number of 
positive and negative impulses from modulator IPFM 1 must 
be equal. Therefore over a period T, the average of the 
input signal to the modulator must be zero. If this av­
erage were not zero the integrator of the IPFM 1 would for 
example accumulate an additional amount during each per­
iod T, causing the pulses to shift from one period to the 
next and eventually producing an extra impulse. Such a 
condition would not allow y^=0. If the average input to 
IPFM 1 is to be zero, then it must be true that:
1 T=- / e(t)dt = 0 
1 0
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°r 1 7 TR = ip / c2x2 (t)dt (5-16)
since in a time period T
A~ t n A-(t-t„,)
x2 (t) = e x2Q + M2^ b 2ke b_2
0 <_ t < T
Then (5-16) may be written:
T A„t n A? (t-t^,)
R = T I -2{e -20 + M2k|1b2ke -2*dt
A2  ̂will exist because of the assumptions made about G2 (s) 
and therefore the integration can be carried out:
1 t  -1 — 2̂ " £ — 2 b 2k^
R = T -2-2 -20+M2, £ b2k  ̂—2^k=l
(5-17)
again invoke the periodicity condition:
A?T n A. (T-t2 )
x 2 (T) = -20 = 8 -20+M2k^1b2k8 ^2
to reduce (5-17) to,
R T -2-2 * k^1b2kM2-2} (5-18)
Using definition (5-12), equation (5-18) reduces to the 
simpler form:
“̂ 2"̂ 2 T —IR = — —  (c_2A2 (5-19)
This result leads to the following theorem:
n
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Theorem 5.4 For a double IPFM system with linear element 
G^(s) containing only poles in the negative half of the s 
plane with one simple pole at the origin and G2 (s) con­
taining all poles in the left half of the s plane, then 
for a constant input, R, the period of oscillation, T, 
which may occur is an integer multiple of:
M2 T -1 T = f  <-i£A21!>2>
Proof: This result follows directly from (5-19) by
simple algebraic manipulation.
The exact multiple of T depends on y2, the number of 
excess positive impulses from IPFM 2. The final pattern 
and thus the value of y2, is dependent upon the initial 
conditions and/or how the input signal r(t) became con­
stant. The stability of this motion will be discussed in 
section 5.2.
Theorem 5.5 For a double IPFM system with linear element 
Gp(s) containing only poles in the negative half of the s 
plane with a simple pole at the origin and G2 (s) contain­
ing all poles in the left hand of the s plane, then for 
zero input, r(t)=0, the number of positive and negative 
impulses from each modulator must balance; ie y^=y2=0 
during an oscillatory period T.
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Proof: These results follow immediately from (5-19)
and R=0.
The last case to be considered is opposite to the 
previous situation; ie, now G2 (s) will have a simple pole 
at the origin with all other poles in the left half of 
the s plane, and G^(s) will contain only poles with neg­
ative real parts. The argument for oscillation is sim­
ilar to the previous situation with one additional comment, 
First observe that in this situation it is possible to 
cast G2 (s) into the normal form, with ^  state
variable which represents the output. The A2 matrix will 
then have a form (see Appendix A);
0 1 0  
0 0 1
0 -a1 -a2
Now an equilibrium condition will exist for R^O if 
all initial conditions of G2 (s) are zero except for X21(t) 
which will have the value X2^(0)=R/C22. With C2J the 
first element in the c^ vector. If this is the case,
y2 (t) = c21x21 = R
and there will never be an impulse emitted by modulator 
IPFM 1. The equilibrium point for G^(s) corresponding to 
this condition is the origin of the state space represent­
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ing G. For such a condition to be achieved G2 (s) must 
have the initial conditions stated above , but the condi­
tions on G^(s) which must be obeyed are that:
b T —lb max |/ c, e x, n dt| < A„
t o
0 < t <00
If Xĵ q satisfies the above, IPFM 2 will not fire 
and thus all motion will tend to the origin of G^ space 
and the G2 state defined above.
Periodic motion is also possible under these assump­
tions of the plant configurations. First cast G2 (s) into 
the cononical form such that x2^ (t) remains constant be­
tween impulses. Then for periodic motion:
X21(t0+T) = x2 1 (t0 ) + M 2k^1b2kb21 
y2 M2 b21 = 0
Thus y2=0. The input to modulator IPFM 2 must therefore 
have zero average over period T. But for the input to 
IPFM 2 (the output of G^(s)) to have zero average, the 
input to G^(s) must have zero average since G^(s) has 
all poles in the left hand plane. Thus y^=0. From the 
above argument the following theorem can be established.
Theorem 5.6 For a double IPFM system with linear element 
G^(s) containing only poles in the left half of the s
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plane and G2 (si having a simple pole at the origin but all 
other poles have negative real parts, the two equilibrium 
conditions possible for a constant input, R, are:
1. Periodic motion with and
T2. No motion with an equilibrium point at x^=(0,0...) 
and x^=(R/c21,0,0...).
Equations for the periodic oscillation will be devel­
oped in the next section on stability where they will be 
used to determine the stability of the equilibrium condi­
tions in Cl), Theorem 5.6.
5.2 The Stability of Periodic Motion
The sequence of system restrictions considered in 
section 5.1 will be followed in this section also. Thus 
attention is first focused on the system with both linear 
elements having real part negative poles only.
Consider first the fundemental case, Dll, in which 
only one impulse is being fired from each modulator in a 
period T . Take the state of the system to be Xq immedi­
ately after the impulse change at time t=0. See figure 5.1. 
Then IPFM 2 will emit an impulse at time t-t22 relative to 
t=0. The input to the system is a constant R, which may be 
zero. Let a disturbance be measured immediately after the 
Ith. pulse from IPFM 1. This means that the initial conditions 




Figure 5.1 Dll operation nomenclature, 
tion 5.1, but now becomes:
Xt°+) = Xq + X(.I)
where X(I) is the amount of the disturbance. This pertur­
bation will now cause x(t), the state of the total system, 
to traverse a slightly different path, resulting in an al­
teration in the t2^ time because of the now different in­
tegral of y-̂  (t) . Altering the firing time of IPFM 2 then 
alters the output of G2 (s), y2 (t). Thus IPFM 1 fires not
at T , but at some different time interval T., with T.^T e ' I ' V e
necessarily. Then the net effect is to vary x(t) after the 
(I+l)st impulse so that it is not necessarily equal to x^. 
Then the relationship after the impulse at is:
x(T1+) = X£ + XCI+1I
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where XCI+1) is the variation after the (I+l)st impulse 
from the equilibrium state Xg. This variation at Cl+1) 
will be functionally related to the initial disturbance 
at I, thus:
Xtl+l) = gCXCD)
If the perturbations XCD are small then the above equation 
can be expanded in a Taylor series about X^CD = 0 and approx­
imated by the first term of the expansion only. Thus:
xci+l) = d 2.QCCD 1 XCD (.5-20)
d XCI) xCD=0
where dg (X (I))i/dX Cl) is an nxn Jacobian matrix with the
(ij)th element equal to
3.g.± CX CD )
3.XCI)3“
evaluated at X(.I) ==Q. Note that C5-2 0) can be written in
the form:
XCI+1). = a^Ci+D a^ci+i) 3^  Cl+1) C5-21)
a-lCl) 3X3 CD 3  ̂CD
ax2 ci+i) 9X2 Cl+1) 3X2 CI+1) 'XiCD‘
9X^ CD 8X3 CD 3^2 CD X2 CD
ToXl+1) a^ci+D 3T2 Cl+1) .V1’.




where X^ (JQ ^ Perturbation in the state of G. Csl immedi­
ately following the IPFM 1 impulse.
X2 CKJ - Perturbation in the state of G2 Cs) immedi­
ately following the IPFM 1 impulse.
Y2 CKJ = Perturbation in the IPFM 2 integral value
immediately following the IPFM 1 impulse. 
This integral value is thus considered a 
state variable of the system.
This matrix form is that of a linear discrete system if G 
is a constant matrix. Thus for X to approach zero and 
thus xCt} approach the original periodic motion after a 
small disturbance it will be necessary for the eigenval­
ues of G to have an absolute value less than unity. Thus 
the problem is to find the G matrix so that its eigen­
values may be calculated.
TABLE 5.1
Summary of Stability Conditions for Dll Operation
Attention is now turned to the calculation of the 
elements of the G matrix. With the system in periodic 
motion, Dll, the state of G^Cs) is governed by the equa­
tion :
Eigenvalues of G Condition
one value > 1 Unstable
one value = 1 No information
all value < 1 Stable
x.. (t) = e 0<t<T-10 e
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and jus.t after the impulse:
* i O  = e \ 0 + bn Mi5i (5-23)
= 5-10
The disturbance has been assumed just after the impulse so 
that there is a new initial condition:
—10 ~ —10 + -1 ̂  (5-24)
Thus the motion during the next time interval, which may
not necessarily be of duration T£, will be,
^ ^  i L ^
x^ Ct) = e- x ^q 0<t<T^ (5-25).
where T-̂  is the new time interval between the impulses at
I and 1+1. Thus using (5-24). in (5-25) yields;
* A t
(t) = e—1 (x10 + 3^(1)) 0<t<T1 (5-26)
and the state just after the (I+l)st impulse will be:
il*(Tl+) = + Si'1’’ + bnMlbi
which can be written in the form:
-1^T1+* = -10 + x.i(-i+i)
Then
Xx (1+1) = x1*(T1+) - x1Q (5-27)
A T
= e-1 1 Cx10+X1 (I))-x10+b11M1b1
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In a, similar manner the perturbations in x2 (t) and
^2 CtJ at impulse instants are:
*2T1J^CX+U = e CX20+X2 (Il)+M2b21e—2 ‘V W
-  *20 C5-28)
and T.'i m A,t
T2 CI+1} = / c£e x C^Q+^CDldt - t|j2 
fc21
T -1 —1T1 —1^21= Hi^ l Ce 1 - e 1 OLio+^U))-^
C5-29)
where i|;2 is the IPFM 2 equilibrium integral value at t=Q.
Now differentiate C5-27) with respect to X^(I) noting 
that is also of a functional relationship to (I).
This differentiation, when carried out yields: 





X CD =0 
C5 —3 0)
where 9T^/3X^(I) is an nxl column vector with, the ith ele­





9 ^  CD
where t2^ is the time of the impulse from modulator IPFM 2 
after the Ith. impulse from modulator IPFM 1.
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Taking the impulse instant as the time of disturbance 
allows the modulator equation for IPFM 2 integrator to be 
written as,
t21
Cl) + / Ct) dt = t>21A2
where ip2 (II is the value on the IPFM modulator integrator 
at the Ith impulse time. Given equation (5-26} then,
!21 T h *^2 CU + / c£e 1 (x10 + X^ClDdt = b2lA2
or
A t
i|;2Cll + c^A^Ce-1 21-I) (x, n+X, (I) ) = b01A,21 2
(5-32)
Differentiate with respect to (I) to determine g
This expression gives the variation of the impulse times
from IPFM 2 with small disturbances in the state of G^(s).
Thus:
T -1 ^2 1




—1̂ "21 + (e 1 -1} } = 0
rearranging
t —1 ̂"21 
c £ e  1 C ^ Q + ^ d ) ) 9t21
92^(1)
A t-T - 1 —121.= 2.1&1 QL-e )
Note that the multiplying factor of 9t2^/3X^(I) is a scalar 
quantity since the dimensions of the matrices are respect­
ively ClxnJ (nxn) (nxl) . Thus it is permissable to divide 
both sides of the expression by this factor to give:
Now turning attention to modulator IPFM 1, the distur­
bance will occur after the Cl+l)st impulse at time T^.
Therefore
T.
CR - y2 Ct)) dt - b11A1
substituting the expression for y2 Ct} then gives,
^CR-c^{e^t Cx20+Xa (I)! + M2b21e ^ Ct ^  b^} ) d t - b ^
performing the integration yields:
A T
RT1 " c^A21 { {e~2 1-I) Cx20+X2 Cl) )+M2b21 Ce-2 CTl"t21) -I)^}
bllAl C5-34)
Differentiate (5-34) with respect to t2^ and obtain,








Collect all 3T1/at21 terms,
9t^/9x ^(I) can now be calculated from (5-31) using (5-33) 
and (5-35) to give:
m ^9 "”̂ '21̂  T -1 —lb21
3T1 _ “M2b21-2e —2 ̂ —1—1 “e ^
3t21 R-c.2 (e“2 (Tl) (x2q+X2 (I) )+M2b21e“2 ̂  ^ ^ b ^
r T -lt21 , , „ ,
{c^e (*10—1 (  ̂̂
And finally the desired element for the G matrix,
dX^U+l)
a ^ d )






If this matrix is evaluated at X(I)=0 then T2_=:Te , 
and t22 will be the equilibrium time interval between IPFM 




= e e + Axe 6 x1Q
l3Xi (I)
X(I)=0 - ^ J X(I)=0
Some further simplification can be made by observing that 
for periodic Dll motion, the linear elements must obey the 
relationship:




3 ^  Cl)
T ^2 T̂e”^21^A, T A,T M0b0, cie e . b-
e e + a e ex 2 21-2___________+ _i *10 ~  T
X(I) = 0
CR - c2x2Q)
_ cJa -1 (e-lt21-I)
—  ^
T —1 2 1
°le —10
(5-36)
The 3X^ (1+1)/3X2 (I) can be found in a similar manner 
Taking the derivative of (5-27) with respect to X2 (I):
32^ (1+1)
3X2 (I)





where 3T^/3X2 (I) can be found from (5-32) to be:
3T.
3X2 (I)
T A T T -1 —2 <=>
— 2 —2 (e ~ V
- (I)=» ( R - c^x20,




= A e ex —1 -10















where 3T-]_/3t21 ;''s obtained from (5-35) and 3t2^/3’l,2 (I) re­
sults when,
is differentiated with respect to ^ t D • That is,
A t
Y2 (I) = b21A2 " -l-l1(e_1 21_I) ^io+^l(I))
(5-41)
Variation in x2 (t) at the impulse instants is now 
obtained from (5-28). Taking the derivative of (5-28) , 
after some rearranging, with respect to X^(I) gives:
3X~(1+1) A„T
 = A2e <*20 + *2(I))dx± (i)
9T, iT
^ (I)
—2 ̂ T1+ M2b21A2e b2 3T, 3t21
3X^(1) 3Xx (I)
Evaluating at X(I)=0 and using the periodicity condition 
for plant G2 (s) gives the G2  ̂element:
r3X2 (1+1)
3^(1) =  —2
x 3T1 
— 20 — —
V  3t21 X=0
—2 ̂ e b21 ̂
-  M2b21e bj 3121
3XX (I)
T
X=0X (I) = 0
(5-42)
Since the remaining derivatives in (5-42) are already 
known, (5-35) and (5-33), the matrix can now be evaluated.
Next 3X2 (1+1)/3X_2 (I) is obtained from (5-28) as:
3X2 Cl+1) A2Te 
“ ^2e -20
3Tn T , —2Te M H —2 (V W+ e +A0M0b01e
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with the time derivative evaluated from (5r-34) to be,






The remaining results are stated without explanation, they 
may be obtained from (5-28), (5-29), (5-32) and (5-34).
9X2 (I+.1)
3Y2 (I) = —2e
A2TeX 9T.
■20-
X (I) = 0 3Y2 (I)
—2 (Te"^21^+ M2b21e b2
X=0
9T. St21










A T A +■ A T_ T -1 , ^1 e -121, . T —1 e £lAl "e ) + c-̂ e x1Q ST.












A TT —I e  3T.= *10  L
S ^  (1+1)
Sf2 (I)
T -lTe „ -












Combining all of the above derivation will give the 
following theorem.
Theorem 5.7 For a compound IPFM system with linear ele­
ments having only negative real part poles, Dll motion 
produced by a constant input R will be stable in the small 
if the G matrix (5-22) has all eigenvalues with absolute 
values less than unity.
The expressions for this matrix appear to be very com­
plex but certain computational short cuts are possible.
From Theorem 5.3 the period T^ may be found for Dll motion:
Te = | {*! + 1* (o^A-1^)}
2
Also the initial conditions can easily be determined by 
noting that:
This gives x2Q as a function of t2  ̂only. If t21 is known 
a priori, x2g can be determined and the eigenvalues of G






checked for stability. If however t2  ̂is not known, this 
single variable can be varied between 0£t2i-STe to ^eter” 
mine the elements of the G matrix. This can be done on a 
root locus plot to insure that for 0£t2l—Te t*le roots 
|lg-G| are within the unit circle in the complex q plane. 
Note that this rootlocus will probably be unlike those 
normally plotted for polynomials if t2 _̂ is the variable. 
Failure for the roots to lie within the unit circle means 
that the Dll oscillations are not stable, and thus can not 
be physically observed, or that for the particular t2i' D U  
motion is not possible. The following example illustrates 
the above stability theorem.
Example 5.2 Consider the system of example 5.1, except
with A^=A2=M^=M2=1 s o  that Dll motion is possible. Then
the fundemental period is from Theorem 5.2,
T = (1+lxl(-1) (-0.5)) = 1.5 sec.
1
Y2 = -(-1) 1 Yj = Tj
Then and x^q may be found to be:
SlO - <! - e"1-5)'1
,2# = C1 - e"3)-1 e’211-5^ ! 1
The eigen-values of the G matrix have been found for
t21= 1,0' t21=1,245' and t2l~1"4’ These values have been








Figure 5.2 Root locus of G matrix eigenvalues 
for t2^=l.0,1.245,1.4.
motion is stable, but for t21=1.40,. Dll motion can not 
physically occur. t2^=1.245 is the boundary time below 
which the motion will be stable.
For the general Dmn case the determination of stabil­
ity is much more difficult. First assume that all motion
is known for this mode of oscillation; ie, the t. 's, T ,ik e
3^(t) and x2 (t) ih the period of oscillation. Then fol­
lowing the same line of reasoning it will be necessary to 
show that all disturbances go to zero. These distur­
bances will again be measured just after an impulse from 
the IPFM 1 modulator.
Equations (5-21) and (5-22) still essentially apply, 
however the elements of the G matrix are based on a gen­
eral Dmn motion of the system. Thus they take on the form
where m is the number of impulses in a period Tg from IPFM 
1; n is the number from IPFM 2 in the same period. Then 
following the same development as for the Dll case,
X (I+m) = G(X(I)) (5-50)




^(I+m) =■ .c^A^C (e-lTl - e 1 2n) Cx1Q + X ± (X) ) (5-51)
m  m v \  , ^ l (Tl“tlk) —1 ̂ t2n”1:lk^., . ,
k=l




= e * + ex1Q 8T1




+ M A J h k e 1 1 feik=l
3T1 - 9tlk
.3X.i (!) 3X-l (I)
T
X (I) =0
— l^e STo -4- A x 1





m A. (T t,, ) „ , T











^ —1 ^lk^ Pit' *a.MiJ.bike bi 8 -1*k=l 3X2 (I) X(I)=0
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3 3̂  (Z+iri)
S^CI)










= A x ^ 1  
- 2— 2 0 —
X(I)=0 9*1(I) x(I)=0
(5-55)
n A_ (X1 "̂2k ̂ 31 ^
'  * 2 \ l b2k* * 2 ^ -k=l 3 X1 (I) X(I)=0
9X_2 (I+m)




n A2 (T t2, ) -. T






— 2—20  —
X(I)=0 X(I)=0
(5-57)
n A2 (T -t ) g.
- h U2 i.:b2ke b2J ^ * -
s ^ d ) X(I)=0
9^2(I+m)
3Xx (I)
- A - 1 1 ~lTe “3. ̂”2rx. . „ T











™  -1 -10 
X(I)=0

















TM V h  ,_-l(Te tlk) -l(t2n“tlk). 3tiv
” lv“n lk *e >*l---3*_
JC_i 3^2 (I)
X(I)=0
The time derivatives may be obtained from the integral con­
ditions on the modulators in much the same way as was done 
for the Dll case.
lk T A2 1
IPFM 1: \|>2+ ! (R - ci(e 2 (x2Q + X2(I))
'1 (k-1)
+M2 I b2 .e 
3=1 ^
■2 0 ‘ -2 
A„(t-t0 .)
(5-61)
- 2 '2 j b 2 ) ) d t  =  Ax b l k
k = 1,2..m 
*10=°
with p2 the number of impulses fired from IPFM 2 in the per­
'2k T Axt
IPFM 2: x\>2+ f c£(e 1 (x1Q + Xx (I) ) (5-62)
’2 ( k " 1 )  pi V ^ i i 1+MlJ,blje fel))dt = A2b2k3=1 J










0 *21 1'22 Te
time
Figure 5.3 D33 example for stability of motion.
where ^  i-s the value of the IPFM 2 integral at t=0 and is
valid for k=l only. For k?*l, is taken to be zero,
is the number of impulses fired from IPFM 1 in the period
0<t<tol .2k
Because of the infinite number of possible patterns 
in an IPFM system/ evaluation beyond this point is best 
illustrated by means of an example. After the example, 
generalized forms will be given.
Example 5.3 Consdier the following example of D3 3 opera­
tion, see figure 5.3.
The following manipulations on the IPFM integral ex­
pressions will yield the needed time derivatives to evalu­
ate the G matrix. For IPFM 1 for the first time interval:
A t
Rtll " 2.2-21 { (e_1 11_I) (̂ 20+-2(I))
2 (t.. -t„, )
+ I (e 11 2k -I)b2> = An
Then




—2 ( -20 —
X(I)=0 3X-L (I)X(I)=0
—2 ̂ *ll”*21^+ M2(e 2 11 21 b2 9*11 - 9*21
X(I)=0
-2(*11 *22 ̂ ,+ e b. 9*11 - 9*22




T , -2*11 -2^*ll“*21),
£2{e ^20 2® -2
X (I) =0
. „ „-2(*ll *22}u n 9*11 + M 2e b2}------
T





Using the periodicity requirements then yields:
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The IPFM 2 firing time derivatives may be found from (5-61):
A t
ip2 (I) + c^A"1 (e_1 21 - I) (x1Q + X± (I) ) = A2
Then
T -1 , —1^21 y\ , T -lt21 9t01






allows 9t2-j/9X^(I) to be found. For the second time in­
terval of IPFM 2, (5-61) gives:
T -1, -lt22 -1^1. . T , —lt22 9t9„ *
—1—1  ̂ ~ 0 ) —1 (e X1Q 22








allows 9t22/9X^(I) to be found since 9t2^/9X^ (I) is al­
ready known from (5-64). Using the results of (5-64) and 
(5-65) in (5-63) gives 9t^/9X^ (I) . Next 9t^2/9X^(I) is
found in the same manner from (5-61):
T
0=(R - c2x2 (t12)) at12
9X^1)
- (R - c2x2 (tn)) 9tll
X(I)=0 9XX (I)




k=l - 2 -
X(I)=0
Since 9t^/9X^ (I) , 9t2^/9X^(I) and 9t22/3X^(I) have already 
been found, 9t^2/9X^(I) may be evaluated. Finally from 
(5-61) to find 9T-^/9X^(I) yields,
192
9^(1) - (R - —2—2 (^12> ) — --̂ -2.
T
X(I)=0 9-l(I) X(I)=0
T  3 A 2  ( T _ - t 2 lc) A 2 (t - t  ) T
+ "e )b2 2k
3X,(I)
_± X(I)=0
where only 3t23/3X^(I) need be found to evaluate 3T^/3X^(I). 
Thus from (5-62),
TA  t- A  +■„ T -1, —1 2 3  -1 220 = (e - e ) + £i*i ̂ 2 3  ̂ -  23
3Xx (I)
X(I)=0
—1—1 (^2 2) —
9XX (I)
X(I)=0
- Ml£J.| bih (e~l(t23~tlk)-e-(t22"tlk))b1 9tlk 
K=1 9^(1)
X=0
Only 8t22/9X^(I) is unknown and may thus be solved for.
Thus the derivatives of all the impulse times, ^12' T1
t2i» ^22' *"23' respect to X^(I) have now been found.
Carrying out the same operations for the time deriv­










(R - c2x2 (tll)} 9tl1
3X2 (I)
A tT -1 . -2 11 T,
- £ 2— 2 - — ) =
X (I)=0
which gives St^/SX^ (I) . Then may be similarly
obtained from (5-61),
T T0 = (R - c2x2 (ti2)) 9t12
9X2
- (R - c2Tx2 (tn)) 9tll
X (I)=0 9X2 (I)
X(I)=0
T -1, -2t12 —2tllv- c2A2 (e - e )
Since 3t11/3X2 (I) is known this expression gives 3t12/3X2 (I) 
Then finally for 3T^/3X2 (I):
Tm  m
0 (R - £2£2q )---—
9X2 (I)
- (R - c2x2 (t12)) 9t12
X (I) = 0 3X2 (I)
T
X (I) =0
T —2 ̂ Te b23̂  3t




T -1 —2^e —2b12
+ £ 2^2 (e “ e )
Care must be taken in evaluating the above relationhips to
insure that j >0' otherwise the expression is zero.
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Now all the time derivatives with respect to (I) are 
known. Next consider the derivatives with respect to ¥2 (1).
From (5-62)
1 + cixi (t21) ^ 21
X(I)=0
T . 3t„„
—l—i 22 — 22.
3f2<1) X(I)=0
= 0
” 2 ^) X(I)=0
n T /j. \ 3t0-,0 = 2.1*1 ̂ 2 3
3^2(1)
T v 3t00
- —i—i ̂ 22 - -2-2
x(i)=o 3v2 (i) X(I)=0




0 = (R - £2X2 (tL1)) 9tll
3V2 ^ X (I) =0
, «. T v v. A2 ̂tll-t2k̂ , 3t„, + M9c9 I b„,_ e b„ 2k2—2, ̂  ~2k k=l - 2 -
9 ̂2 ̂  X(I)=0
0 = (R - c2x2 (t12)} 9tl2
3^2(I>
- (R - £2^2 (ti;L) ) _^11_
X(I)=0 9'i,2 (I) X(I)=0
A0 (t1 0“1 ) A0 ( t 1 — tov ) 






0 = 0 * -  —2—2 Q) - - --1-
if2 (I) X(I)=0
(E - c ^ 2 (t12) ) J 4 2
With the above expressions as motivation, the deriv­
atives are written in their generalized form on the fol­
lowing pages. Note the negative sign in the x^(t) and 
x^ (t) expressions. This followsfrom the derivation and is 
added in case the state experiences a discontinuity (im­
pulse input) at the time in question. All the time deriv­
atives can now be evaluated by sequentially evaluating in 
the order of the pulses; ie from the example theoorder
would be ^21' ^22' tll' ^12' ^23' T* These relationships 
are easily programmed on the digital computer with only 
the system matrices, modulator characteristics and pulse 
times as input data.
The stability of the equilibrium for the case in which 
G^(s) has a simple pole at the origin is found to be un- . 
stable. Since stability of motion is assumed not to occur 
if any condition can be found which causes the system never 
again to return to the original motion, the following arguments 
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With (t) taken as the state which remains constant 
between impulses, the output of G^(s) can be written in
the form:
yl ^  cllxl l ^  + -1-1
where c ^  is the first element of the c^ vector and c^
a
and x^ are the vectors which remain after removing c ^  an^ 
x^^(t) from c^ and x^(t) respectively. Since the motion 
is periodic the following relationship must hold:
A  /\
T A. t/s m A. (t-t.,) ~A2̂2=/Cllxll(t)dt+/°l<e x10+Mlk=Jlke ' &1)dt
T m
=cii/xn <0) + Mi j h k u<t_tik)bu at <5_72)U /v KL— -L a
 ̂ , A,T m A. (T-t,,)
+ £ l V  {.(e -I)x1Q + MikIjik (e
A
where A^ is a nonsingular matrix obtained by eliminating
A
the 1st row and 1st column from A^, b ^  is the first ele-
A  A
ment in b^ and b^ is the b^ vector remaining after b ^  has 
been removed. The above manipulations simply isolate the 
x i (t) state from the rest of the system. Continuing the 
development by noting the periodicity requirements and that 
from Theorem 5.4, y^=0 will allow equation (5-72) to be 
written,
m  a  in a
A2y2 = cll-ll^)’T+Mlk^blkTb11 ~ Mlk^blktlkbll
Thus' m
A2y2 = ou (x11(0)T - »lkIiblktlki>11) (5-73)
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Now assume that x^CO) is perturbed to some new value 
x^i(0). In order to satify the relationship (5-93), which 
is certainly a fundemental necessity for even a chance at 
stability, it will be necessary for the t^'s to make small 
adjustments, if they can, to balance the change caused by 
x^CO). However the rePresent pulse positions from
the modulator IPFM 1. Any permanent change in these would 
certainly produce a new equilibrium motion and thus make 
the original motion unstable. This argument gives the fol­
lowing theorem:
Theorem 5.8 For the double IPFM system with linear element 
G^(s) containing a simple pole at the origin and all other 
poles in the left half of the s plane, and G2 CS) having only 
negative real part poles, the periodic motion described by 
Theorem 5.4 is unstable.
A similar argument is possible for the situation with 
G2 ts) containing the simple pole at the origin. The resul­
ting key equation for the oscillatory case is:
RT = c21x 21(0)T “ M2 k|1b2kt2k^21
However in this case two equilibrium conditions must be con­
sidered; so instead of the same argument, a different one 
will be given to illustrate an alternative and a more in­
tuitive approach. Consider again the state x2-LCt) to be
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that state which changes only when an impulse arrives at 
the input of Cs) . Allow X2^(t) to be perturbed by a
/s
small amount X0<X2<M2/b2^» at Since X22(t) can only
-A
change by multiples of the impulsive change in
x21, it will be impossible for x21(t) to ever again be 
equal to X2^Ct^). Thus the equilibrium condition will be 
unstable for both cases considered in Theorem 5.6. The 
following theorem may then be stated:
Theorem 5.9 For the double IPFM system with all poles of 
the linear elements G^(s) and G2 CS) in the left half of 
the s plane except for a simple pole at the origin of G2 (s), 
the equilibrium states described in Theorem 5.6 are un­
stable.
5.3 Conclusions
Periodic forced oscillation is practical only for the 
case when both linear elements have all their poles in the 
left half of the complex s plane. Equilibria for systems 
with poles at the origin have been found to be unstable.
For the practical oscillatory case the stability of 
the fundemental Dll motion has been investigated and found 
to be dependent upon the relative firing times. This is 
not surprising since Dll motion, when linearized about its 
equilibrium motion (4 3), is not unlike an asychronous
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sampled data system. Such systems exhibit stability de­
pendence upon the relative intervals between sampling 
instants C63).
Stability investigation for the general Dmn case are 
quite difficult and since the exact periodic motion must 
be known a priori, it is probably more practical to deal 




The study of feedback control systems with multiple 
nonlinearities is a difficult structure to theoretically 
analyze. This is especially true if the nonlinearities 
contain hysteresis. The system analyzed in this disser­
tation contained two nonlinearities, both with memory, 
separated by arbitrary linear elements. The objective of 
the study was to identify those oscillatory states which 
are common to the class of nonlinearities considered; ie, 
Integral Pulse Frequency Modulators.
Certain stability boundaries can be found, within 
which oscillation is likely to occur. One side of the 
boundary gives sufficient conditions for stability. This 
condition actually guarantees that there will be a finite 
number of impulses from the modulators in the time period 
t=0 to t=°°. The number of impulses may in fact be quite 
large and occur over a considerable time period. The 
actual pattern depends upon the initial conditions. The 
other side of the boundary gives necessary conditions for
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instability. Again the actual trajectory may even be 
stable for certain initial conditions even if this nec­
essary condition is exceeded.
For free motion within the above boundaries it is con­
venient to consider three possibilities; a stable trajectory, 
an oscillatory trajectory and a periodic oscillatory motion. 
Each subsequent motion for a given system is dependent upon 
the initial conditions. These initial conditions -may be 
grouped to form zones throughout the compound state space 
of the two linear elements. The zones are difficult to 
identify exactly because of their complex shape. Numeri­
cal methods are possible to obtain these initial condition 
regions; however only those corresponding to small numbers 
of pulses are practically calculated.
To identify those possible oscillatory modes, without 
regard to the initial conditions, the approximate describ­
ing function approach is possible. Because of the nonlin­
earities being separated by linear elements, it is necessary 
to satisfy two conditions to establish oscillation. Both 
of these conditions have been graphically identified and 
appear in Chapter 3. The resultant compound describing 
function is very complex, but the curves, once plotted, 
are valid for all systems with the structure studied; ie, 
only the linear frequency plot need be used for all such
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systems. it must be remembered that the describing func­
tion analysis is an approximate technique which will give 
possible oscillatory modes. The actual motion may be sta­
ble; the initial conditions will establish the resultant 
type of trajectory.
Finally this same system when forced by a constant 
input signal may oscillate periodically. For this to oc­
cur for a certain class of linear elements, a condition on 
the first linear element has been established. Also the 
times of the possible periodic modes has been found in re­
lation to the number of pulses and system parameters. Fin­
ally the stability of the resulting periodic motion is 
%checked for the fundemental Dll mode. Higher Dmn modes 
are possible, but their stability involves the evaluation 
of a system of matrices.
The trajectories of this class of systems is very in­
teresting, but difficult to predict because of the lack of 
a priori knowledge of the impulse instants. The solution 
of the equations describing the motion will involve the 
solution of systems of transcendental equations. Tech­




SUGGESTIONS FOR FUTURE RESEARCH
The study of the IPFM system was originally motivated 
by its neural analogy. The IPFM is however only a first 
order approximation to the impulse generation in the neuron. 
A much closer approximation would be Neural Pulse Frequency 
Modulation which emitts pulses of a single polarity. Using 
this modulator and identical linear elements, closer cor­
relation with actual neural circuits could be achieved.
Also threshold variation with time could be introduced as 
actually occurs within the physiological system. Finally 
the study can take on a more biological approach and search 
for an elementary neural network, probably in a simple in­
sect, which would lend itself to theoretical analysis.
Engineering applications are scarce at present mainly 
because of a lack of comparison between PFM and other dis­
crete methods such as sampled data systems or adaptive sam­
pling systems. For a given system such comparisons consid­
ered could be noise immunity, hardware compexity and cost, 
power consumption etc. PFM when considered as a communi­
cation system is not unlike delta modulation; comparison of
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such systems would be useful.
Limited work has been done on the optimal control of 
PFM systems. This particular area of theoretical research 
is essentially untapped.
The corruption of the signal in IPFM closed loop sys­
tems needs extensive study since noise immunity is one of 
the advantages of the system.
Adding a dead zone in the IPFM modulator, linear plants 
with transfer functions other than ratio of polynomials 
are also possibilities for further research.
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APPENDIX A 
DERIVATION OF THE STATE EQUATIONS
The following results to be derived will be done for 
one physical plant; in the system actually considered 
these results can easily be extended by adding the appro- 
riate subscripts.
The linear differential equation governing the dynamics 
of the linear element is:
(n) . (n-1) , , (m). lVi (1) i xY +an-lY * * 0Y m +*«+b1u +bou (A-l)
where y ^  and u ^  are the jth derivative of the output
Iand the kth derivative of the input respectively. The a^ s 
and b^'s are constants. This equation can be written with 
augmented dummy terms on the right hand side to make the 
results more general and easier to follow. Add to (A-l) 
derivatives of u with their coefficients equal to zero for 
the case under consideration; ie,
y (n)+an_1y (n"1)+..+aQy=bnu (n)+..+bmu (m)+..+bQu (A-2) 
where b^=0 for m<k<n.
Since the normal form for representing the state of a 
system is the most popular (25) , the derivation continues
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with this matrix form as its objective. Also some of the 
discussion in the body of this dissertation uses this form 
for derivations. Assign the following state variables (x)
to the system:
y (t) = x 1 + KqU
x1 <1> = x2 + Klu
x2 ̂ ' x3 + K2u (A-3)
x„(1) = -anx. -a. x„-. . . -a , x +K u n 0 1 1 2  n-1 n n
Therefore x^ may be written as,
= y - KqU (A-4)
Differentiating both sides with respect to time gives:
x1 (1) = y (1)"K0u (1) (A-5)
Then may be written as:
x2 = X1 U) - Klu
= y (1) - KqU*1* - K1u (A-6)
Continuing in this manner the form of the (i+l)st state 
variable may be written as:
x, , . = x. - K. ul+i l l
- Y (l) - I K .u *1--* * i£n (A-7) 
j=0 3
or for x^,
From equation (A-8) xn may also be written:
n j=0 3
Differentiating the above equation with respect to time gives,
(1) (n) nv* (n-j))K.U J
j=0 3
= y (n) - KQu (n) -.••-Kn_1u (1) (A-10)
Equate equations (A-9) and (A-10):
-a„x, -a,x_-. .-a ,x +K u=y ̂  -Knu ̂  -.. -K -.u^0 1 1 2  n-1 n n J 0 n-1
Collecting terms on the left hand side under a summation
yields:
- I ai_ixi + Knu = y (n) - I K.u(n_3) (A-ll)i=l i ± l n _.=Q ]
For the general x^, equation (A-8) may be substituted into
equation (A-ll) yielding:
- I ai_i yu-1)- +Vi=l x j=0 3 n
n-1
= y (n) - I K.u<n-j) (A-12)
j=0 3
Expanding by multiplying the first bracketed term in (A-12) 
gives:
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n / • i \ n i-1 t ■
" + +v
= y (n) - I K.uln-3) (A-13)
j=0 3
Collecting the derivatives of the output, y(t), on the
right hand side of the equation and all other terms on the
left hand side will give equation (A-13) in a form similar
to the original differential equation:
n i-1 .. . i* n-1 , .,
I a. , I K.u^1"3 * + I K .u 3^+K u
i=l 1_ j=0 3 j=0 3 n
= y (n) + la. 1y (l_1) (A-14)
/ i=l1_±
If the left hand side of equation (A-14) is expanded and 
equated to the terms in derivatives of u, the input, of
the original equation; then the values of the K's may be
determined.
W *  + al (Klu + K0U<1)) + ..... (A-l 5)
+ an-l(Kn-lu + Kn-2u a > ‘--+K0u ‘n'l))
+ (Knu + Kn-lu<1) + Kn-2U<2) •••+Kou<n>>
= b u (n) + b .u1"'11 + ... + blU(1) + bnun n-1 1 u
Now equate like coefficients of like derivatives in u:
giving for the nth derivative,
b = K. n 0
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and for the other derivatives,
b , = Kn + a Kn n-1 1 n-1 0
b o — K« + a iK., + a n-2 2 n-1 1 n-2 0
b0 Kn + an-lKn-l +---+ aoK0
(A-16)
Now a recurrance relationship may be found to determine the 
K's.
K = b0 n
K = b - a„ .Kn1 n-1 n-1 0
K~ = b - a , K, - a ~K~ 2 n-2 n-1 1 n-2 0
K = bn - a ,K , — a 0K -■ n 0 n-1 n-1 n-2 n-2
*•* a0K0
(A-17)
Or in general terms for the ith K value:
i-1
K. = b . - I a i n-i _v_ n-m-i.Km=0 m
(A-18)
If the above values of are used in the state variable 
normal form, the matrix equations may be written:
A =
0 1 0 0 • 0
0 0 1 0 • 0



























































d = K0 (A-19)
With the resulting element operation then being described 
by the matrix equations:
x = A x + b u 
T (A-20)y = c_ x + d u 
A flow chart for this representation is given in figure 
Al. This chart is useful for the analog computer circuit.
Since in this case m<n; ie, the highest order of the 
derivative of y is greater than that of u, the state equa­
tions will have the form:
x = A x + b u 
T (A-21)y = c x
This is so because KQ=bn=0. The general solution of the 
matrix differential equation (A-21) is then treated in a 
manner similar to that used in a normal ordinary first 
order differential equation.
First the homogeneous solution is obtained; ie,
x (t) = A x (t) 
u (t) = 0 (A-22)
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In this cas© the A matrix is constant; the solution is
then most easily done with the Laplace Transform. Thus
with XQ=x(tq), the initial condition, the solution will be:
s X(s) - Xq = A X(s)
(s I - A) X(s) = xQ
Therefore X(s) = (s I_ - A) -^xQ
where X(s) is the Laplace Transform of x(t) and 1̂ is the 
identity matrix. Then taking the inverse transform gives:
x(t) = L_1( (si - A)-1)xQ
_ e— (t_t°)xQ t>tQ (A-23)*
Take tg=0 without loss of generality. Then the der­
ivation continues by first noting a property of the trans-
Atition matrix, e— , that is:
d eAt - A eAt (A"24)c[t ~ - e“
At -1For the total solution of the state equation chose (e— ) 
as an integrating factor. Then equation (A-21) may be 
written:
(e—t) ^x(t) = (e— ”̂) ̂Ax(t) + (e— ^bu(t) (A-25)
If an exact differential can be found involving x(t), the
solution will be almost complete. Rearranging equation 
(A-25) gives:
At* Note that e— , the transition matrix, is sometimes writ­
ten <J> (t) .
Examining the left hand side of equation (A-26) will show 
an exact differential. This can be seen by considering the 
following steps:
(e— -1x (t) - (e^t)"1AX(t) = ( e ^ r ^ t )
rd , At.-l, ... (A"27)
dt J
The last term is true since:
(a")'1
= _(eAt)-1A(eAt)(e-1)"1 
= - (e— _1A
The right hand side of equation (A-27) is an exact differ­
ential and thus may be written:
(eAt)-1x(t) - (e—t) ~1Ax (t) = { (eAt) _1x (t) } (A-28)
Substituting this result in the state equation (A-26) gives:
d r / At» 1 , At.-l , ...i (e- ) x (t) } = (e- ) b u(t)
Integrating both sides from t=0 to t then gives the solution
At- — 1 t ̂  ^  A t  — 1(e— ) x(t) | = / (e— ) b u (t ) dx (A-29)
t=0 0
Expanding the left hand side,
2X6
AtPremultiplying both sides of the equation by e— gives:
x(t) = e—t x~ + e— /(e—T)_  ̂b u (t ) dx (A-30) 
-0 0 “
Since e— :*'s not a funct;*-on T it maY be brought inside
the integral; then using the property of the transition
matrix:
, At. -1 , -At.(e- ) = (e - )
will give (A-30) in the form:
*fc
x(t) = e—^ x. + / e— ^  b u(x) dx (A-31)
~° 0
For the particular case at hand u(t) will be a series 
of impulses of strength M, polarity b^ occurring at times 
tk as determined by the IPFM modulator. Thus the solution 
of the state equations may be written as:
,4.x At j M ? x. A(t-tk) , x(t) = e— xn + M ) b, e— *■' b
k=l *
where K is defined in the relationship:
t = sup (tk : t>_tfc) 
k
Immediately after the first impulse firing,
x(t*) = e— Xq  + M b1 b (A-32)
If this value of x(t) is now used for the initial condition 
of the next time interval, the problem can be solved as 
though t-̂ where the starting time and not the time after the 
first impulse. This idea is extended in section 2.3.2.
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APPENDIX B
DIGITAL COMPUTER FLOW CHART 
FOR THE TOTAL RESPONSE
The input data to the computer is the transition, 
b and c matrices and the initial condition vectors Xq 
for the linear plants and G2. Also required are the 
modulator parameters A^, A2 , M^, , the input signal
and the control on the total running time and the print­
ing interval. The program has been written for up to 
two 5th order linear elements C5x5 transition matrix).
The output will be a listing of the linear element 
output values at the time interval specified and at the 
instant prior to the impulse emission. The latter points 
are preceded by an asterisk for easy identification. The 









Initialize modulator integral 
VINT1 = /e(t)dt = 0 
VINT2 = / y1 dt = 0
READ: N





.2 ' - 10 ' -20
Tl=0=Time between IPFMl pulse 






















R = System input 
Tl = Tl + INTIN 
IP = 0
x (I)=x (I)+TRANl(I,J)x (J)
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J=i, n 2 Calculate state




y2= y2+x2 (I)c2 (I)
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ANALOG COMPUTER CIRCUIT 
FOR THE DOUBLE IPFM SYSTEM
Figure Cl shows the analog circuit used for the study 
of the double Integral Pulse Frequency Modulated feedback 
control system. The flow chart in figure Al, Appendix A, 
may be used for the linear element circuit.
Scaling must be based on the available impulse strength. 
Values of 0.06 volt-seconds were obtained on the Electronic 
Associates computer TR-4 8. The impulse was then multiplied 
by a factor of ten to give M=0.6. The approximate width 
of the pulse was 6 msec. Compared to the time constants 
of the examples (about 1 second) this was a satisfactory 
approximation to an impulse. Relay bounce was noted in 























DERIVATION OF THEOREM 2.2
The following is the derivation of the stability 
theorem (Theorem 2.2) given in Chapter 2 without proof. 
The IPFM system is redrawn in figure D.l and the theorem 
restated below for convenience. This theorem is an ex­






G~ (s) U2 IPFM 2a 2 m 2
Figure D.l Double IPFM feedback control system.
Theorem 2.2 If the absolute values of the initial condition 
and impulse response of both linear elements have finite 
integrals for all time; ie,
Y10(t), y20 (t) / g1 (t), g2 (t) e ^(o, °°) (d-1)
where y^Q(t) is the initial condition response of the ith 




where L = /|g.(t)|dt and L = /|g (t)|dt 
^1 0 L 2 0
the unforced system will be stable in the sense of the
definition given in section 2.4.
Proof: From the system configuration, see figure D.l,
the error and output signals may be written:
If the modulators are assumed to fire an impulse at some 
arbitrary time, t^n for modulator IPFM 1 and ^or moĉ -
ulator IPFM 2, then the integral values of the modulators 
at the firing times must be:
oo
e(t) “ ~ *20(t) - M2 . £ b2jg2 <t-t2j) (D-3)j-1
00
"2 (m-1) “2 (m-1)






Continuing the manipulation by removing the summations 
from inside the integrals of equations (D-5) and (D-6) 
will give:
V l n  " /ln-y20(t>dt - M2 J,b2j /ln g2 (t-t2j)dt (D-8)
1 (n-1) 3 1 l(n-l)
t K t
A2b2m = / Y10(t)dt + M1 £ blk I (°-9)
2 (m-1) 1 2 (m-1)
The derivation will be continued for equation (D-8) only.
Equation (D— 9) has exactly a similar developement which
will merely be stated at the appropriate time. In equation
(D-8) to change all left hand side terms to +A-̂ , multiply
by this is true since kxnxbln = +b alwaYs* This
gives:
Sum up to the Kth pulse,
Then the developement continues as follows: 
v +■ v .t +-
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t.. J K tlk_t2 j
ll/y20(t)dtl + M2 ̂ b2j I blk I g2 <t)dtl0 j-1 k-1
flk t
-  0 ly20 (t)ldt + M2 J / lg2 (t)ldt (D-13)
Now let time approach infinity and because of the assump­
tions of the theorem,
CO
KAi < J|y20(t)|dt + M2JLG2
Also for the other modulator IPFM 2,
00
JA2 < /|y10(t)|at + MiklGi
Solving for either K or J will give similar results as 
shown below. Only K will be used.
/|y20(t)|dt + M L /Iy10(t)Idt 
0 2 0




For K to be finite the denominator of the above fraction 
must be greater than zero, or,
W  < AlVMlM2
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Corollary 2.2.2 If g^(t) and g2 (t) are single signed, 
then for stability it is sufficient that:
GO
/ g1 Ct) dt < A9/M,
0  -L
0O
and / g9 Ct)dt < A,/M9
0
Proof: This is merely a decomposition of the theorem,
but there is a physical interpretation that can be used 
here. This corollary says that if the integral of the im­
pulse responses of the linear elements are less than the 
threshold values of the modulators into which they feed, 
the system will be stable. Thus each impulse response 
will not be able to produce, by itself, an impulse from the 
modulator. The accumulative effect of this will eventu­
ally mean that all impulses will cease.
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APPENDIX E 
COMPUTER PROGRAM FOR THE DESCRIBING 
FUNCTION OF THE IPFM MODULATOR
No data input is needed; the program is self gener­
ating. The output will be a listing for incremented val­
ues of V and 3 of the magnitude and phase of the des­
cribing function, the magnitude and phase, both numeri­
cal and in db, for -1/ND for the Nyquist and Nichols 





















































HARMONIC CONTENT OF THE 
IPFM DESCRIBING FUNCTION
The derivation of the harmonic content of the des­
cribing function for a single IPFM modulator is important 
if the describing function is to be used intelligently.
The steps below pick up at equations (3.16) and (3.17) 
and develop the end results given in Chapter 3 in the 
form of equations (3.22) and (3.26). The final form of 
the relationships contain only sin(3) and cos (6) terms.




a = a) / M{ T 6(t-t,) - V 6 (t-t, ) }cos (nwt) dt (3.16)




= to M{ y cos (ncot. ) - y cos (nwt, )}
IT k=l k=N+l
2




cos (noit̂ ) = £ (-1)^ cos
j=0
n“2^(wtk)sin2^(wtk) (F-l)
where the upper limit on the summation is n/2 if n is
the standard for the binomial coefficients. This re­
lationship can then be substituted into equation (3.16) 
and the result will be a function of the fundemental 
sine and cosine terms only. Proceeding in':this manner 
the derivation of the harmonic content follows:
because of the pulse pattern symmetry, the above substi­
tutions can be made into equation (F-2). Note that the 
sine term will always be raised to an even power and thus 
will always be positive. Continuing the derivation:
even and (n-l)/2 if n is odd
N





I ^(-l)-5 (cosn 2  ̂(wtk) sin2  ̂(ootk) ) }
Since cos (wtk) = cos(wtN_k k=l ,2,.. (N-l) 
2
cos (u)tN) = cos (6)
and (F-3)
sin(wtk) = -sin(wtN_k 




a = wM{ £ n>\ cos11 2-̂ (wt, ) sin2-̂ (wt, )
k=l j=0 \2jy K k
2 j
- I l{- 1 ) V  n\cosn-2-̂ (wt, ) sin (wt, )n-2  ̂
k=l j=0 \2j) K k
- K-l)j/ n\ cos11 2^(wt,)sinn 2  ̂(wt, ) } (F-4)
j~0 \̂ 2j y k
Because of the cancellation of the like terms, equation
(F-4) becomes:
an = —  ̂ K - 1 > Y  cosn_2  ̂(wtN) sin2^CwtN)
tt j=0 V2 j/ J  J
- U-1)V n\ cosn“2  ̂(wtN) sin2  ̂(cotN) } 
j = 0 \2 j/
Simplifying:
an = wM £(-l)V n\ {cosn-2  ̂(a)tN) sin2  ̂(wtN)
" 3=0 \2V 7 7
-cos11" ^  (wtN) si.n2 >̂ (aitjj) }
Using equations (3.14) and (F-3) then gives:
cos (oitN) = cos (3) - N/2
2 V
2 hsin(cotN) = (1 - cos (̂ tj\j) )
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thus,
a„ = m  I C-l)3 /' n\ { (cos(3)-N/2)n (1- (cosp-N/2) 2) j
7T j =  0 12 j J V V
-cosn"2  ̂(3) sin2-̂ (3) } (F-5)
In particular for a2
a = wM 2\{(cos(3)-N/2)2"2j(1-(cosg-N/2)2)j
7T j = 0 \2j V V
-cos2 2-̂ (3) sin2  ̂(3) }
Expanding the summation:
a~ = a)M{ (c o s 3~N / 2 ) 2- c o s 2 (3) ~ (1- (cos3-N/2) 2) -sin2 (3) } 
ir V V
Expanding,
a2 = uM{cos (3)-Ncos(3)+
7T V
-Ncos (3) + 
V
2 -cos2 (3)+cos2 (3)-1
2 +l-cos2 (3)}
Collecting terms:




- 4 N/2 cos (3)} 
V
(F—6)
For the third harmonic term a^, the computation is as 
follows:
a-, = toM K - 1 ) V  3\ { (cos3-N/2) 3~2  ̂(l-Ccos3-N/2)2):i 
7T j = 0 12 j / V V




(cosg-N/2)3-cos3 {3)—3{ (cos3-N/2) (1-(cosg-N/2)2)
V V V
-cos(3)sin (p)} 
Now expand the cubic term:
a., = wM
T~





a^ = wM{cos3(3)-3N/2cos2 (3)+3 N/2 2cos (3)- N/2
V V V






3 - 3 c o s (3)sin2 (3)}
Collecting terms:
a3 = wM{3cos3(3)"12N/2cos2 (3)+12 N/2 2cos (3)-4 N/2 3
V V . V
-3cos(3)+ 3N/2 +3cos(3)sin2 (3)} 
V
Adding and subtracting cos (3) allows for some simplification
a3 ~ T̂T
r  34{cos (3)-3N/2 cos2 (3)+3 N/2 2cos (3)- N/2 3>




a-, = coM {4(cos3-N/2)2-3(cos3-N/2)-cos3(cos2 (3)-3sin2 (3)))
V V
= coM {4 (cos3-N/2) 3-3 (cos3-N/2) -cos3 (4cos2 (3) -3) }
71 V V (F-7)
In general the relationship between the ant^ term and the 
term, due to the first harmonic can be written as:
y (-1) V n   ̂{ (cosg-N/2) n~2  ̂(1- Ccos3-N/2) 2) ̂
= j=0 ^2jJ —  —
1  -cos11"2  ̂($)sin2  ̂ (3) }____
N/2 (F-8)
When the number of pulses per period is high, 3 ap­
proaches zero and N/2 approaches 1.0; which means that
"V~
the value of the terms in the brackets will be small.
For large N the ratio of an/a^ becomes small, thus only 
small N need be investigated for harmonic distortion.
Following the same developement for the sinusoidal 
component will yield similar results if one starts with 
equation (3.17). The results are stated below.
b = coM n —TT
N-l
J
2 J J (-1)j l n \ (cos8-k)n”2-̂ (1- (cos3-k) 2)
V_k=l j = 0 v23+1y v v
J+ y(-l) j / n V  (cos3-N/2)n-23 1 ( l - (cos3-N/2) 2) 
j=0 2̂ j+lj V V
+cosn-2-̂ ~̂  (3) sin2^+  ̂(3) }
J
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In particular for the second and third harmonic terms: 
N-l
2 0 V
by = wm{2 \2 (cos8-k)(l-(cosg-k) ) 2
TT ]j=l V V
^3 = 
T̂T





2 £{3 (cose-k)2 Cl-Ccose-k)2)5s-Cl-(cose-k)2)3/2} 
k=l V V V
2 ,_____  2,h+3 (cose-N/2) (1-Ccosg-N/2) )
V V
-(1- (cosB-N/2)2)3/2 + 3cos2 (8) sin ((3)-sin3 C8) 
V
As in the case of an/ai the investigation of kn/k]_ nee<̂  
only be made for small numbered pulse patterns.
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APPENDIX G
FLOW CHART FOR THE COMPOUND IPFM 
DESCRIBING FUNCTION
The input data is the Dmn pattern to be investigated. 
The output will be -l/N^N for the two IPFM describing 




























INITIAL CONDITION STABILITY ZONES
Consider the system shown in figure H.l. Let be 
described by the linear time invariant state equations:
x = A x + b u
T (H-l)y = c x
where "T" indicates the transpose. Further assume that 
all poles of G^(s) are in the left hand of the s plane, 
this guarantees that A  ̂will exist. Let the initial 
condition solution of the above equations be:
At
* = e~ *0U (H-2)
Ty = c x
where Xq is the initial condition state vector.
There will be a capture zone around the origin in 
which an initial condition will be unable to produce an 
impulse because the integral of the modulator will never 
reach the threshold firing value, A. This zone is deter­








Figure H.l The single modulator IPFM system.
A > max|J^y(t)dt | 
t 0
> max |c A (e- - I)Xq |T_ -1 .At (H-3)
Let all the initial conditions, Xq , which satisfy this 
relationship denote a region, RQ. Thus for an initial 
condition in this capture zone, there will be N=0 im­
pulses emitted from the modulator, see figure H. 2.
All trajectories which are to go to the origin; ie, 
be stable, must switch into this region, Rg. This means 
that x(t) must move into Rg at an impulse instant so that 
the modulator integrator has zero value just after the impulse 
and the system has a new initial condition within Rg. If 
the total number of impulses emitted to enter Rg is N=l, 
then the state at time t^ just prior to the impulse must be:





O f  /  —*-i / N=1
N=0
Figure R.2 "Rn " regions defining initial con­
ditions for which the resulting 
motion is stable.
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Since the system is continuous between impulses it must be 
that
sgn y(t“) = sgn / y(t)dt
*0
= -b1 (H-5)
This is because the modulator fires the first time the 
threshold value is reached. If cast into the standard 
normal form (y=x^) equation (H-5) can be written as:
sgn x1 (t1) = -b1 (H-6)
Let the region denoted by equation (H-4) be Rg; and it 
is a simple linear translation of Rg. See figure H.2, the 
dotted curve. Trajectories passing through R^ will deter­
mine the initial conditions Xg^ for which the modulator 
will emit N=1 impulses before entering the capture zone,
Rg. Two conditions must be satisfied by Xq -̂: (1) it must
be on the trajectory passing through x(t^) and (2) the mod­
ulator integral must reach threshold, A, between Xg^ and 
x(t^). These conditions give the following relationships; 
for requirement (1):
xtt^ = e—^Xgj^ (H—7)
equation (H-7) may be written:
xQ1 = e_—tl x(t~) (H-8)
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which is the backward mapping along the trajectory passing 
through x(t^J . For requirement (2) the integral must sat­
isfy the relationship:
t
. , f1 T At
1 = / —  e“ 5.01
tQ
= cTA~1 (e—tl - IJXq -l
= cTA-1 (x (t“) - xQ1) (H-9)
x(t1) e
When equation (H-4) gives x (t^), equation (H-9) represents 
a hyperplane (straight line in two dimensions). Thus the 
intersection of the trajectory of (H-8) with the hyper­
plane determines Xq -̂. If the-re are multiple intersections, 
that one corresponding to the minimum time, t^, is chosen. 
Let R-̂ designate the region defined by all the Xq -̂' see 
figure H.2.
Note that in general there will be two R-̂  regions cor­
responding to b^=+l and b^=-l, and that only the boundary 
of Rq need be considered in the backward mapping.
If the total number of pulses emitted before entering 
Rq is N=2, the R^ region defines the zone into which the 
trajectory must be switched if it is to enter Rq . Thus R^
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is mapped backwards to obtain Rĵ as in (H-4) , then (H-8) 
and (H-9) are used to determine in general for the
nth backward impulse zone:
^0 (n-l) - Mbn5.=
sgn y(tn) = -bn
(H-10)'
also
cTA 1 (x (;t“) - x. ) = b A  — n —On n
and finally
X  (t ) R' , (H—11)— n n-l
X-, = e —tn x (t ) (H-12)—On — n
The above primed equations establish an algorithm which 
can be used to map the initial conditions in state space 
which guarantee stability, see figure H.2. From each 
region the backward mapping must consider both bn=+l.
This would indicate a possible 2N regions. Since the sys­
tem is open loop between impulses and linear, the tra­
jectories will not intersect and 2N  ̂ regions need be con­
sidered since there will be symmetry through the origin.
Example H.l For dimensions greater than 2 a digital com­
puter must be used, but for systems of order 1 or 2, graph­
ical techniques have been developed. Consider the system
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with the following state equations:
• ' 0 1' ‘o
X = -2 -3 x + 1. u
y = (1, 0) x 
A = 1 and M = 7 
The region RQ can be determined algebraically and is bound­
ed by the four curves:
3 X10 + x20 2
3 x10 + x2 0 2
X10 2 x̂10 + x2Cp
X10 “2(X10 + X20J
This region defines Rq and is shown in figure H.3.
Next the N=1 zone is found. First translate the N=0 
region by Mb^b. This is done for b^=-l in figure H.3 and 
is indicated in dashed lines. All trajectories passing 
through the translated zone are candidates; however note 
that for b^=-l, x^(t^) must be positive and thus that 
translated part with x^(t^)<0 can be eliminated from con­
sideration.
Construct a few trajectories from the boundaries of 
the translated zone and note the x(t^) coordinate. The
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integral condition (H-9) in this case gives:
-1 = C-3x1 (t1) - x2 (t1)) - (”3x1q1 - x2Q1)
where
x(t-) = x1 (tp and Xq  ̂= x101
*2 (tl>. . X201.
This is the equation of a straight line. The intersection 
of this line with the trajectory emanating from x(t^) will 
be the require Xq .̂ This backward mapping is carried on 
until a new sector (N=l) is satisfactorily defined.
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APPENDIX I
PHASE PLANE TRAJECTORY CONSTRUCTION 
FOR SPECIAL SYSTEM
For the special system shown in figure 1.1 a graph­
ical construction technique for the system trajectory is 
possible. Note that the linear element outputs will be 
given by:
V t >  - e'at *10
-bt (I-1>x2 (t) = e x20
and an impulse will be fired every time a modulator reach­
es its threshold value. Thus:
-~bt - u, - u n  “20 ~ 1"1-/ e_bt x?n dt = biAi
t7 Cl—2)
r -atand J e dt = ^2A2
For modulator IPFM 1 for example (1-2) gives:
(1 - e-btl) x20 = b b ^
but since e bt^ = X2 (t̂ ) is the point at which firing










Figure 1.2 Phase plane trajectory for system 
in figure 1.1.
252
x20 X2 bblAl (1-3)
also for modulator IPFM 2,
x10 - X1 = ab2A2 (I~4)
where x^ is the firing point on the trajectory.
Thus a linear difference between the states deter­
mines the firing points on the phase plane. These points 
can easily be determined by a scale or templet.
If for example x^Q - x^ = +A2a, a positive pulse 
will be fired from IPFM 2 and the subsequent motion will 
only effect x2. The variable x2 will move vertically 
(increasing) by an amount M2, see figure 1.2. At this 
new point modulator IPFM 2 must start the integration pro­
cess over again. Modulator IPFM 1 has some residual 
value in its integrator which must be retained and used 
during the next time period. Since the integrator value
is on a linear scale this can easily be done in the fol­
lowing manner:
Construct a linear grid as shown in the insert in 
figure 1.2. Place x 2q at the origin of the templet.
If the trajectory crosses one of the A^b or A2a lines, 
that corresponding modulator has reached its threshold 
value. The accumulated value of the other modulator in-
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tegral is indicated on the other axis. At point "1", fig­
ure 1.2, modulator IPFM 2 has reached its threshold value 
and will fire. The accumulated modulator IPFM 1 integral 
is indicated by the point "x". Point "x" is the origin 
for the next time interval and would be placed at point 
"2" on figure 1.2 and the process repeated.
Since the plants are linear and the operation between 
the impulses is due to these elements only, the trajector­
ies on the state plane need be constructed only once by 
some appropriate technique (isoclines for example). The 
resultant trajectory is then easily found for this special 
case.
Example I.1 Let a=l, b=2, A^=A2=1.0 and M^=l.0 and M2=3 
with x^q=7.5 and x2q=10.0. Find the resultant trajectory. 










Figure 1.3 Trajectory for example 1.1.
255
REFERENCES
1. Bailey, S.J., "Incremental Servos," Control Engin­
eering, Nov., Dec., 1960, Jan., 1961.
2. Balder, J.C. and C. Kramer, "Video Transmission by 
Delta Modulation Using Tunnel Diodes," Proc. of IRE, 
Vol 50, April 1962, pp 428-431.
3. Bayly, E.J., "Spectral Analysis of Pulse Frequency 
Modulation in the Nervous System," IEEE Trans BME, 
Vol 15, October 1968, pp. 257-265.
4. Bombi, F. and D. Ciscato, "Noise Effects in Integral 
Pulse Frequency Modulators," IFAC Pulse Symposium, 
April 196 8, Budapest, Hungary.
5. Broughton, M.B., "The Transition Matrix Analysis of 
Linear Asynchronous Discrete/Continuous Systems," 
IFAC Pulse Symposium, April 196 8, Budapest, Hungary.
6. Childress, D.S., "State Variable Analysis of Pulse 
Frequency Modulated Systems," 17th Annual Conf. on 
Engineering in Medicine and Biology.
7. Clark, J.P.C., "An Analysis of Pulse Frequency Mod­
ulated Systems," Ph.D. Dissertation, University of 
Washington, 1965.
8. Clark, J.P.C. and E. Noges, "The Stability of Pulse 
Frequency Modulated Closed Loop Control Systems," 
1966 IEEE International Conv. Rec., Vol 14, Pt. 6, 
pp. 179-185.
9. Clark, R.N., "Analysis of Oscillations in Pulse Mod­
ulated Satellite Attitude Control Systems," Ph.D. 
Dissertation, Stanford University, 1969.
256
10. Clark, R.N. and G.F. Franklin, "Limit Cycle Oper­
ation in Pulse Modulated Systems," 1969 Joint 
Automatic Control Conference, Boulder, Colo.
11. Cuenod, M. and A. Durling, A Discrete Time Approach 
for System Analysis, New York, Academic Press, 1969.
12. Davison, E.J. "Application of the Describing Func­
tion Technique in a Single-Loop Feedback System 
with Two Nonlinearities," IEEE Trans AC, Vol. 13, 
April 1968, pp. 168-170.
13. Derzhavin, O.M., "Discrete Systems - Block Dia­
grams for Pulse Time Modulators of Type I," Auto­
mation and Remote Control, No. 4, April 196 7, pp. 
74-79.
14. Dorf, R.C., M.C. Farren and C.A. Phillips, "Adap­
tive Sampling Frequency for Sampled Data Control 
Systems," IRE Trans. AC, Vol. 7, January 1962.
15. Dymkov, V.I., "Discrete Systems - Absolute Sta­
bility of Pulse Frequency Systems," Automation 
and Remote Control, No. 10, October 1967, pp. 
109-114.
16. Dymkov, V.J., "Periodic States in Pulse Frequency 
Systems," Automation and Remote Control, No.11, 
November 1967, pp. 101-108.
17. Elsden, C.S. and A.J. Ley, "A Digita; Transfer 
Function Analyser Based on Pulse Rate Techniques," 
Automatica, Vol. 5, January 1969, pp. 51-60.
18. Farrenkopf, R.L., A.E. Sabroff and P.C. Wheeler, 
"Integral Pulse Frequency On-Off Attitude Control," 
Guidance and Control - II, Vol 13 of Progress in 
Astronautics and Aeronautics, R.C. Langford and 
C.J. Mundo, Eds, New York, Academic Press, 1964.
19. Fredirksen, R.T., "The Closed Loop Step Motor - 
An Ideal Actuator for Process Control," IFAC 
Pulse Symposium, April 196 8, Budapest, Hungary.
20. Freeman, H., Discrete Time Systems, New York, 
Wiley, 1965.
257
21. Gelig, A. Kh., "Discrete Systems - Stability of Non­
linear Systems with Pulse Frequency Modulation," 
Automation and Remote Control, No. 6, June 1967,
pp. 75-82.
22. Gran, R. and M. Rimer, "Stability Analysis of Sys­
tems with Multiple Nonlinearities," IEEE Trans AC, 
Vol. 10, January 1965, pp. 94-97.
23. Guy, W.J. and M. Kurland, "Describing Function Anal­
ysis of a System Containing Two Nonlinearities," To 
appear in Control Engineering.
24. Hatvany, J., "The DDA Integrator as the Iterative 
Module of a Variable Structure Computer," IFAC Pulse 
Symposium, April 1968, Budapest, Hungary.
25. Hsu, J.C. and A.U. Meyer, Modern Control Principles 
and Applications, New York, McGraw Hill, 1968.
26. Hutchinson, C.E., Y.J. Chon and R.A. Leuchs, "An 
Analysis of the Effect of Integral and Sigmal PFM 
on White Noise," Information and Control, Vol. 13, 
September 1968, ppl73-185.
27. Jones, R.W., C.C. Li, A.U. Meyer and R.B. Pinter, 
"Pulse Modulation in Physiological Systems," IRE 
Trans BME, Vol. 8, January 1961, pp 59-67.
28. Jud, H.G., " Limit Sysle Determination for Parallel 
Linear and Nonlinear Elements," IEEE Trans AC, Vol.
9, April 1964, pp. 183-184.
29. Jury, E.I. and J. Blanchard, "A Nonlinear Discrete 
System Equivalence of Integral Pulse Frequency Mod­
ulated Systems," Joint Automatic Control Conference, 
June 1967, Philadelphia, Pa. pp. 680-693.
30. Kieburtz, R.B., "The Step Motor - The Next Advance in 
Control Systems," IEEE Trans AC, Vol. 9, January 
1964, pp.98-104.
31. King-Smith, E.A. and J.R. Cumpston, "The Stability 
of Integral Pulse Frequency Modulated Systems," 
International J. of Control, Vol. 7, No. 4, 1968, 
pp. 301-316.
258
32. King-Smith, E.A. and J.R. Cumpston, "Periodic Cycles 
in Integral Pulse Frequency Modulation Systems,"
IFAC Pulse Symposium, April 1968, Budapest, Hungary.
33. Korshunov, Yu. M., "Analysis of Periodic Modes 
Caused by Level Quantization of the Signal in Dig­
ital Automatic Systems," Automation and Remote 
Control, No. 7, July 1961.
34. Kuntsevich, V.M. and Yu. N. Chekovoi, "Investigating 
Stability of Sampled Data Control Systems with Pulse 
Frequency Modulation Using Lyapunov's Direct Method," 
Automation and Remote Control, No. 2, February 1967, 
pp. 80-92.
35. Kuntsevich, V.M. and Yu. N. Chekovoi, "Stability of 
Control System with Double (Pulse Frequency and Pulse 
Width) Modulation," Automation and Remote Control,
No. 7, July 1967, pp. 54-63.
36. Kuo, B., Analysis and Synthesis of Sampled Data Con­
trol Systems, Englewood Cliffs, N.J., Prentics Hall,
37. Lasdon, L.S. and A.D. Waren, "Mathematical Program­
ming for Optimal Design," ElectroTechnology, Novem­
ber 1967, pp 53-70.
38. Lee, H.C. and J.H. Milsum, "Harmonic Analysis of a 
Multipath Communication System," 21st Annual Confer­
ence on Engineering in Medicine and Biology, Novem­
ber 1968, Houston, Texas.
39. Li, C.C., "Integral Pulse Frequency Modulated Control 
Systems," Ph.D. Dissertation, Northwestern University, 
Evanston, Illinois, June 1961.
40. Li, C.C. and R.W. Jones, "Integral Pulse Frequency 
Modulated Control Systems," Proc. 1963 IFAC Congress, 
Basle, Switzerland.
41. Lyubinskii, L.A., V.A. Milyuntina and N.V. Pozin,
"A Transmitting Device for PF Telemetry," Automation 
and Remote Control, No. 7, July 1961, pp. 934-938.
42. Maschhoff, R.H., "Delta Modulation," ElectroTechnology, 
January 196 4.
259
43. Meyer, A.U., "Pulse Frequency Modulation and Its 
Effects in Feedback Control Systems," Ph.D. Disser­
tation, Northwestern University, Evanston, Illinois, 
1961.
44. Meyer, A.U., "Discussion of "Analysis of a New Class 
of Pulse Frequency Modulated Feedback Systems," IEEE 
Trans AC, Vol 10, April 1965, pp. 214-211.
45. Monopol, R.V. and B.K. Wylie, "A New Model for Neural 
Pulse Frequency Modulation," 3rd Princeton Conf. on 
Info. Sciences and Systems, March 1969, Princeton, N.J.
46. Murphy, G. and K.L. West, "The Use of Pulse Frequency 
Modulation for Adaptive Control," Proc. NEC, Vol. 18, 
October 1962, pp. 271-277.
47. Onyshko, S., "Optimized Pulse Frequency Modulation," 
Ph.D. Dissertation, University of Washington, 1966.
48. Onyshko, S. and E. Noges, "Optimization of Pulse Fre­
quency Modulated Control Systems, via Modified Max­
imum Principle," IEEE Trans AC, Vol. 13, April 1968, 
pp.
49. Onyshko and E. Noges, "Pulse Frequency Modulation and 
Dynamic Programming," IEEE Trans AC, Vol 14, October
1969, pp. 558-561.
50. Pai, M.A. and M.S. Varadarajan, "Periodic Oscillations 
in Integral Pulse Frequency Modulated Feedback Systems," 
4th Princeton Conf. on Info. Science and Systems, March
1970, Princeton, N.J.
51. Pavlidis, T., "Analysis and Synthesis of Pulse Frequency 
Modulation Feedback Systems," Ph.D. Dissertation,
Univ. of Calif., Berkeley, 1964.
52. Pavlidis, T., and E.I. Jury, "Analysis of a New Class 
of Pulse Frequency Modulated Feedback Systems," IEEE 
Trans AC, Vol 10, January 1965, pp. 35-43.
54. Pavlidis, T., "Stability of a Class of Discontinuous 
Dynamical Systems," Information and Control, Vol. 9,
June 1966, pp. 298-322.
55. Pavlidis, T., "Optimal Control of Pulse Frequency Modu­
lated Systems," IEEE Trans AC, Vol. 11, October 1966, 
pp. 676-6 84.
260
56. Pavlidis, T., "Stability of Systems Described by 
Differential Equations Containing Impulses," IEEE 
Trans AC, Vol. 12, February 1967, pp. 43-45.
57. Saaty, T.L. and J. Bram, Nonlinear Mathematics,
New York, McGraw Hill, 1964.
58. Spendley, W., G.R. Hext and F.R. Himsworth, "Sequen­
tial Application of Simplex Designs in Optimization 
and Evolutionary Operation," Technometrics, Vol. 4, 
November 1962, pp. 441-461.
59. Stoep, D.R., "Synthesis of Optimal Pulse Frequency 
Modulated Control Systems," Ph.D. Dissertation, 
University‘of Washington, 1967.
60. Stoep, D.R. and F.J. Alexandro, "Bounds on the 
Optimal Performance of Pulse Controlled Linear 
Systems," 1967 Joint Automatic Control Conference, 
Philadelphia, Pa., 1967.
61. Thomas, T.H. and M.T.G. Hughes, "Performance of a
Digital Two Term Controller," Automatica, Vol. 5,
January 1969, pp. 67-77.
62. Tomovic, R., Introduction to Nonlinear Automatic 
Control Systems, New York, John Wiley Co., 1966.
63. Tou, J.T., Digital and Sampled Data Control Systems, 
New York, McGraw Hill, 1959.
64. Welch, J.D. and L.R. Fenzel, "Self-Adaptive ON-OFF 
Attitude Control Techniques for Space Vehicles,"
IEEE Trans AC, Voll, Summer 1963, pp. 5-25.
65. Wilson, D.M. and I. Waldron, "Models for the Gener­
ation of Motor Output Pattern in Flying Locusts," 
Proc. IEEE, Vol. 56, June 1968, pp. 1058-1064.
66. Wooldridge, D.E., The Machinery of the Brain, New
York, McGraw Hill, 1963.
67. Zadeh, L.A. and C.A. Desoer, Linear System Theory- 
The State Approach, New York, McGraw Hill, 1963.
68. Skoog, R.A. and G.L Blankenship, "Generalized Pulse- 
Modulated Feedback Systems: Norms, Gains, Lipschitz 
Constants and Stability," IEEE Trans. AC, Vol. 15, 
June 1970, pp. 300-315.
VITA 
Warren J. Guy was born in 	 on 
. He attended Drexel Institute of Technology, Phila., 
Pa., from September 1954 to June 1959 when he received a 
B.S. in Electrical Engineering. He received an M.A. 
(Physics) from Temple University, Phila., Pa., in Feb-
ruary 1961. He has been employed by Philco Corp. and the 
Temple University Research Foundation. After five years 
in the U.S. Army Signal Corps he joined Lafayette College 
as a teacher in the Department of Electrical Engineering, 
where he is currently employed. 
The work reported in this dissertation was started in 
1968 on a part time basis and continued on a full time basis 
June 1969 to August 1970. Support for the full time in-
vestigation was by the National Science Foundation under 
a Science Faculty Fellowship. 
261 
