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1 Johdanto
Todenna¨ko¨isyyslaskennassa ja tilastotieteessa¨ satunnaismuuttujan tiheysfunktiolla
on hyvin keskeinen rooli. Tiheysfunktion avulla on mahdollista ratkaista satun-
naismuuttujaa koskevien tapahtumien todenna¨ko¨isyydet ja na¨in saada selville sa-
tunnaismuuttujan todenna¨ko¨isyysjakauma seka¨ siihen liittyva¨t tunnusluvut, kuten
odotusarvo, varianssi ja vinous. Jo pelka¨t tiheysfunktion eksploratiiviset tarkaste-
lut, kuten moodien lukuma¨a¨ra¨n ja sijaintien selvitta¨minen tiheysfunktion kuvallises-
ta esityksesta¨, antavat usein arvokasta tietoa satunnaismuuttujaan kvantifioidusta
ilmio¨sta¨.
Teoreettisissa tarkasteluissa tiheysfunktion oletetaan usein olevan mielivaltainen tai
kuuluvan johonkin tunnettuun funktioperheeseen. Ka¨yta¨nno¨n data-analyysissa¨ puo-
lestaan la¨hto¨kohtana on usein kokoelma havaintoja, joiden oletetaan olevan pera¨isin
saman tiheysfunktion ma¨a¨ra¨a¨ma¨sta¨ todenna¨ko¨isyysjakaumasta. Ta¨llo¨in pyrkimykse-
na¨ on tehda¨ havaintojen perusteella arvio todellisesta, tuntemattomasta tiheysfunk-
tiosta. Ta¨llaista toimintaa kutsutaan tiheysfunktion estimoinniksi ja saatuja arvioita
estimaateiksi.
Tilanteissa, joissa todellinen tiheysfunktio ei ole kovin siististi ka¨ytta¨ytyva¨ eli silea¨
funktio, ei estimoinnin tavoitteena va¨ltta¨ma¨tta¨ ole todellisen tiheysfunktion lo¨yta¨-
minen. Varsinkin eksploratiivisten tarkastelujen yhteydessa¨ on ta¨llo¨in tarkoituksen-
mukaisempaa lo¨yta¨a¨ todellisen tiheysfunktion pa¨a¨piirteet riitta¨va¨n hyvin sa¨ilytta¨va¨
silea¨ approksimaatio eli silote. Ta¨llaista toimintaa kutsutaan silottamiseksi (engl.
smoothing). Vaikka estimoinnin ja silottamisen tulkitaankin usein tarkoittavan sa-
maa asiaa, halutaan ta¨ssa¨ tyo¨ssa¨ tehda¨ ero toimintojen kesken juuri niiden erilaisten
pa¨a¨ma¨a¨rien johdosta.
Estimoinnin la¨hestymistavasta riippuen estimointimenetelma¨t voidaan jakaa kar-
keasti parametrisiin ja parametrittomiin menetelmiin. Parametrisissa estimointime-
netelmissa¨ on tapana ensin kiinnitta¨a¨ aineiston sovitteeksi eli ka¨ytetta¨va¨ksi silot-
teeksi jokin silea¨ funktio, jonka analyyttinen lauseke tunnetaan. Ta¨ma¨n ja¨lkeen es-
timoidaan lausekkeen parametrit, joiden avulla hienosa¨a¨deta¨a¨n silotteen sijaintia ja
muotoa. Jos puolestaan ensin kiinniteta¨a¨n tai optimoidaan menetelma¨n parametrit
ja annetaan silotteen ma¨a¨ra¨ytya¨ kokonaisuudessaan na¨iden menetelma¨parametrien
ja aineiston avulla, niin puhutaan, vaikkakin hieman ristiriitaisesti, parametritto-
masta estimoinnista. Na¨in meneteltyna¨ silotteen silea¨ tai rosoinen muoto syntyy ai-
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neistola¨hto¨isesti ja siihen voidaan vaikuttaa menetelma¨parametrien avulla. Na¨in ol-
len parametrittomassa estimoinnissa ennakkotieta¨mykselle tai oletuksille todellisen
funktion muodosta ei ole tarvetta.
Vaikka parametrittomien estimointimenetelmien avulla voidaan tuottaa hyvin mo-
nenlaisia tuloksia, suositaan menetelmissa¨ usein menetelma¨parametrien automaat-
tista optimointia ja vain yhden silotteen tuottamista menetelma¨n tulokseksi.
P. Chaudhurin ja J. S. Marronin [1] kehitta¨ma¨ SiZer-menetelma¨ perustuu ajatuk-
seen, ettei silotteen rosoisuudelle tai sileydelle ole olemassa yhta¨ ainoaa oikeaa vas-
tausta. Heida¨n mukaansa jokainen silote edustaa sita¨ tieta¨mysta¨, mika¨ on aineistosta
saatavissa tarkasteltaessa tilannetta kyseisella¨ tarkkuudella eli resoluutiolla. SiZer-
menetelma¨ssa¨ tarkastellaankin samanaikaisesti useita erilaisia parametrittoman es-
timoinnin tuottamia silotteita ja hyo¨dynneta¨a¨n tilastollista merkitsevyystestausta
tehta¨essa¨ pa¨a¨telmia¨ siita¨, mitka¨ aineiston ennusteisiin synnytta¨ma¨t piirteet kuulu-
vat todelliseen funktioon ja mitka¨ puolestaan aiheutuvat satunnaisvirheesta¨. Na¨in
ollen SiZer-menetelma¨ yhdista¨a¨ frekventistisen tilastollisen pa¨a¨ttelyn tietokonena¨o¨n
tutkimusalalla esiintyva¨a¨n ideaan mikro- ja makroskooppisesta silotteen tarkastelu-
tavasta ja tuo uuden mielenkiintoisen la¨hestymistavan tiheysfunktion estimointiin.
Ta¨ssa¨ tyo¨ssa¨ ka¨sitella¨a¨n tiheysfunktion estimointia ja saatujen estimointitulosten
analysointia SiZer-menetelma¨n avulla. Lisa¨ksi SiZer-menetelma¨sta¨ kehiteta¨a¨n ti-
heysfunktion estimointiin soveltuva versio, jossa tilastollinen pa¨a¨ttely toteutetaan
frekventistisen pa¨a¨ttelyn sijaan Bayes-pa¨a¨ttelyn avulla. Ta¨ma¨n toivotaan tehosta-
van perinteisen SiZer-menetelma¨n toimintaa esimerkiksi tilanteissa, joissa havainto-
ja on ka¨ytetta¨vissa¨ va¨ha¨n joko kokonaisuudessaan tai vain aineiston tietyista¨ osis-
ta. Lisa¨ksi tyo¨n toivotaan hera¨tta¨va¨n kiinnostusta SiZer-menetelma¨a¨n myo¨s Bayes-
tilastotiedetta¨ harjoittavien keskuudessa.
Tyo¨n loppuosa rakentuu siten, etta¨ luvussa 2 ka¨sitella¨a¨n tiheysfunktion estimointia
ja esitella¨a¨n muutamia keskeisia¨ estimointimenetelmia¨. Luvussa 3 esitella¨a¨n SiZer-
menetelma¨n la¨hto¨kohdat, toimintaperiaatteet ja menetelma¨n tulokset eli SiZer-va¨ri-
kartat. Luvussa 4 esitella¨a¨n Bayes-Logspline -menetelma¨ esimerkkina¨ Bayes-pa¨a¨t-
telya¨ hyo¨dynta¨va¨sta¨ tiheysfunktion estimointimenetelma¨sta¨ ja kehiteta¨a¨n Bayes-
Logspline -menetelma¨n avulla SiZer-menetelma¨sta¨ Bayes-SiZer -menetelma¨. Luvus-
sa 5 testataan Bayes-SiZer -menetelma¨a¨ synteettisten ja empiiristen aineistojen avul-
la seka¨ analysoidaan saatuja tuloksia. Tulosten perusteella tehdyt johtopa¨a¨to¨kset
esitella¨a¨n luvussa 6.
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2 Tiheysfunktion estimointi
Todenna¨ko¨isyysavaruudessa (Ω,A,P) ma¨a¨ritellylla¨ satunnaismuuttujallaX : Ω→ R
sanotaan olevan jatkuva jakauma tiheysfunktiolla f , jos funktio f : R → [0,∞)
on integroituva ja Borel-mitallinen seka¨ tapahtumien {X ∈ B} = X−1(B) ∈ A
todenna¨ko¨isyydet voidaan ilmaista lausekkeella
P(X ∈ B) =
∫
B
f(x) dx
kaikilla Borel-joukoilla B. Ta¨llo¨in todenna¨ko¨isyysmitan P ominaisuudesta P(Ω) =
P(X ∈ R) = 1 seuraa va¨litto¨ma¨sti, etta¨ jokainen tiheysfunktio f toteuttaa ehdon∫
R
f(x) dx = 1 . (1)
Vastaavasti jokainen Borel-mitallinen, melkein kaikkialla ei-negatiivinen ja ehdon (1)
ta¨ytta¨va¨ integroituva funktio f : R → [0,∞) on jonkin satunnaismuuttujan tiheys-
funktio [6].
Oletetaan, etta¨ satunnaismuuttujalla X on jatkuva jakauma tiheysfunktiolla f , ja
merkita¨a¨n ta¨ta¨ lyhyesti X ∼ f . Lisa¨ksi oletetaan, etta¨ satunnaismuuttujat
X1, . . . , Xn muodostavat satunnaisotoksen satunnaismuuttujan X jakaumasta. Sa-
tunnaisotoksella tarkoitetaan ta¨ssa¨ tyo¨ssa¨, etta¨ X1, . . . , Xn ∼ f ja kaikki satunnais-
muuttujat Xi, i = 1, . . . , n ovat keskena¨a¨n riippumattomia. Ta¨ssa¨ tyo¨ssa¨ myo¨s ai-
neisto ja otos ovat ekvivalentteja ilmaisuja satunnaisotokselle ja satunnaisotoksen
komponentteja Xi, i = 1, . . . , n kutsutaan havainnoiksi. Satunnaisotoksen avulla
on nyt mahdollista konstruoida tuntemattomasta tiheysfunktiosta f arvioita, joita
ta¨ssa¨ tyo¨ssa¨ merkita¨a¨n yleisesti fˆn. Ta¨llaista toimintaa kutsutaan tiheysfunktion es-
timoinniksi ja saatuja arvioita estimaateiksi. Estimaattoriksi puolestaan kutsutaan
realisoituneen estimaatin fˆn satunnaismuuttujavastinetta.
Johtuen tiheysfunktion keskeisesta¨ asemasta todenna¨ko¨isyysteoriassa myo¨s tiheys-
funktion estimointi liittyy moneen sovellusalaan ja erityisesti sovelluksiin, joissa ka¨-
sitella¨a¨n empiirisia¨ aineistoja. Lukuisten todenna¨ko¨isyyslaskennallisten ka¨ytto¨koh-
teiden lisa¨ksi tiheysfunktion estimointia ka¨yteta¨a¨n esimerkiksi tilastollisessa hah-
montunnistuksessa luokittimien konstruointiin [3], ryhmittelyanalyysissa¨ ryhmien
muodostamiseen [24] ja tilastollisessa testauksessa uskottavuusosama¨a¨rien laskemi-
seen [21]. Lisa¨ksi aineistojen eksploratiivisissa tarkasteluissa tiheysfunktion estimaat-
tien avulla pyrita¨a¨n usein selvitta¨ma¨a¨n aineistoille ominaisia piirteita¨, kuten jakau-
mien vinoutta seka¨ lokaalien maksimien eli moodien lukuma¨a¨ria¨ ja sijainteja.
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Aineiston eksploratiivisissa tarkasteluissa tiheysfunktion estimoinnin tavoitteena on
usein lo¨yta¨a¨ silea¨ funktio, jonka voidaan ainakin uskoa noudattavan todellisen ti-
heysfunktion pa¨a¨piirteita¨. Koska todellinen tiheysfunktio saattaa kuitenkin olla var-
sin rosoinen, voidaan saadut estimaatit tulkita todellisen tiheysfunktion silotteiksi,
jotka on saatu silottamalla satunnaisvirhetta¨ sisa¨lta¨va¨a¨ aineistoa. Silottaminen ja
funktion yleisen muodon etsinta¨ voikin olla monissa tapauksissa tarkoituksenmukai-
sempaa kuin todellisen funktion tarkka estimointi. Regressio-ongelman tapauksessa
Holmstro¨m ja Era¨sto¨ antavat ta¨sta¨ hyva¨n esimerkin artikkelissaan [12], jossa he tut-
kivat ilmaston la¨mpo¨tilan yleista¨ trendia¨ tuhansien vuosien ajalta.
Estimointi- ja silottamismenetelmia¨ on useita ja ne voidaan la¨hto¨oletustensa perus-
teella jakaa karkeasti joko parametrisiin tai parametrittomiin menetelmiin. Seuraa-
vissa aliluvuissa esitella¨a¨n lyhyesti seka¨ parametrisen etta¨ parametrittoman tiheys-
funktion estimoinnin pa¨a¨piirteita¨ ja keskeisia¨ menetelmia¨.
2.1 Parametrinen tiheysfunktion estimointi
Parametrisissa menetelmissa¨ la¨hto¨kohtana on parametriavaruus Θ ⊂ Rd, d ∈ N,
jonka jokaista alkiota θ vastaa tiheysfunktio f(· ; θ) : R → [0,∞). Oletuksena on,
etta¨ tuntematon tiheysfunktio f kuuluu avaruuden Θ ma¨a¨ra¨a¨ma¨a¨n tiheysfunktio-
perheeseen F = {f(· ; θ) | θ ∈ Θ} eli f = f(· ; θ0) jollakin θ0 ∈ Θ. Tiheysfunktion f
estimoinnissa yriteta¨a¨n nyt lo¨yta¨a¨ parametrille θ0 estimaatti θˆn, jolloin lopulliseksi
estimaatiksi saadaan fˆn = f(· ; θˆn).
Esimerkki parametrisesta tiheysfunktioperheesta¨ on normaalijakauman tiheysfunk-
tioiden perhe, jonka ja¨senet ovat muotoa
f(x ; µ, σ2) =
1√
2piσ
exp
{
1
2σ2
(x− µ)2
}
, x ∈ R .
Ta¨llo¨in parametrivektori on θ = (µ, σ2) ja parametriavaruus Θ = R × (0,∞) ⊂
R
2. Optimaalisen parametrivektorin θˆn lo¨yta¨miseksi voidaan soveltaa esimerkiksi
suurimman uskottavuuden estimointia (ks. [25]).
Yleisesti parametristen estimointimenetelmien ongelmana voidaan pita¨a¨ oletusta
f ∈ F . Menetelmien ka¨ytto¨ ei kuitenkaan vaadi tarkkaa tieta¨mysta¨ funktiosta f ,
kunhan saatu estimaatti fˆn ymma¨rreta¨a¨n todellisen funktion silotteeksi, jonka muo-
to on ennalta kiinnitetty. Esimerkiksi jokaisen yksiulotteisen aineiston tiheysfunk-
tioksi voidaan sovittaa normaalijakauma, estimoida aineistosta parametrit µ seka¨ σ2
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ja tulkita syntyva¨ estimaatti aineiston yksihuippuiseksi silotteeksi. Ta¨llaisten esti-
maattien ka¨ytto¨kelpoisuus riippuu kuitenkin aina asiayhteydesta¨.
2.2 Parametriton tiheysfunktion estimointi
Parametrittomassa estimoinnissa tuntemattomasta tiheysfunktiosta f tehta¨va¨t ole-
tukset ovat selva¨sti lievempia¨ ja estimointi tapahtuu aineistola¨hto¨isemmin kuin pa-
rametrisessa estimoinnissa. Terminologiasta huolimatta parametriton estimointime-
netelma¨ sisa¨lta¨a¨ usein lukuisia menetelma¨parametreja. Erona parametriseen esti-
mointiin on, ettei tuntemattoman funktion oleteta riippuvan a¨a¨rellisesta¨ paramet-
riavaruudesta Θ ⊂ Rd.
Parametrittomassa estimoinnissa kiinniteta¨a¨n ensin menetelma¨parametreille arvot.
Riippuen estimoinnin tavoitteista menetelma¨parametrien arvot ma¨a¨ra¨ta¨a¨n joko sub-
jektiivisen valinnan kautta tai ka¨ytta¨ma¨lla¨ automaattisia valintasa¨a¨nto¨ja¨, kuten ris-
tiinvalidointia (ks. esim. [8]). Automaattisten menetelmien ka¨ytto¨ on suosittua muun
muassa tulosten vertailtavuuden kannalta seka¨ automatisoinnin tuoman ka¨tevyyden
kannalta tehta¨essa¨ lukuisia estimointeja, mutta niiden ka¨ytto¨ voi myo¨s johtaa aineis-
ton suppeaan analysointiin. Menetelma¨parametrien kiinnityksen ja¨lkeen ka¨ytetta¨va¨
menetelma¨ tuottaa aineiston ja menetelma¨parametrien avulla deterministisen esti-
maatin. Ratkaisevaa on kuitenkin se, etta¨ syntyva¨n silotteen sileytta¨ voidaan sa¨a¨della¨
menetelma¨parametrien avulla, jolloin silotteen muotoa ei tarvitse olettaa tunnetuksi
tai kiinnitta¨a¨ ennalta.
Parametrittoman estimoinnin ongelmana on, etta¨ jatkuvalle funktiolle f tuotetut
parametrittomat estimaattorit fˆn ovat aina harhaisia. Matemaattisemmin ilmais-
tuna, jos x ∈ R ja n ∈ N, niin kaikilla estimaattoreilla fˆn on olemassa sellainen
jatkuva tiheysfunktio f : R → [0,∞) etta¨, jos X1, . . . , Xn ∼ f on satunnaisotos,
niin Ef fˆn(x) 6= f(x) (Rosenblatt, 1956 [21] mukaan). Edella¨ merkinna¨n Ef mukai-
nen odotusarvo lasketaan satunnaismuuttujien X1, . . . , Xn yhteisjakauman suhteen.
Harhaa eli systemaattista virhetta¨ voidaan kuitenkin yritta¨a¨ minimoida, mutta ta¨l-
lo¨in varianssi eli satunnaishajonta kasvaa. Varianssin minimointi puolestaan lisa¨a¨
harhaisuutta. Ongelmaa kutsutaankin nimella¨ ”bias-variance trade-off”. Paramet-
risten menetelmien yhteydessa¨ tehta¨va¨ssa¨ parametrien estimoinnissa ei ta¨ta¨ ongel-
maa ole, ja usein parametrien hyvilta¨ estimaattoreilta vaaditaankin harhattomuutta.
Kun tarkasteltava funktioperhe F on riitta¨va¨n ”suppea”, voidaan parametrisessa es-
timoinnissa muodostaa harhattomia estimaattoreita myo¨s funktioille. Ta¨ma¨ on mah-
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dollista esimerkiksi luvun 2.1 normaalijakauman tiheysfunktioiden perheen kohdalla
(ks. [5]).
Seuraavaksi esitella¨a¨n muutamia perinteisia¨ ja keskeisimpia¨ parametrittomia tiheys-
funktion estimointimenetelmia¨. Pa¨a¨paino menetelmien ka¨sittelyssa¨ on niiden eksplo-
ratiivisiin tarkasteluihin liittyvissa¨ ominaisuuksissa, kuten menetelma¨parametrien
vaikutuksissa syntyviin silotteisiin. Esimerkkiaineistona ka¨yteta¨a¨n 485 havainnosta
koostuvaa Hidalgo-postimerkkiaineistoa. Yksiulotteiset havainnot ovat mittauksia
vuosina 1872–1874 Meksikossa julkaistujen Miguel Hidalgo y Costillan kuvalla ko-
risteltujen postimerkkien paksuuksista (mittayksikko¨na¨ millimetri). Aineiston tekee
mielenkiintoiseksi se, etta¨ siina¨ ilmenee paljon hajontaa ja ryva¨steisyytta¨, mika¨ viit-
taa postimerkkipaperin useaan eri la¨hteeseen. Eksploratiivisten tarkastelujen tavoit-
teena onkin selvitta¨a¨ mahdollisten paperila¨hteiden lukuma¨a¨ra¨. Aineisto tuli artik-
kelin [13] kautta tunnetuksi tilastotieteellisessa¨ kirjallisuudessa ja se on ladattavissa
Internetista¨ StatLib-arkistosta osoitteesta http://lib.stat.cmu.edu/jcgs/.
2.2.1 Histogrammi
Histogrammi on ehka¨pa¨ tunnetuin parametriton tiheysfunktioestimaattori. Sen to-
teutuksessa reaaliakseli jaetaan ensin tyypillisesti yhta¨ pitkiin luokkava¨leihin (engl.
bin) Ak esimerkiksi kaavalla
Ak = [α0 + kh, α0 + (k + 1)h), k ∈ Z , (2)
missa¨ h > 0 on kunkin luokkava¨lin pituus (engl. bin width). Ta¨ma¨n ja¨lkeen satun-
naisotoksen X1, . . . , Xn avulla voidaan muodostaa tiheysfunktiolle f estimaattori
fˆn(· ; h) lausekkeesta
fˆn(x ; h) =
1
nh
#{i |Xi ∈ Ak, i = 1, . . . , n} , x ∈ Ak .
Realisoitunut estimaatti pisteessa¨ x syntyy siis laskemalla kuinka moni havainnoista
osuu samalle luokkava¨lille kuin evaluointipiste x itse.
Kuvassa 1 on kaksi Hidalgo-postimerkkiaineistosta muodostettua histogrammia, jois-
sa on ka¨ytetty keskena¨a¨n erisuuria luokkava¨lien pituuksia. Histogrammeista na¨h-
da¨a¨n selva¨sti, miten luokkava¨lien pituus vaikuttaa estimaatin sileyteen; mita¨ suu-
rempi luokkava¨lin pituus sita¨ silea¨mpi estimaatti. Menetelma¨parametria h sanotaan-
kin usein silotusparametriksi.
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Luokkava¨lien pituuden lisa¨ksi myo¨s luokkava¨lien sijainti vaikuttaa muodostettavaan
histogrammiin. Kaavassa (2) luokkava¨lin Ak sijaintia voidaan sa¨a¨della¨ parametrin α0
avulla. Kuvassa 2 on kaksi Hidalgo-postimerkkiaineistosta muodostettua histogram-
mia, joissa luokkava¨lien pituudet ovat samat, mutta luokkava¨lien sijainnit poikkeavat
toisistaan. Vaikka sijaintien ero on va¨ha¨inen, antavat histogrammit varsin erilaiset
estimaatit tuntemattomalle tiheysfunktolle ja paperila¨hteiden lukuma¨a¨ra¨lle. Vasem-
manpuoleisen histogrammin moodeista voitaisiin pa¨a¨tella¨, etta¨ mahdollisia paperi-
la¨hteita¨ on pera¨ti kuusi, kun taas oikeanpuoleisen histogrammin perusteella niita¨
na¨ytta¨isi olevan vain kolme.
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Kuva 1. Kaksi Hidalgo-postimerkkiaineistosta muodostettua histogrammia eri luokkava¨-
lien pituuksilla.
Mika¨ kuvien 1 ja 2 histogrammeista sitten kertoo tuntemattomien paperila¨hteiden
lukuma¨a¨ra¨n? Koska menetelma¨parametrit yhdessa¨ aineiston kanssa ma¨a¨ritteleva¨t
histogrammin, yhta¨ hyvin voidaan kysya¨, mitka¨ ovat menetelma¨parametrien opti-
maaliset arvot. Kuvien histogrammeja muodostettaessa sijainti- ja silotusparametrit
on valittu subjektiivisesti, mutta etenkin silotusparametrin h valitsemiseksi on ole-
massa monia teoreettisiin tuloksiin nojaavia sa¨a¨nto¨ja¨ seka¨ aineistoa hyo¨dynta¨via¨ me-
netelmia¨. Scott esittelee teoksessaan [21] muun muassa Sturgesin sa¨a¨nno¨n ei-tyhjien
luokkava¨lien lukuma¨a¨ra¨lle
K = 1 + log2 n ,
9
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Kuva 2. Kaksi Hidalgo-postimerkkiaineistosta muodostettua histogrammia samoilla luok-
kava¨lien pituuksilla mutta eri luokkava¨lien sijainneilla.
normaalijakaumaan perustuvan sa¨a¨nno¨n luokkava¨lin pituudelle
h∗ = 3.5σˆn−1/3 ,
missa¨ σˆ on otoskeskihajonta, seka¨ asymptoottisen keskima¨a¨ra¨isen integroidun ne-
lio¨llisen virheen (AMISE) minimoivan ratkaisun
h∗ =
(
6
nR(f ′)
)1/3
,
missa¨ funktion g ∈ L2(R) rosoisuutta edustaa termi
R(g) =
∫
R
g(x)2 dx . (3)
Aineistola¨hto¨isista¨ menetelmista¨ mainittakoon harhaton ristiinvalidointi (engl. Un-
biased Cross-Validation), jossa minimoidaan silotusparametrin h suhteen lauseketta
UCV (h) = R(fˆn(· ; h) )− 2
n
n∑
i=1
fˆ−i,n(Xi ; h) , (4)
missa¨ termi fˆ−i,n(Xi ; h) vastaa ilman havaintoa Xi muodostettua histogrammia.
Koska UCV (h) on termin
E
∫
R
[
fˆn(x ; h)− f(x)
]2
dx−R(f) = MISE(h)− R(f)
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harhaton estimaattori, lausekkeen (4) minimointi on ekvivalenttia keskima¨a¨ra¨isen
integroidun nelio¨llisen virheen MISE(h) minimoinnin kanssa (ks. [21]).
Kuvaan 3 on koottu Sturgesin sa¨a¨nno¨n, normaaliapproksimaation ja harhattoman
ristiinvalidoinnin tuottamat histogrammit. Lisa¨ksi kuvan 3 vasemmassa alanurkas-
sa on esitetty estimaattori (4) silotusparametrin h funktiona ja ta¨ma¨n minimoi-
va ratkaisu h∗. Selva¨sti na¨hda¨a¨n, etta¨ Sturgesin sa¨a¨nto¨o¨n ja normaaliapproksimaa-
tioon perustuvat histogrammit tuottavat la¨hes samankaltaiset silotetut kaksihuip-
puiset histogrammit. Ristiinvalidointi puolestaan tuottaa hyvin rosoisen histogram-
min, jossa aineiston voidaan havaita keskittyva¨n arvojen 0.07 mm, 0.08 mm, 0.09
mm, 0.10 mm, 0.11 mm, 0.12mm ja 0.13 mm ympa¨rille. Ristiinvalidoinnin tuotta-
man tuloksen puolesta puhuu Izenmanin ja Sommerin artikkelissa [13] saamat tu-
lokset. He ka¨yttiva¨t ristiinvalidoinnin sijaan Silvermanin [24] kehitta¨ma¨a¨ tilastollista
testia¨ moodien lukuma¨a¨ra¨n selvitta¨miseksi ja saivat viitteita¨ seitsema¨n moodin ole-
massaolosta. Sturgesin sa¨a¨nno¨n ja normaaliapproksimaation soveltamista Hidalgo-
postimerkkiaineistoon voidaan kritisoida siita¨, etta¨ na¨ma¨ eiva¨t pysty ottamaan huo-
mioon aineiston tiheysfunktiossa selva¨sti ilmeneva¨a¨ vinoutta eli pitka¨a¨ oikeaa ha¨n-
ta¨a¨.
Edellisten tarkastelujen valossa optimaalisen histogrammin lo¨yta¨minen ei selva¨sti-
ka¨a¨n ole helppo tehta¨va¨. Tarkasteltujen menetelmien lisa¨ksi histogrammista on ole-
massa myo¨s adaptiivisia versioita, joissa luokkava¨lien pituuksien sallitaan vaihdella
(ks. [21]). Adaptiiviset menetelma¨t muistuttavat la¨heisesti χ2-yhteensopivuustestia¨,
jossa arvoalueita eli soluja usein yhdistella¨a¨n, jotta solut sisa¨lta¨isiva¨t riitta¨va¨n ma¨a¨-
ra¨n havaintoja. Lisa¨ksi yksiulotteinen histogrammi voidaan yleista¨a¨ useampaan ulot-
tuvuuteen, missa¨ luokkava¨lien sijaan tarkastellaan luokkalaatikoita ja luokkava¨lien
pituuksien sijaan luokkalaatikoiden tilavuuksia. Useammassa ulottuvuudessa histo-
grammien ka¨ytto¨ asettaa kuitenkin suuria vaatimuksia laskentakapasiteetille. Vaikka
histogrammi on yksinkertainen ja tehokas estimaattori, sen ongelmana on, etta¨ se on
funktiona epa¨jatkuva luokkava¨lien reunoilla. Ta¨ma¨ vaikeuttaa histogrammin ka¨yt-
to¨a¨ esimerkiksi ta¨ssa¨ tyo¨ssa¨ esitelta¨vien SiZer-menetelmien tapauksissa, joissa ollaan
kiinnostuneita ennustettavan tiheysfunktion derivaatoista.
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Kuva 3. Yla¨rivissa¨ Sturgesin sa¨a¨nto¨o¨n ja normaaliapproksimaatioon perustuvat histo-
grammit ja alarivissa¨ harhattoman ristiinvalidoinnin minimiratkaisu (merkitty kuvaan pis-
teviivalla) ja siihen perustuva histogrammi.
2.2.2 Ydinestimointi
Histogrammin idea voidaan yleista¨a¨ niin kutsutuksi naiiviksi estimaattoriksi
fˆn(x ; h) =
1
2hn
#{i |Xi ∈ (x− h, x+ h], i = 1, . . . , n} , (5)
joka voidaan kirjoittaa myo¨s muotoon
fˆn(x ; h) =
1
n
n∑
i=1
1
h
w
(
x−Xi
h
)
, (6)
missa¨ painofunktio w : R→ R on
w(x) =
{
1/2, kun − 1 ≤ x < 1
0, muuten
.
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Naiivi estimaattori vastaa siis histogrammia, mika¨li evaluointipiste x sijaitsee kes-
kella¨ histogrammin luokkava¨lia¨, jonka pituus on 2h. Kuten histogrammi ei naiivi es-
timaattorikaan ole jatkuva funktio, vaan funktio hyppa¨a¨ jokaisessa pisteessa¨ Xi ± h
derivaatan ollessa nolla kaikissa muissa pisteissa¨. Ta¨sta¨ johtuen myo¨s naiivin esti-
maattorin tuottamat estimaatit ovat laatikkomaisia porrasfunktioita, joiden kuval-
linen esitys ei ole ta¨ysin tyydytta¨va¨. Erona histogrammiin on kuitenkin histogram-
min sijaintiparametrin α0 puuttuminen. Na¨in ollen ainoastaan silotusparametri h
vaikuttaa naiivin estimaattorin tuottamien estimaattien sileyteen.
Myo¨s naiivi estimaattori on mahdollista yleista¨a¨ joustavammaksi menetelma¨ksi. Kor-
vaamalla naiivin estimaattorin (6) painofunktio w yleisemma¨lla¨ funktiolla
K : R→ R eli ytimella¨, joka niin ika¨a¨n toteuttaa ehdon∫
∞
−∞
K(x) dx = 1 , (7)
voidaan muodostaa funktion f ydinestimaattori
fˆn(x ; h) =
1
n
n∑
i=1
1
h
K
(
x−Xi
h
)
.
Merkitsema¨lla¨ silotusparametrilla skaalattua ydinta¨
Kh(t) =
1
h
K
(
t
h
)
, t ∈ R
voidaan ydinestimaattori ilmaista skaalattujen ydinten aritmeettisena keskiarvona
fˆn(x ; h) =
1
n
n∑
i=1
Kh(x−Xi) . (8)
Estimoitaessa tiheysfunktiota kannattaa ytimeksi valita jokin tiheysfunktio. Ta¨llo¨in
ydinestimaattori fˆn(· ; h) on ei-negatiivinen, integroituva seka¨ toteuttaa ehdon∫
∞
−∞
fˆn(x ; h) dx =
∫
∞
−∞
1
n
n∑
i=1
Kh(x−Xi) dx
=
1
n
n∑
i=1
∫
∞
−∞
Kh(x−Xi) dx
=
1
n
n∑
i=1
∫
∞
−∞
K(y) dy muuttujan vaihto y = (x−Xi)/h
= 1 .
13
Siis myo¨s ydinestimaattori fˆn(· ; h) on tiheysfunktio. Koska ydinestimaattori (8) pe-
rii myo¨s ytimen jatkuvuus- ja derivoituvuusominaisuudet, on yhdeksi suosituimmista
ytimista¨ noussut kaikkialla jatkuva ja mielivaltaisen useasti derivoituva standardi-
normaalijakauman N(0, 1) tiheysfunktio eli Gaussin ydin
K(x) = (
√
2pi)−1 exp{−x2/2} , x ∈ R . (9)
Gaussin ydin soveltuu lisa¨ksi erityisen hyvin moodien etsinta¨a¨n, silla¨ se toteuttaa
seuraavan lauseen, jonka Silverman todisti artikkelissaan [23].
Lause 1 Oletetaan, etta¨ X1, . . . , Xn on mielivaltainen kokoelma havaintoja ja
fˆn(· ; h) kaavassa (8) ma¨a¨ritelty ydinestimaattori Gaussin ytimella¨ K. Ta¨llo¨in jo-
kaisella kiinnitetylla¨ ei-negatiivisella kokonaisluvulla m funktion ∂mfˆn(x ; h)/∂x
m
maksimien lukuma¨a¨ra¨ x:n vaihdellessa on oikealta jatkuva, parametrin h suhteen
laskeva funktio.
Lauseen 1 seurauksena siis Gaussin ydinta¨ hyo¨dynta¨va¨n ydinestimaattorin aineis-
tosta lo¨yta¨ma¨t moodit ka¨ytta¨ytyva¨t monotonisesti silotusparametrin h suhteen. Tu-
lokseen palataan SiZer-menetelma¨n yhteydessa¨ luvussa 3.
Ydinestimaattorin odotusarvoksi jokaisessa pisteessa¨ x saadaan
E(fˆn(x ; h)) = E(Kh(x−X)) =
∫
∞
−∞
Kh(x− y)f(y) dy =: (f ∗Kh)(x) (10)
eli ydinestimaattorin odotusarvo on itse asiassa todellisen tiheysfunktion ja skaala-
tun ytimen konvoluution tuottama silote. Olettamalla, etta¨ ydin K toteuttaa sel-
laiset sa¨a¨nno¨llisyysehdot, etta¨ x:n suhteen derivoinnin ja y:n suhteen integroinnin
ja¨rjestysta¨ voidaan vaihtaa, pa¨tee vastaavasti
E(fˆ ′n(x ; h)) = (f ∗K ′h)(x) = (f ∗Kh)′(x) . (11)
Na¨in ollen ydinestimoinnilla on mielenkiintoinen yhtyma¨kohta konvoluutiolla silotta-
miseen. Sovellusaloja, joissa hyo¨dynneta¨a¨n konvoluutiolla silottamista ovat esimer-
kiksi digitaalinen kuvanka¨sittely ja tietokonena¨ko¨. Edellisessa¨ konvoluutiota ka¨yte-
ta¨a¨n suodattamaan eli silottamaan kohinaa signaaleista (ks. [16]) ja ja¨lkimma¨isessa¨
konvoluution avulla suodatetaan kuvien yksityiskohtia (ks. [22]). Ydinestimoinnin
ja konvoluutiolla silottamisen va¨liseen yhteyteen palataan luvussa 3, missa¨ ta¨lla¨ yh-
teydella¨ on keskeinen merkitys SiZer-menetelma¨n ajatusmaailmassa.
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Kuvassa 4 on esitetty Hidalgo-postimerkkiaineistosta muodostettuja ydinestimaat-
teja eri silotusparametrin h arvoilla ka¨ytta¨en Gaussin ydinta¨. Kuten histogrammin
tapauksessa, myo¨s nyt silotusparametri h vaikuttaa estimaatin muotoon siten, etta¨
mita¨ suurempi on parametrin h arvo, sita¨ silea¨mpi on estimaatti. Tarkastelemalla
kuvan 4 ydinestimaattien perhetta¨ havaitaan postimerkkiaineiston moodien luku-
ma¨a¨ra¨n olevan va¨lilla¨ 1–7 silotusparametrin suuruudesta riippuen.
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Kuva 4. Ydinestimaatteja eri silotusparametrin h arvoilla. Ytimena¨ on ka¨ytetty Gaussin
ydinta¨.
Ydinestimointia ja sen matemaattisia ominaisuuksia on tutkittu paljon. Kuten his-
togrammin silotusparametrille, on myo¨s ydinestimaattorin silotusparametrille ole-
massa valintasa¨a¨nto¨ja¨ ja -menetelmia¨. Samoin tavalliselle ydinestimoinnille on myo¨s
kehitetty adaptiivisia muunnelmia, joissa silotusparametrin sallitaan muuttuvan es-
timoitavan alueen mukana. Lisa¨ksi ydinestimointia voidaan soveltaa myo¨s moniulot-
teiseen tilanteeseen. [21, 24]
Muita yleisia¨ parametrittomia estimointimenetelmia¨ ovat la¨hinaapurimenetelma¨, or-
togonaalisarjaestimaattori seka¨ sakotetun uskottavuuden menetelma¨. Na¨iden mene-
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telmien tarkastelu ja¨teta¨a¨n kuitenkin ta¨ma¨n tyo¨n ulkopuolelle. Seuraavassa luvussa
esitella¨a¨n alkupera¨inen frekventistiseen tilastolliseen pa¨a¨ttelyyn ja ydinestimointiin
perustuva SiZer-menetelma¨.
3 SiZer-menetelma¨
Kuten luvussa 2 havaittiin, silottaminen vaikuttaa suuresti estimaatista havaitta-
viin piirteisiin. Va¨ha¨inen silottaminen saattaa ja¨tta¨a¨ estimaattiin piirteita¨, jotka
ovat syntyneet ainoastaan satunnaisvirheen johdosta, ja liika silottaminen voi esta¨a¨
havainnoimasta todellisia piirteita¨. Etsitta¨essa¨ satunnaisvirhetta¨ sisa¨lta¨va¨n aineis-
ton todellisia piirteita¨ onkin hyva¨ tarkastella useita eri silotteita ja tutkia piirtei-
den ja silotteiden riippuvuuksia. Ta¨ma¨nkaltainen silotteiden perhetta¨ tutkiva la¨hes-
tymistapa on la¨hto¨kohtana myo¨s Chaudhurin ja Marronin [1] kehitta¨ma¨ssa¨ SiZer-
menetelma¨ssa¨.
SiZer-menetelma¨ on kehitetty eksploratiivisen data-analyysin avuksi ja se soveltuu ti-
heysfunktion estimoinnin lisa¨ksi myo¨s regressiofunktion estimointiin. Regressiofunk-
tion estimoinnin tapauksessa SiZer-menetelma¨ ka¨ytta¨a¨ estimointiin lokaalia lineaa-
rista regressiota [8] ja tiheysfunktion estimointiin ydinestimointia Gaussin ytimella¨.
Ta¨ssa¨ tyo¨ssa¨ keskityta¨a¨n SiZer-menetelma¨n osalta ainoastaan tiheysfunktion esti-
mointiin, mutta esitetta¨va¨t periaatteet soveltuvat asianmukaisesti muutettuna myo¨s
regressiotapaukseen. SiZer-menetelma¨n MATLAB-toteutus on ladattavissa Marro-
nin kotisivuilta http://www.stat.unc.edu/faculty/marron.html.
Menetelma¨ssa¨ tarkastellaan samanaikaisesti tuntemattoman funktion f useita eri si-
lotteita f ∗Kh ja kohdistetaan tilastollinen pa¨a¨ttely tuntemattoman funktion itsen-
sa¨ sijaan sen silotteisiin. Ajatuksena on, etta¨ jokainen silote f ∗Kh sisa¨lta¨a¨ kaiken
aineistosta saatavilla olevan informaation, kun aineistoa tarkastellaan kiinnitetyn
silotusparametrin h ma¨a¨ra¨a¨ma¨lla¨ tarkkuudella eli resoluutiolla. Ta¨ma¨ on tavallinen
la¨hestymistapa tietokonena¨o¨n tutkimusalalla, jonka mallien mukaisesti parametrin h
suuret arvot mallintavat kuvien makroskooppista eli kaukaa katsottua tarkastelua ja
pienet arvot mikroskooppista eli la¨helta¨ katsottua tarkastelua [16]. Menetelma¨ eroaa
siis perinteisesta¨ estimoinnista, jossa tilastollisen pa¨a¨ttelyn kohteena on tuntematon
funktio f itse.
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3.1 Toimintaperiaate
Oletetaan, kuten luvussa 2, etta¨X ∼ f ja satunnaismuuttujatX1, . . . , Xn muodosta-
vat satunnaisotoksen satunnaismuuttujan X jakaumasta. Olkoon fˆn(· ; h) kaavan (8)
mukainen tuntemattoman tiheysfunktion f ydinestimaattori skaalatulla Gaussin yti-
mella¨Kh. Ta¨llo¨in tuloksen (10) nojalla pa¨tee E(fˆn(· ; h)) = f ∗Kh, jolloin fˆn(· ; h) on
silotteen f ∗Kh harhaton estimaattori. Vastaavasti tuloksen (11) nojalla tiheysfunk-
tion derivaatan ydinestimaattori fˆ ′n(· ; h) on silotteen derivaatan (f ∗Kh)′ harhaton
estimaattori.
SiZer-menetelma¨ssa¨ etsita¨a¨n todellisia ja tilastollisesti merkitsevia¨ piirteita¨, kuten
funktion lokaaleja minimi- ja maksimiarvoja, tarkastelemalla funktion derivaatan
nollakohtia. Nimi SiZer onkin lyhennys englanninkielisista¨ sanoista SIgnificant ZE-
Ro crossings of the derivative. Piirteen sanotaan olevan merkitseva¨ mika¨li piirteen
molemmin puolin derivaatta eroaa tilastollisesti merkitseva¨sti nollasta ja on eri puo-
lilla vastakkaista merkkia¨ (+/-). Kun tilastollinen pa¨a¨ttely kohdistetaan todellisen
tiheysfunktion derivaatan f ′ sijaan silotteen derivaattaan (f ∗Kh)′, va¨ltyta¨a¨n ka¨yt-
ta¨ma¨sta¨ parametrittomalle estimoinnille ominaisia harhaisia estimaattoreita (vrt.
luku 2.2).
Tilastolliset pa¨a¨ttelyt derivaatoista tehda¨a¨n luottamusva¨lien avulla. Koska estimaat-
tori fˆ ′n(· ; h) on harhaton, ovat muotoa[
fˆ ′n(x ; h)− q · s(fˆ ′n(x ; h)), fˆ ′n(x ; h) + q · s(fˆ ′n(x ; h))
]
(12)
olevat symmetriset luottamusva¨lit keskittyneita¨ ’oikean’ arvon ympa¨rille. Luotta-
musva¨lin lausekkeessa (12) termi q edustaa fraktiilipistetta¨ ja s keskihajontaa. Luot-
tamusva¨lit voidaan muodostaa kiintea¨lla¨ silotusparametrin h arvolla joko pisteitta¨i-
sesti jokaiselle arvolle x tai samanaikaisesti yli kaikkien arvojen x. On myo¨s mah-
dollista muodostaa luottamusva¨lit samanaikaisesti yli kaikkien arvojen h ja x. Luot-
tamusva¨lien toteutuksessa fraktiilipisteen q valinta perustuu joko normaaliapproksi-
maatioon tai Bootstrap-menetelma¨a¨n. Tarkastelu rajoitetaan ta¨ssa¨ vain normaaliap-
proksimaation hyo¨dynta¨miseen pisteitta¨isissa¨ ja pisteiden x suhteen samanaikaisissa
luottamusva¨leissa¨.
Normaaliapproksimaation ka¨ytto¨ on keskeisen raja-arvolauseen nojalla perusteltua,
silla¨ ydinestimaattorin derivaatta fˆ ′n(· ; h) on samoin jakautuneiden satunnaismuut-
tujien K ′h(x − Xi) aritmeettinen keskiarvo (vrt. kaava (8)). Olkoon Φ : R → [0, 1]
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standardinormaalijakauman kertyma¨funktio ja 1− α luottamustaso, kun α ∈ [0, 1].
Ta¨llo¨in pisteitta¨isten luottamusva¨lien normaaliapproksimaatioksi saadaan
1− α = P
(∣∣∣∣∣ fˆ
′
n(x ; h)− E(fˆ ′n(x ; h))
s(fˆ ′n(x ; h))
∣∣∣∣∣ ≤ q1
)
≈ 2Φ(q1)− 1 ,
jolloin fraktiilipisteeksi q1 tulee
q1 ≈ Φ−1
(
1− α
2
)
.
Samanaikaisten luottamusva¨lien laskennasssa hyo¨dynneta¨a¨n eta¨a¨lla¨ toisistaan si-
jaitsevissa pisteissa¨ x1 ja x2 evaluoitujen ydinestimaattorin arvojen fˆ
′
n(x1 ; h) ja
fˆ ′n(x2 ; h) approksimatiivista riippumattomuutta. Ta¨llaisissa pisteissa¨ ydinestimaat-
torin arvojen voidaan tulkita olevan la¨hes riippumattomia, silla¨ kaukana toisistaan si-
jaitsevien ydinten vaikutus syntyva¨n ydinestimaatin arvoon on pieni (vrt. kaava (8)).
Samanaikainen luottamusva¨li voidaan na¨in ollen tuottaa approksimoimalla va¨lia¨ a¨a¨-
rellisella¨ ma¨a¨ra¨lla¨ riippumattomia luottamusva¨leja¨, kun riippumattomien osava¨lien
lukuma¨a¨ra¨ m(h) estimoidaan aineistosta erikseen jokaiselle silotusparametrille h.
Merkita¨a¨n osava¨lia¨ j = 1, . . . , m(h) edustavaa ydinestimaattoria fˆ ′j(· ; h). Ta¨llo¨in
riippumattomuuden nojalla samanaikaisten luottamusva¨lien normaaliapproksimaa-
tioksi saadaan
1− α =
m(h)∏
j=1
P
(∣∣∣∣∣ fˆ
′
j(x ; h)− E(fˆ ′j(x ; h))
s(fˆ ′j(x ; h))
∣∣∣∣∣ ≤ q2
)
=
[
P
(∣∣∣∣∣ fˆ
′
1(x ; h)− E(fˆ ′1(x ; h))
s(fˆ ′1(x ; h))
∣∣∣∣∣ ≤ q2
)]m(h)
≈ (2Φ(q2)− 1)m(h) ,
jolloin fraktiilipisteeksi q2 tulee
q2 ≈ Φ−1
(
1− (1− α)1/m(h)
2
)
.
Ydinestimaattorin lausekkeessa (8) olevan summan evaluointi tapahtuu SiZer-me-
netelma¨n toteutuksessa toistuvasti, mika¨ tekee SiZer-menetelma¨sta¨ laskentainten-
siivisen. Luottamusva¨lien (12) keskihajonnan s(fˆ ′n(x ; h)) laskennan tehostamiseksi
SiZer-menetelma¨ssa¨ ka¨yteta¨a¨n aineiston lineaarista uudelleenryhmittelya¨ osava¨lei-
hin (engl. linear binning) [8]. Ta¨ma¨ nopeuttaa laskentaa mutta lisa¨a¨ menetelma¨a¨n
ylima¨a¨ra¨ista¨ approksimointia.
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3.2 SiZer-va¨rikartat
Tuloksenaan SiZer-menetelma¨ ei tuota varsinaista estimaattia tiheysfunktiosta, vaan
kuvan 5 kaltaisia SiZer-va¨rikarttoja, joista on na¨hta¨vissa¨ tilastollisen pa¨a¨ttelyn tuot-
tamat tulokset. Sinisella¨ va¨rilla¨ on merkitty ne pisteet (x, h), joissa derivaatta
fˆ ′n(x ; h) on merkitseva¨sti positiivinen, ja vastaavasti punaisella va¨rilla¨ ne pisteet
(x, h), joissa fˆ ′n(x ; h) on merkitseva¨sti negatiivinen. Lilalla va¨rilla¨ puolestaan on
merkitty pisteet, joissa fˆ ′n(x ; h) ei eroa merkitseva¨sti nollasta. Harmaa alue koostuu
niista¨ pisteista¨, joiden kohdalla menetelma¨ ei pysty tekema¨a¨n luotettavia pa¨a¨telmia¨
derivaatasta. Na¨in ka¨y esimerkiksi silloin, kun fraktiilin laskennassa muodostetuvalle
osava¨lille ja¨a¨ normaaliapproksimaation laskentaa varten liian va¨ha¨n havaintoja.
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Kuva 5. Hidalgo-postimerkkiaineistosta tuotetut SiZer-va¨rikartat 95 %:n luottamustasol-
la. Vasemmanpuoleisessa kartassa luottamusva¨lit on laskettu pisteitta¨isesti ja oikeanpuo-
leisessa samanaikaisesti yli x-akselin pisteiden.
Mika¨li pisteitta¨iset tai samanaikaiset luottamusva¨lit on laskettu kiintea¨lla¨ silotuspa-
rametrin h arvolla, luetaan SiZer-va¨rikarttaa tarkastelemalla yhta¨ pystyakselin eli lo-
garitmoidun silotusparametrin log10(h) arvoa kerrallaan. Ta¨llo¨in va¨rien pera¨kka¨iset
yhdistelma¨t kiinnitetylla¨ tasolla kertovat ne kohdat, joissa piirteet ovat merkitsevia¨.
Esimerkiksi kuvan 5 Hidalgo-postimerkkiaineistosta tuotetuissa SiZer-va¨rikartoissa
merkitseva¨t moodit sijaitsevat kohdissa, joissa sininen va¨ri vaihtuu punaiseksi eli de-
rivaatan kasvu muuttuu laskuksi. Na¨in ka¨y vasemmanpuoleisessa kartassa likimain
x-akselin kohdissa 0.07 mm, 0.08 mm, 0.10 mm ja 0.11 mm, kun karttaa tarkastellaan
arvolla log10(h) = −3.
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Kun kuvan 5 vasemmanpuoleista SiZer-va¨rikarttaa verrataan oikeanpuoleiseen kart-
taa, na¨hda¨a¨n selva¨sti, miten tarkemmilla resoluutioilla lilan va¨rin osuus kasvaa oi-
keanpuoleisessa kartassa. Ta¨ma¨ johtuu juuri samanaikaisten luottamusva¨lien konser-
vatiivisuudesta suhteessa pisteitta¨isiin luottamusva¨leihin. Chaudhuri ja Marron eiva¨t
kuitenkaan suosittele ka¨ytetta¨va¨ksi pisteitta¨isia¨ luottamusva¨leja¨, silla¨ ta¨llo¨in tulok-
seksi saatetaan saada liikaa merkitsevia¨ piirteita¨. Samanaikaisten luottamusva¨lien
tuottamat kartat ovat lisa¨ksi tulkinnallisesti helpompia, silla¨ ka¨ytetta¨essa¨ pisteit-
ta¨isia¨ luottamusva¨leja¨ voidaan pa¨a¨telma¨t luottamustasolla 1 − α tehda¨ ainoastaan
lokaalisti eika¨ koko x-akselin suhteen.
Kuvan 5 SiZer-va¨rikartoista na¨hda¨a¨n myo¨s Gaussin ytimen ja lauseen 1 vaikutus si-
lotteiden piirteisiin. Merkitsevien moodien lukuma¨a¨ra¨n huomataan laskevan silotus-
parametrin kasvaessa. Na¨in tapahtuu, silla¨ lauseen 1 tulos pa¨tee myo¨s odotusarvon
derivaatoille ∂sEfˆn(· ; h)/∂xs, s = 0, 1, 2, . . ., minka¨ Marron ja Chaudhuri todista-
vat regressioestimaattorien tapauksessa artikkelissa [2]. Na¨ma¨ tulokset ovat ta¨rkei-
ta¨, silla¨ tarkasteltaessa erilaisten silotteiden joukkoa edeten runsaasta silottamisesta
va¨ha¨iseen silottamiseen on menetelmien kannalta suotavaa, etta¨ piirteet ha¨via¨va¨t
monotonisesti. Jollei na¨in olisi, vaikeuttaisi se sopivien silotteiden lo¨yta¨mista¨ seka¨
silotteiden ja piirteiden riippuvuuksien tarkastelua. Piirteiden monotonisuuden joh-
dosta myo¨s SiZer-va¨rikarttojen tulkitseminen ja johtopa¨a¨to¨sten teko on helpompaa.
Kun kuvan 5 oikeanpuoleista karttaa tarkastellaan tasolla log10(h) = −3 ja verra-
taan luvussa 2.2 saatuihin tuloksiin, voidaan na¨hda¨, etta¨ SiZer on kuvan 4 ydines-
timaattien kanssa samaa mielta¨ moodeista kohdissa 0.07 mm, 0.08 mm ja 0.10 mm.
Moodille kohdassa 0.09 mm SiZer tunnistaa merkitta¨va¨n nousun, mutta ei tunnista
merkitta¨va¨a¨ laskua. Vastaavasti ydinestimaattien tunnistamalle moodille kohdas-
sa 0.11 mm SiZer tunnistaa ainoastaan merkitta¨va¨n laskun. Kohdissa 0.12 mm ja
0.13 mm oleville moodeille SiZer ei pysty tuottamaan luotettavia pa¨a¨telmia¨, jonka
johdosta alueet va¨rja¨ta¨a¨n harmaalla.
3.3 Menetelma¨n vahvuudet ja heikkoudet
SiZer-va¨rikartoista ei siis ilmene vain merkitta¨vien piirteiden lukuma¨a¨ra¨t vaan myo¨s
niiden sijainnit. Juuri moodien etsinna¨ssa¨ (engl. bump hunting) ta¨ma¨ on parannus
muihin menetelmiin, jotka perustuvat ainoastaan moodien lukuma¨a¨ria¨ koskevien hy-
poteesien tilastolliseen testaukseen (ks. [24]). Lisa¨ksi SiZer-va¨rikartat mahdollista-
vat pa¨a¨telmien teon useasta silotteesta yhden kuvan avulla. Ta¨llo¨in tutkittavasta
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ilmio¨sta¨ saadaan laajempi kuva kuin tarkasteltaessa vain yhta¨ jossakin mielessa¨ op-
timaalista silotetta.
Mika¨li havaintopisteita¨ on aineistossa va¨ha¨n tai harvasti, ei luottamusva¨leja¨ ole mie-
leka¨sta¨ konstruoida normaaliapproksimaation avulla. Ta¨llo¨in SiZer ei pysty teke-
ma¨a¨n luotettavia pa¨a¨telmia¨ ja kyseiset kohdat va¨rja¨ta¨a¨n SiZer-va¨rikartoissa har-
maiksi. Kuvan 5 SiZer-va¨rikartat ovat hyvia¨ esimerkkeja¨ siita¨, miten harmaata va¨-
ria¨ esiintyy usein paljon aineiston reunoilla a¨a¨rimma¨isten havaintojen va¨ha¨isyyden
johdosta. Tiheysfunktion estimoinnin kannalta ta¨ma¨ on harmillista, silla¨ esimerkik-
si riskiteoreettisissa sovelluksissa kiinnostuksen kohteena on usein juuri jakaumien
ha¨ntien ka¨ytta¨ytyminen.
3.4 Menetelma¨n kehitta¨minen
Ta¨ssa¨ tyo¨ssa¨ pyrita¨a¨n jatkokehitta¨ma¨a¨n SiZer-menetelma¨a¨ tiheysfunktion estimoin-
nin osalta. Edella¨ kuvattujen SiZer-menetelma¨n heikkouksien motivoimana ta¨ssa¨
tyo¨ssa¨ on kehitetty tiheysfunktion estimointiin soveltuva Bayes-pa¨a¨ttelyyn perustu-
va versio SiZer-menetelma¨sta¨. Bayes-pa¨a¨ttelyn avulla on mahdollista va¨ltta¨a¨ nor-
maaliapproksimaatioon liittyva¨t ongelmat ja tehda¨ pa¨a¨telmia¨ myo¨s pienilla¨ tai har-
voilla aineistoilla. Idea ei ole uusi, silla¨ regressiofunktion estimointiin soveltuvan
Bayes-SiZer -menetelma¨n eli BSiZerin ovat kehitta¨neet Era¨sto¨ ja Holmstro¨m artik-
kelissaan [7]. Ta¨ssa¨ tyo¨ssa¨ esitelta¨va¨ Bayes-SiZer -menetelma¨ perustuukin paljolti
heida¨n tyo¨ho¨nsa¨ ja tuloksiinsa. Regressio- ja tiheysfunktion estimointiongelmien eri-
laisuuden johdosta ta¨ssa¨ tyo¨ssa¨ esitelta¨va¨ Bayes-SiZer -menetelma¨ kuitenkin myo¨s
eroaa monilta osin BSiZerista. Seuraavissa luvuissa tarkastellaan tiheysfunktion es-
timointiin soveltuvan Bayes-SiZer -menetelma¨n toteutusta seka¨ vertaillaan sen an-
tamia tuloksia SiZer-menetelma¨n tuloksiin.
4 Bayes-SiZer -menetelma¨
4.1 Tiheysfunktion estimointi ka¨ytta¨en Bayes-pa¨a¨ttelya¨
Oletetaan, etta¨ f on tuntematon tiheysfunktio, X ∼ f ja ka¨ytetta¨vissa¨ on satun-
naisotosX = (X1, . . . , Xn), jolle pa¨tee X1, . . . , Xn ∼ f . Tiheysfunktion estimoinnis-
sa pyrita¨a¨n muodostamaan tuntemattomalle tiheysfunktiolle pX(x) pisteessa¨ x esti-
maatti pˆX(x) hyo¨dynta¨en satunnaisotostaX, jonka realisoitunutta arvoa merkita¨a¨n
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symbolilla x = (x1, . . . , xn). Bayes-pa¨a¨ttelyn merkinno¨in notaation lyhenta¨misek-
si tiheysfunktioon p liittyva¨n satunnaismuuttujan tai -vektorin merkinta¨ ja¨teta¨a¨n
kuitenkin jatkossa pois.
Olkoon ψ ∈ Ψ satunnainen parametrivektori. Ta¨llo¨in Bayes-pa¨a¨ttelyn kontekstissa
parametrinen estimointi voidaan suorittaa muun muassa suurimman uskottavuuden
menetelma¨lla¨, prediktiivisen jakauman avulla tai MAP-menetelma¨lla¨ (engl. maxi-
mum a posteriori probability). Suurimman uskottavuuden menetelma¨ssa¨ etsita¨a¨n
ensin suurimman uskottavuuden estimaatti
ψˆ = argmax
ψ∈Ψ
p (x |ψ)
ja muodostetaan ta¨ma¨n avulla tiheysfunktiolle estimaatti pˆ (x) = p (x | ψˆ). MAP-
menetelma¨ssa¨ toimitaan samalla periaatteella, mutta siina¨ etsita¨a¨n ensin suurimman
posterioritodenna¨ko¨isyyden estimaatti eli MAP-estimaatti
ψMAP = argmax
ψ∈Ψ
p (ψ |x)
ja muodostetaan ta¨ma¨n avulla estimaatti pˆ (x) = p (x |ψ
MAP
). Jos satunnaismuut-
tuja X tulkitaan uudeksi samasta jakaumasta generoiduksi havainnoksi ja oletetaan,
etta¨X on riippumaton aineistostaX ehdolla ψ, niin voidaan muodostaa havainnnon
X prediktiivinen tiheysfunktio
pˆ (x) = p (x |x) =
∫
Ψ
p (x |ψ)p (ψ |x) dψ . (13)
Ta¨llo¨in prediktiivinen tiheysfunktio hyo¨dynta¨a¨ koko parametriavaruutta Ψ painot-
tamalla parametrisia malleja p (x |ψ) posterioritiheysfunktioilla p (ψ |x). Jos satun-
naisvektorin ψ posteriorijakaumasta on ka¨ytetta¨vissa¨ otos ψ(1), . . . ,ψ(m), m ≥ 1,
voidaan estimaatin (13) lausekkeessa olevaa integraalia approksimoida Monte Carlo
-menetelma¨lla¨, jolloin pa¨tee
pˆ (x) ≈ 1
m
m∑
i=1
p (x |ψ(i)) .
Keskeisimma¨t tiheysfunktion estimointiin soveltuvat parametriset Bayes-menetelma¨t
perustuvat joko normaalijakaumien sekoitteeseen (engl. mixture of normals) [19],
wavelet-funktioihin [18] tai Logspline-menetelma¨a¨n [11, 14, 15]. Yleisesti tarkastel-
tuna kaikki mainitut menetelma¨t mallintavat tuntematonta tiheysfunktiota muotoa
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gj(· ; α), j = 1, . . . , K olevien kantafunktioiden lineaarikombinaatiolla. Estimaatit
ovat muotoa
p (x |ψ) = p (x |α,β, K) = C(α,β, K)
K∑
j=1
βj gj(x ; α), x ∈ R , (14)
missa¨ C(·) on normalisointitekija¨ ja α = (α1, . . . , αK) seka¨ β = (β1, . . . , βK) ovat
kuhunkin menetelma¨a¨n liittyvia¨ parametrivektoreita. Mallista (14) na¨hda¨a¨n, etta¨
silotteen sileyteen vaikuttavia tekijo¨ita¨ ovat kantafunktioiden lukuma¨a¨ra¨ K ja para-
metrivektorit α ja β.
Normaalijakaumien sekoitteessa kaavan (14) kantafunktiot gj(· ; α) ovat muotoa
N(µj, σ
2
j ) olevien normaalijakaumien tiheysfunktioita. Wavelet-funktioiden mallis-
sa kantafunktiot ovat puolestaan avaruuden L2(R) viritta¨via¨ wavelet-funktioita, ja
Logspline-menetelma¨n mallissa kantafunktiot ovat luonnollisia kuutiollisia spline-
ja¨ (engl. natural cubic splines). Na¨issa¨ kaikissa menetelmissa¨ pyrita¨a¨n muodosta-
maan tiheysfunktiolle kaavan (13) mukainen prediktiivinen estimaatti ka¨ytta¨en apu-
na Markovin ketju Monte Carlo (MCMC)-algoritmeihin pohjautuvien otantamene-
telmien tuottamia otoksia aineistolla x ehdollistetun satunnaisvektorinψ = (α,β, K)
posteriorijakaumasta. Na¨in ollen kaikki kolme menetelma¨a¨ ovat Bayes-menetelmille
ominaiseen tapaan hyvin laskentaintensiivisia¨.
4.2 Logspline- ja Bayes-Logspline -menetelma¨
Bayes-SiZer -menetelma¨n parametriseksi malliksi valitaan ta¨ssa¨ tyo¨ssa¨ Logspline-
menetelma¨n Bayes-pa¨a¨ttelya¨ soveltava versio, jota ta¨ssa¨ tyo¨ssa¨ kutsutaan Bayes-
Logspline -menetelma¨ksi. Bayes-SiZer -menetelma¨n tarvitsemat silotteet voitaisiin
toteuttaa myo¨s muillakin edella¨ mainituilla menetelmilla¨, mutta Bayes-Logspline
-menetelma¨ on idealtaan yksinkertainen eika¨ siina¨ tehda¨ oletuksia normaalijakautu-
neisuudesta. Seuraavaksi esitella¨a¨n pa¨a¨piirteissa¨a¨n seka¨ Kooperbergin ja Stonen [14,
15] kehitta¨ma¨ Logspline-menetelma¨ etta¨ Hansenin ja Kooperbergin [11] Logspline-
menetelma¨sta¨ jalostama Bayes-Logspline -menetelma¨. Splinifunktioita eli splineja¨
koskevan teorian osalta viitataan la¨hteeseen [20].
Logspline-menetelma¨ssa¨ oletetaan, etta¨ satunnaismuuttuja X ∼ f saa arvoja va¨-
lilta¨ (L,U) ja rajoille sallitaan myo¨s arvot L = −∞ ja U = +∞. Lisa¨ksi olete-
taan, etta¨ s on luonnollinen kuutiollinen splini solmupistein t1, . . . , tK , missa¨ K ≥ 4.
Ta¨llo¨in splini s on korkeintaan ensimma¨ista¨ astetta oleva polynomi va¨leilla¨ (L, t1) ja
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[tK , U). Merkita¨a¨n luonnollisen kuutiollisen spliniavaruuden NS |(L,U) kantafunktioi-
ta 1, B1(· ; t), . . . , BJ(· ; t), missa¨ J = K − 1 ja t = (t1, . . . , tK) ∈ RK . Kooperberg
ja Stone [14] konstruoivat kannan siten, etta¨ B1(· ; t) on lineaarinen negatiivisella
kulmakertoimella va¨lilla¨ (L, t1) ja vakio va¨lilla¨ [tK , U), B2(· ; t), . . . , BJ−1(· ; t) ovat
vakioita va¨leilla¨ (L, t1) ja [tK , U) seka¨ BJ(· ; t) on lineaarinen positiivisella kulma-
kertoimella va¨lilla¨ [tK , U) ja vakio va¨lilla¨ (L, t1).
Olkoon G ⊂ NS |(L,U) kantafunktioiden B1(· ; t), . . . , BJ(· ; t) viritta¨ma¨ aliavaruus,
jolle pa¨tee dimG = J . Jos g ∈ G, niin se on muotoa
g(x ; β, t) = β1B1(x ; t) + · · ·+ βJBJ(x ; t) , x ∈ R , (15)
missa¨ β = (β1, . . . , βJ) ∈ RJ . Tuntemattoman tiheysfunktion f logaritmin oletetaan
nyt noudattavan mallia
log f(x ; β, t) = C(β, t) + g(x ; β, t) , x ∈ R . (16)
Ta¨llo¨in tiheysfunktiota koskevasta ehdosta (1) voidaan ratkaista termi C(β, t), silla¨
1 =
∫ U
L
exp
{
log f(x ; β, t)
}
dx =
∫ U
L
exp
{
C(β, t)
}
exp
{
g(x ; β, t)
}
dx
⇔ exp {C(β, t)} = [ ∫ U
L
exp
{
g(x ; β, t)
}
dx
]
−1
⇔ C(β, t) = − log
[ ∫ U
L
exp
{ J∑
j=1
βjBj(x ; t)
}
dx
]
.
Jotta mallin (16) tuottama estimaatti olisi a¨a¨rellinen, vaaditaan, etta¨ kerroinvek-
tori β toteuttaa kiintea¨lla¨ solmuvektorilla t ehdon C(β, t) < ∞ tai ekvivalentisti
molemmat ehdoista
(i) L > −∞ tai β1 < 0
(ii) U < +∞ tai βJ < 0 .
Olkoon X1, . . . , Xn ∼ f satunnaisotos. Logspline-menetelma¨ssa¨ hyo¨dynneta¨a¨n suu-
rimman uskottavuuden menetelma¨a¨, jossa solmuvektorin t ollessa vakio maksimoi-
daan log-uskottavuusfunktiota
`(β, t) =
n∑
i=1
log f(Xi ; β, t) =
n∑
i=1
J∑
j=1
βjBj(Xi ; t) + nC(β, t) (17)
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parametrin β ∈ B suhteen. Ka¨yta¨nno¨ssa¨ maksimointi tapahtuu numeerisesti Newton-
Raphson -menetelma¨n avulla [25]. Saatava tiheysfunktion estimaatti fˆn(x ; βˆ, t) riip-
puu kuitenkin voimakkaasti ka¨ytetyista¨ solmupisteista¨. Erityisesti solmujen luku-
ma¨a¨ra¨ K sa¨a¨telee estimaatin silotteen ma¨a¨ra¨a¨ siten, etta¨ mita¨ pienempi K on si-
ta¨ silotetumpi estimaatti saadaan. Solmujen lukuma¨a¨ra¨n ja sijaintien valitsemiseksi
sovelletaan niin kutsuttua ahnetta etsinta¨algoritmia (ks. [14]). Ta¨ta¨ ja muita sa-
mankaltaisia automaattisia mallinvalinta-algoritmeja on kuitenkin kritisoitu kaik-
kien mahdollisten mallien joukon liian suppeasta tutkimisesta.
Bayes-logspline -menetelma¨ssa¨ yriteta¨a¨n ratkaista solmupisteiden valintaan liittyva¨t
ongelmat sisa¨llytta¨ma¨lla¨ solmupisteiden valinta Bayes-pa¨a¨ttelyn perustana olevaan
todenna¨ko¨isyysmalliin. Kokonaisuudessaan Bayes-Logspline -menetelma¨n todenna¨-
ko¨isyysmalli muodostuu satunnaismuuttujasta X, aineistostaX = (X1, . . . , Xn), sa-
tunnaismuuttujastaK seka¨ satunnaisvektoreista t = (t1, . . . , tK) ja β = (β1, . . . , βJ),
missa¨ J = K − 1.
Parametrivektorin ψ = (β, t, K) priorijakauma voidaan kirjoittaa hierarkisessa muo-
dossa
p (ψ) = p (β | t) p (t |K) p (K) . (18)
Kooperberg ja Hansen tutkivat artikkelissaan [11] synteettisten aineistojen avulla
useita eri priorijakaumia. Na¨iden tarkastelujen tuloksiin perustuen ta¨ssa¨ tyo¨ssa¨ on
ka¨ytetty solmujen lukuma¨a¨ra¨lleK diskreettia¨ tasaisesti jakautunutta priorijakaumaa
tiheysfunktiolla
p (K) =
{
1
Kmax−Kmin
, kun Kmin ≤ K ≤ Kmax
0 , muuten
, (19)
missa¨ Kmin ja Kmax valitaan sopivasti kuitenkin siten, etta¨ 4 ≤ Kmin < Kmax < n.
Muita vaihtoehtoja parametrin K priorijakaumaksi ovat geometrinen jakauma se-
ka¨ Poisson-jakauma, jota Denison ja ha¨nen kollegansa ka¨ytta¨va¨t regressio-ongelman
yhteydessa¨ artikkelissa [4]. Prioritieta¨myksena¨ solmuvektorista t oletetaan, etta¨ kiin-
tea¨lla¨ solmupisteiden lukuma¨a¨ra¨lla¨ K kaikki solmuvektorit ovat yhta¨ todenna¨ko¨isia¨
ja solmupisteet saadaan kaikkien havaintopisteiden joukosta otannalla ilman takai-
sinpanoa. Voidaan siis kirjoittaa
p (t |K) =
(
n
K
)
−1
. (20)
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Bayes-Logspline -menetelma¨n toteutuksessa solmuvektorin t avulla ma¨a¨ritella¨a¨n spli-
niavaruuden NS |(L,U) kantafunktiot B1(· ; t), . . . , BJ(· ; t). Ta¨ma¨n ja¨lkeen kerroin-
vektorin β priorijakaumaksi ehdolla t asetetaan osittain epa¨aito (engl. partially im-
proper) multinormaalijakauma odotusarvolla 0 ja kovarianssimatriisilla (λA)−1, mis-
sa¨ parametri λ > 0 voidaan tulkita todenna¨ko¨isyysmallin hyperparametriksi ja mat-
riisi A rakentuu muotoa
Aij =
∫ U
L
B′′i (x)B
′′
j (x) dx , 1 ≤ i, j ≤ J
olevista komponenteista (ks. [11]). Vaikka parametri λ voitaisiin sisa¨llytta¨a¨ toden-
na¨ko¨isyysmalliin ja sille voitaisiin muodostaa hyperpriorijakauma, ka¨ytta¨va¨t Koo-
perberg ja Hansen kuitenkin kiinnitettya¨ arvoa. Heida¨n tarkasteluidensa perusteella
ta¨ssa¨kin tyo¨ssa¨ pa¨a¨tettiin ka¨ytta¨a¨ arvoa λ = 1/n.
Bayes-Logspline -menetelma¨ssa¨ pyrita¨a¨n muodostamaan tuntemattomalle tiheys-
funktiolle prediktiivinen estimaatti, mutta kaavassa (13) olevan posteriorijakauman
p (ψ |x) = p (x |ψ) p (ψ)
p (x)
tuntematon normalisointitekija¨ p (x) esta¨a¨ ratkaisemasta kaavan (13) integraalia
analyyttisesti. Ongelman ratkaisemiseksi Bayes-Logspline -menetelma¨ssa¨ hyo¨dyn-
neta¨a¨n Greenin [10] kehitta¨ma¨a¨ Markovin ketju Monte Carlo -otantamenetelma¨n
versiota nimelta¨ Reversible Jump MCMC (RJMCMC), jonka avulla voidaan poimia
otos parametrivektorin ψ posteriorijakaumasta. RJMCMC-otantamenetelma¨n eri-
koisuutena on, etta¨ sen avulla voidaan poimia otos vaihtuvadimensioisen vektorin,
kuten ψ, jakaumasta. Perinteiset MCMC-menetelma¨t, kuten Gibbsin ja Metropo-
liksen–Hastingsin otantamenetelma¨ [3, 9], eiva¨t na¨in ollen sovellu lainkaan ka¨ytetta¨-
viksi Bayes-Logspline -menetelma¨n yhteydessa¨. RJMCMC-otantamenetelma¨n ka¨y-
to¨n johdosta Bayes-Logspline -menetelma¨ on kuitenkin hyvin laskentaintensitiivinen.
Laskennan vaatimuksia lisa¨a¨ se, ettei Logspline-menetelma¨n joustavuuden johdosta
RJMCMC-otantamenetelma¨n toteutuksessa voida hyo¨dynta¨a¨ konjugaattijakaumia
lainkaan.
4.3 Bayes-SiZer -menetelma¨n toteutus
SiZer-menetelma¨n periaatteiden mukaisesti ei myo¨ska¨a¨n Bayes-SiZer -menetelma¨ssa¨
pyrita¨ tekema¨a¨n pa¨a¨telmia¨ todellisesta tiheysfunktiosta, vaan tarkastelut kohdiste-
taan tuntemattoman tiheysfunktion silotteisiin. Na¨iden avulla pyrita¨a¨n konstruoi-
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maan menetelma¨n tulokseksi SiZer-va¨rikarttoja tehokkaampia Bayes-SiZer -va¨ri-
karttoja. Va¨rikarttojen luonti kuitenkin edellytta¨a¨ silotteiden riippumista vain yk-
siulotteisesta silotusparametrista ja Bayes-Logspline -menetelma¨ssa¨, kuten muissa-
kin edella¨ mainituissa parametrisissa Bayes-menetelmissa¨, silotteen sileyteen vaikut-
tavia tekijo¨ita¨ ovat kaikki moniulotteisen parametrivektorin ψ komponentit. Siksi
Bayes-SiZer -menetelma¨ toteutetaan kahdessa eri vaiheessa seuraavasti.
Bayes-SiZer -menetelma¨n ensimma¨inen askel on poimia Bayes-Logspline -menetel-
ma¨n ja ta¨ma¨n hyo¨dynta¨ma¨n RJMCMC-otantamenetelma¨n avulla tiheysfunktioiden
perhe {p (x |ψ(j))}mj=1, missa¨ m on suuri. Na¨iden tiheysfunktioiden tulkitaan edus-
tavan parasta tieta¨mysta¨ tuntemattomasta tiheysfunktiosta, kun aineisto X tun-
netaan. Toisessa askeleessa na¨ista¨ tiheysfunktioista muodostetaan silotteita konvo-
loimalla ne Gaussin ytimen kanssa. Koska SiZer-menetelma¨ssa¨ pa¨a¨telma¨t tehda¨a¨n
tarkasti ottaen silotteiden derivaatoista, konvoloidaan tiheysfunktiot Gaussin yti-
men derivaatalla K ′h. Ta¨llo¨in pa¨a¨ttelyt kohdistetaan konvoloitujen silotteiden deri-
vaattoihin ja SiZer-va¨rikarttojen y-akselilla voidaan kuvata silotusparametrin h tai
sen muunnoksen log10(h) arvoja. Merkita¨a¨n saatuja silotteita δh = p (· |ψ) ∗ K ′h.
Silotteen δh konvoluutio evaluoidaan numeerisesti yli yksiulotteisen hilapisteiko¨n
z1 < · · · < zk, ja samoja hilapisteita¨ ka¨yteta¨a¨n myo¨s Bayes-SiZer -menetelma¨n
tuottamien va¨rikarttojen evaluoinnissa.
Kuvassa 6 on era¨ita¨ Hidalgo-postimerkkiaineistosta Bayes-Logspline -menetelma¨lla¨
tuotettuja estimaatteja p (x |ψ(j)) seka¨ na¨iden keskiarvoka¨yra¨ eli prediktiivinen ti-
heysfunktioestimaatti. Kuvassa 7 esiteta¨a¨n kuvan 6 estimaattien konvoluutiot Gaus-
sin ytimen ja Gaussin ytimen derivaatan kanssa, kun h = 0.0025.
4.4 Bayes-SiZer -va¨rikartat
Perinteisessa¨ SiZer-menetelma¨ssa¨ piirteiden merkitsevyys ja jako va¨rikartan eri va¨-
reihin pa¨a¨teltiin silotteen derivaatan odotusarvon Efˆ ′n(· ; h) luottamusva¨lien avulla.
Bayes-SiZer -menetelma¨ssa¨ ka¨ytetta¨va¨ Bayes-pa¨a¨ttely mahdollistaa kuitenkin to-
denna¨ko¨isyyspa¨a¨telmien teon suoraan silotteen derivaatasta δh. Piirre tulkitaan siis
merkitseva¨ksi mika¨li sen todenna¨ko¨isyys on suurempi kuin 1−α, missa¨ α ∈ (0, 1/2)
on valittu vakio.
Bayes-SiZer -va¨rikarttojen toteutus noudattaa samoja periaatteita kuin Era¨sto¨n
ja Holmstro¨min artikkelissa [7] kehitta¨ma¨ regressio-ongelmiin soveltuva, niin ika¨a¨n
27
0.04 0.06 0.08 0.1 0.12 0.14 0.16
0
20
40
60
80
100
120
140
paksuus (mm)
tih
ey
s
Kuva 6. Hidalgo-postimerkkiaineistosta Bayes-Logspline -menetelma¨lla¨ tuotettuja poste-
riorika¨yria¨ (sinisella¨) seka¨ prediktiivinen tiheysfunktio (punaisella).
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Kuva 7. Vasemmassa kuvassa Hidalgo-postimerkkiaineistosta Bayes-Logspline -
menetelma¨lla¨ tuotettujen posteriorika¨yrien silotteet seka¨ oikeassa kuvassa silotteiden de-
rivaatat silotusparametrin arvolla h = 0.0025.
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Bayes-pa¨a¨ttelya¨ hyo¨dynta¨va¨ BSiZer. Bayes-SiZer -va¨rikartoissa ka¨ytetyt va¨rit ovat
kuitenkin BSiZerista poiketen ta¨ysin samat kuin perinteisten SiZer-va¨rikarttojen va¨-
rit. Ainoa poikkeus SiZer-va¨rikarttoihin on, ettei Bayes-SiZer -va¨rikartoissa esiinny
menetelma¨ssa¨ ka¨ytetyn Bayes-pa¨a¨ttelyn johdosta harmaata va¨ria¨ lainkaan.
Pisteitta¨isiin luottamusva¨leihin perustuvan SiZer-va¨rikartan vastine saadaan jaka-
malla evaluointipisteiden indeksijoukko {1, . . . , k} kolmeen osajoukkoon
Is = {i |P(δh(zi) > 0) ≥ 1− α} ,
Ip = {i |P(δh(zi) < 0) ≥ 1− α} ,
I l = {1, . . . , k}\(Is ∪ Ip) .
(21)
Piste (zi, h) va¨rja¨ta¨a¨n siis va¨rikartassa siniseksi, punaiseksi tai lilaksi sen mukaan
kuuluuko i joukkoon Is, Ip vai I l.
Samanaikaisiin luottamusva¨leihin perustuvan SiZer-va¨rikartan vastine saadaan jaka-
malla evaluointipisteiden indeksijoukko {1, . . . , k} kolmeen pistevieraaseen osajouk-
koon Js, Jp ja J l = {1, . . . , k}\(Js ∪ Jp) siten, etta¨
P(δh(zi) > 0, kun i ∈ Js ja δh(zi) < 0, kun i ∈ Jr) ≥ 1− α . (22)
Piste (zi, h) va¨rja¨ta¨a¨n siis va¨rikartassa siniseksi, punaiseksi tai lilaksi sen mukaan
kuuluuko i joukkoon Js, Jp vai J l. Todenna¨ko¨isyysmitan P monotonisuudesta seu-
raa, etta¨ Js ⊂ Is ja Jp ⊂ Ip, joten J l ⊃ I l. Era¨sto¨ ja Holmstro¨m kuitenkin huo-
mauttavat, etta¨ osajoukkoja Js ja Jp ei voida valita yksika¨sitteisesti [7]. He ehdotta-
vat yhtena¨ ratkaisuna samanaikaisten Bayes-luottamusva¨lien (engl. credible interval)
ka¨ytto¨a¨.
Olkoon ∆ > 0 sellainen, etta¨ se toteuttaa ehdon
P
(
max
i=1,...,k
∣∣∣∣δh(zi)− Eδh(zi)s(δh(zi))
∣∣∣∣ ≤ ∆
)
= 1− α , (23)
missa¨ s(δh(zi)) on termin δh(zi) keskihajonta. Ta¨llo¨in ehto (22) toteutuu, kun vali-
taan
Js = {i |Eδh(zi)−∆ s(δh(zi)) > 0}
Jp = {i |Eδh(zi) + ∆ s(δh(zi)) < 0} .
(24)
Kaavojen (21) ja (23)-(24) todenna¨ko¨isyyksien, odostusarvojen ja hajontojen eva-
luointi tapahtuu menetelma¨n numeerisessa toteutuksessa Bayes-Logspline -menetel-
ma¨sta¨ saatavan otoksen avulla.
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Kuvassa 8 esiteta¨a¨n Hidalgo-postimerkkiaineiston avulla tuotetut alueisiin (21) ja
(24) perustuvat Bayes-SiZer -va¨rikartat. Kuten kuvan 5 SiZer-va¨rikartoissa, myo¨s
nyt samanaikaiset luottamusva¨lit tuottavat konservatiivisemman va¨rikartan kuin
pisteitta¨iset luottamusva¨lit. Bayes-pa¨a¨ttelyn ansiosta Bayes-SiZer -va¨rikartat eiva¨t
siis sisa¨lla¨ harmaata va¨ria¨ lainkaan mahdollistaen pa¨a¨telmien teon myo¨s Hidalgo-
postimerkkiaineiston reuna-alueilla. Seuraavassa luvussa vertaillaan ja analysoidaan
perinteisen SiZer-menetelma¨n ja Bayes-SiZer -menetelma¨n eroja tarkemmin synteet-
tisten ja empiiristen aineistojen avulla.
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Kuva 8. Hidalgo-postimerkkiaineistosta tuotetut Bayes-SiZer -va¨rikartat. Vasemman-
puoleinen kartta on tuotettu ka¨ytta¨en pisteitta¨isia¨ todenna¨ko¨isyyksia¨ ja oikeanpuoleinen
ka¨ytta¨en samanaikaisia Bayes-luottamusva¨leja¨. Molemmissa kartoissa on ka¨ytetty arvoa
α = 0.05.
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5 Testausta
Ta¨ssa¨ luvussa vertaillaan perinteisen SiZer-menetelma¨n ja Bayes-SiZer -menetelma¨n
toimintaa seka¨ tuloksia yhden synteeettisen ja kahden empiirisen aineiston avulla.
Koska menetelmien varsinaiset tulokset ovat va¨rikarttoja, kohdistuvat tarkastelut
la¨hinna¨ karttojen visuaalisiin eroihin. Luvussa 5.1 esitella¨a¨n ka¨ytetyt aineistot, joi-
den valinnassa on pyritty huomioimaan, etta¨ hyvilta¨ tilastollisilta menetelmilta¨ vaa-
ditaan soveltuvuutta mahdollisimman erilaisiin aineistoihin. Varsinaisten tulosten
tarkastelu esiteta¨a¨n kohdassa 5.2.
5.1 Aineistot
Bayes-SiZer -menetelma¨n testausta varten on valittu edella¨ esitetyn Hidalgo-posti-
merkkiaineiston lisa¨ksi yksi synteettinen aineisto ja kaksi empiirista¨ aineistoa. Mo-
lemmat empiiriset aineistot ovat esiintyneet useasti tilastollisessa kirjallisuudessa eri
menetelmien yhteydessa¨, mika¨ on osaltaan vaikuttanut aineistojen valintaan. Syn-
teettisen aineiston perustana oleva tiheysfunktio on myo¨skin tunnettu, silla¨ se kuu-
luu Marronin ja Wandin [17] kehitta¨mien 15 testitiheysfunktion joukkoon. Tiheys-
funktio tunnetaan nimella¨ Marronin–Wandin tiheys #10 tai sen muotoa kuvaavalla
englanninkielisella¨ nimella¨ claw. Marronin–Wandin tiheys #10 muodostuu kuuden
normaalijakauman sekoitteesta, jossa normaalijakaumien tiheysfunktioille asetetaan
odotusarvot, varianssit ja painot seuraavasti
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Marronin–Wandin tiheys #10 on esitetty kuvan 9 vasemmassa yla¨nurkassa.
Ensimma¨inen empiirisista¨ aineistoista ka¨sittelee Yhdysvalloissa sijaitsevan Buffalon
kaupungin lumitilannetta vuosina 1910-1972 (engl. Buffalo snowfall data). Aineisto
koostuu 63 vuotuisesta lumen syvyyden (tuuma) yksiulotteisesta mittauksesta. Myo¨s
pienen kokonsa johdosta ta¨ma¨ aineisto soveltuu erinomaisesti SiZer- ja Bayes-SiZer
-menetelmien vertailuun. Aineistoa on tutkittu esimerkiksi la¨hteessa¨ [21], jossa se
on myo¨s esitetty kokonaisuudessaan. Jatkossa ka¨yteta¨a¨n aineistosta nimea¨ Buffalo-
aineisto.
Toinen empiirinen aineisto ka¨sittelee Yhdysvalloissa Yellowstonen kansallispuistos-
sa sijaitsevaa Old faithful -geysiria¨ (engl. Old faithful geyser data). Aineisto sisa¨lta¨a¨
mittauksia geysirin 295 pera¨kka¨isen purkauksen kestoista minuutteina mitattuna.
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Vaikka nimi Old faithful viittaakin geysirin ikuiseen deterministiseen toimintaan,
on sen purkauksissa kuitenkin havaittu muutoksia. Lisa¨tietoa geysirista¨ saa Yel-
lowstonen Internet-sivuilla http://www.yellowstone.com, missa¨ geysirin toimin-
taa voi seurata myo¨s reaaliaikaisesti. Aineisto on puolestaan ladattavissa Internet-
osoitteesta http://www.quantlet.org/mdbase/. Jatkossa ka¨yteta¨a¨n aineistosta ni-
mea¨ geysir-aineisto.
5.2 Tulokset
Kuvassa 9 on esitetty Marronin-Wandin tiheys #10 seka¨ kolme Bayes-SiZer -va¨ri-
karttaa, jotka on konstruoitu tiheyden #10 jakaumasta poimittujen erikokoisten
otosten avulla. Oikeassa yla¨nurkassa oleva Bayes-SiZer -va¨rikartta vastaa otoskokoa
n = 50, vasemmassa alanurkassa oleva otoskokoa n = 500 ja oikeassa alanurkassa
oleva otoskokoa n = 5000. Kaikki va¨rikartat on tuotettu ka¨ytta¨en luottamustason
ma¨a¨rittelemiseksi arvoa α = 0.05. Jokaista kuvan 9 Bayes-SiZer -va¨rikarttaa varten
poimittiin Bayes-Logspline -menetelma¨lla¨ 1000 suuruinen otos parametrivektorin ψ
posteriorijakaumasta. Konvergenssin todettiin tapahtuneen 200 iteraation ja¨lkeen,
joten lopulliseksi posterioriotoksen kooksi ja¨i m = 800. Va¨rikarttoihin on myo¨s li-
sa¨tty pa¨a¨telmien teon helpottamiseksi ja silottamisen ma¨a¨ra¨n havainnollistamiseksi
kaksi valkoista ka¨yra¨a¨, joiden eta¨isyys toisistaan on 4h. Ta¨ma¨ perustuu siihen, et-
ta¨ silotusparametrilla h Gaussin ytimen Kh voidaan tulkita olevan oleellisilta osin
positiivinen va¨lilla¨ [−2h, 2h] ja nolla va¨lin ulkopuolella. Na¨iden ka¨yrien esitta¨minen
kuuluu myo¨s perinteiseen SiZer-menetelma¨a¨n.
Tarkastelemalla kuvan 9 Bayes-SiZer -va¨rikarttoja na¨hda¨a¨n selva¨sti otoskoon n vai-
kutus merkitsevien piirteiden lo¨yta¨miseen. Otoskoon kasvaessa lilan va¨rin osuus pie-
nenee va¨rikartoisssa ja merkitsevien moodien lukuma¨a¨ra¨ kasvaa yhdesta¨ todelliseen
lukuma¨a¨ra¨a¨n viisi. Otoskoon ollessa n = 50 na¨hda¨a¨n, etta¨ va¨ha¨inen silottaminen ei
tuo merkitsevia¨ piirteita¨ esiin lainkaan. Vasta otoskoolla n = 500 saadaan varmuut-
ta reunimmaisten moodien seka¨ keskimma¨isen moodin olemassaolosta. Otoskoko
n = 5000 puolestaan riitta¨a¨ mainiosti kaikkien moodien lo¨yta¨miseen.
Kuvassa 10 on esitetty kahdeksan Buffalo-aineistosta ydinestimaattorin avulla tuo-
tettua silotetta. Ytimena¨ on ka¨ytetty Gaussin ydinta¨ ja silotusparametrille h on
annettu arvoja tasaisesti va¨lilta¨ [3, 10]. Silotteen sileydesta¨ riippuen, voidaan havai-
ta moodien lukuma¨a¨ra¨n vaihtelevan yhden ja seitsema¨n va¨lilla¨. SiZer-menetelmien
avulla pyrita¨a¨n selvitta¨ma¨a¨n kuinka moni moodeista todella on merkitseva¨.
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Kuva 9. Vasemmassa yla¨kulmassa on Marronin tiheysfunktio numero 10. Oikealla yl-
ha¨a¨lla¨ olevan Bayes-SiZer -va¨rikartan tekoon on ka¨ytetty otoskokoa n = 50, vasemmalla
alhaalla otoskoko on n = 500 ja oikealla alhaalla n = 5000. Kaikki va¨rikartat on toteutettu
ka¨ytta¨en samanaikaisia Bayes-luottamusva¨leja¨ arvolla α = 0.05. Va¨rikarttoihin on lisa¨tty
myo¨s Gaussin ytimen efektiivisen kantajan ilmoittava (valkoinen) ka¨yra¨.
Kuvan 11 Buffalo-aineiston avulla tuotetuista va¨rikartoista vasemmanpuoleinen on
tuotettu SiZer-menetelma¨lla¨ ja oikeanpuoleinen Bayes-SiZer -menetelma¨lla¨. Molem-
mat va¨rikartat on tuotettu ka¨ytta¨en luottamustason ma¨a¨rittelemiseksi arvoa α =
0.05. Vasemmanpuoleisesta va¨rikartan nojalla SiZer-menetelma¨ tulkitsee ainoastaan
kohdassa 80 tuumaa olevan moodin merkitseva¨ksi. Ta¨ma¨ pa¨a¨telma¨ voidaan siis teh-
da¨ kaikilla silotteilla, joille pa¨tee log10(h) ≥ 0.8. Ta¨ta¨ pienemmille silotusparametrin
arvoille SiZer tunnistaa ainoastaan merkitseva¨n laskun kohdassa 90 tuumaa. Har-
maan va¨rin osuus va¨rikartassa on kuitenkin kohtalaisen suuri. Ta¨ma¨ johtuu osaltaan
aineiston pienuudesta, silla¨ perinteinen SiZer-menetelma¨ ei ta¨llo¨in pysty tekema¨a¨n
pa¨a¨telmia¨ silotteiden derivaatoista. Violetin va¨rin alue kertoo hyvin, miten aineis-
ton havainnot harvenevat kohdan 80 tuumaa ympa¨rilta¨ kohti aineiston reuna-alueita.
Violetin va¨rin alueella SiZer ei havaitse merkitseva¨a¨ laskua eika¨ nousua silotteiden
derivaatoissa.
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Kuva 10. Buffalo-aineistosta tuotettuja ydinestimaatteja eri silotusparametrin arvoilla.
Ytimena¨ on ka¨ytetty Gaussin ydinta¨. Buffalo-aineiston havainnot on merkitty kuvaan y-
akselin arvon 0 alapuolelle symbolilla ”o”. Havaintoja on ta¨ristetty y-akselin suuntaisesti
havaintojen toisistaan erottamisen helpottamiseksi.
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Kuva 11. Buffalo-aineistosta tuotetut va¨rikartat. Vasemmanpuoleinen kartta on tuotettu
SiZer-menetelma¨lla¨ ka¨ytta¨en samanaikaisia luottamusva¨leja¨ ja oikeanpuoleinen kartta on
tuotettu Bayes-SiZer -menetelma¨lla¨ ka¨ytta¨en samanaikaisia Bayes-luottamusva¨leja¨. Mo-
lemmissa kartoissa on ka¨ytetty arvolla α = 0.05 saatavaa luottamustasoa.
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Buffalo-aineiston tapauksessa SiZer-menetelma¨n heikkous on, etta¨ silotteilla, joille
pa¨tee log10(h) < 0.8, ei harmaan alueen johdosta voida pa¨a¨tella¨ olevan ainuttakaan
95 % luottamustasolla merkitseva¨a¨ moodia. Kuitenkin esimerkiksi kuvan 10 va¨hi-
ten silea¨lla¨ silotteella (h = 3 eli log10(h) ≈ 0.5) havaitaan selkea¨sti olevan useita
moodeja.
Kuvan 11 oikeanpuoleisen va¨rikartan toteutusta varten poimittiin Bayes-Logspline -
menetelma¨lla¨ 10000 suuruinen otos parametrivektorin ψ posteriorijakaumasta.
RJMCMC-algoritmin konvergenssia tarkasteltiin visuaalisesti hyo¨dynta¨en kuvan 12
kaltaisia tilastoja, joissa on kuvattu mallien log-uskottavuuksien ja solmujen luku-
ma¨a¨rien ka¨ytta¨ytymista¨ suhteessa algoritmin iteraatioihin. Na¨iden tarkastelujen pe-
rusteella ketjun pa¨a¨teltiin saavuttaneen tasapainojakaumansa jo 500 iteraation ja¨l-
keen, joten lopullisen otoksen kooksi saatiin m = 9500. Ta¨ma¨n otoksen avulla muo-
dostetusta va¨rikartasta na¨hda¨a¨n, etta¨ myo¨s Bayes-SiZer -menetelma¨n mukaan koh-
dan 80 tuumaa moodi on lumen syvyyden tiheysfunktion ainoa merkitseva¨ moodi.
Bayes-SiZer -va¨rikartta ei kuitenkaan ka¨rsi harmaan alueen tieta¨ma¨tto¨myydesta¨,
vaan pa¨a¨telma¨t on mahdollista tehda¨ y-akselin koko arvoalueella. Kuitenkin myo¨s
Bayes-SiZer -va¨rikartta tulkitsee pienimpien silotusparametrien arvoilla tiheysfunk-
tion olevan vailla moodia. Kuvan 13 va¨rikartoista kuitenkin na¨hda¨a¨n kuinka mo-
lemmat menetelma¨t pystyva¨t parempaan pa¨a¨ttelyyn myo¨s pienimmilla¨ silotuspara-
metrin arvoilla, kun vaadittua luottamustasoa pienenneta¨a¨n eli parametrin α arvoa
suurennetaan. Kuvan 13 oikeanpuoleisessa Bayes-SiZer -va¨rikartassa on sovellettu
artikkelin [7] ideaa ja lisa¨tty sinisiin ja punaisiin alueisiin va¨riskaalat ilmaisemaan
vastaavien todenna¨ko¨isyyksien suuruuksia.
Kuvassa 14 esiteta¨a¨n viisi geysir-aineistosta tuotettua ydinestimaattia, joissa ytime-
na¨ on ka¨ytetty Gaussin ydinta¨. Kuvan 14 jokaiseen silotteeseen on myo¨s merkitty
ka¨ytetyn silotusparametrin h arvo. Huomattavaa on, etta¨ vaikka silotusparamet-
rin arvoa h = 0.1 vastaavassa silotteessa na¨ytta¨isi olevan kaksi melkein yhta¨suurta
moodia, niin silotusparametrin h suurentuessa vasemmanpuoleinen moodi ja¨a¨ ai-
na pienenmma¨ksi kuin oikeanpuoleinen moodi. Ta¨ma¨ havainto hera¨tta¨a¨ kysymyksia¨
vasemmanpuoleisen moodin olemasssaolosta ja merkitsevyydesta¨.
Kuvan 15 geysir-aineiston avulla tuotetuista va¨rikartoista vasemmanpuoleinen on
tuotettu SiZer-menetelma¨lla¨ ja oikean puoleinen Bayes-SiZer -menetelma¨lla¨. Mo-
lemmat va¨rikartat on tuotettu ka¨ytta¨en luottamustason ma¨a¨rittelemiseksi arvoa
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Kuva 12. RJMCMC-algoritmin konvergenssitilastoja Buffalo-aineistolla.
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Kuva 13. Buffalo-aineistosta tuotetut va¨rikartat. Vasemmanpuoleinen kartta on tuo-
tettu SiZer-menetelma¨lla¨ ka¨ytta¨en samanaikaisia luottamusva¨leja¨, kun taas oikeanpuo-
leinen kartta on tuotettu Bayes-SiZer -menetelma¨lla¨ ka¨ytta¨en samanaikaisia Bayes-
luottamusva¨leja¨. Molemmissa kartoissa on ka¨ytetty arvolla α = 0.2 saatavaa luottamusta-
soa.
α = 0.05. Sileimmilla¨ silotteilla SiZer-menetelma¨ tunnistaa geysirin purkauksen kes-
tolle vain yhden moodin 31
2
minuutin kohdalla. Jos silotusta va¨henneta¨a¨n, niin SiZer-
36
menetelma¨ lo¨yta¨a¨ kaksi moodia kohdista 2 ja 41
2
minuuttia. Kohdassa 2 minuuttia
olevan moodin merkitsevyys pienilla¨ silotusparametrin arvoilla ja¨a¨ kuitenkin SiZer-
va¨rikartassa epa¨selva¨ksi, silla¨ alueessa log 10(h) < −1 pa¨a¨telmien teko on harmaan
alueen johdosta epa¨varmaa.
Kuten Buffalo-aineiston tapauksessa, Bayes-SiZer -va¨rikarttaa varten poimittiin
Bayes-Logspline -menetelma¨lla¨ 10000 suuruinen otos parametrivektorin ψ posterio-
rijakaumasta. Visuaalisten tarkastelujen perusteella ketjun pa¨a¨teltiin saavuttaneen
tasapainojakaumansa 2000 iteraation ja¨lkeen. Lopullisen otoksen kooksi ja¨i siten
m = 8000. Ta¨ma¨n otoksen avulla muodostettu va¨rikartta yhtyy perinteisen SiZer-
menetelma¨n tekemiin pa¨a¨telmiin geysir-aineiston piirteista¨ alueessa log 10(h) ≥ −1.
Bayes-SiZer -menetelma¨lla¨ pa¨a¨ttelyt voidaan kuitenkin ulottaa luotettavasti myo¨s
alueelle log 10(h) < −1. Ta¨lla¨ alueella Bayes-SiZer -menetelma¨ ei kuitenkaan ena¨a¨
tulkitse kohdassa 2 minuuttia olevaa moodia riitta¨va¨n merkitseva¨ksi. Menetelma¨
tunnistaa edelleen silotteiden derivaatoissa merkitseva¨n nousun kohdassa 1.8 mi-
nuuttia mutta ei sen ja¨lkeista¨ laskua. Kohdasa 41
2
minuuttia olevan moodin merkit-
sevyydesta¨ ei sen sijaan ole epa¨selvyytta¨.
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Kuva 14. Geysir-aineistosta tuotettuja ydinestimaatteja eri silotusparametrin arvoilla.
Ytimena¨ on ka¨ytetty Gaussin ydinta¨.
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Kuva 15. Geysir-aineistosta tuotetut va¨rikartat. Vasemmanpuoleinen kartta on tuo-
tettu SiZer-menetelma¨lla¨ ka¨ytta¨en samanaikaisia luottamusva¨leja¨, kun taas oikeanpuo-
leinen kartta on tuotettu Bayes-SiZer -menetelma¨lla¨ ka¨ytta¨en samanaikaisia Bayes-
luottamusva¨leja¨. Molemmissa kartoissa on ka¨ytetty arvolla α = 0.05 saatavaa luottamus-
tasoa.
6 Johtopa¨a¨to¨kset
Edella¨ esitettyjen esimerkkien tapauksissa Bayes-SiZer -menetelma¨lla¨ on saavutet-
tu parannuksia SiZer-menetelma¨n suoritukseen. Hyo¨dynta¨ma¨lla¨ Bayes-pa¨a¨ttelya¨ on
voitu va¨ltta¨a¨ SiZer-menetelma¨ssa¨ esiintyva¨t normaaliapproksimaatiot ja lo¨yta¨a¨ na¨in
aineistosta piirteita¨ alueilla, joissa se ei SiZer-menetelma¨lla¨ ole mahdollista. Lisa¨k-
si mahdollisuus tehda¨ pa¨a¨telmia¨ ka¨ytta¨en hyvinkin pienia¨ silotusparametrin arvoja
mahdollistaa pa¨a¨telmien teon silotteiden sijasta suoraan tuntemattomasta tiheys-
funktiosta itsesta¨a¨n.
Tiheysfunktion estimointiin tarkoitetuissa Bayes-menetelmissa¨ ei juurikaan voida
hyo¨dynta¨a¨ konjugaattijakaumia (vrt. [7]). Ta¨ma¨n johdosta posterioriotoksen poimin-
taan ka¨ytetyt MCMC-otantamenetelma¨t ovat laskennallisesti hyvin raskaita. Bayes-
SiZer -menetelma¨ssa¨ laskentaintensiivisyys na¨kyy Bayes-Logspline -menetelma¨n kaut-
ta tehden Bayes-SiZer -menetelma¨n paljon perinteista¨ SiZer-menetelma¨a¨ hitaam-
maksi. Na¨in ollen Bayes-SiZer -menetelma¨ ei sovellu perinteisen SiZer-menetelma¨n
tavoin nopeaksi tyo¨kaluksi data-analyysiin. Laskennallista nopeutta voidaan saa-
vuttaa Bayes-Logspline -menetelma¨a¨n hyo¨dynta¨ma¨lla¨ ta¨ssa¨ tyo¨ssa¨ ka¨ytetyn ohjel-
makoodia tulkkaavan MATLAB-ohjelmiston sijaan jotakin matalan tason ka¨a¨nnet-
ta¨va¨a¨ ohjelmointikielta¨ kuten C, C++ tai Fortran. Lisa¨ksi posterioriotoksen poimin-
38
ta Bayes-Logspline -menetelma¨n sijaan jollakin muulla Bayes-menetelma¨lla¨, kuten
artikkelin [19] normaalijakaumien sekoitteeseen perustuvalla menetelma¨lla¨, saattaisi
parantaa Bayes-SiZer -menetelma¨n laskennallista tehokkuutta. Ta¨ma¨n mahdollisuu-
den selvitta¨minen ja¨teta¨a¨n jatkotutkimusten tehta¨va¨ksi.
Vaikka MCMC-otantamenetelmien toteutusta voitaisiinkin nopeuttaa, eiva¨t ne so-
vellu ka¨ytetta¨viksi mustien laatikoiden tavoin rutiineina, joiden suoritusta ei tarvit-
sisi valvoa. Esimerkiksi ketjujen konvergenssiin ja hyperparametrien valintaan liitty-
viin ongelmiin on aina kiinnitetta¨va¨ huomiota jokaisen aineiston kohdalla erikseen.
Tiheysfunktion estimoinnissa Bayes-SiZer -menetelma¨a¨ voi kuitenkin suositella ka¨y-
tetta¨va¨ksi esimerkiksi tilanteissa, joissa halutaan tarkempaa tietoa niihin kysymyk-
siin, joihin perinteinen SiZer-menetelma¨ ei anna vastausta. Mika¨li muutenkin data-
analyysissa¨ ka¨yteta¨a¨n Bayes-menetelmin saatuja tiheysfunktioestimaatteja, onnis-
tuu Bayes-SiZer -menetelma¨n ka¨ytto¨ ta¨llo¨in nopeasti jo kera¨ttyjen otosten avulla.
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