Abstract. We analyse a new class of higher-order anisotropic total variation which is defined for possibly inhomogeneous, smooth elliptic anisotropies. We prove some properties of the associated tensor space, the existence of solutions to a canonically related regularity-fidelity optimization problem, and we prove a decomposition formula for this new criterion which appears to be helpful for the design of numerical schemes as shown in a companion paper.
1. Introduction. Total variation (TV) regularisation is one of the most prominent regularisation approaches, successfully applied in a variety of imaging problems. Indeed, since [22] , TV played a crucial role for image denoising, image deblurring, inpainting, magnetic resonance image (MRI) reconstruction and many others, see [10] . Extensions of total-variation regularisation are TV-type regularisers that feature higher-order derivatives [11, 12, 20, 23, 25, 9] in particular accommodating for more complex image structures and countering certain TV artefacts such as staircasing -as well as TV regularisers that encode directional information -so as to enhance the quality of the smoothing results along preferred directions -e.g. [4, 26, 5, 14, 24, 17, 19, 18, 16, 15, 13] . Furthermore, an anisotropic total variation is studied in [1] with first derivative order only and a very general metric, possibly discontinuous.
In this paper we consider a new class of TV-type regularisers that we have recently introduced in [21] called total directional variation (TDV). These regularisers extend the higher-order TV regularisation approach [9] called total generalized variation (TGV) and the directional total generalized variation approach [13] that features preferred smoothing along a single, constant direction, to higher-order TV regularisation with spatially-varying directional smoothing. This is done by means of weighting derivatives with 2-tensors, see below.
In [21] we propose the TDV regulariser, discuss its disretisation and numerical solution, and demonstrate its performance on a range of imaging applications such as image denoising, wavelet-based zooming and digital elevation map (DEM) interpolation with applications to atomic force microscopy (AFM) data. In this paper we give a theoretical analysis of the TDV regulariser in the continuum.
Let Ω be a bounded Lipschitz domain. We address the analysis of the higher-order total 1.1. Related works. The use of modified total variation regulariser in imaging processing has increased in the last decades, with the aim to enhance the local information in images. We refer to the introduction of the complementary part of this work [21] for a detailed review.
For our purposes it is useful to recall the total generalized variation [9, 8, 7] which appear in many image processing tasks. It is defined for a derivative order Q ≥ 1 as:
where Sym Q+ (R d ) is the space of symmetric tensors, α = (α 0 , . . . , α Q−1 ) is a positive weight vector, div Ψ = trace(∇ ⊗Ψ) and div j Ψ = trace j (∇ j ⊗Ψ), [9, Equation (2.1)]. In [13] , the directional version of (1.3) is presented for a fixed and single global direction only and for an imaging function u : Ω → R: there, the continuous directional total variation (DTV) and directional total generalized variation (DTGV) are defined as:
where R θ and Λ a are rotation and contraction matrices, respectively, and test functions are constrained to anisotropic ellipses rather then isotropic unitary balls:
, with Ψ ∈ B 1 (0).
Motivation of the paper.
We are interested in the analysis of the regulariser proposed in [21] that generalises (1.4)-(1.5) for handling multiple smoothing directions in the domain Ω ⊂ R 2 . In particular, we define the total directional variation regulariser TDV Q α (u, M) for a fixed order Q and a collection of weighting fields M, with test functions in T Q (R d ), the space of T (R d )-valued functions u of bounded directional variation BDV with respect to M and its generalization to the Q-order called BDV Q , the equivalent representation of the regulariser TDV Q α (u, M). We prove existence of solutions for the TDV Q α − L 2 problem and provide an alternative characterisation of TDV that follows the one given in [8] for TGV.
1.3. Organization of the paper. The paper is organized as follows: we introduce the preliminary notation in Section 2 and the higher-order total directional variation regularisers in Section 3; in Section 4 we discuss the space of functions of bounded directional variation; in Section 5 we show the equivalent decomposition of TDV Q α , with respect to a collection of fields M and in Section 6 we prove the existence of solutions for the TDV Q α − L 2 problem. 2. Preliminaries. In this section we introduce the notation of tensors and function spaces considered for the definition and analysis of TDV.
2.1. Tensors. Following [9] , let T (R d ) and Sym (R d ) be the vector spaces of -tensor and symmetric -tensors in R d , respectively defined as
→ R, such that ξ is -linear and symmetric • let ⊗ be the tensor product for
• let trace(ξ) ∈ T −2 (R d ) be the trace of ξ ∈ T (R d ), with ≥ 2, defined by
where e i is the i-th standard basis vector;
is equipped with the scalar product defined as
We now introduce the derivative operator for tensors and its weighted version. Definition 2.1. Let ∇ = (∂ 1 , . . . , ∂ d ) T be the derivative operator and ξ ∈ T (R d ). The derivative of ξ is defined as (∇ ⊗ξ) ∈ T +1 (R d ) via the following:
The derivative operator weighted by η is defined as η ∇ ∈ T 1 (R d ) and the derivative of ξ ∈ T (R d ) weighted by η is defined as (η ∇ ⊗ξ) ∈ T +1 (R d ) via the following:
Spaces.
Let Ω ⊂ R d be a fixed domain. We define the Lebesgue spaces associated to the -tesnsor fields
is defined as usual: since the vector norm in T (R d ) is a scalar product, then the duality holds:
We denote the Banach space of Q-times continuously differentiable 
Finally, let D(Ω) be the vector space of test functions defined on Ω as follows:
and D (Ω) be the vector space of distributions defined as the continuous dual space of D(Ω), i.e. a distribution T is a map T : D(Ω) → R such that
if and only if the sup in the Radon norm above is finite. In that case u ∈ C 0 (Ω, T (R d )) by density.
Notation.
In what follows, we deal with derivatives of order up to Q > 0. Since the weighting of each derivative order is the core operation of this work, we make use of a collection of weighting tensor fields M = (M j ) Q j=1 . However, when Q = 1 or when only one derivative is involved, the collection M will be identified by its unique weighting tensor, for compact notation purposes only, e.g. M (where subscript is omitted) instead of M for Q = 1.
3. Higher-order total directional variation. For making sense of the distributional formulation of higher-order directional variation in (1.1) we need an integration by parts formula for the weighted derivative of tensors in Definition 2.1. Namely we consider
. We immediately explore the action of M on Ψ:
Lemma 3.1. Let Ω, M, A and Ψ as above. Then:
Proof. Using Einstein notation, we have for every x ∈ Ω:
Therefore we get
In the next lemma, we explore the integration by part property:
Let Ω, M, A and Ψ as above. Then for all M, A, Ψ it holds:
where ν is the outward unit normal on ∂Ω and
Proof. From Lemma 3.1 we have already computed:
From Gauss-Green theorem, in Einstein notation:
Now, by remarking that
Remark 3.4. In general, the divergence operator is defined as div(Ψ) = trace(∇ ⊗Ψ ∼ ). When Ψ is a symmetric tensor, since Ψ ∼ = Ψ, we retrieve div(Ψ) = trace(∇ ⊗Ψ) in [9] .
We can now define the total directional variation of order Q for
and α := (α 0 , . . . , α Q−1 ) be a positive weight vector. Then, the total directional variation of order Q, associated with M and α, is defined as:
where
and the weighted divergence of order q is defined recursively, from Lemma 3.2, as:
Tensor fields of bounded directional variation.
In what follows, we introduce the space of bounded directional variation BDV
, which is the natural space for the TDV regulariser. We also state some results about the kernel of the weighted derivatives. To do so, we will treat the discussion of these spaces for first-and higher-order derivatives, separately, so as to build a recursion rule for tensors of bounded directional variation with weighted derivatives of any order Q > 0.
First order derivative.
As said, when Q = 1 then the collection M is made by one tensor only, namely M: therefore we will use M within this section. We define the total directional variation in terms of the Radon norm.
Definition 4.1. The total directional variation of a T (R d )-valued function u w.r.t. the field M is defined as the Radon norm of M ∇ ⊗u and indicated as:
The space of T (R d )-valued tensor functions u of bounded directional variation of order 1 with respect to the field M is defined as
For simplicity, we denote BDV(u, M,
only, from the equivalence of the norms M ∇ ⊗u M and ∇ ⊗u M we get the identification
with BV(Ω, R), BV(Ω, R d ) the scalar and vectorial bounded variation space [2] , respectively.
be a field such that inf M > 0. Then there exists a constant C depending only on Ω, and M such that
Proof. Let · be the operator norm. We have the desired inequality: 
Remark 4.6. Note also that ker(M ∇) ≡ ker(∇) since the field M is assumed invertible.
Proposition 4.7. There exists a continuous projection R :
Proof. The proof is an easy adaptation of the proof given in [8, Appendix A]. We observe that ker(M ∇) is finite-dimensional, therefore
and since both subspaces are closed, then the open mapping theorem implies that there exists a continuous projection R such that:
with Im(R) = ker(M ∇) and ker(R) = ker(M ∇) ⊥ . As consequence, the adjoint projection
Lemma 4.9. The closure of the set
Proof. We have to check the functional F :
where R is the continuous projection map defined in (4.2).
When F (u j ) < ∞, then R * u j = 0 and the Sobolev inequality gives
for a constant C > 0 ,independently of j. This means that F (u j ) → ∞ and the coercivity is proved. Thus, the Fenchel conjugate of F
is continuous at 0 [6, Theorem 4.4.10]. Since ker(R * ) = Im(I − R * ) we have
The continuity in 0 implies that there exists ε > 0 such that the anisotropic ball B M,ε induced by M, is such that B M,ε (0)
showing that 0 is an interior point.
We can now prove that a distribution u is in BDV(Ω, M, T (R d )) as soon as the weighted derivative M ∇ is a Radon measure. 
⊥ be a Banach space with the induced norm. Let δ > 0 and U from Lemma 4.9, such that B M,δ (0) exists and B M,δ (0) ⊂ U ⊂ X. Thus, by defining
By testing u with − div M Ψ and Ψ ∈ K 1 , we have
, by density we get
i.e. u can be extended to an element in X * . Also, X is a closed subspace of L d (Ω, T (R d )) and by Hahn-Banach theorem u can be extended to
with the distribution u − v ∈ ker(M ∇) and we have
4.2. Higher-order derivatives. When Q order of derivatives are involved, then we deal with the collection of tensors M = (M j ) Q j=1 . For a distribution u ∈ D Ω, T (R d ) we get from Theorem 4.10:
which implies
thus we have 
Definition 4.12.
Let Ω ⊂ R d be a bounded Lipschitz domain and M = (M j ) Q j=1 be a collection of smooth vector fields such that M j ∈ C ∞ (Ω, T 2 (R d )) for each j = 1, . . . , Q. The space of T (R d )-valued tensor functions u of bounded directional variation of order Q with respect to the collection of fields M is defined as
In particular, the spaces are nested and the larger is Q, the smaller is the space. The space
is endowed with the following norm:
Remark 4.13. For fixed , Q and by changing the weights α, TDV Q, α yields equivalent norms and hence the same space. Thus, we can omit the weights in BDV Q (Ω, M, T (R d )).
Properties.
Proposition 4.14. 
By definition of TDV Q,
which is equivalent to u ∈ ker(M Q ∇ ⊗ · · · ⊗ M 1 ∇) in the weak sense. Therefore, TDV Q, α is a semi-norm and BDV Q is a normed linear space. Thus, ker(
is finite-dimensional for each j = 0, . . . , Q − 1 and the latter has to be finite dimensional too. Proof. Fix Q, ∈ N, let M be a collection of fields in T 2 (R d ) and let Ψ ∈ Y M,α . Then for any M and α we take
α is convex. For the lower-semicontinuity, let (u j ) j∈N be a Cauchy sequence in
. From the definition of TDV Q, α , we have:
Then, taking the supremum we have TDV Q,
is a Banach space, with the norm
We have already proved in Proposition 4.15 the lower-semicontinuity. As in [9] , let (u j ) j∈N be a Cauchy sequence in BDV Q (Ω, M, T (R d )). Then it is easy to see that (u j ) is a Cauchy sequence in L 1 (Ω, T (R d )) and a limit u exists so by lower-semicontinuity we have:
and we need only to check that u is the limit in the corresponding norm: from lower-semicontinuity of TDV Q, α on L 1 (Ω, T (R d )) we can choose ε > 0 and an index j * such that for all j > j * we have
and this implies that u j → u in BDV Q (Ω, M, T (R d )).
Equivalent representation.
We are going to interpreter the dual definition of the regulariser TDV Q, α (u, M) in terms of iterated Fenchel duality following the proof given in [8] . Firstly, we prove the following preliminary result.
) * be distributions of order j − 1 and j, respectively. Then
with the right-hand side being finite if and only if
Proof. In the distributional sense, we have for all Ψ ∈ C ∞ c (Ω, T +j (R d )): 
with the minimum being finite if and only if
In order to make use of the Fenchel-Rockafellar duality we introduce the following Banach spaces:
Let z = (z 1 , . . . , z Q−1 ) ∈ Y be the primal variable, w = (w 1 , . . . , w Q ) ∈ X be the dual variables and K ∈ L(X, Y ) be the linear operator defined as 
Let the proper, convex and lower semi-continuous functionals
where I Z is the indicator function of this set, i.e. I Z (z) = 0 if z ∈ Z and I Z (z) = ∞ otherwise. Then, the following identity holds from Definition 3.5:
In the next, we want to obtain the following result:
This follows from [3, Corollary 2.3], once we show
Indeed, let z ∈ Y and define recursively:
. . .
Hence, w ∈ X and −Kw = z ∈ Y . Moreover, for λ > 0 large enough, we have
Therefore, from λ −1 w ∈ dom(F ) and 0 ∈ dom(G), we get the following representation:
This means that (5.3) holds and the minimum is obtained in Y * , which can be written as
Hence, imposing z * 0 = u and z * Q = 0, from G * = 0 the following chain holds:
From Lemma 5.1 we have that each supremum is finite and
By induction, we have z * j ∈ BDV(Ω, M j+1 , T +j (R d )) for each j = 0, . . . , Q so we can take the minimum in (5.3) over all BDV-tensor fields, obtaining (5.2): such minimum is finite if
Remark 5.3. Recursively, the regulariser TDV Q, α can be expressed as:
Remark 5.4. As in [8] , the minimum representation is monotonic with respect to the weights. Indeed let α, β ∈ R Q + with α j ≤ β j for each j = 0, . . . , Q − 1. Then
6. Existence of TDV-regularised solutions. In this section we prove the existence of solutions to TDV-regularised problems of the type:
where F : T (R d ) → R is a fidelity term. In the next, we will follow [8] so as to check that the same results hold in our weighted case and we will proceed often by induction on Q. We proceed by proving the embedding theorems and the existence of a minimiser for (6.1).
6.1. Embeddings. We state some results in view of the embedding Theorems 6.2 and 6.3.
Lemma 6.1. For each Q ≥ 1, ≥ 0 there exists a constant C 1 > 0 depending only on Ω, Q and such that for each u ∈ BDV(Ω, M, T (R d )) and w ∈ ker(TDV
Proof. We argue by contradiction. Suppose that there exists Q and such that the bound doesn't hold. Then there exist (u j ) j∈N and (w j ) j∈N , with each u j ∈ BDV(Ω, M, T ) and
Thus (w j ) j∈N is bounded with respect to the norm · M in the finite dimensional space ker(TDV Q, +1 α ). Therefore, there exists a subsequence relabelled as (w j ) j∈N and converging to w ∈ ker(TDV Q, +1 α ) in the L 1 norm and thus, M ∇ ⊗u j → w. Moreover, u j → 0 implies that M ∇ ⊗u j → 0 by closedness of the gradient and this contradicts M ∇ ⊗u M = 1.
In the next theorem, we prove the continuous embedding of the space BDV into L d/(d−1) .
Proof. In this proof we follow [7, Theorem 4.16] , with E = M ∇ and T (R d ) in place of E = ∇ and Sym (R d ), respectively. We assume d ≥ 2. For u ∈ BDV(Ω, M, T (R d )), we can use the zero extension Eu of u to a bounded domain Ω such that Ω ⊂⊂ Ω as in [7, Corollary 4.15] . Thus the zero extension Eu can be approximated by a sequence of strictly converging continuously differentiable, compactly supported functions (u j ) j∈N . According to the estimate in Lemma 4.4, we have for each j
taking moreover [7, Equation (4.10) ] into account. This establishes the continuous injection. Now, we show that the embedding in Theorem 6.2 is compact for 1 ≤ p < d/(d − 1).
Proof. We aim to prove the compact embedding BDV(Ω, M,
for some s > 0 and all h ∈ R d , |h| ≤ 1 with a constant C independent of u. This result follows by the same argument as in [7, Theorem 4.17] . Let u ∈ BDV(Ω, M, T ) be arbitrary. The zero extension Eu ∈ BDV(Ω , M, T (R d )) has compact support in Ω and thus there exists a smooth sequence (
and to the continuous embedding in Theorem 6.2. The result is obtained by following [7, Theorem 4.17] .
Thus, every bounded sequence in BDV(Ω, M, T (R d )) admit a subsequence which converges in the weak- * sense, while strict convergence implies weak- * convergence. The embeddings above allow to reinterpret weak- * sequences in BDV(Ω, M, T (R d )) as:
• weakly converging sequences in
, with respect to strict convergence.
Existence.
In what follows, we prove the coercivity for TDV Q, α in view of satisfying the conditions of the Tonelli-Weierstraß theorem for the minimisation problem (6.1).
Definition 6.4. For each Q ≥ 1 and ≥ 0 let R Q, be a linear, continuous and onto projection such that
Note that R Q, defined as above always exists since ker(TDV
Thus, the coercivity estimate holds as follows. 
Proof. We proceed by induction on Q. Let Q = 1 and any ≥ 0. Then the first inequality is trivial while the second one is due to the Sobolev inequality.
For the induction step, assume that both results hold for a fixed Q and ≥ 0 and fix ∈ N, α = (α 0 , . . . , α Q ) with α i > 0, Ω and R Q+1, . Assume that the result is true for α = (α 0 , . . . , α Q−1 ) and any ∈ N.
The estimate M 1 ∇ ⊗u M holds for u ∈ BDV(Ω, M 1 , T (R d )). Indeed, by the map R Q, +1 , the Lemma 6.1, the continuous embedding
and the induction hypotheses, we get for w ∈ BDV(Ω, M 1 , T +1 (R d )) the following estimate:
via the minimum representation in Remark 5.3. For the coercivity estimate, assume that it is not true, i.e. there exists (
Since ker(TDV
Also, since the first estimate holds, then
by the continuous embedding. By the compact embedding there exist a subsequence of (
Moreover, the lower semi-continuity leads to
This means that u * ∈ ker(TDV Q+1, α
) and
by the continuous embedding. This contradicts u j − R Q+1, u j = 1 for all j and the coercivity holds. We are now ready to prove the following existence theorem: Furthermore, if u ∈ BDV(Ω, T (R d )) is such that F (u) < ∞ then the minimum is finite.
Proof. We note immediately that the regulariser TDV Q, α (u, M) is finite if and only if u ∈ BDV(Ω, M, T (R d )), otherwise it is trivial to prove that a minimiser exists and it is equal to +∞. Thus, assume F (u) < ∞ for some u ∈ BDV(Ω, M, T (R d )) and consider a minimising sequence (u j ) j∈N for G = F + TDV Q, α . Note that such sequence exists since G is bounded from below. Now, applying the coercivity result in Proposition 6.6 for a p ∈ [p, d/(d − 1)] and p > 1, then there exists a subsequence of (u j ), weakly convergent to u * ∈ L p (Ω, T (R d )). Moreover, since G is convex and lower semi-continuous, we get that u * is a minimiser by weak lower semi-continuity and by assuming that G is proper, the minimum is finite.
From Theorem 6.7, we can conclude as in [8, Corollary 4.3] that there exists a solution for the minimisation problem (6.2) in the context of inverse problems, i.e. when the fidelity term F (u) is defined from a forward operator S : L p (Ω, T (R d )) → Y , linear and continuous in a normed space Y , and the observed data u ∈ Y as:
Of course, for a strictly convex norm · Y the uniqueness of the solution depends on the injectivity of S: in general, uniqueness does not hold since TDV Q, α is not strictly convex.
7. Conclusions. In this work, we have introduced the total directional variation regularizers, providing a precise framework to extend the works of total generalized variation [9] and directional total variation [13] . We have proven the equivalent representation of the total directional variation regularizers for any differentiation order Q, which is the fundamental tool for writing the primal-dual algorithm in imaging applications, see [21] .
