Abstract: Combined Bloch-wave and density functional theory simulations are performed to investigate the effects of different channelling conditions on the fine-structure of electron energy-loss spectra. The simulated spectra compare well with experiments. Furthermore, we demonstrate that using this technique, the site-specific investigation of atomic orbitals is possible. This opens new possibilities for chemical analyses.
Introduction
In 1982, Taftø and Spence first combined electron channelling with analytical transmission electron microscopy (TEM) . They called the technique Atom Location by Channelling Enhanced Microanalysis (ALCHEMI) (Spence and Taftø, 1983) and used it to identify crystallographic sites of atomic species and to analyse impurities. This was done by using the dependence of the characteristic X-ray emission on the orientation of the incident electron beam with respect to the sample when doing energy dispersive X-Ray (EDX) analyses. Since these first experiments, ALCHEMI has been used frequently in analytical microscopy. Soon after the first ALCHEMI experiments, electron channelling was also used in connection with electron energy-loss spectrometry (EELS) . This technique is called Energy Loss by Channelled Electrons (ELCE) .
The principle of both ALCHEMI and ELCE techniques is rather simple. The probe electrons in the crystal can be described as Bloch-waves (Kittel, 2006; Williams and Carter, 2009 ). The Bloch-waves differ, among other things, in the locations of their intensity-maxima. Depending on the orientation of the crystal with respect to the electron beam (described by the excitation error), these Bloch-waves have different weights. If an atom coincides with these intensity maxima, the energy-loss signal or X-ray signal originating from its site will be enhanced. In a simple picture, channelling conditions for the electron beam can be used to probe site-specific chemical signals. The initial enthusiasm with ELCE faded away rapidly, however, when it was realised that the detailed description proves to be more difficult than one might expect.
ALCHEMI, on the other hand, is easier to perform and to interpret than ELCE. This is because in ALCHEMI, only the incoming electron wave has to be considered. For ELCE, not only the incoming wave but also the outgoing electron wave as well as inelastic and elastic scattering processes have to be considered. As the spectrometer is usually placed off axis in ELCE experiments, long acquisition times are necessary and spectra often show a low signal-to-noise ratio. Due to these theoretical and instrumental shortcomings, ELCE was not widely used until recently (Tatsumi and Muto, 2009) .
Usually, measurements are performed under systematic-row conditions in order to have a definite set of Bragg spots excited. This gives rise to a defined set of Bloch-waves. Thus, it is easier to get reproducible experimental conditions which allow to compare theory and measurements more easily. The Bloch-wave intensity distribution in systematic row conditions has been studied extensively by numerous authors (e.g. Williams and Carter, 2009; Nelhiebel, 1999; Hébert et al., 2008) . It was found that it is strongly dependent on sample thickness and beam tilt. Hence, numerical simulations for the experimental set of parameters have to be performed to interpret ELCE measurements.
Even though its mathematical description is demanding, the ELCE technique can be used to study the fine-structure of ionisation edges (energy loss near edge structure -ELNES) in more detail to investigate atomic orbitals with site-specificity. Nelhiebel et al. (2000) investigated the fine-structure by choosing a single (high intensity) direction in the diffraction plane. Here, we go beyond this approach. By analysing the differences in the site-specific ionisation edge fine-structure for different detector positions, we are able to probe different orientations of the final orbitals.
Simulations
We used Rutile (TiO 2 ) as a test system because, due to its tetragonal unit cell, it is suitable to investigate the site-specificity of the ionisation edge finestructure using channelling effects. In Fig. 1 , a schematic of the Rutile unit cell is shown. The arrows depict each atom's local coordinate system. The crystallographic structure's space group gives rise to the fact that the local coordinate systems of some of the Oxygen atoms (depicted in yellow) are rotated by 90
• with respect to those of the other Oxygen atoms (depicted in red). A Figure 1 : Schematic of the Rutile unit cell. Titanium atoms are plotted in grey while Oxygen atoms are plotted in red and yellow. The arrows depict each atom's local coordinate system due to the structure's symmetry (red: x-axis, green: y-axis, blue: z-axis). • detailed description of the bonding situation in Rutile as well as a visualisation using electron density plots is given by Sorantin and Schwarz (1992) , where it is shown that the metal atoms in the structure are octahedrally coordinated by anions. Therefore, the Titanium atoms show an e g -t 2g splitting.
1 Due to the hybridisation between Ti and O orbitals, the splitting can also be seen in the Oxygen projected partial density of states (pDOS). This gives rise to the assumption that by using distinct channelling conditions, the influence of different orbitals on the measured energy-loss spectra can be varied. The Oxygen pDOS is plotted in Fig. 2 . It was calculated using the density functional theory (DFT) simulation package WIEN2k (Blaha et al., 2001) . The calculational details of the unit cell for the calculation can be found in Tab. 1. For the calculation, 1000 k-Points were used and the value for R MT K max was set to 7. The muffin tin radii R MT for the Oxygen and Titanium atoms were chosen to be 1.72 a.u. and 1.94 a.u., respectively.
Due to calculational details 2 , in the following work we keep the focus on the Oxygen K-edge (Hetaba et al., 2012; Laskowski and Blaha, 2010) . We apply a combination of two simulation software packages to calculate the effects of different channelling conditions on the measured Oxygen K-edge electron energy-loss spectra. The first program package uses the Bloch-wave formalism for treating elastic scattering (Löffler and Schattschneider, 2010) , while it uses the mixed dynamic form factor (MDFF) (Kohl and Rose, 1985) to describe inelastic scattering events. The double differential scattering crosssection (DDSC) can be calculated as
γ is the relativistic factor, a 0 is the Bohr radius, k f and k i are the final and the incident wave vectors. The indices g, g , h and h describe vectors in reciprocal space, j, j , l and l are the Bloch-wave indices, ε is the excitation amplitude, the C are the Bloch coefficients and t is the sample thickness. Thẽ γ l andγ l are called Anpassung, their derivation can be found in Williams and Carter (2009) . All variables with a tilde describe the outgoing electron wave, while all variables without a tilde describe the incoming electron wave. q and q describe the momentum transfers and x the position of a target atom. All target atoms are summed over incoherently. S x (q, q , E) is the mixed dynamic form factor of the atom at position x. For more details on this formula, see for example Nelhiebel (1999) , Löffler (2013) and Rusz et al. (2013) .
Using the program, the distribution of the Bloch-waves inside a crystal can be calculated. In Fig. 3 (left) , the Bloch-wave distribution of the incoming electron wave in 70 nm thick Rutile in [1 1 0] projection is plotted. In Fig. 3 (right), the Bloch-wave distribution of the outgoing electron wave that reaches the EELS detector is plotted for the same crystal specifications. One can easily see that for the two electron waves, the amplitude distribution inside the crystal shows quite extensive changes. As the interaction of the beam electrons with the sample happens mainly at the regions in the crystal where the amplitudes have their maxima, interpretation of the measured spectra is not straightforward any more. Therefore, detailed simulations are necessary for measurement interpretation. In order to simulate the effects on the energy-loss spectra caused by these changes of the amplitude distribution, the MDFF has to be calculated.
The MDFF for an atom at the origin can be written as
Again, q and q describe the momentum transfers, while the position operator of the target electron is denoted by r. The initial state of the target with energy E i is described by |i while the final state with energy E f is referred to as |f (Schattschneider et al., 2001) . In order to invesitgate the changes in the ionisation edge fine-structure, we use WIEN2k to describe the target's states in the formula above. The MDFF needed in the first simulation package is calculated based on the cross-density of states (XDOS) and the wave functions of the target electron by TELNES.3 subroutines implemented in WIEN2k Schattschneider et al., 2006; Rusz et al., 2007) .
For the simulations on Rutile shown in this work, the crystallographic data as given in Tab. 1 was used in the input file for the Bloch-wave program. Furthermore, the details of the experimental setup were chosen such that, starting from the [1 1 0] zone axis, a systematic row condition including the (1 1 0) diffraction spot was established. A combination of 5 incoming and 4 outgoing Bloch-waves was used. In order to get a simulation of the Oxygen K-edge energy-loss spectra in the desired energy range of 525 eV to 539 eV, the wave functions of the target electrons and the cross-density of states at a certain energy-loss value has to be extracted from a previous WIEN2k calculation. Then, the DDSCs for this energy-loss value are calculated using the Bloch-wave program. Finally, these steps are repeated until the desired energy-loss range is covered.
When changing the channelling conditions, different colums of Oxygen atoms are probed predominantly (see conditions "A" and "B" in Fig. 4 ). For dipole allowed transitions in the scattering process, those states that lie parallel to the momentum transfer vector q are probed predominantly, as can be seen from the inner product of the momentum transfer vector and the position operator in the exponential function in equation 2. Thus, by changing either the channelling conditions or the direction of the momentum transfer vector, different orbitals can be probed. In our case, changing the channelling conditions and keeping the momentum transfer vector would result in probing predominantly the orbitals that lie in the same direction but in different columns (e.g. as depicted in Fig. 4 the blue orbitals in the yellow column and the green orbitals in the red column). While keeping the channelling conditions the same but changing the direction of the momentum transfer vector would result in probing different orbital directions in the same column. Usually, a combination of both effects is observed in the experimental measurements. This is because in the actual experiment, we change the position of the spectrometer entrance aperture (SEA) with respect to the diffraction pattern by shifting the pattern. This shift changes the direction of the outgoing electron wave and therefore changes the channelling conditions. At the same time, the direction of the momentum transfer vector is changed, as it always "points" from the diffraction spots to the position of the SEA. The resulting spectra for the two channelling conditions "A" and "B" are shown in Fig. 5 . In the next section, these simulations are compared to actual experimental spectra.
Experimental setup
The Rutile sample was prepared in [1 1 0] zone axis using a focused ion beam (FIB) and subsequentially thinned using a GATAN PIPS ion mill. The experiments were conducted using a FEI TECNAI G2 TF20 operated at 200 kV and a FEI TITAN operated at 300 kV. Both instruments have a Gatan GIF Tridiem attached.
The specimen was tilted out of the [1 1 0] zone axis in order to obtain a systematic row condition including the (1 1 0) diffraction spot. Different channelling conditions were established by shifting the diffraction pattern such that the position of the SEA was changed with respect to the diffraction spots. Due to the quasi Lorentzian behaviour of the DDSC, the intensity of the acquired energy-loss spectra decreases very fast when moving the SEA away from the diffraction spots (Löffler et al., 2011) . By increasing the convergence angle, sufficient intensity was gained. As a consequence, the diffraction spots were spread so that the convergence semi-angle was approximately equal to the collection semi-angle (in our experiments about 1 mrad). Under these conditions, Figure 6 : Sketch of the scattering geometry. k 0 , k G and k are momentum vectors, while q and q are momentum transfer vectors. θ and θ are the corresponding scattering angles. 0 and G denote Bragg reflections, while "A", "B" and "C" depict the detector positions as they were used in the experiments.
the experimental spectra are still comparable to the simulated ones, for which an incoming plane wave was assumed. A more convergent beam would require a different calculation (e.g. multisclice simulations). A sketch of the scattering geometry is shown in Fig. 6 . Three different measurement positions are marked "A" to "C". The SEA was placed a third of the distance between the 0 and the G reflection away from the 0 reflection (0.3 0G) and shifted 0.1 0G, 0.2 0G and 0.3 0G perpendicular to the systematic row for measurement postitions "A", "B" and "C", respectively. The energy-loss spectra were aquired using a 2.0 mm SEA, a dispersion of 0.2 eV per pixel and an acquisition time of 30 s. The spectral resolution was determined to be 1.0 eV by measuring the full width at half maximum of the zero loss peak. The specimen thickness of about 70 nm was determined using low loss EELS and the Log-ratio method (Egerton, 1996) . In the next section, the acquired spectra are compared with the simulations calculated using the experimental parameters. Fig. 7 shows, as filled area, the calculated spectra as they arise from the three measurement positions depicted in Fig. 6 . In order to facilitate comparison of the three spectra, they are normalised to the maximum of the first peak, which is necessary as the total intensities for the different detector positions are different. It can be seen that by changing the scattering conditions, the relative heights of the peaks at energy-losses of about 528 eV (corresponding to E F + 4 eV in Fig.  2 ) and about 531 eV (corresponding to E F + 7 eV in Fig. 2 ) can be inverted. As mentioned above, this is due to the change of the direction of the momentum transfer vector q and the subsequent change of the influence of the probed orbitals. At position "A", the p y orbitals are probed predominantly while at position "C", the influence of the p x and p z orbitals is increased. Figure 7 : Simulated electron energy-loss spectra calculated using the experimental paramters described in the previous section depicted as filled area. The experimental spectra are plotted in the corresponding colour on top of the simulated ones. The spectra are all normalised to the maximum of the first peak for easier comparison.
Results and interpretation
condition "B", both orbitals contribute such that the fine-structure exhibits two equally high peaks. The experimentally acquired spectra are plotted on top of the simulations. The measured spectra are also normalised to the maxima of the first peaks. The inversion of the peak height by using scattering conditions "A" and "C" can be seen clearly. The changes in the peak heights as well as the relative intensities of the peaks around 528 eV and around 531 eV reproduce the calculated behaviour very well.
Thus, ELCE can be used to investigate and interpret the site-specific ionisation edge fine-structure in terms of orbitals and their influence on the energy-loss spectra at different scattering conditions.
Conclusion
A combination of two software packages was applied to simulate site-specific electron energy-loss spectra. In the first program, the effects of elastic scattering were treated in a Bloch-wave formalism, while the DFT software package WIEN2k was used to calculate the inelastic scattering process. Comparing the simulations with experimental measurements shows a very good agreement. Furthermore, it was demonstrated on Rutile that using channelling effects and different detector positions, the site-specific investigation of the atomic orbitals is possible by interpreting the changes in the fine-structure of the energy-loss spectra. As the interpretations of the spectra is not straightforward, comparison with simulated spectra is necessary. In contrast to the early years of channelling experiments, these calculations can now be performed at reasonable computa-tional cost. Moreover, making use of the crystal periodicity, site-specific measurements can be performed to investigate the atoms at different positions in the unit cell without the need for atomic resolution scanning TEM.
Therefore, this technique illustrates new possibilities for chemical and structural analysis in the TEM using ELCE, which is transforming from a rather rarely used method to a powerful application. Possible future applications include the investigation of materials used as catalysts like Vanadium Oxides or MoVTeO.
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