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ON THE DIMENSION OF GRAPHS OF WEIERSTRASS-TYPE
FUNCTIONS WITH RAPIDLY GROWING FREQUENCIES
KRZYSZTOF BARAN´SKI
Abstract. We determine the Hausdorff and box dimension of the fractal graphs for a
general class of Weierstrass-type functions of the form f(x) =
∑
∞
n=1
an g(bnx+θn), where
g is a periodic Lipschitz real function and an+1/an → 0, bn+1/bn → ∞ as n → ∞.
Moreover, for any H,B ∈ [1, 2], H ≤ B we provide examples of such functions with
dimH(graph f) = dimB(graph f) = H , dimB(graph f) = B.
1. Introduction
In this paper we study the dimension of the graphs of real functions of the form
(1) f : R→ R, f(x) =
∞∑
n=1
an g(bnx+ θn),
where g : R→ R is a non-constant periodic Lipschitz function, an, bn > 0 with bn+1/bn →
∞ as n→∞ and θn ∈ R. The most well-known class of functions of the form (1) is the one
with bn = b
n, an = b
−αn for b > 1, α ∈ (0, 1), including the famous Weierstrass example of
a continuous nowhere differentiable function on the interval. In spite of many efforts (see
e.g. [4, 5, 6, 9, 10] and the references therein), the question of determining the Hausdorff
dimension of the graphs of such functions is still (mostly) open.
It turns out that the case bn+1/bn →∞ is easier to handle. Probably the first to study
such functions were Besicovitch and Ursell in 1937 [1], who considered the case when g is the
“sawtooth” function Λ(x) = dist(x,Z), with an = b
−α
n for some α ∈ (0, 1) and θn = 0. In
that case, they showed that if the sequence bn+1/bn increases to∞ and log bn+1/ log bn → 1
as n→∞, then the Hausdorff dimension of the graph of f is equal to 2− α. Moreover, if
bn = b
βn−1
1 where b1 > 1 (then log bn+1/ log bn → β as n→∞) and
β =
(1− α)(2−H)
α(H − 1)
for 1 < H < 2− α, then the graph of f has Hausdorff dimension H .
In 1995, Wingren showed in [11] that the graph of the function
f(x) =
∞∑
n=1
2−nΛ(22
n
x)
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has Hausdorff dimension equal to two (and so has any subset of the graph whose projection
on the real axis has positive Lebesgue measure). In [7] Liu showed that any such subset of
the graph of the function
f(x) =
∞∑
n=1
2−n(n−1)−1 Λ(2n(n+1)+1x)
has Hausdorff dimension equal to one and infinite 1-Hausdorff measure.
Recently, Carvalho [2] showed that if g is a periodic Lipschitz function, such that g is
increasing on some interval I1 and decreasing on some interval I2, with |g(x) − g(y)| >
δ|x − y| for every x, y in I1 and every x, y in I2, for some constant δ > 0, moreover
log bn+1/ log bn → β and − log bn/ log an → α as n→∞ for α ∈ (0, 1), β > 1, then
dimH(graph f) = dimB(graph f) = 1 +
1− α
1− α + αβ
,
dimB(graph f) = 2− α,
for the function f of the form (1) (for arbitrary θn). Here dimH , dimB and dimB denote
respectively the Hausdorff, lower and upper box dimension (see Section 2 for definitions).
In this paper we complete the above results, determining the Hausdorff and box di-
mension of the graphs of functions of the form (1) in the general case bn+1/bn → ∞,
an+1/an → 0. More precisely, we prove the following.
Theorem 1. Let g : R → R be a periodic Lipschitz function, such that g is strictly
monotone on some (non-trivial) interval I ⊂ R with |g(x) − g(y)| > δ|x − y| for every
x, y ∈ I and a constant δ > 0. If an, bn > 0, an+1/an → 0, bn+1/bn → ∞ as n → ∞ and
θn ∈ R, then for functions f of the form (1) we have
dimH(graph f) = dimB(graph f) = 1 + lim inf
n→∞
log+ dn
log(bn+1dn/dn+1)
,
dimB(graph f) = 1 + lim sup
n→∞
log+ dn
log bn
,
where
dn = a1b1 + · · ·+ anbn.
Remark 2. In fact, the proof shows that dimH(graph f) = dimH(graph f |I) for some
Cantor set I ⊂ R of Lebesgue measure 0.
Remark 3. The assumptions on the function g are satisfied, if g is a periodic Lipschitz
function, which is non-constant and C1 on some interval (e.g. if g is a periodic non-
constant C1 function). Indeed, in this case there exists an interval I with g′|I > δ > 0 or
g′|I < −δ < 0.
Remark 4. The assertion on dimB(graph f) holds under a weaker assumption: an+1/an →
0 can be replaced by an+1 < ηan for large n, where η is a sufficiently small constant
depending on g (not on the sequences an, bn, θn).
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Theorem 1 implies immediately the following corollaries.
Corollary 5. Under the assumption of Theorem 1, if additionally an+1bn+1 ≥ anbn ≥ 1
for sufficiently large n, then
dimH(graph f) = dimB(graph f) = 1 + lim inf
n→∞
log(anbn)
log(anbn/an+1)
,
dimB(graph f) = 2− lim sup
n→∞
log an
log bn
,
Proof. In this case dn > 1 and anbn < dn ≤ cnanbn for some constant c > 0, so
0 < log+ dn − log(anbn) < logn + log c,
which easily implies the assertion (see (4)). 
Corollary 6. Under the assumption of Theorem 1, if additionally log bn+1/ log bn → 1 as
n→∞, then
dimH(graph f) = dimB(graph f) = 1 + lim inf
n→∞
log+ dn
log bn
.
In this case dimB(graph f) exists if and only if there exists the limit γ = lim
n→∞
log+ dn/ log bn
and then
dimH(graph f) = dimB(graph f) = 1 + γ.
Proof. It is sufficient to show
lim
n→∞
log(bn+1dn/dn+1)
log bn
= 1,
which is equivalent to
(2) lim
n→∞
log(dn+1/dn)
log bn
= 0.
Since an+1/an → 0, bn+1/bn → ∞ as n → ∞, we have an+1 < an and bn+1 > bn for large
n, so
0 < log
dn+1
dn
= log
(
1 +
an+1bn+1
a1b1 + · · ·+ anbn
)
< log
(
1 +
bn+1
bn
)
< log bn+1 − log bn + log 2,
which gives (2). 
Corollary 7. Let g be like in Theorem 1 and let
f(x) =
∞∑
n=1
b−αn g(bnx+ θn),
where α ∈ (0, 1], bn > 0, θn ∈ R, and bn+1/bn →∞ as n→∞. Then
dimH(graph f) = dimB(graph f) = 1 +
1− α
1− α + α lim sup
n→∞
log bn+1/ log bn
,
dimB(graph f) = 2− α.
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(This includes the case lim supn→∞ log bn+1/ log bn =∞ with the convention 1/∞ = 0.) In
particular, if log bn+1/ log bn → 1 as n→∞, then
dimH(graph f) = dimB(graph f) = 2− α.
Proof. Let an = b
−α
n . Then dn = a1b1+ · · ·+ anbn = b
1−α
1 + · · ·+ b
1−α
n . Since bn+1/bn →∞,
we have
b1−αn < dn < 2b
1−α
n
for large n, which gives
lim
n→∞
log+ dn
log bn
= 1− α
and
lim inf
n→∞
log+ dn
log(bn+1dn/dn+1)
= lim inf
n→∞
(1− α) log bn
α log bn+1 + (1− α) log bn
=
1− α
1− α + α lim sup
n→∞
log bn+1/ log bn
.

It is obvious that dimH(graph f), dimB(graph f) ∈ [1, 2] and dimH(graph f) ≤ dimB(graph f)
(see Section 2). Using Theorem 1, we can provide examples of a function f of the form (1)
with any prescribed values of dimH(graph f) and dimB(graph f).
Corollary 8. For every H,B ∈ [1, 2], such that H ≤ B there exists a function f fulfilling
the assumptions of Theorem 1, such that
dimH(graph f) = dimB(graph f) = H, dimB(graph f) = B.
Proof. A large part of examples is not new — we present them for completeness. The
function g can be taken to be e.g. sin, cos, dist(·,Z) etc.
For H = B ∈ [1, 2), it is enough to take
f(x) =
∞∑
n=1
n−(2−B)ng(nnx),
and use Corollary 7 for α = 2− B, bn = n
n. Similarly, for H ∈ (1, 2), B ∈ (H, 2) we take
f(x) =
∞∑
n=1
2−(2−B)β
n
g(2β
n
x),
where
β =
(2−H)(B − 1)
(H − 1)(2− B)
and use Corollary 7 for α = 2− B, bn = 2
βn . For H = 1, B ∈ (1, 2) we take
f(x) =
∞∑
n=1
2−(2−B)n
n
g(2n
n
x)
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and use Corollary 7 for α = 2− B, bn = 2
nn.
For H = 1, B = 2, take
f(x) =
∞∑
n=1
2−n
n/
√
ng(2n
n
x),
for H ∈ (1, 2), B = 2,
f(x) =
∞∑
n=1
2−((2−H)/(e(H−1)))n
n−1
g(2n
n
x),
and for H = B = 2,
f(x) =
∞∑
n=1
n−
√
ng(nnx).
In all three cases, we have an+1bn+1/(anbn) → ∞ as n → ∞, so we can use Corollary 5.
Easy details are left to the reader. 
The plan of the paper is as follows. After preliminaries, in Section 3, we prove some useful
lemmas. The estimates for the box dimension are done in Section 4 (Propositions 19–20)
and the Hausdorff dimension is estimated in Section 5 (Proposition 22 and Corollary 25).
The proof follows the construction used by Mauldin and Williams in [9].
2. Preliminaries
For convenience, we recall the definitions of the Hausdorff and box dimension. For
details, see e.g. [3, 8].
Definition 9. For A ⊂ Rn and s > 0 the (outer) s-Hausdorff measure of A is defined as
Hs(A) = lim
r→0+
inf
∑
U∈U
(diamU)s,
where infimum is taken over all countable coverings U of A by open sets of diameters
smaller than r. The Hausdorff dimension of A is defined as
dimH(A) = sup{s > 0 : H
s(A) = +∞} = inf{s > 0 : Hs(A) = 0}.
Definition 10. For a bounded set A ⊂ Rn and r > 0 let N(r) be the minimal number of
balls of diameter r needed to cover A. The lower and upper box dimension (also called the
box-counting or Minkowski dimension) are defined respectively as
dimB(A) = lim inf
r→0+
logN(r)
− log r
, dimB(A) = lim sup
r→0+
logN(r)
− log r
.
The lower and upper box dimension dimension of an arbitrary set A ⊂ Rn are defined as
dimB(A) = sup
X bounded
dimB(A ∩X), dimB(A) = sup
X bounded
dimB(A ∩X).
If dimB(A) = dimB(A), then the common value is called the box dimension of A and is
denoted by dimB(A).
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We have
dimH(A) ≤ dimB(A).
The definitions of the Hausdorff and box dimension easily imply
Lemma 11. Let f : [a, b] → R for a, b ∈ R, a < b. Then dimH(graph f) ≥ 1. Moreover,
if f is is Ho¨lder continuous with exponent α ∈ (0, 1], i.e.
‖f(x)− f(y)‖ ≤ c‖x− y‖α
for every x, y ∈ A and some constant c > 0, then
dimB(graph f) ≤ 2− α.
In particular, if α = 1, i.e. f is Lipschitz continuous, then
dimH(graph f) = dimB(graph f) = 1.
Definition 12. The Hausdorff dimension of a finite (non-zero) Borel measure ν in Rn is
defined as
dimH(ν) = inf{dimH(A) : A has full measure µ}.
A well-known tool for estimating the Hausdorff dimension is the following fact (see e.g.
[3, 8]).
Lemma 13. Let Br(x) denote the ball in R
n centred at x of radius r. If
lim inf
r→0+
log ν(Br(x))
log r
≥ D
for ν-almost every x, then dimH(ν) ≥ D, in particular dimH(A) ≥ D for every Borel set
A of positive measure ν. The ball Br(x) can be replaced by an n-dimensional cube centred
at x of side r.
Notation. We set N = {1, 2, 3, . . .}. By card we denote the cardinality of a set. The
integer part of x ∈ R (i.e. the largest integer not larger than x) is denoted by [x]. The
1-dimensional Lebesgue measure of a set A ⊂ R is denoted by |A|.
3. Lemmas
Let f satisfy the assumptions of Theorem 1. Obviously, we can assume that the period
of g is equal to 1, the interval I is closed and contained in [0, 1] and g is strictly increasing
on I. Since g is Lipschitz and
dimH(graph(f + h)) = dimH(graph f), dimB(graph(f + h)) = dimB(graph f)
for every Lipschitz function h : R → R (see e.g. [9]), taking h =
∑N
n=1 an g(bnx + θn) for
any N ≥ 1, we can replace f by
∑∞
n=N+1 an g(bnx+ θn). Therefore, we can assume
(3)
an+1
an
< η,
bn+1
bn
>
1
η
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for an arbitrarily small fixed η > 0 (cf. Remark 4). Note also that by the Stolz-Cesa´ro
theorem,
(4) lim
n→∞
n
log bn
= lim
n→∞
log
bn
bn+1
= 0.
Lemma 14. We have
dn+1
bn+1
< 2η
dn
bn
for η from (3). In particular, dn/bn → 0 as n→∞.
Proof. By (3), we have
dn+1bn
dnbn+1
=
(
1 +
an+1bn+1
a1b1 + · · ·+ anbn
)
bn
bn+1
<
bn
bn+1
+
an+1
an
< 2η < 1,
if η is chosen sufficiently small. 
Lemma 15. There exists a constant c0 > 0, such that for every x, y ∈ R and every n ∈ N,
|f(x)− f(y)| ≤ c0(dn|x− y|+ an+1).
Proof. Let fi(t) = aig(bit+ θi) for i ∈ N. Then
|fi(x)− fi(y)| ≤ Laibi|x− y|,
where L is the Lipschitz constant of g. This together with (3) implies
|f(x)− f(y)| ≤
n∑
i=1
|fi(x)− fi(y)|+ 2 sup
∣∣∣∣∣f −
n∑
i=1
fi
∣∣∣∣∣
≤ Ldn|x− y|+ 2 sup |g|
∞∑
i=n+1
ai < Ldn|x− y|+
2 sup |g|
1− η
an+1 < c0(dn|x− y|+ an+1)
for a suitable constant c0 > 0. 
Let
I0,0 = I, In,j =
I − θn + j
bn
for n ∈ N, j ∈ Jn, where Jn ⊂ Z is defined inductively as
J0 = {0}, Jn = {j ∈ Z : In,j ⊂ In−1,j′ for some j′ ∈ Jn−1}
for n ∈ N. Then every In,j is an interval of length |I|/bn and the gap between two
consecutive intervals In,j, In,j+1 ⊂ In−1,j′ has length (1− |I|)/bn. By definition,
(5) bnx+ θn ∈ I mod 1 for every x ∈ In,j.
We will call In,j intervals of n-th generation. By (3), we can assume that every interval of
n-th generation contains at least two intervals of next generation.
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Lemma 16. There exists q > 0 such that the interval I contains more than qb1 intervals
of first generation and for every n ∈ N, every interval of n-th generation contains more
than qbn+1/bn intervals of (n+ 1)-th generation. Moreover,
cardJn > q
nbn.
Proof. For n ≥ 0, j ∈ Jn let Nn,j be the number of intervals of (n + 1)-th generation
contained in In,j. Since the intervals of (n+ 1)-th generation have length |I|/bn+1 and are
separated by gaps of length at least (1− |I|)/bn+1, we have, setting b0 = 1,
|I|
bn
<
Nn,j + 2
bn+1
,
so by (3),
Nn,j > |I|
bn+1
bn
− 2 > q
bn+1
bn
for some constant q > 0. Moreover,
cardJn ≥ N0,0 min
j1∈J1
N1,j1 · · · min
jn−1∈Jn−1
Nn−1,jn−1 > q
nbn.

Lemma 17. There exist c1, c2 > 0, such that for every n ∈ N, j ∈ Jn and every x, y ∈ In,j,
|f(x)− f(y)| ≥ c1dn|x− y| − c2an+1.
Proof. We can assume x > y. Since every interval of n-th generation is contained in an
interval of i-th generation for every i ≤ n, by (5) we have
fi(x)− fi(y) > δaibi(x− y) for i = 1, . . . , n,
so
f(x)− f(y) > δdn(x− y)− 2 sup
∣∣∣∣∣f −
n∑
i=1
fi
∣∣∣∣∣ ≥ δdn(x− y)− 2 sup |g|
∞∑
i=n+1
ai
> δdn(x− y)−
2 sup |g|
1− η
an+1 > c1dn|x− y| − c2an+1
for suitable constants c1, c2 > 0. 
4. Box dimension
Now we prove (simultaneously) two following propositions.
Proposition 18. Let γ = lim supn→∞ log
+ dn/ log bn. Then the following assertions hold:
(a) The function f is Ho¨lder continuous with every exponent smaller than 1− γ and is
not Ho¨lder continuous with any exponent larger than 1− γ.
(b) If an = b
−α
n for some α ∈ (0, 1], then f is Ho¨lder continuous with exponent α = 1−γ.
(c) If the sequence dn is bounded, then f is Lipschitz continuous, so dimH(graph f) =
dimB(graph f) = 1.
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Proposition 19. We have
dimB(graph f) = 1 + lim sup
n→∞
log+ dn
log bn
.
Proof. For a set A ⊂ R let
VA = sup
A
f − inf
A
f.
Take a small r > 0. Let k = k(r) ∈ N be such that
(6)
1
bk+1
≤ r <
1
bk
.
By Lemma 15, for every t ∈ R we have
(7) V[t,t+r] ≤ c0(dkr + ak+1) < c0
(
dkr +
dk+1
bk+1
)
≤ 2c0max
(
dkr,
dk+1
bk+1
)
.
In particular, if the sequence dn is bounded, then (6) and (7) give
V[t,t+r] < 2c0max
(
dr,
d
bk+1
)
≤ 2c0dr
for some constant d > 0, which means that f is Lipschitz and proves the assertion (c) of
Proposition 18. Hence, we assume from now on that dn → ∞ as n → ∞, in particular
dn > 1 and log
+ dn = log dn for large n.
By (6) and Lemma 14, we have
dkr = r
1+log dk/ log r < r1−log dk/ log bk ,
dk+1
bk+1
=
(
1
bk+1
)1−log dk+1/ log bk+1
≤ r1−log dk+1/ log bk+1.
Hence, (7) implies
(8) V[t,t+r] ≤ 2c0r
1−max(log dk/ log bk , log dk+1/ log bk+1).
On the other hand, by Lemma 17, (3) and Lemma 14, for every n ∈ N, j ∈ Jn we have
(9) VIn,j ≥ c1|I|
dn
bn
− c2an+1 > c1|I|
dn
bn
− c2ηan > (c1|I| − ηc2)
dn
bn
= (c1|I| − ηc2)
(
1
bn
)1−log dn/ log bn
> (c1|I| − ηc2)|In,j|
1−log dn/ log bn ,
where c1|I| − ηc2 > 0, if η was chosen sufficiently small.
Let s < 1− γ. Then for sufficiently large k we have
1−max(log dk/ log bk, log dk+1/ log bk+1) > s,
so by (8), the function f is Ho¨lder continuous with exponent s.
Take now s > 1 − γ and suppose f is Ho¨lder continuous with exponent s. Then there
exists ε > 0 such that 1− log dn/ log bn < s−ε for infinitely many n, which contradicts (9).
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In this way we have proved the assertion (a) of Proposition 18. Note that the assertion (a)
implies immediately that
(10) dimB(graph f) ≤ 1 + γ
(see Lemma 11). If an = b
−α
n for some α ∈ (0, 1], then dn = b
1−α
1 + · · · + b
1−α
n , so (since
bn+1/bn →∞), we have
b1−αn < dn < 2b
1−α
n
for large n. Hence, α = 1− γ and, by (6) and (7),
V[t,t+r] < 4c0max
(
b1−αk r, b
−α
k+1
)
≤ 4c0r
α,
which proves the assertion (b) of Proposition 18.
Let N(r) be the minimal number of squares with vertical and horizontal sides of length
r needed to cover graph f |I . Since, by Lemma 16, for every n there are more than q
nbn
disjoint intervals In,j of lengths |I|/bn contained in |I|, using (9) we get
N(|In,j|) > cq
nbn|In,j|
− log dn/ log bn
for some constant c > 0, so (using (4)) we have
dimB(graph f) ≥ lim sup
n→∞
logN(|In,j|)
− log |In,j|
≥ lim sup
n→∞
n log q + log bn + log dn(1− log |I|/ log bn)
log bn
= 1 + γ.
This together with (10) gives
dimB(graph f) = 1 + γ,
which proves Proposition 19. 
Proposition 20. We have
dimB(graph f) ≤ 1 + lim inf
n→∞
log+ dn
log(bn+1dn/dn+1)
.
Proof. Take a small r > 0. Let k = k(r), m = m(r) ∈ N be such that
(11)
1
bk+1
≤ r <
1
bk
,
m
bk+1
≤ r <
m+ 1
bk+1
.
Obviously, k →∞ as r → 0+. By definition, m ∈ {1, . . . , mk}, where
mk =
{
bk+1/bk − 1 if bk+1/bk ∈ N
[bk+1/bk] otherwise.
By Proposition 18 (c), we can assume that dk > 1. By (7), for every t ∈ R
V[t,t+r] < 2c0max
(
(m+ 1)dk
bk+1
,
dk+1
bk+1
)
≤ 4c0max
(
mdk
bk+1
,
dk+1
bk+1
)
,
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so by (11),
dimB(graph f) ≤ 2 + lim inf
r→0+
sup
t∈R
log V[t,t+r]
− log r
≤ 2 + lim inf
r→0+
max
(
log(mdk/bk+1)
log(bk+1/m)
,
log(dk+1/bk+1)
log(bk+1/m)
)
= 1 + lim inf
r→0+
max
(
log dk
log(bk+1/m)
,
log(dk+1/m)
log(bk+1/m)
)
.
To end the proof of the proposition, it remains to use Lemma 21, which we prove below. 
Lemma 21. For r > 0 and k = k(r), m = m(r) defined in (11), we have
lim inf
r→0+
max
(
log dk
log(bk+1/m)
,
log(dk+1/m)
log(bk+1/m)
)
= lim inf
n→∞
log dn
log(bn+1dn/dn+1)
.
Proof. For r such that k = k(r) is constant, (i.e. r ∈ [1/bk+1, 1/bk)), let
Xk(m) = Xk(m(r)) =
log dk
log(bk+1/m)
, Yk(m) = Yk(m(r)) =
log(dk+1/m)
log(bk+1/m)
for m = m(r) ∈ {1, . . . , mk} and let
Mk = min
m∈{1,...,mk}
max(Xk(m), Yk(m)).
It is clear that
(12) lim inf
r→0+
max(Xk(m), Yk(m)) = lim inf
r→0+
Mk.
Note that Xk is an increasing function of m, while Yk is a decreasing one (since, by
Lemma 14, we have dk+1 < bk+1). Moreover,
Xk(1) =
log dk
log bk+1
<
log dk+1
log bk+1
= Yk(1)
and
Xk(m) ≤ Yk(m) ⇐⇒ m ≤
dk+1
dk
.
By Lemma 14 and (3), we have
1 <
dk+1
dk
< 2η
bk+1
bk
<
bk+1
bk
− 2 < mk,
so [
dk+1
dk
]
≥ 1,
[
dk+1
dk
]
+ 1 ≤ mk.
Hence,
(13) Mk = min
(
Yk
([
dk+1
dk
])
, Xk
([
dk+1
dk
]
+ 1
))
.
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Consider the condition
(14) dk+1 ≥ 2dk.
If (14) is not satisfied, then [dk+1/dk] = 1 and (13) gives
(15) Mk = min(Yk(1), Xk(2)) = min
(
log dk+1
log bk+1
,
log dk
log(bk+1/2)
)
=
log dk+1
log bk+1
+ o(1)
as r → 0+. If (14) is satisfied, then
dk+1
2dk
<
[
dk+1
dk
]
<
[
dk+1
dk
]
+ 1 <
2dk+1
dk
,
so
(16)
log dk
log(bk+1dk/dk+1)
≤ Yk
([
dk+1
dk
])
<
log(2dk)
log(2bk+1dk/dk+1)
and
(17)
log dk
log(bk+1dk/dk+1)
< Xk
([
dk+1
dk
]
+ 1
)
<
log dk
log(bk+1dk/(2dk+1))
.
Suppose first that (14) does not hold for almost all k. Then for all k we have log dk ≤
k log 2 + c for some constant c > 0, so by (4), both sides of the equation in the lemma
are equal to 0. Hence, we can assume that (14) holds for infinitely many k. If it holds for
almost all k, then (13), (16) and (17) give
lim inf
r→0+
Mk = lim inf
r→0+
log dk
log(bk+1dk/dk+1)
= lim inf
n→∞
log dn
log(bn+1dn/dn+1)
,
which (together with (12)) ends the proof in this case. Otherwise, (14) does not hold for
infinitely many k, and then (13), (15), (16) and (17) give
lim inf
r→0+
Mk = min
(
lim inf
r→0+
log dk
log bk
, lim inf
r→0+
log dk
log(bk+1dk/dk+1)
)
.
By Lemma 14,
log dk
log bk
>
log dk
log(bk+1dk/dk+1)
,
so
lim inf
r→0+
log dk
log bk
≥ lim inf
r→0+
log dk
log(bk+1dk/dk+1)
.
Hence,
lim inf
r→0+
Mk = lim inf
r→0+
log dk
log(bk+1dk/dk+1)
= lim inf
n→∞
log dn
log(bn+1dn/dn+1)
,
which (together with (12)) ends the proof. 
Note that in this section, instead of the assumption an+1/an → 0, we used a weaker
condition (3). This proves Remark 4.
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5. Hausdorff dimension
Let I be the Cantor set defined as
I =
∞⋂
n=0
⋃
j∈Jn
In,j.
It is obvious by construction that I has Lebesgue measure 0 (cf. Remark 2). Let µ be the
probabilistic Borel measure in R supported on I, such that for every In+1,j′ ⊂ In,j with
j ∈ Jn, j
′ ∈ Jn+1, we have
µ(In+1,j′) =
µ(In,j)
card{j′′ ∈ Jn+1 : In+1,j′′ ⊂ In,j}
(the construction of such a measure is standard). By Lemma 16, we have
(18) µ(In,j) <
1
qnbn
for every n ∈ N, j ∈ Jn. Let ν be a probabilistic Borel measure in R
2 supported on
graph f |I defined by
ν = (idR, f)∗µ.
By definition, we have
ν(U) = µ({x ∈ R : (x, f(x)) ∈ U})
for every Borel set U ⊂ R2.
Recall that by Proposition 18 (c), we assume that dn → ∞ as n → ∞, in particular
dn > 1 and log
+ dn = log dn.
For t ∈ I and a small r > 0, let Qr(t) be the square with horizontal and vertical sides
of length r centred at (t, f(t)) ∈ graph f .
Proposition 22. For every t ∈ I, we have
lim inf
r→0+
log ν(Qr(t))
log r
≥ 1 + lim inf
n→∞
log dn
log(bndn/dn+1)
.
Before proving Proposition 22, we state two lemmas. As previously, take k = k(r), m =
m(r) ∈ N such that (11) is satisfied. Let l = l(r) ∈ N be such that
(19) al+1 ≤ r < al.
Lemma 23. We have
lim
r→0+
l(r)
− log r
= 0.
Proof. If l ≤ k, then by (4) and (11), we have l/(− log r) = o(1) as r → 0+. Suppose now
l > k. Let
An = inf
i≥n
ai
ai+1
.
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Since an+1/an → 0, we have An+1 ≥ An and An →∞. By definition,
r < al =
al
al−1
· · ·
ak+1
ak
ak ≤ A
−(l−k)
k ak < A
−(l−k)
k .
This together with (4) implies
0 <
l
− log r
=
l − k
− log r
+
k
− log r
<
1
logAk
+
k
log bk
→ 0
as r → 0+. 
Let
Mn = {j ∈ Jn : graph f |In,j ∩Qr(t) 6= ∅}
for n ∈ N. Since the intervals of n-th generation are separated by gaps of length at least
(1− |I|)/bn, by (11) we have
(20) cardMk ≤ 2, cardMk+1 ≤ m+ 2.
Lemma 24. There exists a constant c3 > 0 such that for every t ∈ I, r > 0 and n ∈ N,
we have cardMn 6= 0 and
cardMn+1
cardMn
≤


c3dn+1/dn if n < l,
c3 if n ≥ l and dn/bn+1 > r,
c3rbn+1/dn if n ≥ l and dn/bn+1 ≤ r.
Proof. Since t ∈ I, we have cardMn 6= 0 for every n ∈ N. Moreover,
(21)
cardMn+1
cardMn
≤ max
j∈Jn
cardMn+1(j),
where
Mn+1(j) = {j
′ ∈Mn+1 : In+1,j′ ⊂ In,j}.
Take j ∈ Jn and let
x = max{u ∈ In,j : (u, f(u)) ∈ Qr(t)},
y = min{u ∈ In,j : (u, f(u)) ∈ Qr(t)}.
By definition, the interval [y, x] intersects all the intervals In+1,j′ ⊂ In,j with j
′ ∈ Mn+1.
Since the intervals of (n+1)-th generation have length |I|/bn+1 and are separated by gaps
of length at least (1− |I|)/bn+1, this implies
(22) cardMn+1(j) ≤ (x− y)bn+1 + 1 + |I|.
By Lemma 17,
r ≥ |f(x)− f(y)| ≥ c1dn(x− y)− c2an+1,
which implies
x− y ≤
r + c2an+1
c1dn
< c
r + an+1
dn
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for a suitable constant c > 0, so (22) gives
(23) cardMn+1(j) ≤ c
(r + an+1)bn+1
dn
+ 1 + |I|.
Suppose n < l for l from (19). Then an+1 > r, so (23) gives
(24) cardMn+1(j) < 2c
an+1bn+1
dn
+ 1 + |I|.
Let c3 = 2c+ 1 + |I|. If an+1bn+1 < dn, then by (24),
(25) cardMn+1(j) ≤ c3 < c3
dn+1
dn
.
Otherwise, if an+1bn+1 ≥ dn, then by (24),
(26) cardMn+1(j) ≤ c3
an+1bn+1
dn
< c3
dn+1
dn
.
Suppose now n ≥ l. Then an+1 ≤ r, so (23) gives
(27) cardMn+1(j) ≤ 2c
rbn+1
dn
+ 1 + |I|.
If dn/bn+1 > r, then by (27),
(28) cardMn+1(j) < c3.
Otherwise, if dn/bn+1 ≤ r, then by (27),
(29) cardMn+1(j) ≤ c3
rbn+1
dn
.
Using (21), (25), (26), (28) and (29), we end the proof of the lemma. 
Proof of Proposition 22. Consider k = k(r), m = m(r), l = l(r) from (11) and (19). In
view of Lemma 21, it is sufficient to show
(30)
log ν(Qr(t))
log r
≥ 1 + max
(
log dk
log(bk+1/m)
− o(1),
log(dk+1/m)
log(bk+1/m)
− o(1)
)
as r → 0+. First we show that
(31)
log ν(Qr(t))
log r
≥ 1 +
log dk
log(bk+1/m)
− o(1)
as r → 0+. Let
l1 = max{k, l}, s1 = min{n ≥ l1 : dn/bn+1 ≤ r}.
By Lemma 14, the number s1 is well-defined. By (20) and Lemma 24, we have
0 < cardMs1 ≤ 2c
s1−k
3
dl1
dk
and
0 < cardMs1+1 ≤ 2c
s1−k+1
3
dl1rbs1+1
dkds1
≤ 2cs1−k+13
rbs1+1
dk
,
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so by (18) and Lemma 14,
(32) 0 < ν(Qr(t)) ≤ µ

 ⋃
j∈Ms1
Is1,j

 < cardMs1
qs1bs1
≤
2cs1−k3
qs1
dl1
dkbs1
< Cs1
bl1
bs1
≤
Cs1
Bs1−l1l1
and
(33) 0 < ν(Qr(t)) ≤ µ

 ⋃
j∈Ms1+1
Is1+1,j

 < cardMs1+1
qs1+1bs1+1
≤
2cs1−k+13
qs1+1
r
dk
< Cs1
r
dk
,
where
Bn = inf
i≥n
bi+1
bi
and C > 0 is a suitable constant. (Since bn+1/bn →∞, we have Bn+1 ≥ Bn and Bn →∞.)
If
Cs1
Bs1−l1l1
≤ r2,
then by (32), Lemma 14 and (11),
log ν(Qr(t))
log r
≥ 2 > 1 +
log dk
log bk
> 1 +
log dk
log(bk+1/m)
,
so (31) is satisfied. Hence, we can assume
Cs1
Bs1−l1l1
> r2,
which implies
(34) (s1 − l1) logBl1 − s1 logC < −2 log r.
By (11) and (33),
log ν(Qr(t))
log r
≥ 1 +
log dk
log(bk+1/m)
−
s1 logC
− log r
.
Now, if s1 ≤ 2l1, then by (4) and Lemma 23, we have (31). Otherwise, if s1 > 2l1, then by
(34),
s1 logC
− log r
<
4 logC
logBl1 − 2 logC
→ 0
as r → 0+, so (31) holds.
Now we show that
(35)
log ν(Qr(t))
log r
≥ 1 +
log(dk+1/m)
log(bk+1/m)
− o(1)
as r → 0+. The proof is analogous to the proof of (31). Let
l2 = max{k + 1, l}, s2 = min {n ≥ l2 : dn/bn+1 ≤ r} .
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By Lemma 14, the number s2 is well-defined. By (20) and Lemma 24, we have
cardMs2 ≤ c
s2−k−1
3 (m+ 2)
dl2
dk+1
and
cardMs2+1 ≤ c
s2−k
3 (m+ 2)
dl2rbs2+1
dk+1ds2
≤ cs2−k3 (m+ 2)
rbs2+1
dk+1
,
so by (18) and Lemma 14,
(36)
ν(Qr(t)) ≤ µ

 ⋃
j∈Ms2
Is2,j

 < cardMs2
qs2bs2
≤
cs2−k−13 (m+ 2)
qs2
dl2
dk+1bs2
< Cs2
mbl2
bs2
≤ Cs2
m
Bs2−l2l2
and
(37) ν(Qr(t)) ≤ µ

 ⋃
j∈Ms2+1
Is2+1,j

 < cardMs2+1
qs2+1bs2+1
≤
cs2−k3 (m+ 2)
qs2+1
r
dk+1
< Cs2
mr
dk+1
,
for a suitable constant C > 0. If
Cs2
Bs2−l2l2
≤ r2,
then by (36), Lemma 14 and (11),
log ν(Qr(t))
log r
≥ 2 > 1 +
log(dk+1/m)
log(bk+1/m)
,
so (35) holds. Hence, we can assume
Cs2
Bs2−l2l2
> r2,
which implies
(38) (s2 − l2) logBl2 − s2 logC < −2 log r.
By (11) and (37),
log ν(Qr(t))
log r
≥ 1 +
log(dk+1/m)
log(bk+1/m)
−
s2 logC
− log r
.
If s2 ≤ 2l2, then by (4) and Lemma 23, we have (35). Otherwise, if s2 > 2l2, then by (38),
s2 logC
− log r
<
4 logC
logBl2 − 2 logC
→ 0
as r → 0+, so (35) is satisfied.
In this way we showed (31) and (35), which implies (30) and ends the proof of the
proposition. 
Proposition 22 together with Proposition 18 (c) and Lemma 13 give immediately the
following corollary.
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Corollary 25.
dimH(graph f |I) ≥ 1 + lim inf
n→∞
log+ dn
log(bn+1dn/dn+1)
.

Propositions 19–20 and Corollary 25 end the proof of Theorem 1.
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