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第 2 章 自動ロボット生成システムの概要 
2.1．ハードウェア構成 
ハードウェア構成を以下に示す． 
 CPU：Intel(R) Core(TM) i7-2600 3.40GHz 
 メモリ：8.0 GB 
 ビデオカード：NVIDIA GeForce GTX 560 Ti 
 インタラクションロボット：NAO T-14 v4 
 
















 計算機用 OS：Windows8.1 Enterprise 
 インタラクションロボット用 OS：Nao qi ver.2.1.2.17 
 VisualStudio2010 
 OpenCV 2.4.9 
 Mecab 0.996 
 Python2.7 
 Jinja2 ver.2.7.3 
 MarkupSafe ver.0.23 
 PIL ver.1.1.7 
 Theano ver.0.6.0 
 backports.ssl-match-hostname 
ver.3.4.0.2 
 certifi ver.14.05.14 
 cssselect ver.0.9.1 
 decorator ver.3.4.0 
 ipython ver.2.2.0 
 lxml ver.3.4.0 
 matplotlib ver.1.3.1 
 mecab-python ver.0.996 
 networkx ver.1.9.1 
 numpy ver.1.8.1 
 pygame ver.1.9.1 
 pynaoqi-python2.7 ver.2.1.0.19 
 pyparsing ver.2.0.2 
 pyreadline ver.2.0 
 python-dateutil ver.2.2 
 pyzmq ver.14.3.1 
 qibuild ver.3.5.1 
 requests ver.2.4.1 
 scikit-learn ver.0.15.0 
 scipy ver.0.14.0 
 six ver.1.7.3 











る台詞を Bag of Wordsでベクトル化し、TF-IDF重みを付与する。動作に関し








図 2.2. システム全体の流れ（(a) 学習過程，(b) 認識・生成過程） 
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図 3.1. 動作作成の様子 
 



















 片付け（名詞）/ と（助詞）/ 言え（動詞）/ ば（助詞）/ 、（記号，読点）
/ 明日（名詞）/ は（助詞）/ リサイクル（名詞）/ の（助詞） 
/ 日（名詞）/ よ（助詞）/ 。（記号，句点）/ 
 収集した全台詞を形態素解析し、出現した単語で辞書を作成した。辞書に登録
したのは、品詞が感動詞、動詞、副詞、助動詞、名詞（固有名詞を除く）の単語
で、他の品詞の単語は辞書には登録しなかった。後述の Bag of Wordsで台詞の
数値データ化を行う際に、この作成した辞書を特徴語辞書として用いる。 
3.2.2. Bag of Words 





図 3.3. Bag of Words の例 














と IDF（Inverse Document Frequency：逆文書頻度）の 2つの指標に基づいて
計算される。各指標と TF-IDFの計算方法は以下の通り。 







|{𝑑: 𝑑 ∋ 𝑡𝑖}|
 




2 つの指標をかけあわせた TF-IDF は文書内である単語が持つ重要性を表す指
標となる。TF-IDF重みを学習に利用することで、一般語の重要度が下がり、一
般語に大袈裟な動作が強く関連付いて学習されるのを避けることができる。 















3.3.1．Dirichlet Process Gaussian Mixture Model 




























































3.4.1. Multimodal Latent Dirichlet Allocation 
 本研究では学習器として、中村らが提案した Multimodal Latent Dirichlet 
Allocation（以下、MLDAと表記）[9]を利用した。MLDAは、文書のトピック
分析によく用いられる Latent Dirichlet Allocation（以下、LDAと表記）[10]を、
マルチモーダル情報の分類へと拡張した学習器である。LDA と MLDA のグラ
フィカルモデルを図 3.6に示す。 
 



























 MLDAによって、学習データを分類したイメージ図を図 3.7に示した。 
 


















































[ カテゴリ 1に含まれる確率，…，カテゴリ 4に含まれる確率 ] 




図 4.1. 入力データのカテゴリ認識のイメージ図 
図 4.1 を見るとわかるように、新たに入力された台詞はカテゴリ 3 に近い特
徴を持っている。そのため、カテゴリ認識結果の例で示したに、入力データはカ
テゴリ 3に含まれる確率が高いと考えられる。 














かという確率を求める。この確率は、図 3.6 の 𝜑𝑚 に当たるものであり、動作

















































[-0.0215,-0.195,-0.772, 0.661,-1.12,-1.44,-1.46, 0.688,-0.735, 






[ カテゴリ 1に含まれる確率，…，カテゴリ 4に含まれる確率 ] 
＝[ 0.1，0.0，0.8，0.1 ]（4次元） 
 

























































表 5.1. （a）各カテゴリに分類された動作と台詞（カテゴリ No.0-3） 





































表 5.1. （b）各カテゴリに分類された動作と台詞（カテゴリ No.4-7） 


























































図 5.1. 未学習の単語を含んだ台詞に対する動作生成 




























































表 5.3. 台詞（関連単語）生成の結果 


































































































 実験は、図 6.1のような環境で行った。 
 















 実験に用いた動画は、ロボットが 1つの台詞につき、動作 A、B、2種類の動
作を行う内容である。被験者は台詞と次の台詞の間に、動作に関するアンケート
に答えることになるため、台詞間には 20秒間の回答時間がもうけてある。動画
は例題と本番の 2種類用意し、例題では台詞 1文分の動作を、本番では台詞 15
文分の動作を被験者に提示する。 










アンケートの項目は 1つの台詞につき 5問あります．①は A，Bどちら
の方が動作と台詞が合っているか，②，③は A，B どちらのロボットの方
が親しみやすいか，また人間らしいか，④は A，B どちらの動作の方がス







表 6.1. 比較対象の動作生成手法とそれぞれの特徴 
手法の名称 特徴 
動作無し 動作しない 












































表 6.2. (a) 実験動画内のロボットの台詞と動作の詳細（例題） 








表 6.2. (b) 実験動画内のロボットの台詞と動作の詳細（台詞 No.1-5） 






































表 6.2. (c) 実験動画内のロボットの台詞と動作の詳細（台詞 No.6-11） 















































表 6.2. (d) 実験動画内のロボットの台詞と動作の詳細（台詞 No.12-15） 
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