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1. INTRODUCTION 
The theory of impulsive differential equations provides a general framework for mathematical 
modelling of many real world phenomena. Indeed, differential equations with impulses are a 
basic tool for studying evolution processes that are subject to abrupt changes in their states 
(refer to [1]). Therefore, it is of utmost importance to develop a general theory for differential 
equations with impulses including some basic aspects of this theory. 
We consider the first order impulsive ordinary differential equations, 
x ' ( t )=f ( t ,x ( t ) ) ,  a.e. te J=[O,T] ,  t~tk ,  (1.1) 
Ax (tk) = Ik (x (tk)), k = 1, 2,...  , m, (1.2) 
x (0) = -x  (T), (1.3) 
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where f : YxR --* R, Ik E C(R,R), 0 = to < tl < . . .  <tm < tm+l = T, AX(tk) = x(t+)--x(t~), 
x(t +) and X(tk) represent the left and right limits of x(t) at t = tk, respectively. 
To define solutions of (1.1)-(1.3), we introduce the space, 
PC( J )={x: J - .  R : xl(tk,t~+l] eC((tk , tk+l] ,R) ,  k =0,1 , . . . ,m,  
and there exist x(t +) and x(t-~) with z(t-£) = x(tk), k = 1, 2 , . . .  , m}, and the space, 
PC 1 (J) = {x E _PC (J) ; x I(tk,tk+l] E C 1 ((tk, tk+l] ,  R) ,  k = 0, 1 , . . . ,  rn, 
and x'(0+), x'(T-) ,  ' + z (tk) and x'(t~) exist, for k = 1 ,2 , . . . ,m}.  It is clear that PC(J) and 
PCI( J)  are Banach spaces with the respective norms, 
NxLLpc = sup {Ix (t) l ; t  e J} ,  ll~llpcl = Ilxllpc + Ilxqlpc. 
By a solution of (1.1)-(1.3), we mean a function x e PCI( J)  which satisfies equations (1.1), 
for every t e J - {tl, t2, . . .  , tin} and boundary condition (1.3), and at every tk, k = 1, 2 , . . . ,  m, 
the function x satisfies (1.2). 
Throughout his paper, f is a L 1 -  CaratModory function, i.e., f satisfies the following: 
* for every x E R, f ( . ,x )  is Lebesgue measurable on J;  
* for a.e., t E J, f(t, .) is continuous on R; 
• for each q > 0, there exists ~ E LI(J), such that {f(t,z)[ < ~(t), for a.e., t C J and all 
x E R with Ix} < q; 
where LI(J) denotes the Banach space of measurable functions x : J --+ R which are Lebesgue 
integrable, with 
T F 
llxl[il = ]o Ix (t)l dt. 
The existence of solutions for antiperiodic boundary value problems for impulsive ordinary dif- 
ferential equations was studied in [2]. When the impulses are absent, i.e., Ik = 0, k = 1, 2 , . . . ,  m, 
antiperiodic boundary value problems for first order ordinary differential equations were studied 
in [3-6]. Also, antiperiodic boundary conditions for partial differential equations and abstract dif- 
ferential equations are considered in [7-9]. Notice that antiperiodic boundary conditions appear 
in physics in a variety of situations [10-13]. 
We are concerned with the existence of solutions for the antiperiodic impulsive boundary value 
problem (1.1)-(1.3). The paper is organized as follows. In Section 2, we give two existence 
results based on a nonlinear alternative of Leray-Schauder type [14]. In Section 3, we prove the 
existence of a solution using the notion of upper and lower solution. It  should be noted that our 
result does not assume any type of monotonicity condition on f as is customary in the literature 
(for example, see [2]). Finally, in Section 4, we introduce a more general concept of upper and 
lower solution following the ideas of [15]; We first prove it generalizes the definition, and then, 
we obtain a new existence result via the monotone iterative technique [16]. 
2. BAS IC  EX ISTENCE THEORY 
Let ), > 0, F : J x R --* R be a L1-Carath4odory function and consider the antiperiodic 
impulsive boundary value problem, 
x' (t) + ~ (t) = F (t, x (t)), 
/~x (t~) = Ik (x (t~)), 
(0) = -~ (T), 
a.e. tE  J, t#tk ,  (2.1) 
k = 1 ,2 , . . . ,m,  (2.2) 
(2.3) 
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Evidently, if F(t ,x)  = f ( t ,x )  + Ax and x is a solution of (2.1)-(2.3), then, x is a solution 
of (1.1)-(1.3). A straightforward calculation shows that solving problem (2.1)-(2.3) is equivalent 
to finding a x 6 PC I ( J )  that satisfies x = Ax. Here, A is given by 
T m 
lAx] (t) = L g (t, s) F (s, x (s)) ds + E g (t, tk) Ik (x (tk)), (2.4) 
k=l  
where g is the Green's function 
eX(T_t+s ) 
g (t, s) = e~T + 1 ' 
_ek(S-t) 
e),T + 1 ' 
O<s<t<T,  
O<t<s<T.  
We include the statement of the general Leray-Schauder alternative here for the sake of com- 
pleteness [14]. 
LEMMA 1. Let V be a complete convex subset of a locally convex Hausdorff linear topological 
space E and U an open subset of V with p E U. In addition, let A : C] - .  V be a continuous, 
compact map. Then, either 
(i) the operator A has a fixed point in 0; or 
(ii) there is a u E OU and # E (0, 1), with u = #Au + (1 - #)p. 
In addition to applying the Leray-Schauder alternative, we will need a compactness criterion 
for a set S C PC(J,  Rn). 
DEFINITION 1. (See [17].) The set S is said to be quasiequicontinuous in J if, for any ~ > 0 
there exists a 5 > O, such that if y 6 S; k E Z; rl, r2 6 (tk-l,tk] N J, and ]rl - T2] < 6 ,  then, 
Ily( l) - y( 2)ll < 
LEMMA 2. COMPACTNESS CRITERION. (See [17].) The set S C PC(J,  R n) is relatively compact 
if and only if 
(i) S is bounded, that is []y[[ < c, for each y E S and some c > 0; 
(ii) S is quasiequicontinuous in J. 
THEOREM 1. Suppose that there exists a constant M independent of#, such that [[x[] # M, for 
each # 6 (0, 1) and any solution x to the problem, 
x' (t) + ~ (t) = ,F  (t, • (t)) ,  
x (o) = -z  (T) .  
a.e. tC J ,  t#tk ,  (2.5) 
k---- 1 ,2 , . . . ,m,  (2.6) 
(2.7) 
Then, (2.1)-(2.3) has at least one solution. 
PROOF. It is easy to see that a function x is a solution to (2.5)-(2.7) if and only if 
x = #Ax, 
where A is defined in (2.4). 
We show that A satisfies the assumptions of Lemma 1 by three steps. 
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STEP 
Then, 
1. A is continuous. Let {x~} be a sequence, such that x,~ ~ x as n ~ oo in PCI(J). 
~0 T I[Axn](t)- [Ax](t)l <_ Ig( t ,s ) l lF (s ,x ,~(s) ) -F(s ,x(s) )  Ids 
m 
+ ~ Ig(t, tk)l IIk (x~ (tk)) - Ik (x(t~))L 
k=l 
1 
<- 1 + e -~v IIF (s, ~ (s)) - F (s, ~ (s))llL1 
m 
1 ~ I~k (x~ (tk)) - I~ (x (t~))l, 
+ 1 +e -~-- - - -~ k----1 
which approaches zero as n ~ oo, since F is L1-Carath4odory and Ik, k = 1 ,2 , . . . ,m are 
continuous. 
STEP 2. A maps bounded sets into bounded sets. Indeed, for given q > 0, if x E Bq = {x c 
pCI ( J ) :  IIx]l <_ q}, then, there are ck, k = 1,2, . . .  ,m and ~ e n l ( J ) ,  such that IIk(x(t)) I < ck, 
k = 1,2, . . .  ,m and IF(t,x(t))l < ~(t), since F is nl-Carath~odory and Ik (k = 1 ,2 , . . . ,m)  axe 
continuous. Thus, we have 
fo t[Ax](t)l <_ Ig(t,s)l lF(s,x(s))l  ds+ ~'~lg(t, tk)llIk(x(tk))l k=l 
< II~IIL1 + ~'ck  := q*. 
- 1 + e -'xT k=l 
STEP 3. A maps bounded sets into quasiequicontinuous sets. Let ~'1,~'2 E (tk-l,tk] n J, k = 
1, 2,. . . ,  m + 1, T1 < T2, X E Bq, then, we have 
fo I[Ax] (T2) -  fAx] (T1)I _< Ig(~-2,s)--g(Tl,s)]lF(s,x(s))l ds
+ Ig(-r2, s) -g(~- l ,s) l lF(s,x(s)) l  as 
2 
+ (Ig(~2,s)]+lg(Tl,S)l)lF(s,x(s))l as
1 
m 
"~- E 1~ (T2, tk ) -- g (T1, tk )l I~k (X ( tk ) )l . 
k=l 
From the definition of the function g(t, s) and that F is L1-Carath~odory it follows that A(Bq) 
is qasiequicontinuous. 
As a consequence of Steps 1-3, by Lemma 2, A is completely continuous. 
Now, let U = {u E PCI(J)  : Ilull < M}, V = E = PCI(J) ,  p = 0. Then, an application of 
Lemma 1 completes the proof. 
THEOREM 2. Assume that there exist a continuous and nondecreasing function ~b : [0, co) -~ 
(O, cc) and a function p E LI(J) with 
IF(t,s)[<_p(t)~(]s[), fora.e, tE Janda l l sE J ,  
and there exist bk >_ 0, k ---- 1 ,2, . . .  ,m, such that 
m 
II~ (~)1 <_ bk I~l and ~bk<X+~ -~T 
k=l  
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Further, suppose that 
sup > K = 
c>__o l + e -~T-  y~ bk 
k=l  
Then, (2.1)-(2.3) has at least one solution. 
PROOF. Prom (2.8), there exists M > 0 with 
M 
¢ (M) 
for # E (0, 1). Let x be any solution of (2.5)-(2.7), then, we have 
fo m x (t) = # g (t, s) F (s, x (s)) ds + # E g (t, tk) Ik (x (tk)) 
k=l  
and so, 
(2.s) 
(2.9) 
~o T m [x(t)l <_ [g(t,s)Ip(s)¢(lx(s)l) ds+ Elg(t ,  tk)[bk [x(tk)l 
k----1 
< 1 + e-~r  llpll~l ¢ (rjxlr) + 1 + e - ~  ~ bk Ilxll - 
k=l  
Thus, Hxll < g¢(llx]l ) and so, Ilxll ¢ M from (2.9). Now, the proof is complete from Theo- 
rem 1. | 
DEFINITION 2. 
for the antiperiodic problem (1.1)-(1.3) if 
and 
3. UPPER AND LOWER SOLUTIONS 
The functions a,~ C PCI( J)  are said to be related lower and upper solutions 
(t) < Z (t), 
~' (t) _ f (t, ~ (t)), 
zx~ (tk) < zk (~ (tk)), 
(0) _< -Z (T), 
t e J, (3.1) 
a.e. t E J, t T~ tk, 
k = 1, 2 , . . . ,  m, (3.2) 
/~' (t) _> f (t, Z (t)), a.e. t e J, t # tk, 
/x~ (tk) >_ Ik (~ (tk)), k = 1,2, . . . ,  m, (3.3) 
(0) _ -a  (T), 
THEOREM 3. Assume that functions a,~ are related lower and upper solutions of (1.1)-(1.3) 
and Ik, k = 1, 2, . . . ,  m are nondecreasing. Then, (1.1)-(1.3) has at least one solution between a
and ~. 
PROOF. Consider the modified problem, 
x' (t) + ~x (t) = F* (t, x (t)), a.e. t e J, t ¢ tk, 
Ax (tk) = Ik (x (tk)), k = 1, 2, . . . ,  m, (3.4) 
x(0) = -x (T ) ,  
where 
f ( t , /3( t ) )+A~(t) ,  i f z>f l ( t ) ,  
F* (t, x) = f (t, z) + Ax, if a (t) <: x < fl (t), 
f ( t ,a ( t ) )+Aa( t ) ,  i f z<a( t ) .  
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Then, by similar arguments to that in Theorem 1, one can easily obtain that operator A defined 
in (2.4) is continuous and compact. Therefore, by the Schauder fixed-point heorem, (3.4) has a 
solution x. Now, we will show that x satisfies a(t) < x(t) < fl(t), for t E J .  Suppose that x - /3  
attains a positive maximum on J at so. We consider two possible cases. 
CASE 1. S0 E (0, T] ,  then, there exists r E (0, s0) and T ~ tk, k = 1 ,2 , . . . ,m,  such that 
0 < x(t) - fl(t) <_ x(so) - fl(so), for all t e [r, so], thus, 
f/° 
f/° < fl' (s) ds = fl (so) - /3 (~'). 
This is a contradiction. 
CASE 2. so ---- 0, then, x(0) - fl(0) > 0. Note also that x(T) - a(T)  < 0 since x(T) = -x(O) < 
-fl(O) <_ a(T). We claim that x(t) - a(t) < 0, for all t e (tin, T]. Otherwise, there exists a 
T • (tin, T) with x(t) - c~(t) < 0, for all t • (% T] and x(~-) - a(~-) = 0. we have 
/ ,  T 
x (T) - x (T) = ./~ If (S, a (S)) + A (a (S) -- X (S))] ds 
~T 
> l (s) = (T) - 
JT 
which contradicts x(T) - a(T) < O. 
We also claim that  x(t +) - a(t  +) < 0. Otherwise, we have 
T 
x (T) - z (t +) = f t~ If (s, a (s)) + A (~ (s) - x (s))] ds 
f 
which also contradicts x(T) -a (T )  < 0. Therefore, X(tm)-a(tm) < 0, since Im is nondecreasing. 
Repeating this procedure, we obtain that x(0) - (~(0) < 0. However, by hypothesis a(0) < 
/3(0) < x(0), i.e., x(0) - a(0) > 0. This is a contradiction. 
Consequently, x(t) < ~(t) for all t e J. Similarly, we can show that a < x on J. The proof is 
complete. | 
4.  COUPLED UPPER AND LOWER SOLUTIONS 
We consider again operator A defined in (2.4). Let 
9+(t , s )  = max{g( t , s ) ,  0}, g-(t,s) = 
and 
T m 
[A+x] (t) = fo g+ (t, s) F (s, x (s)) ds + E g+ (t, tk) Ik ( x (tk)), 
k=l  
T rn 
[a-x]( t ) - -  ~o g-(t 's)  F(s 'x(s))  ds+ Eg- ( t , t~) Ik (x ( tk ) ) .  
k=l  
Then, g = g+ - g - ,  A = A + - A - .  Note that A + and A-  are continuous and completely 
continuous. 
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DEFINITION 3. The functions a, t3 E PCI( J )  are said to be coupled lower and upper solutions 
for the antiperiodic problem (1.1)-(1.3) if (3.1) holds and 
a < A+a - A- f l  (4.1) 
and 
t3 > A+/3 - A -a .  (4.2) 
PROPOSITION 1. Suppose that a, ~ are apair of related lower and upper solutions for the antiperi- 
odic problem (1. I)-(1.3), then, a, ~ are a pair of coupled lower and upper solutions for (1.1)-(1.3). 
PROOF. For each t c J, let l = max{k C {0, 1,.. . ,  m} : t k E (0, t)}, and we have 
T m 
[A+a] (t) - [A-fl] (t) = fo g+ (t, s) [f (s, a (s)) + Aa (s)] ds + Eg  + (t, tk) Ik (a (tk)) 
k=l  
/o m - g- (t, s) [f (s, ~ (s)) + ~ (s)] d~ - ~ g- (t, tk) zk (/~ (tk)) 
k=l  
~0 t eA(T_t+s) l eA(T_t+tk ) 
>- e xT+l [a ' ( s )+ha(s ) ]ds+E eXT+I A(a(tk))  
k=l  
fO 
t eT~(--t+s) ~ eA(-t+tl¢) 
- e xT + 1 [fl' (s) + At3 (s)] ds - e~ T +------~A (fl (tk)) 
k=/+l  
= ~ [~(s)~] 'd~+ [a(s)e~'] ds 
+ ~ e ;'tk [a(t  +) - a (tk)] 
eA(T-t) 
e xT + 1 [fl (s) ds 
k=/+l  
c~'(-~) [ -~  (t) c~'~ + ~ (T) p r ]  e AT + 1 
e ~(T) 1 
>-- e~'T + la(t) + ~---~77fl (t) > a (t). 
Thus, (4.1) holds. The validity of (4.2) is proved analogously. | 
THEOREM 4. Let a, fl E pCI (  J) be a pair of coupled lower and upper solutions for (1.1)-(1.3). 
Suppose that f satisfies the inequality 
f (t, u) -- f (t, v) > --A (u - v) , a ( t )<v<u<f l ( t ) ,  a .e . , tE J ,  (4.3) 
and that Ik, k = 1, 2, . . . ,  m are nondecreasing. Then, there exist monotone sequences {an} and 
{fin}, such that {an} / ¢ and {fl,~} % ¢ uniformly on d, and, for any solution x to (1.1)-(1.3), 
such that ~(t) <_ z(t)  <_ p(t)  satisfies ¢(t) __ x(t) _ ¢(t). 
In addition, if we suppose that there exists M > O, such that 
f (t, u) - f (t, v) <-A(u -v )+M(u-v ) ,  a(t)  <v<u<f l ( t ) ,  (4.4) 
and there exists L > O, such that 
Ik (~) - I~ (v) < L (u - v) ,  a (t) < ~ < ~ < Z (t) ,  (4.5) 
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and 
M (1 - e -~T) + mAL 
<1.  
/k (1 q- e -;~T) 
Then, (1.1)-(I.3) has a unique solution x, such that a(t) <_ x(t) <_ fl(t). 
PROOF. It is easy to show that A + and A-  are nondecreasing operators. We define sequences 
{an} and {fin} by a0 = a,/30 -- fl and, for n > 1 
an = A+an-1 - A - f in - i ,  ~n = A+fln-1 - A-c~n_l.  (4.6) 
Then, (a,~} is nondecreasing, {f?n} is nonincreasing and an <: fin, for n > 0. 
In view of the fact that A + and A-  are continuous and completely continuous, we get that {a,~} 
converges to ¢ uniformly on J, and {fin} converges to ¢ uniformly on J. 
Let x be a solution to (1.1)-(1.3), such that a(t) <_ x(t) <_ fl(t), then, by the equality x -- 
A+x - A -x ,  (4.6) and the monotonicity of A + and A- ,  we get that an <_ x < flu, n > O. Thus, 
taking the limit as n --* ec, we obtain ~b _< x < ~b. 
Now, we prove the second affirmation of the result. By passing to the limit in expression (4.6), 
we obtain 
¢ -- A+¢ - A-C, ~b = A+¢ - A -¢  
and so, 
~b (t) - ¢ (t) = [A+¢] (t) - [A+¢] (t) + [A-!b] (t) - [A-C] (t) 
= g+ (t, ~) If (s, ¢ (s)) - f (~, ¢ (s)) + ~ (¢ (s) - ¢ (~))] d~ 
+ ~ g+ (t, tk) [Ik (¢ (tk)) -- Ik (¢ (tk))] 
k=l  
/o + g-  (t, ~) [I (~, ~ (~)) - f (~, e (s)) + ~ (¢ (~) - ¢ (s))] as 
+ ~ 9- it, tk) [Ik (~ (tk)) - zk (¢ (tk))]. 
k=l  
Using conditions (4.4) and (4.5), we have 
/? (t) - ¢ (t) < M [g+ (t, s) + g- (t, s)] (~0 (~) - ~ (s)) d~ 
m 
+ n E [g+ (t, tk) + g -  (t, tk)] (¢ (s) -- ¢ (s)). 
k----1 
Note that 
and 
We obtain 
f0 "~ [9+ (t, s) + g-  (t, s)] ds - 
1 - e -xT  
;~ (1 + e -AT) 
m 
[g+ (t, mk)+g- (t, tk)] < 1 + e-~r" 
k=l  
I1¢-¢11 < M(1-e  -~T)+mAL 
- ~ (i + e-~r)  I1¢ - ell. 
Therefore, q5 -= ~b. The proof is complete. | 
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