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Resumen: Actualmente el Web Spam es una guerra abierta entre los motores de
b¶usqueda, tratando de garantizar unos resultados relevantes al usuario, y una comu-
nidad, cuyo inter¶es reside en intentar enga~nar a los primeros en busca de un mejor
ranking para sus p¶aginas. En este trabajo presentamos un estudio preliminar sobre
distintas medidas que podr¶³an ser ¶utiles para la construcci¶on de un sistema novedoso
en la detecci¶on de Web Spam. Algunas de estas medidas se basan en los resultados
de un sistema de recuperaci¶on autom¶atica de enlaces web rotos. El sistema utiliza
distintas fuentes de informaci¶on de la p¶agina analizada y la informaci¶on extra¶³da de
estas fuentes se utiliza para realizar una consulta a un motor de b¶usqueda usual, co-
mo Google o Yahoo!. Las p¶aginas recuperadas son ordenadas posteriormente en base
a su contenido, utilizando t¶ecnicas de recuperaci¶on de informaci¶on. Finalmente, el
an¶alisis del grado de recuperaci¶on de los enlaces es empleado, junto a otras medidas,
como un indicador de Spam.
Palabras clave: recuperaci¶on de informaci¶on, World Wide Web, enlaces rotos, web
spam
Abstract: Nowadays, Web Spam is a war between search engines, trying to ensure
that the results are relevant to the user, and a community that tries to mislead the
search engine to attract to the former ones to its pages.
In this work, we present a preliminary study about several features that can be
useful for building a novel web spam detection system. Some of these features are
obtained from a system for automatic recovery of broken Web links. This system uses
several sources of information from the analyzed page to extract useful data that
are used later to perform a query to a typical search engine, as Google or Yahoo!.
Afterwards, retrieved pages are ordered based on its content, using information
retrieval techniques. Finally, the recovery links degree is used, along with other
features, as an indicator of Spam.
Keywords: information retrieval, World Wide Web, broken links, web spam
1. Introducci¶on
Hoy en d¶³a, la creciente popularidad de In-
ternet entre los usuarios como fuente de in-
formaci¶on, ha convertido a los buscadores en
un objetivo de la publicidad. Los buscado-
res a su vez, basan su modelo de negocio en
la publicidad que a~naden a los resultados de
una consulta. Pero adem¶as de esta publicidad
relevante a las consultas realizadas, una ma-
nera muy econ¶omica de conseguir publicidad,
consiste en aparecer en los primeros puestos
de las respuestas del buscador. En este senti-
do, estar entre los 30 primeros resultados es
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muy importante ya que hay estudios(Jansen
y Spink, 2003) que re°ejan que la probabi-
lidad de que un usuario llegue a mirar m¶as
all¶a de la tercera p¶agina de resultados es muy
baja. Ante esta manera de aumentar los in-
gresos por publicidad ha surgido un fen¶omeno
denominado Web Spam o Spamdexing.
Seg¶un (GyÄongyi y Garcia-Molina, 2005)
Web Spam podr¶³a de¯nirse como cualquier
acci¶on destinada a mejorar el ranking en un
buscador por encima de lo que se merece. En
general en la literatura (GyÄongyi y Garcia-
Molina, 2005; Baeza-Yates, Boldi, y Hidalgo,
2007) se distinguen tres tipos de Web Spam:
Link Spam, Content Spam y Cloacking.
El Link Spam o Spam de Enlaces consiste
Procesamiento del Lenguaje Natural, Revista nº 42, marzo de 2009, pp. 39-46 recibido 09-01-09, aceptado 02-03-09
ISSN 1135-5948 © 2009 Sociedad Española para el Procesamiento del Lenguaje Natural
en a~nadir enlaces super°uos y/o enga~nosos a
una p¶agina Web o bien crear p¶aginas super-
°uas que s¶olamente contienen enlaces. Uno de
los primeros trabajos que trataron este tipo
de Spam fue (Davison, 2000), donde se consi-
deraba el nepotismo en los enlaces como una
forma de ser m¶as relevante ante los buscado-
res. La manera m¶as frecuente de encontrar
este tipo de Spam es en forma de granjas de
enlaces (Link Farms) donde un conjunto de
p¶aginas son enlazadas entre s¶³ empleando al-
guna de las topolog¶³as estudiadas en (Baeza-
Yates, Castillo, y L¶opez, 2005), con el obje-
tivo de incrementar la importancia de una
de ellas. Estas topolog¶³as han sido estudia-
das en (GyÄongyi y Garcia-Molina, 2005).
El Content Spam o Spam de Contenido
es la pr¶actica de realizar ingenier¶³a sobre el
contenido de una p¶agina con el objetivo de re-
sultar relevante para un conjunto de consul-
tas. En (Fetterly, Manasse, y Najork, 2004) se
presenta un an¶alisis estad¶³stico sobre diferen-
tes propiedades del contenido para detectar
Spam. Entre las t¶ecnicas m¶as habituales se
encuentran el incluir t¶erminos enga~nosos en
las Urls, en el cuerpo (body) y en el texto del
ancla y cada vez menos habitual como una
Meta Tag. En (Ntoulas et al., 2006) se reali-
za una serie de medidas sobre el contenido y
luego se construye un ¶arbol de decisi¶on me-
diante el cual se realiza una clasi¯caci¶on de
este tipo de Spam. Tambi¶en existen traba-
jos (Abernethy, Chapelle, y Castillo, 2008)
que combinan informaci¶on tanto de los enla-
ces como del contenido para construir un cla-
si¯cador con SVM y detectar e¯cientemente
distintos tipos de Spam.
Finalmente, el Cloaking o Encubrimiento
consiste en diferenciar a un usuario de un
robot de b¶usqueda para responder con una
p¶agina distinta en cada caso. En (GyÄongyi y
Garcia-Molina, 2005) se presentan las t¶ecni-
cas m¶as utilizadas en este tipo de Spam.
En la literatura existen m¶ultiples trabajos
que exploran por separado o de manera con-
junta estos tipos de Spam. Sin embargo, estos
estudios trabajan habitualmente con una co-
lecci¶on etiquetada en la que previamente se
ha realizado un crawling y se han precalcula-
do una serie de medidas relevantes.
En este trabajo analizamos la utilidad de
los distintos datos extraidos sobre los enlaces
de una p¶agina para la detecci¶on de Spam.
En particular, estudiamos la forma de utili-
zar los resultados extra¶³dos de la aplicaci¶on
de un mecanismo de recuperaci¶on autom¶ati-
ca de enlaces para la detecci¶on de p¶aginas
de Spam. Esta t¶ecnica, adem¶as de aplicar un
nuevo indicador de Spam, proporciona un sis-
tema de an¶alisis online frente a las tradicio-
nales colecciones.
Nuestro sistema de recuperaci¶on de enla-
ces rotos se basa en t¶ecnicas cl¶asicas de re-
cuperaci¶on de informaci¶on para extraer in-
formaci¶on relevante y realizar consultas a un
motor de b¶usqueda como Google o Yahoo!. El
sistema comprueba los enlaces de la p¶agina
que se le indica. Si alguno de ellos est¶a roto,
hace una propuesta al usuario de una serie
de p¶aginas candidatas para sustituir el enla-
ce roto. Las p¶aginas candidatas se obtienen
mediante b¶usquedas en Internet compuestas
de t¶erminos extra¶³dos de distintas fuentes. A
las p¶aginas recuperadas con la b¶usquedaWeb
se les aplica un proceso de ordenaci¶on que
re¯na los resultados antes de hacer la reco-
mendaci¶on al usuario. La ¯gura 1 presenta
un esquema del sistema propuesto.
Informacion
del enlace
Informacion
de la pagina
Extraccion de
terminos 
relevantes
Buscador
Enlace roto
Pagina web
terminos
paginas recomendadas
paginas web
Ordenar
Figura 1: Esquema del funcionamiento del
sistema de recomendaci¶on para la recupera-
ci¶on de enlaces rotos.
Al analizar los resultados de algunos ex-
perimentos, encontramos casos excepcionales
en los que el grado de recuperaci¶on de enla-
ces ten¶³a una gran desviaci¶on con respecto a
la media. Estos casos consist¶³an en p¶aginas
con muchos enlaces en los que no se recupe-
raba ning¶un enlace o bien se recuperaban las
p¶aginas originales de pr¶acticamente todos los
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enlaces. En ambos casos se ha comprobado
manualmente que se trataba de p¶aginas de
Spam. Esto sugiere la utilidad de aplicar es-
tas t¶ecnicas a la detecci¶on de Spam. El resul-
tado de la recuperaci¶on de los enlaces rotos
puede tomarse como un indicador de la cohe-
rencia entre un enlace y la p¶agina a la que
enlaza, dato que es ¶util para la detecci¶on de
Spam.
Existen algunos trabajos enfocados a la re-
cuperaci¶on de enlaces, aunque se basan en
informaci¶on anotada por anticipado en el en-
lace. El sistema Webvise (Gr¿nb½k, Sloth,
y Ârb½k, 1999), permite cierto grado de re-
cuperaci¶on de enlaces Web rotos utilizando
informaci¶on redundante sobre los enlaces, al-
macenada en bases de datos de servidores de
Internet. Davis (Davis, 2000) analiza las cau-
sas del problema de los enlaces rotos y propo-
ne soluciones enfocadas a la recopilaci¶on de
informaci¶on sobre la estructura de la red de
enlaces. Nakamizo y colaboradores (Nakami-
zo et al., 2005) han desarrollado un sistema
de recuperaci¶on de enlaces basado en lo que
denominan \enlaces con autoridad" de una
p¶agina. Shimada y Futakata (Shimada y Fu-
takata, 1998) propusieron la creaci¶on de una
base de datos de enlaces, SEDB, en la que son
posibles ciertas operaciones de reparaci¶on de
los enlaces almacenados.
Nuestro trabajo di¯ere de los anteriores
ya que no presupone la existencia de ninguna
informaci¶on almacenada de antemano sobre
los enlaces y es aplicable a cualquier p¶agina
de Internet, lo que le hace ¶util para analizar
el Spam de las p¶aginas web.
El resto del art¶³culo se organiza de la si-
guiente forma: en la secci¶on 2 se describen las
t¶ecnicas que utilizamos para la recuperaci¶on
autom¶atica de enlaces web rotos. La secci¶on 3
analiza la relaci¶on de distintos datos sobre los
enlaces de una p¶agina con su identi¯caci¶on
como Spam, en particular los resultados de
la aplicaci¶on de las t¶ecnicas de recuperaci¶on
autom¶atica. Finalmente, en la secci¶on 4 se
realiza una discusi¶on sobre los resultados y
se extraen una serie de conclusiones.
2. T¶ecnicas de recuperaci¶on de
enlaces
En esta secci¶on analizamos cada una de
las fuentes de informaci¶on consideradas, ex-
trayendo estad¶³sticas de su utilidad para la
recuperaci¶on de enlaces cuando se aplican por
separado o combinadas.
2.1. Uso del Texto del ancla de los
enlaces
En muchos casos las palabras que compo-
nen el texto del ancla de un enlace son la
principal fuente de informaci¶on para identi-
¯car la p¶agina apuntada. Para veri¯car esta
teor¶³a, hemos realizado un estudio del n¶ume-
ro de casos en los que los enlaces rotos se han
recuperado buscando en Google el texto del
ancla entrecomillado.
Para considerar que un enlace se ha recu-
perado, aplicamos el modelo de espacio vec-
torial (Manning, Raghavan, y SchÄutze, 2008),
representando cada una de las p¶aginas (origi-
nal y candidata) a comparar por un vector de
t¶erminos, y hayamos la distancia dada por el
coseno entre ellos. Si este valor es mayor de
0.9, consideramos la p¶agina recuperada. Pa-
ra valores menores que este umbral, como un
0.8, aunque en la mayor¶³a de los casos se trata
de la misma p¶agina con peque~nos cambios co-
mo los mencionados, hemos encontrado alg¶un
caso en que se trataba de p¶aginas distintas,
aunque del mismo sitio Web.
De esta forma se ha conseguido recuperar
un 41% de los enlaces entre las diez primeras
posiciones (Google). Adem¶as un 66% de los
enlaces recuperados han logrado encontrarse
en la primera posici¶on. Estos datos demues-
tran que el texto del ancla de un enlace es
una gran fuente de informaci¶on de cara a re-
cuperar un enlace roto.
En este trabajo hemos optado por reali-
zar un reconocimiento de entidades nombra-
das (nombres de personas, organizaciones o
lugares) sobre el texto del ancla, para poder
extraer determinados t¶erminos cuya impor-
tancia sea mayor que la del resto. Para tal
¯n, existen varias soluciones software como
LingPipe, Gate, FreeLing, etc. Tambi¶en exis-
ten m¶ultiples recursos en forma de gazetteers,
pero el amplio dominio sobre el que trabaja-
mos ha impedido conseguir resultados preci-
sos. Estamos en un entorno en el que ana-
lizamos p¶aginas aleatorias cuyo ¶unico factor
com¶un es el idioma (ingl¶es). Adem¶as, el he-
cho de que el texto de las anclas sean con-
juntos muy reducidos de palabras y/o n¶ume-
ros, hace que los sistemas usuales de reconoci-
miento de entidades proporcionen resultados
muy pobres. Por estos motivos, hemos decidi-
do emplear la estrategia opuesta. En lugar de
encontrar entidades nombradas, hemos opta-
do por recopilar un conjunto de diccionarios
y descartar las palabras comunes y n¶umeros,
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suponiendo que el resto de palabras son enti-
dades nombradas. Aunque hemos encontrado
algunos falsos negativos, como por ejemplo la
compa~n¶³a "Apple", en el caso de las anclas
hemos obtenido mejores resultados con esta
t¶ecnica.
La tabla 1 muestra los resultados de la re-
cuperaci¶on de enlaces en funci¶on del conte-
nido de entidades nombradas de las anclas
y del n¶umero de t¶erminos de las mismas. Los
resultados demuestran que la presencia de en-
tidades nombradas en el ancla favorece la re-
cuperaci¶on del enlace. Adem¶as cuando hay
entidades nombradas el n¶umero de casos re-
cuperados es importante.
Tipo de ancla
Ent. Nomb. No Ent. Nomb.
Terms. E.N.R. E.R. E.N.R. E.R.
1 102 67 145 7
2 52 75 91 49
3 29 29 27 45
4+ 57 61 33 47
total 240 232 296 148
Cuadro 1: An¶alisis de los enlaces no recupe-
rados (E.N.R.) y recuperados (E.R.) en fun-
ci¶on del tipo de ancla | con (Ent. Nomb.) y
sin (No Ent.) entidades nombradas | y del
n¶umero de t¶erminos del ancla. 4+ term. se
re¯ere a anclas con cuatro o m¶as t¶erminos.
2.2. El texto de la p¶agina
Los t¶erminos m¶as frecuentes encontrados
en una p¶aginaWeb son una forma de caracte-
rizar el tema principal de dicha p¶agina. Esta
t¶ecnica requiere que el contenido de la p¶agina
sea su¯cientemente grande. Un ejemplo claro
de utilidad de esta informaci¶on son los enla-
ces a p¶aginas personales. Es muy frecuente
que el ancla de un enlace a una p¶agina perso-
nal est¶e formada por el nombre de la persona
a la que corresponde la p¶agina. Sin embargo,
en muchos casos los nombres, incluido el ape-
llido, no identi¯can a una persona de forma
un¶³voca.
Hemos aplicado t¶ecnicas cl¶asicas de re-
cuperaci¶on de informaci¶on para extraer los
t¶erminos m¶as representativos de la p¶agina.
Una vez eliminadas las palabras vac¶³as, ge-
neramos un ¶³ndice de t¶erminos ordenado por
frecuencias. Los diez primeros t¶erminos de es-
te¶³ndice se utilizan, uno a uno, para expandir
la consulta formada por el texto del ancla. Es
decir, se expande con cada uno de ellos y se
toman los diez primeros documentos recupe-
rados en cada caso.
En la tabla 2 se puede observar como la
expansi¶on mejora globalmente los resultados
aumentando el n¶umero de enlaces recupera-
dos en las diez primeras posiciones y por tan-
to reduciendo los enlaces no recuperados. A
pesar de esto, el n¶umero de enlaces recupera-
dos en primera posici¶on se ve reducido.
An¶alisis. 1 pos. 1-10 pos. E.N.R.
No EXP 253 380 536
EXP 213 418 498
Cuadro 2: An¶alisis del n¶umero de documen-
tos recuperados en primera posici¶on (1 pos.),
entre las diez primeras posiciones (1-10 pos.)
o no recuperados (E.N.R.) en funci¶on de uti-
lizar (EXP) o no (No EXP), el m¶etodo de
expansi¶on de la consulta.
Por ello consideramos que lo m¶as adecua-
do es aplicar ambas formas de recuperaci¶on, y
ordenar despu¶es los resultados para presentar
al usuario los m¶as relevantes en primer lugar.
Analizando los casos en los que se consi-
gue recuperar la p¶agina correcta con y sin
entidades nombradas y en funci¶on del n¶ume-
ro de t¶erminos del ancla (tabla 3) vemos que
las proporciones obtenidas recuperando sin
expandir la consulta se mantienen. Es de-
cir, los mejores resultados se obtienen cuando
hay entidades nombradas y cuando hay dos
o m¶as t¶erminos. Sin embargo, en este caso,
es decir con expansi¶on, el n¶umero de enla-
ces recuperados cuando el ancla consta de un
¶unico t¶ermino y no es una entidad nombrada
es 25, que ya puede ser una cantidad signi-
¯cativa. Esto sugiere intentar recuperar con
expansi¶on tambi¶en en este caso, siempre que
sea posible comprobar la validez de los resul-
tados.
2.3. Ordenaci¶on de los enlaces por
relevancia
En este momento hemos recuperado un
conjunto de enlaces candidatos a sustituir al
enlace roto, procedentes de la b¶usqueda con
el ancla y con el ancla expandida con cada
uno de los diez primeros t¶erminos que re-
presentan a la p¶agina padre. Ahora quere-
mos ordenarlos por relevancia para presen-
tarlos al usuario. Para calcular esta relevan-
cia hemos considerado dos fuentes de infor-
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Tipo de ancla
Ent. Nomb. No Ent. Nomb.
Terms. E.N.R. E.R. E.N.R. E.R.
1 104 65 127 25
2 55 72 70 70
3 30 28 22 50
4+ 59 59 31 49
total 248 224 250 194
Cuadro 3: An¶alisis de los enlaces no recupera-
dos y recuperados en funci¶on del tipo de ancla
y del n¶umero de t¶erminos del ancla cuando la
expansi¶on es aplicada.
maci¶on. En primer lugar, si existe, la p¶agina
a la que apuntaba el enlace roto almacenada
en la cach¶e del buscador, en nuestro caso de
Google. Si esta informaci¶on no existe, enton-
ces utilizamos la p¶agina padre que contiene el
enlace roto. La idea es que la p¶agina enlazada
tratar¶a en general sobre una tem¶atica relacio-
nada con la p¶agina en la que se encuentra el
enlace.
De nuevo hemos aplicado el modelo de
espacio vectorial (Manning, Raghavan, y
SchÄutze, 2008) para estudiar la similitud en-
tre la p¶agina que conten¶³a el enlace roto y las
p¶aginas recuperadas. Con esta t¶ecnica calcu-
lamos la similitud o bien con la cach¶e o bien
con la p¶agina padre. La ¯gura 2 muestra los
resultados correspondientes. En el primer ca-
so, la mayor¶³a de los documentos correctos
recuperados se presentan entre los diez pri-
meros documentos, con lo que si se dispone
de la cach¶e, podremos hacer recomendacio-
nes muy ¯ables. En el caso de la similitud
con la p¶agina padre, el orden de los resulta-
dos es peor. Por lo que s¶olo recurriremos a
esta informaci¶on si no se dispone de la cach¶e.
2.4. Colecci¶on de p¶aginas y
Resultados de la
Recuperaci¶on Autom¶atica de
Enlaces
Si analizamos la utilidad de las distintas
fuentes de informaci¶on utilizadas directamen-
te sobre enlaces rotos, es muy dif¶³cil evaluar
la calidad de las p¶aginas candidatas a susti-
tuir el enlace. Por ello, en esta fase de an¶alisis
trabajamos con enlaces Web tomados de for-
ma aleatoria, que no est¶an realmente rotos,
y que denominamos supuestamente rotos. De
esta forma disponemos de la p¶agina a la que
apuntan y podemos evaluar la recomendaci¶on
Figura 2: N¶umero de apariciones de p¶aginas
correctas en el ranking elaborado, seleccio-
nando los N mejores candidatos seg¶un la si-
militud con la p¶agina cach¶e y padre.
que hacemos utilizando cada fuente de in-
formaci¶on. Para realizar el an¶alisis, tomamos
diez enlaces por cada p¶agina elegidos aleato-
riamente de un conjunto de 100 seleccionadas
igualmente de manera aleatoria mediante pe-
ticiones sucesivas a www.randomwebsite.com,
un sitio que proporciona p¶aginasWeb aleato-
rias. Este conjunto de p¶aginas adem¶as deben
cumplir una serie de requisitos en cuanto a su
contenido como tener 250 palabras, estar es-
critas en ingles y tener al menos cinco enlaces
activos, ajenos al propio sitio y cuyo texto de
anclaje sea m¶³nimamente descriptivo (no sea
¶unicamente un n¶umero, una Url, un signo de
puntuaci¶on o est¶e vac¶³o).
Los resultados del an¶alisis descrito en las
secciones anteriores sugieren criterios para
decidir en qu¶e casos hay informaci¶on su¯cien-
te para intentar la recuperaci¶on del enlace y
qu¶e fuentes de informaci¶on utilizar. Esta in-
formaci¶on se ha modelado dando origen a un
algoritmo cuyos resultados pasamos a descri-
bir.
Hemos aplicado este algoritmo a enlaces
que est¶an realmente rotos, pero s¶olamente de
los que se dispone de cach¶e, para poder eva-
luar los resultados. La tabla 4 muestra los
resultados de la posici¶on de los documentos
m¶as relevantes en una ordenaci¶on por simi-
litud con la p¶agina padre. La relevancia se
mide por similitud con la cach¶e. Hemos com-
probado que en unos casos se trata de la p¶agi-
na original, que ha cambiado de Url, y en
otros casos de p¶aginas con contenido muy re-
lacionado en una localizaci¶on diferente. Pode-
mos observar, que a¶un si no contamos con la
cach¶e y ordenamos por similitud con la p¶agi-
na padre, el sistema es capaz de presentar
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documentos sustitutos relevantes entre las 10
primeras posiciones en un 48% de los casos
y entre las 20 primeras en un 76%.
N primeros E.R
1-10 12
10-20 7
20-50 6
Cuadro 4: N¶umero de apariciones de p¶aginas
sustitutas (de acuerdo con su similitud con el
contenido de la cach¶e) entre los N primeros
documentos ordenados por similitud con la
p¶agina padre.
3. Detecci¶on de Web Spam
Nuestro sistema de recuperaci¶on de enla-
ces analiza una Web tanto desde el punto
de vista de sus enlaces como desde el pun-
to de vista de su contenido. Aplicando es-
ta metodolog¶³a a los enlaces de una p¶agina
(no rotos), puede extraerse informaci¶on rele-
vante sobre la coherencia de los enlaces y las
p¶aginas apuntadas por ellos, que es ¶util pa-
ra determinar si una p¶agina esta realizando
Spamdexing. Nuestra propuesta es novedosa
para la detecci¶on de Spam, ya que habitual-
mente los sistemas que se encargan de esta
tarea realizan un crawling previo, reuniendo
una colecci¶on de p¶aginas Web junto a una
serie de medidas relevantes. Posteriormente
y de una manera o²ine, se realiza una cla-
si¯caci¶on sobre la colecci¶on. En los ¶ultimos
a~nos existe una colecci¶on de referencia (Cas-
tillo et al., 2006) siendo la primera que inclu-
ye las p¶aginas y sus enlaces y que adem¶as ha
sido etiquetada manualmente por un conjun-
to de voluntarios. No obstante existen otros
trabajos que emplean colecciones propias ela-
boradas de una forma similar. Este sistema
ser¶³a novedoso ya que no necesita una colec-
ci¶on con informaci¶on sobre su contenido ni
sobre sus enlaces, sino que de una manera
online extrae de la red informaci¶on relevante
sobre una Web dada para posteriormente ser
clasi¯cada seg¶un su grado de Spam. Hemos
realizado un estudio comparativo aplicado a
dos conjuntos de 67 p¶aginas Web, clasi¯cadas
previamente como Spam o No Spam, en el
que tomando una serie de medidas podemos
apreciar ciertas caracter¶³sticas propias de ca-
da conjunto. Estos dos conjuntos han sido to-
mados de (Castillo et al., 2006), teniendo en
cuenta su clasi¯caci¶on en cuanto a su gra-
do de Spam. Adem¶as fue imprescindible que
las p¶aginas estuvieran online y que su cuerpo
contuviera al menos 100 palabras y un enlace
externo.
La primera medida corresponde a la di-
ferencia entre los enlaces recuperados y no
recuperados por cada una de las p¶aginas. El
an¶alisis en este caso se ha realizado mediante
una recuperaci¶on de los enlaces activos para
poder veri¯car su recuperaci¶on. La intuici¶on
en la interpretaci¶on de este valor es que una
p¶agina que hace Spam est¶a enlazando a otras
p¶aginas poco conocidas y por tanto, dif¶³ciles
de recuperar. Por lo tanto, cuanto m¶as nega-
tiva es la diferencia entre los enlaces recupe-
rados y no recuperados, mayor es la probabi-
lidad de que la p¶agina est¶e haciendo Spam.
En la ¯gura 3 se pueden apreciar las dos dis-
tribuciones de estas medidas para cada una
de las p¶aginas y por cada uno de los dos con-
juntos (Spam y no Spam). Tambi¶en se puede
observar como en el caso de las p¶aginas que
no hacen Spam, sus valores casi siempre est¶an
por encima de los de las p¶aginas de Spam.
Las dos siguientes ¯guras 4 y 5 correspon-
den a las p¶aginas de Spam y las de no Spam
respectivamente. En ellas se muestra la re-
laci¶on entre las distribuciones de los enlaces
de cada p¶agina y las p¶aginas que las enlazan.
Se puede comprobar como en el primer caso
la diferencia es mucho mayor, estando siem-
pre los enlaces entrantes por debajo de los
salientes. Estos datos indican que las p¶aginas
de Spam contienen muchos enlaces pero en
cambio no reciben el mismo n¶umero.
En la ¯gura 6 se muestran las distribucio-
nes de la siguiente medida para cada una de
las p¶aginas y por cada uno de los dos con-
juntos (Spam y no Spam). Esta medida co-
rresponde al valor absoluto de la diferencia
entre los enlaces externos y los que son inter-
nos. Las p¶aginas de Spam normalmente to-
man dos estrategias distintas en cuanto a los
enlaces, o bien la mayor¶³a son externos con
el objetivo de crear granjas de enlaces o por
el contrario intentan absorber la mayor¶³a del
PageRank conteniendo mayoritariamente en-
laces al mismo sitio. De esta forma, en la ¯-
gura 6 se puede comprobar como el equilibrio
entre este tipo de enlaces es mayor en el caso
de las p¶aginas que no realizan Spam.
Otras dos medidas interesantes (no mos-
tradas en este trabajo) para clasi¯car una
p¶agina son el n¶umero de las mismas que la
enlazan as¶³ como el n¶umero de enlaces cuyo
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texto del ancla es una Url. Para la primera
hemos tomado el valor correspondiente apro-
ximado que proporciona el buscador. De es-
ta forma hemos podido comprobar como las
p¶aginas de Spam tienen valores muy por de-
bajo, veri¯cando la teor¶³a de que las p¶aginas
de prestigio trans¯eren su con¯anza a p¶agi-
nas igualmente prestigiosas. Cabe mencionar
que existen p¶aginas de Spam con valores ele-
vados, sin embargo corresponden a sitios im-
portantes pero clasi¯cados como Spam por
su alto contenido de publicidad. En cuanto
al n¶umero de enlaces cuyo texto del ancla es
una Url, en t¶erminos generales las p¶aginas de
Spam contienen una mayor cantidad.
Todas estas medidas junto con otras estu-
diadas en la literatura, tanto en relaci¶on al
contenido como a la estructura de los enla-
ces, podr¶³an ser utilizadas para la detecci¶on
de p¶aginas de Spam.
Figura 3: Distribuci¶on de la diferencia en-
tre los enlaces recuperados y no recuperados
para dos conjuntos de p¶aginas (Spam y no
Spam).
Figura 4: Distribuci¶on de los enlaces salientes
y entrantes para las p¶aginas de Spam.
Figura 5: Distribuci¶on de los enlaces salientes
y entrantes para las p¶aginas de No Spam.
Figura 6: Distribuci¶on de la diferencia entre
los enlaces externos e internos para dos con-
juntos de p¶aginas (Spam y no Spam).
4. Conclusiones y Futuros
trabajos
En este trabajo presentamos un estudio
preliminar sobre una serie de medidas que
podr¶³an ser ¶utiles para la detecci¶on de Spam
en la Web. En particular, analizamos la medi-
da de coherencia entre los enlaces y las p¶agi-
nas apuntadas por ellos. Otras medidas anali-
zadas son las diferencias entre los enlaces en-
trantes y salientes, entre los enlaces externos
e internos o el n¶umero de enlaces cuyo tex-
to de anclaje es una Url. Estas medidas son
obtenidas a su vez gracias a un sistema de re-
cuperaci¶on de enlaces. El sistema resultante
resultar¶³a novedoso ya que no necesitar¶³a de
una colecci¶on con informaci¶on precalculada
sino que funcionar¶³a de una manera online.
En cuanto al sistema de recuperaci¶on de
enlaces, hemos analizado distintas fuentes de
informaci¶on que podemos utilizar para hacer
una recuperaci¶on autom¶atica de enlaces Web
que han dejado de ser v¶alidos. Los resulta-
dos indican que los t¶erminos del ancla pue-
den ser muy ¶utiles, especialmente si hay m¶as
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de uno y si contienen alguna entidad nom-
brada. Hemos estudiado tambi¶en el efecto de
a~nadir t¶erminos procedentes de la p¶agina que
contiene el enlace, con el ¯n de reducir la am-
bigÄuedad que puede conllevar la cantidad li-
mitada de t¶erminos del ancla. Este estudio
ha mostrado que los resultados mejoran a los
obtenidos utilizando s¶olo los t¶erminos del an-
cla. Sin embargo, como hay casos en los que
la expansi¶on empeora el resultado de la re-
cuperaci¶on, hemos decidido combinar ambos
m¶etodos, ordenando despu¶es los documentos
obtenidos por relevancia. El resultado de este
an¶alisis ha sido un algoritmo que ha conse-
guido recuperar una p¶agina muy cercana a la
desaparecida entre las diez primeras posicio-
nes de los documentos candidatos en un 48%
de los casos, y entre las 20 primeras en un
76%.
En este momento trabajamos en analizar
otras fuentes de informaci¶on que pueden ser
¶utiles tanto para la recuperaci¶on de enlaces
como para la detecci¶on de Spam, como las
propias Urls, las p¶aginas que apuntan a la
p¶agina analizada o el contenido de sus distin-
tas partes.
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