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Abstract
Single molecule experiments are a set of experiments designed specifically to study
the properties of individual molecules. It has only been in the last three decades
where single molecule experiments have been applied to the life sciences; where they
have been successfully implemented in systems biology for probing the behaviors of
sub-cellular mechanisms. The advent and growth of super-resolution techniques in
single molecule experiments has made the fundamental behaviors of light and the associated nano-probes a necessary concern amongst life scientists wishing to advance
the state of human knowledge in biology. This dissertation disseminates some of the
practices learned in experimental live cell microscopy. The topic of single particle
tracking is addressed here in a format that is designed for the physicist who embarks
upon single molecule studies. Specifically, the focus is on the necessary procedures
to generate single particle tracking analysis techniques that can be implemented to

v

answer biological questions. These analysis techniques range from designing and
testing a particle tracking algorithm to inferring model parameters once an image
has been processed. The intellectual contributions of the author include the techniques in diffusion estimation, localization filtering, and trajectory associations for
tracking which will all be discussed in detail in later chapters. The author of this thesis has also contributed to the software development of automated gain calibration,
live cell particle simulations, and various single particle tracking packages. Future
work includes further evaluation of this laboratory’s single particle tracking software, entropy based approaches towards hypothesis validations, and the uncertainty
quantification of gain calibration.
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Chapter 1
Introduction

In 2014, three researchers jointly were awarded the Nobel prize for chemistry for
their contributions towards the development of super-resolution microscopy. The
advances of these pioneers, as well as several others, has resulted in new insights for
subcellular processes such as protein aggregation or chromosomal organization [1].
Since the development of these techniques, researchers can now track individual
proteins as they migrate through cells, allowing visualizations of the processes that
occur when cells perform tasks such as division, death, metabolic conversion, and
chemical secretion. The ability to circumvent the diffraction limit has opened avenues
for biological research that was not feasible 30 years ago.
Super-resolution is a subset of optical microscopy, focusing on techniques that
allow researchers to circumvent the diffraction based resolution limit of light. In
1873, Ernst Abbe quantified the resolution limit of light, d, of a monochromatic light
source of wavelength λ with a numerical aperture (NA) as d = λ/(2NA). The effects
of diffraction put a practical limit of 200 nanometers on optical experiments. Optical based techniques are important for biology because they provide a less invasive
approach for observing details of biological matter over higher frequency imaging
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techniques such as scanning electronic microscopy [2]. In the mid 90’s, stimulation emission depletion (STED) [3] and ground state depletion [4] fluorescence microscopy were proposed as means to break the diffraction limit and in 2000, STED
was implemented in cellular imaging [5]. At the turn of the century, several methods were proposed for extending super resolution to 3-D imaging [6, 7, 8]. In 2004,
the Maximum Likelihood Estimator (MLE) and Fisher information were applied
to the problem of estimating single molecule localizations and quantifying the estimator performance when photons are captured by a pixel array detector such as a
charged couple device [9]. In 2005 blinking statistics were proposed for a pointillism
based reconstruction of nano-structures [10]. In 2006, a pointillism based approach
known as photoactivated localization microscopy (PALM) was implemented to map
intracellular components by labeling and imaging target proteins [11]. The last
few years of super-resolution techniques have focused on 3-D techniques using using
astigmatism [12], dual focal planes [13], and PSF engineering [14]. Multi-color superresolution imaging has been developed with the use of photo-switchable probes [15] in
multi-channel or temporal based imaging systems. Another approach to multi-color
imaging involves the use of simultaneous imaging of up to 8 multi color quantum dots
with a hyper-spectral microscope [16] system. The new millennia saw an incredible
growth in super-resolution techniques that has yet to halt today.
As super-resolution methods develop, a related set of techniques known as single particle tracking (SPT) continue to benefit biological applications. SPT is the
classification and observation of individual particles such as proteins in a medium
such as the plasma membrane. Of all the methods to study dynamic processes in
cells, SPT is one of the few techniques that does not explicitly rely on ensemble averages, allowing for better resolution in probing heterogeneities. This thesis focuses
on approaches that are merged techniques developed in both super-resolution and
single particle tracking. The history of single particle tracking is older than superresolution, spanning over 30 years since the advent of video microscopy. The title
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of this thesis is analysis techniques for live cell nanoscopy. The focus here will be
a treatment of single particle tracking techniques with the mathematical concepts
developed from super-resolution microscopy to effectively track and analyze proteins
in a cellular structure.
Calibrating a camera is important because it allows a transformation operation
on the acquired image so that pixel values can be represented by ‘effective photon’
counts. A transformation of raw pixel values to effective photon counts is necessary
because the likelihood distributions used for quantitative image analysis assume that
the noise observed in image data is characterized by photon statistics. Likelihood
calculations that use data represented by raw pixel values rather than data represented by effective photon counts will be incorrect. The methods, both old and new,
for extracting the quantities to transform the pixel counts of an image matrix to
‘expected photon’ counts are discussed in chapter 2.
In chapter 3 a brief review and history of SPT is discussed to provide some
background. A basic, yet contemporary tracking algorithm is discussed in chapter 4
with a review on some standard super-resolution and Bayesian concepts for particle
localizations. Training data is essential for testing any algorithm, so in chapter 5 a
bottom up approach is discussed for simulating live cell microscopy data.
In chapter 6 all of the previously discussed methods are implemented to track,
simulate, and extract parameter quantities from the dynamical behaviors of a protein
that has been implicated as a pivotal component in histamine reactions.
Downstream analysis of trajectories, such as mobility quantification, provides
the information desired by practicing cell biologists, so in chapter 7 the mathematical formalism for deriving and interpreting the likelihood distribution for reliably
extracting diffusion constants is discussed in full detail.
More advanced tracking methods implement Kalman filters [17] to predict the po-
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sition of future particle locations to aid in tracking decisions. To improve the quality
of this approach, a modified Bayesian filter specific to this problem is described in
Appendix C. Our approach, which was derived by the author of this thesis, embeds
the functionality of a Kalman filter into a power law distribution in order to predict
biased motion while compensating for a population particles with large variability in
their apparent diffusivity.
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Chapter 2
Gain Calibration of EMCCD Data

2.1

Introduction

This chapter outlines conventional and data driven gain calibration for various imaging sensors. Gain calibration is an important topic in biophysics because scientists
are seeking methods to maximize their information output, e.g. localization precisions, from noise corrupted images. The details mentioned here regarding data
driven gain calibration is the topic of a manuscript currently in submission [18].
When a scientific camera acquires an image from incoming photons, the original
light signal must be processed into a digital format. The final digital image is represented as a matrix of Analog to Digital Units (ADU), however the ADUs of image
sensors typically have statistical properties that would differ from the photon counts
that would be registered with a perfectly lossless and noiseless photon sensor. Other
detectors can run in single photon counting mode, such as APD, PMT and HyD
sensors [19], but often times the resulting image still needs to be transformed so that
the data satisfies photon counting statistics.
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The transformation of sensor acquired photo-electrons to digitally recorded ADUs
in the image acquisition process results in an image that generally does not satisfy
photon counting statistics; photon counting statistics are characterized by Poisson
distributed noise [20]. The altered noise distribution of the ADU values requires
a subsequent transformation of the the digital image so that the pixel values represented by ADUs are instead represented by an ‘effective photon’ count so that
MLE algorithms can correctly localize single molecules. Single molecule localization
techniques used in super-resolution and SPT algorithms that implement MLE approaches [21, 9] rely on the assumption that the the acquired data generated from the
PSF of the original image model is corrupted by Poisson noise. Least squares estimation of particle localizations is still in use because it does not require gain calibration
to improve performance since it assumes an incorrect Gaussian noise model which
consequently reduces the estimate quality [22]. In order to use the MLE localization
algorithms, the image must be transformed so that the emitters have pixel counts
that follow a Poisson distribution [23], transforming the ADU values into ‘effective
photons’: pixel counts that better represent the behavior of photons even though the
original photon signature is lost.
The output signal, S, is an image with pixels represented by ADU values and can
be described as a linear transformation of an image of ‘effective photon’ counts, K,
S = gK + R + O,

(2.1)

where O represents an offset to the ADU values, g is the linear gain factor, and
R is a set of random deviations generated from a realization of sensor read noise
processes. Typically, an offset is produced to guarantee that all ADU counts remain
positive, since most camera circuits store data in the unsigned integer format and
would thus round off negative values, rounding out critical information. The gain
factor is generally the result of whatever hardware based technique is implemented
to boost the original image signal, preventing noise from dominating the resulting
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digital output. The effective photon count is a Poisson variable so that var(K) = hKi.
Consequently, the output signal has the following properties
hSi = g hKi + O,
var(S) = g 2 hKi + σR2 = g(hSi − O) + σR2 .

(2.2)

Where σR is the standard deviation of the read noise in units of ADUs under the
assumption that the noise is gaussian and uncorrelated with other pixels. The process of obtaining values for O, g, or any related parameters required to transform
the ADU into an ‘effective photon’ count is known as gain calibration. Gain calibration does not perfectly recover the original photon signature, but provides a linear
transformation on the signal that returns accurate photon statistics for estimation
procedures that allows data to be treated with a Poisson noise model.

2.2

Acquisition Process

The process of taking an analog signal and converting it to a digital format is dependent on the sensor configuration. Without loss of generality, all imaging devices
must process photons by capturing them onto a finite sized sensor. The sensor then
converts the incident photons into some other particle, typically a photo-electron,
but the actual conversion process varies from sensor to sensor. The captured photoelectrons must then be converted to a digital value that is represented as a pixel
value. In order to reduce signal loss from the digital conversion process, several preprocesses are performed to amplify the original photo-electron signal. The read noise
induced from the signal conversion could result in negative signal values. Negative
signal values would be stored as 0 values because camera firmware generally stores
pixel values as an unsigned integer. An offset induced by a constant voltage is added
to prevent loss of signal due to the omission of negative numbers. As a result, the
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signal measured in a digital image is not only corrupted by photon statistics, but is
also transformed by gain amplification, DC offset, and Gaussian white noise terms.
Analog to Digital
Conversion
(ADC)

Analog Voltage
Signal

Sensor
Signal In (e-)

Digital
Read Out
(Computer)

Photon
(γ)

Gain Processes
(g)
DC Offset
(O)

Signal Out
(ADU)

Figure 2.1: Simplified diagram of the conversion of photons to ADUs.

2.3

Probability of a Transformed Poisson Variable

The maximum likelihood estimate (MLE) algorithms for single molecule microscopy
assumes a Poisson distribution for the observed photons. The probability distribution
of an image of observed photons, K, in a region the size of N pixels given knowledge
of the single emitter fit model, M , is
L(M ) = P (K | M ) =

N
Y
M Ki exp [−Mi ]
i

i=1

Γ(Ki + 1)

.

(2.3)

If the observed variable was not K but instead was a linearly shifted signal, S̃ =
gK + O, then the probability distribution requires a transformation of variables
operation so that the likelihood of the model is now
N

[S̃ −O]/g

1 Y Mi i
exp [−Mi ]
P S̃ | M =
,
g i=1 Γ([S̃i − O]/g + 1)




(2.4)

Without knowledge of O or g, the likelihood distribution cannot be correctly calculated given knowledge of the variable S instead of K. If an MLE estimator operates
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on a digital image where pixel values are not represented directly as effect photon counts, downstream estimation procedures such as log likelihood ratio (LLR)
tests [24] will not be applicable for the estimate. For example, a distribution of
LLR values for an ensemble of particle subregions for the single emitter with 5 fit
parameters should be described by a Chi-squared distribution with N − 5 degrees of
freedom. If the gain settings for the ensemble are incorrect, the distribution will be
a non-central Chi-squared distribution. The probability distribution in this section
does not accurately describe the model in eq. 2.1 because it neglects the Gaussian
read noise term. The likelihood distribution of the signal in eq. 2.1 is derived in
detail in sec. 2.8.

2.4

Conventional Gain Calibration

Historically, gain calibration has been restricted to a pre-calibration process [23]
where gain parameters are associated to particular sensor under a particular configuration. For CCD, PMT, and related imaging sensors that pass pixel array data
through a single amplifier channel, gain calibration is performed by the analysis of a
time series of both a gradient and background image sequence and will be discussed
here. Conversely, sCMOS cameras use active-pixel sensor technology so that every
pixel has its own set of read out circuits [25], resulting in pixel dependent gain and
offset parameters. Consequently, sCMOS sensors require a more rigorous process for
gain calibration [26] because there needs to be sufficient data so that every pixel can
be uniquely calibrated, but the general concepts behind sCMOS gain calibration is
fundamentally similar to other image sensors.
For sensor types where a scalar g and O describe the gain and offset for all pixels
in the image, the conventional gain calibration process has been standardized [23].
The data acquisition process for conventional gain calibration involves acquiring two
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image sequences: images when the camera is not acquiring external light and images
of a stationary structure representing a range of pixel intensities. The stationary
image must contain a range of intensity values in order to properly sample the relation
between average pixel intensity and pixel variance. Here the stationary image will
be referred to as a gradient image because in practice, a sample of fluorescent beads
are defocused to generate a smooth gradient in order to sample a range of intensity
values.
The gradient image can be created through various methods. One method for
making the gradient image is to use fluorescent beads on a slide and de-focus the
sample so that the PSF of the beads spreads over a larger area, providing a gradient
with high intensities at the center of the bead and gradual lower intensities further
from the center. This method requires a somewhat sparse spacing of the beads in
order to get a good sampling of intensities. However, for saturated bead samples,
the iris of the imaging path can be adjusted to display less than 1/4 of the imaging
area of ROI and the image can be de-focused to make a radial gradient. A common
issue with saturated beads on glass is the possibility of undetectable bead migration,
which will show up in the gain regression as a strange curvature as demonstrated in
the right diagram of fig. 2.6. The bead calibration process is ideal when the sample
is prepared correctly because the emission behavior of the beads is similar to most
fluorescence experiments. It is absolutely necessary that the beads remain stationary
because it is assumed that the variance in intensity is due to photon fluctuations;
a moving sample will result in excess variance which will affect the linearity of the
relation between the mean and variance of the intensity values.
A simpler procedure for creating a gradient is to de-focus an opaque edge on
an otherwise clear glass slide (fig. 2.6). This can be done with a clear glass slide
with a piece of aluminum foil, folded to create a sharp edge, imbedded between the
slide and coverslip. The advantage of the glass slide gradient is that the subject of
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(A)

(B)

Figure 2.2: De-focused beads with a sparse density (left). De-focused beads with a
saturated density, iris is smaller than the imaging area to create a radial gradient
effect (right).

the image, the foil, is guaranteed to stay in place. Unfortunately, this calibration
cannot be done with the standard laser illumination because there are no fluorescent
materials involved. Instead, illumination is performed with an overhead lamp, which
may prove troublesome if the lamp is emitting photons from a heated filament.
Thermal based light is subject to thermodynamic fluctuations which can produce
super-Poisson statistics [27] which will bias the gain calibration towards larger gain
values. For thermal light the super-Poisson distribution follows a Bose-Einstein distribution, var(k) = hki + hk 2 i [28]. Therefore, if the gradient image is created from
a lamp source, care needs to be taken to guarantee that the lamp source is coherent,
not thermal. The quality of a particular lamp will be evident once the analysis is
performed since a regression of an image with super-Poisson statistics will show a
quadratic curve, not a linear one as seen in fig. 2.6. If a gradient from a lamp image
produces a linear relation between the variance and mean pixel value then its unlikely
that thermal effects are contributing significantly to the photon statistics.
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Figure 2.3: Clear glass slide with a sharp, opaque structure (top). In focus, zoomed
image of the opaque structure edge (left). De-focused, zoomed image of the opaque
structure edge is now a gradient (right). A gradient generated from a slide with a
piece of foil as the opaque edge (far right).

A background image sequence is also required for proper gain calibration. The
background image is an image that is acquired while the shutter of the camera sensor
is closed, shielding the sensor from external light. This guarantees that all ADU
values observed in the background image are from noise sources such as electronic or
dark current. The background image also provides the necessary data for efficiently
estimating the offset. The mean of the background image should be 0 if there is no
offset given that the only noise source in the image is electronic, which is assumed
to be white noise. The variance in the noise profile of the background image should
only come from the electronic read noise since external light is blocked out. The
assumption of zero mean white noise implies that there is no patterned background
noise. The existence of patterned electronic noise on the sensor can be verified by
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Fourier transforming the background image; the appearance of streaks or bright
speckles in Fourier space would violate the white noise assumption and confirm that
the background noise is not pixel independent (Fig. 2.4B). If the background noise
is patterned, then it violates the assumption that the electronic noise is white which
means that proper gain calibration would require modifications: either the camera
needs to be debugged to remove the patterned noise or the gain calibration procedure
needs to be reworked to account for pixel dependent noise. The resulting analysis
of biological experiments would be negatively affected if sensor noise is not properly
accounted. An example of homogeneous and patterned background noise is shown
in fig. 2.4.
(A)

(B)

Figure 2.4: Comparison of the Fourier images of a good and bad background acquisition. The background on the left has read noise, but the distribution of noise in
the Fourier spectrum is homogeneous so that noise can be parameterized as a pixel
independent process. The background on the right has patterned read noise in the
Fourier spectrum; this implies that the distribution of noise is heterogeneous which
means noise must be modeled as a pixel dependent process.

Once a gradient and background sequence have been acquired, the image sets can
be processed for gain calibration. Conventional gain calibration is performed in two
phases, background correction and intensity variance regression. Background correc-
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tion is performed with the background sequence; the offset parameter is extracted as
the mean ADU value of all pixel counts and the electronic read noise is the variance
of the ADU values in the sequence. These values are then used to assist in the linear
regression of the gradient image.

Intensity variance regression involves the extraction of variance and mean values
of image pixels from the gradient image and the subsequent linear regression of the
gradient image’s pixel statistics with the background correction parameters used as
the regression offset. The gradient image is first time averaged so the mean value of
each pixel over the time sequence is calculated. Pixels are then binned according to
their mean value and the mean variance of the binned pixels for a given mean value
is then calculated. A plot is drawn of the ADU variance over the mean pixel values,
this is done to satisfy Eq. 2.2. The sensor noise variance, σR2 , creates a negative
offset on the regression while the background offset, O, has a positive offset. The
gain factor g can be estimated without knowledge of the offset or sensor noise if a
regression can be drawn, but the O is not easily decoupled from σR2 without a set
of background images. An example of the regression and results produced from the
DipImage [29] function cal readnoise is shown in fig. 2.5.
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Figure 2.5: Output from gaincal readnoise from the DipImage [29] package. Gain
calibration is performed as a regression of the ratio between pixel variances and their
corresponding mean values.

The conventional gain calibration procedure was documented [23] as a guide
for skilled technicians with the intent to perform quantitative analysis on digital
microscopy images. Conventional gain calibration is accurate when experimental
conditions match the underlying assumptions established earlier in this chapter for
the acquired gradient and background images, but in practice, verification of experimental conditions may be overlooked, which can lead to poor calibration results.
Conventional gain calibration is subject to operator error, experimental error, and
is only valid for whatever software settings were applied to the sensor at the time of
calibration. A user who changes camera settings to optimize an image, such as the
pre-Amplifier setting, will have to perform a gain calibration for the altered camera
settings. Furthermore, if the gradient image is not stationary over the acquisition pe-
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riod, the regression will not be linear and the experiment will have to be re-attempted
(Fig. 2.6).
(A)

(B)

Figure 2.6: Example of a good regression for gain calibration (A) and a poor regression (B) when plotting variance vs. mean pixel values. The good regression (A)
has scattered data (blue circles) that is described well by a linear regression (red
line). The poor regression (B) has scattered data (blue circles) where a curvature is
noticeable so that a linear regression poorly represents the data (red line). In this
example (B), the poor linear regression indicates a problem, likely sample movement
during the acquisition period.

2.5

Single Image Gain Calibration

The noise profile of a fluorescence microscopy image, when separated from the structure of the image model, can be used to infer gain parameters. In the Fourier plane,
noise occupies all frequencies because it is random [30], but the image subject does
not occupy all frequencies because it is bandlimited by the diffraction limit. It is
important that the back projected pixel size of the camera sensor is small enough so
that its sampling rate of the incident photons is greater than the Nyquist rate [31] of
the diffraction limited image. When the pixel size samples the image appropriately,
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the image subject only covers a fraction of the Fourier signal of the image so that
the average noise behavior can be decoupled from the actual image structure.
The idea is to figure out the variance of the input signal image due to noise effects.
The signal can be described as
S = I + N,

(2.5)

where I is the expected intensity due to the image model and N is the deviation of
the signal from the image due to noise fluctuations. The expected value of N is zero
and by definition I = hIi so that the expected value and variance of the signal is
hSi = I,
var(S) = var(N ) = N 2 .

(2.6)

In other words, the problem of gain parameter estimation is one of decoupling the
variance due to noise from the model pattern. Spatially, this is not obvious, but
spectrally, the model image should always be bandlimited for single molecule data.
The optical transfer function (OTF) of the model is properly bandlimited when
the back-projected pixel size of the camera sensor satisfies the Nyquist criterion.
The Nyquist criterion is not a hard limit for the gain parameter estimate of band
limited images, but it is a good reference value because it represents the optimal
back-projected pixel size for single molecule microscopy experiments.
The variance relation in Eq. 2.6 applies directly to the Fourier image due to
Parseval’s theorem and since the model I is band-limited in Fourier space to some
frequency kc then
N2 ∝

X

|Ñ (k)|2 ,

(2.7)

k>kc

where the Fourier transformed noise contribution is denoted Ñ . If the summed
Fourier region k > kc is significant, then the summed noise contributions of the
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corresponding N ˜(k) pixels can be approximated as a good sample represented of the
average noise signal per pixel area. Then the following approximation holds
1 X
|Ñ (k)|2 ,
f k>k
P c
k>kc 1
.
f= P
k1

N2 ≈

2.5.1

(2.8)

Gain calibration with known offset

When the background offset of the sensor is known, it can be subtracted from the
output signal so that S 0 = S − O. Furthermore, if sensor read noise is known, the
energy contribution of the signal noise can be adjusted so that (N 0 )2 = N 2 − σR2 .
The modified signal and noise variables have a simpler relation to one another
var(S 0 ) = (N 0 )2 = g hS 0 i ,

(2.9)

The estimation problem then reduces to
P
1 k>kc |Ñ (k)0 |2
P 0
g=
.
f
kS

(2.10)

However, the image needs to be adjusted, otherwise a direct transformation into
Fourier space may lead to artifacts. A key concept with Fourier space is the assumption of periodicity. If the image is not periodic, than the Fourier signal required to
represent the abrupt pixel change from one edge of the image to another will stretch
along the horizontal and vertical axis of the Fourier image. The extra cross seen
in Fourier transforms of non-periodic images is known as the spectral cross. The
spectral cross will lead to estimate biases if it is not taken care of. A simple way
to remove the spectral cross is to symmetrize the image before performing a Fourier
transform. The symmetric image, which is the image reflected upon itself vertically
than horizontally, is periodic so that the corresponding Fourier transform is free of
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the spectral cross artifact. Figure 2.7 shows a pictograph of gain calibration with
known offset and read noise.

Figure 2.7: Gain calibration process when offset is known. An input image (first)
is symmetrized (second) in real space to condition the spectral space. The fast
Fourier transform is applied to the symmetrized image (third). The optical transform
function (OTF) of the model image is removed (red circle) so that all frequency
contributions of the remaining Fourier image (fourth) is due to noise.

Once the image is transformed, the spectral area containing the OTF should be
removed from the Fourier image and the sum of the remaining square pixels will
provide a proportionality factor to the actual noise variance. The area fraction of
the remaining Fourier image can then be used to estimate the total noise energy in
the system which can then be used to estimate the gain as in Eq. 2.10.

2.5.2

Gain and offset estimation

When both the gain and offset need to be estimated, the image can be partitioned
into separate regions, known as tiling. Then the variance for each subregion is
calculated with the same method described in sec. 2.5.1. The variance of each image
sub-region can then be plotted as a function of the corresponding mean intensity of
each subregion. The plot can then be fit to a slope and offset with Poisson weighted
noise to estimate the gain calibration parameters. The slope of the regression is the
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gain factor g and the plot offset V0 can be converted to the image offset with the
relation O =

σr2 −Vo
.
g

In fig. 2.8, a pictograph of gain and offset parameter estimation

from a single picture is illustrated below.

Figure 2.8: Process to simultaneously estimate gain and offset from a single image.

2.6

Extension to Super-Resolution Data

Single molecule super-resolution data sets consist of a few thousand images of sparsely
labeled single molecules which are then localized and overlayed to reconstruct a detailed cellular image [10]. Super-resolution data sets are well suited for data driven
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gain calibration because there are a few thousand images to estimate the noise variance from. No tiling is needed because each frame is its own subregion, so the
variance of each frame can be calculated from the standard method described in
sec. 2.5.1 and the ensemble of variances can then be plotted in a regression plot as
described in sec. 2.5.2. Gain and offset parameters can be extracted through the
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Figure 2.9: Several images are required for a proper super-resolution reconstruction.
A sub-sample of these images (left) can be used as a data point for the regression
(center) which provides enough information to estimate the gain in EMCCD data
for a super-resolution reconstruction (right).

2.7

Experiments

An Andor Ixon 897 camera was set to multiple settings and image sequences of
background, gradient, and commercial Muntjac Fluocells were acquired to compare
the results between conventional gain calibration and data driven gain calibration
procedures. Conventional gain calibration with a gradient image was performed
at all settings to determine the ground ‘truth’ and the single image gain calibration
algorithm was applied to the Muntjac cell images. In fig. 2.10 the gain was estimated
from the Muntjac cell images with offset subtracted. In figs. 2.11 and 2.12, both the
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gain and offset were estimated from the Muntjac cell images.

Figure 2.10: Gain calibration tests with known offset for single image gain calibration
on 9 different gain settings for an EMCCD camera.

Figure 2.11: Gain calibration tests with unknown offset for single image gain calibration on 9 different gain settings for an EMCCD camera.
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Figure 2.12: Offset calibration tests for single image gain calibration on 9 different
gain settings for an EMCCD camera.

2.7.1

Methods

The sample used for EM images were pre-made Muntjac Fluocells (F36925) from
Invitrogen. The Muntjac cells were pre-labeled with Alexa Fluor 555 and imaged
with a 561 nm laser at various EM gain values at low laser intensity.
For the gradient images, a clear slide with a rectangular opaque section was put
on the microscope objective and focused under lamp light so that an image with a
step function between two contrasting regions was generated. The microscope was
then defocused so that a horizontal gradient from high intensity to dark region was
generated and then a sequence for 100 frames was acquired. For the back ground
images, the microscope camera shutter was closed while 100 frames were acquired.
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The DIPImage [29] function, cal readnoise was then used to perform standard gain
calibration analysis on the gradient and back ground images. The imaging conditions
for each sample in the whisper plots in figs. 2.10, 2.11,and 2.12 is detailed in the table
below.
EM Gain Setting

Pre Amp Settings

Measured Gain

Measured Offset

20

1X

2.3 e/ADU

98.19 ADU

20

2.6x

0.87 e/ADU

97.77 ADU

20

5.2x

0.41 e/ADU

101.7 ADU

50

1X

1 e/ADU

98.32 ADU

50

2.6X

0.38 e/ADU

98.64 ADU

50

5.2X

0.18 e/ADU

103.4 ADU

100

1X

0.53 e/ADU

99.09 ADU

100

2.6X

0.2 e/ADU

100.3 ADU

100

5.2X

0.095 e/ADU

106.4 ADU

200

1X

0.28 e/ADU

100.6 ADU

200

2.6X

0.11 e/ADU

103.5 ADU

200

5.2X

0.051 e/ADU

112.1 ADU

2.8

Probability of the Signal from the Model

Evaluating the likelihood of the digital image signal as a function of the gain and
offset provides a good foundation for considering alternate gain calibration processes.
Starting with the image model,
S(x, y) = g[I(x, y) + Np (x, y)] + NR (x, y) + O,

(2.11)

where the sum I(x, y) + Np (x, y) is a Poisson distributed variable with variance (and
mean) I(x, y). Specifically, I(x, y) represents the expected image intensity so that it
has mean I(x, y) with variance 0. Np (x, y) represents the noise deviations from the
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expected intensity so that it has mean 0 with variance I(x, y). The variable NR (x, y)
is a gaussian distributed variable with mean 0 and variance σR2 . We wish to formulate
a probability distribution function to quantify the uncertainty from performing a data
driven gain calibration procedure. The variables g and O are the gain multiplier and
image offset, respectively and represent the variables we wish to estimate. We will
first seek an analytical representation of the probability distribution for a single pixel
count P (I(x, y)|S(x, y), g, O, σR2 ).
First, if we set O = 0, g = 1, and σR2 = 0 then the resulting image is drawn from
a Poisson distribution off of the model so that

P (S(x, y)|I(x, y)) = I(x, y)S(x,y) exp [−I(x, y)] /[S(x, y)]!
Next, allowing the gain factor to assume all values g > 0 involves a transformation
of variables operation and puts the probability distribution in the form
P (S(x, y)|I(x, y), g) =


1
I(x, y)S(x,y)/g exp [−I(x, y)] /[S(x, y)/g]!
g

The offset can be accounted for by shifting the value of the model accordingly
P (S(x, y)|I(x, y), g, O) =


1
I(x, y)[S(x,y)−O]/g exp [−I(x, y)] /([S(x, y) − O]/g)!
g

Adding a read-noise NR (x, y) with a variance σR2 > 0 as in Eq. 2.11 to the image
model is a convolution operation of the Poisson variable with a Gaussian variable.
The Poisson variable is a discrete variable that can take integer values while the
Gaussian variable is one that can take all real values, the result is a discrete, infinite
sum of Gaussians each weighted by the appropriate Poisson factor
P (S(x, y)|I(x, y), g, O, σR2 )

=

∞
X

N (S(x, y) − O, gk, σR2 )

k=0

I(x, y)k exp [−I(x, y)]
k!
(2.12)

The formalism separates the probability of each pixel of the image, so the probability
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of an entire image, S given the model parameters I, g, O and σR2 is
P (S|I, g, O, σR2 ) =

Y

P (S(x, y)|I(x, y), g, O, σR2 ).

x,y

Knowledge of the values for both S and I are required to do an MLE of the gain
and offset parameters. I is the corrupted model image and can only be estimated in
practice, so this poses a problem for a direct MLE approach towards gain estimation.
One possible approach to circumvent the absence of knowledge of I would be to
incorporate the Nyquist criteria as a constraint on the expected values of I as a
form of a 2-D Ising model, but the demand for this level of sophistication in gain
calibration is low.

2.9

Conclusion

The work detailed in this chapter is a simple enough concept to be integrated into future super-resolution and particle tracking algorithms. The automatic estimation of
gain and offset provides another approach for eliminating two more parameters from
the tracking problem. EMCCD data acquired with out pre-calibration information
can now be processed reliably by MLE algorithms.
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3.1

SPT History

The development of single molecule studies was critical for the eventual proliferation of Single Particle Tracking (SPT) because the observation of single particles
are necessary to perform tracking. The first single molecule detections were documented in 1976 when Hirschfeld developed methods for tagging small molecules with
fluorescent proteins [32]; this was the progenitor of SPT experiments for biological
studies with fluorescent markers. In the first fluorescence detection experiment an
aperture slit with a field of view of 1 µm x 5 µm was scanned over a sample of fixed
fluorescent markers illuminated by laser light; the corresponding photon detections
were registered by a single pixel sensor. It would take another decade before the
detection of a single fluorophore in a biologically relevant environment [33]. During
these interim years of fluorescent darkness (the eighties), video microscopy was developed to track microtubule structures using dark field techniques [34]. At the time,
there was no automated tracking software, so biological dynamics were measured by
double exposing film with two video images.
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It was two years later, in 1987, that automated methods for single particle tracking of colloidal gold began to appear in the literature [35]. The original tracking
algorithms were based on nearest neighbor proximities and were not sophisticated
enough to process multiple connection hypotheses simultaneously. At the time, the
densities used in particle tracking techniques were low and computing power was
limited, so there was little demand for the extra sophistication. However, as video
microscopy began to get more sophisticated, more progress was made on fluorescent
markers throughout the nineties [36] and new marker technologies like Quantum
dots [37] were adopted into biological experiments. The availability of several different technologies for marking proteins and cellular sub-structures expanded the
variety of data sets that had to be processed.

Increasing probe variety and reliability allowed for denser labeling of cell structures where the labels could still be resolved as single molecules. Denser data sets
were prone to significant artifacts in the early automated tracking software so new
advancements were necessary. With the proliferation of super-resolution techniques
in the new millennia [38], it became necessary to update the automated tracking
software. In 2005, a spatiotemporal window with prior information on trajectory
behaviors was incorporated to refine extended tracking scenarios [39]. In 2008, multiple tracking algorithms were published to overcome artifacts observed in denser
data sets [40, 41, 42]. Most notable is the cost matrix algorithm [40] because it
provided a solution that was computationally efficient and not locally greedy (biased
from the listing order of localized particles). In fig. 3.1, a simplified diagram of the
cost matrix approach is illustrated.
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Figure 3.1: Cost matrix approach. Group particles into a bipartite graph, organize
into a matrix, optimize with the linear assignment problem to obtain the set of
connections with the sum of assignment costs.

Other approaches [43, 44, 45] focused on more sophisticated Bayesian techniques
for trajectory connections, but were hindered by poor computational performance
due to the approaches used to approximate the probability distributions. In 2012, an
SPT challenge was issued and 14 groups submitted algorithms for evaluation [45] with
the most successful algorithm implementing a cost tensor based optimization [44]
scheme to solve the multiple hypothesis testing (MHT) problem. The cost tensor
is a generalization of the cost matrix approach introduced in [40]. The cost tensor
algorithm groups particles by frame from k frames into k separate lists to solve a
k-partite graph problem, where a single particle from one list must associate to a
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single particle from each of the other k − 1 lists. In [44], each frame acquisition of
localizations constitutes its own list and the solution from the association problem
reduces to the set of multi-frame connections that minimize the total summed cost of
the set of associated connection hypotheses. Each list is associated to a camera frame
which is described by the corresponding index of the k-ranked tensor of assignment
hypotheses, where the number of frames considered translates to the rank of the
tensor. Therefore, the MHT problem chooses the best trajectory by scoring the
probabilities of all combinations of future connections in some multi-frame problem.
Typical tracking data consists of movies with several hundred frames, so the cost
tensor algorithm in [44] is applied to a sliding temporal window of a few frames. The
assignments linking the first two frames in the cost tensor algorithm are appended
to the database of existing trajectories, probability distributions are updated with
the increased trajectory information and the next k set of frames in the sliding
window are considered until all particles in the movie are accounted. In fig. 3.2,
a simplified diagram of the multiple hypothesis test for a three fame connection
problem, tripartite graph problem, is illustrated.
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Figure 3.2: Multiple hypothesis approach. Build a tree based structure for every
particle in the initial frame with potential connections to future particles up to some
number of frames. Use the Simplex method, which is a specialized form of the linear
assignment problem to get the most likely set of connections of the first two frames
given a connection probability tensor with a rank based on the number of frames
sampled.

Generic scoring functions were needed to rate the quality of SPT software relative
to one another and in [45], 14 metrics were established to rank competing tracking
algorithms in a global competition. The Jaccard index [45] was used to calculate a
few of the more critical metrics in the competition. It was determined that although
some algorithms performed better than others in general, there was no global tracking
solution that was optimal for all existing biological data sets. This means that single
particle tracking is still an open problem with lots of avenues for advancement [46].
In this thesis, one of the significant contributions to SPT literature is the analytical
approach in ch. C for solving the Bayesian connection problem described in [42]. The
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full integration of the cost matrix formalism of [40] with the techniques discussed in
future chapters are part of a greater project for developing reliable and automated
SPT packages.

3.2

SPT Experiments

The experimental set up for live cell single molecule tracking involves the labeling of
specific sub-cellular components with fluorescent markers and the subsequent imaging
of the cell with some imaging apparatus. The development of fluorescent markers
that do not cross-link receptors or cause other major physiological changes to the
cell is extensive [36] and involves techniques that range from DNA manipulation
to antibody conjugation. The imaging apparatus used for a live cell experiment is
conditionally dependent on the type of information a researcher is most interested in.
A wide field microscope is a common apparatus used for membrane surface tracking
but other problems such as 3-D tracking are better suited to other optical setups such
as deliberately altered Point Spread Functions [13, 47] or light sheet imaging [48] for
precise optical sectioning in the axial direction.
On the biological side, the purpose of SPT is to track a certain population of biomolecules to study their dynamics and interactions under various conditions. In order
to do this, a marker needs to be attached to the bio-molecule. The marker can be
added through multiple approaches such as genetic manipulation of the cell DNA or
through conjugation with an antibody which subsequently attaches to a receptor. For
antibody labeling, a cell is incubated for a brief time period to allow the antibodies
time to attach to their corresponding receptors on the cell. The goal is to attach and
illuminate a marker for an extended period without causing significant physiological
changes to the cell. Super-resolution buffers used to prevent photo-bleaching do so
by removing the available oxygen in a buffer [49]. Significant physiological changes
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to the cell would negate a lot of the benefits of optical microscopy as a non-invasive
measurement approach.
The engineering side of SPT can vary greatly from laboratory to laboratory.
Single particle tracking often involves the acquisition of images containing multiple particles that must be identified as multiple trajectories throughout a movie
sequence but some experiments may focus on the data acquisition of a single trajectory [50] with very high temporal resolution. However, for most experimenters,
a basic wide field microscope setup is implemented, sometimes with the laser at a
critical angle to reduce background fluorescence with total internal reflection fluorescence (TIRF) [51]. The focus of this thesis will be on basic microscopy systems for
standard, 2-D single molecule imaging.

3.3

SPT Analysis

The problem of single particle tracking is easy to conceptualize when there is only a
single particle to track. The only issue is the proper identification and localization
of the particle, which is thoroughly addressed in super-resolution papers [21]. In
fig. 3.3 a sequence of a single particle is illustrated to demonstrate the simplest
tracking problem.

Figure 3.3: Tracking a single particle when no other particles are present is as simple
as localizing said particle.
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However, the photo-physics of fluorescent probes, particularly quantum dots, exhibit a phenomenon known as fluorescence intermittency where the particle appears
to blink off during the acquisition period, possibly disappearing from the image for a
few frames. This means that the tracking algorithm needs to account for this behavior and tracking must extend beyond the simple frame to frame problem. In fig. 3.4
a sequence where a particle disappears for a frame is illustrated to demonstrate one
additional complication in the tracking problem.

Figure 3.4: A blinking particle requires additional temporal considerations for accurate tracking.

When multiple particles converge on the same location, the tracking problem
becomes even more difficult as multiple hypotheses become feasible for potential
track connections. In fig. 3.5 a sequence of two particles, with a single blink event is
illustrated to demonstrate how the complexity of the tracking problem scales with
additional particles that exhibit fluorescent intermittency.

Figure 3.5: Multiple particles in a localized region require more specific connection
rules in order to avoid an incorrect particle assignment.
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Propagating particle motion histories as in becomes necessary when particle trajectories overlap. In fig. 3.6 a kymograph of particle positions illustrates how some
prior knowledge of a particle’s dynamics is important in the tracking problem when
multiple particles overlap for a short time period.

Figure 3.6: Propagating a probability distribution of a particle’s future position given
its trajectory history prevents stationary particles from falsely associating to mobile
particles.

A mathematically ideal tracking routine would consider all possible particle assignments throughout the movie, selecting the very best tracking hypothesis and
outlining rival hypotheses that provide nearly equivalent results given some scor-
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ing metric. However, as particle densities increase in SPT data, a mathematically
ideal tracking routine becomes computationally unreasonable. Consider a movie with
10,000 still images and 10 particles per frame: there are nearly 4 billion trajectory
permutations, tracking hypotheses, that could describe this sequence if the particles do not blink and the particle number of 10 is constant throughout the movie.
As a result, all existing tracking algorithms that do not consider all hypotheses
are sub-optimal, but appropriate approximation techniques lead to desirable results
without intractable computations. In Ch. 4 and Ch. 6, the techniques described
in [40, 39, 52, 53] will be combined and modified to solve quantum dot and GFP
tracking experiments respectively. A simplified diagram of the general tracking algorithm is illustrated in fig. 3.7.

Figure 3.7: The proposed tracking algorithm. Particles are identified in each image.
Particle association hypotheses are defined among adjacent frames as a bipartite
graph. The lowest cost solution is chosen from the Linear Assignment Problem. The
assignment hypotheses joining the resulting short trajectory segments are proposed
in a bipartite graph. The lowest cost solution among proposed track segment assignments is chosen from the Linear Assignment Problem to approximate a global
tracking solution.
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3.4

SPT Trajectories

Once trajectories have been assembled, motion based hypotheses are typically extracted to answer dynamics questions. In 1991, a review of the mean squared displacement (MSD) estimator [54] covered many fundamental details in SPT inference.
Particularly, effects from ensemble averaging and long time series observations are
of interest to researchers [55] because non-linear MSD curves suggest more complicated particle dynamics such as obstructions [56] or hopping barriers [57]. In ch. 7,
a thorough history of diffusion estimation from SPT trajectories is covered, but diffusion estimation is only one aspect of SPT inference. SPT trajectories have also
been fit with other models, such as a diffusion with acceleration [58] and diffusion
in the presence of a constant energy landscape [59]. Other quantities of interest in
SPT are the temporal lengths of trajectories [60] for inferring the binding lifetimes of
tagged proteins. Interactions among particles have been observed from multi-channel
imaging techniques to study protein oligomerization [61, 62]. A hyper-spectral imaging microscope was implemented to specifically study protein interactions [16] with
SPT. The approaches towards inference in SPT predominantly focus on studying
the heterogeneities of trajectories as well as the existence of a heterogeneous cellular
landscape.

3.5

Discussion

SPT is a valuable tool for optical microscopy because it has one of the best spatiotemporal resolutions for dynamics studies in biological systems. Both fluorescent probes
and imaging hardware are in constant development to increase the information yield
of experiments, overcoming practical limitations present in earlier methods. On the
software side, methods have been borrowed and tested [45] from other topics such
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as radar tracking and robotics. Biological tracking is typically not performed in real
time, though exceptions do exist [50]. Biological tracking has become increasingly
sophisticated in the last decade yet there is still room for improvement. Some of
the features specific to biological tracking, such as probe photo physics, should be
properly exploited to advance the tracking technology. Particle filtering techniques
are well developed [63], but there is little documentation in the biophysical literature
implementing a particle filter for hierarchical models, which is necessary for modeling
deterministic and random motion and is what led to the work in app. C.
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4.1

Introduction

This chapter will detail a systematic approach for writing the skeleton of contemporary tracking software. Here, a skeleton is defined as a particle tracking algorithm
devoid of any non-essential features for sparse, simple data sets. At the time of
this writing, there was currently no global tracking solution [45] that could perfectly
track particles through images generated from any set of documented biological SPT
experiments. Generating a ‘skeleton’ package that can be modified relatively quickly
to address a particular set of experiments appears to be the most practical solution
towards a robust framework. This chapter discusses the creation of a skeleton, where
the base code can then be modified further by the developer with more advanced
techniques to create software that reliably tracks particles from images generated by
a particular set of experiments.
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4.2

Tracking skeleton work flow

Most contemporary SPT programs break up the analysis into separate phases for
computational efficiency and algorithmic simplicity. This tracking skeleton maintains
that convention of separability. The general flow for contemporary tracking packages
is

1. Identify and localize particles or short trajectories (Segmentation).

2. Group particles into lists where a single trajectory is represented by exactly
one member in each list.

3. Establish connection hypotheses (assignment likelihoods) between members of
different lists.

4. Associate members among lists into tracks (Assignment) by minimizing a global
cost function.

In fig. 4.1, a brief diagram of a two image tracking problem is illustrated. The two
images in fig. 4.1 are grouped into two lists and the associated connection hypotheses
forms a bipartite graph which is then solved to find the most likely set of associations
between particles localized in both images.
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Figure 4.1: Particle tracking work flow for associating particles in two images. 1)
Particles are identified and localized in each frame. 2) Particles are grouped to a list
by frame and a cost metric (solid lines) is calculated for the association of particles
from one frame to another. Ghost particles (black squares) are created to ensure
that the association problem can be reduced to a bipartite graph. 3) The most likely
set of connections are selected as the particle tracks; one solution to the bipartite
graph.

Partitioning the segmentation and assignment components into separate phases
of the tracking algorithm can lead to artifacts in instances where the signal is too
poor to discern localizations from the background. When background noise becomes
significant, both false positives and false negatives in the localization data become
prevalent in typical tracking algorithms. There have been approaches where the
localizations are revisited after a segment is tracked to provide more information
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to reduce the number of false localizations [44]. In this dissertation an alternate
approach to validating questionable localizations will be discussed in Sec. 6. This
skeleton code will work off the assumption that the localizations are authentic and
devoid of both false positives and false negatives.

4.3

Obtaining coordinates to track

Here it is assumed that the image has been pre-processed so that the resulting image
statistics are Poisson distributed [10]. For details on how to convert an image with
arbitrary pixel counts to effective photon counts with a CCD based camera see
chapter 2 for gain estimation.
There are many different feature detection algorithms available for the task of
particle localizations [9, 21, 22]. The localization algorithm used here follows a modified form [64] of the static super-resolution approach in [21]. This approach works
well when frame rates are fast enough relative to particle dynamics to guarantee
symmetrical Point Spread Functions (PSF) described well by Gaussian functions.
However, in certain experiments where probes are moving exceptionally fast or have
a fixed orientation [65], the PSF may not be well described by a product of stationary Gaussian functions and an alternate approach ought to be considered. Here,
the focus will be on a TIRF system that acquires two dimensional images where the
frame rate is sufficiently fast and the probe orientation is random and continuously
changing so the parametrization of the PSF with Gaussian shape is reasonable.

4.3.1

Finding Emitters in an Image

Candidate selection is the process of efficiently finding an upper bound on the number
and location of emitters that exist in an image. The purpose of solving for the upper
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bound is to reduce the computational complexity of finding the best configuration of
emitters by starting with a global emitter model hypotheses that contains false positives (spurious localizations) but no false negatives (missed localizations). A brute
force approach considers all possible configurations of all possible populations from 0
to N emitters. However, a brute force approach is impractical because the computational burden of a thorough model selection does not justify the minute improvement
in accuracy over approximate methods when single molecules are sparsely distributed
in an image. In this document, the average density of the emitting molecules considered is less than 1 µm−2 so that overlapping particles with peak to peak distances less
than the Abbe criterion, d = λ/(2NA), are uncommon. For denser particle configurations, a more sophisticated candidate selection mechanism ought to be considered
that could account for overlapping emitters, but in this instance, the Laplacian of
Gaussian (LoG) filter is the first step in the model selection algorithm.
The LoG filter [64] is the Laplacian operator acting on a 2-D image, K(i, j), with
rows i and columns j convolved with a Gaussian distribution



LoG(K(i, j), σ) = ∇2 N (i, 0, σ 2 ) N (j, 0, σ 2 ) ∗ K(i, j) ,

(4.1)

where σ is the standard deviation of the Gaussian kernel. The LoG filter is not
P
separable by dimension and the computational complexity scales as O(n ki=1 k) for
k dimensions. For higher dimensional images, the Difference of Gaussians (DoG)
filter is considered since it is dimensionally separable and thus scales linearly with
dimension. The LoG filter is the continuous limit of the DoG filter, which is described
as
DoG(K(i, j), σ, s) =



N (i, 0, sσ 2 ) N (j, 0, sσ 2 ) ∗ K(i, j)



− N (i, 0, σ 2 ) N (j, 0, σ 2 ) ∗ K(i, j) ,


(4.2)

where ∗ is the convolution operator and s is a scaling factor that was set to s = 2.
In fig. 4.2, a simulated image of emitters is shown with the LoG or DoG filters to
demonstrate the smoothing and feature detection properties of these filters.
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(A)

(B)

(C)

Figure 4.2: A screen shot of simulated data before (A) and after applications of the
LoG (B) and DoG (C) filters. For bright images, both filters perform equivalently.
The LoG filter is has better contrast in images with lower signal. The scale bar in
all images corresponds to a 2 µm distance.

The LoG or DoG filters are feature detection operators that act as band pass
operator filters at a spatial scale in the range of expected emitters. The maximum
pixel value in some local image region above some threshold [64] is chosen as the
center of a potential candidate subregion for a single emitter localization. The chosen
subregions are then processed for fitting with some emitter model. In fig. 4.3, an
image of single molecule emitters is shown with boxes drawn around sub-regions
where potential emitters may exist.
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Figure 4.3: A screen shot of subregion candidates extracted from Fig.4.2.A. The
candidate approach relies on ensuring there are no false negatives while maintaining
a manageable amount of false positives. There are more false positives in this figure
than true candidates, but further downstream filtering will systematically remove
erroneous fits.

4.3.2

Single emitter localizations

Given a set of candidate subregions, the chosen PSF of a single molecule is then fit
to each subregion of pixels to determine the precise localization position. Here the
PSF for a single molecule integrated over a pixel will be represented as
Z i Z j
µi,j (θ) =
dx dy θI N (x, θx , θσ ) N (y, θy , θσ ) + θbg ,
i−1

(4.3)

j−1

where θ is the parameter vector with components (subscript) θI for the model intensity of the image, θx and θy for the x and y positions of the center of the molecule, θσ
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for the standard deviation of a Gaussian function, and θbg for the average background
of the image subregion. For common TIRF systems with rapidly rotating probes, the
shape of the PSF can be described well by a Gaussian function [66]. The fluorescent
emitters follow Poisson statistics, so the likelihood for fitting the parameters of a
single emitter model to some subregion is
L(M [θ]|K) =

Y exp [−µi,j (θ)]µi,j (θ)ki,j
i,j

ki,j !

(4.4)

where the model value at every pixel location i,j is defined as µi,j where all model
values exist in the set M . The observed photon counts at every pixel location i,j
is defined as ki,j where all observed photon counts exist in the set K. A diagram
illustrating how a single row of pixel intensities can be fit by a Gaussian function
with the relevant parameters is described in fig. 4.4.

Maximum Likelihood Estimate
The probability distribution for a single emitter model in a finite image subregion can
be approximated by two sets of values, the Maximum Likelihood Estimate (MLE) of
the distribution and the observed information. The MLE is the parameter estimate
vector θ̂ subject to the following constraint: θ̂ = argmaxθ L(M [θ]|K). The observed
information, K(θ̂) is the Hessian matrix of the objective function or negative log
likelihood at the MLE
K(θ̂) = −∇θ̂ ∇|θ̂ ln L(M [θ̂]|K).

(4.5)

When the likelihood distribution has a single maximum, the MLE and the corresponding observed information can be used to approximate the likelihood distribution with a multi-variate Gaussian distribution. The observed information satisfies
the relation K(θ̂) = Σ(θ̂)−1 , where Σ is the covariance matrix that describes the standard errors of a Gaussian distribution. The multi-variate Gaussian approximation is
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Figure 4.4: The localization process involves fitting the PSF model to an array of
pixel values, k. Here, the image is a 1D array of pixel position vs. effective photon
counts (yellow bars) and the Gaussian fit parameters are optimized to best fit the
data (red line). The error between the effective photon counts (yellow bars) and the
PSF model (red line) is Poisson weighted.

the second order Taylor expansion about the MLE of the log likelihood distribution
1
ln L(M [θ]) = ln L(M [θ̂]) − (θ − θ̂)| K(θ̂)(θ − θ̂) + O(θ3 )...
2

(4.6)

Where the first moment, the gradient term ∇θ̂ ln L(θ̂), vanishes at the maximum of
the distribution. When the corresponding model parameters have unbounded supports so that all parameter values θ̂i ∈ (−∞, ∞) then the corresponding multivariate
Gaussian parametrization serves as a reasonable approximation of the underlying
posterior distribution for the emitter model given an uninformative prior. For the
five parameter model described in this dissertation, the background (bg), intensity
(I), and PSF standard deviation (σ) are strictly positive and thus bounded with the
support [0, ∞). If these bounded parameters are transformed to have an unbounded
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support so that
φx = θx ,
φy = θy ,
φI = ln(θI ),
φbg = ln(θbg ),
φσ = ln(θσ ),

(4.7)

the shape of the likelihood will remain unchanged so that L(M [θ̂]|K) = L(M [θ(φ̂)]|K).
However, the observed information was obtained through differentiation, therefore
transformation of variables results in K(φ̂) = χK(θ̂)χ| . Where the transformation
vector, χ, is
χ = [1, 1, θˆI , θˆbg , θˆσ ].

(4.8)

Under the corresponding transformation, the posterior distribution can be approximated well by a multivariate Gaussian distribution. Retrieving the appropriate
credible regions is then a matter of transforming the resulting regions back to the
desired space.

Maximum A Posteriori Estimate
The quality of MLE estimation is fundamentally limited by the data available in the
subregion because it does not incorporate alternate sources of information. In typical static super-resolution applications, the same probe will appear multiple times
during an image sequence acquisition at the same location, so discarding localizations of genuine emitters will not affect the final super-resolution image dramatically.
Most SPT implementations are highly dependent on accurately capturing all emitter locations throughout the movie sequence. If too many fits are discarded, then
trajectories cannot be completed or localizations are falsely associated with other
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trajectories. The Maximum A Posteriori (MAP) estimate is a compromise towards
a Bayesian approach in approximating the posterior distribution [67] with a point
estimate and a variance term.
In practical terms, the two main differences between MAP and MLE estimation
is the inclusion of a prior distribution in scoring the objective function for the MAP
and that the MLE is always invariant to parameter transformations. The objective
function in this instance is the negative log likelihood/posterior for the MLE/MAP.
The MLE could be considered a special case of the MAP, except that doing so would
suggest that the prior is uniform for the parameter of interest under all coordinate
transformations, which is false. Philosophically, the MLE and MAP are point estimates drawn from two different approaches even though their values converge in
certain cases. The MAP is generally not invariant to parameter transformations
because transformation of variables relates the prior distribution in one parameter
space, θ to the prior distribution in the transformed parameter space φ according to
the Jacobian matrix of the set of equations relating θ to φ
P (φ) = P (θ)

dθ
.
dφ

(4.9)

The MAP satisfies invariance to parameter transformations only when the Jacobian
of the parameter transformation is a constant,

dθ
dφ

∝ 1. The invariance of the

MLE under parameter transformations makes it a more versatile estimate when the
emitter signal is much higher than the background noise. The MAP of an estimate,
θ̌ is defined as θ̌ = argmaxθ L(M [θ]|K)P (M [θ]), where P (M [θ]) is prior knowledge
on the model describing the subregion. Since the MAP estimate involves a prior
distribution, the estimated precision on the distribution is just referred to as the
Hessian (of the objective function) rather than the observed information.
The Hessian of the objective function is similar to the observed information except
that it is evaluated at the MAP and it has an additive influence from the prior
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distribution


H[P (θ̌|K)] = −∇θ̌ ∇|θ̌ ln P (θ̌|K) = −∇θ̌ ∇|θ̌ ln P (K|M [θ̌]) + ln P (M [θ̌]) . (4.10)
A weakly informative prior distribution for the MAP regression will provide fitting
results strongly representative of the input data. A strongly informative prior will
reduce the importance of the input data on the MAP to a small perturbation from the
prior’s maxima. The advantage of the prior is that it can be made more informative,
increasing its positive contribution to the Hessian, allowing for point estimations in
subregions where an MLE approach would fail. However, there is a limit to how
strong a prior should be made; choosing an over informative prior, such as sharply
peaked Gaussians, will ignore the data and return results that overwhelmingly favor
prior convictions. For respectable choices on priors, see [64, 67] for approaches that
have been beneficial for low signal to noise particle tracking applications.
The method of parameter transformations for fitting Gaussian functions as used
in Eq. 4.7 does not work explicitly with MAP estimates. MAP estimates are not
invariant to parameter transforms so they must be re-calculated in the same coordinates as the Hessian when fitting a Gaussian function. The change in the parameter
maximum means the value of the Hessian will change as well.

4.3.3

Model sub-selection: localization filtering

The methods described so far involve approaches for identifying emitter candidates
and then subsequent single emitter fittings. However, no approach for rejecting poor
fits has been discussed here so far. In prior super-resolution analysis procedures, a log
likelihood ratio (LLR) test [68] was used to reject fits that have statistics produced
at a rate below some p-value. Other heuristic criteria can be used for filtering such
as minimum model intensity and the standard deviation of the model fit.
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If point based estimation techniques are used, then only fits that satisfy the
condition det H[P (θ̌|K)] > 0 should be accepted after an initial filtering phase. Fits
that do not have a positive Hessian are not at the distribution maximum, or the
distribution is ill conditioned and a maximum does not exist away from the support
boundary. A localization that has a negative semi-definite Hessian implies that
the MAP is not the true maxima of the posterior distribution which consequently
invalidates the asymptotic properties associated with maxima based point estimators.
In instances where the Hessian is not positive definite and there is significant evidence
to suggest a localization over a fit rejection, other approaches such as singular learning
theory [69] ought to be considered, but here, the focus will only be on localizations
that satisfy the positive definite requirement.
Emitter fits can also be rejected based off of model comparison assuming an alternative model to the single emitter fit is defined. Model comparison for multi-emitter
fitting has been discussed [68] in the context of emitter selection from a likelihood
based perspective, but here, an approximated Bayesian approach is outlined for
model comparisons. Consider an alternate hypothesis for the isolated subregion that
suggest the distribution of pixel counts was generated from a uniform background
value subject to Poisson fluctuations. The likelihood that a subregion was generated
from a uniform background intensity, hui, corrupted by Poisson processes so that the
output is the subregion image pattern K is
L(M [u]|K) =

Y exp [−ui,j ]uki,ji,j
i,j

ki,j !

,

(4.11)

where the model intensity at all sampled pixels is a constant so that ui,j = u. The
corresponding observed information is then
X ki,j
K(û) =
,
2
û
i,j

(4.12)

following the conventions in [64], the prior distributions for the various model parameters are independent of one another and are described as functions of tunable
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inputs, the corresponding hyper-parameters α and β,
P (x) = B(x; αx , βx ),
P (y) = B(y; αy , βy ),
P (I) = G(I; αI , βI ),
P (bg) = G(bg; αbg , βbg ),
P (σ) = P(σ; ασ , βσ ).

(4.13)

where the functions B(), G(), and P() represent the Beta Gamma, and Pareto distributions respectively,
β α α−1
x
exp [−βx] for x ≥ 0,
Γ(α)
xα−1 (1 − x)β−1
for 0 ≤ x ≤ 1,
B(x; α, β) =
B(α, β)
Γ(α)Γ(β)
B(α, β) =
Γ(α + β)
αβ α
P(x; α, β) = α+1 for x ≥ β,
x
G(x; α, β) =

(4.14)

where Γ(α) is the gamma function evaluated at α. In the software provided from [64],
the hyper-priors are assigned the values
Parameter α

β

x

1.5

1.5

y

1.5

1.5

I

1.1

0.0011

bg

1.1

0.3667

σ

4

1

The prior distributions were chosen out of mathematical convenience and the associated hyper-parameters were chosen from heuristic approaches involving simulated
emitters [64].
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The uniform background model is treated as a special case of the single emitter
model, where the intensity parameter is defined I = 0 so that only the background
parameter has a non-trivial contribution to the probability distribution. Following
nested model arguments, the prior of the uniform background model is the prior of
the background parameter from the single emitter model
P (M [u]) = G(u; αbg , βbg ),

(4.15)

The evidence can be calculated from P (u) =

R

L(u|K)P (u)du . The evidence of the

uniform background noise model hypothesis, H0 , given a subregion with N pixels
P
and Q = N
i=1 ki total counts is
P (K|H0 ) =

βα
Γ(α + Q)
QN
α+Q
(β + N )
Γ(α) i=1 [Γ(ki + 1)]

(4.16)

The evidence is not a function of the model parameter, u, so it must be invariant
to any parameter transformation if the prior distribution is normalized. The evidence for the single emitter model is a bit more difficult to calculate, so a Gaussian
approximation will be used to estimate the normalization integral, i.e. the Laplace
method. Following the posterior distribution for the uniform noise model, the MAP
estimate for the single emitter is fit and the Hessian is calculated to approximate the
posterior density with a multivariate Gaussian function
P (M [θ] | K) ≈ N (θ, θ̌, H[P (M [θ̌]|K)]−1 ).
With this parametrization the posterior evaluated at the MAP reduces to
s

detH[P (M [θ̌]|K)]
P M [θ̌] | K ≈
(2π)5

(4.17)

(4.18)

and the approximate evidence of the single emitter model hypothesis, H1 , is
P (K | H1 ) ≈

L(M [θ̌]|K)P (M [θ̌])
q
.

(4.19)

detH[P (M [θ̌]|K)]
(2π)5
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Fortunately, the studies in [67] demonstrate that the Gaussian shaped posterior is robust at typical experimental conditions. If the prior distribution between the uniform
intensity and the single emitter model is uninformative [70], i.e. equal probability
for selecting each model, than the probability that a subregion is characterized by
single emitter model instead of the uniform intensity model is
P (H1 | H) =

P (K | H1 )
.
P (K | H1 ) + P (K | H0 )

(4.20)

Granted, Eq. 4.20 only considers two possible models for a particular image. Discretion and model refinement should be practiced for data sets were multiple emitters
are often overlapping or if other known hypotheses exist that better describe the image subregions. The Gaussian parametrization is both computationally efficient and
accurate for experimental setups where the PSF of an imaged point emitter has a
standard error larger than a pixel. The agreement between the Gaussian parametrization and the actual likelihood makes this model selection approach suited for filtering
out bad localizations for both live cell and super-resolution data. The user decides
the threshold, what minimum probability for Eq. 4.20 is allowed as a single emitter
fit, and subregions that report model probabilities below the threshold are filtered
out.

Applicability of localization filtering
The uniform background to single emitter hypothesis comparison has not been exhaustively tested for reliability as a function of signal to noise conditions but has
so far been shown to function quite well for MAP estimates of images with reasonable signal quality. The LLR test between competing model hypotheses as described
in [68] is well tested and robust but is not applicable for MAP estimates because
MAP estimates return an un-normalized log posterior which deviates from the loglikelihood by choice of prior distribution. The deviance between the log-likelihood
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and un-normalized log-posterior results in a performance failure of the LLR test.
In single molecule simulations the LLR test on MAP estimates return either a near
universal rejection or acceptance of all localizations. Its important to note that this
MAP based filtering is not an optimal filter; the choice of the uniform background
as a null hypothesis is particularly specific so the test is more likely to favor single
emitter hypothesis for images that were created by non-uniform noise such as cellular
structures exhibiting autofluorescence.
Furthermore, all single frame filtering approaches are unsuitable for tracking in
low signal regimes because the recorded photon count from a fluorescent particle can
often fluctuate below the mean background counts in some of the acquired frames.
A fluorescent particle that emits photons at a scale comparable to the photons emitted from its surrounding background will produce fluctuating photon counts where
localizations potentially attributed to this particle will be rejected in some frames
and accepted in others. When legitimate localizations are rejected on an intermittent basis, there is a noticeable reduction in the quality of the subsequent connection
algorithms [46]. Low signal particle tracking algorithms require more sophistication
in the filtering of poor localizations; more sophisticated tracking algorithms filter
trajectories rather than single localizations.

4.4

Choosing connections from a cost based approach

The assignment phase here will follow the approach outlined by [40] because it is the
simplest known algorithm that can be implemented so that the tracking subproblem
is not locally greedy in space. The expression ‘locally greedy’ refers to algorithms
that will choose a single particle assignment with the lowest cost from the set of all
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available particle assignments. The locally greedy algorithm iterates itself by searching for the lowest cost with the remaining unassigned particles until all particles are
assigned; it does not consider the impact of excluding potential particle associations
in subsequent assignments. In other words, the locally greedy algorithm does not
guarantee the set of assignments that minimization the total assignment cost for all
particles. The idea behind [40] is to take two lists, or groupings, of particles and determine the best possible mapping that associates a particle in one frame to another.
Organizing particle associations into two lists poses the connection problem as a bipartite graph: a set of connections where the true solution is a one to one mapping
between particles in one list to particles in the next list. In fig 4.5, the construction
of a bipartite graph between localizations in two images is demonstrated.

Figure 4.5: Two frames of image data (left) are filtered and emitters are localized
(red and blue boxes). Each frame is considered its own group so each localization
is assigned to the list (right) corresponding to frame 1 (red) or frame 2 (blue). The
probability of assigning a particle from 1 to 2 is denoted by the solid black lines
joining items from each list. Ghost particles (black) are inserted to ensure a 1 to 1
mapping between elements in list 1 and list 2.
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If all particles in one group can potentially connect to all particles in the second
group, then a matrix can represent these multiple connection hypotheses. The rows of
the matrix correspond to all connections that involve a single member from one group
and respectively the columns represent connections that involve a single member
from the other group. Specifically, consider the frame-to-frame connection problem.
Particles in the same frame cannot possibly connect to one another, so they form
the basis of one list, and the particles in the subsequent frame form the basis of
another list. The goal is to find a one to one mapping so that each particle in the
first frame connects exactly to a corresponding particle in the next frame. The search
for the best configuration of particle connections given some cost function is known
as the linear assignment problem (LAP). In fig. 4.6, a sparse bipartite graph and its
associated cost are illustrated side by side.

C11 C12
C22 C23
C33 C34
C44 C45
C55 C56
C61

C66

Figure 4.6: Interpreting a bipartite graph as a cost matrix. A sparse bipartite graph
(left) is converted into a cost matrix (right). The assignments, connections between
particles in the bipartite graph, are represented as numerical costs in the matrix. If no
possible assignment exists between two particles, the corresponding matrix element
is null (entries with diagonal line) and will not be factored in LAP calculations.

57

Chapter 4. Simplified Single Particle Tracking Algorithm

4.4.1

Linear assignment problem

The LAP is a matrix based algorithm that seeks to find a set of matrix elements,
with the restriction that each chosen matrix element must have its own unique row
and column, that sum to the lowest total cost compared to all other possible sets
of elements. A cost is a number that is assigned to a potential connection between
a particle in one group and a particle in the next group. Since the elements of
the matrix are referred to as costs, the matrix that is processed by the LAP is
known as the ‘cost matrix’. For the LAP to return sensible results, the elements
of the cost matrix must be calculated from convex functions; and for most software
implementations, the costs must be strictly positive, non-zero. Two examples of
convex functions are the negative log likelihood and the quadratic loss function.

The first published algorithm for the LAP is known as the Hungarian algorithm [71]. The original Hungarian algorithm solved the LAP in O(n4 ) time, however, additional developments arose on this topic throughout the latter half of the
twentieth century. One important development was the subset of algorithms that
dramatically increased solution performance when the bipartite graph between particle lists was sparse. In other words, not every element in the cost matrix will have
a value, suggesting that a particle in one group can only potentially be paired with
a small subset of the particles in the other group. The implemented iteration of
LAP algorithm for sparsely connected sets, the Jonker-Volgenant algorithm [72], can
solve the LAP in O(n log n) time. Recent work in dynamic message passing [73] have
pushed the speed of the LAP for sparse graphs to linear time. An example of an
LAP solution for a sparse graph is provided in the matrix representation in fig. 4.7.
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Figure 4.7: Example of an LAP solution on a sparse cost matrix. The circled elements
are the set of assignments that complete the bipartite graph and have the lowest total
assignment cost as a set.

4.4.2

Cost Matrix Structure

Sometimes the particles in a sequence will disappear from one frame to the next.
In these instances, a connection model alone is not sufficient to describe all the
possible tracking hypotheses. Particles are now observed to spontaneously appear or
disappear in the movie and so the corresponding tracking algorithm needs to reflect
that. In order to address this issue, a special class of ‘ghost’ particles should be added
to the LAP to link to particles that do not appear in prior or subsequent frames.
Each ghost particle can only connect to one real particle in the other set or to other
ghost particles to properly condition the problem. The ghost particles ensure that
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the cost matrix is always square and full rank.
The cost matrix can consist of any number of sub-matrices which correspond to a
particle’s potential behavior. In prior work on this topic [40], there were sub-matrices
for ‘merging’ and ‘splitting’, behaviors where two particles in one time frame are assigned to a single particle in a different time frame. Merge and split scenarios are not
considered here because those scenarios, two additional assignment behaviors, add an
extra complexity to the tracking algorithm and are rarely observed with sparse data
sets. The cost matrix will be restricted to the following sub-matrices: connections,
‘birth’, ‘death’, and 1 complementary ‘junk assignment’ sub-matrix. Furthermore,
it is assumed that localization and statistical fit information of identified particles is
accurate, so additional fit filtering considerations are unnecessary. For connections,
a single model will dictate the likelihood of connecting particles from one observation
to the next. Birth and death sub-matrices assign costs for a particle/trajectory that
was not localized previously or was not localized in the next frame/track.

4.4.3

Assigning costs

The well known ‘u-track’ particle tracking software [40] used the quadratic loss funcP
2
tion, N
k=1 (yk − f (x)k ) to score the cost for connecting two particles in adjacent
frames based on a distance metric. This cost scheme was shown to work well and has
provided a simple and efficient solution for tracking reasonably dense particle sets.
However, the distance metric does not consider other pieces of information that may
be useful in assigning a particle to a trajectory.
The negative log likelihood is another objective loss function and is quite useful
in that it directly corresponds to a specific probability distribution. In the case of the
tracking skeleton, a rate based likelihood distribution incorporates blink statistics to
further improve the tracking algorithm.
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It is important to derive the basic components of the likelihood for all of the associated costs. These components are the motion, emission, and density likelihoods.
Motion describes the probability of a particle engaging in any spatial movement over
some time frame. Emission describes the photo-physics of the particle, e.g. the probability of a particle either blinking on, blinking off, activating, or bleaching. Density,
as the name implies, is the estimated particle density in a localized region.

All the probabilities derived in this paper will be calculated under the assumption
that all observed motion can be described by Brownian motion in short time scales
and that transitions between particle emission states can be characterized by Markov
processes.

The formulas derived here are based on a particular, not an all encompassing, set
of scenarios for particle behavior. Therefore, this skeleton only addresses behaviors
in quantum dot tracking of diffusing protein structures, but any combination of independent likelihood components can be used to adapt this code to other tracking
problems. We also recognize that certain connection models are valid only under
specific time scales, quantum dots blink with lifetimes that follow a power law distribution [74], but an exponential function fits small segments of a greater power
law distribution well enough for the tracking problem. Cutoffs are typically introduced to reduce the computational burden of calculating unreasonable connections,
but sometimes cutoffs can alleviate model failures, where a conservative cutoff can
prevent a false particle connection. However, the consequence of using cutoffs for
model selection purposes rather than computational convenience is that the cutoffs
must then be considered as an integral part of the tracking model.
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Motion:
A model hypothesis of the system dynamics is required to adequately populate the
components of the cost matrix. The diffusion model represents the amount of uncertainty in a particle’s position over some period of time. Implementing the pure diffusion model for a motion based cost function is useful when nothing is known about
the particle motion so that the tracking algorithm will favor particle assignments
where the average squared distance of the set of chosen displacements is minimized.
Motion probabilities will be expressed as P (x2 , t2 |x1 , t1 ), where the probability of
relocating to new coordinates are calculated according to the values of the previous
coordinates.
Particles such as quantum dots have motion influenced by diffusion processes.
With this in mind, the probability of moving any distance in one dimension is assigned by the well-known diffusion equation:
P (x2 , t2 |x1 , t1 ) = N (x2 , x1 , σx2 )

(4.21)

Where σx2 , the variance due to diffusion and observational error of each coordinate,
σi , is defined as:
2

(σx ) = 2D(t2 − t1 ) +

2
X

σ2i

(4.22)

i=1

Since the dynamics of Brownian motion is separable by dimension:
P (x2 , y2 , t2 |x1 , y1 , t1 ) = P (x2 , t2 |x1 , t1 )P (y2 , t2 |y1 , t1 )

(4.23)

Emissions:
The rate kinetics of the particle’s emission behavior is assumed to be memoryless.
Here all particle blinking, bleaching, and activation behavior can be modeled with an
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exponential distribution. However, since the observation period is discrete, the more
appropriate model to fit is the geometric distribution. Classifying a particle blinking
(on or off) as an event allows a more general approach to describing memoryless
behaviors. The probability of an event, E, occurring given a specific rate, k, over
the minimum measurable time ∆t is:
P (E|∆t, k) = k∆t

(4.24)

The dimensions of ∆t match the inverse of the rate unit, so that the expression is
dimensionless. Conversely, the probability of a non event, B, becomes P (B|∆t, k) =
1 − P (E|∆t, k) . Since a non event implies that there is no change in state of the
observed quantity, the probability of a particle remaining in the same state for N
frames is
P (B|N ∆t, k) = (1 − k∆t)N

(4.25)

If an event with rate k occurs in some interval ∆t after some time N ∆t, the probability of this event is:
P (E|N ∆t, k) = P (E|∆t, k)P (B|N ∆t, k) = (1 − k∆t)N k∆t

(4.26)

Density:

Here, the density, ρ, is a measure of particles per unit area. The density for a
localized particle is 1, but for hidden particles, some quantity needs to be estimated
to consider the population of dark particles that may transition to an emission state.
For subsequent probability calculations in the cost matrix, the density term is used
to estimate the number of particles in the off(on) state in some given region.
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4.5

Approximating a global tracking solution

For a long movie sequence, the cost matrix could be formulated to contain all possible
connections of all possible particles. The problem with this is that there are typically
tens of thousands of localizations in an SPT movie, so memory constraints become
an issue when considering all possible hypotheses. The approach in [40] followed
two connection phases: frame-to-frame and a gap closing of short trajectories. The
frame-to-frame phase connects particles from adjacent frames which can create a
temporal bias for crowded regions involving blinking dyes. In [40], the temporal bias
from a single frame-to-frame phase was alleviated by performing the frame-to-frame
tracking three times: forwards, backwards, and then forwards with prior motion
information. In the skeleton, only one frame-to-frame phase will be considered,
but a more advanced approach will be discussed in Ch. 6. The frame-to-frame
phases sparsify the problem so that the the gap closing phase is not considering the
possibility of every other localization connecting with one another. The gap closing
phase connects the start and end points of track segments from the frame-to-frame
phase in order to track single particles much longer.
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Figure 4.8: Particles are localized in each frame (particle segmentation). Particles
are then grouped by frame number (bipartite classification) and the linear assignment
problem is called between every particle group from frame i and i + 1 over the full
sequence. The frame-to-frame tracking creates short tracks (trajectory segmentation)
which are then classified into a bi-partite graph consisting of all trajectory ends in
one list and all trajectory starts in the other list. The linear assignment problem is
called again to connect the short trajectories into a longer set of trajectories.

4.5.1

Frame-to-Frame (t2 − t1 = 1 Frame)

The first call to the LAP is in the frame-to-frame phases. The three quadrants of
interest are: linking (assignments), blinking on (’birth’), and blinking off (’death’).
An example of all three assignment behaviors in a frame-to-frame connection problem
are demonstrated in fig. 4.9.
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Figure 4.9: Diagram of the three model behaviors in the cost matrix. The connection
behavior is outlined from the red circle, the birth is the blue circle, and the death is
the green circle.

Connection
The connection probability density describes the an event where a particle was localized at x1 and diffused to the localized position x2 while remaining the emission
state (fig. 4.9). This can be expressed as:
P (link|∆t) = P (x2 , t1 + ∆t|x1 , t1 )P (no off, ∆t)

(4.27)

The linking probability with Brownian motion dynamics established in (4.21) and a
blink off rate denoted as koff is substituted into (4.27):
P (link|∆t) = N (x2 , x1 , σx2 ) N (y2 , y1 , σy2 )(1 − koff ∆t).

(4.28)

Frame ‘Death’
For blinking off, no subsequent motion can be observed so the associated motion
component is marginalized with a value of 1. The probability that a particle blinks
off is determined by the rate constant (fig. 4.9).
P (off, ∆t) = koff ∆t

(4.29)
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Frame ‘Birth’

The probability of a particle blinking on is complicated by the fact that prior location
information on a dark particle is unknown (i.e. where did the particle originate from
before it activated). Assume that there is an underlying density of particles in the
dark-state and that at any observed frame there is some probability (dictated by the
blink on rate constant) that a dark-state particle will activate in a given location
(fig. 4.9). The frame ’birth’ probability reduces to:

P (on, ∆t) = ρoff kon ∆t

4.5.2

(4.30)

Gap Closing (t2 − t1 ≥ 1 Frame)

On the second stage of the LAP calling process, all of the short trajectories are
represented in the cost matrix with potential assignments connecting track ends to
track starts. In the algorithm, it is assumed the frame-to-frame calls were successful.
Trajectories that can be connected with some reasonable likelihood are separated
in time with t2 − t1 greater than or equal to 1 frame; where t2 is the time a later
trajectory appears and t1 is the time an earlier trajectory is last seen. An example
of the gap closing problem is illustrated in fig. 4.10.
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(xd,yd,td)
‘Death’

(x2,y2,t2)
T

Connect

(x1,y1,t1)

‘Birth’
(xb,yb,tb)

X

Y

Figure 4.10: A conceptual view of an arbitrary trajectory. Every trajectory must
have a birth (blue circle) associated to the first observation and a death (green circle)
with the last observation. All sub-sequent observations were either connected in the
frame-to-frame assignments (solid line) or they were connected in the gap closing
assignments (red circle with dashed line).

Connection
Connection behavior in the Gap Closing assignment is similar to the Frame to Frame
call except that t2 and t1 can be spaced farther apart than ∆t. The event probability
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must now factor in the behavior where the particle had remained off for some time
t2 − t1 and then activated at some moment ∆t later. This expression looks like:
P (link) = P (on, t2 |off, t2 − ∆t)P (no on, t2 − ∆t|off, t1 + ∆t)P (x2 , t2 |x1 , t1 ) (4.31)
Applying (4.26) and (4.21) into (4.31) gives
P (link) = N (x2 , x1 , σx2 ) N (y2 , y1 , σy2 )(1 − kon )t2 −t1 −∆t kon ∆t

(4.32)

Track ‘Death’
Assuming bleach rates are minimal, a good way to express a track ”death” for a
particle is to assume it remains in the dark state for the duration of the image
acquisition. How probable is it for a non-bleached particle to remain dark for the
remainder of the movie period, T , after its last known observation, td . This can be
expressed as:
P (death) = P (no on, T |off, td + ∆t) = (1 − kon )T −td

(4.33)

For systems where bleach considerations are absolutely necessary, the bleach probability can be added into the over-all particle track death probability.

Track ‘Birth’
Track births require knowledge of the activation rate, kb , of the particles. For different
imaging setups, the parameters dictating the activation rate will vary. Assuming that
all particles were activated before image acquisition began will simplify the problem
so that the apparent activation rate, kb , for births is the on rate, kon from the frameto-frame calls. If the activation rate is known, the probability of activation at some
time, tb , after the beginning of acquisition, To , is:
P (birth) = ρoff (1 − kb )tb −To kb ∆t

(4.34)
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4.6

Discussion

This chapter briefly discussed many of the components in the current version of
RPT [64], from candidate searching to tracking. The tracking skeleton can be combined with an expectation maximization (EM) algorithm to optimize the parameter
values of kon , koff , and D by iteratively tracking and re-estimating the model parameters. However, this approach fails when trajectory heterogeneity becomes significant
as the EM algorithm converges on only one motion model for all of the proposed
trajectories. Some preliminary tests were performed to evaluate the tracking algorithm, but the tests are very parameter dependent, so it is difficult to ascertain a
solid metric without directly relating the simulation to a specific experiment.
A better approach for calculating the motion model on a per trajectory basis is
discussed in app. C and a different localization filtering mechanism is discussed in
ch. 6. The advantage of the tracking skeleton is that it consists of the basic algorithms
required to track any data set, so different components can be swapped or modified
to solve specific biological problems without replacing the entire tracking algorithm.
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Figure 4.11: Representation of tracking results from a free Brownian motion simulation with an ambiguous assignments removed. Ambiguity can be ascertained from
the cost matrix by perturbing chosen values by some additional cost and checking
to see if new assignments are chosen. Actual trajectories are black, correctly tracked
trajectories are blue, trajectories that were incorrect prior to ambiguity filtering are
burgundy. Trajectories that were not resolved through ambiguity filtering are in
bright red. Trajectory costs that were close to other particle assignments within a
cut off are considered ambiguous. Zoomed in sub-sections show that all red trajectories had track failures in regions where localizations were inadequate or local particle
densities were too high to resolve likelihoods without additional information.
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Dynamic Single Molecule
Simulations

5.1

Introduction

Particle tracking is considered an open problem [45] in the biological sciences. The
combinatorial based tracking problem forces developers to seek approximate solutions, compromising algorithm performance for computational tractability. In order
to have some confidence in the quality of trajectories, training data should be generated to validate the tracking code for a set of experimental conditions.
For dynamic single molecule TIRF experiments, simulations are best approached
from a bottom up perspective [67]. A bottom up perspective in this instance means
photon emissions are modeled as discrete occurrences that occur as the particle is
moving rather than generating an image by corrupting a pre-known PSF with Poisson
noise [10]. This distinction is important, because in dynamic simulations the probes
are moving so the PSF of the integrated image is not pre-known until the coordinates are drawn. Interestingly enough, this means that for dynamic simulations, a
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bottom up approach is often computationally faster because the time averaged PSF
of a moving particle requires a new set of calculations for every captured particle
movement.
In this chapter, only the simple case of organic dyes under a constant emission
source is considered. It is assumed that all particles are non-interacting and the
photon emission process is decoupled from the particle’s motion or spatial position.
The following simulation processes can be modified or expanded to generalize beyond
the stated assumptions, however, modeling systems with particle interactions [75] is
somewhat more involved.

5.2

Dynamics simulation overview

The process to generate a simulation of moving proteins bound to fluorescent dyes
is fairly straight forward:
1. Determine the number of proteins and their corresponding lifetimes
in the simulation.

A random number is chosen from a uniform distribution between 0 and 1. The
number is mapped (blue dashed line) to the CDF of the distribution chosen to
represent the probability of particle lifetimes.
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2. Generate a course grained trajectory for each protein during the
course of its existence.

9

8

7

3

4

2
1

6

5

Given some motion model, particle locations are calculated at the beginning of
each simulated acquisition (number) in order to help bin later photon emissions
by the corresponding camera frame.
3. Calculate the emission times of each protein.

For an organic dye, wait times between consecutive emissions ∆τ should be
exponentially distributed. The sum of events separated by time periods drawn
from an exponential distribution is a Poisson random variable.
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4. Interpolate particle positions at each of the emission times.

Given a starting and ending location for a trajectory, A Brownian bridge may
be used to perform random, yet statistically relevant, interpolations between
the coordinates at the start of each camera frame (red circle) to randomly
sample the particle position (blue x) at each emission time.
5. Draw photons from the PSF distribution about the particle location
at each corresponding emission time.

The PSF, here a 2-D Gaussian distribution, is mapped onto the particle location
(circle). The emitted photon is drawn from the PSF relative to the true particle
position (triangle).
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6. Generate background and sensor effects.

For stationary backgrounds and camera effects, its computationally faster to
make a perfect model image with the stationary PSF and corrupt with Poisson
or Gaussian noise.
7. Sum the background with emitter images.

Simulation generated by combining the background with the emitter photons.

5.3

Drawing particle populations and lifetimes

When simulating a live cell experiment, knowledge of the individual lifetimes of the
simulated probes is essential. Pre-determining the number of particles and their life
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times is important in developing a fast simulation because it allows for pre-allocation
of important vector quantities such as photon emission times and locations. In some
experiments, such as Syk binding events [60], the binding lifetimes of Syk proteins are
be described by exponential processes, or memoryless rates. An arbitrary distribution
can be randomly sampled if its cumulative density function (CDF) is known. For an
exponential process, the CDF of a particle surviving up to some time period is
Z t
P (t; λ) = 1 − exp [λt],
(5.1)
0

where λ is the mean survival rate of the greater ensemble population of related
particles. Therefore, assuming a particle can spontaneously appear in a simulation
given an exponential rate β and that same particle has a survival rate of α, the start
time of a particle would be calculated as
ts = −

ln(1 − rand[])
,
β

(5.2)

where rand[] is the uniform random number generator function for choosing a random
number between 0 and 1. The end time of the corresponding particle is
te = ts −

ln(1 − rand[])
.
α

(5.3)

These life times can also be generated in MATLAB with the exprnd function such
that ts = exprnd(β). Once particle life times are known, emission states can be
nested inside of the generated particle life time to generate long lived dark states.

5.4

Generating an underlying particle trajectory

A trajectory can be generated from any model, but should be sampled at least once
per frame. Typically, the time points of a trajectory correspond to the beginning of
a camera frame since linear interpolation schemes work well when drawing random
positions between two frames. For a pure brownian trajectory, the particle positions
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are drawn from the normal distribution. In MATLAB, this can be done in two lines
of code

inputs: D,T,dt

x = sqrt(2D*dt) * randn(T,1);
x = cumsum(x);
Where ‘T’ is the length of the time series in frames and ‘D’ is the diffusion coefficient
of the random trajectory and ‘dt’ is the time elapsed between measured locations.
Brownian motion is a boring model and is typically measured in local regions to
disprove the homogeneity of the cell. Biological systems have been measured to
disprove a global Brownian motion model [76]. The next more sophisticated model for
cellular dynamics is the Smoluchowski equation, which is the Brownian motion model
in the presence of a quadratic potential. The Smoluchowski equation is good for
modeling traps and barriers that have been hypothesized in single particle tracking
data [59]. Particle trajectories described by Smoluchowski dynamics [77], a particle
diffusing in a parabolic potential, can be generated with a short script

inputs: x[0], D, T, dt, gamma, s

for i in [1,...,T]
x[i] = sqrt(2D(1-exp(-2*gamma*dt))/gamma) * randn[]...
+ x[i-1] * exp(-gamma*dt) - s * (1-exp(-gamma*dt))/gamma;
end
The input ‘gamma’ refers to the curvature of the potential, the second derivative
at the peak, and the input ‘s’ is related to the offset of the potential peak/valley.
The inputs can be better understood from the quadratic equation that describes the
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parabolic potential

2
γ
s
s2
V (x) = ∗ x −
−
2
γ
2γ

(5.4)

Several parabolic potentials can be pieced together to make a complex energy landscape, but the trajectory calculations become more difficult. Difficulties in a piecewise parabolic simulation arise because the ‘s’, ‘gamma’, and ‘D’ terms will vary
spatially so that the Smoluchowski equation will have to be updated every time the
particle traverses into a region characterized by different potential and diffusion constants. In order to successfully overcome this challenge, the time gap parameter ‘dt’,
which was held constant for the single parabolic potential will have to change every
time a particle traverse a region with a different set of potential parameters.
Simulating a trajectory can be as complicated as the user desires. Generally, the
emission behavior of the particle is decoupled from its trajectory because these simulations typically assume that neighboring particles do not interact and the excitation
light is uniform across the region of interest. Assuming the independence of emission
behaviors from motion and as long as the trajectory is sampled well enough that
the expected value of intermediate positions is approximately linear, the rest of the
simulation details will work with almost any other trajectory characterization.

5.5

Calculating particle emission times

Once a particle’s emission periods are known, the exact photon emission times can
be generated to create a realistic particle signature. For organic dyes, the emission
process is considered memoryless, so photon wait times are drawn from an exponential distribution. In other words, the emission time of the i-th photon is related to
the (i − 1)-th photon as
ti = ti−1 −

ln(1 − rand[])
,
γ

(5.5)
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where γ is the mean emission rate per unit time, where the typical time unit for a
simulation is a single camera frame.

5.6

Generating a frame averaged moving particle

Photon emissions occur while the particle is moving, so its important to know the
precise location of a particle when it emits a photon. There are many approaches
for this problem, but what has worked best in practice is to generate a set of true
particle coordinates at the beginning of each frame, followed by a Brownian bridge
interpolation of the precise coordinates of a particle when it emits a photon sometime
during a frame exposure. This interpolation technique is exact when simulating pure
diffusion or diffusion with a constant drift, but it can be adjusted if the deterministic
component of the particle motion has quadratic or higher order terms. The Brownian
bridge [78] can be derived from two the probability distribution of two sequential
displacements of a diffusing particle.
P (y[t]|A)P (B|y[t]) = N (y[t], A, 2Dt) N (B, y[t], 2D[T − t])




T −t
t
t
A + B, 2D
= N (B, A, 2DT ) N y[t], 1 −
T
T
t
= P (y[t]|A, B)P (B|A),

(5.6)

where a particle starts at point A at time 0, diffuses to a point y(t) at time t and
then diffuses to point B after a total time of T has elapsed. The Brownian bridge is
the expression




t
t
T −t
P (y[t]|A, B) = N y[t], 1 −
A + B, 2D
,
T
T
t

(5.7)

where the probability of observing position y(t) is conditional on the start point A
and an end point B. The Brownian bridge allows for a rapid interpolation of random
variables which is useful for efficiently generating interpolated particle positions. A
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Brownian trajectory can be converted into a Brownian bridge by offsetting the start
of the trajectory to the known start value A and adding a constant drift so that the
random trajectory is at coordinate B at time T . The fast Brownian bridge algorithm
in pseudo code is

Inputs: A,B,t,D
Output: x
Restrictions: t[0] = 0; t[N] = T;

for i = [1,...,N]
dt[i] = t[i] - t[i-1];
x_i = sqrt(2D dt[i]) * randn[];
end
x = A + cumsum(x);
V = (B-x[N])/T;
for i = [1,...,N]
x[i] = x[i] + V * t[i];
end
The values x[i] are the interpolated positions, where x[0] = A and x[N] = B. The
functions cumsum (cumulative sum), sqrt (square root), and randn (normal random
number generator) are documented in MATLAB.

5.7

Drawing the simulation

Once all of a particle’s positions are known exactly when it emits photons, the
positions are used to accurately draw the PSF of the moving probe throughout the
movie sequence. If the PSF of the emitting particle has the functional form of a 2-D
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gaussian, then a single photon is drawn from a particle position as
Inputs: PSFsigma, particle_position
Output: photon_position

photon_position = PSFsigma * randn[] + particle_position;
where a separate random number should be drawn for each dimension of the position,
2 here. An image matrix should be generated to match the region of interest (ROI) of
the simulation. Photons positions should be rounded to the nearest pixel value where
the image matrix stores a histogram of the photon positions where the histogram
bins are the image pixels.

5.8

Generating background and sensor noise

For stationary objects that are expected to emit thousands of photons per frame,
drawing the expected model of the object and then perturbing that model directly
with a Poisson random number generator is typically a more efficient approach than
calculating photon counts from a sum of random, exponentially distributed wait
times. However, for non-stationary objects, the expected model must be re-calculated
every time the object moves so it is generally better to use the approaches outlined
in the previous sections: treating the background objects like large emitters and
drawing photons from the appropriate CDF of emission wait times given the object’s
position at the time of emission.
Sensor noise is typically modeled as Gaussian white noise. Simulating this effect
is fairly simple, allocate a data stack with the same dimensions as the simulation and
draw normally distributed numbers with the standard deviation equal to the root
mean square of the expected camera read noise.
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Noise_Image = NoiseRMS*randn(x_dimension,y_dimension,frames);

5.9

Conclusion

The final simulation is a sum of the pixel locations of the photons emitted from
the moving particles and background objects as well as the spurious pixel counts
generated from read noise. All effects put together should generate a fairly realistic
representation of microscopy data without the additional effects of camera offset
and gain. Generally speaking, MLE and MAP approaches are not useful unless the
image has been corrected for offset and gain, so adding these effects into the data
is not terribly useful except for testing the effects of incorrect image scaling on the
estimated likelihood distributions.
Its important to recognize that simulating dynamic processes is algorithmically
more extensive than generating static point emitters for super-resolution [79]. However, implementing methods from static super-resolution approaches [10] for static
objects with large expected photon counts and implementing single photon methods
for dynamic objects [79] is a sure way to make a computationally efficient simulation
without compromising on accuracy.
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Automated Single Particle
Tracking

6.1

Introduction

With the tools established in Chapters 2, 4, 5, and Appendix C, there are now
enough techniques available that more challenging tasks can be accomplished. In this
chapter, the problem of accurately tracking low signal to noise particles is addressed.
The solution is not guaranteed to be optimal. An imperfect extraction of trajectories
necessitates discussion of additional techniques for evaluating tracking reliability.

6.2

Motivation

Immunoreceptor signaling is an important ongoing topic of study in Biochemistry
and Pathology departments [60]. Single Particle Tracking is one of the experimental
methods that have been implemented for understanding the properties of the inter-
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actions between adaptor proteins and receptors. The cross-linking of FcRI receptors
with IgE antibodies on a mast cell is an event that leads to a cascade of sub-cellular
processes that results in an allergic response. The IgE antibody binds to the alpha
subunits of the FcRI receptor (fig. 6.1), when IgE are cross-linked to one another
as a result of binding to the same antigen (such as pollen), a signaling cascade is
expected to follow. However, for a signaling cascade to occur, another set of proteins
must to bind to FcRI in order to recognize the initial cross-linking event (fig. 6.2).
The tyrosine kinase known as Syk, must be activated in order for the full signaling
effect of the receptor to occur.

Figure 6.1: Diagram of the subunits of the FcRI in a lipid bilayer on the cell
membrane. The alpha subunit binds to IgE on one side of the bilayer and the beta
and gamma subunits bind to Syk and other related proteins on the other side of the
bilayer.
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The functionality of the Syk kinase is still not well understood. It is assumed
that the motion of Syk in the plasma membrane is described well by diffusion, but
that the binding lifetimes of Syk to the beta and gamma subunits of FcRI can
be regulated in response to various stimuli and mutations. In order to accurately
measure these binding lifetimes, a robust single particle tracking algorithm needs to
be developed to accurately retrieve full trajectory lengths of bound Syk kinase.

Figure 6.2: A signaling cascade will occur when two IgE antibodies on separate FcRI
receptors cross-link with an antigen. The Syk kinase must bind to the corresponding
subunits of the cross linked receptor in order to activate to continue the signaling
cascade.
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6.3

Technical Challenges

Technical challenges prevalent in the analysis are centered around the poor image
signal relative to the background. This data has poor signal because the mNeonGreen
marker used in the experiment [60] is sensitive to the effects of photo-bleaching
so light excitation intensities are rather low. The labeling of the protein Syk for
this experiment is restricted to mNeonGreen, which necessitates the use of more
sophisticated algorithms to extract trajectory data more reliably. The frame rate of
the experiments have been set to 10 Hz in order to ensure that out of focus proteins
will diffuse too fast for the localization algorithm. The slow frame rate also means
that in focus probes are moving quite fast, so a good motion tracking algorithm is
necessary.

There are many instances in this data where an MLE localization algorithm designed for fixed cell super-resolution will fail to recognize an emitter even though
human observers would argue otherwise. Human eyes use information from earlier
frames to help determine the existence of a particle, standard localization algorithms
do not use temporal information or prior information since it is acceptable in superresolution to disregard ‘poor’ fits. Single particle tracking is dependent on the accurate classification of emitters in an image; disregarding poor fits is not an option, so
some scheme that implements prior information is necessary. A three frame segment
of a localized emitter time series is shown in fig. 6.3 to illustrate that signal quality
is too poor to confirm a localization as a valid emitter from a single frame.
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Figure 6.3: Three sequential subregion time series of a Syk-mNeonGreen protein.
Taken together, there is enough evidence fit these subregions to an emitter model.

There are existing tracking algorithms that use prior track information to update
the priors on the next set of localization hypotheses [45]. Recursively updating
localizations has been shown to significantly improve the tracking performance of
higher density data sets but suffer from significant computational overhead. For the
tracking of the Syk-mNeonGreen proteins, the individual emitters sparsely populate
the membrane surface, so other techniques can be implemented to provide equivalent
tracking performance with less computational overhead.

The length of the trajectories is a critical quantity for this study. Binding rates
for the Syk-mNeonGreen proteins directly translate into trajectory lifetimes so it
is of utmost importance that the tracking software return an accurate histogram
of track lengths. In order to effectively estimate binding lifetimes, there must not
be false negatives in the particle localization scheme. All particle signatures must
be accounted for or long individual trajectories are more likely to be reported as
multiple shorter trajectories (fig. 6.4).
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Figure 6.4: Illustration of a single trajectory broken into three shorter trajectories
due to missing localizations. Missed localizations will bias returned track lengths
towards a distribution represented by a shorter expected life time.

The desire for a particle tracking scheme that returns accurate trajectory lengths
led to the development of a modified tracking approach from the skeleton seen in
ch. 4. The modified approach initially tracks a sequence of images with several
false positives and uses the information from future track behavior to perform a
more informative filtering process. The application of the motion model has been
modified to function as a Bayesian filter in the new tracking software and is described
in Appendix. C.
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6.4

Syk Tracking Algorithm

The tracking algorithm for Syk-mNeonGreen protein is modified from the algorithm
described in ch. 4 to account for the former algorithm’s inability to effectively filter
out false localizations without removing essential particle localizations required for
the accurate recovery of binding lifetimes. The algorithm is as follows
1. Perform gain correction on an image time series.

Figure 6.5: Process a time series (left) into a fourier signal with the bandlimited
emitter signals removed (center) and extract gain and offset from a linear regression
of the image variances (right). Details discussed in Ch. 2.
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2. Segment and localize subregion candidates.

Figure 6.6: Diagram of localized positions (blue circles) in subregions (red squares)
at the i-th frame of image features (black blobs). Details discussed in Ch. 4.
3. Remove fits with a non-positive Hessian.

Figure 6.7: Hessian of the negative log likelihood is positive around the MLE and
wherever there is a local maxima of the distribution. A non-positive Hessian implies
that the sampled point is not near or at the maxima. Details discussed in Ch. 4.
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4. Assign particle connections between adjacent frames, propagating
connection probability distributions forwards in time.

Figure 6.8: Tracking forwards in time with updated probabilities. Details for particle
assignment discussed in Ch. 4 and details for updating probabilities discussed in
App. C.
5. Assign particle connections between adjacent frames, propagating
connection probability distributions backwards in time.

Figure 6.9: Tracking backwards in time with updated probabilities. Details for particle assignment discussed in Ch. 4 and details for updating probability distributions
discussed in App. C.
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6. Overlay trajectories created from the forwards and backwards tracking phases and remove any particle assignments that conflict between
the two approaches.

Figure 6.10: Resolving conflicts from frame to frame tracking phases.
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7. Use non-conflicted track segments to generate prior probability distributions for the next tracking phase.

Figure 6.11: Updating posterior distributions for model parameters recursively with
each additional position (number). Details for updating probability distributions
discussed in App. C.
8. Connect all free particles and particle segments in a sliding temporal
window region. Accept assignments with track segments whose start
or end lie in the center of the sliding window.

Figure 6.12: Run connection hypothesis on trajectories that lie within a temporal
window. Assign connections where one end is in the center of the window (green).
Use gap closing approach in Ch. 4 but limit the data to a few frames at a time.
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9. Assemble two lists, one of track ends that connected to track starts
at the center of the sliding window and one of track starts that
connected to track ends at the center of the sliding window. Remove
assignments where there are conflicts between the two lists.

Figure 6.13: Resolving conflicts from windowed tracking.
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10. Filter out localizations that did not get assigned to a trajectory. Filter out trajectories whose total evidence for the particle in the trajectory favors the uniform noise model over a single emitter model.

Figure 6.14: Identifying poor tracks (blue) and good tracks (red). The red circle
highlights some tracks to be discarded and the green circle highlights a track to
keep. Method discussed in the following section.
11. Recalculate prior probability distributions.

Figure 6.15: Updating posterior distributions for model parameters recursively with
each additional position (number). Details for updating probability distributions
discussed in App. C.
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12. Connect all particle segments globally.

Figure 6.16: Surviving track segments are connected globally.

6.5

Filtering trajectories

The filtering of poor trajectories is a modification of the model comparison approach
discussed in Ch. 4. Each localization, oi , has an evidence value for the single emitter
model, P (oi |H1 ), and the uniform background model, P (oi |H0 ). The problem with
the model selection algorithm is that the localizations are generally very poor, so
it becomes difficult to discard all localizations that are from spurious noise (false
positives) without discarding some localizations that represent actual particles. Assuming an unbiased prior, P (H1 ) = P (H0 ) = 1/2, the probability that a single
trajectory O was generated from a single emitter is
QN

i | H1 )
i=1 iP (oh
QN
i=1 P (oi | H1 ) +
i=1 P (oi

P (H1 | O) = hQ
N

i.
| H0 )

(6.1)

A trajectory filtering algorithm can be implemented by filtering out trajectories that
do not satisfy some minimum probability cut off c, e.g. P (H1 | O) > c. The Gaussian
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approximation for the MAP estimates as implemented in sec. 4 is sensitive to the
relative log likelihood values, so if normalization terms in the likelihoods are missing,
the algorithm will not work.

6.6

Cost Matrix Elements

For this tracking problem, the elements of the cost matrix have been altered. The
connection hypothesis, C, is defined as
P (C) = P (∆z)M ∆t−1 P l(true|si )P l(true|sj ),

(6.2)

where the probability of missing a localization for a frame, M , is currently a user set
parameter and the terms P l denote the plausibility that a localization corresponds to
an actual emitter. For births, B, and deaths, D, the probability is user defined such
that P (B) = P (D) = E, where E is the minimum allowed evidence for a connection
hypothesis. The elements for the cost matrix are simple in this tracking algorithm
because the mNeonGreen does not blink and the binding rates for the Syk kinase are
not considered in the assignment probabilities.

6.6.1

Missed Localizations

In the tracking software described in this chapter, it is assumed that there is some
abundance of false positives, yet there are no false negatives due to the relaxed
settings for localization filtering. Here, the term false negative will be applied to
images where localization information can be extracted from existing localization
algorithms, but is rejected prematurely based on some filtering metric. While it is
true that particles may leave the field of view for a variety of reasons, a particle
that does not exhibit a photon signature for a single acquisition is not considered
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a false negative in this context because this behavior cannot be directly controlled.
The probability that a particle will not have a recognizable photon signature for the
duration of a camera frame is represented by the term M in eq. 6.2 and is incorporated
to accommodate particle assignments amongst particles temporally separated by
more than a single frame. The probability M is currently determined by the user
since a practical quantity for this term is dependent on factors including the camera
acquisition speed and the intensity of the excitation light.

6.6.2

Plausibility

The evidence calculated for each localization for the single emitter and uniform
noise models is not sufficient to precisely determine whether a localization should
be accepted or rejected. Multiple localizations are required to create a trajectory,
so the approach outlined in sec. 6.5 is not implemented until after the Frame-toFrame and windowed tracking phases. Instead, localization candidates are weighted
in the cost matrix for the earlier tracking phases according to the plausibility that
the localization candidates represent real particles. Dempster-Shafer theory is a
formalism for assigning upper and lower bounds on probabilities when the available
evidence is not informative enough to establish satisfactory probabilities for decision
making applications [80].
For particle tracking in low signal images, rejecting a localization based on fit
quality or evidence from a single frame image will result in false negatives which
will negatively impact the quality of the tracking algorithm ??, so a more reliable
approach to weigh assignment costs ought to be considered. Prior to the formation
of trajectories, the probability that an isolated localization was created from a single
emitter can be estimated by determining the evidence contributions that favor and
refute a localization hypothesis. In this dissertation, the evidence for two models
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were considered, the evidence favoring a single emitter localization and the evidence
favoring a uniform background model. The two evidence hypotheses do not consider
other possible behaviors such as overlapping emitters, out of focus fluorescence, or
temporal behavior such as fluorescence intermittency. As a result, there is significant
uncertainty in calculating the probability that a given image was generated by a
single emitter from these two hypotheses. More rigorous metrics could be applied
to improve the certainty, such as incorporating more models or adding ensemble
information from a cluster of localizations, but these approaches will incur additional
computational expense and have yet to be thoroughly tested for practical use. The
approach following Dempster-Shafer theory is a much simpler approach; it relies
on a reliable calculation of an upper bound on the probability, also known as the
plausibility. The plausibility that a localization was generated from a single emitter
serves to conservatively omit false localizations when better alternatives exist in the
cost matrix.
Hypothesis

Mass

Belief

Plausibility

Null

0

0

0

True Emitter

P (true|si )

P (true|si )

1 − 0.5P (false|si )

False Positive

0.5P (false|si )

0.5P (false|si )

1 − P (true|si )

Both

0.5P (false|si )

1

1

The table above describes the calculation for the plausibility that a localization
was generated from photons ejected from a single emitter. The table compares two
possible hypotheses from a given localization: either the localization is from a single
emitter or the localization is actually spurious noise. The evidence supporting a single
emitter is pretty conclusive for the true emitter hypothesis since the model used for
evidence is the same as the hypothesis, so the entirety of its evidence supports both
the mass and belief that favor the true emitter hypothesis. The evidence supporting a
uniform background, however, does not completely refute the true emitter hypothesis,
so some of the evidence contribution for the uniform background model is said to
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favor both hypotheses.

For the problem of Syk tracking, the reliability of the uniform background model
as a false positive sensor was set to 50%, however, this value was chosen in an ad
hoc fashion and should be refined in future work to extend applicability to other
systems. The sum of the masses in the table should equal to 1, which implies that
the plausibility of a true emitter is 1 minus the belief of the false positive hypothesis.
The belief is the lower bound of the probability supporting a hypothesis or a set of
hypotheses.

6.7

Validating the tracker

SPT validation is still considered an open problem but validation metrics have long
been considered [45]. For this specific problem, the quantities of interest are track
lifetimes and particle positions. It is therefore necessary to assemble a simulation
with a known model to evaluate the tracking algorithm’s ability to return inference parameters that match the simulated data. The approach outlined in ch. 5
was adapted to the Syk problem by simulating three populations of emitters. Two
populations would be in focus, moving with separate diffusion constants and another
population would represent the dynamic background, particles that move too rapidly
for localization with wide spread PSFs. A constant offset subject to poisson noise
was used to provide a constant background throughout all regions of the movie.
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Figure 6.17: Syk simulation is created by super-imposing three dynamic populations.
Two populations of in focus emitters (red and blue) and one population of fast moving
out of focus emitters (green).

After the simulated model was generated, the actual simulated positions of the in
focus probes were recorded and then the image was processed through the updated
tracking algorithm. A histogram of actual trajectory lengths was superimposed upon
a histogram of tracked trajectory lengths to probe discrepancies between the tracking
algorithm and the simulation.

Figure 6.18: Histogram of tracking software vs. simulated track lengths. Tracking software is currently biased towards returning shorter tracks. Additional work
on trajectory filtering is necessary. Disparity between histogram counts for tracks
shorter than 6 frames is too great for inference; longer track counts are more reliable.

From preliminary tests, it appears that the tracking algorithm cannot reliably
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extract the track population numbers of tracks lower than 5 frames. The reason
for this is that the trajectory filtering is more reliable as trajectories get longer and
evidence overwhelmingly dominant for one model or another. The other reason is
that spurious noise is more like to appear as a short trajectories due to randomness
and the likelihood of spurious localizations appearing in a particular spatiotemporal
configuration.

6.8

Conclusion and Future Work

There is still unfinished work for this tracking software. Additional testing metrics
need to be developed to score this updated tracking code for conditions that match
experimental observations.
The evidence filtering for good and bad tracks needs to be evaluated thoroughly so
that a p-value can be assigned. A good testing metric for this process is necessary.
Observing histograms of track lengths shows that the tracking software performs
more reliably for longer trajectories and will more often fit spurious localizations
into false trajectories when trajectory lengths are less than 6 observations long.
The evidence calculations for the connection hypotheses performed remarkably
well and the lambert function for reducing over informative priors has had the observed effect of increasing the average trajectory length. This is promising because an
analytical Bayesian filter for this motion model has not been proposed in biophysical
literature.
The linear assignment problem algorithm would best be replaced by the dynamic
message passing (DMP) algorithm as seen in [73]. The DMP approach is faster
and has the added advantage of returning an approximated normalization factor
for all of the connection hypothesis. Implementing DMP or some algorithm that
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returns the permanent of the cost matrix is a first step towards quantifying trajectory
uncertainties.
The tracking approach outlined in this chapter needs to be tested on other systems
as well. So far, the improvements over the conventional tracking code are apparent in
visual movies, but more effort needs to be placed in determining whether or not these
improvements significantly impact downstream inferences. Reworking the tracking
framework to seamlessly incorporate the old and new tracking approaches for better
comparison tests is the next immediate step once the computational aspects of the
tracking algorithm are resolved.
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7.1

Introduction

This chapter is from [81] and has been extended to include information on Bayesian
estimation and hypothesis testing approaches.
Single Particle Tracking (SPT) is a method to observe and classify the motion of
individual particles as trajectories: estimates of a particle’s position in a sequence
of discrete measurement times. In the field of biological microscopy, SPT has been
used for finding and analyzing protein motion in heterogeneous environments like the
cellular membrane [55, 56] and cytoplasm [82, 58]. The SPT trajectory information
can be used to resolve variations in the individual motion of molecules that would
otherwise be lost in ensemble imaging techniques.
In the analysis of trajectories, the pure Brownian motion model is often the first
model used to describe a trajectory in the absence of prior information about particle behavior. The behavior of a single particle dominated by Brownian motion
can be described by a normal distribution with the variance term proportional to
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a single physical scale parameter, D, the diffusion constant, which makes Brownian
motion the simplest model for describing stochastic motion. More complicated behavior could potentially be modeled as Brownian motion with discrete changes in
the diffusion constant that could be identified with change point analysis [70]. The
estimation of the diffusion constant of a particle from discrete, noisy, and possibly
short particle trajectories is a fundamental problem in single particle tracking.
In this chapter, we focus on the likelihood distribution of D. We present a
maximum-likelihood-based approach for estimating the diffusion constant of a particle conditional on information from an SPT trajectory that includes the individual
localization error for each position in the trajectory, the time of the observation,
and the camera integration time. Our approach is based on a direct solution to
the likelihood equation for the observation of a particular trajectory. The need for
such an estimation procedure has evolved out of the rapid progress that has been
made in SPT analysis techniques over the last few years [40, 41, 45, 83, 42]. On
the experimental side of this problem, fluorescent probes are subjected to the phenomenon of fluorescence intermittency, where probes stochastically switch between
emission states over various time scales. The effects of stochastic switching of emission states typically results in inter-frame blinking or a variability in photon emissions
from frame to frame that is poorly described by a single Poisson distribution. The
phenomena of fluorescence intermittency has guided the development of emitter localization techniques so that they can not only accurately resolve the location of an
emitter to tens of nanometers, but can also reliably estimate the localization error
of single molecules [21]. Even in the case where a probe is specifically designed to
minimize the effect of fluorescence intermittency (e.g., giant quantum dots [84]), the
signal to noise ratio of a particle can still vary significantly from frame to frame in
an image sequence due to environmental factors such as varying background signals
or photo-bleaching of a redundantly labeled receptor. All of these factors cause the
point emitter localization estimation accuracy to fluctuate from frame-to-frame. A
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new estimator has been developed that takes into account the available localization
variance estimates to accurately weight the influence of each localization data point
in the estimate.

7.1.1

Background and Related Work

Historically, one of the primary techniques for estimating the diffusion constant from
trajectories relied on a linear regression of the mean-squared-displacement (MSD)
of the tracked particle coordinates as a function of time-lag [54]. In the absence
of measurement errors, the observed MSD for pure Brownian motion scales linearly
with time-lag and intersects at the origin, allowing the direct recovery of the diffusion
constant from a linear regression on the well sampled data points. It has been shown
that a regression of the MSD with an offset parameter can be interpreted to account
for the cumulative effects of static [85] and dynamic measurement errors [86]. If
the MSD is built using the same data points for multiple time lags, the correlation
between MSD values must also be taken into account in the regression [54, 87, 88].
Although it seems theoretically possible to include individual localization error in
the MSD regression, to date this has not been described.
A separate line of work has focused on maximum likelihood approaches to the estimation procedure. A maximum likelihood estimator works by finding the maximum
of a likelihood function L(D) = P (O | D) that gives the probability of observing a
particular trajectory O, given a diffusion constant D. Ideally this probability should
incorporate both the variable localization errors of the trajectory and the effect of
motion-blur. The motion-blur effect arises from the fact that each localization is
performed on data that is acquired over some non-zero exposure time. Typically
camera sensors integrate the signal over the exposure time resulting in a blurring of
the particle image. This blurring has important numerical effects on the likelihood
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function [89]. A specific solution to the likelihood function has been accurately derived that incorporates the effects of motion-blur but with the caveat that only a
single global localization error estimate is used as an input or estimated [90, 88]. This
MLE estimator is a more robust alternative to the MSD-based estimators because it
can incorporate information from each jump directly into the likelihood, unlike the
MSD analysis which averages over most of the information before subsequently fitting
with a linear regression. Subsequent work has extended the MLE approach to deal
with non-uniformly spaced or intermittent trajectories [91], however the associated
software implementation did not incorporate the effects of motion blur. Maximum
likelihood estimators are not the only class of diffusion estimators that have evolved
recently.
In this work we solve for a more generalized solution to the likelihood function,
incorporating variable localization errors and variable displacement periods, which
results in an improvement in estimation accuracy for short trajectories, trajectories
with large variations in localization accuracy, and trajectories with intermittently
spaced measurements. In Sec. 7.2 the diffusion likelihood function is formulated to
directly incorporate the effects of motion-blur, variable localization errors, and intermittent or non-uniformly spaced observations in time. Three independent solutions
are presented to this likelihood function. The first derivation, the recursive method
(Sec. 7.3.1), is a sequential integration of the nuisance parameters and provides
the fastest numerical implementation. The second derivation, the Laplace method
(Sec. 7.3.2), utilizes a second order Taylor expansion to express the likelihood as a
multivariate Gaussian in the basis of integration. The Laplace method additionally
returns the maximum likelihood values of the true positions given a sampled D. The
third derivation, the Markov method (Sec. 7.3.3), calculates the characteristic function in order to express the likelihood in the basis of displacements. The Markov
method allows us to verify that the generalized form of the expression derived in [90]
is the same distribution as the expressions derived in this manuscript. The Markov
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method was also instrumental in determining the coefficients necessary to reduce
the computational complexity of all the methods (Appendix 7.12.2). Each of these
derivations leads to an independent, numerically accurate computational algorithm
for estimating the likelihood of D (Sec. 7.4), making full use of all the information
contained in a noisy trajectory. The resulting likelihood calculation allows for robust computations in specific problems, such as a maximum likelihood estimator,
confidence intervals, or change point analysis.

The likelihood distribution is then applied to an information based analysis
(Sec. 7.5) to find a robust parametrization of the likelihood distribution. The likelihood distribution can be parameterized by a log-normal approximation consisting
of the maximum likelihood estimate (MLE) and the observed information. The
log-normal approximation subsequently allows us to develop a simple, approximate
confidence interval on D estimates. The methods were against an experimentally
relevant simulation (Sec. 7.6.2) with varying background values to show the performance improvement when dealing with trajectories with naturally-generated variable
localization errors. The significance of the observed information as a likelihood distribution parameter is investigated more deeply in Sec. 7.7.1 and the predictive power
of the expected information is investigated in Sec. 7.7.3. Intuition gained from the
previous sections help to evaluate the effectiveness of the MLE analysis in Sec. 7.7.4.
The corresponding parameters calculated from the likelihood distribution are compared to parameters calculated from the likelihood distribution described in [91].
It is shown that our improved likelihood distribution results in an MLE estimator
that is more robust than prior MLE implementations under experimentally relevant
conditions.
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7.2

Problem Formulation

If a diffusing particle is accurately and exactly observed at a discrete sequence of
N positions X = {xi }N
i=1 at times ti , then P (X | D), the probability of sequence X
given diffusion constant D and initial position x1 , is
P (X | D) =

N
−1
Y

P (xi+1 | xi ) .

(7.1)

i=1

In Eq. 7.1, P (xi+1 | xi ) = P (xi+1 | xi , D) is the probability density of each discrete
jump from xi → xi+1 over time step δti = ti+1 −ti given diffusion constant D. Explicit
representation of D is omitted when referring to the transition probability density,
P (xi+1 | xi ), because it is assumed here that a diffusion process parameterized by a
single D is the only generator of positional displacements for a perfectly measured
trajectory.

Figure 7.1: Visual representation of the random variable x as a function of t.

When measured experimentally, however, the true positions X are never known
exactly, but are conditionally related to observed positions O by some set of probability density functions describing the localization uncertainty. If the measurements
are obtained from signals that are collected at instantaneous periods, such as a camera with small exposure times relative to the elapsed periods between the image
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acquisitions (tε  δti ), then the conditional expected value of each oi is a function
of the corresponding xi . Therefore the conditional probability density of each oi is
described by P (oi | xi , vi ) where here vi is the variance of a normally distributed
uncertainty. For instantaneous measurements, O is related to X in the joint distribution

P (O, X | V, D) =

N
Y
i=1

P (oi | xi , vi )

N
−1
Y

P (xj+1 | xj ) .

(7.2)

j=1

In many experiments, the exposure time, tε , of the camera is a significant fraction of the period between image acquisitions so that Eq. 7.2 is no longer an accurate
description of the joint distribution. When exposure times are non-negligible, O no
longer represents a set of instantaneous measurements but rather a set of timeintegrated measurements. The integration of the image signal over a finite exposure
period consequently implies that the conditional expectation value of each oi must
be described by at least two of the instantaneous positions from X, one position prior
to and one position after the acquisition of the associated oi . For instantaneous measurements, each oi is described as a function of the corresponding xi . To maintain
a convention so that Eq. 7.2 is a special case of a more general distribution, define
the integrated measurements for each oi as functions of both xi and xi+1 . In this
description of the problem, the acquisition of oi begins instantaneously after the true
but unknown xi and ends after an elapsed time tε before the true but unknown xi+1 .
Under this experimental model, P (O, X | V, D), the combined likelihood of the observed positions O and the actual positions X is a product of the observation probability densities P (oi | xi , xi+1 , vi , D) and the diffusion transition probability densities
P (xi+1 | xi ) for each of the N observed positions and displacements,

P (O, X | V, D) =

N
Y

P (oi | xi , xi+1 , vi , D) P (xi+1 | xi ) .

i=1
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Figure 7.2: Visual representation of the random variable o as a function of t. Due to
additional observational effects, the statistics from measuring o are different than x.

For simplicity, omit explicit representations of V in all subsequent probability
distributions as it is assumed that the localization estimator returns both V and O
together. Furthermore, simplify the representation of the observational probability
distributions with the definition P (oi | xi , xi+1 ) = P (oi | xi , xi+1 , vi , D). Note that
our convention for establishing Eq. 7.3 implies that N + 1 elements of X are required
to describe N elements of O. Since X is unknown for experimental data, integrate
Eq. 7.3 over all possible X to marginalize out the dependence on X, and write the
diffusion likelihood as an integral over the space of all X-values,
Z
P (O | D) =

Z
dX P (O, X | D) =

dX

N
Y

P (oi | xi , xi+1 ) P (xi+1 | xi ) .

i=1

Experimental data typically involves trajectories with two or three spatial dimensions. For diffusion in an isotropic medium with the assumption that particle
uncertainties are given as normal distributions with no covariance among the spatial
dimensions, the probability distribution of a particular displacement in each dimension is separable. Thus, if Υ is the number of dimensions, then
P (O | D) =

Υ
Y

P (On | D) .

(7.4)

n=1
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Hence, it is sufficient to only consider the estimation problem in the one-dimensional
(1D) case O = {oi }N
i=1 , which is represented as
Z
P (O | D) =

dX
RN +1

7.2.1

N
Y

P (oi | xi , xi+1 ) P (xi+1 | xi ) .

(7.5)

i=1

Accounting for the effects of exposure time integration

Equation 7.5 is the fundamental description of the likelihood of diffusion constant D
given observations O. Unfortunately, solving for this expression explicitly is difficult
because Eq. 7.5 has every oi term defined as conditionally dependent on both xi
and xi+1 . The conditional dependence arises because the estimate of oi ’s position
is typically made from data collected over an exposure time 0 < t ≤ (ti+1 − ti )
between time points ti and ti+1 which are associated to xi and xi+1 respectively. If
the observational apparatus is a camera sensor, the signal will be integrated over the
frame, resulting in a motion-blurred image of the moving particle. If X is known
then the probability density of an oi is conditional upon the particle’s true position
before the photon acquisition at the beginning of the frame (xi ) and the particle’s
true position after the photon acquisition at the beginning of the subsequent frame
(xi+1 ) (Appendix 7.12.1). The probability density calculated in Appendix 7.12.1 is
useful for performing motion-blurred diffusion simulations without trajectory subsampling.
In the case where the exposure time t  δti , the motion-blur effect is no longer
present, so the observed location oi depends only on position xi as in Eq. 7.2. The
corresponding 1D representation is
Z
N
N
−1
Y
Y
P (O | D) =
dX
P (oi | xi )
P (xj+1 | xj ) .
RN

i=1

(7.6)

j=1

Without the additional dependence on xi+1 , the methods required to solve the integral in Eq. 7.6 are simpler. In order to use this simpler representation for any
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non-zero t , transform Eq. 7.5 into a form which resembles Eq. 7.6, and seek functions M(oi , xi ) and T (xj+1 , xj ) such that

Z
P (O | D) =

dX
RN +1

N
Y

Z
P (oi | xi , xi+1 ) P (xi+1 | xi ) =

dX
RN

i=1

N
Y
i=1

M(oi , xi )

N
−1
Y

T (xj+1 , xj ).

j=1

(7.7)

The function T (xi+1 , xi ) stands for the transition function; it is simply P (xi+1 | xi ),
the probability of a particle diffusing with constant D moving from xi to xi+1 , over
time δti . The function M(oi , xi ) stands for the measurement function and it encapsulates the net effect of both the measurement localization error and the motion-blur.
The details of the representation equivalence of Eq. 7.7 are important for correctness, but they also unnecessarily complicate the exposition, and so can be found in
Appendix 7.12.2. Prior work [86, 90, 87] investigated the motion-blur effects of exposure time integration, and found that the effect can be represented as an effective
decrease in variance of the measurement localization error, dependent on diffusion
constant D and exposure time t . Our derivation agrees with the effective correction factors investigated and derived in [86, 90, 87], but also provides a form for the
diffusion likelihood that is directly amenable to the solution techniques employed in
Secs. 7.3.1, 7.3.2, and 7.3.3.
The result of the transformation of Eq. 7.7 is that the effective measurement
function Mi and the transition function Ti take the form of normalized Gaussians.
A modified form of Gaussian notation is implemented so that


(a − a0 )2
1
N (a, a0 , η) = √
exp −
.
2η
2πη
to represent the normalized Gaussian function with variance η = σ 2 centered around
mean a0 considered as a function of a, a0 , and η. Using this notation, we can suc-
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cinctly represent the measurement and transition functions as,
Ti = Ti (xi+1 , xi ) = N (xi+1 , xi , ωi (D)),
Mi = Mi (oi , xi ) = N (oi , xi , εi (D)),

for 1 ≤ i ≤ N − 1, and
for 1 ≤ i ≤ N.

(7.8)
(7.9)

The transition functions (Eq. 7.8), are unaffected by the motion blur transformation
and their Gaussian representation follows directly from the normally distributed
displacements of diffusive processes, hence the variance is ωi (D) = 2Dδti .
For the measurement functions (Eq. 7.9), the variance εi (D), is the variance due
to measurement error, vi , combined with a correction for the effect of motion-blur
that is dependent on the diffusion constant D and exposure time t , giving εi (D) =
vi −Dtε /3. The factor of 1/3 comes from the limit of continuous integration of photon
emissions over averaged Brownian trajectories (Appendix 7.12.2). It is important to
note that the independence of tε and δti allows for gaps in the trajectories, since δti
could span a duration of multiple frames but tε is the fixed exposure time of a single
frame.
The result is that Eq. 7.7 allows us to express the likelihood function exactly in a
simple form that deals directly with variable localization error, motion-blur effects,
and missing or irregularly spaced trajectory localizations,
Z
P (O | D) =

dX
RN

7.3
7.3.1

N
Y
i=1

Mi

N
−1
Y

Tj .

(7.10)

j=1

Likelihood Derivations
Recursive Method

The notation for the transition and measurement functions allows us to define the
likelihood function L(D), by writing Eq. 7.10 in a form that emphasizes the depen-
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dencies on each marginalized position xi ,
Z
L(D) = P (O | D) =

Z
dxN MN

Z
dxN −1 MN −1 TN −1 . . .

Z
dx2 M2 T2

dx1 M1 T1 .
(7.11)

The form of Eq. 7.11 leads to a direct recursive solution, taking into account the
properties of integrals over products of normalized Gaussian functions. Define Li as
the sub-integrand of L(D) considering only the first i observations,
Z
L1 (D, x2 ) = M1 T1 dx1 ,
Z
Li (D, xi+1 ) = Mi Ti Li−1 dxi , 2 ≤ i ≤ N − 1
Z
L(D) = LN (D) = MN LN −1 dxN .
Solving the integrals Li sequentially, the resulting integrand is always in the form
of a Gaussian with recursive variables dependent on the previous integrand. The
recursive variables can be found by manipulating the quadratic components of the
Gaussian functions (Appendix A) so that the initial variables are defined as
µ1 = o1 ,

η 1 = ε1 + ω 1 ,

and α1 = η1 + ε2 ,

(7.12)

and for 2 ≤ i ≤ N − 1, the recursive variables are
µi =

µi−1 εi + ηi−1 oi
,
αi−1

ηi =

ηi−1 εi
+ ωi ,
αi−1

and αi = ηi + εi+1 .

(7.13)

Finally, this allows us to express our integrands Li as
L1 = N (x2 , µ1 , η1 )
Li = N (xi+1 , µi , ηi )

i−1
Y

N (ok+1 , µk , αk ),

k=1

L(D) = LN =

N
−1
Y

N (ok+1 , µk , αk ).

k=1
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Equation 7.14 is the final form of the recursive solution for L(D) which is simply the
product of N − 1 normalized Gaussians each of which has parameters which come
from a recursive relationship on oi , εi , and ωi .

7.3.2

Laplace Method

The Laplace method allows for an independent solution for Eq. 7.10, based on integrating the second moment of the Taylor expansion of the exponential component of
a function. Given that the second moment of a Taylor expansion is quadratic, the
resulting function under the integral is always a Gaussian function. Another caveat
to the Laplace method is that the Taylor expansion has to occur about the peak
of the exponential, so that the first moment of the Taylor expansion goes to 0. To
perform the Laplace method, express the likelihood L(D) = P (O | D) in terms of
exponential and non-exponential components
Z
Z
L(D) = dX f (X) = dX h(X) exp [−g(X)],
where f (x) is simply the integrand of Eq. 7.10,
f (X) = h(X) exp [−g(X)] =

N
Y
i=1

Mi

N
−1
Y

Tj .

(7.15)

j=1

Thus, using equations 7.9 and 7.8, h = h(X) is independent of X and g(X) is
quadratic in X,
h=

N
Y
i=1

g(X) =

N −1
1
1 Y
√
√
,
2πεi i=1 2πωi

N
X
(oi − xi )2
i=1

2εi

+

N
−1
X
i=1

(xi+1 − xi )2
.
2ωi

b of the actual positions X, given D and
The maximum likelihood estimate X
b =
O will be wherever the integrand is maximized, and since g(X) ≥ 0, then X
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argmaxX f (X) = argminX g(X). Now, given that g(X) is quadratic, a second order
b is exact and the Laplace method will provide an
Taylor expansion of g about X
exact solution for L(D) as the integral can be shown to take the form of a standard
Gaussian integral. Furthermore, since h is independent of X, then −∇∇ ln f (X) =
∇∇g(X) = M , where M can be thought of as the inverse of the covariance matrix
for the multivariate Gaussian, or equivalently as the Hessian matrix of − ln f (X).
Substituting M for ∇∇g(X) leaves a Gaussian integral with the solution,
r


Z
(2π)N
1
b | M (X − X)
b = f (X)
b
b
.
L(D) = f (X)
dX exp − (X − X)
2
det M

(7.16)

b is required to compute Eq. 7.16, which can be solved for with the
The variable X
b = 0 (Appendix 7.12.3), giving
relation −∇ ln f (X)
b = M −1 Θ,
X

(7.17)

where Θ := {θi = oi /εi }N
i=1 .

7.3.3

Markov Method

In this section a derivation of the likelihood function L(D) is presented utilizing a
technique that was named and generalized by Chandrasekhar [92]. Markov’s method
allows us to transform P (O | D) (Eq. 7.10) from a function of the N observed positions
O = {oi }N
i=1 into a function of the N − 1 discrete steps (displacements) between
subsequent observations
−1
S = {si = oi+1 − oi }N
i=1 .

This is possible because the spatial invariance of diffusion means L(D) depends not
on the absolute spatial positions O, but only their relative displacements, S. So
P (O | D) can also be expressed as P (S | D). However, the definition of P (O | D) in
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Eq. 7.11 cannot be directly transformed into a function on S. This is where Markov’s
method can solve for a function P (S | D) = P (O | D) for a given D value. For a
particular fixed S and dS of interest, the value of P (S | D) dS gives the probability
that variable S 0 is within the bounds
1
1
S − dS ≤ S 0 ≤ S + dS .
2
2

(7.18)

More formally, P (S | D) dS is the integral over the hyper-volume dS around the
point of interest S. Letting S 0 represent the variable integrated over,
Z S+ 1 dS
2
P (S | D) dS =
dS 0 P (O | D) .
S− 21 dS

The issue remains that P (O | D) is expressed in a basis of O rather than of S, and
integrating with respect to bounds in a different basis is non-trivial. In order to circumvent the integration issue, Markov utilized a product of Dirichlet integrals [92] to
expand the limits of integration to all space. The resulting expression is then factored
and the limit of an infinitesimal dS is taken to produce the following expression
Z
dS
dρ exp [−ıρ| S]Λ(ρ).
(7.19)
P (S | D) dS =
N
−1
(2π)
where Λ(ρ) is the characteristic function of P (O | D) in the S 0 basis and it has the
form
Z
Λ(ρ) =



1 |
dS exp [ıρ S ]P (O | D) = exp − ρ Σρ .
2
0

|

0

(7.20)

Where the covariance matrix Σ is symmetric tri-diagonal, with non-zero elements
Σi,i = ωi + εi + εi+1

(7.21)

Σi,i+1 = Σi+1,i = −εi+1 .
The expression in Eq. 7.20 is well known as the characteristic function of a multivariate Gaussian. Substituting Eq. 7.20 into Eq. 7.19, integrating the expression and
then factoring out dS gives



1 | −1
L(D) = P (S | D) = p
exp − S Σ S .
2
(2π)N −1 det Σ
1
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7.4

Numerical Likelihood Calculation

Three independent solutions to the experimental diffusion likelihood L(D) (Eq. 7.11)
have been presented: the recursive method (Sec. 7.3.1), the Laplace method (Sec. 7.3.2),
and the Markov method (Sec. 7.3.3). While each method requires separate consideration, several features are common to all of the implementations. The separability
of the problem allows us to estimate diffusion constants for any dimensional inputs using the 1D algorithms (Eq. 7.4). The inputs to the algorithms are: (1) the
N
observed particle locations, O = {oi }N
i=1 ; (2) the observation times T = {ti }i=1 ;
√
√
(3) the measurement standard error for each observation V = { vi }N
i=1 ; (4) the

exposure of each frame t ; and (5) one or more diffusion constants D at which
to evaluate the likelihood. The output for each D value is ln[L(D)]. The logarithm of the likelihood makes the computation of products and exponentials much
faster, and avoids the problem of numerical underflow for very small values of L(D).
Additionally, because the logarithm is a strictly monotonically increasing function,
argmaxD L(D) = argmaxD ln[L(D)], so the maximum likelihood estimate is identical
for the log-likelihood.

7.4.1

Recursive Method

The recursive algorithm follows directly from the recursively defined variables (Eqs. 7.12 and 7.13),
and the expression of L(D) as a product of Gaussians (Eq. 7.14). The recursive expressions for αi , ηi , and µi , are causal (the i-terms depend only on the (i − 1)-terms),
enabling their computation in a simple for-loop over N . Noting that the logarithm
of a normalized Gaussian is


1
(a − b)2
ln N (a, b, v) = − ln(2π) + ln(v) +
,
2
v
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apply Eq. 7.23 directly to Eq. 7.14 to arrive at a computationally efficient form for
the recursive solution of the log-likelihood

ln L(D) =

N
−1
X

"

ln N (oi+1 , µi , αi ) = −

i=1

1
(N − 1) ln(2π) +
2

N
−1
X
i=1

ln(αi ) +

N
−1
X
i=1

(oi+1 − µi )
αi

Of all the methods, the recursive method is the simplest to implement and the most
computationally efficient and numerically stable.

7.4.2

Laplace Method

The computational core of the Laplace method centers around the Hessian matrix
M (Eq. 7.47). This matrix is symmetric tri-diagonal, which means all non-zero
elements are on the main diagonal and the diagonals immediately above and below.
The input data vectors and M are the quantities required to solve the linear system
b = M −1 Θ (Eq. 7.17) to obtain the maximum likelihood estimates X
b for the true
X
particle locations. Typically, solving large linear systems is expensive but since M
is tri-diagonal there are algorithms to solve this system in linear time [93].
b use the definition of f (X) in Eq. 7.15 along with Eq. 7.23
Given a solution for X,
to compute

" N
#
N
N
−1
N
−1
2
2
X
X
X
X
(o
−
x
b
)
(b
x
−
x
b
)
1
i
i
i+1
i
b =−
ln(2πεi ) +
+
ln(2πωi ) +
.
ln f (X)
2 i=1
εi
ωi
i=1
i=1
i=1
(7.24)

Finally compute the log-likelihood using the Laplace solution of Eq. 7.16, finding
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that
b + N ln(2π) − 1 ln det M
ln L(D) = ln f (X)
2
2
"
#
N
−1
N
−1
X
X
1
(b
xi+1 − x
bi )2
= − (N − 1) ln(2π) +
ln(ωi ) +
2
ωi
i=1
i=1
" N
#
N
X
(oi − x
bi )2
1 X
ln(εi ) +
+ ln det M .
−
2 i=1
εi
i=1
The log-determinant of the tri-diagonal matrix M can also be computed in linear
time [93].

7.4.3

Markov Method

Finally, the Markov method computation like the Laplace method, is centered around
matrix computations. In this case, the matrix of interest is the N − 1 dimensional
covariance matrix Σ (Eq. 7.21), which also happens to be symmetric tri-diagonal, so
the same linear-time algorithms used in the Laplace method are applicable.
For the Markov method computation, first solve the linear system Φ = Σ−1 S,
then apply this solution along with the tri-diagonal log-determinant algorithm to
compute the logarithm of the likelihood expression from Eq. 7.22, giving

1
ln L(D) = − [(N − 1) ln(2π) + S | Φ + ln det Σ] .
2

7.5

The MLE and the Observed Information

Typically, normal approximations are applied to likelihood distributions to generate simple confidence intervals about the maximum likelihood estimate (MLE) [94].
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However, in the case of diffusion estimation, a log-normal approximation is preferred
over the normal approximation of the likelihood distribution because the log transformation of D extends the acceptable interval from [0, ∞) in D space to (−∞, ∞)
in ln D space; this prevents the possibility of confidence intervals that allow negative
values of D. The log-normal approximation is generally a more accurate parametrization of L(D) than the normal approximation. The log-normal approximation comes
about from a second order Taylor expansion about some fixed value ln D̂ in ln D
space; the normal approximation comes from a second order Taylor expansion about
D̂ in D space.
If ln D̂ is defined as the log of the MLE, then the first derivative of the Taylor
expansion vanishes for all D̂ > 0 so that the second order Taylor expansion can be
2

described by two parameters, D̂ and K̃(ln D̂) = − ∂ ln∂ D̂2 ln L̃(ln D̂). The parameter
K̃(ln D̂) is strictly positive and is known as the observed Fisher information [95] when
D̂ is the MLE. Here ln K̃(ln D̂) is simply referred to as the observed information and
is dimensionless in ln D space. The likelihood is invariant to transformation of variables [94], but the observed information is not. For all software implementations [96],
the observed information in ln D space is calculated as
K̃(ln D̂) = D̂2 K(D̂),
where the solution to K(D̂), the observed information in D space, is derived in
Appendix 7.12.4.
The log-normal approximation is described by the log-likelihood ratio statistic
(LLR) [97] as
−2 ln

L(D)
L(D̂)

!
≈ K̃(ln D̂)(ln D − ln D̂)2 .

(7.25)

When the log-normal approximation accurately describes the true likelihood, the
LLR described by Eq. 7.25 is chi-square distributed; which implies that the square
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root of the statistic is normally distributed. For the normally distributed statistic
the probability that an interval from −∞ up to some value A contains the ln D that
generated the corresponding trajectory is
Z



A

P (ln D ≤ A) ≈

d(ln D) N (ln D, ln D̂, K̃(ln D̂)) =
−∞





A − ln D̂ 
1
1 + erf  q
.
2
2K̃(ln D̂)

Since the log-normal approximation is symmetric in ln D space, the corresponding
C · 100% confidence interval in D space defined by endpoints B± is

q
−1
B± = exp ln D̂ ± 2K̃(ln D̂) · erf (C) .


7.6

(7.26)

Analysis Methods

In the following sections, various metrics are established for quantifying the performance of the MLE and the associated confidence intervals. Subsection 7.6.1 describes
the importance of the expectation of the observed information, which can be used
to quantify the average estimation quality of all trajectories that share a set of fixed
parameters. Subsection 7.6.2 is a description of the diffusion simulation developed
for testing our likelihood distribution against the likelihood distribution proposed
in [91]. The implementation of the MLE analysis given the updated likelihood distribution and the distribution in [91] is described in subsection 7.6.3 and conditions
for recognizing estimator failure is described in subsection 7.6.4.

7.6.1

The Expected Information

The expected Fisher information [98], abbreviated as the information, is a measure
for our ability to estimate D̂ for all O-realizations of a trajectory when all other
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parameters are held fixed. Here, the information is defined as
D
E Z


Ĩ(ln D̂) = K̃(ln D̂) = dS K̃(ln D̂)P S | D̂ ,
where the measurement variances, V are fixed, and S are the step displacements.
Trajectories with different localization variances will have different information values. A solution to I(D̂) from the recursive method is described in Appendix 7.12.5.
The information is plotted over various trajectory conditions as a function of D̂
with fixed parameters V , T , and tε . The information in ln D space is bounded by
a maximum value of (N − 1)/2 for any trajectory of length N ; the maximum information is obtained when measurement errors are negligible. When the information
is maximal the MLE analysis will work for all trajectories that share the same fixed
parameters; conversely, an information of 0 implies that the corresponding likelihood functions have no unique maximum, and hence the MLE estimator will fail.
The information, as a function of D̂ when all other trajectory parameters are fixed,
takes on a sigmoid shape where finite information values correspond to D̂ values that
can be returned by an MLE for a given set of measurement parameters. Furthermore, information plots are useful in predicting when the additional precision from
sophisticated likelihood distributions are significant or negligible. Values of D̂ are
found where the information is asymptotically equal to (N − 1)/2 so that the effects
of correlated measurement errors have a negligible effect on the shape of the likelihood distribution, highlighting regions where approximated likelihood distributions
perform asymptotically as well.

7.6.2

Gaussian Lattice Background Diffusion Simulation

To demonstrate the robustness of the MLE estimate and the corresponding lognormal parametrization, the diffusion simulator described in CH. 5 simulates measurement errors that accompany a camera-recorded fluorophore without relying on
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the probability densities from our derivations in Appendix 7.12.1. To do this, individual photon emission times are drawn from exponential wait times with a pre-defined
emission rate of 200 photons per full frame exposure so that the resulting images of
the fluorophore have Poisson distributed photon counts. The particle is allowed to
diffuse freely so that an emitted photon position is randomly chosen from a normally
distributed deviation from the actual position of the particle at the emission time.
The standard deviation of the photons from the true particle position was set at
100 nm. Fluorescence intermittency is simulated via a continuous two state process,
where the particle is either in an emission state or a dark state. Photon emissions
are only possible during the emission state; when the particle is in the dark state,
there are no photon emissions. The transition between emission and dark states occurs independently of the camera frame time, so a particle could go dark mid-frame,
which allows for the possibility of very dim localizations. The transition rate was 0.2
per frame to transition from the dark state to the emission state and 0.05 per frame
to transition from the emission state to the dark state.
An important feature added into this simulation was a background characterized
by equally spaced out-of-focus emitters. This simulates the common problem of
observing in-focus molecules in the presence of out-of-focus background fluorescence.
The out of focus emitters have an effective sigma of 500 nm with a mean emission
rate of 2000 photons per frame. The lattice was spaced so that each background
object was 2 µm apart. Our intention for choosing this type of background pattern
is to guarantee that a diffusing particle will randomly traverse regions of high and
low background noise, ensuring that the associated fit precision will vary naturally
over a trajectory.
All trajectory trials were simulated over an exposure period of 100 camera frames
at a frame rate of 100 Hz to simulate the shorter trajectories that would benefit the
most from our ability to use all available localization error information. The pixel size
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of the image is 100 nm and the diffusion coefficient is simulated from 10−4 µm2 s−1
to 10−1 µm2 s−1 . Every trajectory began at a random position to ensure that a
particular set of background values were not favored.

The variance of the position estimates for diffusion analysis are calculated from
the theoretical Cramer-Rao lower bound (CRLB), the minimal variance of an unbiased estimator of the localization parameters. The inputs for the CRLB calculation
were: particle positions calculated from the averaged position of the photon locations of a given frame, the expected model background value of a 7x7 pixel region
surrounding the particle position, and the expected photon emissions, which in this
instance is 200 photons times the fraction of the frame time spent in the emission
state. The CRLB calculations are based on the supplemental text and software
from [21]. The localized positions are then calculated by taking the average position
of the photons and perturbing that position by a random displacement drawn from
a normal distribution with a variance equal to the localization CRLB. With this approach, the hypothetical localization method must be theoretically optimal for the
resulting analysis.
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Figure 7.3: A sample trajectory created with our diffusion simulations. Plot (A)
is a sample trajectory (solid line) overlaid on a single realization of the out-of-focus
fluorescence. A noise realization of the moving particle can be seen in the upper right
corner of the trajectory. The particle in this instance is moving at 10−1 µm2 s−1 at
an acquisition rate of 100 Hz so that this trajectory realization spans a greater region
of the background. Plot (B) shows the localization errors of the localized particle
at each frame. Since there is fluorescence intermittency, some frames do not have
localizations and therefore an associated localization error is not represented. The
frames with significantly higher uncertainties occur when the particle transitions
between the bright and dark states during a frame acquisition.

The Gaussian lattice simulation was run with 20 log-spaced D parameters from
10−4 µm2 s−1 to 10−1 µm2 s−1 with 104 trajectories sampled for each D. The trajectories were analyzed individually to produce corresponding MLE and observed information values. The MLEs with positive observed information values were then used
to determine 68% and 95% confidence intervals from the log-normal parametrization
(Eq. 7.26).
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7.6.3

MLE Analysis Approaches

The MLE, observed information, and confidence intervals were calculated from three
types of analysis approaches. The first approach is the likelihood distribution as described in Sec. 7.3 with variable localization errors and trajectory intermittencies and
will be referred to as Variable Error Analysis (VEA). The second approach follows
the analysis in [91], and will be referred to as the Mean Error Analysis (MEA). In
our computation of the respective likelihood distributions, both the MEA and VEA
methods are performed using a MATLAB implementation of the recursive method
(Sec. 7.4.1), except that the MEA version only uses the effective mean localization erp
ror hV i. In these simulations, vi are drawn from a path dependent distribution, so
P
different hvi i = N
i=1 vi /N is defined for each trajectory. The existence of occasional
dim localizations in the trajectories can result in very poor values for the reduced
error, leading to significant errors in the MEA. An intrepid researcher, limited to an
MEA approach, would likely filter out localizations that were exceptionally bad; so
we a third analysis approach was implemented for comparison, the Filtered Mean
Error Analysis (FMEA). For the FMEA, any localization error that was greater than
half a pixel squared was omitted so that the resulting trajectory has the reasonable
but ad hoc restriction vi < 0.5 px2 .
For the corresponding analysis, the value of hV i used for all figures was determined from the FMEA approach to be approximately 1.37 × 10−4 µm2 so that the
corresponding localization error is 12 nm. Furthermore, the reference time unit in
the figures (τ ) was set to the length of a single frame 0.01 s.

7.6.4

Critical Failures

MLE analysis is not applicable for all trajectories that have been recorded from SPT
experiments. If the observed information at D̂ is not positive, then it means either
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the analysis software [96] has not found the correct MLE, or the likelihood function
has a maximum at D = 0, or it is flat to numerical precision in the neighborhood of
the maximum. In any of these instances, the log-normal approximation is no longer
an accurate parametrization of the corresponding likelihood distribution. These trajectories are classified as ‘critical failures’ and are omitted from subsequent MLE
analysis (Fig. 7.7B).
The MLE analysis software [96] runs a bounded optimization to find D̂ in the
interval (10−8 , 108 ), which ensures that D̂ > 0 in our analysis. Once D̂ is returned,
the corresponding observed information is calculated. If D̂ does not correspond
to a unique MLE or the actual MLE is defined at D < 10−8 , then the observed
information at the estimator’s D̂ will not be positive. The trajectories that are
associated with a K̃(ln D̂) ≤ 0 are defined as critical failures and are not considered
because the returned D̂ values for these trajectories are guaranteed to make the
results of any hypothesis testing worse. The critical failure rate, the fraction of
trajectories unsuitable for MLE analysis, is a metric for MLE analysis reliability for
a given set of trajectory conditions.

7.7
7.7.1

Results
Noise Free Trajectory Parametrization

When there is no measurement error K(D̂) = I(D̂), which means that there is an
asymptotic limit where general statements can be made regarding both the quality of
the approximate confidence intervals and the effect of trajectory intermittencies on
the estimator quality. In the absence of measurement error, the likelihood expression
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reduces to

L0 (D) =

N
−1
Y

N (oi+1 , oi , ωi ) ∀εi = 0,

i=1

where the subscript 0 in L0 (D) denotes the distinction that all εi in the data are
negligible. In this limit, the Taylor expansion of L0 (D) in ln D space can be refactored into a simple expression for the exact LLR (the approximate LLR is defined
in Eq. 7.25).

−2 ln

L0 (D)
L0 (D̂)

!

"

D̂
− ln
= 2Ĩ0 (ln D̂)
D

D̂
D

!

#
−1 .

(7.27)

The quantity in the brackets in Eq. 7.27 is known as the Stein loss [99] and perfectly
describes the shape of L0 (D). When there is no measurement error, the expected
information in ln D̂ space, Ĩ0 (ln D̂), describes the width of the distribution for both
the log-normal approximation in Eq. 7.25 and the exact LLR in Eq. 7.27. Also,
Ĩ0 (ln D̂) = (N − 1)/2 regardless of δti . This implies that the only parameter that
affects the estimate quality in the absence of measurement error is the number of
observations, N . The information value of noiseless trajectories, (N − 1)/2, is an
upper-bound on the possible observed information value for noisy trajectories of
length N . Consequently, the independence of the information from δti implies that
the effect of trajectory intermittencies on the quality of an estimator must be intrinsically linked to measurement error. In other words, information is a function of the
number of particle observations which can be reduced by measurement error at each
observation. Intermittencies reduce the influence of measurement error because the
larger temporal spacing between observations from intermittency results in a larger
expected squared displacement of the diffusing particle.
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Figure 7.4: The exact LLR as described by Eq. 7.27 (solid line), the log-normal
approximation described by Eq. 7.25 (dashed line), and the corresponding normal
approximation (dash–dotted line) in the ideal, no measurement error limit. When
| ln(D̂/D)| < 0.5, the log-normal approximation is a good fit to the actual loglikelihood and is within 3% of the true value. The log-normal approximation is
always closer to the LLR than the normal approximation.

The distributions from Eq. 7.25, Eq. 7.27, and a normal approximation (described
by precision I(D̂) and mean D̂) are divided by Ĩ(ln D̂) and plotted in Fig. 7.4 to
determine a good theoretical bound for the approximate confidence intervals. When
the log-normal based confidence intervals have a range | ln(D̂/D)| < 0.5, then the
log-normal approximation is in very good agreement with the exact likelihood. The
deviance between the exact LLR and the log-normal approximation at both end
points grows substantially when | ln(D̂/D)| > 1, so that ranges outside of ±1 in
dimensionless ln(D̂/D) space are not expected to satisfy confidence interval tests.
The normal approximation deviates from the LLR faster than the log-normal approximation, so its usefulness is limited to narrower confidence intervals.
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7.7.2

Posterior of the Noise Free Parametrization

The uninformative prior distribution for L0 (D) is ∝ 1/D. The uninformative prior
corresponds to a necessary mathematical transformation required to satisfy Bayes’
rule. There are three separate arguments that arrive at the same uninformative prior
distribution. These arguments for the prior distribution are scale, conjugacy, and
the Fisher Information [52].

Uninformative prior from a scale based argument
The scale argument is based on idea that D is the estimate on the scale of the
measurement, X. Say for instance, a Diffusion posterior is extracted from coordinates provided in units of pixels2 /frames, but the output for the user must be in
microns2 /seconds. Since units are arbitrary, it goes to reason that a proper diffusion
posterior must be invariant to the scale of the measurement. Consider a situation
where X is in the wrong output units, if that data were scaled by the square root
√
√
of the Diffusion constant so that Y = {yi = xi / D}N
i=1 then dY = dX / D and
dY = dD (xD−3/2 /2). This leads to the relations
1
P (X | D) = √ P (Y | D) ,
D
X
P (D | X) =
P (Y X | .)
(7.28)
2D3/2
√
The transformation Y = X/ D implies that a distribution of Y is free of the individual contributions from either X and D which means that P (Y | D) = P (Y | X).
This implies
P (D | X) =

X
P (X | D) .
2D

This would imply that P (D) =

(7.29)
X
,
2D

but since the uninformative prior is not a true

probability distribution, it cannot be normalized. Therefore constants are disregarded so that P (D) ∝

1
D

given scale arguments.
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Uninformative prior from a conjugacy based argument
A conjugate prior is one where the prior distribution assumes the same functional
form of the resulting posterior distribution. Conjugacy is an important property that
allows for the development of recursive algorithms. Assuming a posterior distribution
in the form of an inverse gamma distribution, IG(D; α, β) in the form of as of yet
unknown hyper parameters means that the prior distribution must be in the form
of another inverse gamma distribution. Setting the prior distribution to P (D) =
IG(D; α0 + β0 ) results in the posterior distribution
P (D | X) ∝ IG(D; α0 , β0 )

N
−1
Y

N (xi+1 , xi , ωi ).

(7.30)

i=1

Integrating the right hand side of Eq. 7.30 with respect to D provides a proportional
factor of P (X) which shows the relationship
N −1

P (D | X) = IG

X (xi+1 − xi )2
N −1
, β0 +
D; α0 +
2
2
i=1

!
(7.31)

An uninformative prior should have no influence on the value of the Diffusion estimate
so α0 = 0 and β0 = 0 which means
P (D) = IG(D; 0, 0) ∝

1
.
D

(7.32)

Uninformative prior from the Jeffreys principle
Jeffreys invariance principle [100] is based upon the geometry of the parameter space.
The information is a metric that measures the local geometry of a parameter space
relative to the likelihood relationship. The Jeffreys prior states
J (D) ∝

p
I(D).

(7.33)

Since I(D̂) = (N − 1)/(2D̂2 ) for L0 (D) than J (D) ∝ 1/D.
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Posterior Distribution

Since the conjugacy argument matches the scale and Jeffreys arguments for a prior,
then the form of the posterior distribution for the diffusion equation for a perfectly
observed trajectory can be described by an inverse gamma distribution. Therefore,
given an uninformative prior

N −1

P (D|X) = IG

N − 1 X (xi+1 − xi )2
,
D;
2
2
i=1

!
.

(7.34)

The inverse gamma distribution has a lot of convenient properties for efficiently
estimating various quantities of the probability distribution of D. Unfortunately,
R
the integral P (O | X) P (D | X) dX has yet to be solved in an analytical form, so
other approaches to estimating the posterior distribution in experimental data must
be considered.

7.7.3

The Expected Information for Noisy Trajectories

To better understand the results from our simulations (Sec. 7.6.2), it is necessary to
understand the behavior of the information in the presence of measurement error.
The information, Ĩ(ln D̂), is plotted to understand how the log-normal parameterizations will typically behave given an arbitrary O. Although the likelihood derivations
can incorporate non-scalar V and trajectory intermittency, lets first restrict analysis
to the constant error, hV i, and non-intermittent observation cases.
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Figure 7.5: Plots of the information at various ratios of D̂t/ hV i. Plot (A) is a
qualitative representation of the information without dynamic error (solid line) and
with dynamic error from a full frame exposure time (dashed line). Plot (A) has three
intervals delimited by the approximate values α and β: when D̂t/ hV i > β, the information is in good agreement with the no error scenario; when α < D̂t/ hV i < β, the
associated observed information values have the highest variance; when D̂t/ hV i < α,
the information is so poor that a different form of analysis should be considered for
meaningful interpretations. Plot (B) is the information curve with various trajectory
lengths with data acquired under a full frame exposure time. The approximate value
of α would shift further to the left for longer trajectories. The approximate value
of β appears to be constant since all curves asymptote at the same value, so the
negligible error limit is dictated only by the magnitude of the measurement error.
The crossover in information quality per displacement in plot (B) when hV i = D̂t /6
is due to the effects of correlated observations with full frame exposure times.

In the constant error case, the information scales with ln(D̂t/ hV i) proportional
to an inverse quadratic function [88] as observed in Fig. 7.5. The information curves
asymptote to values of (N − 1)/2 when D̂t/ hV i → ∞, and to 0 when D̂t/ hV i → 0.
Due to the inverse quadratic shape in Fig. 7.5A, there are three distinct regimes
where the information behaves differently on a local level. When D̂t/ hV i  1, the
observed error is nearly equal to the expected information so the Stein loss described
in Eq. 7.27 is a better representation of the likelihood distribution than the lognormal approximation. When D̂t/ hV i ≈ 1, the observed information for individual
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trajectories fluctuates about the expected information with a larger variance. The
log-normal approximation becomes a better parametrization than the Stein loss when
the effect of measurement error becomes significant because the higher-order terms
of the Taylor expansion on L̃(ln D) are no longer represented by the information.
When hV i becomes large, the observed information approaches zero, which implies
that MLE analysis may not be possible for many trajectories with those parameter
values.

Trajectories with variable localization errors will have information curves that
deviate from the curve calculated from the hV i and in general do not follow an
inverse quadratic function. A method that only characterizes a hV i where the full
V is available is expected to deviate in quality from a method that considers V for
variance estimates and confidence intervals. The expected deviation is demonstrated
in Fig. 7.6, where the maximum and minimum values of the Fisher information
are plotted for trajectory ensembles with random localization errors drawn from
a uniform distribution and categorized by the same average hV i. For the ratios
of D̂t/ hV i, the solid curve returns an information value comparable to the lowest
possible information realization given a random distribution of localization errors.
This implies that in most cases, the returned diffusion estimate from a likelihood
distribution that only recognizes a single hV i will have a lower precision than a
likelihood distribution that accounts for the entire vector V associated with the
trajectory. Furthermore, intermittencies are considered inseparable from variable
localization errors because a likelihood distribution that describes a trajectory with
constant error and intermittencies can be re-factored to describe a trajectory with
variable error and no intermittency.
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Figure 7.6: A plot of the largest and smallest information values (dashed lines)
calculated from 1000 sets of uniformly distributed localization errors for trajectories
of length N and the corresponding information
curve (solid line) when all localization
p
errors in a trajectory are equal to hV i. Information values generated from a set
of variable localization errors are larger
p than the information when all localization
errors are represented by the scalar hV i.
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7.7.4

Simulation Results
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Figure 7.7: Plots of the MLE distributions as well as the critical failure rate for the
ensemble of trajectories corresponding to a particular D value. Plot (A) compares the
performance of the VEA and FMEA approaches relative to the expected performance
of an unbiased, optimal estimator. The CRLB for the unbiased optimal estimator
is calculated for non-intermittent trajectories with constant localization error and a
length of 100 observations. The CRLB is then
√ used as a fiducial 95% interval (vertical
lines) calculated as a deviation of 1.96 × CRLB about a mean relative error of 0.
The VEA approach is represented by its average deviation from the simulated D
(solid line) and an interval that contains 95% of the returned D̂ values (circles). The
FMEA approach is represented by its average deviation from the simulated D (dashed
line) and an interval that contains 95% of the returned D̂ values (diamonds). The
MEA approach was biased for all represented conditions and had a variance orders of
magnitude larger than the VEA method and was omitted from this plot as a result.
The VEA approach is superior to the CRLB fiducial until the bias manifests itself
at Dτ / hV i < 10−2 . Plot (B) shows the critical failure rates of all three approaches.
The critical failure rate is the fraction of trajectories that did not return a positive
observed information from each sampled D value. The critical failure rate shows
that when Dτ / hV i < 10−3 over 50% of the simulated trajectories were unsuitable
for MLE analysis.

In Fig. 7.7A, the relative error between the mean D̂ estimates and the simulated D
parameters were plotted to verify the quality of the approaches. The MEA approach
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was completely omitted from Fig. 7.7A because its bias was orders of magnitude
greater than the other methods for smaller but relevant Dτ / hV i values. A fiducial
CRLB interval of relative errors for theoretically unbiased estimates from trajectories
with length 100 and constant variance hV i was plotted in Fig. 7.7A for comparison.
The CRLB interval in D space is somewhat misleading because it was calculated
from the normal approximation so it has intervals that extend into negative D space
when Dτ / hV i < 10−1 ; this is an artifact from parameterizing the interval in a basis with boundaries. The FMEA interval quickly diverges from the CRLB interval
which implies that in this simulation, the ensemble of trajectories cannot be parameterized well by a single hV i when Dτ / hV i < 10−1 . The VEA approach is more
robust with a smaller variance because it incorporates more information from the
trajectory and is practically an unbiased estimator until Dτ / hV i < 10−2 , at which
point a noticeable bias manifests. Figure 7.7B shows the critical failure rate of all
three approaches; that is, the percentage of negative observed information quantities
returned from the ensemble of trajectories after the MLE was estimated (Sec. 7.6.4).
The trajectories with a negative observed information were discarded because the
returned D̂ was not a true maxima of the likelihood; in this case, a meaningful
analysis cannot be performed with only a second order Taylor expansion on these
particular trajectories and in such instances a Bayesian approach may be preferable.
The presence of dim localizations adversely impacts the MEA so the critical failure
rate is noticeably larger than the other methods when Dτ / hV i ≈ 10−2 . The FMEA
and VEA approaches have statistically comparable failure rates which implies that
the loss of information from discarding data in the FMEA approach is preferable to
the miss-characterization of poor localizations in the MEA approach.
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Figure 7.8: Plots of confidence interval analysis for the VEA, MEA, and FMEA
approaches. Confidence intervals were drawn for every trajectory and an interval
was considered successful if the true D parameter was inside the interval. Plot (A)
shows the success rates of both the 68% and 95% interval for all three methods. The
VEA confidence interval is in good agreement with the corresponding success rate
until Dτ / hV i < 10−2 . In the region where the VEA interval is successful, the FMEA
interval is on average 4% low for both confidence values, but asymptotes to agreement
as Dτ / hV i gets large. The MEA interval is on average 10% lower than the expected
success rates and does not asymptote to the correct success rate. Plot (B) shows
the range of the 68% interval from D̂ in ln D space. The MEA interval is adversely
affected by dim localizations and did not approach a stable value with 104 trajectory
samples for any of the simulated values of D. The mean interval range for both
the VEA and FMEA approaches are similar, but the VEA approach was narrower.
The range of the good agreement value observed in Fig. 7.4 is plotted as a fiducial
range for the theoretical good agreement value of the log-normal approximation to
the actual likelihood distribution.

From Eq. 7.26, confidence interval performance at 68% and 95% are shown in
Fig. 7.8. The results show that the confidence intervals are in good agreement with
the results observed in sec. 7.7.1 (Fig. 7.4) for interval ranges that are within the
dimensionless limit of | ln(D̂/D)| < 1 (Fig. 7.8B). The VEA method performs well
at trajectory lengths just under 100 observations for values of Dτ / hV i > 10−2 . The
FMEA and MEA intervals appeared to generally underestimate the expected confi-
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dence level and should thus be treated with skepticism when making statements
regarding the estimate if variable localization errors are disregarded in diffusion
analysis. Interestingly enough, Fig. 7.8B shows that the range of the confidence
intervals of the VEA and FMEA approaches are within good agreement of their
corresponding likelihood distributions as seen in Fig. 7.4 when Dτ / hV i > 10−1 .
When Dτ / hV i < 10−3 for trajectories with N < 100, the mean dimensionless interval ranges for all approaches are greater than 2, which corresponds to the poor
performance of the confidence intervals seen in Fig. 7.8A as well as the asymmetric
mismatch between the log-normal approximation and the true log likelihood as seen
in Fig. 7.4.

7.8

Extension to Bayesian Inference

The parametrization of the Observed Information and MLE in log D space as the
hyper parameters of a Gaussian distribution could be considered a form of approximate Bayesian inference in that a transformation of variables would give the prior in
D space P (D) ∝ 1/D. However, discrepancies with this choice arise because the Jeffreys prior for the experimental diffusion likelihood does not scale ∝ 1/D. The 1/D
prior can be discounted for the experimental diffusion likelihood based on the fact
that the MLE algorithm starts failing with increasing frequency when Ĩ(ln D̂) → 0.
The Jeffreys prior is defined as
J (D̂) =

p
I(D).

(7.35)

For the estimation problem described in this chapter, the best available uninformative
parametrization of the posterior distribution is proportional to the Jeffreys prior and
the likelihood distribution,
P (D | O) ∝

p
I(D)P (O | D) .

(7.36)
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The computational problem arises in accurately calculating the evidence of the
model, P (O). The evidence can be calculated fairly well through methods such
as Laguerre quadrature, Laplace approximations, and non-linear regression. With
an accurate value for the evidence, credible intervals can be drawn on the posterior described in Eq. 7.36. However, numerical evidence calculations tend to fail at
various thresholds: non-linear regression relies on an algebraic model, the Laplace
approximation requires a distribution agreement with the central limit theorem, and
Laguerre quadrature is sensitive to tuning parameters. For automation purposes,
neither of these solutions seem sufficient, but it does show that a Bayesian interpretation of a diffusion hypothesis is readily available.
In the error free scenario, the posterior distribution was a single inverse gamma
distribution; however, in the experimental scenario the posterior distribution is the
convolution of an inverse gamma distribution with a multivariate gaussian, the product of measurement functions in Eq. 7.9. With no measurement error, the statistics
for Diffusion estimation are the sum of squared displacements and the number of
displacements. With measurement error, the statistic is currently unknown because
there is a coupling between diffusion and the measurement. In fact, the MLE solution
for the experimental diffusion equation reduces to a transcendental equation

dΣ(D̂)
tr Σ(D̂)−1
dD̂

!
= S | Σ(D̂)−1

dΣ(D̂)
dD̂

Σ(D̂)−1 S,

(7.37)

where tr(·) is the trace operation. A direct approach for reducing this problem
appears unlikely because a solution does not exist for all values of observed displacements, S. The expression in Eq. 7.37 could help optimize existing MLE convergence
algorithms since the covariance matrix is tridiagonal, but it is currently unknown if
this problem can be reduced beyond a transcendental equation.
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7.9

Validating the diffusion hypothesis

For most contemporary biological tracking experiments, the real importance of diffusion analysis lies in refuting the pure diffusion hypothesis in favor of other dynamic
processes [55]. Given an infinite set of observed positions, a particle’s motion can
only be described well by a single diffusion constant if the environment is homogeneous. Super-resolution microscopy of structures such as actin filaments [68] show
that a cellular environment is typically not homogeneous. Conversely, single particle trajectories are finite in length, so statistical approaches for testing against the
diffusion model for finite data sets need to be developed and studied.
One of the challenges in testing for the diffusion model is the de-correlation of
observed displacements. The effects of measurement error make it difficult to recover
the true underlying positions and hence the actual model, but if the particle motion
is due to normal fluctuations characterized by single Diffusion constant, than the
recursive method provides a means to transform all observed displacements, S, into
a set of uncorrelated unit normal random variables. This means that testing the
diffusion model in experimental data can reduces to a test of the normality and
memoryless behavior of the set of particle displacements.
Given the recursive method and the correct estimation of D, consider the transformation
S→R={

oi+1 − µi N −1
}i=1
√
αi

(7.38)

The reduced displacement components, ri , are all unit normal random variables if
the underlying motion model is diffusion so that
P (R) =

N
−1
Y

N (ri , 0, 1).

(7.39)

i=1

Now the set R can be tested for both normality and memoryless behavior. Normality
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has been historically studied and tested with a plethora of tests including but not
limited to the K-S, Lilliefors, and Vasicek entropy test [101, 102, 103].
The memoryless aspect of a sequence is a matter of checking for the expected
correlation among neighboring displacements. If the R was transformed according
to the wrong model, then the displacements are expected to have a biased correlation
since effects such as motion blur were improperly accounted for [104]. More work
needs to be devoted on this topic, but there have been advances in recent literature
for the randomness of binary sequences [105]. Given that under the diffusion hypothesis, the expected covariance of statistically scaled displacements should be 0, then
calculating the variance of the covariance values of R would provide a good metric
to see if the observed covariance is statistically significant.

7.10

Estimating velocity simultaneously with diffusion

Calculating the joint likelihood of velocity, V , and diffusion, D, is as simple as performing the coordinate transformation S 0 = S − V ∆T . The motion blur calculations
are still valid in the presence of a constant drift term, but the relations in sec. 7.12.1
fail when there is an acceleration in the expected particle position. In the recursive
method, the velocity term should be added as displacement correction with the corresponding ∆ti in each of the N − 1 Gaussian distributions. For the Laplace method,
the velocity term is added to transition functions, the displacements among MLE
positions only.
Care must be taken with MLE estimation in multi-parameter scenarios. Since
there is a hierarchical relationship between V and D, as in they both share the
same set of information, an estimate of D will be biased as a function of sample size
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when V is simultaneously estimated. In fact, the MLE of V for all of the diffusion
likelihoods represented in this chapter is the expression
V̂ =

oN − o1
.
tN − t1

(7.40)

Which removes one displacement worth of information from obtaining D̂. The bias
seen on D̂ for the two parameter MLE estimation is (N − 1)/N , however note that
V̂ and D̂N/(N − 1) is not the set of parameter values that best fit the distribution;
that misconception can lead to algorithmic errors. When approaching with multiparameter fit problems, its important to recognize the conditional behavior amongst
model parameters.

7.11

Discussion and Conclusion

The method for diffusion estimates of single-particle trajectory analysis has been
updated to incorporate independent localization errors, increasing the accuracy of
the estimate. The most important contributions of this work are: (1) the explicit
solutions to a likelihood expression incorporating variable localization error that
leads directly to efficient computational algorithms (Eq. 7.10); (2) the confirmation
that a log-normal approximation to the likelihood function around the MLE enables
calculation of more accurate confidence intervals for uncertainty quantification on
a per trajectory basis than was previously possible; and (3) a demonstration of
experimentally relevant conditions where our likelihood expression is noticeably more
reliable than the likelihood expression derived in previous work.
The manuscript offers three detailed analytical solutions and associated computational algorithms to the likelihood expression in order to provide a basis for future
developments in single-particle trajectory analysis. Although the recursive method
was used exclusively when performing the analysis in Sec. 7.7, there exists published
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literature for the Fisher information in the basis of the Markov method [106]. Additionally, the Laplace method has the advantage that the expected true positions
X̂ are computed along with the likelihood; this may be useful for those interested
in estimating a MLE trajectory for subsequent analysis beyond simple estimates
of D. Furthermore, the Markov method is crucial for deriving the terms i in the
components Mi given knowledge of the true underlying probability distribution.
A log-normal approximation was applied to the likelihood distribution in order to
generate simple confidence intervals for uncertainty quantification. The log-normal
approximation was shown in simulation (Fig. 7.4) to be a more accurate approximation to the true log-likelihood than the normal approximation, thus allowing us
to use the point-estimate MLE and observed information to compute accurate confidence intervals. A dimensionless value of | ln(D̂/D)| < 1 was found to be a useful
threshold below which the confidence intervals are reliable (Fig. 7.8). Thus, the simple log-normal approximation to the shape of the likelihood function is only useful
a bounded distance away from D̂. When the value of Dτ is very small compared
with hV i, it is possible the likelihood has a maximum arbitrarily close to 0, in which
case, the first derivative fails to vanish at the MLE and the observed information
becomes meaningless; this behavior was observed in simulation and corresponded to
our analysis of the Fisher information.
The analysis of the expected information was crucial for showing that there exists
a resolution limit on the smallest D̂ that can be reliably calculated given a particular
V (and τ ); it was also shown that this limit could be extended by increasing the
trajectory length. The effect of motion-blur was shown to reduce the information as
well, but that effect was only noticeable when the quantity hV i was small enough to
make i a negative value. Finally, it was shown that the expected information from
previously reported likelihood expressions that only incorporate a scalar localization
variance hV i is always less than the expected information from our improved like-
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lihood expression that fully utilizes all of the vector-valued localization variances,
V.
Incorporating variable localization errors into the likelihood expression greatly
improves the MLE estimators’ precision, robustness, and ability to report reliable
confidence intervals under conditions similar to those encountered in real microscopy
experiments. Our direct analytical approach to evaluation of the likelihood expression is computationally simple and generally useful for extension to future work on
this topic. A Bayesian approach could further improve the limits of estimation by
incorporating prior knowledge and making use of the full posterior distribution of
the parameter estimate, but the MLE-based point estimate approach described here
already provides a large improvement upon what was originally considered the lower
limits of D̂ estimation for experimental trajectories [88], and more importantly is able
to accurately detect when diffusion estimates for individual trajectories are reliable
by using the observed information and corresponding confidence intervals.

7.12

Calculations of relevant quantities

7.12.1

The Probability Density of a Time Averaged Position

Given D, the probability density of a transition from point a to point b separated
by a time T is P (b | a) = N (b, a, 2DT ). If an intermediate point, y(t), sampled at a
time t < T is considered, the joint probability density of a transition from a to y(t)
and then from y(t) to b is
P (y(t), a, b) = N (y(t), a, 2Dt) N (b, y(t), 2D(T − t))




t
t
t
+ b , 2D (T − t) .
= N (b, a, 2DT ) N y(t), a 1 −
T
T
T
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The probability density of the variable y(t), preconditioned on the end points, a and
b, is then




t
t
t
+ b , 2D (T − t) .
P (y(t) | b, a) = N y(t), a 1 −
T
T
T

(7.41)

Eq. 7.41 is the probability density for what is known as a Brownian bridge [78], or
Brownian motion with preconditioned end points. It has a mean and covariance
defined as


t
t
hy(t)i = a 1 −
+b
T
T


st
cov[y(t), y(s)] = 2D s −
for s ≤ t ≤ T.
T
It is now of interest to find the probability density for a quantity that describes an
integrated average of y(t) such that
Z
1 tε
dt y(t).
ȳ =
tε t=0
Since each y(t) is a normally distributed random variable, y(t) is a Gaussian process,
and the time averaged integral of a Gaussian process, ȳ, is also a normally distributed
random variable. Therefore, from Isserlis theorem [107] only the first two moments
of ȳ are needed to determine its probability distribution. The first moment is hȳi =
(1 − α)a + αb, where for notational convenience, we define α = t /2T . It follows that
the second moment is
ȳ

2

1
= hȳi + 2
tε
2

Z

tε

Z

tε

dt
t=0

ds cov[y(t), y(s)].
s=0

Therefore, the variance for ȳ is


1 α
2
2
ȳ − hȳi = 2Dt
−
.
3 2
Given that ȳ must be normally distributed and its first two moments are known,



1 α
2
2
P (ȳ | a, b) = N (ȳ, hȳi , ȳ − hȳi ) = N ȳ, (1 − α)a + αb, 2Dtε
−
.
3 2
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For single molecule localization, a time averaged position is related to a localized
observation by a normal Gaussian function so that



Z
1 α
−
.
P (o | a, b) = dȳ P (o | ȳ) P (ȳ | a, b) = N o, (1 − α)a + αb, v + 2Dtε
3 2
(7.42)

7.12.2

Time Averaged Probabilities to Measurement Functions

In Sec. 7.3.3, Markov’s approach showed the following relationship for a multivariate
Gaussian Σi,j = hsi sj i, where Σ is the covariance matrix of a multivariate Gaussian
−1
function describing the vector of random variables S = {si = oi+1 − oi }N
i=1 . If the

moments of S are known, the parameter i for the simpler expression can be derived
given that hsi si+1 i = −i+1 was shown to be true for the formalism with the simpler
expression as derived in Sec. 7.3.3. Starting from Eq. 7.42 for an arbitrary oi ,



1 αi
−
P (oi | xi , xi+1 ) = N oi , (1 − αi )xi + αi xi+1 , vi + 2Dt
3
2
where vi is defined as the localization variance and αi = t /(2δti ). From the properties of a Gaussian function with 0 mean
hoi − (1 − αi )xi − αi xi+1 i = 0,
2

(oi − (1 − αi )xi − αi xi+1 )


= vi + 2Dt


1 αi
−
.
3
2

(7.43)

Which implies
hoi − xi i = 0
hoi − xi |Xi = αi (xi+1 − xi )
1
(oi − xi )2 = vi + 2Dt .
3
hoi+1 − oi i = hsi i = 0.

(7.44)
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Given Eq. 7.44, hsi si+1 i = −εi+1 = 2Dt /6 − vi+1 . Additionally, it follows that
1
s2i = wi + i + i+1 = 2Dδti − 4Dt + vi + vi+1 .
6
Therefore, εi (D) = vi − 2Dt /6, which is the variance correction discovered in earlier
diffusion estimation papers [86, 89, 90].

7.12.3

Laplace Method MLE Positions

Recalling the objective function in the Laplace method
−ln(f (X)) =

 N

−1 
X
(oi − xi )2
1
(xi+1 − xi )2
ln(2πεi ) +
ln(2πωi ) +
+
, (7.45)
2
2εi
2
2ω
i
i=1

N 
X
1
i=1

the gradient of Eq. 7.45 is
∂lnf
(x1 − o1 ) (x1 − x2 )
=
+
∂x1
ε1
ω1
(xi − oi ) (xi − xi−1 ) (xi − xi+1 )
∂lnf
=
+
+
−
∂xi
εi
ωi−1
ωi
∂lnf
(xN − oN ) (xN − xN −1 )
−
=
+
,
∂xN
εN
ωN −1
−

(7.46)

b = M , of Eq. 7.45 has the non-zero
where i ∈ 2 : N − 1. The Hessian −ln∇∇f (X)
elements
∂ 2 lnf
1
1
=
+
∂x1 ∂x1
ε1 ω1
2
∂ lnf
1
1
1
Mi,i = −
= +
+
∂xi ∂xi
εi ωi−1 ωi
2
∂ lnf
1
1
MN,N = −
=
+
∂xN ∂xN
εN
ωN −1
2
∂ lnf
1
Mi,i+1 = −
=−
∂xi ∂xi+1
ωi
2
∂ lnf
1
Mi,i−1 = −
=−
.
∂xi ∂xi−1
ωi−1
M1,1 = −
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Setting the gradient in Eq. 7.46 equal to 0 and moving the constants to the left hand
side of the equation gives

o1
x
b1 (b
x1 − x
b2 )
=
+
ε1
ε1
ω1
x
bi (b
xi − x
bi−1 ) (b
xi − x
bi+1 )
oi
=
+
+
εi
εi
ωi−1
ωi
oN
x
bN
(b
xN − x
bN −1 )
=
+
.
εN
εN
ωN −1
With additional factoring, the expression becomes


 
o1
1
1
−1
=x
b1
+
+x
b2
ε1
ε
ω1
ω
 1

 1

 
oi
1
1
1
−1
−1
=x
bi
+
+
+x
bi−1
+x
bi+1
εi
ε
ωi−1 ωi
ω
ωi
i

 i−1
oN
1
−1
1
=x
bN
+
+x
bN −1
.
εN
εN
ωN −1
ωN −1

The factored expression on the right can be expressed in terms of a vector prodb
uct of the Hessian matrix and the maximum likelihood of the true positions, M X.
b = M −1 Θ, where
Multiplying by the inverse Hessian matrix results in the solution X
the components of Θ are θi = oi /εi .

7.12.4

An Observed Information Calculation

The observed information is necessary for calculating reliable confidence intervals
around the MLE. With the recursive solution, the observed information can be solved
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for recursively in linear time
N −1
(oi+1 − µi )2
∂2 X 1
ln(2παi ) +
K(D̂) =
2αi
∂ D̂2 i=1 2
#
(
"
2 )
2

N
−1
X
1
1
1
∂ 2 αi
∂αi
(oi+1 − µi )2
∂αi
1 ∂ 2 αi
=
−
+
−
2
2
2α
α
α
α
2 ∂ D̂2
i
i
i
∂
D̂
∂
D̂
∂
D̂
i
i=1
(
)

 
2
1
2 ∂αi ∂µi ∂ 2 µi
∂µi
+
(oi+1 − µi )
−
+
,
αi
αi ∂ D̂ ∂ D̂ ∂ D̂2
∂ D̂

where the derivatives of αi and µi can be solved recursively given that the initial first
and second derivatives are
∂ 2 µ1
∂ D̂2
∂µ1
∂ D̂

= 0,
= 0,

∂ 2 α1

= 0,
∂ D̂2
∂α1
∂ε1 ∂ε2 ∂ω1
=
+
+
.
∂ D̂
∂ D̂ ∂ D̂
∂ D̂

The recursions on the second derivatives are
∂ 2 µi



εi ∂ 2 µi−1
2 ∂µi−1 ∂εi
εi ∂αi−1
=
+
−
αi−1 ∂ D̂ ∂ D̂ αi−1 ∂ D̂
∂ D̂2 αi−1 ∂ D̂2
#
"

2
(oi − µi−1 ) ∂εi ∂αi−1
εi
∂αi−1
∂ 2 αi−1
,
+
2
−2
+ εi
2
αi−1
αi−1
∂ D̂ ∂ D̂
∂ D̂
∂ D̂2

2 2

2

2
∂ 2 αi
εi
∂ αi−1
4εi ∂εi ∂αi−1
2ε2i ∂αi−1
2
∂εi
=
+ 2
− 3
−
.
αi−1
αi−1 ∂ D̂ ∂ D̂
αi−1
αi−1 ∂ D̂
∂ D̂2
∂ D̂2
∂ D̂
And, the recursion on the first derivatives are


εi ∂µi−1 (oi − µi−1 )
εi ∂αi−1
∂εi
=
+
−
,
αi−1
αi−1 ∂ D̂
∂ D̂ αi−1 ∂ D̂
∂
D̂


∂αi ∂ωi ∂εi+1 ∂εi
εi
εi ∂αi−1
∂εi
=
+
+
+
−2
.
∂ D̂ ∂ D̂
∂ D̂
∂ D̂ αi−1 αi−1 ∂ D̂
∂ D̂
∂µi
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7.12.5

An Expected Information Calculation

The expected information, conditional on vi can be represented as
+
*
N −1
(oi+1 − µi )2
∂2 X 1
ln(2παi ) +
I(D̂) =
2αi
∂ D̂2 i=1 2
#
"
#
"
2
2

N
−1
X
1
1
1 ∂ 2 αi
∂αi
h(oi+1 − µi )2 i
∂αi
1 ∂ 2 αi
=
−
+
−
2
2
2α
α
α
α
2 ∂ D̂2
i
i
i
∂
D̂
∂
D̂
∂
D̂
i
i=1
( 
*



2 +)

1
∂µi ∂αi 1
∂ 2 µi
∂µi
+
2 (oi+1 − µi )
− (oi+1 − µi )
+
.
αi
∂ D̂ ∂ D̂ αi
∂ D̂2
∂ D̂
The Fisher information can be calculated recursively by evaluating each of the expectation values. The representation of the recursive variables as separated Gaussians
leads to the following relations
(oi+1 − µi )2 = αi ,
h(oi+1 − µi )(oi − µi−1 )i = 0.
The remaining non-zero expectation value has the initial condition
*
2 +
∂ 2 µ1
= 0,
∂ D̂2
and can be solved recursively
*
2 +
2 
2 +

2 *
∂µi
1
∂αi−1 εi
∂εi
εi
∂µi−1
=
−
+
.
αi−1
αi−1
∂ D̂
∂ D̂ αi−1 ∂ D̂
∂ D̂
Then, I(D̂) reduces to
I(D̂) =

N
−1
X
i=1

1
2αi2



∂αi
∂ D̂

2

1
+
αi

*

∂µi
∂ D̂
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Chapter 8
Conclusion

In the course of advancing Single Particle Tracking techniques, we have implemented
various approaches to improve the robustness of common inference based problems
seen in fluorescence microscopy data. Initial pursuits in single particle tracking resulted in likelihood based costs for the linear assignment problem. Initially, we
implemented an expectation maximization algorithm to find the best likelihood parameters for the cost elements.
Single molecule localization algorithms were revisited with Bayesian priors to
improve performance in low signal environments. Specifically, software for the maximum a posteriori (MAP) estimate was developed by other members of the Lidke
lab [64] and techniques to calculate model evidence and verify the quality of the
estimate was developed by the author of this dissertation. A future publication has
been proposed to document the effectiveness of these new filtering techniques.
Fourier analysis was proposed by collaborators [18] for data driven gain calibration of camera sensors. We worked on this problem and verified its applicability
with images subjected to various camera and exposure settings. We also helped to
improve the software and allow for simultaneous estimation of both gain and offset
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parameters.
A recursive filter for calculating the probability distribution of a particle prediction was derived by the author to improve elements of the cost matrix for single
particle tracking. This addition was incorporated because the variability in diffusion constants in a single data set for biological tracking was too great for reliable
tracking with a single diffusion constant. The original tracking algorithm was found
to bias trajectories towards shorter lifetimes [60] because it could not account for
variability among the particle population in the cost matrix. Adding this recursive
filter increased the maximum life times as well as the average estimated diffusion
constant of trajectories in experimental data sets.
The author also developed software to simulate dynamic effects on particle PSFs
to create data sets for evaluation of the tracking algorithms. At the time this work
was initially performed, a commercial package [79] that performs the same tasks had
not yet been published, but the author was well aware of its development and the
general concepts behind the software package.
The author and other members of the laboratory also worked on a diffusion estimator [81] to efficiently estimate diffusion constants in data corrupted by well documented noise sources. The estimator was derived with three different approaches
to improve flexibility in its implementation and to verify that the work was mathematically sound. Addition of information theory to this topic led to the discovery of
the observed information as a reliable parameter for constructing confidence intervals [95].
There is still much work to be done to advance single particle tracking for experimentalists. Verification of returned trajectory quality has so far been restricted
to metrics [45] that are ideal for demonstrating the effectiveness of one software
package over another given a data set. However, metrics establishing the impact of
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information lost from using a particular tracking software on parameter inferences
have not been documented for the biophysical community. Such metrics would have
to be derived from a loss function such as the Kullback-Leibler divergence, which
ironically is not a metric, but is a quantitative means to establish information loss
between two distributions.
The trajectory filtering needs to be expanded upon to find and verify an optimal
filtering solution. The LLR test as implemented in single molecule microscopy [68]
was developed to compare maximum likelihood estimates (MLE) of competing model
hypotheses. However, MLE localization algorithms are not robust enough to guarantee convergence in low signal data which results in a higher incidence of broken
trajectories, so there has been a shift to MAP estimation to improve trajectory quality. It has not been shown yet if the Bayes factor for MAP estimates given the same
model hypotheses would perform better or worse for MLE localizations of the same
images. The Bayes factor is the ratio of two probability distributions with all parameters integrated out where each probability distribution represents a competing
model hypothesis. This would prove beneficial for this problem since the author currently does not understand which prior should be implemented for a per pixel noise
model to guarantee a reliable testing metric.
Another direction to expand upon is in more sophisticated models for diffusion estimation. There are energy landscape models available for estimating both diffusion
and energy landscapes [59], but these models discard correlations among trajectory
displacements which consequently result in a larger data requirement to perform reliable inference. There is room to test for whether or not incorporating more detailed
noise behaviors would significantly reduce the number of displacements required to
estimate energy landscapes, which would improve the resolution of the energy landscape.
Finally, a pressing problem in inference is determining whether or not a model is a
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good fit for a trajectory. In other words, a diffusion model can fit any seemingly nonrandom trajectory behavior, but if that behavior repeats itself, there may be enough
information present to suggest a more specific model. In the laboratory, the author
suggested a transformation of the raw trajectory data by the variables produced from
the recursive estimate as a way to re-scale the observed displacements so that they
represent a zero mean and unit variance Wiener process if the trajectory was truly
generated from free Brownian motion. With the transformed trajectories, multiple
tests can be performed on the displacements to see if there is enough evidence to
warrant more detailed models. However, a good survey on the various tests have
yet to be performed. The author recommends an entropy based test, similar to
the Vasicek test [101] because a fully automated algorithm for this procedure would
require the ability to measure the uncertainty of the test itself.
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Appendix A
Gaussian Distribution
The normalized Gaussian function is represented as


(a − a0 )2
1
exp −
N (a, a0 , η) = √
.
2η
2πη
The Gaussian function is symmetric with respect to the first two position parameters,
so that N (a, b, v) = N (b, a, v), and the variance of the function is given by the third
parameter. Also, the normalization factor ensures that the Gaussian integrated over
all space with respect to either of its position parameters is unity,
Z ∞
Z ∞
db N (a, b, v) = 1.
da N (a, b, v) =
−∞

−∞

As a corollary, a normalized Gaussian has a useful scaling identity, for q > 0,
N (a, b, v) = q N (qa, qb, q 2 v).

Next, consider the case of the product of two normalized Gaussians sharing a
common position parameter, which can be rewritten as a product of two normalized
Gaussians where the common parameter only appears in one of the two,
N (x, µ1 , η1 ) N (x, µ2 , η2 ) = N (µ1 , µ2 , η1 + η2 ) N (x, µ0 , η 0 ),
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where,
µ0 =

µ1 η 2 + µ2 η 1
η1 + η2

and, η 0 =

η1 η2
.
η1 + η2

Using Eq. A.1, the integral of the product of two normalized Gaussians over a shared
position parameter is itself a normalized Gaussian in the other two (unintegrated)
position parameters,
Z

Z
dx N (x, µ1 , η1 ) N (x, µ2 , η2 ) = N (µ1 , µ2 , η1 + η2 )

dx N (x, µ0 , η 0 ) = N (µ1 , µ2 , η1 + η2 ).
(A.2)

With two successive applications of Eq. A.1, the product of three Gaussians which
share a common position parameter becomes,
N (x, µ1 , η1 ) N (x, µ2 , η2 ) N (x, µ3 , η3 ) = N (µ1 , µ2 , η1 + η2 ) N (µ3 , µ0 , η 0 + η3 ) N (x, µ00 , η 00 ),
µ0 η 3 + µ3 η 0
,
η 0 + η3
η 0 η3
and η 00 = 0
.
η + η3

where µ00 =

(A.3)
Finally, Eq. A.3 allows the integral of three normalized Gaussians over a shared
position parameter to reduce to
Z
dx N (x, µ1 , η1 ) N (x, µ2 , η2 ) N (x, µ3 , η3 ) = N (µ1 , µ2 , η1 + η2 ) N (µ3 , µ0 , γ),
where γ =
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Appendix B
Single Emitter model

For a general treatment of localization models in single molecule nanoscopy, see [64]
for a comprehensive approach to calculating the quantities of interest in particle
inference. The section outlined below follows the five parameter model with no
attempt at generalization.

B.1

The Single Emitter Likelihood

Given some region of interest (ROI) of pixels in a square lattice represented by
intensity values, the data comes in the form of pixel values and locations. We choose
the convention where the bottom right corner of the pixel is the pixel index (starts at
1). In C and Python, the top left corner of the pixel would be the pixel index (starts
at 0). In Fig. B.1 I provide an example of this in that the start coordinate of an ROI
is (0,0), the top left of the image, but the first pixel coordinate (in MATLAB) is (1,1).
The intensity values are denoted as vy,x . It is assumed that the acquired image has
been corrected for gain and offset so that the intensity values are poisson distributed
random variables so that the likelihood of observing all pixel values vk ∈ V given
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Figure B.1: Diagram of a pixelated region of interest with x and y locations indicated
at the points between each pixel. Some pixels are labeled by their corresponding
intensity vy,x as a point of reference.

knowledge of the underlying emission model in the ROI λk ∈ Λ is
Y λvk exp [−λk ]
k
L(V |Λ) =
vk !
k
Our description of the image model Λ is based upon the underlying hyper-parameters
x0 , y0 , I0 , bg0 , σ0 ∈ θ which we use to construct a Gaussian function as a representation of our point source single emitter. The underlying model density ξ at a specific
coordinate (y,x) in the absence of pixelation is described as
ξ(y, x)dx dy = [I0 N (x, x0 , σ0 ) N (y, y0 , σ0 ) + bg0 ] dx dy
Where we introduce the very specific notation


1
(a − b)2
N (a, b, σ) = √
exp −
2σ 2
2πσ
Hence our model image per pixel with 0 based indexing (pixel index is described by
top left corner) is
Z xk+1 Z
λk =
xk

yk+1

dx dy ξ(y, x)

yk
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The resulting integral reduces to
λk = I0 ∆E(xk , x0 , σ0 )∆E(yk , y0 , σ0 ) + bg0 ,
where the introduced notation is



 
zk − z0
zk − z0 + 1
√
− erf √
.
∆E(zk , z0 , σ0 ) = 0.5 erf
2σ0
2σ0

B.2

The Objective Function and the Gradient

Given the emitter model, the corresponding objective function, which is defined as
the negative log likelihood is
− ln L(V |Λ(θ)) =

X

λk (θ) − vk ln[λk (θ)] + ln[vk !].

k

The corresponding gradient of the objective function as a function of θi is


vk
∂ ln L(V |Λ(θ)) X ∂λk (θ)
=
1−
.
−
∂θi
∂θ
λ
i
k (θ)
k
Looking at each component of
∂λk (θ)
∂x0
∂λk (θ)
∂y0
∂λk (θ)
∂I0
∂λk (θ)
∂bg0
∂λk (θ)
∂σ0

∂λk (θ)
∂θi

specifically

= I0 ∆E(yk , y0 , σ0 ) [ N (xk , x0 , σ0 ) − N (xk + 1, x0 , σ0 )] ,
= I0 ∆E(xk , x0 , σ0 ) [ N (yk , y0 , σ0 ) − N (yk + 1, y0 , σ0 )] ,
= ∆E(xk , x0 , σ0 )∆E(yk , y0 , σ0 ),
= 1,

= I0


∂∆E(xk , x0 , σ0 )
∂∆E(yk , y0 , σ0 )
∆E(yk , y0 , σ0 ) + ∆E(xk , x0 , σ0 )
,
∂σ0
∂σ0

where
∂∆E(xk , x0 , σ0 )
1
=
[(xk − x0 ) N (xk , x0 , σ0 ) − (xk + 1 − x0 ) N (xk + 1, x0 , σ0 )] .
∂σ0
σ0
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B.3

The Hessian/Observed Information

We want to parameterize our joint probability distribution of all our hyper parameters in θ (x0 , y0 , I0 , bg0 , σ0 ) with a quadratic objective function. We do this by truncating the objective function as a second order Taylor expansion in multi dimensional
space. If we use the maximum likelihood estimates (MLE) as the value we Taylor
expand about, then the first moment vanishes, so our distribution is parameterized
by the Hessian. The hessian of the objective function is
 2


∂ λk (θ) ∂λk (θ) ∂λk (θ) vk
vk
∂ 2 ln(V |Λ(θ)) X
=
+
1−
−
∂θi ∂θj
λk (θ) ∂θi ∂θj
∂θi
∂θj λk (θ)2
k
This expression requires the computation of 15 unique terms for

∂ 2 λk (θ)
,
∂θi ∂θj

although all

of the terms relating to bg0 go to 0. The second derivative terms along the diagonal
of the hessian are are
∂ 2 λk (θ)
∂x20
∂ 2 λk (θ)
∂y02
∂ 2 λk (θ)
∂I02
∂ 2 λk (θ)
∂bg02
∂ 2 λk (θ)
∂σ02

I0
[(xk − x0 ) N (xk , x0 , σ0 ) − (xk + 1 − x0 ) N (xk + 1, x0 , σ0 )] ∆E(yk , y0 , σ0 ),
σ02
I0
= 2 [(yk − y0 ) N (yk , y0 , σ0 ) − (yk + 1 − y0 ) N (yk + 1, y0 , σ0 )] ∆E(xk , x0 , σ0 ),
σ0
=

= 0,
= 0,
∂ 2 ∆E(xk , x0 , σ0 )
∆E(yk , y0 , σ0 )
∂σ02

∂∆E(xk , x0 , σ0 ) ∂∆E(yk , y0 , σ0 ) ∂ 2 ∆E(yk , y0 , σ0 )
2
+2
+
∆E(xk , x0 , σ0 )
∂σ0
∂σ0
∂σ0


= I0

where


∂ 2 ∆E(xk , x0 , σ0 )
(xk − x0 )3 2(xk − x0 )
= N (xk , x0 , σ0 )
−
∂σ02
σ04
σ02


(xk + 1 − x0 )3 2(xk + 1 − x0 )
− N (xk + 1, x0 , σ0 )
−
.
σ04
σ02
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The next set of off-diagonal cross derivative terms in the hessian are
∂ 2 λk (θ)
∂x0 ∂y0
∂ 2 λk (θ)
∂y0 ∂I0
∂ 2 λk (θ)
∂I0 ∂bg0
∂ 2 λk (θ)
∂bg0 ∂σ0

= I0 [ N (xk , x0 , σ0 ) − N (xk + 1, x0 , σ0 )][ N (yk , y0 , σ0 ) − N (yk + 1, y0 , σ0 )],
= ∆E(xk , x0 , σ0 )[ N (yk , y0 , σ0 ) − N (yk + 1, y0 , σ0 )],
= 0,
= 0,

The three terms in the second degree off-diagonal is
∂ 2 λk (θ)
= ∆E(yk , y0 , σ0 )[ N (xk , x0 , σ0 ) − N (xk + 1, x0 , σ0 )],
∂x0 ∂I0
∂ 2 λk (θ)
= 0.
∂y0 ∂bg0


∂∆E(xk , x0 , σ0 )
∂∆E(yk , y0 , σ0 )
∂ 2 λk (θ)
=
∆E(yk , y0 , σ0 ) + ∆E(xk , x0 , σ0 )
,
∂I0 ∂σ0
∂σ0
∂σ0
The two terms in the third degree off-diagonal is
∂ 2 λk (θ)
= 0,
∂x0 ∂bg0
 2

∂ 2 λk (θ)
∂ ∆E(yk , y0 , σ0 )
∂∆E(yk , y0 , σ0 ) ∂∆E(xk , x0 , σ0 )
= I0
∆E(xk , x0 , σ0 ) +
.
∂y0 ∂σ0
∂y0 ∂σ0
∂y0
∂σ0
The last term in the anti-diagonal corner is
 2

∂ 2 λk (θ)
∂ ∆E(xk , x0 , σ0 )
∂∆E(xk , x0 , σ0 ) ∂∆E(yk , y0 , σ0 )
= I0
∆E(yk , y0 , σ0 ) +
.
∂x0 ∂σ0
∂x0 ∂σ0
∂x0
∂σ0
The expression for the cross derivative is



∂ 2 ∆E(xk , x0 , σ0 )
1
(xk − x0 )2
=
− 1 N (xk , x0 , σ0 )
∂x0 ∂σ0
σ0
σ02



1
(xk + 1 − x0 )2
−
− 1 N (xk + 1, x0 , σ0 )
σ0
σ02
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Diffusion with Drift Time Series

C.1

Introduction

From Chapter 7, the posterior distribution of a diffusion coefficient in a perfectly
observed trajectory was described by an inverse gamma distribution. The case where
a model contains a drift (i.e. velocity) parameter has not yet been discussed here.
It is well known that the simultaneous MLE of a mean and variance parameter in
a normal distribution has a sampling bias. The application of hierarchical Bayesian
inference shows that the sampling bias is the result of how information is allocated
in updating probability distributions as evidence.

C.2

Problem Formulation

Consider a two dimensional single particle trajectory measured exactly at N points
y
x
Z = {zi }N
i=1 , where zi = {zi = xi , zi = yi } (Fig. C.1).
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Figure C.1: Dramatization of a 2-D trajectory. Numbers correspond to the i-th index
of the z coordinate, which is associated with an x and y position.

This trajectory, when finite, can be described well by some approximated model.
If the trajectory is exactly a straight line in the space of the observations, then the
particle trajectory is deterministic and can be modeled by a single parameter vector,
V = {V x , V y }, with the following probability density

P (Z|V ) =

N
−1
Y

δ(∆zi − V ∆ti ),

(C.1)

i=1

where ∆ti = ti+1 − ti is the associated time displacement for ∆zi = zi+1 − zi . For
the straight line model (Fig. C.2), motion behavior is separable by dimension so
a trajectory moving through a two dimensional dimensional space, Z, would be
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represented as
P (Z|V ) =

N
−1
Y

δ(∆xi − V x ∆ti )δ(∆yi − V y ∆ti ),

(C.2)

i=1

Figure C.2: Visual representation of a 1-D straight line trajectory. The blue line
highlights a much thinner probability distribution of particle positions.

However, if memoryless white noise is observed on the trajectory so that a straight
line cannot be modeled, then some scalar variance parameter, D, should be incorporated into the trajectory model. A set of vector values for D can be used to model
anisotropic noise behavior, but the drawback of incorporating this extra level of detail is the slower rate of convergence on parameter inference. White noise effects
can be added to the straight line trajectory model by convolving the deterministic
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drift distribution (Eq. C.1) with a dimensionally separable zero mean normal Gaussian function, N (∆z, 0, 2D∆t), so that the probability density of a trajectory model
parameterized by both drift and diffusion parameters is
P (Z|V, D) =

N
−1
Y

N (∆zi , V ∆ti , 2D∆ti ),

(C.3)

i=1

where the scalar variance term implies the dimensionally separable form
N (∆zi , V ∆ti , 2D∆ti ) = N (∆xi , V x ∆ti , 2D∆ti ) N (∆yi , V y ∆ti , 2D∆ti ). (C.4)
This is the probability of observing a coordinate sequence, Z, given diffusion constant
D and drift coefficient V (Fig. C.3).

Figure C.3: Visual representation of a 1-D straight line with cumulative variance
trajectory (red circles). The gray hashes drawn show the 68% confidence interval of
the next particle position if both V and D are known. The process is memoryless,
so predictions on the next particle position are only based off the current position.
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In the diffusion with drift model, the processes that generate the displacements
in the sequence are memoryless so the following notation is introduced
T (∆zi ) = N (∆zi , V ∆ti , 2D∆ti ),

(C.5)

where T (∆zi ) denotes the probability distribution of the transition between two
coordinates, zi to zi+1 , conditional on a defined isotropic diffusion with drift model
such that
P (Z|V, D) =

N
−1
Y

T (∆zi ).

(C.6)

i=1

C.3

Calculating Posteriors

The likelihood distribution, L(V, D) = P (Z|V, D), is useful for initially establishing
a relationship between the data, Z, and the model parameters, V and D. However, the likelihood is not explicitly the probability distribution of the parameters.
A probability distribution of the parameters is desired because the parameters are
unknown so some metric of uncertainty needs to be established. A probability inversion needs to be performed on the likelihood to get the posterior distribution, the
probability distribution of the parameters. Bayes’ Rule is invoked to produce the
following expression,
P (V, D|Z) = R

P (Z|V, D)P (V |D)P (D)
,
dD dV P (Z|V, D)P (V |D)P (D)

= P (V |D, Z)P (D|Z).

(C.7)

Where the choice of describing the posterior on V as conditionally dependent on a
known D is a matter of preference given that Bayes’ rule states P (V |D)P (D) =
P (D|V )P (V ). As an aside, marginalizing D first would result in a student’s T
distribution for P (Z|V ). From the preferred convention, the conditional posterior is
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described as
P (V |D, Z) = R

P (Z|V, D)P (V |D)
.
dV P (Z|V, D)P (V |D)

(C.8)

The prior distributions are chosen with the restriction that they are conjugant to
the resulting posteriors to provide a solution that can be effectively implemented in
a recursive algorithm. The conjugate priors are
P (V |D) = N (V, µ, 2γD),
P (D) = IG(D; α, β).

(C.9)

Where the prior on V is parameterized by the hyper-parameter vectors describing the
mean, µ, and variance, γ, of a multivariate normal distribution with no correlation
amongst its dimensions. Hyper-parameters are any set of constant values that are
used as arguments of a function to fully describe the probability distribution of another variable. The prior on D is parameterized by the hyper-parameters describing
the shape, α, and rate, β, of an inverse gamma distribution [52]. These conjugate priors can be made uninformative with the right choice of hyper parameters:
α = 0, β = 0, γ = ∞. Following the properties of Gaussian distributions,
P (V |D)T (∆zi ) = N (V, µ, 2γD) N (∆zi , V ∆ti , 2D∆ti )


2Dγ
µ + γ∆zi
= N V,
,
N (∆zi , µ∆ti , 2D∆ti [1 + γ∆ti ])
1 + γ∆ti 1 + γ∆ti
= P (V |D, ∆zi )P (∆zi |D),

(C.10)

where P (V |D, ∆zi ) is the posterior distribution of V updated by ∆zi and P (∆zi |D)
is the conditional evidence of ∆zi to support a model with known D. To update the
posterior on D, the conditional evidence can be used as the likelihood form for the
resulting Bayes’ expression so that manipulating the properties of the inverse gamma
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and Gaussian distributions results in
P (∆zi |D)P (D) = N (∆zi , µ∆ti , 2D∆ti [1 + γ∆ti ]) IG(D; α, β)
!
X (∆z k − µk ∆ti )2
i
Ω(∆zi , α, β, µ, γ)
= IG D; α + 1, β +
k
4∆t
i (1 + γ ∆ti )
k=x,y
= P (D|∆zi )P (∆zi ).

(C.11)

The updated posterior for D is
P (D|∆zi ) = IG

X (∆z k − µk ∆ti )2
i
D; α + 1, β +
k
4∆t
i (1 + γ ∆ti )
k=x,y

!
(C.12)

so that the remaining terms defined by a function Ω is the resulting evidence gained
from ∆zi and reduces to a shifted and scaled Pareto distribution
P (∆zi ) = Ω(∆zi , α, β, µ, γ) =


√
2π Qx Qy β +

αβ α
P

(∆zik −µk ∆ti )2
k=x,y
2Qk

α+1 , (C.13)

where for notational convenience Qk = 2∆ti (1+γ k ∆ti ) is a two component (k = x, y)
vector corresponding to the drift model in each dimension.

C.3.1

Posterior Update Algorithm

Given existing posterior distributions, P (V |D) and P (D), the addition of a single
data point, ∆zi leads to three important updates


µ + γ∆zi
2Dγ
P (V |D, ∆zi ) = N V,
,
1 + γ∆ti 1 + γ∆ti
!
X (∆z k − µk ∆ti )2
i
P (D|∆zi ) = IG D; α + 1, β +
2Qki
k=x,y
P (∆zi ) =
2π

p



Qxi Qyi β +

αβ α
P

(∆zik −µk ∆ti )2
k=x,y
2Qki
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The last term, P (∆zi ) can be used as the evidence supporting a particular tracking model, e.g. what is the evidence that the particle in frame i is the particle in
frame j given a diffusion and drift model with informative but uncertain parameter
distributions? The evidence approaches 0 as α → 0 because uninformative prior distributions are improper i.e. not integrable. Therefore, for tracking considerations its
better to start with an informative prior, even if its weakly informative, so that the
evidence is properly conditioned and can be properly scored against other evidence
terms.
The advantage of using a conjugate prior/posterior approach is that updated posteriors can be calculated with algebraic recursion relations. The corresponding hyper
parameters that describe the posterior distributions are updated after an additional
observation is added to the trajectory
µi + γi ∆zi
1 + γi ∆ti
γi
=
1 + γi ∆ti

µi+1 =
γi+1

αi+1 = αi + 1
X (∆z k − µk ∆ti )2
i
βi+1 = βi +
.
k
4∆t
(1
+
γ
∆t
)
i
i
i
k=x,y

(C.15)

The reason α increments by 1 with every displacement ∆zi is a consequence of
the dimensionality of the trajectory. For an arbitrary number of dimensions, υ,
performing this recursion would give an increase to α by υ/2. Since there are only
two spatial dimensions in this problem, the increase in α is 1. The β term is heavily
influenced by the prior distribution on V . When V is absolutely known, then the
MLE of D, D̂ = β/α, is unbiased. However, uncertainties in V cause the downstream
evidence to weaken which results in a more conservative estimate for D, an apparent
bias on D̂, this bias exists because the weight of the total information gained from
∆zi in estimating V was removed from the subsequent estimate of D.
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C.4

Relaxing Prior Distributions

The time series model in this chapter describes a particle undergoing an isotropic
diffusion process with constant drift. It has been shown that much better models exist
for single particle trajectories in different biological systems [58, 59]. Since its well
agreed upon that constant drift diffusion coefficients fail to describe the dynamics
of long particle trajectories [55], it goes to reason that any tracking software will
perform worse if the priors on the longer trajectories become over informative. Over
informative priors incur systematic biases which will affect downstream analysis on
trajectories.
The issue of informative prior distributions arises often in time series analysis
[53] and control theory[17]. A common solution is to add a decaying memory on the
prior distributions. A decaying memory is some distribution, such as an exponential
distribution, which weights the strength of prior information based off of its temporal
distance from the prediction, the next particle assignment of the trajectory. The
issue with using a single exponential memory function is that it requires the user
to specify the rate of decay as an input parameter. This input parameter could be
”principally” calculated from experimental conditions such as a cell temperature and
frame rate time, but the more pressing issue is that this decay parameter must be
applied globally to all trajectories, or require human post processing, which is an
unreasonable task for tracking of large ensemble data sets.
Another solution is to degrade the certainty of the prior distribution if the next
prediction incurs a large loss from the objective function. The objective function in
this instance is the negative log model evidence, − ln P (∆zi ), which has a different
scaling rate for every row of the cost matrix. Its then necessary to calculate the
expected loss for the prior model used in each row of the cost matrix to determine
the scaling rate for each row. The expected loss is also known as the entropy. The

175

Appendix C. Diffusion with Drift Time Series

evidence of the tracking model derived in Eq. C.13 has the functional form of a
Pareto distribution
P(x; β, α) =

αβ α
xα+1

for x ≥ β,

(C.16)

which has the entropy


 
1
β
exp 1 +
.
S[P(<>; β, α)] = ln
α
α

(C.17)

The updated priors are then subject to the restriction
− ln P̃ (∆zi ) ≤ ln(2π

p

Qx Qy ) + S[P(<>; β, α)],

(C.18)

where transformation of variables generates the additional factors in the right hand
side of Eq. C.18. The left hand side of the expression in Eq. C.18 is the re-scaled
evidence, which is defined as
#
"

X υ(∆z k − µk )2
Q
− ln P̃ (∆zi ) = ln 2π
−ln(υα)−(υα) ln(βυ)+(υα+1) ln υβ +
υ
2Q
k=x,y


(C.19)
The goal is to modify the evidence, P (∆z) → ˜(P )(∆z), by re-scaling the factors
Qk ,α,and β with the multiplier υ so that the updated evidence for the last position
of the trajectory is within the expected entropy of the propagated prior distribution.
In order to get the expression in Eq. C.19, several restrictions were placed on the
updated hyper parameters. The first restriction is the preservation of the MLE of D:
D̂ = β/α = constant. Preserving the MLE was a natural choice since the value is
an explicit component of the entropy. The second restriction is that Qx = Qy = Q.
The variance hyper parameters on the velocity priors should be the same since data
is always always processed as a 2-D coordinate, but this restriction is enforced here
to simplify the derivation. The third restriction is that the scaling multiplier υ acts
inversely on Q and proportionally on β and α. This restriction comes about as
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a mathematical convenience, since the optimization problem would be much more
difficult if scaling terms did not cancel out. The restrictions lead to the following
update equations for the relevant hyper-parameters
if

υ<1

α0 = υα,
β 0 = υβ,
γ0 =

υ −1 [1 + γ∆ti ] − 1
.
∆ti

(C.20)

Where the second restriction defines γ x = γ y = γ. Re-factoring υβ in Eq. C.19 and
manipulating other terms results in
"
#
P
 
k
k 2
(∆z
−
µ
)
β
k=x,y
− ln P̃ (∆zi ) = ln(2πQ) − ln(υ) + ln
+ (υα + 1) ln 1 +
.
α
2βQ
(C.21)
Substituting the expression in Eq. C.21 into Eq. C.18 and removing common factors
from both sides of the equation reduces the expression to
#
"
P
k
k 2
1
k=x,y (∆z − µ )
≤1+ .
− ln(υ) + (υα + 1) ln 1 +
2βQ
α
Re-factoring the components in Eq. C.22 results in the expression
"
#
P
k
k 2
(∆z
−
µ
)
ln(υ) + 1 + α−1
k=x,y
≥ ln 1 +
.
υα + 1
2βQ

(C.22)

(C.23)

Since relaxation of hyper parameters is only desired up to the value of the original
entropy, the inequality in Eq. C.23 is set to an equality. The solution to the required
υ involves the Lambert W function,
−W (−αD exp[D − 1 − α−1 ])
αD
"
#
P
k
k 2
(∆z
−
µ
)
k=x,y
D = ln 1 +
.
2βQ
υ=
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Re-scaling the prior distribution hyper-parameters will ensure that the distributions
are never grossly over informative. This helps for tracking of particularly long trajectories.

C.5

Sequential time series update procedure

Given the expressions derived in this chapter, the resulting procedure that should be
implemented in particle tracking software is as follows:
1. Define initial hyper parameters corresponding to a set of informative
prior distributions.

Figure C.4: The hyper parameters are initialized to define the attributes of the
conjugate priors.
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2. Calculate the evidence of all connection hypotheses given the tracking algorithm.

Figure C.5: Two Gaussian distributions can be re-factored into two other Gaussian
distributions..

Figure C.6: A Gaussian and an inverse gamma distribution factor into an inverse
gamma and Pareto distribution.
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3. Make a connection decision with scored costs.

Figure C.7: Evidence values are scored as a function of trajectory history and the
hypothesized displacement.
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4. Check to see if decision was expected given the prior, if not, re-scale
hyper parameters accordingly.

Figure C.8: The loss function for scaling back prior hyper parameters is known as
a dead-zone loss since values less than the expected entropy results in no change to
the priors.

5. Update hyper parameters with the most recent connection.
µi + γi ∆zi
1 + γi ∆ti
γi
=
1 + γi ∆ti

µi+1 =
γi+1

αi+1 = αi + 1
X (∆z k − µk ∆ti )2
i
βi+1 = βi +
.
k
4∆t
(1
+
γ
∆t
)
i
i
i
k=x,y
6. Repeat steps 2-5 until the trajectory ends.
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C.6

Conclusion

The recursive time series analysis of the 2-D trajectory as discussed in this chapter
provided insights for assigning a good cost for particle connections. Given an initial
likelihood described as two Gaussian functions, the corresponding probability distribution of the data is in the form of a Pareto distribution once all of the model
parameters have been marginalized.
The relaxation procedure is necessary because the posterior for the tracking models will converge to a fixed distribution after successive observations if the prior distribution retains all past information. Additional restrictions were put on the relaxation
procedure to guarantee a near analytical solution. Had the scaling parameter been
unique for α,β and Q, the optimization procedure would have been much slower and
this approach would not be feasible for a conventional tracking algorithm. More
work should be spent verifying that these restrictions lead to an optimal approach
for this problem.
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