Abstract-The ability to follow the gaze of conspecifics is a critical component in the development of social behaviors, and many efforts have been directed to studying the earliest age at which it begins to develop in infants. Developmental and neurophysiological studies suggest that imitative learning takes place once gaze-following abilities are fully established and joint attention can support the shared behavior required by imitation. Accordingly, gaze-following acquisition should be precursory to most machine learning tasks, and imitation learning can be seen as the earliest modality for acquiring meaningful gaze shifts and for understanding the structural substrate of fixations. Indeed, if some early attentional process, based on a suitable combination of gaze shifts and fixations, could be learned by the robot, then several demonstration learning tasks would be dramatically simplified. In this paper, we describe a methodology for learning gaze shifts based on imitation of gaze following with a gaze machine, which we purposefully introduced to make the robot gaze imitation conspicuous. The machine allows the robot to share and imitate gaze shifts and fixations of a caregiver through a mutual vergence. This process is then suitably generalized by learning both the scene salient features toward which the gaze is directed and the way saccadic programming is attained. Salient features are modeled by a family of Gaussian mixtures. These together with learned transitions are generalized via hidden Markov models to account for humanlike gaze shifts allowing to discriminate salient locations.
I. INTRODUCTION

B
ECAUSE of the evolution of gaze following in infants, imitation learning appears to be the principal vehicle of gaze development and attention, as underlined by Meltzoff and Moore in [46] . Gaze-following and gaze-imitation studies in early infancy offer a methodology to understand the development of visual search processes and to model scanpaths both in bottom-up, stimulus-driven, and top-down visual search. The findings of the researchers mainly in the developmental sciences can be adapted to model the robot visual system. The main difficulty with robots is to settle a plausible development of behaviors to attain a biologically inspired model of attention. For example, can face imitation and human gaze following be achieved before scanpath learning? Indeed, in the last years, psychological and neurophysiological studies carefully discriminated in classes of ages from 3 to 18 months to understand how gaze following emerges in human (and animal) infants. In [12] , Butterworth and Cochran have argued that infants younger than 12 months simply follow the direction of the adult head movements fixating at the first available object. Tomasello and Moll [47] report on two basic experimental paradigms to closely determine how infants understand adult head/eye movements; the two paradigms are the Eyes Status paradigm and the Barriers paradigm. In the first one, Corkum and Moore [18] settled that the experimenter gazes to a specific location either by: 1) moving both head and eyes; 2) moving head only (eyes looking straight ahead); or 3) moving eyes only.
As reported by Moll and Tomasello, they found that only the 18-month-old infants seemed to care about eye movements. On the other hand, Brooks and Meltzoff [9] designed an alternative gaze-following procedure, in which the adult's eyes can be either closed or open. Brooks and Meltzoff found out that 12-, 14-, and 18-month-old infants gaze followed more often in the open-eyes condition than in the closed-eyes condition. In [10] , Brooks and Meltzoff specified three intervals at 9, 10, and 11 months to apply their experiments and have shown that the great changes happen in these 90-day intervals before one year of age. In particular, at nine months, the infants are insensitive to closed or open eyes and so they are "not truly gaze following," and gaze following develops at 10-11 months [10] . Moll and Tomasello [47] investigated gaze following in 12-and 18-month infants behind different kinds of barriers (second paradigm) and found in two different studies that 12-month-old infants have already developed a kind of automatic gaze following, "point out and show objects to others, and engage in joint attentional interaction, imitate intentional actions of others" (see also [14] ). Okamoto et al. [51] have shown that a 13-month-old infant chimpanzee can follow human social cues including glancing and, by 21 months, can follow pointing to an object. Also, Tomasello et al. [69] report on chimpanzees, showing that they are able to follow the gaze direction of a human experimenter by observing the eye direction alone, independently of the head movement. Further, Ferrari et al. [26] have shown the ability of monkeys to follow the gaze of humans. To date, there is no evidence that other animals can use eye gaze alone to monitor where a human observer is looking to direct the gaze toward an object that is outside their immediate field of view [57] .
In this paper, we present a model for learning a visual search process essentially based on imitating human-eye scanpaths and on the interpretation of features at fixations, basing on a pregaze-following process, i.e., without looking into the human eye. The imitative process is made possible by a gaze-imitation machine allowing the robot to follow the human gaze through shifts and fixations. With the gaze-imitation machine, visual search training can be done both online and offline. In online training, the tutor wears such a machine standing beside/behind the robot (see Figs. 1 and 2), which scans the visual scene in parallel with the caregiver gaze, and thus, it verges its own gaze toward the same locations, using the real-time information coming from both the inertial sensor (supplying information for head angles and velocities) and eye tracker. In offline training, the tutor explores the environment with the gaze machine and then the frame sequence labeled with the data obtained by the sensors is passed to the robot. In the perspective of coordinating a hand-by-hand visual exploration of the environment, it is paramount to focus on online training.
The idea of implementing robot's gaze following is not new. Earlier studies of Scassellati [63] and Braezeal and Scassellati [8] , developed in the COG project, have shown successful experiments of joint attention in robots. For example, in [63] , Scassellati describes the strategy implemented for joint attention based on a task-based skill decomposition diversified into four stages: "maintaining eye contact, gaze following, imperative pointing, and declarative pointing." To maintain eye contact, Scassellati [63] implements a smart face recognition and suitable relations between both head and body, and pupil and eye. To obtain gaze following, the angle of gaze to a distal object is extrapolated, and motor routines for alternating between the distal object and the caregiver are implemented. Deak et al. [25] have studied contingent behaviors in shared attention similarly to Scassellati, while in [31] , [39] , [48] , and [49] , gaze detection is improved with pointing interpretation. Also, Shon et al. [66] propose architecture for the instructor head following to learn the saliency of given objects in the scene. In recent studies, Triesch et al. [36] , [71] , [72] have proposed a computational model for the emergence of gazefollowing skills, in infant-caregiver interactions, based on a reinforcement learning approach. The authors point out that shared attention denotes a set of different skills including gaze following, pointing, and requesting behaviors, and they use the concept of joint attention as a precursor of true shared attention. Triesch et al. show that a selected set of elements, such as perceptual skills and preferences, TD-learning, habituation, and structural social environment provided by caregiver, is engaged in infant gaze-following learning. This basic set is used to build both a caregiver model and the infant model based on a pleasure-driven reinforcement learning agent. Besides, studies on gaze interaction, the longer term, multiutterance structure associated with social signaling has been studied by Pentland (see [53] - [55] ). In particular, he has developed an automatic measurement method for quantifying these forms of interaction using the measurements to predict social behaviors. A quantitative model of implicit interaction can help understand many hidden imitative processes, as those explained by the mirror neurons [60] .
All these major works on robot gaze following and shared attention concentrated on human robot interaction: face and eye recognition to infer gaze directions and gaze pointing objects in the scene. So far, it seems that none have investigated how to initially model the robot visual search process by imitating the human ability to saccade and foveate part of the visual array [27] . In this paper, we propose a model for robot learning of overt attention that accounts for its time-spatial character and for the involved eye movements such as fixations, small pursuit and saccades (see [24] and [27] ), and also accounts for the effects of visual features on eye guidance and fixations. The model proposed allows the robot to learn some stereotypical head-eye movements and shift to the next fixation according to features emerging from the visual field due to saccadic programming.
A. Motivation of the Experiment
This paper settles the robot scanpath learning by imitating where to address its gaze in a cluttered scene, and it is essentially directed to the acquisition of those skills actuating the human ability to scan the visual scene and cast the eyes toward salient spots. While in experiments on human visual search, one or more targets are required to be located with the eyes, in this paper, the caregiver is asked to randomly explore the visual scene and to land the gaze on what she considers interesting.
The learning process, in the online setting, consists of three phases. In the first phase, the tutor explores the environment moving both eyes and head, the robot follows the same movements exactly, and it samples features from the image according to the velocity of the gaze (Sections II and III). Imitation processes are repeated online from several vantage points, and finally, a global sequence is obtained by transforming all the learned sequences into a global one with respect to a specific reference point. This first phase serves to learn the time-space character of overt attention by imitating how saccades and head movements, accompanying the eyes, are guided. The robot acquires the correct set of data like displacements and salient features selected from fixations. The model is defined in terms of the topology of a hidden Markov model, i.e., transitions and emissions.
In the second phase, the system assigns a meaning, or a statistical semantics, to the observations learned by imitation, singling out the learned salient features in the scene. This phase serves not only to discriminate interesting elements in the scene from noninteresting ones but also to indicate how the next region for fixation can be selected and located in the current one. This phase deals somehow with covert attention in the sense that it provides the robot with a model to preview the next fixation location (see [27] ). As will be further explained in Section III and subsequent sections, this phase draws the saliency map of the visual scene.
In the third phase, the robot performs its own gaze wandering, generating scanpaths from the learned model, and it reports on its findings. That is, given a sufficiently wide area (we have chosen our 120-m 2 laboratory), the robot can generate several gaze paths directing its attention toward what it considers salient conforming to the training set acquired by imitation. For this third phase, we consider experiments performed according to two algorithms described in Section IV. The experiments show how robot gaze wandering relates to the cumulated experiments performed under the caregiver assistance. Note that a further generalization across different environments requires an abstract space model of the gaze that can be built on the present one. This paper is organized as follows. In Section II and in the subsequent sections, we present the imitation process and the Markov model underlying the learned sequences. In Section III and subsequent sections, we present the learning process concerned with feature extraction; more details are given in Appendix I. Finally, in Section IV, we report on the results of the learning phases showing how the robot applies the learned processes. Details on the implementation are provided in Appendix II.
II. PHASE I: IMITATION PROCESS
In this section, we describe the imitation learning phase. We first present the imitation process driven by the gaze machine and further the double-process Markov model induced by the visual exploration, according to the motion field determined by gaze shifts and fixations.
A. Experiments and Gaze-Machine Description
Each imitation experiment consists of a joint exploration of the environment by the tutor and the robot sitting side by side, and it lasts no more than 2 min, during which the tutor tries to look around naturally and stare possibly with eye and head coordinated (i.e., not in contrasting directions) at all the objects she considers interesting. The robot follows the tutor gaze trajectory. When the tutor finds something interesting, she allocates her attention fixating the item, and the robot samples from its image according to the sampling parameter for the fovea [see (7) ]. During each training experiment, the following constraints have been imposed.
1) The relative position of tutor and robot cameras is kept constant. 2) There are no translational movements of the tutor head but only of her gaze.
3) The tutor lets her head follow the saccades to maintain the head-eye movements consistent.
B. System Description
The system is designed as a client/server architecture. The processes run on different laptops and communicate over a wireless Tcp/Ip channel. The tutor gaze tracking process is the client sending motor commands to the robot gaze server process. The tutor process generates a sequence of instantaneous set points that are conveyed to the robot gaze process.
1) Gaze-Machine Description:
The gaze machine consists of a helmet equipped with a camera (the eye tracker) coupled with a infrared LED light, both pointing to the right eye, and an inertial platform to capture the head instantaneous angular pose (see Figs. 1 and 2 ). More specifically, the helmet is equipped with the following.
1) An inertial platform Xsens MT9. The MT9 tracker reports 6-DOF information regarding sensor orientation in terms of Euler angles roll, pitch, and yaw. 2) A black-and-white CMOS microcamera connected to a USB frame grabber to grab the eye and pupil images. Two infrared emitters are coupled to the microcamera pointing toward the eye to enhance the contrast of the pupil with respect to the sclera. 3) A couple of fire wire AVT Marlin cameras to estimate the depth of the foveated scene as seen from the tutor point of view. Inertial orientation and eye images are sampled at a frequency of approximately 5 Hz. The robot is an ActivMedia mobile platform called Pioneer 3DX. The visual apparatus of the robot consists of a two-lens compact color stereo camera by Point Grey Research named Bumblebee, delivering color and dense 3-D map mounted on a two-axis DirectedPerception motorized pan-tilt unit.
2) Robot Head Control and Eye Tracking: Real-time information about the head pose of the tutor is obtained via the previously mentioned measurements in terms of Euler angles from the inertial platform mounted on the helmet. The axes form a right-handed reference system. The tutor (respectively robot) looks in the positive Z direction, with the right side corresponding to the positive X direction, and the vertical underside corresponding to the positive Y direction. The rotation and translation matrices of the robot axes, with respect to the tutor axes, are defined as the composition of elementary and subsequent rotations around Z, X, and Y axes and are modeled as usual. For eye tracking, we considered only the pupillary axis l P assumed to be orthogonal to the image plane (for more details, see, e.g., [68] ). The black and white image of the eye is rotated 90
• and flipped, because the camera is reversed, and reduced to a (40 × 40) window imaging the eye ball only. After the reduction, because of the LED light, only the pupil appears to be dark while the remaining pixels have intensity values greater than 85. The pupil center is taken to be the sample mean of the (40 × 40) window values less than 85. The eye-ball radius has been established on l P by experimental calibration. Given the radius, the pan and tilt angles of the eye are easily obtained, as described in [24] (see Fig. 3 ).
Given the angles from both the MT9 tracker and the eye tracker, and the mentioned transformations tutor-robot, the pan, tilt, and roll angles accounting for the gaze scanpaths are obtained for each time step t and indicated as θ t = (ϕ, ψ, ρ). Hence, without loss of generality, we assume that what the tutor is staring at is projected into the center of the current frame as acquired by the robot. Note that the fields of view of the tutor obviously differ from that of the robot during the training process, while the foveated parts of their visual array coincide. The images recorded by the robot camera, during the imitation process, are labeled both with time and the three mentioned angles in radians, with respect to the initial center. Each training experiment amounts to about 260 frames.
C. Imitation-Based Training Process
The imitation-based training process transforms a class of sequences of gaze shifts and fixations into a Markov model of the robot visual search process, given a fixed environment. The notation for this section is summarized in Table I .
1) Preliminaries:
We define the visual scene, indexed by time t, in the robot reference frame, as a pair of frames . We shall consider the vectorized representation of the frame F t as a matrix I F t of size (mn) × 6. We define the gaze displacement q t as a vector whose distance and inclination with respect to the robot reference frame origin, at time t, are r t and (ϕ t , ψ t ), respectively.
A central concept in the model is the robot fovea, or simply fovea, which is the foveated part of the visual array; more specifically, a fovea is a region of the frame, which we denote 
..,K , and it is centered in the center of F t , taking the same time index of the frame. Here, U i are the spacetime features, and V i are the color features. The properties of Γ t specifying its dimension and the features U i and V i will be described in the sequel (see also Appendix I).
The gaze velocity C t measured at the center of each frame is obtained from the velocity field as in [38] , but inverting the translation, in order to trace the direction of the gaze, and considering the average velocity between two frames, for the translational (along the Z) and the rotational velocities. Note that, because the fovea and frame centers coincide, the velocities of the gaze at both the center of the fovea and the frame are the same, and analogously the value of the [X Y Z] coordinates. The depth of the center of Γ t is denoted by r t . Further, we assume that there exist two reference points p a and Fig. 4 . As the training starts, the tutor fixates the reference points pa and p b (here in red and green) to recover the bearing angles and distances needed to localize the observation point position and initial direction. By following this procedure each time, it is possible to express the relative directions and distances of every observation in a common reference system. p b in the environment, which are visible for all experiments; the distance from the robot to both points can be measured in some frame F D i , F D j ; the angle between p a and p b and the angles between the straight direction of the current experiment and both p a and p b can be measured by the head-eye tracker simply fixating at each of the reference points from the current robot position (see Fig. 4 ). Hence, there are R = {R a , R b }, consisting of two rotation matrices |R a | = |R b | = 1 transforming a scanpath triple θ t , at time t, into the reference frame of p a and p b , and u = {u a , u b }, the two associated translation vectors.
An imitative training process consists of a number M of sequences S of steps σ t indexed by time t = 0, . . . , T :
Here, I ∈ M is the index of the sequence, Γ t is the fovea, as defined above, θ t = (φ, ψ, ρ) are the scanpath angles, as specified in Section II-B2 (we shall often use θ t = (φ, ψ) whenever ρ is not used), and C t is the velocity of the gaze at the center of the fovea Γ t . Finally, R I and u I are the rotation and translation transforming the local sequence into a global one according to the two reference points. 1 Thus, each step σ I t , relative to a sequence S T I , can be transformed through {R I , u I } I=1,...,M into a step of a global sequence S under the hypothesis that the environment is the same for all training experiences, and only the vantage point changes.
2) Fixations and Shift Modeling: Let us consider the steps
The data in each step are interdependent. In fact, the gaze velocity at the fovea center accounts for eye movements leading or not to fixations, i.e., landing on interesting regions of the visual scene or shifting over them. The current displacement q t obtained by θ t and r t , at time step t, depends from the one in the previous step t − 1 because of the saccadic system anticipating future interesting regions. The interest for a visual region spotted in the fovea Γ t , in turn, depends from its features and the current displacement, which is also due to saccadic programming. We thus define two stochastic processes. The first, underlying the visual search in a sequence S To model these processes, we approximate the spherical sector of the visual scene explored in S T I , from the current vantage point, with a cuboid whose dimensions are given by r = max{r 1 , . . . , r T }, and by the extreme right and left pan angles, and the extreme up and down tilt angles. The cuboid is partitioned in N smaller cuboids of the same size and whose dimensions are obtained according to parametric angles h pan and h tilt and a parametric length h c . That is, H = diag(h pan , h tilt , h c ) is the bandwidth matrix of a quantization in R 3 of the gaze displacements and, accordingly, of the foveas Γ t that occurred in a sequence S T I (respectively S), and it defines the state space.
Let the displacements q 1 , q 2 , . . . , q n from a sequence S T I be a set of independent identically distributed (i.i.d.) random variables sampled from an unknown density f . Let q be a displacement in the state space, and H be the bandwidth. Let
be the truncated Gaussian kernel with u = (q t − q). Then, a nonparametric estimation of f iŝ
Clearly, for each choice of bandwidth H, there exists a function f approximating gaze-displacement density. As can be seen from Fig. 5 , the modes off H must be at fixations, around which several eye movements are directed, because the gaze keeps coming back in the regions of fixations (see also [27] ). The modes of the densityf (q) can be found using the mean shift estimate of the gradient:
Here, m(q) is the sample mean at q
Mean shift is a mode-seeking algorithm (see [16] and [29] ). Finding the modes amounts at finding fixations. Therefore, for the specific behavior of the gaze densityf , we introduce a parameter of the gaze process determined by the gaze speed This rule mirrors the human-brain attitude not to process what is glimpsed while shifting the fovea between a fixation and the following one, focusing instead visual attention only during fixations. Cognitive scientists refer to such phenomenon as change blindness [58] , [67] . To accommodate a conspicuous relation between gaze velocity and amount of information processed, we suitably model the properties of Γ i , because at fixations, the role of attention is to maximize the amount of visual data. More specifically, Γ i is the foveated part of F i , centered in the center of F i , with the shape of an ellipse whose inclination with respect to the Z coordinate is given by the roll ρ and whose dimension depends from the componentsẊ andẎ oḟ C. Namely, the fovea is an ellipse centered at F i and such that the semimajor axis is defined as follows:
The semiminor axis is analogous but withẎ substituted forẊ. This implies that the enclosed region will be greater than a point (i.e., the center of F i ) only at fixations, and its size will decrease with increasing distance of the item of the visual scene stared at; examples are given in Fig. 6 (see Appendix I for more details). Therefore, each fovea Γ t , at time t, in a training sequence S T I has shape, inclination, and dimension induced by the velocity field of the gaze at its center (Fig. 7) . Each state in the state space could be labeled by a fovea, carrying feature information according to the velocity of the field. However, in actual training, only some states have been visited. We shall assume that in the limit, all states are visited, and thus, all states are labeled. Note that, because locations in the visual scene are relative to the observer at time t, at location L, an item might be visible, which at time t + 1 might be occluded. To overcome this problem, we define equivalence classes of foveas that uniquely identify a specific item in the state space, with respect to the training data. To determine an equivalence relation between foveas, we shall first group the foveas according to correlation and distance. Given foveas Γ i , Γ j , the correlation between foveas' points x and y, where x (respectively y) are the color components of Γ i (respectively Γ j ), is
We note that since we have chosen the color components of the fovea, then x (respectively y) have a normal distribution (according to the Jarque-Bera test), and the Z-Fisher transformation confirms that k ij = 0 implies no correlation. The correlation coefficients are further weighted with the Euclidean distance d ij measured at the real-world coordinates of the center of the foveas, to facilitate clique finding, and scaled so that for distances less than the bandwidth norm (h pan , h tilt , h c ) ,
The result is a sparse correlation coefficient matrix (see Fig. 8 ), which, after relabeling and permutations, leads to the adjacency matrix of the graph of all the foveas of the training sequence. The foveas forming cliques (a single fovea is already a clique) induce an equivalence class. More precisely, given a threshold value w
is an equivalence class of foveas indexed by the state it labels. Note that we should add a probability
; this is simply obtained by an indicator
is in the cuboid of q k ; here, c k is a normalization constant as more than one class can label a state due to changes in the environment. The second process is the emission of symbols at states, about the state being a fixation or not, where the probability of an emission o t at time t depends only on the current state, i.e., p(o t |q j t ) is the probability that at time t, state q j is a fixation o t . Therefore, given a sequence o 1 , o 2 , . . . , o k , if we know the states at which each fixation (respectively shift) occurred, we also know the corresponding foveas from the displacements (Fig. 9) . For example, suppose that the sequence o 1 o 2 o 3 o 4 is emitted, and we find that the emitting states are The two described processes can be reduced to a specific labeled Markov model Λ H = (f,
The bandwidth H can be estimated by the MAP recognition criterion, starting with some experimentally defined H, i.e.,
where p(Λ H ) is uniformly distributed on the set of models.
Observe that the learned model Λ H is supposed to be obtained from a set of sequences {S I } I=1,...,K , each normalized with respect to one of the two reference points p a (respectively p b ) using the associated rotation matrices and translation vectors.
III. PHASE II: LEARNING THE FEATURES
The general problem of attention in visual systems has solicited great interest since the early works of Treisman [70] , Bergen and Julesz [3] , and Koch and Ullmann [13] (and many others like [11] , [17] , [30] , [35] , and [62] to cite only a few). The interest has rapidly increased because visual attention is the principal way to suitably deploy visual resources during any robotic task. It is a general opinion that any complex visual system will need a good selection mechanism to dynamically allocate its spatially limited processing resources appropriately [74] . A good attentional process serves to select some crucial regions of the scene out of the massive flow of information in space and time, and thus to efficiently process visual information.
In several studies, Itti et al. [32] - [34] have shown that focalization feeds back to bottom-up processing, and a parallel top-down process intervenes for further selection. Therefore, that is now commonly accepted the view of a two-component framework [3] , [6] , [7] , [35] : a bottom-up fast primitive mechanism that biases the observer to selecting stimuli based on their saliency, and a slower top-down mechanism with variable selection criteria, which directs the spotlight of attention under cognitive volitional-control mainly task driven. Demiris and Khadouri [22] note that while imitation of some specific task is performed, the robot cannot anticipate what will be interesting in the scene, since it does not yet know the perspective or the strategies of the task still to be learned. Therefore, in hierarchical attentive multiple models for execution and recognition (see [20] and [21] ), multiple hypotheses, on which of the possible strategies the demonstration will follow, are made. Then, topdown attentional cues are used as a confirmation for these hypotheses, solicited by suggestions looming from the bottomup saliency map. This is indeed a common problem concerning not only learning by imitation but also reinforcement learning. The agent-environment interaction requires rapid gaze shifts alternating fixations, and very little help can be given from top-down guidance in searching interesting features, as far as the real task to be pursued is not yet known. The main difficulty in demonstration-based task learning is the cyclicity of the attentional mechanism mainly with respect to top-down selection of features relevant to the current task: To activate top-down attention, the task should be known, and to follow the demonstration task, the top-down attentional cues should be available. Both developmental scientists and primatologists show that the very early development of the ability to follow the gaze leads the infant to discover her own strategies for looking for salient features in the environment, but after several months of replicating adult behaviors.
A. Learning Salient Features
In Section II-C, we have delineated a method to model visual search and have shown that a model Λ H can be learned from a number of learning sequences. We have also seen that the states are labeled by foveas whose dimension depends on the velocity field. In this section, we discuss how the features of the foveas are classified in order to make the learning reproducible. We have considered three classes of features, the spatial features, i.e., location and displacement in the image and in space, the color features, and finally the variation features, i.e., the distance and color gradients (see Appendix I for more details on this dataset). Because there is no knowledge on the local characteristics of the input data, mixture models are appropriate, as they have proved to be robust to fit a very general family of densities: if the number of components is suitable enough, then almost any density may be well approximated by this model [52] . Thus, we assume that in feature space, the approximating function is a Gaussian mixture. Law et al. [40] proposed an algorithm to simultaneously select salient features and estimate parameters with expectation maximization (EM), using compact coding via minimum message length (MML). However, in the case of saliency learning, it is more appropriate to keep the feature space dimension constant, as the relative importance of a feature in comparing two distributions is meaningful. On the other hand, a well-known and widely experimented feature-extraction method, such as the scale invariant feature transform, introduced by Lowe [42] , is inappropriate in this context, as the feature set that we have chosen is based on 3-D space data, color, and velocity. The same applies to other local feature descriptors like Gabor-Jet [19] or local grayvalue invariants [64] . Despite the robust invariance to translation, rotation, and change in scale, across different views of the scene shown by the aforementioned feature descriptors, we adopted a less localized but more gaze-based feature descriptor to catch the appearance similarity of objects and views rather than finding specific correspondences of points. The estimation of unknown parameters from the training data is usually solved with the expectation maximization algorithm [23] , which despite several alternatives (gradient descent, method of moments, sampling MCMC, etc.), remains the simplest with a reliable global convergence, and yet somehow efficient. The well-known limitation of EM is model selection, analogously as for the hidden Markov models. In principle, each data point in feature space is a component, but a high number of components besides infringing the minimum description length (MDL) principle on complexity causes overfitting. On the other hand, few components cause a loss of information, which could be crucial to the classification of new data. In the case of fovea classification, besides estimating the initial centers and the number of components, for EM initialization, the following problems need to be considered. 1) For each equivalence class [Γ i ] k of foveas, labeling a state, estimate its probability density function g. 2) Estimate the similarity K(g i , g j ) between g i and g j for all i and j to obtain a lookup table of possible similar regions in the scene, besides recurrence, to be used to generalize the learned exploration path. A finite mixture of Gaussian is defined as
, where k is the number of components, the mixing coefficients π i are nonnegative and i π i = 1. Θ = (µ 1 , C 1 ) , . . . , (µ k , C k ) (for details, see, e.g., [5] , [23] , [44] , [45] , and [56] ). To fit the mixture model to the data, we use the EM algorithm. As remarked above, several methods have been devised in the years to initialize the EM; among these, the hierarchical model-based clustering [28] , maximization of the Bayesian information criterion [65] , or other information criteria methods such as the Akaike information criterion [1] , the K-means, nonparametric Kernel methods, the above recalled MML [73] , MDL [59] , and also scale-space theory [50] , the normalized entropy criterion [4] , and many others. A collection of some of these methods has been implemented in [41] . For practical purposes, we initialize the EM with K-means, maximizing the intercluster distances; therefore, components becoming too small are dropped, in so avoiding clusters with small priors. K-means returns together with the number of clusters and also their centroids which are used initially by EM. The probability values obtained by the mixture g r fitted to the points {U i , V i } i=1,...,n of the equivalence class of foveas [Γ j ] r are backprojected into the foveated related frames, and we obtain a probability image I p where each point is assigned a probability by the mixture density (see Fig. 10 , where just a single fovea was fitted). Recent studies (e.g., [15] , [37] , and [43] ) have investigated how to extend kernels to evaluate the similarity between probability distributions, inducing a kernel between points in the original input space. Jebara et al. [37] have studied these product kernels systematically. Given two set of samples X and X generated by two distributions p and q, and given that for some rational w, X p(x) 2w dx and X q(x) 2w dx are well defined, the probability product kernel between p and q [37] is an estimate of the kernel between the observations, i.e.,
A special case with w = 1/2 is the Bhattacharyya distance. When w = 1, then the kernel is called in [37] the expected likelihood kernel
In [43] , it is shown that the expected likelihood kernel between two estimated Gaussian mixtures g i and g j can be evaluated in closed form, without integration, by computing α Kβ, where α and β are the mixing coefficients of the two mixtures and K is a matrix of coefficients where each coefficient is obtained by the product of a pair of normal distributions from the two Gaussian mixtures. That is, each coefficient
.
We show (see Appendix I.B) that the expected likelihood kernel can be equivalently computed by a simpler convolution leading to analogous similarity measures between Gaussian mixtures (see Fig. 10 ). The matrix of the distances will be used as a lookup table during the experiments.
IV. PHASE III: EXPERIMENTS, APPLYING THE LEARNED GAZE PROCESS
At the end of the learning process, the following set of hypotheses has been collected. 1) A set Q N of states, where each state indicates a gazedisplacement interval, and it is labeled by equivalence class of foveas.
defining the transition and emission matrices for the above states, given a bandwidth H. 4) A sequence G = g 1 , . . . , g m of Gaussian mixtures labeling states. 5) A lookup table for distances k(g i , g j ) between each pair of mixtures. We used the trained model in two ways: 1) generating a sequence of states and verifying whether in those states, which are fixations (or in the neighbors), one of the most likely foveas was present; 2) generating a sequence of emission symbols and verifying whether in the states, most likely to have emitted those symbols, the corresponding features are observed. We made the assumption that the position of the agent does not change when performing a generated sequence, but for the two juxtaposed initial states, indicating the reference points p a and p b , required for orientation. For the first algorithm, we shall use the following notation.
Notation: I F i is the vectorized presentation of the current frame F i . I p is the backprojected image of the probability estimated by a Gaussian mixture on a cluster of foveas Γ (as defined in Section III-A), and τ is a threshold for such a value. Here, a generic state is called q i , θ = (ϕ, ψ) denotes directions, and a single emission of symbol o k in state q j is indicated by e j (o k ). Let S T be a sequence of length T generated by a model Λ H = (f, P, E), P transition and E emission matrices, under the specification of the bandwidth H.
here, Ψ j denotes the parameters of the Gaussian mixture estimated from the class of foveas [Γ] j , and is a threshold. We write
to indicate that at step t, the state q t generated cannot be associated with fixations recognized by some mixtures. We define η = 1 − (1/t d ) to be a rejection rule having the following rationale. If at step t of the performed exploration a state fails to acknowledge all the expected symbols, that is, none of the mixtures associated with this state returns an acceptable value, then at each reoccurrence of the same association, the system will reinforce its hypothesis of rejection. When η = 1, then if the system will incur again in this state, it will assign to it the null value (as in a previous state) and will no more try to retrieve values for the expected emissions from this state.
For the second algorithm, we make use of the following notation. I The first algorithm is presented in Algorithm 1 and outputs a sequence of states (fixations) with the mixture parameters of the foveas at fixations.
Algorithm 1 Scan path
Input:
η < 1 (If either this state never occurred or it occurred but was a failure and the rejection rule less than 1 ) then gaze at θ i ;
, accept values of visited states into the current state) end if t = t + 1 end while
In the second algorithm, the agent is given a list of mixture classes to search for, and it returns a vector of boolean values and goes as follows in Algorithm 2.
Algorithm 2 search task
Input: (E, P, θ 0 ) Output:
(An equal or similar state was found) else while (∆ j = {} and p < τ ) do 
end if end if end while
To perform the two tasks, we have first performed three types of imitation training experiments with different caregivers. At the end of all the experiments, we have trained the hidden Markov model on the basis of the states and observations found; likewise, we have defined the structures of the mixtures and created the lookup table with the distances.
We have performed all the training in the same environment but with different scenarios and different vantage points. A visible north and south reference points were set; so that at the beginning of each experiment, it was enough to look to the points to obtain both the pan, tilt angles via the inertial platform, and the distance between them and the current position (via the cameras). These two initial frames of the experiment were set for the complete learning phase, when the hidden Markov model with all the sequences is learned. We shall first describe the three classes of experiments, for imitative learning purpose, and then we shall discuss the tests.
1) Experiment 1:
The sequences have been drawn in the scenario illustrated in Fig. 11 . Three imitation sequences have been performed by three observers obtaining 721 frames. From these frames and the nonparametric densityf , 26 fixations were found with mean recurrence of 2.73; this is the mean number of foveas found close to each fixation. We considered the overall mean with respect to the mean of each training sequence. The distance matrix has identified only three similarities not already identified by foveas' correlation, and in fact, these similarities concerned the foveas of two chairs at the opposite side of the scene, a frame and the corner of a table.
2) Experiment 2: The sequence has been drawn in the environment presented in Fig. 16 . Six imitation sequences have been performed by five observers obtaining 1370 frames. From these frames, 38 fixations were found, with mean recurrence of 4.3. Note that the higher recurrence is due to the fact that the scene is less cluttered than the one used for the first experiment. The distance matrix has found five similarities, with two incorrect similarities, in the sense of human ground truth.
3) Experiment 3: The third experiment was performed looking in the direction that appears in Fig. 11 . Two imitation sequences were drawn by two observers (different from those of the previous experiments), and we obtained 418 frames. From these frames, 21 fixations were found, with mean recurrence of 1.8. Here, the low recurrence is due to the fact that from this vantage point, it was possible to see people at work and the environment was very cluttered. The distance matrix has found six similarities, one of which was incorrect, in the sense of human ground truth.
4) Tests:
We have performed 40 tests for the two algorithms described, on the basis of the above described ten training sequences. From the training, we had 85 fixations. From these, we obtained a number of 37 mixtures, and a lookup table with seven detected similarities was created. The system determined a Markov model with 55 states (namely 54 states plus the first state, the two initial pseudostates for the reference do not count) of which 37 were fixations with mean recurrence of 1.8. The transition matrix was 55 × 55 while the emission matrix was 55 × 37. All the fixations extracted were plausible. Of the two kinds of tests, the first has been performed 40 times and the second 12. They are described in the sequel. Given a sequence of angle pairs, each associated with a set of symbols denoting the mixture to be fitted, the first test task, according to Algorithm 1, is to verify the correctness of the association between head/eye directions and interesting regions suggested. The second typology of tests, according to Algorithm 2, gives a sequence of symbols indicating the mixture to be fitted, associated with a set of possible directions, and verifies the correctness of the association between interesting elements in the scene and directions suggested. The two tasks are complementary and should verify the ability of the system to focus toward salient elements and recover general patterns for recognition. During the tests, we have evaluated the experiments not only on the ability of the system to focus its attention on a spot learned during imitation, but also on the ability to find something plausible from the human point of view (i.e., not fences in the wall, wires, etc.). More than 50% of the ground truth fixations were found by the robot (see Fig. 12 where the correct foveas are illustrated in cyan). Some (the green ellipsoids in Fig. 12) were discovered by the robot, who found interesting similarities between unknown regions and those sampled during the experiments. We have not considered these findings false positives. On the other hand, the red ellipsoids indicate false positives, like meaningless spots such as corners on the ceiling, corners of doors, and several small things that were probably coherent with the current mixtures available in the chosen state. For only a few cases, none of the proposed mixtures was found. The outcomes of the tests are reported in Figs. 13 and 14 ; some meaningful matches during tests with different vantage points are illustrated in Fig. 15 . The outcomes are organized as follows. First, given the states (in terms of quantized directions and velocities) found during the training phase, the graph indicates the achieved proportion, along all the tests, between the states identified by the model in that direction and the true set. Note that the outcome indicates that the robot performed correctly in the 54% of the true cases. Which means it found more than a half of all the salient points indicated by all the caregivers. Analogously, the second outcome specifies the proportion between the mixture labels, for the directions prescribed by the first algorithm, and the foveas found in these directions. The third table reports the response of the robot to the suggested mixtures, i.e., how many of those suggested have been indeed found. Also, the last one shows the amount of fitted mixtures given in the suggestions of the hidden Markov model.
It can be noted that, so far, there is no ability on the side of the system to exploit good findings, which were indeed interesting. Despite this lack, the tests have shown not only a good ability in reproducing attention patterns, but also a plausible behavior of the robot with respect to gaze shifts and salient findings.
5) Experiment/Test 4:
This experiment and test consists actually of a class of several experiments performed in simulation on a panoramic view of the environment. In this kind of experiments, the system analyzes the obtained mosaic and selects the salient regions according to the learned sequence. Note that in this case, the system needs to transform the angles into points in the image, and this is achieved by exploiting the 3-D map. An example of this typology of experiment is reported in Fig. 16 .
V. CONCLUSION
In this paper, we have presented a novel methodology to learn visual search by imitation. Supported by studies in the field of cognitive sciences, we focused on the extrapolation of gaze shifts and gaze fixations from the tutor head-eye movements while exploring from several vantage points an environment. During the training process, which we assume to be online, the robot looks in the same direction as the tutor and acquires his visual and motor perceptions by means of a purposely designed gaze machine. The main contribution of our approach is the definition of a learning process that can be modeled by two stochastic processes inducing a further learning phase modeling the saliency of features at fixations. The first process is a Markov chain generating states as gaze directions, and each state is labeled by one or more class of foveas. These are estimated by nonparametric uniform kernel, and it turned out that fixations are the modes of the gaze-displacement density. The second process accounts for the emissions of symbols in the states. The probability of emissions is such that only at fixations the probability gets a contribution. The two processes can be easily reduced to a hidden Markov model; however, the bandwidth characterizing the number of states can only be estimated combining the reestimation procedure for emissions and transitions with estimation of maxima of the gaze-displacement prior. The model we present can be considered a whole reasoning procedure, allowing the robot in a given fixed environment to apprehend a biologically inspired visual search. The learning processes we implemented, based on hidden Markov models and Gaussian mixtures, resulted successful, leading the robot to produce sequences of gaze shifts and fixations similar to the ones performed by the tutor and to identify salient regions and meaningful items.
Future studies and experiments will further investigate the generalization to several environments, likewise more perspicuous methods to determine the bandwidth H, according to the specific learning process. We shall also analyze the emerging issues from further experiments and provide a deeper understanding of the results reported here.
APPENDIX I LEARNING THE FEATURES
A. Data Structure
We have defined
..,n , where V i collects the image coordinates, the velocity components in the X and Y directions, and the Z real-world coordinate with their variations. Hence,
These two sets are redundant, but they are useful in different phases of the learning process. For the purpose of fitting a mixture, they can be suitably reduced. Now, log(U) has a normal distribution, by the Jarque-Bera test JB = (n/6(s 2 + k 2 /4), where n is the number of data, k is the kurtosis, and s is the skewness. Therefore, we extract two components from V and two from U by performing separately on the two sets principal component analysis (PCA), after standardizing the values in each set, since PCA is sensible to scale. We finally obtain four random variables (see Fig. 17 , for a plot of the variance explained by the components of the foveas in Fig. 8 ). Because the two sets are internally orthogonal, by PCA, and clearly U and V are independent, by the above considerations, we have chosen a spherical variance-covariance for the combination of the two sets. Besides the type of variance-covariance matrices, the parameters of the Gaussian mixtures are estimated by the EM [23] .
B. Distance Between Mixtures
Let the expected likelihood kernel be k(p, q) = p(x)q(x)dx, with p(x) and q(x) two Gaussian mixtures of the form
Lyu [43] shows that k(p, q) can be reduced to
and solves it using the fact that the product of two Gaussian N (a, A) and N (a, B) is approximated by N (c, C), where C = (A −1 + B −1 ) −1 and c = CA −1 a + CB −1 b (see [61] for details). On the other hand, the integral of the product of two Gaussian is the convolution of the normalized Gaussian. For dxdy (13) after substituting y = x − b, and using the fact that N (x − a, A) = N (a − x, A) (see [2] and [61] ), because the convolution is a normalized Gaussian N (a − b, A + B) , each coefficient g ij = g(a, A, b, B) of the matrix K (see Section III-A) can be determined as follows:
|A| + |B|
and k(p, p ) = α Kβ as above, with α and β as the mixing coefficients of the two distributions. Note that the two methods lead to proportional coefficients (see Fig. 10 ).
APPENDIX II IMPLEMENTATION
We have implemented all the software in the Matlab programming environment. Custom routines for communication and data acquisition have been written in C++ and made available through the external Matlab interface API. During imitation learning to let the robot respond in real time to the tutor gaze shifts, computation has to be fast. The system accurateness depends on the precision of the depth estimation of the foveal spot of the tutor view. Orientation data coming from the inertial platform are sufficiently accurate and delivered at a high rate (100 Hz); on the other hand, the depth map construction requires a far longer time, imposing a limit constraint on the video acquisition frame rate. Using a commercial laptop (at 1.6 MHz), we are able to process and store data at 3-4 Hz. At the end of the experiment, the recorded process amounts to more than 20 MB.
The work cycle of the robot follows that of the human operator. As a new observation is ready, the robot receives the new pan and tilt data and performs the process of acquisition. As acquisitions from the gaze machine run at 3-4 Hz (see Section II-B), the robot has approximately 250/330 ms to complete its actions. The work cycle is composed of the following steps.
1) Ballistic latency time:
It is the time spent by the motorized head to handle the request of a gaze shift. This depends on the magnitude of pan and tilt angles required. To avoid additional image noise, a short (20 ms) idle time has been then introduced to minimize the mechanical vibrations induced on the structure by the stop of the moving parts. 2) Frame acquisition: It is around 100 ms. This time can be shortened if necessary by requesting a faster framerate to the camera. However, shorter time results in a little degradation of the quality of the images. 3) Processing: This step performs the computation of the parameters for the current area of interest (the ellipse) and the feature-extraction step.
When the gaze machine registers a wide shift, a large fraction of the work cycle is needed to accomplish the vergence process of the pan-tilt unit. The robot can occasionally go out of sync, and thus, a delay can be accumulated through the experiment. Gaze-machine sequences are transmitted sequentially to the robot. When the robot is not able to process the data immediately (because of the delay), the data are stored in a queue and their execution delayed to the end of the previous work cycle. The delay can be quite significant when the gaze behavior of the tutor steps through a long sequence of large gaze shifts. However, this happens rarely. We verified that wide shifts are followed in general by a number of still fixations. When the ballistic fraction of the robot work cycle is minimal or absent, the delay accumulated is then reabsorbed in few steps (the queue becomes empty). In Fig. 18 , we see the plot of the delay versus ballistic latency time. During the first work cycles, the latency is quite high due to long range variations of pan and tilt angles. The robot is not synchronized with the data coming from the gaze machine, thus accumulating a growing delay (see how it reaches 0.5 s in few steps). As the latency decreases (the gaze has now a shorter angular range), we can see that the robot recovers the delay step after step.
