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[...] Et que veut dire travailler avec amour ?
C’est tisser une étoffe avec un fil tiré de votre cœur, comme si votre bien-aimé devait porter
cette étoffe.
C’est bâtir une maison avec affection, comme si votre bien-aimé devait résider dans cette
maison.
C’est semer le grain avec tendresse, et récolter la moisson dans la joie, comme si votre bien-
aimé devait en manger le fruit.
C’est insuﬄer dans toutes les choses que vous fabriquez l’essence de votre esprit. [...]
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a amplitude caractéristique [m]
a1 amplitude de la première onde [m]
ad amplitude de la dépression [m]
ai amplitude de la ième onde du train d’ondes [m]
c célérité des ondes progressives [m.s−1]
c0 célérité des ondes de gravité en eaux peu profondes [m.s−1]
ccn célérité des ondes cnoidales [m.s−1]
cos célérité des ondes solitaires [m.s−1]
cu (resp. cd) célérité du ressaut en amont (resp. aval) de l’obstacle [m.s−1]
cpix calibration [px.cm−1]
cn fonction elliptique de Jacobi, désigne les ondes cnoidales
C cambrure des ondes [1]
Cf coefficient de frottement [1]
d(x, y, t) hauteur d’eau [m]
d0 hauteur de l’état de base [m]
da hauteur d’eau à l’amont de l’obstacle [m]
db hauteur d’eau à l’aval de l’obstacle [m]
dc hauteur d’eau moyenne à l’aval du ressaut hydraulique [m]
dcr hauteur d’eau critique [m]
dm(x) hauteur d’eau moyenne au centre du canal [m]
dv hauteur d’eau en aval de la vanne amont [m]
f ouverture de l’objectif [1]
fa fréquence d’échantillonnage [s−1]
g accélération gravitationnelle [m.s−2]
h(x) hauteur locale de l’obstacle [m]
hr h(x) au droit de la position du ressaut hydraulique [m]
hˆ(k) transformée de Fourier de l’obstacle
H hauteur caractéristique de l’obstacle [m]
Hc hauteur du canal [m]
i et j indices dans le plan (x, z) [1]
I indice de Poincaré [1]
Ia et Ib images a et b d’une paire d’images [1]
I pente géométrique du canal [1]
k nombre d’onde des ondes progressives [m−1]
k0 nombre d’onde associé à la vitesse u0 [m−1]
ld position longitudinale du minimum de la dépression [m]
los largeur des ondes solitaires [m]
ls longueur supercritique [m]
L longueur caractéristique de l’obstacle [m]
Lc longueur du canal [m]
Ld longueur de développement de la couche limite [m]
m module de la fonction elliptique de Jacobi
nc degré de connexité du domaine [1]
N1 à N4 désignation des points critiques
Ns nombre de points d’échantillonnage [1]
ov ouverture de la vanne amont [m]




p˜ terme d’écart à l’hydrostaticité [Pa]
p(x, y, z) pression locale [Pa]
Qc débit de l’écoulement [l.s−1]
rh rayon hydraulique du canal [m]
S et S′ nom des points-selle et des demi points-selle
sa à se nom des régimes expérimentaux à état de base souscritique
Sa à Se nom des régimes expérimentaux à état de base supercritique
t temps [s]
T0 à T7 transitions entre les régimes d’ondes de surface expérimentaux
TTa à TTb transitions entre les régimes de topologie du champ de vitesses moyen
T 1vm et T
2
vm nom des régimes de topologie du champ de vitesses moyen
u0 vitesse moyenne de l’état de base [m.s−1]
u∗ vitesse de frottement [m.s−1]
uh vitesse du régime uniforme [m.s−1]
ub vitesse en aval et au pied de l’obstacle [m.s−1]
u˜ perturbation de la vitesse u [m.s−1]
u(x,y, z, t) vecteur vitesse locale du fluide [m.s−1]
u(x, y, z, t) vitesse locale du fluide selon x [m.s−1]
um(x) vitesse locale du fluide selon x au centre du canal [m.s−1]
urms écart-type de la vitesse locale selon x [m.s−1]
U(x, y, z) vitesse moyenne locale du fluide selon x [m.s−1]
u′(x, y, z, t) vitesse fluctuante locale du fluide selon x [m.s−1]
v(x, y, z, t) vitesse locale du fluide selon y [m.s−1]
vrms écart-type de la vitesse locale selon y [m.s−1]
V (x, y, z) vitesse moyenne locale du fluide selon y [m.s−1]
v′(x, y, z, t) vitesse fluctuante locale du fluide selon y [m.s−1]
w(x, y, z, t) vitesse locale du fluide selon z [m.s−1]
wrms écart-type de la vitesse locale selon z [m.s−1]
W (x, y, z) vitesse moyenne locale du fluide selon z [m.s−1]
w′(x, y, z, t) vitesse fluctuante locale du fluide selon z [m.s−1]
Wc largeur du canal [m]
xf1 position du pied du ressaut hydraulique [m]
x, y, z coordonnées cartésiennes (repère orthonormé direct) [m]
x,y, z axes du repère cartésien
Lettres grecques
α facteur de blocage [1]
αeq facteur de blocage équivalent [1]
αp amplitude relative des ondes [1]
β rapport d’aspect de l’obstacle [1]
βp longueur d’onde relative [1]
δ... paramètres des erreurs de mesure de hauteurs d’eau (Chap. 3) [m]
δ(x, y, z, t) hauteur de la couche limite [m]
δe épaisseur de la nappe laser [m]
δt pas de temps entre deux images Ia et Ib [s]
δx déplacement des particules entre les images Ia et Ib [m]
∆k dissipation du ressaut hydraulique [m]
x
∆ nom du critère d’extraction des structures cohérentres
ε paramètre infinitésimal
γ tension de surface [N.m−1]
Γe rapport d’aspect de l’écoulement [1]
Γg confinement géométrique [1]
η(x, y, t) perturbation de la surface libre [m]
κ constante de Von Karman [1]
λ longueur d’onde caractéristique [m]
λi longueur d’onde de la ième onde du train d’ondes [m]
λci valeurs propres complexe du champ de vitesses [s−1]
λci moyenne des valeurs propres complexe du champ de vitesses [s−1]
∇ opérateur gradient
∇. opérateur divergence
ν viscosité cinématique du fluide [m2.s−1]
θ angle formé par la paroi latérale et les ondes obliques [deg]
ρ la masse volumique du fluide [kg.m−3]
σ conductivité électrique du fluide [S]
ϕ amplitude des ondes progressives [m]
φ potentiel des vitesses [s−1]
φ˜ perturbation du potentiel des vitesses [s−1]
ω pulsation [s−1]
Nombres adimensionnels
B0 nombre de Bond [1]
F0 nombre de Froude de l’état de base [1]
F1 nombre de Froude au pied du ressaut hydraulique [1]
Feq nombre de Froude équivalent [1]
Fl nombre de Froude local [1]
Fs nombre de Froude au sommet de l’obstacle [1]
Ks nombre de Strickler [1]
Re nombre de Reynolds basé sur le rayon hydraulique [1]
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INTRODUCTION GENERALE
1.1 Contexte et objectifs
Les écoulements en rivières présentent une grande variété de comportements de leur surface
libre. Les variations de bathymétrie et de rugosités, que l’on rencontre tant en milieu naturel
(e.g. gravats, algues, rochers) que dans les ouvrages fluviaux (e.g. passes à poissons, Le Fessant
[LeF 2001]), sont souvent à l’origine de cette diversité. Compte tenu de l’influence de l’inhomo-
généité de la bathymétrie sur la sélection des phénomènes apparaissant à la surface libre, on peut
voir cette intéraction bathymétrie/surface libre comme un problème multi-échelles. En effet, en
définissant l’échelle intégrale comme étant la hauteur d’eau et l’échelle locale comme étant une
hauteur caractéristique de la bathymétrie, une perturbation de l’échelle locale engendre une mo-
dification de l’échelle intégrale. C’est ainsi que les macro-rugosités, obstacles multiples dont la
dimension verticale caractéristique est de l’ordre de la hauteur d’eau, perturbent sensiblement le
profil de surface libre. Par exemple, dans le cas où les macro-rugosités sont réparties périodique-
ment, on observe, en fonction des conditions d’écoulement, la formation de roll waves ou d’ondes
de faible amplitude (e.g. Le Fessant [LeF 2001], Plumerault [Plu 2005]) dont la dynamique et
la structure sont clairement dissemblables. C’est pourquoi, la connaissance de la modification
de l’écoulement par la bathymétrie revêt un intérêt majeur dans le cadre de la prévention des
catastrophes naturelles (e.g. crues), mais aussi dans la préservation de l’environnement et des
écosystèmes (e.g. passes à poissons permettant leur remontée des fleuves).
Mais l’intérêt porté à l’effet d’une variation de rugosité sur l’écoulement ne se limite pas à la
surface libre, et concerne également l’écoulement local au voisinage de l’obstacle. Par exemple,
les études de croissance d’algues où se pose la question de l’interaction de la turbulence de
l’écoulement avec la végétation subaquatique (e.g. Fohti et Caussade [FC 2003]) et les études
sur le transport sédimentaire où, par exemple, la compréhension de la migration des dunes sous-
marines nécessite une bonne connaissance de l’hydrodynamique locale au voisinage de la dune
(e.g. Idier [Idi 2002]). Pour ces problématiques, la connaissance de la modification du champ de
vitesse due aux variations de rugosités est donc très importante.
L’étude de l’interaction entre un obstacle unique et un écoulement à surface libre permet
d’isoler l’effet de l’obstacle et de s’affranchir d’éventuelles interactions entre les obstacles. C’est
donc dans l’optique de clairement identifier les mécanismes physiques inhérents à la présence d’un
obstacle et leurs conséquences sur l’écoulement à la fois à l’échelle locale et à l’échelle intégrale,
que ce travail trouve sa motivation. Une représentation de la configuration étudiée est présentée
sur la figure (1.1).
Comprendre l’effet d’un obstacle singulier sur un écoulement à surface libre est un sujet depuis
longtemps étudié (e.g. Lamb [Lam 1932], Long [Lon 1954]). En particulier, il existe un grand
nombre d’analyses asymptotiques (e.g. Houghton et Kasahara [HK 1968], Baines [Bai 1995],
Dias et Vanden-Broeck [DV 1989]) et numériques (e.g. Lamb et Britter [LB 1984], Lowery et
Liapis [LL 1999]) qui ont eu pour premier objectif de déterminer des solutions asymptotiques
de la forme de la surface libre. Ces modèles asymptotiques résultent de l’introduction de petits
paramètres de développement permettant de rendre compte d’une part des effets non-linéaires et
de la dispersion d’autre part. Ces petits paramètres sont bien connus pour les écoulements à fond
plat mais restent mal définis dans le cas des écoulements en présence de singularités. De plus,
les modèles asymptotiques posent le problème de la limite de validité des hypothèses du modèle.
Par exemple, l’écoulement potentiel, irrotationnel, simulé par Lowery et Liapis [LL 1999] ne peut
pas reproduire la génération de vorticité que provoquent les ressauts hydrauliques déferlants que
ces auteurs obtiennent dans certaines de leurs solutions. De plus, en aucun cas les modèles ne
contiennent d’informations sur la structure locale de l’écoulement. C’est pourquoi, sur la base
d’expériences, nous nous proposons d’apporter des informations quantitatives sur l’écoulement
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Figure 1.1 – Configuration étudiée.
l’efficacité des modèles asymptotiques et de faire le lien entre les conditions de validité des
hypothèses nécessaires à la formulation de ces modèles et les caractéristiques de l’écoulement
incident sur l’obstacle.
En outre, la connaissance de l’écoulement local au voisinage de l’obstacle intéresse d’autres
types d’écoulements. En particulier, lorsque la surface libre est loin de l’obstacle (grande hau-
teurs d’eau). Par exemple, lors d’études sur les écoulements de couche limite atmosphérique,
stratifiés en densité, impactant sur une montagne, l’approche de fluide homogène constitue une
étape préliminaire. On peut, par exemple citer les travaux de Long [Lon 1953] et [Lon 1954] et
de Baines [Bai 1995], qui adoptent une telle démarche.
Dans ce cadre, nous avons choisi la démarche suivante :
Ê Identifier les régimes d’écoulement à partir de la mesure des déformations de la surface libre.
Ë Identifier dans quelles gammes de paramètres les modèles asymptotiques prédisent le compor-
tement de la surface libre.
Ì Caractériser la dynamique de l’écoulement interne dans le plan médian du canal grâce à
l’analyse du champ de vitesses.
Í A partir de la connaissance de la structure interne de l’écoulement et des caractéristiques de
la surface libre, déterminer certains mécanismes à l’origine des phénomènes mis en évidence dans
les régimes d’ondes de surface.
1.2 Analyse dimensionnelle et méthodologie
1.2.1 Configuration et paramètres du problème
L’écoulement considéré est l’écoulement à surface libre d’un fluide incompressible et homogène
en densité au-dessus d’un obstacle bidimensionnel (invariant suivant la direction transversale à
l’écoulement) fixé sur le fond d’un canal rectangulaire et lisse (Fig. (1.1)).
Le fluide a pour viscosité cinématique ν et pour masse volumique ρ. La tension de surface est
notée γ et l’accélération gravitationnelle g. L’état non-perturbé, c’est à dire sans obstacle, est
appelé l’état de base. Il est caractérisé par sa hauteur d’eau, d0 et sa vitesse débitante moyenne,
u0, définie par u0 =
Qe
Wcd0
, Qe étant le débit et Wc la largeur du canal. La hauteur d’eau en
présence de l’obstacle est d(x, y, t) = d0 + η(x, y, t) − h(x, y) avec h(x, y) la côte du fond et
η(x, y, t) la perturbation de la surface libre par rapport à l’état de base. Dans le plan de symétrie




L’obstacle a pour longueur (respectivement hauteur) caractéristique L (respectivement H).
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1.2.2 Les nombres adimensionnels
Six nombres adimensionnels contrôlent ce problème
Ê le nombre de Froude de l’état de base, F0 = u0√gd0 , qui rapporte la vitesse moyenne de l’écou-
lement non perturbé à la vitesse de propagation des ondes de gravité dans l’approximation des
ondes longues ;
Ë le facteur de blocage, α = H
d0
, compare la hauteur de l’obstacle à la hauteur d’eau de l’état de
base ;
Ì le rapport d’aspect de l’obstacle, β = H
L
, compare la hauteur de l’obstacle à sa longueur
caractéristique ;




hydraulique. Pour l’ensemble des états de base que nous avons considéré, Re > 2000, donc
l’écoulement est turbulent ;
Î le confinement géométrique, Γg = HWc ;




, qui rapporte les effets dus à la gravité à ceux dus à la tension
interfaciale. Compte tenu des ordres de grandeur de d0 et de γ, B0 = O(103), ce qui permet de
négliger les effets de tension interfaciale.
1.2.3 Démarche expérimentale
Trois méthodes d’investigation ont été mises en œuvre. Les mesures par sondes capacitives
et par ombroscopie sont utilisées pour déterminer la position de la surface libre, utilisée pour la
classification en régimes d’ondes de surface ainsi que pour la mesures de grandeurs caractéris-
tiques des ondes. Les mesures des champs de vitesses locaux instantanés, par vélocimétrie par
images de particules, permettent de déterminer la topologie du champ de vitesse moyen ainsi
que d’analyser la structure turbulente de l’écoulement.
1.3 Organisation du document
Ce document est organisé en neuf chapitres :
Le chapitre 2 est consacré à la présentation de solutions des modèles asymptotiques dérivés
de l’écoulement potentiel, à partir d’une analyse de la littérature. En particulier, ce chapitre
comprend une classification, dans le plan des paramètres {α, F0}, des régimes de solutions pour
chaque modèle asymptotique.
La présentation du dispositif expérimental ainsi que la description des méthodes d’investiga-
tion font l’objet du troisième chapitre.
Dans le quatrième chapitre, nous établissons expérimentalement une classification, dans le
plan {α, F0}, des régimes d’écoulements. Ces régimes sont définis à partir de critères établis
suivant les caractéristiques des ondes de surface. Ensuite, cette classification est discutée par
rapport à celles obtenues avec les modèles asymptotiques du chapitre 2.
Dans le cinquième chapitre, une seconde classification, basée sur l’analyse de la topologie
du champ de vitesse moyen au voisinage de l’obstacle, est proposée. L’objectif est d’une part de
caractériser l’écoulement moyen et d’autre part d’en extraire des éléments permettant d’expliquer
certains comportements de la surface libre. En outre, cette classification est comparée à celle des
régimes d’onde de surface obtenue dans le chapitre 4.
Dans les chapitres 6 et 7, les mesures expérimentales de la position de la surface libre et des
champs de vitesses bidimensionnels sont utilisés afin d’interpréter les divers phénomènes mis en
évidence au niveau de la surface libre dans le chapitre 4. En particulier, dans le chapitre 6, on
étudie les régimes d’ondes de surface pour lesquels aucun ressaut hydraulique n’est observé. Dans
16
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le chapitre 7, l’origine et la structure spatiale des ressauts hydrauliques sont analysées. Dans ces
deux chapitres, l’accent de l’analyse est mis sur le cas où l’état de base est souscritique et une
extention vers le cas dont l’état de base est supercritique y est proposée.
Le huitième chapitre se concentre sur la dynamique de l’écoulement local à l’aval immédiat de
l’obstacle. Nous y développons notamment une analyse de la structure turbulente de l’écoulement
ainsi que l’étude des champs de vitesses bidimensionnels instantanés.
Enfin, une conclusion est proposée au neuvième chapitre.
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CHAPITRE2
Ondes de surface en présence d’un obstacle
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CHAPITRE 2. ONDES DE SURFACE EN PRÉSENCE D’UN OBSTACLE
Introduction
Sous les hypothèses d’écoulement irrotationnel de fluide non-visqueux, le système de Navier-
Stokes se réduit au système d’équations régissant les écoulements potentiels. De cette théorie
potentielle sont dérivés les différents modèles asymptotiques qui ont été proposés pour l’étude
des ondes de surface et que nous comparerons à nos résultats expérimentaux. Afin d’établir ces
théories des ondes de surface, des paramètres de développement sont introduits. Lorsque ces para-
mètres sont petits, les régimes asymptotiques sont atteints et conduisent à quatre états possibles
de la solution ondulatoire : linéaire/non-linéaire d’une part et dispersive/non-dispersive d’autre
part. Il s’agit, dans le présent chapitre, d’introduire les différents modèles issus du système po-
tentiel et de déterminer quelles sont les limites d’application de ces théories asymptotiques en
fonction des paramètres de l’écoulement. Les solutions associées à chaque modèle pour l’écou-
lement au-dessus d’un obstacle sont ensuite présentées et classées dans un plan de paramètres,
{α, F0}, où F0 est le nombre de Froude de l’état de base et α, le facteur de blocage.
2.1 Ecoulement potentiel
L’objectif dans cette partie est d’introduire les équations de l’écoulement potentiel ainsi que
les conditions aux limites associées afin de définir, dans le paragraphe 2.2, les paramètres de
l’analyse asymptotique. La relation de dispersion obtenue dans le cas où l’écoulement potentiel
est linéaire est également introduite dans cette partie. Par la suite, cette relation sera utilisée
dans la définition des paramètres de développement asymptotique caractérisant les effets dus à la
dispersion des ondes. Par contre, les solutions de l’écoulement potentiel en présence de l’obstacle
font l’objet du paragraphe 2.6.
2.1.1 Equations de base
Pour l’écoulement à surface libre au-dessus d’un obstacle fixe considéré dans ce manuscrit,
le domaine fluide est délimité, suivant z, par la surface libre d’une part et la paroi du fond
d’autre part (voir la représentaion de ce domaine fluide proposée sur la figure (1.1)). Dans ce
domaine fluide, les équations de Navier-Stokes se simplifient pour un écoulement irrotationnel
de fluide incompressible et non-visqueux en un système potentiel. Ce système d’équations s’écrit
sous forme conservative :






avec u = (u(x, y, z, t), v(x, y, z, t), w(x, y, z, t)) et g la gravité. A ce système d’équations, sont
associées des conditions aux limites (paragraphe 2.1.2) et initiales. A l’instant initial, le fluide
est au repos (u = 0) et la surface libre est non perturbée (écoulement sans obstacle).
On introduit le potentiel des vitesses, φ, tel que u = ∇φ, le système {(2.1),(2.2)} se réécrit :








+ gz = C(t) (2.4)
avec C(t) une constante que l’on détermine avec la condition à la limite à la surface libre sur
la pression, p(x, y, z = d0 + η(x, y, t), t) = p0. On en déduit donc que C(t) =
p0
ρ
. La relation de








(∇φ)2 + p0 − p
ρ
+ gz = 0 (2.5)
2.1.2 Conditions aux limites :
Le système d’équations {(2.3) et (2.5)} est complété par des conditions aux limites sur la
vitesse à la surface libre et aux parois. Ces conditions aux limites sont :
â condition cinématique au fond
w = u.∇h en z = h(x, y), (2.6)




en z = d0 + η(x, y, t), (2.7)






∇φ2 + gη = cte en z = d0 + η(x, y, t). (2.8)
2.1.3 Relation de dispersion
On recherche dans ce paragraphe des solutions sous la forme d’ondes progressives linéaires.
Il convient donc de linéariser le problème, nous décomposons le potentiel des vitesse ainsi :
φ = u0x + φ˜ avec φ˜ la perturbation du potentiel des vitesses. On vérifie bien que ∇φ = u0 + u˜
où u˜ = ∇φ˜.
A l’aide de ce changement de variables, l’équation du problème potentiel (2.3) devient, dans
le plan (x, z) :
∇2φ˜ = 0 (2.9)
Les conditions aux limites (2.6) à (2.8) se réécrivent à l’aide de φ˜ :











h(x), en z = O(ε), (2.10)











η en z = d0, (2.11)






+ gη = 0 en z = d0. (2.12)
où ε est un petit paramètre.
En cherchant une solution à ce système linéaire sous la forme d’une onde progressive, φ˜(x, z, t) =
ϕ(z)ei(kx−ωt) + c.c., on obtient (e.g. Lighthill [Lig 1978]), pour un écoulement uniforme, des so-
lutions vérifiant la relation de dispersion suivante :
ω2 = gk tanh(kd0), (2.13)
où ω est la pulsation associée aux ondes de nombre d’onde horizontal caractéristique k = 2pi
λ
(λ
est la longueur d’onde).
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2.2 Paramètres des développements asymptotiques
Les modèles asymptotiques dérivés de ces équations nécessitent l’introduction de paramètres
de développement. Avant de définir ceux de l’écoulement au-dessus d’un obstacle nous allons
déterminer les paramètres utilisés pour modéliser le cas de l’écoulement sur fond plat.
2.2.1 Ecoulement sur fond plat
L’écoulement sur fond plat est caractérisé par trois paramètres géométriques de longueur :
une amplitude caractéristique de l’onde, a, une longueur d’onde caractéristique, λ et une hauteur
d’eau, d0. Dans le plan horizontal, (x, y), λ constitue l’échelle de longueur et c0 =
√
gd0, une




constitue l’échelle caractéristique de vitesse (e.g. Johnson [Joh 1997]). A partir de ces échelles
caractéristiques, les paramètres adimensionnels suivants sont définis :
x? = x
λ
, y? = y
λ
, z? = z
d0
, t? = c0t
λ





, w? = wλ
c0d0
, η? = η
a









[p0 + ρg(d0 − z)] + p˜, (2.15)
où le terme p˜ représente l’écart à l’hydrostaticité.
En réécrivant avec les variables adimensionnelles le système {(2.1),(2.2)}, on obtient le sys-



























A l’aide du nombre d’onde horizontal, k, introduit dans le paragraphe 2.1.3, on obtient l’égalité
d0
λ









Cette équation (2.18) montre que le terme kd0 détermine le caractère hydrostatique de l’écoule-
ment (si kd0 ¿ 1 alors p˜ → 0). En outre, le terme kd0 apparaît également dans la relation de
dispersion des ondes du problème potentiel linéaire (eq.(2.13)) qui permet détudier deux régimes
asymptotiques : kd0 << 1 et kd0 >> 1.
â Lorsque kd0 << 1 (approximation des ondes longues) :
Le terme tanh(kd0) est équivalent à kd0. En conséquence, la célérité des ondes, c = ωk
est c =
√
gd0 = c0. Les ondes sont donc non-dispersives. Ce type d’écoulement est appelé
écoulement en eaux peu profondes (shallow water flow).
â Lorsque kd0 >> 1 (approximation des ondes courtes) :





sont alors dispersives. Il s’agit du régime d’écoulement en eaux très profondes.
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} dans les modèles : O(ε) paramètre infini-
tésimal (O(ε)¿ 1), O(1) paramètre d’ordre 1
Lighthill [Lig 1978], propose une discussion plus détaillée sur ces deux approximations. Le pa-
ramètre d0
λ
permet donc de rendre compte des effets dus à la dispersion des ondes et à la non-
hydrostaticité de l’écoulement.
En utilisant les variables sans dimension introduites en (2.14), on peut également adimension-
ner les conditions aux limites cinématiques et dynamiques à la surface libre (eqs. (2.7) et (2.8)).


























































A l’aide de ces deux dernières relations, on observe que si a
d0
→ 0, alors les termes d’ordre 2→ 0
et donc le problème potentiel, {(2.3) et (2.5)}, se linéarise.
Le paramètre a
d0
, qui apparaît dans les équations (2.19) et (2.20) permet donc de rendre
compte des effets non-linéaires.
En résumé, les deux petits paramètres utilisés dans les développements asymptotiques des
écoulements sur fond plat sont a
d0
, caractérisant l’amplitude de la perturbation de la surface
libre et d0
λ
, caractérisant sa longueur d’onde. De ces deux paramètres sont définis deux types
de théories asymptotiques : (i) a
d0
¿ 1, le problème peut être linéarisé, (ii) d0
λ
¿ 1, les ondes




Sur le tableau (2.1) sont données les valeurs de ces deux paramètres pour différents modèles
d’écoulements à fond plat considérés dans la suite de ce chapitre.
2.2.2 Ecoulement sur fond inhomogène
En présence d’un obstacle singulier placé sur le fond, on se propose de caractériser l’écoule-
ment par deux paramètres géométriques de longueur additionnels : H et L, hauteur et longueur
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caractéristiques de l’obstacle. On peut alors définir quatre nombres adimensionnels. En reprenant
les échelles caractéristiques de longueur (λ selon x et y, d0 suivant z) et de vitesses (c0 selon x et
y, d0c0
λ
suivant z) introduites dans le cas où le fond est lisse (paragraphe 2.2.1) auxquelles sont
ajoutées deux échelles de longueur liées à l’obstacle : H selon la direction verticale et L dans le
plan (x, y).
A partir de ces échelles caractéristiques, les paramètres adimensionnels suivant sont définis :
x? = x
λ
, y? = y
λ
, z? = z
d0
, t? = c0t
λ





, w? = wλ
c0d0
, η? = η
a





En utilisant les paramètres sans dimension ci-dessus (eq. (2.21)), les équations du mouvement
et les conditions à la limite à la surface libre adimensionnelles restent les équations {(2.16) à





u.∇h en z = H
d0
h(x, y) (2.22)
Cette relation (2.22) indique que le facteur de blocage, α = H
d0
, constitue le troisième paramètre
adimensionnel de l’étude.
Dans la définition du dernier paramètre intervient la longueur de l’obstacle. En effet, la forme
de l’obstacle peut s’écrire sous la forme proposée par Grimshaw et Smyth [GS 1986] :
h(x) = Hf(x, L) (2.23)
avec f(x, L) une fonction définissant la forme de l’obstacle. L’expression (2.23) peut se réécrire















où β est le rapport d’aspect de l’obstacle. Ainsi
nous choisissons β comme le quatrième paramètre adimensionnel du problème.
Nous avons donc introduit deux paramètres supplémentaires dans le cas où l’obstacle est pré-
sent, α et β. Ceux-ci sont alors inclus dans la discussion portant sur les modèles asymptotiques.
Contrairement au cas à fond plat, la seule écriture des équations ne permet pas d’obtenir direc-
tement sur quelles propriétés des solutions ondulatoires jouent ces deux paramètres. A l’issue du
présent paragraphe, cette question reste donc en suspens et n’est pas non plus clarifiée dans la
littérature. Un des objectifs du travail va être d’identifier quelles propriétés des solutions sont
contrôlées par α et β, en vue de les intégrer dans les modélisations.
A cette fin, les modèles asymptotiques que nous allons présenter dans les paragraphes suivants
sont définis en fonction des valeurs des quatre paramètres {α, β, αp et βp}. Leur prise en compte
permet d’établir des systèmes d’équations qui mettent en évidence d’une part l’influence des
effets non-linéaires et des effets dispersifs d’autre part. Passer d’un modèle à l’autre revient à
changer la valeur d’un ou plusieurs de ces paramètres. Les modèles de Saint-Venant (linéaires et
non-linéaires) servent dans l’étude de l’effet des non-linéarités sous l’hypothèse d’un écoulement
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en eaux peu profondes. De même, la comparaison entre les modèles potentiels linéaires et non-
linéaires est utile à l’analyse de l’hypothèse de linéarité de l’écoulement. Le modèle de Korteweg-
de Vries forcé détermine les solutions du cas faiblement dispersif et faiblement non-linéaire. La
comparaison entre les modèles potentiel et de Saint-Venant montre les effets dus à la dispersion.
Enfin, le modèle de Korteweg de Vries étendu est une extension du modèle de Korteweg-de Vries
forcé où l’ordre des non-linéarité est plus grand que celui de la dispersion. Les différents modèles
cités ici vont faire l’objet des paragraphes suivants de ce chapitre.
2.3 Equations de Saint-Venant
Lorsque βp = O(ε), l’écoulement est hydrostatique et les ondes non dispersives. L’hydrosta-
ticité de l’écoulement induit des accélérations verticales négligeables. Cela implique donc que
Dw
Dt
→ 0 et ainsi, la pression hydrostatique s’écrit :
p(x, y, z, t) = p0 + ρg(d0 + η(x, y, t)− z). (2.25)
A l’aide de cette expression de la pression, la conservation de la quantité de mouvement (eq.(2.17))





























Dans le cas d’un écoulement uniforme, les composantes u et v de la vitesses sont indépendantes
de z (si, à l’instant initial, les vitesses u et v sont indépendantes de z, alors elles le restent car
∂p
∂z























En intégrant l’équation de continuité (2.16) à l’aide des conditions aux limites cinématiques à
la surface libre et à la paroi (eq. (2.6) et (2.7)), on obtient l’équation de conservation suivante










Le système d’équations {(2.28), (2.29),(2.30)} forme donc le "système de Saint-Venant" [Sai 1871].
Pour de faibles amplitudes de la perturbation de la surface libre, αp = O(ε), on peut linéariser
ce système.
2.4 Saint Venant linéaire (αp = O(ε), βp = O(ε))
Nous cherchons la solution unidimensionnelle suivant la direction de l’écoulement. On obtient
ainsi une équation en η(x, t) (e.g. Baines [Bai 1995]) :
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Figure 2.1 – Solutions du système de Saint-Venant linéaire : (a), solutions aux temps longs ;
































L’équation (2.32) admet pour solution (pour F0 6= 1),
η =
F 20















A l’instant où le système est mis en mouvement, des phénomènes transitoires sont observés
à la surface libre. Il s’agit d’ondes se propageant vers l’amont (de célérité, c = u0 −
√
gd0) et
vers l’aval (de célérité, c = u0+
√
gd0) de l’obstacle dans le cas où l’état de base est souscritique
(F0 < 1). Pour un état de base supercritique (F0 > 1), ces ondes se propagent dans le même
sens, vers l’aval de l’obstacle. Aux temps longs, les ondes propagées n’apparaissent plus dans
la solution. La figure (2.1.a) présente les deux solutions de l’équation (2.33) aux temps longs.
Lorsque F0 < 1, une dépression est observée au dessus de l’obstacle (η ≤ 0). De même, pour
F0 > 1, une surélévation de la surface libre au-dessus de l’obstacle est mise en évidence (η ≥ 0).
Ces deux comportements de la surface libre on été observés expérimentalement, par exemple,
par Long [Lon 1954] et Lawrence [Law 1987].













2.5. SAINT VENANT NON-LINÉAIRE
Figure 2.2 – Plan des paramètres {α,F0} et régimes d’ondes de surface pour le modèle de Saint-
Venant non-linéaire (d’après Baines [Bai 1995]). Dans la région (ABCD), ( - - - ), position du
ressaut hydraulique au droit de l’obstacle, Hr, (adapté de Houghton et Kasahara [HK 1968]).
Cette solution est discontinue au dessus de l’obstacle (x = 0) et la discontinuité correspond à la
formation d’un ressaut hydraulique sur l’obstacle.
Sur la figure (2.1.b), la classification des solutions du modèle de Saint-Venant linéaire sont
représentées dans le plan des paramètres {α, F0}.
2.5 Saint Venant non-linéaire (αp = O(1), βp = O(ε))
Afin d’étudier les effets non-linéaire, le système de Saint-Venant, {(2.28), (2.30)} est réécrit















Aux temps longs, quatre types de solutions peuvent être admises par ce système d’équations
{(2.35),(2.36)} au voisinage de l’obstacle.
Les domaines d’apparition de ces solutions proposés par Baines [Bai 1995] pour un écoulement
uniforme au-dessus d’un obstacle de faible rapport d’aspect (β = O(ε)) sont représentés dans le
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plan des paramètres {α,F0} de la figure (2.2). Nous nous proposons dans la suite de ce paragraphe
de décrire chaque régime de ce diagramme ainsi que leurs frontières.
2.5.1 Les courbes du diagramme
Le but ici est de présenter les différentes courbes du diagramme de la figure (2.2). Ces courbes
constituent les frontières entre les divers régimes d’écoulement obtenus à l’aide du modèle de
Saint-Venant non-linéaire.
â En écrivant le système {(2.35),(2.36)} sous forme stationnaire, Long [Lon 1954] et Baines




= 1. L’écoulement est alors critique au sommet de l’obstacle. Cette
condition se traduit par une relation entre le nombre de Froude de l’état de base, F0 et le
facteur de blocage, α :









La courbe (BAE) de la figure (2.2) est la représentation de la relation (2.37) dans le plan
des paramètres {α, F0}.
â Parmi les solutions mises en évidence, certaines admettent un ressaut hydraulique pouvant
être situé soit en amont, soit en aval de l’obstacle. Un ressaut hydraulique se formant à
l’aval de l’obstacle est animé d’une vitesse de propagation cd et un ressaut hydraulique se
formant à l’amont de l’obstacle possède une vitesse de propagation cu. D’après Houghton






















où les hauteurs d’eau da et d0 sont les hauteurs conjuguées d’un ressaut hydraulique amont,
db et dc celles d’un ressaut hydraulique aval et ub la vitesse de la couche de fluide de hauteur
db. Ces variables sont représentées sur les figures (2.3.i) et (2.3.ii).
Sur la figure (2.2), la courbe (AG), définie pour F0 > 1, représente la solution cu = 0 pour
laquelle le ressaut hydraulique amont est stationnaire (courbe mise en évidence par Long
[Lon 1970]). De même, dans le cas où F0 < 1, la courbe (AD) représente la solution cd = 0
pour laquelle le ressaut hydraulique aval est stationnaire.
â Pour les points de fonctionnement situés sous la courbe (BC) dont l’équation est





l’écoulement est bloqué, i.e. la hauteur d’eau est plus faible que la hauteur de l’obstacle.
Ce type d’écoulement est observé lorsque α > 1.
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Figure 2.3 – Définitions des vitesses et des dimensions caractéristiques au voisinage de l’obstacle
(adapté de Baines [Bai 1995]).
2.5.2 Solutions sans ressaut hydrauliques (régions (OBA) et (AHG))
Dans les régions (OBA) et (AHG) (Fig. (2.2)) il n’apparait pas de ressaut hydraulique dans
les solutions.
Dans la région (OBA), au sein de laquelle l’état de base est souscritique (F0 < 1), la solution
du système {(2.35), (2.36)} est partout souscritique (Fl(x) =
u0√
gd(x)
< 1). Le profil de surface
libre de la solution possède une dépression au dessus de l’obstacle. Dans cette région on observe
donc qualitativement le même comportement de la surface libre que celui représenté sur la figure
(2.1.a), solution du modèle de Saint-Venant linéaire. Ces solutions sont notées S1 sur la figure
(2.2).
Dans la région (AHG), au sein de laquelle l’état de base est supercritique (F0 > 1), la
solution du système {(2.35), (2.36)} est partout supercritique (Fl(x) =
u0√
gd(x)
> 1). Le profil de
surface libre de la solution possède une dépression au dessus de l’obstacle. Cette solution a donc
une dynamique qualitativement similaire à celle que l’on observe dans le cas de la solution du
modèle de Saint-Venant linéaire pour un écoulement supercritique (Fig. (2.1.a)). Ces solutions
sont notées S2 sur la figure (2.2).
2.5.3 Solutions avec ressauts hydrauliques à l’aval de l’obstacle (régions (DAE)
et (CBAD))
Les points de fonctionnement de la figure (2.2) situés à l’intérieur de la courbe (CBAE), sont
tels que la solution stationnaire est souscritique en amont de la crête de l’obstacle et supercritique
à l’aval de celle-ci. En aval de cette zone supercritique, un ressaut hydraulique, de célérité cd, se
forme.
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Figure 2.4 – Boucle d’hystérésis entre les deux solution stables, S2 et S4 de la région (EAG) :
(a), F0 fixé, α varie ; (b), α fixé, F0 varie. Les points SAE et SAG sont situé respectivement sur
les courbes (AE) et (AG) du plan des paramètres {α, F0}
Si cette célérité, cd, est positive, le ressaut hydraulique s’éloigne de l’obstacle et disparaît
de la solution stationnaire. La solution obtenue aux temps longs est souscritique en amont de
l’obstacle et supercritique en aval de celui-ci. Dans le plan {α, F0} (Fig. (2.2)), les points de
fonctionnement de la région (EAD) admettent une telle solution, notée S4.
Par contre, lorsque la célérité du ressaut hydraulique, cd, est négative, le ressaut se rapproche
de la crête de l’obstacle. Aux temps longs, cd → 0, ainsi le ressaut hydraulique se positionne au-
dessus de l’obstacle entre sa crête et son extrémité aval. Il existe alors une hauteur de l’obstacle,
hr < H, au droit de la position du ressaut hydraulique, pour laquelle celui-ci est stationnaire
(cd = 0). Cette hauteur, hr est représentée sur la figure (2.3.iii). Les points de fonctionnement du
diagramme de la figure (2.2) pour lesquels un tel comportement de solution est mis en évidence
sont situés dans la région (BADC) (solutions notée S3). En introduisant le paramètre adimen-
tionnel Hr = hrH , Houghton et Kasahara [HK 1968] obtiennent le diagramme des valeurs de Hr,
dans la région (CBAD), en fonction des valeurs des paramètres F0 et α (Fig. (2.2)). On observe
que la courbe (AD) correspond à la fois à cd = 0 et Hr = 0, ce qui signifie que sur cette courbe,
le ressaut hydraulique stationnaire de la solution asymptotique est positionné à l’extrémité aval
de l’obstacle.
2.5.4 Solutions dans la région (EAG)
Deux types de solutions peuvent exister dans la solution du plan des paramètres (EAG) :
soit les solutions S2, soit les solutions S4. Entre ces deux types de solutions, il existe une boucle
d’hystérésis.
Sur les figures (2.4.a) et (2.4.b), sont représentées les boucles d’hystérésis que l’on peut mettre
en évidence en fonction des valeurs de F0 et α. Pour F0 fixé et α augmente de 0 à 1, la solution
du système est tout d’abord supercritique (S2). Lorsque la valeur de α est telle que le point de
fonctionnement dont on cherche la solution appartienne à la courbe (AE) (point SAE sur la figure
(2.4.a)), le système bascule vers une solution souscritique à l’amont, supercritique à l’aval (S4).
De même, pour F0 fixé et α diminue de 1 à 0, la solution du système est tout d’abord de type
(S4). Lorsque la valeur de α est telle que le point de fonctionnement dont on cherche la solution
appartienne à la courbe (AG) (point SAG sur la figure (2.4.a)) on observe un basculement d’une
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solution (S4) vers une solution de type (S2). En effectuant un raisonnement similaire, il est
possible d’établir une boucle d’hystérésis mise en évidence lorsque α est fixé. Cette boucle est
représentée sur la figure (2.4.b). Cet hystérésis est observée, par exemple, par Pratt [Pra 1983],
numériquement ainsi que par Lawrence [Law 1987], expérimentalement.
Baines et Whitehead [BW 2003] montrent analytiquement que, dans la région (EAG), lorsque
la solution présente un ressaut hydraulique, celui-ci peut avoir deux comportements différents :
soit il se propage vers l’amont (cu < 0) et n’apparaît plus dans la solution aux temps longs, soit
il est stationnaire sur la face amont de l’obstacle (cu = 0). Ces auteurs démontrent également
que dans le cas où le ressaut est stationnaire, celui-ci est très instable. En effet, une petite
perturbation de vitesse fait soit se propager vers l’amont le ressaut hydraulique soit devenir
l’écoulement supercritique. Le caractère instable de ce ressaut hydraulique stationnaire amont le
rend difficile à mettre en évidence expérimentalement.
2.6 Ecoulement potentiel linéaire (αp = O(ε))
Lorsque le paramètre βp n’est plus d’ordre O(ε), les effets dus à la dispersion des ondes et
à la non-hydrostaticité de l’écoulement ne peuvent plus être négligés. On ne se situe plus dans
le cadre d’application des hypothèse du modèle de Saint Venant. Le modèle potentiel constitue
alors un outil permettant de déterminer des solutions d’un écoulement au-dessus d’un obstacle
lorsque βp = O(1). Le système d’équations {(2.3) à (2.8)} introduit dans le paragraphe 2.1 est
le système de base de ce modèle. Ce système peut être linéarisé si le paramètre αp est d’ordre
O(ε), on obtient alors le système d’équations {(2.9) à (2.12)}.
Afin de déterminer les solutions du système {(2.9) à (2.12)} lorsqu’un obstacle tel que α = O(ε)
est placé sur le fond, le formalisme de Fourier est introduit. Nous avons donc besoin de la







Particulièrement, nous cherchons les solutions en présence d’obstacles ayant la même forme que
ceux utilisés dans nos expériences, un demi-cylindre et une gaussienne. Pour un demi-cylindre
d’équation h(x) =
√





H2 − x2eikxdx et





, hˆ(k) = He−
(kL)2
2 (e.g. table des transfor-
mées de Fourier dans Gradshteyn et Ryzhik [GR 1994]).
Il existe des solutions stationnaires en η(x) au système {(2.9) à (2.12)} sous forme d’ondes
progressives dont la dynamique dépend des paramètres α, F0, β et de la forme de l’obstacle.
Lorsque le nombre de Froude est tel que F0 < 1, on obtient pour η(x) l’expression suivante :
η =
F 20 k0











Lorsque le nombre de Froude est tel que F0 > 1, l’équation (2.43) n’a pas de solution non
nulle et donc la solution stationnaire de η(x) est la solution nulle.
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Figure 2.5 – Ecoulement potentiel linéaire : variation de l’amplitude des ondes adimensionnée,
αp, en fonction de α, pour une gaussienne (β = 0.23) et 5 valeurs de F0
A l’aide de l’expression de η(x) ci-dessus (eq. (2.42)), nous nous proposons d’étudier les varia-
tions de l’amplitude des ondes, a, en fonction des paramètres α, F0 et β. Cette étude est conduite
en conservant la forme de l’obstacle (gaussienne) et pour F0 < 1.
2.6.1 Influence du facteur de blocage
La figure (2.5) présente la variation de l’amplitude du train d’onde, a, adimensionnée par la
hauteur d’eau de l’état de base, d0 (soit le paramètre αp) en fonction de α pour cinq valeurs du
nombre de Froude (F0 = 0.4, F0 = 0.6 à F0 = 0.9). On observe sur cette figure, pour α < 0.2,
la croissance de αp lorsque α augmente, pour les cinq nombres de Froude. Cette croissance
s’effectue jusqu’à une valeur maximale de αp au-delà de laquelle, l’amplitude du train d’onde
décroît lorsque α augmente. Cette décroissance de αp apparaît peu pertinente, il semble que les
limites du modèle soient atteintes lorsque α > 0.2. En outre, pour F0 fixé, par exemple, F0 = 0.7
sur la figure (2.5), on peut observer que lorsque α > 0.2, on a αp > 0.2, on ne situe plus dans
l’hypothèse αp = O(ε) nécessaire à la linéarisation du problème potentiel. Il y a donc, pour
α > 0.2, une incompatibilité entre les hypothèses de formulation du problème, αp = O(ε) et
les valeurs des amplitudes obtenues. Il semble donc y avoir une influence de α sur la caractére
linéaire des ondes. Ainsi, lorsque α → 0, les ondes semblent être linéaires et lorsque α → 1,
non-linéaires.
Enfin, les grandes valeurs de αp étant incompatibles avec des solutions linéaires, cela signifie
que, par exemple, pour le cas F0 = 0.9, on doit rester dans la limite α ≤ 0.05 pour espérer
obtenir des résultats cohérents à l’aide du modèle potentiel linéaire. Ce dernier point explique
les valeurs anormalement grandes de αp ( αp > 1 pour α = 0.3 et F0 = 0.9).
2.6.2 Influence du nombre de Froude (F0 < 1)
La figure (2.6.a) présente l’évolution de l’amplitude du train d’onde adimensionnée, αp, en
fonction du nombre de Froude pour un rapport d’aspect de l’obstacle fixé (β = 0.23) et quatre
valeurs de α. Pour chaque valeur de α, on observe la croissance de αp lorsque le nombre de Froude
augmente. Cette croissante s’amplifie très fortement pour F0 > 0.9, ainsi, la droite d’équation
F0 = 1 constitue une asymptote verticale à la courbe représentative de l’évolution de αp. Ce ré-
sultat est en bon accord avec celui de Lighthill [Lig 1978], présenté sur la figure (2.6.b) qui montre
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Figure 2.6 – (a), Evolution de αp en fonction de F0 pour quatre valeurs de α (obstacle :
gaussienne, β = 0.23) ; (b), évolution de l’amplitude des ondes solutions en fonction de F0
(d’après Lighthill [Lig 1978]).
que pour des valeurs de F0 croissantes, (et telles que F0 < 1), l’amplitude de la perturbation de
la surface libre croît.
On remarque également sur la figure (2.6.a), pour F0 > 0.8, que la valeur de αp n’est plus
d’ordre O(ε) (sauf pour le cas α = 0.01) et donc pour de telles valeurs du nombre de Froude,
la limite de validité de l’hypothèse de linéarité des ondes est atteinte. Il convient alors d’utili-
ser un modèle prenant en compte les phénomènes non-linéaires pour déterminer des solutions
ondulatoires de l’écoulement (e.g. modèle potentiel non-linéaire)
Pour α fixé, la hauteur H de l’obstacle étant fixée, la hauteur d’eau d0, elle non plus, ne varie
pas. En conséquence, augmenter le nombre de Froude revient à augmenter la vitesse longitudinale
incidente, u0 de l’écoulement. On peut donc déduire que l’amplitude, αp, dépend de la vitesse
moyenne incidente : lorsque u0 augmente, αp augmente.
2.6.3 Solutions pour un état de base critique (F0 = 1−O(ε))











(1 +O(1− F 20 )). (2.44)
Cette solution est discontinue en x = 0 lorsque F0 = 1 − O(ε). On peut également noter
le résultat sur l’évolution de l’amplitude du train d’onde, en fonction de F0 (paragraphe 2.6.2).
Celui-ci est reproduit sur les figures (2.6.a) et (2.6.b) et montre une très forte amplification de
l’amplitude pour F0 −→ 1.
2.6.4 Synthèse de cette partie
En résumé, les solutions de l’écoulement potentiel linéaire ont été porté dans le plan des
paramètres {α, F0} de la figure (2.7). Pour F0 < 1, la solution ondulatoire est dispersive en
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Amplitude des ondes augmentent
Figure 2.7 – Solutions de l’écoulement potentiel linéaire : plan des paramètres {α, F0} et défi-
nition de deux régimes d’écoulement.
aval de la crête de l’obstacle et l’amplitude des ondes croît avec α et F0. Pour F0 > 1, il n’y a
pas de solutions. De plus, il a été observé que lorsque α est grand (α > 0.2), le comportement
de l’amplitude des ondes prédit par le modèle linéaire est peu fiable. Il s’agit là d’un argument
permettant de montrer les limites du modèle linéaire pour α grand. Il apparaît donc que ce
paramètre lié à l’obstacle contrôle la linéarité des ondes.
2.7 Ecoulement potentiel non-linéaire (αp = O(1), βp = O(1))
L’approche potentielle non-linéaire permet de résoudre un forçage non-linéaire et dispersif,
i.e. les paramètres adimensionnels considérés sont tous d’ordre 1. Les équations (2.3) à (2.8)
régissent cet écoulement. Pour en déterminer des solutions, les méthodes de résolutions utilisées
sont numériques (e.g., Forbes et Schwartz [FS 1982], Forbes [For 1988] pour un demicylindre ;
Forbes [For 1981] pour une demi-ellipse). King et Bloor [KB 1990] comparent les solutions li-
néaires et non-linéaires pour des écoulements au-dessus d’obstacles fixes et de formes différentes
(gaussienne, demi-cylindre, triangle isocèle). De même, Belward et Forbes [BF 1993] résolvent
numériquement le cas d’un écoulement de deux fluides de densité différentes au dessus d’un
obstacle fixe dont la forme est quelconque. Lowery et Liapis [LL 1999], quant à eux, effectuent
des simulations numériques du cas où l’obstacle (demi-cylindre) est déplacé dans un écoulement
uniforme. Tout d’abord les résultats de Lowery et Liapis sont présentés dans ce paragraphe. En-
suite les résultats de Forbes et Schwartz [FS 1982] et de King et Bloor [KB 1990] sont exposés.
En particulier nous étudions l’influence de la prise en compte des non-linéarités sur les solutions
obtenues par rapport aux solutions linéaires.
2.7.1 Ecoulement uniforme (Lowery et Liapis [LL 1999])
A l’aide de simulations numériques bidimensionnelles d’un demicylindre se déplaçant dans un
écoulement au repos (pas de couche limite), Lowery et Liapis [LL 1999] établissent le diagramme
de fonctionnement de la figure (2.8). Sur cette figure sont représentées deux grandes régions
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Figure 2.8 – Plan des paramètres {F0, α} et régimes d’écoulements du modèle potentiel non-
linéaire (Lowery et Liapis [LL 1999]).
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(a) (b) (c)
Figure 2.9 – Exemples de solutions de l’écoulement potentiel non-linéaire au dessus d’un demi-
cylindre sans déferlement : (a), souscritique (F0 = 0.5,α = 0.1) ; (b), transcritique (F0 = 1,α =
0.3) ; (c), supercritique (F0 = 2, α = 0.1) (d’après Lowery et Liapis [LL 1999]).
délimitées par la courbe (NP ). A droite de cette courbe se trouvent les régions pour lesquelles
des régimes d’écoulement avec déferlement sont mis en évidence. A gauche de (NP ) les solutions
sont sans déferlement. Nous allons détailler l’ensemble de ces régimes mais avant cela, il convient
d’introduire le critère de déferlement de Miche.
2.7.1.1 Définition de la cambrure d’une onde et critère de déferlement
La cambrure d’une onde est définie comme le rapport de son amplitude sur sa longueur,
C = 2a
λ
, qui permet de distinguer la limite de déferlement. Miche [Mic 51] donne la relation :
C = 0.14 tanh(k0d0) (2.45)
En eaux peu profondes, cette relation se réduit, via l’hypothèse k0d0 ¿ 1, au critère de Miche




2.7.1.2 Solutions sans déferlement
Le but de ce paragraphe est de donner les résultats des simulations numériques de Lowery
et Liapis [LL 1999] lorsqu’aucun déferlement n’apparaît dans les solutions obtenues. En consé-
quence, les définitions de chaque régime d’écoulement présenté sont relatives à leurs résultats.
Particulièrement, ces solutions mettent en évidence des phénomènes transitoires engendrés par
la mise en mouvement de l’obstacle.
A gauche de la courbe (NP ), un découpage en trois régimes d’écoulement apparaît.
â Régime soucritique (F0 < 1) (Fig. (2.9.a)) : A l’amont de l’obstacle des solitons se forment
et s’éloignent de l’obstacle. A l’aval de l’obstacle, un train d’ondes stationnaire est généré.
La solution stationnaire obtenue dans ce régime a une dynamique similaire à celle de la
solution de l’écoulement potentiel linéaire lorsque F0 < 1.
â Régime transcritique (F0 ∼ 1) (Fig. (2.9.b)) : Des solitons de grande amplitude se propa-
geant à l’amont de l’obstacle sont générées. En aval de l’obstacle, un train d’onde se crée
et s’éloigne de l’obstacle. Aucun état stationnaire n’est atteint dans ce régime.
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(a) (b)
(c) (d)
Figure 2.10 – Allure des différents déferlement apparaissant dans les solutions de l’écoulement
potentiel non-linéaire au dessus d’un demi-cylindre : (a), spilling breaker (F0 = 0.25,α = 0.4) ;
(b), upstream breaker (F0 = 1.15,α = 0.4) ; (c), plunging breaker (F0 = 0.75, α = 0.3) ; (4),
surging breaker (F0 = 1.25, α = 0.9) (d’après Lowery et Liapis [LL 1999]).
â Régime supercritique (F0 > 1) (Fig. (2.9.c)) : une surélévation stationnaire se crée à la
verticale de l’obstacle et les ondes générées sur la face aval de l’obstacle sont advectées
loin de celui-ci (vers l’aval). Ce régime supercritique, lorsque t → ∞, est qualitativement
le même que celui prédit par la théorie de Saint Venant dans le paragraphe 2.3.a.
2.7.1.3 Solutions avec déferlement
Lowery et Liapis [LL 1999] distinguent quatre types de déferlement. L’allure de chaque type
de déferlement est présentée sur les figures (2.10.a) à (2.10.d). Leur description, détaillée ci-
dessous, est relative aux résultats de Lowery et Liapis [LL 1999].
â déferlement glissant (spilling breaker), figure (2.10.a) : il se développe symétriquement, la
crête de l’onde devient de plus en plus fine jusqu’à ce que le pic se renverse d’un coté. Ce
déferlement est mis en évidence à l’aval de l’obstacle. Ce régime est observé dans la région
marquée par (∼∼) de la figure (2.8).
â déferlement amont (upstream breaker), figure (2.10.b) : le déferlement se produit en amont
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Figure 2.11 – Ecoulement potentiel (F0 = 0.5, α = 0.2, demi-cylindre) : comparaison entre les
solutions du cas linéaire (− −) et non-linéaire (–) (d’après Forbes et Schwartz [FS 1982])
de l’obstacle et apparaît pour des points de fonctionnement au voisinage de F0 = 1. Ce
régime est repéré sur la figure (2.8) par le symbole ( À).
â déferlement plongeant (plunging breaker), figure (2.10.c) : situé en aval de l’obstacle, ce
déferlement ne se produit pas symétriquement, la crête s’enroule vers l’obstacle et la sur-
face libre tombe sur elle-même. Ce régime est mis en évidence dans une vaste région du
diagramme (symbolisée par ( ‖ ) sur la figure (2.8)).
â déferlement gonflant (surging breaker), figure (2.10.d) : ce déferlement apparaît en aval de
l’obstacle et est défini comme l’effondrement d’un ressaut hydraulique pur i.e. un ressaut
hydraulique se forme et tombe sur lui-même. Ce type de déferlement est observé pour de
grandes valeurs du facteur de blocage (α > 0.7) et est symbolisé par (/) sur la figure (2.8).
D’après cette classification, on remarque que lorsque α est grand (> 0.4), de forts effets
non-linéaires, manifestés par un déferlement non observé dans les solutions potentielles linéaires,
apparaissent dans la solution. En outre, lorsque α varie de 0 à 1, pour un nombre de Froude fixé,
au moins deux type de déferlement différents sont obtenus dans les résultats de ces simulations
numériques.
L’hypothèse d’écoulement irrotationnel émise pour écrire le système potentiel n’est plus va-
lide lorsqu’apparaît le déferlement. De plus, lorsqu’un déferlement se produit, de fort effets tri-
dimensionnels et un mélange air/eau intense sont inclus dans le processus. Or ces phénomènes
ne peuvent pas être représentés dans ces simulations bidimensionelles. Ainsi la localisation des
régimes avec déferlement décrite dans le plan des paramètres {F0, α} de la figure (2.8) est à
considérer avec prudence.
2.7.2 Comparaison linéaire / non-linéaire
Dans ce paragraphe sont présentées deux études d’écoulements potentiels au-dessus d’un obs-
tacle. Tout d’abord Forbes et Schwartz [FS 1982] étudient les solutions de l’écoulement potentiel
analytiquement dans le cas linéaire et numériquement pour le cas non-linéaire. De même, la
comparaison entre les solutions linéaires et non-linéaires obtenues par King et Bloor [KB 1990]
en faisant varier la forme de l’obstacle est ensuite présentée.
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(a) (b)
Figure 2.12 – Comparaison entre les solutions linaires (− −) et non-linéaires (−) de l’écoule-
ment potentiel au-dessus d’obstacles de formes différentes : (a), gaussienne d’équation h(x) =
Hexp(−3x2) (β = 0.1) ; (b), triangle isocèle (β = 0.61) (d’après King et Bloor [KB 1990]).
2.7.2.1 Cas d’un demi-cylindre
Sur la figure (2.11) est représenté la comparaison entre la solution linéaire et la solution non-
linéaire du problème potentiel (d’après Forbes et Schwartz [FS 1982]) pour F0 = 0.5 et α = 0.2.
En amont de la crête de l’obstacle, les ondes apparaissant dans la solution non-linéaire sont
purement numériques, il y a donc concordance entre solutions linéaires et non-linéaires. De plus,
les deux solutions possèdent un train d’onde en aval de l’obstacle : celui de la solution linéaire est
sinusoïdal alors que celui de la solution non-linéaire est composé d’ondes ayant une amplitude
plus grande et une longueur d’onde plus courte que les ondes linéaires. Les solutions non-linéaires
ont donc une plus grande cambrures que les solutions linéaires. On observe également que dans
le cas non-linéaire, la position du minimum de la surface libre est plus éloigné de la crête de
l’obstacle que dans la solution linéaire.
2.7.2.2 Lorsque la forme de l’obstacle varie (King et Bloor [KB 1990])
Sur les figures (2.12.a) et (2.12.b), deux exemples, pour F0 = 0.5, de ces solutions sont
présentés pour une gaussienne (de rapport d’aspect β = 0.1) (Fig. 2.12.a) d’une part et un
triangle isocèle (de rapport d’aspect β = 0.61) d’autre part (Fig. 2.12.b). Pour cet exemple,
les valeurs des deux facteurs de blocages sont α = 0.66 pour la gaussienne et α = 0.6 pour
le triangle. Dans les deux cas, à l’image des résultats de Forbes et Schwartz [FS 1982] obtenus
pour un demi-cylindre (paragraphe 2.7.2.1), on observe que les ondes non-linéaires ont une plus
grande amplitude que celles du problème linéaire. Dans le cas où l’obstacle utilisé est le triangle,
la longueur d’onde des ondes non-linéaire est également plus courte que celle des ondes linéaires.
Ce comportement apparaît moins clair pour la gaussienne. Dans les deux cas, on observe que
le minimum de la surface libre est plus éloigné de la crête de l’obstacle dans la solution non-
linéaire. De plus la position du minimum de la surface libre s’éloigne de la crète de l’obstacle
lorsque β augmente (ce minimum est plus loin de la crête pour le triangle que pour la gaussienne).
De même, la valeur de la hauteur moyenne du train d’onde de la solution non-linéaire est plus
grande pour β grand.
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En résumé, les études des paragraphes 2.7.1 et 2.7.2 ont montré que les non-linéarités modifient
la dynamique de la solution de façon significative : sous forme de déferlement pour Lowery et
Liapis [LL 1999] ou en changeant la nature des ondes (e.g. Forbes et Schwartz [FS 1982]). En
outre des effets de α sur la linéarité des ondes sont observés en accord avec ceux mis en évidence
pour le modèle potentiel linéaire (§2.6). Enfin on a pu noter des effets de β sur la dynamique de
la solution.
2.8 Boussinesq à fond plat (αp = O(ε), βp = O(ε), α = β = 0 )
Lorsque les effets dispersifs et non-linéaires des ondes sont faibles et au même ordre, αp = O(ε)
et βp = O(ε), les équations régissant l’écoulement sont celles de Korteweg-de Vries. La présence
d’un obstacle est prise en compte par l’ajout d’un terme de forcage. Le système formé est alors
celui de Korteweg-de Vries forcé. Dans ce cas, les quatre paramètres de développement sont
d’ordre O(ε).
Pour déterminer les équations de Korteweg-de Vries pour un écoulement sur fond plat, on
introduit dans un premier temps les équations de Boussinesq.
Sur fond plat, les écoulements irrotationnels de fluides non-visqueux peuvent être représen-
tés par les équations de Boussinesq lorsque l’écoulement est faiblement dispersif et faiblement
non-linéaire. Les solutions de ces équations sont des ondes dispersives se propageant dans deux
directions.
Boussinesq [Bou 1871b] a établi, sous les hypothèses αp = O(ε) et βp = O(ε), une équation






































En supposant des solutions de l’équation linéarisée, eq. (2.48), de forme η = Aei(kx−wt), on peut








On retrouve la relation de dispersion du système de Saint-Venant linéaire à l’ordre dominant.
2.9 Korteweg-de Vries à fond plat (αp = O(ε), βp = O(ε), α =
β = 0)
Sous les hypothèses αp = O(ε) et βp = O(ε), les équations de Boussinesq se réécrivent sous la
forme de Korteweg-de Vries lorsqu’une direction de propagation est privilégiée (Miles [Mil 1980]).
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Figure 2.13 – Représentation d’une onde cnoidale pour aλ
2
d30
= [0 : 3 : 15] (figure du dessus) et
d’une onde solitaire (figure du dessous) (d’après Lighthill [Lig 1978] p. 465)
La pulsation des ondes, solutions de l’équation (2.48), se propageant dans la direction de
l’écoulement (vers l’aval) est ω = c0k
√
1− 13d20k2. Ces ondes sont faiblement dispersives (βp =
O(ε)) et donc
√





2 +O(k4). On obtient alors la relation de dispersion suivante pour ces ondes :






















Afin d’exprimer l’équation de Korteweg-de Vries dans le repère fixe, un terme d’advection est
ajouté à l’équation (2.51). Ce terme est exprimé à partir de la célérité d’une onde dont l’ex-





(e.g Whitham [Whi 1974]). Finalement,





















2.9.1 Ondes solitaires et cnoidales
Il existe deux types de solutions analytiques bien connues de l’équation de Korteweg-de Vries :
les ondes solitaires et les ondes cnoidales.
L’onde solitaire a été observée et décrite pour la première fois par Scott-Russel en 1834 (e.g.
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n’est autre que le dévelop-





lorsque βp = O(ε). Cela signifie donc que la célérité
de l’onde solitaire, cos est peu différente de celle d’une onde de gravité (calculée dans l’approxi-
mation des ondes infiniment longues), c =
√
g(d0 + a). De plus cette onde solitaire, s’étendant





Un exemple d’onde solitaire, est représenté sur la figure (2.13). On peut également se référer à
Miles [Mil 1980] pour une revue sur les ondes solitaires.
Le deuxième type de solutions de l’équation (2.52) est périodique : il s’agit des ondes cnoidales














avec ( 0 ≤ m ≤ 1)) et cn une fonction elliptique de Jacobi. Soit X une variable





, la fonction cnoidale, cn, est telle que cnX = cosφ.








, la célérité des ondes cnoidales. m est le module de la










Il est possible d’étudier le comportement asymptotiques de l’onde cnoidale pour m → 0 et
m→ 1 :
â m→ 0
Dans (2.55), on observe que pour avoir m → 0, on doit avoir a
d0
→ 0 (le cas λ
d0
→ 0 est
exclu car il est contraire à l’hypothèse de faible profondeur). Lorsque m→ 0, l’écoulement
devient linéaire. Les ondes ont alors une forme sinusoïdale (cnX → cosX).
â m→ 1
Dans ce cas, d’après la relation (2.55), on obtient l’expression de K(1), que l’on injecte
dans l’expression définissant l’onde cnoidale, eq. (2.54) qui devient similaire à celle de
l’onde solitaire (cnX → sechX).







= 0; 3; 6; 9; 12; 15). Sur cette figure on observe que lorsque ce paramètre
aλ2
d30
augmente, la cambrure de l’onde augmente et la solution cnoidale tend vers la solution de
l’onde solitaire (m→ 1).
Lorsque βp = O(1) et αp = O(1), on est dans un autre régime d’écoulement car on ne se situe
plus dans un régime asymptotique. L’approche de Benjamin et Lighthill [BL 1954] permet alors
de déterminer de nouvelles solutions de type ondes cnoidales. Il est donc possible de déterminer
des solutions non-asymptotiques (αp et βp sont d’ordre 1) à l’écoulement à surface libre sur fond
plat et ainsi d’élargir le spectre des solutions que l’on peut obtenir pour ce type d’écoulement.
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2.10 Korteweg-de Vries forcé (αp = O(ε), βp = O(ε))
Lorsqu’un obstacle de petite taille est placé dans l’écoulement, les valeurs des paramètres α et
β sont d’ordre O(ε) tout comme αp et βp. L’écoulement est faiblement non-linéaire et faiblement
dispersif.
Cole [Col 1985], Milewski et Vanden-Broeck [MV 1999] et Dias et Vanden-Broeck [DV 2002.a]
ont montré que la présence de l’obstacle placé sur le fond du canal peut être représenté par
l’ajout d’un terme de forçage dans l’équation de Korteweg-de Vries. Ce terme de forçage apparaît
également lorsque l’écoulement est stratifié en densité (e.g. Grimshaw et Smyth [GS 1986], Smyth
[Smy 1988], Grimshaw et coll. [GCC 2002]). Le forçage prend en compte la pente de l’obstacle
et est exprimé, lorsque l’obstacle est bidimensionnel et petit (α et β d’ordre ε), sous la forme
(Grimshaw et Smyth [GS 1986], Dias et Vanden-Broeck [DV 2002.a]) :
F(x) = αf ∂h
∂x
(2.56)
où αf est un paramètre dimensionnel relié à la hauteur de l’obstacle, H. Par exemple, Grimshaw
et Smyth [GS 1986] et ensuite Smyth [Smy 1988] étudient les effets dus à la présence d’obstacles
de faibles pentes pour des écoulement stratifiés avec un forçage positif (αf = H : obstacle posé
sur le fond par exemple) et un forçage négatif (αf = −H : creux dans la paroi du fond par
exemple).
Les équations de Korteweg-de Vries forcées sont également utilisées pour les écoulement bi-
couches en présence d’un obstacle (e.g. Dias et Vanden-Broeck ([DV 2002.b] et [DV 2004]).
2.10.1 Mise en équation
En ajoutant un terme de forçage, représentant l’obstacle, à l’équation de Korteweg-de Vries
sur fond plat (eq. (2.52)), on obtient finalement une équation de Korteweg-de Vries forcée (e.g.
Baines [Bai 1995]) :
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A l’aide des variables adimensionnelles introduite dans le paragraphe 2.2 (eq. (2.14) et h? = h
H
),
cette équation (2.57) se réécrit (les ? sont omises pour alléger l’écriture) :
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= βp qui par hypothèses
sont d’ordre ε. De même, nous avons supposé que l’obstacle est de petite taille, donc α = O(ε),
ce qui implique que le paramètre H
a
du membre de droite (représentant le forçage) est d’ordre
1 (H
a
= α × 1a
d0
). On en déduit alors que pour que l’équation (2.58) s’applique, on doit ajouter
aux hypothèses déjà formulées une condition sur le nombre de Froude F0. D’après l’expression
de (2.58), cette condition est F0 − 1 = O(ε). On dit alors que l’on est à la résonance (ou
dans le régime transcritique), c’est à dire que la vitesse de propagation des ondes de gravité, c0
est très peu différente de la vitesse de l’écoulement, u0. Cette condition est également utilisée
dans d’autres analyses (Baines [Bai 1995], Dias et Vanden-Broeck [DV 2002.a], Shen et Shen
[SS 1990]). A l’aide de l’équation de Korteweg-de Vries forcé, il est donc possible d’effectuer une
étude des solutions asymptotiques de l’écoulement au dessus d’un obstacle au voisinage du point
de fonctionnement (F0 = 1, α = 0) noté A dans le plan des paramètres {α, F0} de la figure (2.2).
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Figure 2.14 – Classification des solutions stationnaires de l’équation de Korteweg-de Vries for-
cée au voisinage du point de fonctionnement {α = 0, F0 = 1} selon Dias et Vanden-Broeck
[DV 2002.a]
2.10.2 Solutions stationnaires au voisinage du point de fonctionnement (F0 =
1, α = 0)
Au voisinage du point de fonctionnement A, des solutions asymptotiques stationnaires de
l’équation (2.57) peuvent être obtenues analytiquement. Plusieurs familles de solutions dépen-
dantes de la nature de l’écoulement incident sont déterminées. Dias et Vanden-Broeck [DV 2002.a]
décrivent ces solutions et établissent un diagramme de régimes d’écoulements dans un plan de
paramètres {α, F0} reproduit sur la figure (2.14). Les solutions décrites par ces auteurs sont
stationnaires, ce qui correspond aux solutions que nous recherchons. Pour des solutions insta-
tionnaires, on peut se référer, par exemple, aux travaux de Grimshaw et Smyth [GS 1986].
2.10.2.1 Etat de base souscritique (F0 = 1−O(ε))
Lorsque l’écoulement en amont est souscritique, deux types de solutions peuvent être obtenus,
caractérisés par la dynamique de l’écoulement à l’aval de l’obstacle.
â Solutions avec ondes cnoidales
On observe dans ces solutions un train d’ondes cnoidales de la même famille que celles
décrites dans le paragraphe 2.9.1. Celles-ci sont observées dans la région (PAO) du dia-
gramme de la figure (2.14). Ce comportement est également mis en évidence par Dias et
Vanden-Broeck [DV 2002.b] dans le cas d’un fluide bi-couche.
â Solutions supercritique aval (hydraulic fall)
Ce type de solution, appelée également hydraulic fall, est caractérisé par un écoulement
souscritique en amont de l’obstacle et supercritique à l’aval. Aucune onde n’est observée
dans la solution. Il s’agit d’un cas limite entre les solutions où apparaissent des ondes
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cnoidales et les points de fonctionnement où aucune solution stationnaire n’est prédite par
le modèle analytique faiblement non-linéaire (α trop grand). Cette solution est observée
pour les points de fonctionnement appartenant à la courbe (AP ) de la figure (2.14). Cette
courbe représente les valeurs maximales de α en fonction de F0 pour que l’écoulement
demeure stationnaire. De même, Shen et Shen [SS 1990], établissent un diagramme de
régimes dans un plan de paramètres {α, F0} dont le découpage est analogue à celui de
Dias et Vanden-Broeck [DV 2002.a]. Les solutions de type hydraulic fall ont été également
obtenues par Forbes [For 1988].
2.10.2.2 Etat de base supercritique (F0 = 1 +O(ε))
Lorsque l’écoulement incident est supercritique, trois types de solutions peuvent être obtenus,
définis également par la dynamique de l’écoulement à l’aval de l’obstacle. On retrouve la solution
de type hydraulic fall ainsi que les deux types de solutions suivantes :
â Solutions avec ondes solitaires
Pour les points de fonctionnement de la courbe (AR) du diagramme de la figure (2.14), une
onde solitaire (d’amplitude 2(F0− 1) de paramètre de largeur
√
3
2(F0 − 1)) et stationnaire
apparaît dans la solution au dessus de l’obstacle. Ce type de solution est également obtenu
par Shen et coll. [SSS 1989]. Comme la courbe (AP ) dans le cas souscritique, la courbe (AR)
représente les valeurs maximales de α en fonction de F0 pour que l’écoulement demeure
stationnaire. A droite de celle-ci aucune solution stationnaire n’est obtenue car l’obstacle
est trop grand.
â Solutions avec ondes solitaires ou cnoidales
Dans cette région (HAR) du diagramme de fonctionnement de la figure (2.14), plusieurs
types de solutions peuvent exister pour les mêmes valeurs de paramètres. Des solutions pour
lesquelles l’écoulement est partout supercritique et dont le profil de surface libre est celui
pour lequel une surélévation de la surface libre au dessus de l’obstacle est observée. Dans ce
cas, Shen et coll. [SSS 1989] montrent que pour un même état de base, cette surélévation
peut avoir deux amplitudes différentes. Ce comportement est également mis en évidence
dans les simulations numériques du cas potentiel effectuées par Vanden-Broeck [Van 1987].
On observe également dans cette région des solutions avec un écoulement supercritique à
l’amont de l’obstacle et des ondes cnoidales à l’aval de celui-ci.
Sur la courbe (HM), les solutions sont de type hydraulic fall car les valeurs de α et F0 sont
telles que les ondes cnoidales n’apparaissent plus dans la solution (nombre d’onde infini).
Par rapport au cas Saint-Venant non-linéaire dont le diagramme de solution est représenté
sur la figure (2.2), les solutions de Korteweg-de Vries forcées permettent d’inclure de la dispersion
dans le système et ainsi déterminer une solution ondulatoire au voisinage du point F0 = 1, α = 0.
Les solutions du modèle de Korteweg-de Vries forcé constituent donc un raffinement autour de
ce point du plan des paramètres {α, F0} par rapport aux solutions du modèle de Saint-Venant
non-linéaire.
2.10.3 Korteweg-de Vries étendu (extended KdV )
Le modèle de Korteweg-de Vries étendu (extended KdV ) constitue un modèle asymptotique
permettant d’augmenter l’ordre des effets non-linéaires, αp = O(ε3), par rapport à celui de
la dispersion, βp = O(ε2). Ceci n’est pas le cas dans le modèle de Korteweg-de Vries forcé
présenté ci-dessus (paragraphes 2.10.1 et 2.10.2) car, dans l’équation (2.58), les non-linéarités et
la dispersion sont au même ordre, O(ε).
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(a) (b)
Figure 2.15 – Solution du modèle de Korteweg-de Vries étendu au voisinage du point de fonc-
tionnement F0 = 1, α = 0 : (a), comparaison avec le modèle de Korteweg-de Vries forcé (Marchant
et Smyth [MS 1990]) : (- -) étendu, (-) forcé ; (b), solutions de l’équation (2.59) : (i) ιe > 0, (ii)
ιe < 0 (d’après Grimshaw et coll. [GCC 2002].
A l’image du modèle de Korteweg-de Vries forcé, le modèle étendu s’applique au voisinage du
point (F0 = 1, α = 0). Ce modèle asymptotique constitue donc un raffinement de l’impact des
effets non-linéaires sur la solution. Plusieurs méthodes sont utilisées pour établir une équation
de Korteweg-de Vries étendue, dont deux exemples sont présentés dans ce paragraphe.
â Augmentation de l’ordre de dérivation
Le principe est d’augmenter l’ordre de dérivation de l’équation de Korteweg-de Vries forcée.
L’équation à résoudre fait alors intervenir des dérivées cinquième de η. Les solutions ob-
tenues sont les ondes cnoidales étendues. Cette méthode et ses solutions en présence d’un
obstacle sont présentées de façon très détaillée dans les travaux de Marchant et Smyth
[MS 1990]. De plus, ces auteurs proposent une comparaison entre les modèles de Korteweg-
de Vries forcé et étendus. Sur la figure (2.15.a) est représenté un exemple de cette compa-
raison. En amont de l’obstacle, on observe que la première onde du train d’onde a une plus
grande amplitude dans le modèle étendu. De plus, un déphasage montrant que les ondes
solutions du modèle étendu se déplacent le plus vite, est également mis en évidence. En
aval, l’amplitude du train d’onde ainsi que la cambrure des ondes sont plus grandes dans la
solution obtenue avec le modèle de Korteweg-de Vries étendu. Comme remarqué pour les
ondes formées en amont de l’obstacle, les ondes aval se déplacent plus vite avec le modèle
étendu.
â Ajout d’un terme non-linéaire d’ordre 3
Grimshaw et coll. [GCC 2002] proposent également des solutions de l’écoulement stratifié en
densité en présence d’un obstacle obtenues à l’aide d’un autre modèle de Kortweg-de Vries
étendu. Un terme non-linéaire d’ordre 3 est ajouté directement à l’équation de Korteweg-
de Vries forcée (2.58). A l’aide de ce terme, ιeη2
∂η
∂x
(où ιe est un coefficient déterminé
à l’aide de l’état de base de l’écoulement stratifié), un terme cubique est introduit dans
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Sur la figure (2.15.b) sont représentées deux types de solutions instationnaires de l’équation
(2.59) pour deux valeurs de ιe, une positive et l’autre négative (les deux ayant même valeur
absolue) à un instant donné.
Dans la solution notée (i) est telle ιe > 0, on constate qu’en amont de l’obstacle, un train
d’onde propagatif se forme. En aval de l’obstacle, une zone sans onde est observée et à la
suite de celle-ci, une train d’onde stationnaire se forme, il s’amorti lorsqu’on s’éloigne de
l’obstacle. De part et d’autre de l’obstacle, la dynamique de la solution est qualitativement
la même que dans la solution obtenue par Marchant et Smyth [MS 1990] (Fig. (2.15.a)).
La solution notée (ii) est telle ιe < 0, on observe trois grandes différences avec le cas où
ιe > 0. Tout d’abord en amont de l’obstacle, il n’y pas de train d’ondes mis en évidence
mais un bore se propageant vers l’amont se forme. Aux temps long, celui-ci disparaît de
la solution et le profil de la surface libre est plat. Ensuite, en aval de l’obstacle, une zone
sans onde est observée. Celle-ci est plus longue que dans le cas où ιe > 0. Enfin, un train
d’onde s’amortissant très faiblement apparaît en aval de la zone sans onde. La dynamique
de ce train d’onde semble proche de celle d’un ressaut hydraulique ondulé car la première
onde s’apparente à un choc (cambrure très forte) et le train d’onde s’amorti faiblement.
Aux temps longs, cette solution s’apparente, proche de l’obstacle, à celle de type hydraulic
fall décrite dans le paragraphe 2.10.2.
A l’aide de ces deux exemples, on observe quelques différences entre les modèles de Korteweg-
de Vries forcé et étendu. Le modèle étendu constitue bien un raffinement de l’influence des effets
non-linéaires et peut donc être ensuite utilisé dans l’analyse des solutions où apparaissent de
fortes discontinuités dans l’écoulement (séparation effets dispersifs et non-linéaires).
Conclusion
Nous avons vu dans ce chapitre que des solutions ondulatoires de l’écoulement à surface
libre au-dessus d’un obstacle peuvent être obtenues à l’aide de modèles asymptotiques issus de
la théorie potentielle. Les modèles font alors intervenir des paramètres que l’on peut mettre en
évidence à l’aide d’une analyse dimensionnelle. Les solutions obtenues à l’aide des différentes
théories sont très variées en fonction du modèle considéré, essentiellement à cause des limites
imposées par les hypothèses de dérivation du modèle. L’influence des non-linéarités et de la
dispersion sont assez bien mises en évidence à l’aide de comparaison des diverses approches.
Les paramètres issus de l’analyse asymptotique sont très bien connus dans le cas à fond plat
(αp et βp). Cependant, en présence de l’obstacle, les deux autres paramètres ne sont pas très
bien définis. Ainsi, en considérant l’obstacle de petite taille, les modélisations s’effectuent en
s’affranchissant de la présence de celui-ci (la taille de l’obstacle est alors d’ordre ε). Pour tenter
de déterminer leur rôle dans la dynamique de la solution ondulatoire et à l’aide d’études pa-
ramétriques nous avons examiné l’effet de α et β. Deux constatations émergent : α a un effet
sur la linéarité/non-linéarité des ondes, mais l’effet de β apparaît moins clair. Cependant, ces
constatations méritent un approfondissement c’est pourquoi l’étude de l’influence de ces deux
paramètres va être conduite expérimentalement à partir du chapitre 4. Dans cette optique les
expériences que nous avons menées apporteront des réponses d’une part sur le paramètre α car
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nous avons fait varier ce paramètre dans les points de fonctionnement que nous avons observés.
De plus l’utilisation de deux obstacles de rapports d’aspect différents permet de quantifier l’in-
fluence du paramètre β. Ainsi il est possible de séparer l’influence de ces deux paramètres, ce qui
n’est pas le cas dans les méthodes asymptotiques que nous venons de présenter.
Enfin, pour chaque modèle, un diagramme de solutions dans un plan des paramètres {α, F0}
a pu être établi. Cependant, ceux-ci sont directement reliés aux modèles et à leurs hypothèses.
Il est alors pertinent de déterminer quels sont, dans le plan des paramètres {α, F0}, les régions
où les hypothèses de ces modèles sont respectées.
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Introduction
Dans ce chapitre, nous décrivons le dispositif expérimental ainsi que les techniques métrolo-
giques utilisés lors de cette étude.
Dans la première partie, nous présentons les caractéristiques du canal à surface libre et des
obstacles utilisés. Ensuite, une discussion sur le positionnement des obstacles suivant la direction
longitudinale est conduite (§3.2). A l’issue de cette discussion, la présentation des méthodes de
mesure est proposée.
Au cours de nos expériences, la position de la surface libre est mesurée avec des sondes
capacitives d’une part (§3.3) et par ombroscopie d’autre part (§3.4). Avec ces deux méthodes, les
profils de surface libre sont mesurés dans le plan médian du canal, en y = 0. Ce plan est noté
par la suite (O, x, 0, z) et la hauteur d’eau d(x, 0, t), en ce plan, est notée dm(x). Les champs de
vitesses bidimensionnels sont mesurés par vélocimétrie par images de particules (§3.5) dans ce
même plan (O, x, 0, z) et autour de l’obstacle.
3.1 Caractéristiques du canal et choix des obstacles
3.1.1 Le canal
Les expériences ont été conduites dans un canal à surface libre représenté sur la figure (3.1).
Il s’agit d’un canal de 14 m de long, de section rectangulaire, ayant une largeur de 0.25 m
et une hauteur de 0.5 m. Toutes les parois sont en verre. Ce canal a une pente géométrique fixe,
I = 0.17%. En amont et en aval du canal se trouvent deux cuves en inox. La cuve amont est
équipé d’une grille perforée (∅ = 3 mm) et d’un entonnement convergent, destinés à diminuer le
niveau de turbulence de l’écoulement et à réduire les perturbations à l’entrée du canal. En aval
du canal, l’eau se déverse dans la deuxième cuve puis est réacheminée par un canal de retour
vers la cuve amont, l’écoulement s’effectuant en circuit fermé. L’écoulement est entretenu par
une pompe dont nous contrôlons la fréquence de rotation à l’aide d’un variateur électronique.
Celui-ci nous permet de régler le débit de l’écoulement Qc avec une précision de 0.05 l.s−1.
Les débits, mesurés à l’aide d’un débimètre électronique, varient alors dans une gamme telle
que Qcmin = 3l.s
−1 et Qcmax = 28.2l.s
−1. L’ajustement de la hauteur d’eau de l’état de base,
d0, s’effectue à l’aide d’un système de deux vannes motorisées, pilotées par ordinateur. Le pas
d’ouverture de ces vannes est 4.5 mm. La vanne amont est située à 2 m en aval de l’entrée du
canal et la vanne aval constitue le déversoir. Compte tenu des caractéristiques de ce dispositif,
les paramètres que nous contrôlons sont le débit Qc et la hauteur d’eau d0 de l’état de base. Ainsi
on peut définir un facteur de blocage, α et un nombre de Froude, F0 pour chaque écoulement
étudié.
Ce canal est bien adapté aux méthodes de mesures que nous avons souhaité employer au cours
de notre étude. En effet, il est équipé d’un rail de guidage permettant de déplacer un porte-sonde
suivant l’axe longitudinal et ainsi d’effectuer des mesure de position de la surface libre selon l’axe
x avec les sondes capacitives. De plus, les parois latérales et du fond étant en verre, les méthodes
de mesures optiques, ombroscopie et vélocimétrie par images de particules, peuvent être mises
en œuvre.
3.1.2 Les obstacles
Au cours de nos expériences, nous avons utilisé deux types d’obstacles : un demi-cylindre
et un obstacle de forme gaussienne. Ces obstacles sont qualifiés de bidimensionnels car ils sont
invariants suivant la direction transversale à l’écoulement et leur profondeur est égale à la largeur
du canal, soit 25 cm.
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Figure 3.1 – Canal à surface libre utilisé pour notre étude





. Le rapport d’aspect,
β = H
L
, de ces obstacles est β = 0.58 pour le demi-cylindre et β = 0.23 pour la gaussienne. Ici L
est la longueur, suivant x, mesurée à la demi-hauteur de l’obstacle (Fig. (1.1)). Ce choix permet
d’étudier l’effet du changement d’obstacle sur le profil de la surface libre et sur l’écoulement
local. Cependant, il convient de noter que ce rapport d’aspect ne traduit pas totalement le
changement de forme entre les deux types d’obstacle. La discussion sur l’effet du changement
d’obstacle portera ainsi sur les deux aspects, effet de forme et effet de β. Pour ces deux types
d’obstacle, deux tailles différentes ont été utilisées (H = 1.7 cm et H = 4.1 cm) afin d’atteindre
un plus grand nombre de points de fonctionnement dans le plan des paramètres {α, F0}. Enfin,
l’utilisation de méthodes optiques et notamment de la mesure de vitesses par images de particules
nécessite l’utilisation d’obstacles transparents laissant passer le faisceau laser.
3.1.3 Régions observables et points de fonctionnement analysés dans le plan
des paramètres {α, F0}
Parmi les caractéristiques du canal et des obstacles que nous avons décrites ci-dessus (§3.1.1
et 3.1.2), la gamme de débit Qc et les hauteurs d’obstacles H nous permettent de définir les
régions du plan des paramètres {α, F0}, appelées régions observables, que nous pouvons explorer
au cours de nos expériences. Sur la figure (3.2) sont représentées par des pointillés les frontières
de la région observable. Ainsi, pour F0 < 0, cette région observable est délimitées par les quatre
frontières notée pii avec i = 1 . . . 4 et lorsque F0 > 1, la région observable est située à droite de
la frontière pi1. Voici le descriptif de ces frontières de la figure (3.2) :
â La frontière pi1 correspond au cas où le débit de l’écoulement est le minimum, Qc = 3 l.s−1.
â La frontière pi2 correspond au cas où le débit de l’écoulement est le maximum, Qc =
28.2 l.s−1.
â Les frontières pi3 et (resp. pi4) sont déterminées manuellement en associant à chaque débit,
51
CHAPITRE 3. DISPOSITIF EXPÉRIMENTAL ET MÉTROLOGIE













Figure 3.2 – Plan des paramètres {α, F0} : pii avec i = 1 . . . 4, frontières de la zone observable
et position des points de fonctionnement analysées dans le cas où l’écoulement de base est sous-
critique avec mesure de la surface libre avec sonde capacitive (£) ; mesure de la surface libre par
ombroscopie (⊗) ; points utilisés pour la définition visuelle des frontières des régimes (×).
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la hauteur d’eau, d0 minimale (resp. maximale) et donc la valeur de α minimale (resp.
maximale) que l’on peut atteindre. (lorsque F0 < 1).
Outre les frontières que nous venons de présenter, on peut observer sur la figure (3.2) les
points de fonctionnement que nous avons analysés au cours de notre étude. Comme nous avons
utilisé plusieurs méthodes expérimentales pour les mesures de hauteurs d’eau, nous avons, par
commodité, différentié le repérage de ces points de fonctionnement dans le plan des paramètres
{α, F0} par des symboles dont le repérage est le suivant : les points de fonctionnement repérés
par le symbole (£) ont été étudiés à l’aide des sondes capacitives, ceux repérés par le symbole (⊗)
ont été analysés grâce à la méthode ombroscopique et les points de fonctionnement symbolisés
par (×) ont servi à la détermination visuelle des frontières entre les régimes (mesure de quelques
dimensions caractéristiques du profil de la surface libre sur toute la longueur du canal). Le choix
des points étudiés en détails (symbolisés par (£) et (⊗)) est justifié soit par leur proximité des
frontières des régimes, soit parce qu’ils permettent de discriminer les effets des paramètres α
et F0 (en fixant un des deux paramètres α ou F0 et en faisant varier l’autre). Les points de
fonctionnement dont le champ de vitesse a été étudié par vélocimétrie par images de particules
ne sont pas repérés car d’une part il s’agit de la seule méthode de mesure de vitesses utilisée et
d’autre part, il n’y en a pas de supplémentaires par rapport à ceux déjà repérés.
3.2 Positionnement longitudinal de l’obstacle
Le positionnement longitudinal de l’obstacle n’est pas anodin. En effet, l’obstacle étant placé
sur la paroi du fond du canal, l’écoulement incident sur celui-ci est un écoulement de couche limite
turbulente à surface libre. Cette couche limite turbulente est pleinement développée lorsque son
épaisseur, δ(x, y, t), est telle que δ(x, y, t) = d(x, y, t).
3.2.1 Effets de l’état de développement de la couche limite turbulente
A une abscisse donnée, les propriétés de l’écoulement ne sont pas les mêmes selon que l’écou-
lement est pleinement développé ou non. Par exemple, Wilson et Turner [WT 1972] ont montré
que la position d’un ressaut hydraulique dépendait non seulement du nombre de Froude de
l’écoulement mais aussi du développement de la couche limite. De même, Leutheusser et Kartha
[LK 1972] ont étudié les hauteurs conjuguées et la longueur (distance séparant l’abscisse du pied
du ressaut hydraulique de l’abscisse de sa crête) d’un ressaut hydraulique. Ces auteurs montrent
notamment que quand l’écoulement est pleinement développé le ressaut hydraulique est plus long
et le rapport des hauteurs conjuguées plus faible que lorsque l’écoulement n’est pas développé.
De plus, lorsque la couche limite est pleinement développée, la vitesse verticale est petite devant
la vitesse longitudinale (≤ 5%). Cette propriété est intéressante pour notre travail. En effet,
les modèles asymptotiques sont dérivés pour un écoulement incident sur l’obstacle uniforme. Il
est donc nécessaire d’obtenir expérimentalement un écoulement incident sur l’obstacle à vitesse
verticale faible pour envisager des comparaisons. En outre, expérimentalement, la mesure de
d(x, y, t) est moins fastidieuse que la mesure de δ(x, y, t). Ainsi, pour ces raisons et compte tenu
des résultats Leutheusser et Kartha [LK 1972] et Wilson et Turner [WT 1972], nous souhaitons
placer l’obstacle dans une région du canal où la couche limite turbulente est pleinement dévelop-
pée. Il est donc nécessaire de disposer de critères d’estimation de la longueur de développement
de la couche limite, Ld.
3.2.2 Critères de développement de la couche limite
Des critères permettant de connaître l’état du développement de la couche limite sont établis
dans la littérature, à la fois pour des écoulements supercritiques et souscritiques.
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Couche limite turbulente
Figure 3.3 – Schéma de l’écoulement souscritique, issu de Kirkgoz et Ardiclioglu [KA 1997].
â Ecoulement souscritique (Fig. (3.3))
Kirkgoz et Ardiclioglu [KA 1997] ont mesuré des profils de vitesses longitudinales par ané-
mométrie laser-doppler (LDA) dans un canal à surface libre lisse et rectangulaire. Ils ont




, et RF =
Re
F0
, le rapport des nombres de Froude, F0, et de Reynolds, Re, de
l’écoulement :




avec rh, le rayon hydraulique. La relation (3.1) a été établie pour 2.8×104 <
Re < 1.4 × 105, 0.3 ≤ F0 ≤ 0.66 et pour des rapport d’aspect de l’écoulement, Γe = Wc
d0
tels que 1.5 ≤ Γe ≤ 12. Cette gamme de valeurs de Re est proche de celle de notre étude de
même que la gamme des valeurs du nombre de Froude F0. En outre, Γe varie, dans notre
étude et pour un état de base souscritique, entre les valeurs 1.5 et 5. Nous en déduisons
donc que la loi empirique (3.1) est adaptée aux écoulements que nous étudions et nous la
retenons donc comme critère d’estimation de la longueur de développement de la couche
limite turbulente pour les écoulement souscritiques étudiés au cours de nos expériences.
â Ecoulement supercritique (Fig. (3.4))
D’après Leutheusser et Kartha [LK 1972], pour qu’un écoulement supercritique généré par
un vanne soit pleinement développé, il faut que
Ld
ov
≥ 200, avec ov l’ouverture de la vanne
(Fig. (3.4)). Cette condition semble trop contraignante d’après l’étude menée par Ohtsu et
Yasuda [OY 1994]. Ces auteurs, en effet, montrent que la longueur de développement de la
couche limite turbulente, Ld, dépend du nombre de Reynolds, Re et du nombre de Froude,
F0. Une analyse en fonction de ces deux paramètres a permis à ces auteurs de définir
des lois d’estimation de Ld en fonction de Re et F0. Ces conditions présentent l’avantage
d’être moins contraignantes que la loi de Leutheusser et Kartha [LK 1972] et adaptées
à l’écoulement de couche limite étudié. Notamment, on déduit des travaux de Ohtsu et
Yasuda [OY 1994] que, pour des nombre de Reynolds Re < 2×105 et de Froude F0 < 5, ce
qui est vérifié pour l’ensemble des points de fonctionnement que nous étudions, la longueur
de développement de la couche limite est telle que
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Frontière de la couche limite









où dv est le minimum de la surface libre en aval et proche de la vanne amont (Fig. 3.4)).
Nous n’avons pas mesuré dv au cours de nos expériences, mais nous connaissons l’ouverture
de la vanne, ov, pour chaque point de fonctionnement que nous avons considéré et il existe
une approximation empirique établie par Rajaratnam [Raj 1977] qui permet d’estimer dv




C’est ainsi que, pour estimer la longueur de développement de la couche limite pour un
état de base supercritique, nous appliquerons donc la relation (3.3).
3.2.3 Détermination de la position de l’obstacle
Lorsque l’état de base est soucritique, la longueur de développement maximale obtenue, à
l’aide de la relation (3.1), sur l’ensemble des écoulements que nous avons étudié, est Ld ∼ 7 m.
Cette longueur est alors à mesurer à partir de l’entrée du canal. De même, pour l’ensemble
des écoulements ayant un état de base supercritique, la longueur de développement maximale
obtenue, à l’aide de la relation (3.3), est Ld ∼ 5.30 m. Pour générer les écoulements dont l’état
de base est supercritique, la vanne amont est utilisée et nous avons vu, dans la description du
canal (§3.1), que celle-ci se situe 2 m en aval de l’entrée du canal. Cela signifie donc que pour
estimer le positionnement de l’obstacle par rapport à l’entrée du canal, il faut rajouter 2 m à la
longueur Ld lorsque l’état de base est supercritique.
En résumé, il faut donc, pour que l’écoulement incident soit pleinement développé pour
l’ensemble des écoulements que nous étudions, placer l’obstacle à une distance minimale de
7.3 m de l’entrée du canal.
Par ailleurs, nous souhaitons mesurer la position de la surface libre à la fois en amont et
en aval de l’obstacle et suffisamment loin. Il faut donc qu’il n’y ait ni de perturbations issues
de la cuve amont, ni de perturbations provenant de la cuve aval. En plaçant l’obstacle à une
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(a) (b)
Figure 3.5 – (a), Sonde capacitive et (b), principe de mesure
abscisse telle que la couche limite soit pleinement développée, on s’affranchi des perturbations
issues de l’entrée du canal. Par contre, en aval de l’obstacle, nous avons pu observer, lors d’études
préliminaires, que la surface libre est perturbée par le déversoir sur une distance de 3m environ en
amont de cellui-ci. Cela implique que les 3 derniers mètres de la partie vitrée du canal, en amont
du déversoir, sont inutilisables pour effectuer nos mesures. Il s’agit là de la dernière contrainte
dans la détermination de la position de l’obstacle.
Finalement, l’obstacle a été placé à 7.5 m de l’entrée du canal. Ce choix permet d’avoir une
distance exploitable pour les mesures de la position de la surface libre de 3m en aval de l’obstacle
et de respecter la distance minimale pour que la couche limite soit pleinement développée dans
toutes nos expériences.
3.3 Mesure de la position de la surface libre par sondes capaci-
tives
Dans ce paragraphe, le principe de la mesure à l’aide des sondes capacitives ainsi qu’une
estimation d’erreur sont présentées. Le détail de la conception électronique de la sonde n’y est
pas développé mais se trouve dans Jarnot [Jar 1997].
3.3.1 Principe de la mesure
La figure (3.5.a) présente une sonde capacitive. Celle-ci fonctionne comme un condensateur
dont on va chercher à mesurer la capacité, proportionnelle à la profondeur immergée. Le conden-
sateur est formé par un fil de cuivre gainé de téflon d’une part - l’isolant - et l’armature en acier -
le conducteur d’autre part. En outre, le contraste entre les propriétés électriques de l’air, isolant
(conductivité σ → 0 µS.cm−1) et de l’eau, très bon conducteur (conductivité σ = 400 µS.cm−1),
fait de la sonde capacitive un outil bien adapté à la mesure de hauteurs d’eau.
En pratique, la sonde est placé dans le plan normal à l’écoulement (y, z), en y = 0 et est
partiellement immergée. La capacité alors mesurée est proportionnelle à la surface immergée de la
sonde, ABCD sur la figure (3.5.b). De cette capacité, est déduite la hauteur d’eau. Il s’agit d’une
mesure ponctuelle. Pour obtentenir un profil de la surface libre, un déplacement de la sonde
suivant la direction longitudinale est effectué. La sonde est ainsi fixée à un porte-sonde posé
sur le rail de guidage solidaire du canal (Fig. (3.1)). Au cours de nos expériences, la résolution
longitudinale est de 3 cm en moyenne. La longueur des profils de la surface libre mesurés varie
de 2 m à 3 m en fonction des points de fonctionnement étudiés.
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La position de la surface libre obtenue est une grandeur instantanée, or, nous souhaitons
obtenir une valeur moyenne de ces grandeurs instantanées en chaque position spatiale de la
sonde. La fréquence d’échantillonnage que nous avons choisi pour effectuer ces mesures est 400
Hz car la fréquence maximale de la sonde est 200 Hz. Les moyennes sont calculées sur une
minute et donc le nombre de valeurs instantanées sur lesquelles sont calculées les moyennes est
Ns = 24000.
3.3.2 Procédure d’étalonnage de la sonde
Il est nécessaire d’effectuer un étalonnage. Pour cela, dans un réservoir gradué, la sonde est
déplacée verticalement dans un volume d’eau au repos. Sur une hauteur d’eau de 10 cm, tous
les centimètres, la correspondance hauteur d’eau/tension est relevée. Une régression linéaire est
ensuite effectuée entre les points relevés en vue d’obtenir une droite d’étalonnage de la sonde.
Il convient de noter que le zéro de la sonde est choisi à 2 cm au-dessus de la barre métallique
horizontale inférieure de la sonde (segment CD su la figure (3.5.b)), pour éviter que celle-ci ne
perturbe les mesures (conductivité de la barre métallique CD). Au cours de nos expériences, ce
processus d’étalonnage est effectué chaque jour, pour chaque sonde utilisée. Par ailleurs, la dérive
électronique de la sonde au cours d’une journée de huit heures est inférieure à 5%.
3.3.3 Estimation de l’erreur de mesure de la position de la surface libre
L’erreur totale sur la mesure de la position de la surface libre se décompose en une somme
d’erreurs liées à chacune des manipulations successives de la mesure de la position de la surface
libre. C’est ainsi que nous avons identifié les erreurs suivantes :
â Sur la pente géométrique du canal
Pour mesurer la pente du canal, nous avons fermé et rendu étanches les vannes amont et
aval du canal afin d’obtenir une cuve remplie d’eau au repos. Ce choix permet d’obtenir
une hauteur de référence, l’horizontale, définie par la surface libre au repos. Ensuite, à
l’aide d’un réglet et d’un théodolite, la position de la paroi du fond du canal par rapport
à l’horizontale est mesurée en plusieurs points dans le plan (O, x, 0, z) et le long de l’axe
longitudinal. Une régression linéaire permet ensuite de déterminer la pente moyenne du
canal, I = 0.17%. L’erreur commise sur la mesure du fond du canal se décompose en deux
erreurs : une liée à la graduation du réglet, δr = ±0.25 mm et l’autre lié à l’interpolation
des points expérimentaux lors de la régression linéaire, δrl. L’évaluation de cette erreur
est effectuée à l’aide du calcul de l’écart-type de la pente et est δrl ± 1 mm. Finalement,




rl ∼ ±1 mm.
â Sur la pente des rails de guidage
De même, la position des rails de guidage a été mesurée en plusieurs points, le long de l’axe
longitudinal, et une interpolation de ces points a été effectuée. Là encore, l’erreur est due
à cette interpolation et son estimation est δrails = ±1 mm.
â Sur la position du zéro de la sonde
La position du zéro de la sonde, une fois celle-ci immergée, est mesurée par rapport aux
rails. Cette grandeur est relevée une fois, à l’aide d’un réglet, pour la première position
de la sonde pour chaque profil de la surface libre. L’erreur estimée sur cette position est
δzs = ±0.25 mm et correspond à la graduation du réglet.
â Sur la mesure obtenue avec la sonde capacitive
Cette erreur porte sur la hauteur d’eau mesurée avec la sonde et est due d’une part à
l’erreur électronique et d’autre part à l’étalonnage de la sonde. L’erreur électronique est
évaluée avec l’écart-type de la tension moyenne : δelec ± 10−2 mm. La deuxième erreur est
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par un projecteur 500W
Figure 3.6 – Schéma du dispositif de mesure par ombroscopie.
liée à l’interpolation des points d’étalonnage. Celle-ci est calculée avec l’écart-type de la
courbe d’étalonnage : δetal = ±0.5 mm
Finalement, l’estimation de l’erreur totale commise sur la mesure de la position de la surface











etal ∼ ±1 mm (3.4)
3.4 Détection de la surface libre par ombroscopie
La deuxième méthode destinée à mesurer la position de la surface libre mise en oeuvre au
cours de nos expériences est une méthode ombroscopique. Le principe de celle-ci est d’utiliser
les propriétés optiques de la surface libre pour en détecter la position. Cette méthode fait donc
appel à un traitement optique d’images haute résolution de la surface libre et nécessite une
instrumentation spécifique.
3.4.1 Dispositif ombroscopique
Sur la figure (3.6), nous avons schématisé le dispositif et l’instrumentation utilisés pour la
détection de la position de la surface libre par ombroscopie.
Celui-ci se compose, d’un coté du canal, d’un appareil photographique numérique placé sur un
pied photographique. L’appareil photographique utilisé est le Nikon D1 dont les caractéristiques
sont les suivantes :
â capteur DTC avec filtre couleur (RVB) de 2000× 1312 px2 et de taille 23.7× 15.6 mm2,
â dynamique : 12 bits, soit 4096 niveaux de gris .
Le Nikon D1 est connecté à un ordinateur à partir duquel on effectue les réglages (mise au point,
ouverture de l’objectif, temps d’exposition) et l’acquisition des images des profils de la surface
libre. De l’autre côté du canal, parallèlement à celui-ci, nous avons disposé, face à l’appareil
photographique, un panneau blanc éclairé par un projecteur de puissance 500 W . Ce choix
a pour but d’augmenter le contraste optique entre la surface libre et l’arrière plan lors de la
prise d’images d’une part et de rendre l’éclairage plus homogène d’autre part. Au cours de nos
investigations, le projecteur est la seule source lumineuse de la salle d’expériences.
Le Nikon D1 est équipé d’un objectif optique Nikkor de focale 35 mm et d’ouverture f = 2.
La région d’intérêt sur laquelle est focalisé l’appareil photographique se situe au voisinage de
l’obstacle. En fonction des caractéristiques de l’état de base, les phénomènes apparaissant à la
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surface libre varient d’un point de fonctionnement à un autre et donc afin de mieux observer
chacun des phénomènes, nous avons été amenés à changer la position longitudinale de l’appareil
photographique. Ce changement de position reste néanmoins assez limité dans l’espace et se situe
autour à une distance du canal d’environ 1 m. La qualité des images n’est pas altérée mais ces
variations de positions conduisent à des variations de la résolution de la mesure et de la taille de
la région d’intérêt.
A une distance de 1 m, compte tenu des hauteurs d’eau observées et de l’objectif optique
que nous avons utilisé, seule la partie centrale du capteur, selon l’axe vertical, est exposée. Ainsi,
une telle distance entre l’appareil photographique et le canal suffit pour limiter les effets de
parallaxe. De plus, afin de s’affranchir des effets de bord, nous n’avons pas considéré les pixels
les plus proches des bords du capteur (environ une centaine de chaque coté). Au final, la région
d’intérêt a donc une longueur, suivant l’axe horizontal, de 1700 px à 1800 px qui correspond à
une longueur physique de 105 cm à 130 cm (en fonction de la position du Nikon D1). La longueur
du profil de surface libre obtenu est plus petite avec la méthode ombroscopique que celle obtenue
avec les sondes capacitives. Enfin, la région d’intérêt est focalisée au voisinage de l’obstacle.
3.4.2 Traitement des images
A l’issue de l’acquisition des images, il s’agit d’effectuer la détection de la position de la
surface libre. Ce travail est effectué en trois étapes :
3.4.2.1 Extraction du contour de la surface libre
Cette opération permet d’isoler le contour de la surface libre du reste de l’image. Celui-ci est
effectué à l’aide du logiciel de traitement d’images Optimas v6.1 qui permet, à partir de l’image
de la surface libre brute d’en extraire le contour. Dans ce paragraphe, nous détaillons de façon
chronologique, à partir d’un exemple, la méthodologie utilisée pour l’extraction du profil de la
surface libre. Afin d’illustrer nos explications et d’en faciliter le suivi, nous faisons référence aux
figures (3.7.a) à (3.7.d) qui présentent les grandes étapes du traitement des images.
â Calibration spatiale de la mesure
La détermination de la calibration spatiale permet d’établir un coefficient de correspon-
dance entre les échelles physiques et l’image numérique. Ce coefficient est établi à partir
de l’image numérisée d’une mire placée au sein du fluide et dans le plan de mesure. L’unité
de ce coefficient est le pixel/centimètres, px.cm−1. Sur l’exemple de la figure (3.7), la cali-
bration spatiale de l’image est 17.5 px.cm−1.
â Division de l’image brute par une image de fond
Nous souhaitons isoler le contour de la surface libre du reste de l’image, or, pour cela, il
est nécessaire d’avoir un très grand contraste d’intensité lumineuse entre la surface libre
et le reste de l’image. Malheureusement, compte tenu de la difficulté d’obtenir un arrière
plan d’intensité lumineuse parfaitement homogène, cette contrainte n’est pas respectée,
comme on peut le voir sur l’image brute de la figure (3.7.a). L’image ne peut donc pas
être exploitée en l’état. Il faut donc augmenter encore le contraste entre le fond de l’image
et la surface libre pour isoler celle-ci. Le principe de la division par une image de fond
consiste à ôter à l’image brute la signature de l’arrière plan. Cette méthode s’appuie sur le
fait qu’à chaque pixel de l’image brute correspond un niveau de gris compris entre 0 (noir)
et 255 (blanc). Sachant cela, il faut créer une image de l’arrière plan à partir de l’image
brute en masquant la surface libre, l’image de fond. Ensuite, il suffit de faire une division
des niveaux de gris de l’image brute par l’image de fond pixel par pixel et l’on obtient
une image résultante beaucoup plus contrastée et mettant plus clairement en évidence la
surface libre (Fig. (3.7.b)).
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Figure 3.7 – Etapes de la détection de la position de la surface libre : (a), image brute ; (b),
division par le fond ; (c), filtrage médian 5× 5 px2 ; (d) ; seuillage et binarisation
â Filtrage
Le filtrage permet d’atténuer les bruits présents dans l’image et d’augmenter la netteté de
la surface libre. Au cours de ce traitement d’image, le filtre médian de dimension 5× 5 px2
a été retenu. Avec ce filtre, au voisinage d’un pixel donné, on lui attribue la valeur médiane
du niveau de gris des pixels autour de celui-ci (Fig. (3.7.c)).
â Seuillage et binarisation
A l’issue du filtrage, la dernière étape destinée à isoler la surface libre est la binarisation
de l’image. Pour effectuer ce travail, il faut d’abord fixer une valeur de niveau de gris seuil
entre 0 et 255. Une fois cette valeur seuil déterminée, l’image est rendue binaire : tout
pixel ayant un niveau de gris égal ou inférieur au seuil prend la valeur 0 (noir) alors qu’aux
autres pixels est attribuée la valeur 255 (blanc). Le résultat de la binarisation est présenté
sur la figure (3.7.d).
L’image résultant de ce traitement est donc composée seulement de pixels blancs ou noirs et
l’on peut bien observer sur la figure (3.7.d) que nous avons donc réussi à isoler le contour de la
surface libre, en blanc. Il reste à exploiter ce résultat pour, à partir de ce contour de la surface
libre, déterminer la position de la surface libre.
3.4.2.2 Extraction de la position de la surface libre
La détermination de la position de la surface libre n’est cependant pas immédiate car on
peut voir sur le contour isolé de la surface libre (Fig. (3.7.d)) que celle-ci a une épaisseur de
plusieurs pixels. Cette épaisseur est due au ménisque formé par l’adhérence du fluide aux parois
latérales, au niveau de la surface libre. A ce stade, pour extraire la position de la surface libre,
trois alternatives sont possibles :
â soit la position de la surface libre retenue est une des deux frontières, supérieure ou infé-
rieure, entre les zones blanches et noires de l’image, pour tout le profil. En faisant ce choix,
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on considère alors que l’on commet une erreur sur la position de la surface libre égale à
l’épaisseur du contour détecté à l’aide du logiciel Optimas.
â soit la position de la surface libre retenue est la courbe passant au milieu du contour de
surface libre extrait du traitement d’image (zone blanche sur l’image) et, comme dans le
cas précédent, l’erreur commise est égale à l’épaisseur du contour détecté.
â soit on s’appuie sur le fait que l’on souhaite extraire la position de la surface libre dans le
plan de symétrie (O, x, 0, z) du canal, la ligne de pixels qu’il faut alors extraire est la fron-
tière inférieure, correspondant au ménisque pour les profils de surface libre bidimensionnels.
Lorsque des effets tridimensionnels sont observés à la surface libre, il faut éventuellement
choisir le frontière supérieure. Avec ce choix, l’erreur commise sur la position de la surface
libre est beaucoup plus faible.
Les deux premières possibilités sont les plus rapides car on peut effectuer un traitement
automatisé de chaque contour de la surface libre pour en extraire le profil désiré. Cependant, en
appliquant une de ces deux méthodes, une erreur importante sur la position de la surface libre
est commise.
La troisième possibilité est la plus fastidieuse car, pour chaque profil de surface libre que
l’on souhaite obtenir, il faut déterminer manuellement quelle frontière doit on choisir obtenir la
position de la surface libre en y = 0, en fonction de la courbure des ondes de surface. L’atout
majeur de cette méthode est la précision avec laquelle la position de la surface libre peut être
déterminée. C’est pour cela que nous avons retenu cette méthode pour effectuer le traitement
de nos mesures et, une fois le profil adéquat obtenu, celui-ci est discrétisé et un post-traitement
permet d’obtenir et de représenter le profil de la surface libre souhaité.
3.4.2.3 Positionnement du profil de surface libre par rapport au fond du canal
Une fois le profil de la surface libre extrait, il faut le repositionner par rapport au fond du
canal pour obtenir la bonne hauteur d’eau. Pour cela, il faut repérer sur l’image brute l’origine du
profil par rapport au fond du canal, dans le plan y = 0. Cette opération est faite manuellement
pour chaque profil de surface libre mesuré.
3.4.3 Erreurs de mesure
Les différentes étapes de la méthode ombroscopique que nous venons de détailler engendrent
des erreurs sur les mesures de la position de la surface libre que nous avons effectuées. Les
principales sources d’erreurs sont dues au positionnement de l’origine du profil de la surface libre
par rapport à l’axe du canal, δps, à la calibration spatiale de la mesure δrs et à la détection de
la frontière de la surface libre δds. La précision pour ces erreurs est de l’ordre du pixel et donc
δps = ±1 px, δrs = ±1 px et δds = ±1 px suivant la direction verticale. L’erreur totale commise
est donc δombro =
√
3 px. Cette erreur en pixels doit ensuite être convertie en mm. Par exemple,





ps + δds = ±1 mm (3.5)
En outre, on peut noter qu’il existe des erreurs dues au différentes manipulation du traitement
d’image lors de l’extraction du contour, celles-ci restent cependant faibles devant les trois erreurs
détaillées permettant de calculer δombro (eq. (3.5))
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Figure 3.8 – Dispositif de mesure par PIV.
3.5 Vélocimétrie par images de particules
La méthode de mesure de champs de vitesses utilisée au cours de ce travail de thèse est la
vélocimétrie par images de particules (Particle Image Velocimetry, PIV). Le principe de cette
méthode consiste à faire l’acquisition de deux images successives d’une région de l’écoulement
éclairée par une nappe laser. Pour ce faire, l’écoulement est préalablement ensemencé en particules
réfléchissantes. Les deux images ainsi acquises sont espacées d’un pas de temps δt adapté aux
vitesses à mesurer et relativement court. Ensuite, par application d’une fonction de corrélation
entre ces deux images, on a accès au champ de déplacement des particules et l’on en déduit le
champ de vecteurs vitesse. Nous appelons désormais paire d’image ces deux images séparées d’un
pas de temps δt, la première étant dénommée image Ia et la seconde, image Ib. Cette méthode
présente l’avantage d’être non-intrusive d’une part et de donner accès à des champs de vitesses
bidimensionnels d’autre part. Au cours de nos travaux, l’ensemble des champs de vitesses sont
mesurés dans le plan (O, x, 0, z).
3.5.1 Dispositif expérimental
Sur la figure (3.8), est présenté le dispositif expérimental mis en place pour la mesure des
champs de vitesses par vélocimétrie par images de particules.
La source lumineuse de la chaîne d’acquisition est un laser Quantel Twin Ultra de type Nd-
YAG. Il s’agit d’un laser solide dont le faisceau est généré par l’excitaton d’un barreau solide de
grenat yttrium-aluminium (YAG). Ce laser, bi-cavité pulsé d’une puissance maximale de 30 mJ
par pulse, émet deux faisceaux gaussiens de diamètre ≤ 3 mm dont la longueur d’onde excitée
par le barreau solide est située à 532 nm (vert). La durée des pulses laser est inférieure à 7 ns et
leur fréquence peut atteindre 20 Hz. Un système optique, monté dans l’axe du faisceau laser, est
constitué d’un jeu de lentilles et d’un miroir orienté à 45◦ par rapport à la direction principale
du faisceau laser. Le jeu de lentille a pour rôle d’une part d’éclater le faisceau gaussien pour
générer une nappe laser horizontale et d’autre part de pouvoir ajuster l’épaisseur, δe, de cette
nappe laser. Le miroir, placé en y = 0, permet de renvoyer la nappe laser horizontale incidente
à travers la paroi du fond et dans le plan vertical (O, x, 0, z). Afin de ne pas avoir de lumière
parasites au cours de nos expériences, les mesures sont effectuées dans le noir complet. La nappe
laser est alors la seule source lumineuse. De plus, lors de l’acquisition des paires d’images, la
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surface libre ainsi que la paroi du fond sont masquées à l’aide de papier adhésif noir, afin de
limiter les réflexions parasites qui, non seulement altèrent la qualité des mesures mais, de plus,
peuvent endommager le capteur en cas de forte exposition.
La prise d’images est effectué au moyen d’une caméra numérique PixelFly (PCO Imaging),
dont le capteur CCD a une résolution maximale de 1280 × 1024 pixels et une taille de 2
3
de
pouce, i.e. 8.6× 6.9 mm2. Ainsi la taille d’un pixel est de 6.7× 6.7 µm2. La dynamique de cette
caméra est 12 bits (intensité lumineuse comprise entre 0 et 4095 niveaux de gris) et sa fréquence
d’enregistrement maximale est de 4 Hz. L’intervalle de temps entre les images Ia et Ib est au
minimum de 10 µs lors de l’acquisition de paires d’images. En outre, nous avons réglé le temps
d’exposition de la caméra sur la première image à 50 µs, qui apparaît bien adapté. La caméra ne
possède pas de système de refroidissement, ce qui induit un bruit de mesure sur les 50 premiers
niveau de gris de la dynamique. Ce bruit rend donc ces 50 niveaux de gris inutilisables mais
compte tenu de la large dynamique offerte par cette caméra 12 bits, le nombre de niveaux de
gris restants exploitables (4046) est largement suffisant pour nos expériences.
A cette caméra, nous avons monté trois objectifs différents en fonction de la taille des champs
de mesure que nous avons analysés. Ainsi nous avons ainsi utilisé :
â un objectif Nikkor de focale 24 mm et d’ouverture f = 2 pour champs de grande taille
(∼ 42× 34 cm2),
â un objectif Nikkor de focale 35 mm et d’ouverture f = 2 pour champs de taille intermé-
diaire (∼ 19× 15 cm2),
â un objectif Nikkor de focale 50 mm et d’ouverture f = 2.8 pour champs de petite taille
(∼ 13× 10 cm2).
La caméra est placée sur un support permettant des mouvements de translation dans les
trois directions de l’espace et des mouvements de rotation suivant l’axe vertical et suivant l’axe
longitudinal. Enfin, le système constitué par la caméra, la tête de laser, les lentilles et le miroir
est placé sur un chariot en translation parallèlement aux parois du canal, sur une longueur de
1 m, ce qui permet de choisir la région d’intérêt sur laquelle nous souhaitons nous focaliser.
Une électronique de synchronisation, conçue par le service Signaux-Images de l’IMFT, ca-
dence les différents déclenchements des tirs lasers et des acquisitions des images. C’est donc à
l’aide de cette électronique que le pas de temps δt, séparant Ia et Ib d’une paire d’images, et la
fréquence d’acquisition des paires d’images, fa, sont ajustés.
3.5.2 Choix des paramètres de la prise d’images
Le choix des paramètres d’acquisition est un élément clé dans l’obtention des champs de
vitesses de bonne qualité pour effectuer ensuite le calcul des corrélations entre les images ainsi
que le traitement statistique. En effet, il faut, dès la prise d’images d’une part minimiser les
sources d’erreurs dans le calcul des corrélations entre les images Ia et Ib et d’autre part optimiser
la résolution spatiale du champ de vitesses. Ces deux contraintes imposent donc le choix des
paramètres d’acquisition auxquels nous avons accès. Ces paramètres sont :
â δt, le pas de temps entre les images Ia et Ib :
Le choix de l’intervalle de temps entre les images, δt, dépend de la résolution de la caméra,
de la taille réelle de l’image et de la vitesse du fluide. Le calcul de corrélation est optimum
si le déplacement des particules entre les deux images, δx, est d’au moins 5 pixels (Fincham
et Spedding [FS 1997]). Au cours de nos expériences, et à l’aide de séries de tests, nous
avons fixé le pas de temps δt en prenant en compte ces contraintes. Ainsi nous nous sommes
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efforcés d’obtenir un déplacement des particules, δx, de 6 et 10 pixels en moyenne en fonction
des points de fonctionnement que nous avons étudiés. Ce déplacement permet d’assurer une
bonne mesure du fort cisaillement de l’écoulement en aval de l’obstacle et l’obtention d’un
déplacement sub-pixel tel que les fluctuations de vitesses soient mesurables. Par suite, δt se





où la calibration cpix est déterminée pour chaque position de caméra et de type d’objectif en
plaçant une mire dans l’écoulement et dans le plan (O, x, 0, z). Les valeurs de la calibration
en fonction de la taille des champ que nous avons considérés sont : cpix ∼ 30 px.cm−1
pour les champs de grande taille (∼ 42× 34 cm2), cpix ∼ 68 px.cm−1 pour les champs de
taille moyenne (∼ 19 × 15 cm2) et cpix ∼ 140 px.cm−1 pour les champs de petite taille
(∼ 13× 10 cm2).
â δe, l’épaisseur de la nappe laser :
Le choix de l’épaisseur de la nappe laser δe doit trouver un juste équilibre en fonction des
contraintes suivantes :
Ê la densité de particules éclairées est proportionnelle à l’épaisseur de la nappe laser. Il
faut donc une taille significative de δe. L’ordre de grandeur est quelques millimètres.
Ë le taux de particules perdues à cause des effets tridimensionnels suivant la direction nor-
male à la nappe laser entre les images Ia et Ib est inversement proportionnel à l’épaisseur de
la nappe laser. Cela donne une borne inférieure à δe. Particulièrement, plus le déplacement
mesuré entre les images Ia et Ib est grand (δt grand), plus la nappe laser doit être épaisse.
A partir de ces contraintes, nous avons, au cours de nos expériences, généré des plan laser
dont l’épaisseur est telle que 3 mm ≤ δe ≤ 6 mm ajusté selon les besoins des différentes
expériences à l’aide d’un système de deux lentilles divergentes (Keplerian beam expander).
â fa, la fréquence d’acquisition des paires d’images :
Le choix de la fréquence d’acquisition est moins critique que les choix de δt et δe dans
notre étude car nous n’avons pas pour objectif d’effectuer un suivi de l’écoulement lo-
cal à haute fréquence temporelle. Néanmoins, comme nous souhaitons effectuer un trai-
tement statistique des champs de vitesses instantannés, il convient de s’assurer que les
grandeurs statistiques que nous calculons soient décorrélées, i.e., il faut que entre deux
paires d’images, toutes les structures de l’écoulement se soient déplacées d’au moins leur
taille. Cette contrainte détermine une valeur maximale de fa, que nous estimons être de
1 Hz. Toutes les séries de paires d’images seront effectuées à une fréquence d’acquisition
de fa = 1 Hz.
3.5.3 Choix des particules
Comme nous l’avons déjà précisé, la mise en oeuvre de la mesure de vitesses par images
de particules nécessite l’ensemencement du fluide par des particules dont le choix est soumis a
plusieurs contraintes. Ces particules doivent en effet :
Ê posséder de bonnes propriétés réfléchissantes pour préserver au maximum l’intensité lumi-
neuse de la nappe laser d’épaisseur δe,
Ë avoir une taille permettant d’optimiser le calcul de la corrélation entre les images Ia et Ib
de chaque paire d’images. D’après Fincham et Spedding [FS 1997], les particules doivent avoir
un diamètre de l’ordre de 6 px sur les images.
Ì avoir une densité proche de celle de l’eau afin de ne pas avoir d’inertie propre et donc
suivre parfaitement l’écoulement.
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Suivant ces contraintes, notre choix s’est porté sur des particules sphériques ATOFINA Or-
gasol, dont le diamètre moyen est 40 µm et dont la densité est 1.027kg.dm−3.
3.5.4 Calcul des champs de vitesses instantanés
Les résultats des mesures de champs de vitesses par vélocimétrie par images de particules ont
été obtenus par traitement des images à l’aide du logiciel VSV (Fincham et Spedding [FS 1997]
et Fincham et Delerce [FD 2000]). Le principe de base de ce logiciel est similaire à celui des
méthodes classiques d’inter-corrélation : le déplacement d’un ensemble de particules est déterminé
à partir du calcul de corrélation bidimensionnelle entre les deux images Ia et Ib (e.g. Willert et
Gharib [WG 1991]). Pour ce faire, ce déplacement est déduit de l’emplacement du maximum de
la fonction de corrélation dans le plan des images Ia et Ib (ce maximum correspond à un pic
de corrélation). Ce déplacement est estimé avec une précision sub-pixel par un ajustement local
d’une courbe d’interpolation (de type spline) entre les points de corrélation.
La caractéristique principale de la méthode CIV (Correlation Imaging Velocimetry) dans
VSV est le découplage entre la taille de la boîte de calcul et la taille de la surface de recherche du
pic de corrélation. En effet, pour une paire d’image, la boîte de calcul est définie dans l’image Ia
alors que la surface de recherche est définie dans l’image Ib. Ce découplage permet d’améliorer
significativement le rapport signal sur bruit pour des grands déplacements et d’augmenter la
dynamique des mesures de vitesse. De plus, il est possible d’utiliser des boîtes de calcul rectan-
gulaires, de n’importe quelle taille et ainsi obtenir la résolution spatiale que l’on souhaite.
L’algorithme de calcul des fonctions de corrélation utilisé dans la CIV n’utilise pas la mé-
thode par transformée de Fourier rapides (FFT), que l’on rencontre assez fréquemment pour des
raisons d’efficacité et de rapidité de calcul. Le but de la CIV est ainsi de favoriser la précision du
calcul par rapport à sa rapidité. Etant donné que les algorithmes de FFT imposent des condi-
tions restrictives sur la taille de la boîte de calcul (e.g. nombres entiers, puissances de 2), leur
utilisation rend plus difficile une optimisation de la taille de la boîte de calcul et de la surface
de recherche en fonction du type d’écoulement considéré. L’algorithme de calcul de corrélation
exploité dans la CIV, par contre, utilise un calcul direct des corrélations dans l’espace réel, ce
qui permet de choisir les tailles de la boîte de calcul et de la surface de recherche adaptées aux
caractéristiques de l’écoulement étudié comme par exemple : la densité de l’ensemencement, la
présence de parois ou d’interfaces entre deux fluides. Le type de calcul utilisé par la CIV pour
la corrélation bidimensionnelle est une corrélation normalisée par la variance de l’intensité de
l’image sur chaque boîte de calcul (Fincham et Spedding [FS 1997]). Ce calcul de la corrélation
entre la boîte de calcul de Ia et la même boîte de calcul dans Ib, translatée dans toutes les posi-
tions possibles dans la surface de recherche, est alors effectué. Le maximum obtenu correspond
au déplacement de la boîte de calcul entre les images Ia et Ib. Cependant, la valeur obtenue pour
ce maximum est donnée au pixel près seulement, et correspond donc à la valeur entière la plus
proche du déplacement réel. Il est ensuite nécessaire de préciser cette estimation afin d’obtenir
une précision sub-pixel. Pour ce faire, et limiter dans le même temps les erreurs de biais dues au
verrouillage de pic de corrélation (peak-locking), le logiciel de CIV utilise un algorithme d’ajus-
tement de courbe sur le pic de corrélation discret obtenu précédemment. Le peak-locking est un
biais qui décale l’estimation de la position réelle du pic de corrélation vers la valeur entière la plus
proche (Fig. (3.9)). Il en résulte une accumulation des déplacement autour des valeurs entières
de pixels. La fonction d’interpolation utilisée est une fonction de spline lissée qui contient un pa-
ramètre de tension, ajustable, afin de minimiser l’erreur due au peak-locking. Dans nos mesures,
ce paramètre de tension de spline est cependant petit (O10.−2) car l’écoulement est fortement
cisaillé. En outre un lissage trop important fausse les résultats.
A l’aide du logiciel VSV, on peut également effectuer des calculs en déformant la boîte de
calcul dans les zones de l’écoulement où de forts gradients de vitesses se produisent, par exemple
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Figure 3.9 – Erreur de biais dans le pic de corrélation d’après Fincham et Spedding [FS 1997].
dans les régions présentant un fort taux de cisaillement. L’utilisation de la déformation de la
boîte de calcul permet d’augmenter la précision du pic de corrélation dans ces régions fortement
cisaillées. Ce travail s’effectue en deux étapes : un premier calcul de corrélation, puis un second
qui calcule les déformations en fonction des résultats du premier passage.
3.5.5 Correction des vecteurs faux et calculs des dérivées
Le logiciel VSV possède deux procédures qui détectent et corrigent automatiquement la
majorité des vecteurs faux, pour lesquels, le pic de corrélation calculé est erroné.
La première procédure, basée sur les travaux de Hart [Har 1998], est appliqué pendant les
calculs des déplacements. Celle-ci réduit les vecteurs faux en augmentant la corrélation, en attri-
buant au pic de corrélation une valeur moyenne des pics de corrélation de son voisinage. Cette
méthode est certes efficace mais présente le désavantage d’augmenter légèrement le peak-locking
(Fincham et Delerce [FD 2000]), qu’il faut donc ensuite corriger.
La deuxième procédure enlève les vecteurs faux restants après les calculs des déplacements. Le
principe de celle-ci est de comparer la norme et la direction de chaque vecteur à celles de vecteurs
situés dans son voisinage. Le vecteurs dont la norme et la direction diffèrent le plus de celles de
ses voisins est écarté par la procédure. Le pic de corrélation est alors recalculé en ce point et la
valeur retenue du pic de corrélation est celle du deuxième maximum, le premier ayant été observé
comme faux. A l’issue de ces différentes corrections de vecteurs faux, une dernière étape consiste
à ré-interpoler les points de vitesse sur les points du maillage initial (centres des boîtes de calcul).
En effet, la vitesse calculée par le déplacement entre le point x et le point x + δx correspond
non pas à la vitesse en x, mais à la vitesse au milieu de l’intervalle x + δx2 . Il est alors utile de
recalculer la vitesse au point x par interpolation des valeurs que l’entourent, en utilisant le même
algorithme de spline que précédemment. Ceci permet de calculer analytiquement les dérivées
spatiales du champ de vitesse à partir des coefficients de la fonction de spline afin d’éviter les
erreurs associées aux schémas de différences finies.
3.5.6 Grandeurs statistiques
Dans l’optique de décrire l’écoulement turbulent local autour de l’obstacle, nous souhaitons
appliquer la décomposition de Reynolds et ainsi décomposer le champ de vitesse en une partie
moyenne et une partie fluctuante dans le plan (O, x, 0, z). Les grandeurs moyennes sont notées
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G et les grandeurs fluctuantes g′ où la variable g = G+ g′ représente une composante de vitesse.
En effectuant l’acquisition de series de champs de vitesses instantanés à la fréquence fa = 1 Hz
(§3.5.2), nous pouvons calculer les statistiques suivantes :
â Calcul des moyennes temporelles :
Les moyennes temporelles calculées sont des moyennes glissantes, déterminées en chaque
point de grille, ayant pour coodonnées les indices i, dans la direction longitudinale et j
dans la direction verticale. Pour une variable A(x, y, t), quelconque, la moyenne glissante
de A(x, y, t) se traduit par la relation suivante :
A(i, j, k) =
ni∑
k=1
(k − 1)A(i, j, k − 1) +A(i, j, k)
k
, (3.7)
où k représente l’indice de la paire d’images et ni, le nombre de paires d’images de la
série. Dans notre travail, cette variable A(x, y, t) pourra être soit la vitesse longitudinale,
u(x, z, t), soit la vitesse verticale, w(x, z, t), soit le produit des fluctuations de vitesses
u′w′(x, z, t).
â Calcul des écarts-type
Les écarts-type sont calculés à chaque pas de temps par rapport à la moyenne temporelle
obtenue sur l’ensemble des paires d’images de la série. Ainsi, la relation permettant d’ob-
tenir les écarts-type en chaque point de grille, pour une variable B(x, y, t), est la suivants :





[B(i, j, k)−B(i, j, ni)]2. (3.8)
Dans notre une étude, B(x, y, t) pourra être soit u(x, z, t), soit w(x, z, t).
Grâce à ces calcul de la moyenne temporelle glissante (eq. (3.7)) et de l’écart-type (eq. (3.8))
nous pouvons obtenir l’ensemble des grandeurs statistiques que nous souhaitons analyser.
3.5.7 Convergence des grandeurs statistiques
Les puissances de calculs et de stockage étant cependant limitées, il convient de faire un choix
judicieux pour ni assurant un bon compromis entre la qualité de la convergence des calculs et le
coût de ce travail. Le but de ce paragraphe est donc, à partir de l’étude de la convergence des
moyennes temporelles et des écarts-type, de déterminer quel est ce nombre d’images optimal de
paires n’images, ni.
â Convergence des moyennes temporelles
Pour étudier la convergence des vitesses moyennes, U(x, z, t), W (x, z, t) et du produit des
fluctuations, u′w′(x, z, t), le tracé de l’évolution de celles-ci en fonction du nombre de paires
d’images constitue un premier critère. Cependant, l’étude complète de cette évolution est
fastidieuse car, en toute rigueur, il faut le faire en chaque point de grille. Pour simpli-
fier ce travail et compte tenu qu’un autre critère de convergence complète celui-ci, nous
avons étudié l’évolution en fonction du nombre d’images des grandeurs < U >, < W > et
< u′w′ >. C’est à dire qu’à chaque pas de temps, pour chacun des trois champs, u(x, z, t),
w(x, z, t) et u′w′(x, z, t), sa moyenne spatiale est calculée et ensuite la relation (3.7) est y
appliquée. Sur les figures (3.10.a) à (3.10.c), nous avons représenté l’évolution de < U >,
< W > et < u′w′ > calculées ainsi pour des séries de 1000 paires d’images environ. Pour ces
trois figures, on observe qu’à partir de 600 paires d’images, les trois grandeurs apparaissent
acceptablement convergées.
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Figure 3.10 – Evolution en fonction du nombre d’images des grandeurs moyennes suivantes :
(a), < U > ; (b), < W > ; (c), < u′w′ >.
























Figure 3.11 – Evolution en fonction du nombre d’images des grandeurs suivantes : (a), ∆u ; (b),
∆w ; (c), ∆u′w′ .
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Figure 3.12 – Evolution en fonction du nombre d’images des écarts-type suivants : (a), urms ;
(b), wrms.








[A(i, j, k)−A(i, j, k − 1)]2. (3.9)
Cette fonction ∆A permet de connaître l’évolution, en fonction du nombre de paires
d’images, de l’écart entre les valeurs moyennes temporelles de la variable A calculées pour
deux paires d’images successives. La fonction ∆A doit ainsi tendre vers 0 pour que les
moyennes temporelles soient convergées. Sur les figures (3.11.a) à (3.11.c), nous avons
tracé les fonctions ∆u, ∆w et ∆u′w′ pour des séries de 1000 paires d’images environ. Les
figures (3.11.a) et (3.11.b) mettent en évidence une décroissance rapide vers des valeurs de
∆u et ∆w inférieures à 10−2 cm.s−1 : moins de 100 images. En outre, lorsque ni −→ 1000,
on observe que ∆u et ∆w tendent vers 10−3 cm.s−1. De même, la figure (3.11.c) montre
que la décroissance de ∆u′w′ est elle aussi rapide mais les valeurs vers lesquelles tend ∆u′w′
sont un ordre au-dessus des valeurs vers lesquelles tendent ∆u et ∆w. En effet, pour que
∆u′w′ → 10−2 cm2.s−2, on doit avoir un nombre d’images proches de 1000 images. Ce
deuxième critère permet donc de quantifier l’ordre de convergence des moyennes tempo-
relles.
â Convergence des écarts-types
Pour étudier la convergence des écarts-type, urms(x, z, t) et wrms(x, z, t), nous utilisons,
comme pour la convergence des moyennes temporelles, le tracé de l’évolution moyenne de
celles-ci en fonction du nombre de paires d’images. Sur les figures (3.12.a) et (3.12.b), on
peut observer que les écarts-type apparaissent convergé à partir de ni = 600 paires d’images
pour urms(x, z, t) et à partir de ni = 800 paires d’images pour wrms(x, z, t).
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Figure 3.13 – Evolution en fonction du nombre d’images des grandeurs suivantes : (a), ∆urms ;
(b), ∆wrms .
Comme pour les moyennes temporelles, nous introduisons un deuxième critère de conver-








[Brms(i, j, k)−Brms(i, j, k − 1)]2. (3.10)
Cette fonction ∆Brms permet de connaître l’évolution, en fonction du nombre de paires
d’images, de l’écart entre les écarts-type de la variable B calculées pour deux paires d’images
successives. La fonction ∆Brms doit ainsi tendre vers 0 pour que les écarts-type soient
convergés. Sur les figures (3.11.a) et (3.11.b), nous avons tracé les fonctions urms(x, z, t)
et wrms(x, z, t) pour des séries de 1000 paires d’images environ. Ces figures mettent en
évidence une décroissance rapide vers des valeurs de urms(x, z, t) et wrms(x, z, t) inférieures
à 10−2 cm.s−1 : moins de 100 images. En outre, lorsque ni −→ 1000, on observe que ces
grandeurs tendent vers 10−3 cm.s−1. Comme le critère de l’équation (3.9) pour les moyennes
temporelles, le critère de l’équation (3.10) permet de connaître l’ordre de convergence des
écarts-type.
A l’issue de cette analyse de la convergence des moyennes temporelles et des écarts-type,
nous avons vu que la grandeur pour laquelle, la convergence est la plus lente et demande le plus
de paires d’images, est la moyenne du produit des fluctuations de vitesses, u′v′. Sur cette base
et compte tenu des résultats des figures relatives à cette grandeur (Fig. (3.10.c) et (3.11.c)),
nous avons choisi d’effectuer au cours de nos expériences des séries de 1000 paires d’images pour
effectuer les traitements statistiques.
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Conclusion
Dans ce chapitre, nous avons donc présenté les caractéristiques du canal à surface libre de
notre étude, lesquelles, combinées à la taille des obstacles que nous avons utilisés, nous ont
permis d’identifier des régions du plan des paramètres {α, F0} exploitables pour effectuer nos
expériences. En outre, une discussion basée sur l’étude du développement de la couche limite
turbulente en canal à surface libre nous a permis de choisir la position logitudinale de l’obstacle.
Celui-ci est ainsi placé à 7.50 m de l’entrée du canal.
Les trois méthodes expérimentales ainsi que leurs instrumentations ont été également décrites
dans ce chapitre. Parmi les détails de leurs descriptions, nous avons notamment pu retenir que
les méthodes de mesure de la position de la surface libre (sondes capacives et ombroscopie)
sont complémentaires et offrent des résultats au millimètre près. Les traitements statistiques des
champs de vitesses, mesurés par CIV, nécessitent la prise de séries de 1000 images pour obtenir
une très bonne convergence.
Ces méthodes vont donc être utilisées pour effectuer l’analyse de l’écoulement à surface libre
en présence de l’obstacle dont les résultats font l’objet des chapitres suivants. C’est ainsi que les
méthodes de mesures de la surface libres vont être utilisées dans le chapitre 4 au sein duquel
la classification expériementale des ondes de surface est proposée et dans les chapitre 6 et 7 où
sont analysés les régimes pour lesquels l’état de base est souscritique. La méthode de mesure
des champs de vitesses par vélocimétrie par images de particule est utilisée à partir du chapitre
5 pour l’analyse de l’écoulement local au voisinage de l’obstacle pour les écoulements tels que
F0 < 1.
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Lire
la seconde partie
de la thèse
