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Abstrak
Pada makalah ini akan dibahas perangkat lunak SVMRK yang merupakan solver yang
dikembangkan unhtk menyelesaikan sistem persamaan linier yang kalw berdasarkan metode
ileratif paralel implisit MRK QPfMRK) dengan menggunakan implementasi ukuran langkah
berubah-ubah (variable stepsize), seperti yang telah bahas oleh Bustamam dan Suhartanto et. al
[1,2J. Proses integrasi ntetode iPIMRK ini menggunakan dua macam teknik perhitungan
parameter metode yaitu: koefuien dari parameter metode bersifat konstan (constant cofficients-
FC) pada setiap langkah dan koefisien dori parameter metade bersifat herubah-ubah (variable
coeficients-VC) pada setiap langkah. Implementasi perangkat lunak SYMRK ini merupakan
modifikasi dan implementasi ulang terhadap perangkat lunak SMRK dari Suhartanto [2J, dimana
implementasi SMRK menggunakan FORTMN 90 (F90) dan dijalankan di ntesin paralel
SGI_OMGIN 2000, sedangkan modifikasi ulang menggunakan MPI-FORTMN 77 (MPIF77)
dengan penambahan modul-modul program paralelisasi agar bisa dijalankan di sistem paralel
MPI-Linm yang ada di Lab HPCCSUI Fakultas llmu Komputer UI. Pada
makalah ini aknn ditampilkan skema, implementasi paralelisasi dan implementasi modul-modul
program, kompilasi dan teknik menjalankan aplikasi secara SPMD dan hasil el<sperimen numerik
yang diperoleh dan evaluasi kinerja metode iteratif paralel implisit multistep Runge-Kutta untuk
menyelesaikan sktem persamaan diferensial biasa berupa persoalan dense yang bersifat kalat
(stffi. Dari hasil percobaan diperoleh bahwa metode dengan koefisien parameter berubah
memiliki keunggulan dari sisi speed-up, efisiensi dan alarasi, tetapi lebih lama waHu
komputasinya dib an dingkan metode dengan koefis ien p arameter kons tan.
Kata Kunci: mpi, sptnd, sistem persamaan diferensial biasa, persoalan dense yang stifi metode
ileratif paralel implisit multistep runge-kutta, sistem paralel mpi-linux.
l. Pendahuluan
Perangkat lunak SVMRK merupakan solver yang dikembangkan untuk menyelesaikan
sistem persarnaan linier yang strif berdasarkan metode iteratif paralel implisit MRK (iPIMRK)
dengan menggunakan implementasi ukuran langkah berubah-ubah (variable stepsize) yang
didefinisikan secara iteratif sebanyak Ll<ali sebagai berikut ini, lihat Bustamam dan Suhartanto et.
al [1,2]:
YID = (A 8 I  ^ )y(') + h,([B -W]@ I  ^ )F(Y:i{ ')
+ h,(W @ I  ^ )F(Y: i ) ) ,  j  =1, . . . ,L (1)
tn*t=(" !  @I^)F(Y:L')
dalam hal ini, I,(0) adalah nilai aproksimasi awalan untuk solusi intermediate Yo ell"' , matrik W
adalah matrik pemecah (spliting matrix) terhadap matrik B, yang terdiri atas nilai-nilai eigen
nonnegatif sembarang dari matrik B, Y, e E'adalah solusi yang dicari.
Pemilihan nilai matrik W ini dilakukan sedemikian hingga agar proses iterasi untuk
masing-masing Yni,i : I, ..., s dapat dilakukan secara paralel, misalnya dengan menggunakan W:D
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(matrik diagonal) disebut metode iteratif paralel implisit .diagonal MRK (iPDIMRK) atau
menggunakan W=T (matrik triangular) disebut metode iteratif paralel implisit triangular
ftprnirmt. Bentuk *ut it.W yang digunakan pada pembahalan ini adalah matrik 
segitiga bawah
ir** diiapat dari dekomporiri btout terhadap matrik B. Pada tahap irnplementasinya; proses
integrasi metode iPIMRK ini rnenggunakan dua macall !"ktik perhitungan parameter metode
;;f i 'k""ftr i indariparametersiYln,.. . ,  1,,: lmetodebersifatkonstan(constantcoeff icients-
hC; puaa setiap langkah dan koefisien dari parameter metode bersifat berubah-ubah (variable
coefdcients-Vi) pada setiap langkah, lihat Burrage dan Suhartanto [3,4]'
Berdasarkan persamaan (lfmaka algoritma u*u* metode iPMRK didefinisikan sebagai berikut:
Tabel I : Algoritma (Jmurn MetodeiPIMRK
Misalkan z =Yj - (l @ I 
^)y('t -: -
Iterasi lengkapnya dapat ditulis sbb :
For 7 =1,...,L <- OUTER iteration
compute G(y,(-t)) :h(lB -Wlg -I^)-F(y"u-'))
For /r = l,...,inner +- INNER iteration
(1,^ 
- 
ry @ hJ ^) LZ = 4zG-D - G1Y 
<i-tt, 
- h{W @ I ^ ) F (zft-t' + A @ I ^ }y' )l
Zk =7$_t)  q h7
end for
Y,"' -- Tbiner) + (r4 A I ,)Y("
yY),=(r l  I  I )Y:n =o(hn*i)
end for
Berdasarkan algoritma umum pada Tabel 1, pada metode iPMRK ini dapat dilakukan tip
proses paralel yang secara umum dapat diuraikan sebagai berikut:
1. Paratlel_stages: Pehitungan nilai evaluasi fungsi pada saat iterasi ke I untuk masing-masi4
stages secara paralel di sejumlah stages prosesor'
z. parallel_Factors: Fakto*asi matrif iterasi (ITERM) dari sistem persamaan linier pada setia
stages secara paralel di sejumlah stages proi.tol deng-an menggunakan input matrik Jacobir
(JAC), H dan matrik w w}.Hasil komputasi dan 't iktot pivot PIV berguna untuk pencarir
solusi dari sistem persamaan linier tersebut secara paralel pada masing-masing stages o6
mo dul p ar all el 
-s o Iv es .
3. parallel_Sol,yes: Mencari vektor solusi . dari sistem persamaan linier yang terdiri atas matrl
faktorisasi M dan matrik sisi kanan W0 dengan vektor pivot PIV secara paralel pada sejuml{
stages prosesor untuk masing-masing stages'
Implementasi perangkatlunat SVUnf ini merupakan modifikasi dan implementasi ulary
terhadap perangkat lunak SUnf dari Suhartanto dan Burrage Ul,12l. I1g]el1ntasi SMRI'
menggunakan F9RTRAN 90 (F90) dan dijalankan di mesin paralel SGI-ORIGIN 2000, sedanglr
modifikasi ulang menggunakan 6f.fU-fbnfneN 77 (yang diadopsi oleh MPI[7,9] menjd
MpIF77) dengan p"rruiibuh"r, modul-modul program paralelisasi agar bisa dijalankan di sish
paralel Mpllinux yang ada di Lab HPCCSS1 fatuttai Ilmu Komputer UI, lihat Bustamam dr
Suhartanto et. al. [1,2].
Kegunaan dan fungsi-fungsi yang ada di modul-modul versi MPIF77 ini sama dengr
kegunaan ian fungsi-fungJi yurriua" d] modul-modul versi F90 dari Suhartanto[ll] dengl
p"Ib"duu' implementasi Jari .irit"torit paralelisasi, struktur data dan telnik pernrogramannln'
perbedaan tersebut terutama disebabkan ol"h kur"r,u banyaknya keterbatasan dari bahasa GMt-
FORTRANTT dibandingkan bahasa FORTAN90, lihai Burley[5], Koffman[8], Nyhoff[li[
Implementasi kembali 
-modul-modul FoRTRAN 90 ke GNU-FORTRANTT membutuhhr
beberapa modul-modul tambahan, khususnya menyangkut dengan struktur data dan konfigrrd
dari matrik sistem.
I r ]
[2]
[31
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Berdasarkan algoritrna lrrnum metode iPIMRK pada tabel.l, maka secara umum
fo$ernentasi metode iteratif parali:l implisit MRK menggunakan algoritma pada Tabel 2-(a),2-@)
fu 2.(c) berikut ini: ...
Tabel 2.(a).:.Tugas yang dilakukan di prosesor#0 (server)
PROSESOR #O
Lakukan inis ial isasi  MPI untuk proses paralel ,  in is ial isasi
persoalan & data.; =dimensL working-matrix, parameter meLode,
predictor,  serta var iable-var iable yang relevan.
Jika jumlah prosegor 1= jumlah stages maka
USE-PARALLEL=.TRUE., selain i tu USE-PARjAILEI='FALSE'
.likt USE_PARALLEL kirim informasi dan daEa yang dibutuhkan
ke seLuruh PROSESOR #1,.  ' ,#stages-1-.  'J ika t idak maka
lakukan komputasi  iPIMRK secara sekuensial  di  PROSESOR #0.
selesai  j ika {usn'eanaLLEL}
CALL INTEG_MRK {rllrecRAsr UTAMA di MODUL SVMRK}
SELESAI TNTEGRASI UTAMA
CETAK REPORT
Jika USE_PARALLEL kirim i.nformasi
TASK_INFO=' SVMRK-FINfSHED' )  keseluruh PROSESOR #1,. . . ,  stages-1
yang berart i  bahwa proses integrasi  telah selesai
F]NAL,IZED es MPI
Tabel 2.(b) : Tugas yang dilakukan di prosesor#lain (nonserver)
PROSESOR #LAIN
l1l  J ika USE_PARALLEL, . ter ima informasi TASK-INFO(proses paralel
yang akan dilakukan) & data dari PROSESOR#0 -
l,2l Jika TASK_INFO = 'SvlvtRK-Starting' atau 'SVMRK-Continue' maka
USE-PARAI,EL= . TRUE .
13] SCIAMA USE_PARALLEL
A. Terima COMP-INFO {informasi komputasi yang sedang
ber j  a lan)
Jika COMP_INFO=' SVMRK-Finished' :
{Keluar,  proses paralel}
Jika COMP_INFO=' Compute_Stages' :
Jika COMP_INFO=' Compute-Factors'
PARALLEL FACTORS
[4]
Is]
[5]
[7]
B. USE PARAI,LEI,= . FAI,SE .
Lakukan
: Lakukan
PARAI,LEL STAGES
E. Jika COMP-INFO='Compute-Solves'  :
Selesai (Eelama USE PARALLEL)
MODUL DNVER CUSP.DR SBRUSS,DR SDENSE)
tvrcovr o rutrnn (DR SVMRK,DR-CUSP,DR-SBBUSSPB-IDEN!
SELESAI MODUL DRIVER iPIMRK
Lakukan PARALLEL SOLVES
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L Disain Internal Program
t-
Berdasarkan algoritma urnum metode iPIMRK pada tabel.l, maka secara umum
irnFlementasi metode iteratif parali:l implisit MRK menggunakan algoritma pada Tabel 2.(t),2.(b)
dan 2.(c) berikut ini: :.'
Tabel 2.(a).: Tugas yang dilakukan di prosesor#0 (server)
MODUL DMVER SVMRK CUSP R SDENS
PROSESOR #O
Lakukan inis ial- isasi  MPI untuk proses paralel ,  in is ial isasi
persoalan & data.' "dimensj- working-matrix, parameter meLode,
predicEor,  serta var iable-var iable yang relevan'
Jika jumlah prosesor 1= jumlah stages maka
USE_PARALLEL=.TRI]E.,  selain i tu USS-PARAtLEL=-FALSE.
,Jika USE_PARALLEL kirim informasi dan data yang dibutuhkan
ke seluruh PROSESOR #1,. . ,#sLages- l .  J ika t idak maka
lakukan kompuLasi iPIMRK secara sekuensial  di  PROSESOR #0.
selesai  j ika {usu'eanaLLEL}
CALL INTEG_MRK {INTEGRAST UTAIVIA di MODUL SVMRK}.
SELESAI INTEGRASI UTAMA
CETAK REPORT
Jika USE_PARALLEL 
*kirim informasi
TASK_INFO=' SVMRK_FINISHED' ) keseluruh PROSESOR #I, . - ,stages-1
yang berart i  bahwa proses integrasi  telah selesai
FINAI, IZED es MPI
Tabel2.(b) : Tugas yang dilakukan di prosesor#lain (nonserver)
PROSESOR #LAIN
t l l  J ika USE_PARALLEL, - . ter ima informasi  TASK_INFO(proses paralel
yang akan di lakukan) & data dari  PROSESOR#0.
Jika TASK_INFO = 'svMRK_starting' aLau 'svMRK_ConLinue' maka
USE_PARALEL= . TRUE .
Selama USE PARALLEL
A. Terima COMP-INFO {informasi komputasi yang sedang
ber j  a lan)
B., l ika COMP-INFO-'SVMRK-Finished' :  USE-PARALLEL=.FALSE.
{xeluar,  proses paralel i
[4]
is l
i5 l
:7)
L2)
Jika COMP_INFO='Compute-Stages'  :  Lakukan
,fika COMP_INFO=' CompuEe-Factors' : Lakukan
PARALLEL FACTORS
E. Ji-ka coMF-rNFo=' compute-Solves'
Selesai (Selama USE PARALLEL)
PARALLEL STAGES
MODUL DNVER(DR SVMRK,DR CUSP,DR SBRUSS,DR_SDENS
SELESAI MODUL DRIVER iPIMRK
: Lakukan PARALLEL SOLVES
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Tabel 2.(c): Integrator SVMRK di prosesor#0 (serve)
MODUT INTEGR.ATOR SVMRK
PROSESOR *O
t1l c.AIIr INTEG_IRK untuk rnenghitung solusi dan langkah awal '
121 Gunakan mafrik ekstrapolasi konstan jika matrik kstrapolasi
berubah*ubah gagal dibentuk pada setiap langkah'
T3] MUIAi ITEGRASI UTA}IA
a. Jalankan METFAR dan set STIFF*
ParameEer metode konstan'
.TRUE. , 
'Jika gagal gunakan
b. Jika dibuEuhkan hiLung JACOBIAN
c.Jikadibutuhkanbentukmat,r ik i terasidanlakukan
FAIffORISASI : JiKA dibUtUhKAN IAKUKAN PARAI'LEI'_FACTORS
d. Jika dibutuhkan benEuk maLrik ekstrapolasi
o Set Predictot
ol ,akukanevaluasi fungsi : 'J ikadibutuhkanlakukan
PARAI,LEL.STAGES
.MulaiprosesITERASI_LUAR(outer i terat ion)
o Lakukan Iterasi Newton {jnner iteration)
' / 'J ikadibutuhkanlakukanevaluasi fungsi :J ika
dibutuhkan lakukan PARALLET-STAGES
/SelesaikansisEemlinierNewton:Jikadibutuhkan
lakukan PARALLEL SOLVES
o Hit'ung THETA
oJikaDIVERGENmakaKEI,UARouter i terat ion.
o Hitung estimasi kesalahan loka1
o ,Jika VARIABLE ORDER atau kesalahan cukup kecil maka
KELUAR outer iteration
ol ,akukanevaluasi fungsi :J ikadibutuhkanlakukan
PARALEI"-STAGES
. Selesai Proses ITERASI-LUAR
o Jika NOT (DMRGEN) maka
o Hitung ukuran langkah berikutnya
o.f ikaukuranlangkahdi ter ima(accepted)maka
Iakukanbeberapamod. i f ikasidataunEukinformasj-
Yang dibutuhkan
'/ Set ,JACOBTAN frag .Jika Lidak,
./ setr .fACoBrAN tTag
Selesai j ika {ukuran langkah di ter ima} '
,Jika tidak,
o Perbarui ukuran langkah
o Set ,JACOBIAN flag
selesai { j ika Nor(DTVERGEN) }
t4l selesai {rrrcnesr urAl{n}
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a Skema Implementasi Modut-Modul Program
Secaraumumskemamodul-modulprogramMPIFTTdariimplementasiperangkatlunak
$\MRK pada lingkungan komputasi paralel MPI-Linux adalah sebagai berikut:
A K]'l Fl'l'AS PAtl"Alril.
I'crtgontrol task II l'l
trnt uk l'ttirst ng-lna-\ ln'..1
rn(ldut trrrrnlel lr"l Il K
Irrtrrt lcl Stngcs
i: 'ti ;,rlrrt.. j./itil: 'rt
/ . . \^( l ) ' ; ' t .
.r ' , ' i , ' l !1,:
l 'rugrlnt 5olvcr:
1, . : , l l ' . i
Itcrhi[ungnrr r-t it ik
untul i  aual l tn ] l t lh: l t : tr : th' l  l : l tctt trs/' irl:l,rr';*it.tt .';r'r J/r'l* lri 'I ' l ltl
{ I ,u, - ll: r:; ft,t ,nl
\ r : / r i r l )  r raat{ ' , \ :
Pnmltl  Solves
I'r'rlt'r'/r'-{dr{rl t .Iti ttttl uli-
\ rl/r'rrl itrlt'r ri'tld{} .\I{,!t'.{:
I 'crhitung:rn matrik ckstrapolrsi untuh
Itrcd ikto r tkanst:rnArerubah ):
i :1l i i '  i :ai l
Pcrhitutrgrttt Kocfisicn c, A dln lf dnn
nratrik trnns. simil:rritns llutchcr QSll\l 'I:
i1:- 
-'i'A:r-].l'tl 'ia:: i'i;i'' -'il
l\'lodul:ntodu I drsar sistcnr pctsnmnan linicr
(Bl-AS)
l .1l ] :-- I"IAIF.I: : : '  1G3l : :n:r LI-3LF'::
frrru|>
Sctu;r nrctotlt ' .
prctl ictot', t l i ttt r. 'nsi
sistcnl nti ltr ik t larr
p.arflnrctcr sistcnt:
:  
-  
- : . :  : . :
Gambar 1: Skema modul-modul program metode iPIMRK pada sistem paralel MPI-Linux
Implementasi dari skema modul-modul program pada gambar I dalam MPIF77 berbentuk
file-file program GNU-FORTRANTT(*.F) V""g teroiti-ut""t program *tuy:DL-SDENSE'F
(untuk tes problem d.ense),DR-SBRU'SS.h iunirt tes problel brusselator), DR-CUPS'F (untuk
iest problem cusp), On-SVfrAnf.F ( untuk tes problem ODE 1 dimensi standar); program tes
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problem: PROB_MOD.F, terdiri atas beberapa modul problem tes (misalnya: PROB-HIRES.F,
FnOg_ROn.F, PROB_B2.F, PROB_CUSP.F, PROB_DENSE.F, PROB_BRUSS.F, dan lain-lain);
program integrator: SVMRK.F dan SIRK.F; program pendukung: DEFINES.F'
rT.TT-NNPOTANT.F, MEXP,MOD.F, ROOTS.F, METPAR*MOD.F, MOD_MATRD(2.F,
DGBE,F, dan LABLAS.F; ditambah dengan program ldrusus untuk proses paralelisasi dengan MPI
yaitu, paralel st*ges: STAGES.F, paralel factors: FACTORS.F, paralel solvers: SOLVES.F.
Modul-modul tes problem secara umum dikelompokkan kedalam dua kategori berdasarkan
bentuk sistem matriknya yaittx dense matrix dan banded matrix. Kedua kategori problern tes ini
diselesaikan deng3n menggunakan modul-modul lfiusus yang sudah dirancang sesuai untuk
persoalan dense Ltav bqnded. Untuk memudahkan proses kompilasi maka setiap kali akan
melalarkan kompilisi masing-masing problem tes yang akan diselesaikan terlebih dahulu disalin
menjadi PROB:'MOD.F dan dikompilasi dengan semua modul progtam lainnya menjadi satu
program aplikasi.
4. Implementasi Modul-modul Program Paralel '
Sesuai dengan strategi pengontrolan proses paralel yang menggunak4n arsitektur single
program multiple data {SPtvID), lihat Bustamam dan Suhartanto et. al[l,2], maka modul paralel
terdiri atas safu modul pengontrol utama (program driver) dan tiga modul pengontrol sekunder
untuk ketiga proses paralel yaitu; (STAGES.F, FACTORS.F, dan SOLVES.F). Berdasarkan
karakteristik dari tes problem dan untuk memudahkan kompilasi dan integrasi program maka pada
implementasi ini modul pengontrol utama dibuat dalam empat versi berbeda yaitu: DR-SDENSE.F
untuk problem dense, DR_SBRUSS.F untuk problem brusselator dimensi dua, DR-CUPS'F untuk
problem cusp, DR_SVMRK.F untuk problem lainnya (tes problem umum ODE berdimensi satu).
5. Implementasi Modul Integrator dan Modul Pendukung
A. Modul Tes Problem PROB MOD
Berisi fungsi derivatif 1fNf1, fungsi Jacobian analitik (CALJAC), inisialisasi nilai a*rl
(Y0) dan solusi eksak (Y) dari sistem persamaan linier yang akan diselesaikan. Pada modul ini
terdapat variabel IJAC yang digunakan untuk membedakan proses perhitungan Jacobin
{perhitungan Jacobian secara numerik UAC=O atau perhitungan Jacobian secara analitt
fAC:l), serta variabel MUJAC dan MLJAC yang berguna untuk membedakan jenis sisten
matrik dari tes problem (berbentuk/ull matrix: MUJAC:MLJAC:N atau berbentukbanded matb
MUJAC.N atau MLJAC.N). Pada waktu kompilasi, modul tes problem terlebih dahulu hru
dikopi menjadi file PROB_MOD.F dan dikompilasi menggunakan perintah make. 1*
B. Modul Konfigurasi Sistem Matrik
Terdiri atas: SUBROUTINE SETUP STAGES NODES yang berguna untuk konfigurasi
dimensi dari sistem matrik dan order dari 
-"tod" 
yanfaigunakan dalam integrator SVMRK dl
SIRK serta konfigurasi dimensi dari akar polinomial ROOT. Akar polinomial ROOT digunah,
oleh modul METPAR_MOD untuk menghitung parameter metode pada implementasi meto&
koefisien dengan koefisien berubah; SUBROUTINE SETUP_PRED_DIMENSION yang bergnr
untuk konfigurasi'dimensi dari matrik prediktor. Kedua prosedur di atas dipanggil dalam
driver sebelum pemanggilan prbses integrasi SVMRK dilakukan.
C. Integrator Langkah AwaI SIRK
Integrator langkah awal SIRK berupa SIJBROUTINE INTEG_IRK yaitu metode s{l
langkah dengan beberapa tahapan implisit Runge-Kutta (IRK) tipe Radau untuk persoalan /;
kaku dengan orde (2s-1). Integrator SIRK digunakan oleh integrator SVMRK untuk
solusi pada rJangkah awal sebagai langkah awalan dari metode MRK, setelah itu proses int
dilakukan integra.tor SVMRK sampai selesai. Untuk menjaga akurasi dan konvergensi pada
awal tersebut maka metode IRK yang digunakan seharusnya memiliki order yang lebih tinggi
sama dengan order metode MRK. yang memanggil, contoh: metode MRK33 menggunakan
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brorder 7, metodey1RK22 menggunakan IRK13 berorder 5. Dalam implementasinya algoritma
ymg digunakan oleh IRK pada dasarnya sama dengan metode satu langkah MRK dengan
.-!u*uit nitui r:1. Nilainilai parameter metode SIRK yang digunakan dipanggil dari:
SIJBROUTINE SETUP_IRK_METHOD.
IL Integrator SVMRK
integrator SVMRK adalah integrator utama sebagai implementasi itari metode iPIMRK
dcngan prosedur utamanya adalah: SUBROUTINE INTEG-MRK' Perhit-ungan nilai-nilai dari
pameter metode dengan koefisien konstan pada SUBROUTINE SETUP-MRK-METHOD'
b.rUtongul nilai-nilai p-arameter metode dengan koefisien berubah-ubah dilakukan pada modul
fAfpen_UOO. fer*tungan matrik ekstrapolasi untuk prediktor dihitung pada modul
MDG_MbD. perhitungan matrik interpolasi solusi langkah tetap untuk penerapan metode dengan
hoefisien tetap dilakur<aJn pada modut nifpnpOLANT. Perhitungan solusi dari sistem linier dan
.tracobian dilakukan pada modul MoD-MATRX2. Kesemua operasi pada.4odul-modul yang ada
&-banru oleh modulmodul operasi dasar aljabar linier DGBE dan LABLAS.
L }{odul Perhitungan Matrik Ekstrapolasi MEXP-MOD
Matrik ekstrapolasi lll digunaian untuk menghitung nilai prediktor' Perhitungan nilai
natrik ekstrapolasi ini dltakutan teihadap rJangkah dan/atau s-stages sebelumnya sebagai berikut
ni:
. Untuk implementasi ekstrapolasi dengan pendekatan langkah tetap digunakan suBRourrNE
MExp. pendekatan ini digunakan pada implementasi metode iPMRK dengan koefisien konstan
dimana untuk perhitun;an simpul-simpul langkah tetapnya dilakukan proses interpolasi
menggunakan modul INTERPOLANT).
. untut implementasi ekstrapolasi dengan pendekatan langkah. ---berubah digunakan
SUBR9UTTNE IwAR_Exp. Pendekatan ini digunakan pada implementasi metode iPIMRK
dengan koefisien berubah.
F. Modul Perhitungan Matrik Interpolasi INTERPOLANT
suBRouTINE INTERPOLAT_YN berguna untuk menginterpolasi simpul-simpul langkah
tetap dan digunakan pada implemental metode iPIMRK dengan koefisien JetaP. Langkah yang
sebenarnya pada seiiap langtatr integrasi adalah langkah berubah, sedangkan perhitungan
interpolasi langkah tetap ini iu.ryu sebagai nilai dummy dari r-langkah uktrran tetap sebelumnya
untuk perhitungan prediktor dari langkah yang baru'
G. Modul Perhitungan Parameter Metode METPAR-MOD
suBRourrN; METpAR digunakan untuk menghitung nilai parameter metode pada
implementasi metode iPIMRK dengan koefisien berubah. Perhitungan ini dibantu oleh subrutin
pCjfynOOTS {untuk menghitung uL"t d*i fungsi ROOTS}, subrutin VSAB {untuk menghitung
matrik parameter I dan BlJubrutin DCROUT {menghitung dekomposisi€rout terhadap matrik ,
B), subrutin DeSMT luntut menghitung matrik nansformasi similaritas Butcher terhadap matrik
wj.
H. Modul Perhitungan Solusi Sistem Linier dan MatrikJacobian MOD-MATRIX2
Modul ini ter?iri atas subrutin-subrutin lchusus yang dipanggil secari paralel oleh beberapa
pengontrol sekunder proses paralel pada MPI contohnya: SI'JBROUTINE FAC-MAJ yang dibantu
oleh subrutin FecroRIZE, DGETi{F, dan DGBTM yang berguna untuk proses faktorisasi matrik
iterasi ITERM di dalam modul FACTORS; SUBROUTINE SOLVE yang dibantu oleh subrutin
DGETRS dan DGBTRS untuk perhitungan solusi sistem linier di dalam modul SOLVES. Subrutin
DGETRF dan DGETRS digunakan .rntut sistem matrik berbentuk/ull matrix sedangkan$ubrutin
DGBTRF dan DGBTRS Jigunakan untuk sistem matrik berbentuk .banded matrix- Selain itu
terdapat juga subrutin COMP}AC yang berguna untuk perhitungan matrikJacobian secara numerik
apabiia ,,itA ueC:g. Subrutin COMPJAa ini dapai digunakan baik untuk sistem dengan full
matrix maupun sistem dengan banded matrix-
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I. Modul Pendukung Operasi-op€rasi Dasar Matrik dan Aljabar Linier DGBE dan
LABLAS.
Berisi subrutin-subrutin pendukung operasi matrik dan operasi aljabar linier seperti
perkalian matrik (DGEMM), faktorisasi LU unhrk matrik penuh (DGETRF) dan faktorisasi tU
untuk rna11ik banded (DGBTR$ pada modul MOD_MATRD(2, penyelesaian sistem persarnaan
linier matrik penuh (DGETRS) dan penyelesaian sistem persarnaan linier matrik ban'ded
(DGBTRS) pada modul MOD_MATRD(2, perhitungan determinan atau invers matrik (DGEDD
*"ttggutrui* faktor dari hasil faktorisasi Gauss (DGEFA) pada modul METPAR-MOD dan
ME*F_MOD, perhitungpn nilai eigen @GEEV) pada modul ROOTS, menghitung faktorisasi QR
(DGEQRF) dan membuat matrik ortonormal Q (DORGQR) pada modul problem DENSE.
6. Kompilasi Program Aplikasi SYMRK
Komiilasi progr"m aplikasi SVMRK dilakukan dengan perintah make berikut ini:
. {untukprogramDR*SvMRK} :make *f Makefi}e
. {untuk program DR-CUSP} : make *f Makecusp
. {untukprogramDR*SBRUSS} :make -f Makebruss
. {untukprogramDR-SDENsE} :make -f Makedense
dimana file Makefile berisi konfigurasi rmtuk DR_SVMRK, file Makebruss berisi konfigurasi
untuk DR_SBR.USS, file Makecusp berisi konfigurasi untuk DR-CUSP, dan file Makedense
berisi konfigurasi untuk DR_SDENSE. Perbedaan isi dari keempat file konfigurasi hanya pada
nama file driver yang digunakan-
7. Menjalankan Program Aplikasi SVMRI(
Untui< menjalankan program aplikasi SVMRK pada sistem paralel MPI dibutuhkan sebuah
file yang berisi beberapa data yang dibutuhkan untuk menjalankan metode iPMRK yang
diinginkan. Datadata tersebut misalnya: MMETHOD {metode MRK yang digunakan, misalnya:
ZZ irtinya z-step 2-stage, 33 artinya 3-step 3-stage\, VAR-METHOD fienis koefisien yang
digunakan misalnya, .fnUe. untuk koefisien berubah-ubah, .FALSE. untuk koefisien konstran),
fpnfO {prediktor yang digunakan, misalnya: 1 untuk predi}tor P1, 2 untuk prediktor P2, 3 untuk
prediktor P3 dan 4 untuk prediktor P4), ATOL {presisi digit toleransi absolut yang digunakan,
rnisalnya 9 artinya l.d - 09, khusus untuk tes problem dense dan brusselator: N {banyaknya
variabil dari tes problem yang akan diselesaikan), dan lainlain. Keempat jenis aplikasi SVMRK,
memiliki input file sendiri yaitu: insrrmrkO, incusp, inbruss, dan indensepO masing-
masing untuk DR-SVMRK, DR-CUSP, DR-SBRUSS dan DR-SDENSE.
Misalkan aplikasi SVMRK tersebut menggunakan MMTEHOD=33,'rsehingga bisa
dijalankan pada tiga prosesor maka perintah untuk menjalankan masing-masing jenis aplikasi
SVMRK adalah sebagai berilut:
. {untukprogramDR-SVMRK}
. {untuk program DR_CUSP}
. {untuk program DR-SBRUSS}
. {untukprogramDR*SDENSE}
8. Ilasil Eksperimen Numerik
Berikut ini adalah contoh hasil eksperimen umerik berupa speed-up dan presisi digit yang
diperoleh dalam rnenyelesaikan beberapa tes problem dense, lihat Suhartanto[ll] dengan variasi
N:20, 30,40,50, lob, 150, 200, dan i50, menggunakan ATOL solusi eksak sebesar 1-d-11 dan
ATOL solusi aproksimasi bervariasi dari 1.d47, 1.d-08, 1.d-09 dan 1.d-10, MMETHOD=33'
prediktor P3, VAR_METHOD:.TRUE. (variabel coeffcients) dan .FALSE. (foed coeficients)
'd.ngutr 
hasilnya sep""ti terlihat pada tabel 3(a) dan 3(b). Ukuran evaluasi kinerja pada eksperimen
ini menggunakan definisi dari Freeman[6].
bari Tabel 3.(a) dapat dilihat bahwa hasll speed-ap mulai terjadi pada beberapa kasus di
N:30 dan secara signifikan terjadi untuk keseluruhan kasus mulai N=100. Untuk kasus-kasus N
mpirun n0-2 . /vmrk.out <insvmrk0
mpirun n0-2 . /cusP.out <incusP
mpirun n0-2 . /bruss.out <inbruss
mpirun n0-2 . /dense.out <indensep0
fudegrntasiPerangkatLunakSvmrkpadaSistemParalelMpi-Linux
Wftd 3.(a): Hasll speed-r,rp untuk tes problem dense denganMMETHOD=33, prediktor P3' variasi
N .reriasi ATOT,- dan variasi VAR METHOD
lcbih kecil 200, secara umum perbandingan hasll speed-up antara metode dengan variable
ffirr*CVC) tidak lebih baik daripada metode denganfixed coeficients (FC) karena nilainya
tffilorasi, tetapi mulai N:200 terlihat bahwa VC mempunyai speed-up y1"g-t-tbjllaik dari FC'
,gse umum hasil speed-r4r memiliki ftend naik secara linier l*rususnya muiai N:,100, kesimpulan
&.,T png sama secara otolatis juga berlaku untuk nilai efisiensi dan untuk lebih jelasnya dapat
rupada Gambar 2 dan Gambar 3'
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Fixed Co efficients (F C) Variab Ie C o effi ci ent s (VC)
ATOL ATOL
\; 1.d-7 1.d-8 1.d-9 l.d-10 1.d-7 1.d-8 1,d-g 1.d-10
?(} 0.42 0.54 0.35 0,80 0,24 1.00 0.64 0.82
v) 1 7') 0.79 0.93 0.8s 0.75 1.00 1,14 0.72
r ,19 1.00 0.81 1.06 0.71 0.75 0.89 r .39
v) r.23 t . i  I 1,r8 0,89 0,95 1.41 1,26 l , l0
lff) 1,38 t.37 t.47 r,42 t.42 1.45 r.49 L,46
l  <{ 1.53 1.54 1.53 1.54 1,59 1.50 1.54
xN) 1,60 r.64 1.64 1.68 I.70 I .7 l 1.74 t.73
250 1.88 1,89 1,87 1.88 1.92 1.96 t.9s 1,95
Tabel 3.b: Hasilpresrs i digituntuk tes problem dense dengan MMETHOD:33, prediktor P3,
',r.riasiN. variasi ATOL, dan variasi VAR METHODvari sr . n t rlasl
Fixed Coefficie4!89-- V ar i ab I e C o effi ci ent s (V C)
ATOL ATOL
N 1.d-7 1.d-8 1.d-9 1,d-10 I,d-7 1.d-8 1.d-9 1.d-10
20 3.95 4.59 4.78 5,24 5,90 6.s9 7.28 8.21
10 4.60 4.80 5.07 5.37 5.2r 6.42 7.01 7.92
4.63 4,70 4,97 5.30 6.s8 7.24 7.89 8.71
50 4.77 4,69 4,89 5.r2 6.41 7,34 7.8i 8,43
100 4.64 4.78 5.02 5.32 6.60 7.3r 8.04 8.65
150 4.99 4.84 5.19 5.48 6.43 7.t0 7.75 8.47
200 4.07 4.50 4,84 5.21 7,03 7.62 8.25 8,90
250 4.86 5.27 5.47 5.65 6.74 7,40 7,72 8.44
Speedup vs. N dengan variasi Atol
Atol=1.d{7
Alot=1-O-08
FC AtoF1,D{}9
FC Atol=1.D-10
vcArol=1.D-O7
vcAtd:1.D4
"s
N
ts
Atol='l.D-09
Atol31.D-10
Efislensl vs N dengan variasl Atol
arol. l.d-07
- 
l .d€t
!o ro .o 50 roo r5{t 3o{t 250
I
.ror. | .d.09
.b l . l .ddO
ad.td.€A
.bt t.d{a
.bl- l.d4e
rrohl d.l0
(b l
an efisiensi untuk tes problem dense dengan
MMETHOD:33, prediktor P3,iariasiN, variasi ATOL, dan variasi VAR-METHOD
Dari sisi presisi digit yang diperoleh berdasarkan Tabel 3.(b), terlihat bahwa metode VC
secara signifikan ielalu teU]n Oait aari pada metode FC untuk seluruh kasus, tetapi secara umum
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nilai dari presisi digit tersebut berfluktuasi untuk keseluruhan kasus N dan variasi ATOL (tidak
memiliki trend terlentu), untuk lebih jelasnya dapat dilihat pada Gambar 3'
Akurasi vs H dengan variasi Atol
10
:68
:6
U,
'a4
o
o-J
0
2A 30 40 50 100 150 200 250
FC-atol:1.D-07
*-8S- FC-atoF1.D-O8
FC-atote1.D-09
Fc-atol=1.8-10
*VC-atsl=l-S€7
Vc-atol*'l.D-CI8
--FVC-atol-1.D.o9
*VC-atol'-:.D-10
CamUar :: Uusit pt"si.idiglt untuk tes problem dense denganMMETHOD=33, prediktor P3'
variasi N, variasi ATOL, dan variasi VAR-METHOD
9. Kesimpulan
Implementasi perangkat lunak SVMRK merupakan aplikasi dari metode iPIMRK yang
dapat dijalankan pada ,ist"m*putulel MPI berbasis jaringan Linux. Program dibuat bersifat modular
yang terdiri atas program implementasi paralelisasi b"*pu beberapa program driver sebagai modul
pengontrol utama untuk beberapa kasui tes problem yang berbeda seperti: DR-SVMRK untuk
f"riugai persoalan s/f umum satu dimensi, fjn-CUSp untuk persoalan CUSP berbentuk banded
On_S"nni;SS untuk-persoalan Brussclatsr dua dimensi, dan DR-SDENSE untuk persoalan
DENSE, dan tiga buah modul paralel (STAGES, FACTORS, dan SOLVES) sebagai pengontrd
sekunder. Pro.gram integratornya berupa satu buah proglam solver S\A4RK dibantu oleh sebunh
integrator .rrrtuk *"rrghi-tung langkah awal SIRK. Silain itu terdapat beberapa mgdrf pendukrmg
SVMRK lainnya ,"p""rti, ftod"T tes problem PROB-MOD, modul konfigurasi sistem matrik'
modul ekstrapolasi matrik (MEXP-MOD), modul interpolasi ukuran. langkah tetap
(INTERpOLANT), modul parameter metode (METPAR-MOD) yang dibantu oleh modul ROOTS'
modul perhitungan solusi sistem linier dan matrik Jacobian (M9D-MATRD?) dan modl
pendukung operasi matrik dan operasi aljabar linier DGBE dan LABLAS.
^ 
Semua mqdul dikonfigurasi dalam file konfigurasi ttakef ile, Makecusp, Makebruss
dan Makedense dan dikompilasi menjadi aplikasi SVMRK menggunakan perintah make. Und
menjalankan program aplikasi SVMRK masing-masing program driver membutuhkan file i6
insvmrkO, incusp, inbtrr"" atau indensepO yang berisi informasi yang dibutuhkan unil
menjalankan metoae ipnmr yang diinginkan seperti MMMETHOD, VAR-METHOD, ATOL'
.,k*"r, N untuk tes problem dense dantes problem brusselator, dan lain-lain'
Hasil-hasil percobaan umerik untuk problem dense, percobaan d*gil-Mt{ETHOD=33' -
prediktor P3, variasi N:{20, 30, 40, 50, 100;150, 200, 250I dan variasi AT9L :{1'd-07, 1'd{1
.^- : - :J
i.a-Oq dan 1.d-10) diperoleh speed-up terjadi untuk kesehnuhan kasus pada percobaan tnt
N:100. Hasil percobaan untuk kedua pendekatan metode fixed coeficients (FC) dan
coefficients (VC) memperlihatkan bahwa speed-up mempunyai trend naik secara linier
N{OO dan ipeed-up dari'metode VC lebih baik daripada speed-up dari metode FC terjadi
keseluruhan kasus pada percobaan ini mulai N:200. Dari sisi presisi digit temyata metode
memiliki hasil yang signifitan selalu lebih baik dari metode FC untuk keseluruhan kasus, tr
r,urii pr"riri digit ini seialu ber{luktuasi untuk keseluruhan kasus, tidak memiliki trend tertentu
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