Abstract-We present a framework to derive upper bounds on the number of regions that feed-forward neural networks with ReLU activation functions are affine linear on. It is based on an inductive analysis that keeps track of the number of such regions per dimensionality of their images within the layers. More precisely, the information about the number regions per dimensionality is pushed through the layers starting with one region of the input dimension of the neural network and using a recursion based on an analysis of how many regions per output dimensionality a subsequent layer with a certain width can induce on an input region with a given dimensionality. The final bound on the number of regions depends on the number and widths of the layers of the neural network and on some additional parameters that were used for the recursion. It is stated in terms of the L1-norm of the last column of a product of matrices and provides a unifying treatment of several previously known bounds: Depending on the choice of the recursion parameters that determine these matrices, it is possible to obtain the bounds from Montúfar et al. 
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I. INTRODUCTION

I
N recent time, artificial neural networks get increasingly important in state-of-the-art machine-learning technology. Their success as a machine-learning algorithm is based partly on their flexibility that allows a myriad of possible architectures and on efficient training algorithms and specialized hardware. The theoretical properties of these functions that are currently a field of active study.
In this work, we focus a special type of feed-forward neural networks. They are a functions that are a composition of layer functions. These layer functions map a real vector to another real vector of possibly different length by first applying an affine linear map and then sending each coordinate through a function, called activation function. If the Rectifier Linear Unit (ReLU) that maps x ∈ R to max(0, x) is used as activation function, the overall composition of the layer functions is a ReLU feed-forward neural network and these are the functions we will study in this work. Such a function has the interesting property that it is piece-wise affine linear. More precisely, there exists a finite number of convex subsets of the input space such that it is represented as an affine linear function on each of these subsets. The goal of this work is to find upper bounds on the number of these subsets in terms of the number L of layer functions used in the composition and the widths, i.e. the dimensions that the layer functions map from and to. Such bounds could be of potential use in the context of approximation theory. For example, they could be used to prove that a target piece-wise affine linear function cannot be exactly represented by a ReLU feed-forward neural network if a resulting upper bound on the number of affine linear regions is smaller than necessary for the target function. More generally, these bounds could be combined with results from approximation theory [4] about how well a piece-wise affine linear function with a certain number of affine linear regions can approximate other functions of specific properties at best. This way one could derive theoretical lower bounds on approximation errors of these neural networks, which in turn could be of interest for the analysis of generalization bounds for empirical risk minimization whose derivations usually involve such approximability properties [5] .
We present an abstract framework that allows the construction of such bounds. Its core idea is to push information about affine linear regions through the layers. This information consists of a sequence of numbers which represent a histogram of the dimensionalities of the images of the affine linear regions up to the current layer. For example, let the input width of the network be n 0 = 2 and let the first layer function h 1 have output dimension n 1 = 3. Then it could be that this layer function induces 7 regions in the input space R 2 and on every of these regions, the first layer function h 1 is affine linear. Therefore, we can consider the dimensionality of the image or equivalently the rank of h 1 on every of these regions. This information can be represented by a sequence of natural numbers. Since we start with the input space R 2 , the initial histogram would be (0, 0, 1, 0, . . . ) because the indexing starts with 0 and there is only one region of dimension 2 which is the whole input space R 2 . The histogram after h 1 was applied could then be (1, 3, 3, 0, . . 
. ).
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Of course, this histogram depends on the weights for the affine linear map of the layer function h 1 but one can do a worst-case analysis. To do so, one needs to introduce an order relation on the set of these histograms. Given worst-case histogram bounds for ReLU layer functions of every input and output dimension, one can push these worst-case bounds on the histograms of the region image dimensionalities through the layers of the network. In a final step we sum up all the entries, i.e. take the L1 norm of the last histogram to obtain a bound on the number of affine linear regions. It turns out that the transition of a worst-case histogram from one layer to the next can be written as a linear map such that our main result can be written in terms of matrices: For a ReLU feed-forward neural network with input dimension n 0 and L layers of output widths n 1 , . . . , n L , the number of affine linear regions is bounded by
where B
(γ )
n L are square upper triangular matrices of dimensions n 1 , . . . , n L specific to a parameterization γ related to the worst-case histogram bounds above and the n i−1 × n i matrices M n i−1 ,n i , i ∈ {1, . . . , L} serve the purpose of connecting inputs and outputs of different dimensionality.
The vector e n 0 +1 is the unit vector in R n 0 +1 with zeros at indices 1, . . . , n 0 and value 1 at index n 0 + 1.
It turns out that all known concrete bounds from [1] , [2] and [3] can be derived as special cases of our bound (1) for appropriate parametrization γ . The matrix representation that our framework yields is different from the existing representation and is very useful because the eigenvalues of the involved matrices can be read directly from the diagonal. For the strongest of the above bounds from [3] , it is even possible to find a Jordan-like decomposition for the matrices (B (γ ) n ) n ∈N + . This fact allows us to enter asymptotic settings. As an illustration, we consider the case where the input dimension n 0 ∈ N + is arbitrary and the dimensions of the other layers n 1 , . . . , n L are fixed to be equal to n ∈ N + . The number of layers L is variable. We provide a new explicit analytical formulae where previously only a weaker bound based on a Stirling approximation was known, see [3] . In particular, when the input dimension is also equal to n, i.e. all L layers have the same input and output width, for odd n and L → ∞ we [3] . This means that our new bound gains a half dimension in each layer in this setting.
However, the use of our framework is not limited to the above results. We also explain how our theory can be exploited to derive further stronger bounds. For this, a combinatorial and geometrical problem needs to be solved to find a specific parametrization γ .
This article is structured as follows. Section II states basic definitions and results needed for the construction of our framework. Section III gives an overview of existing bounds on the number of linear regions of ReLU feed-forward neural networks. In Section IV, we derive and explain our main result and show how the bounds from Section III can be derived as special cases. Furthermore, we compare them in an asymptotic setting and obtain a new tighter result. Finally, we note how Fig. 1 . A function h ∈ RL(n, n ) maps between the spaces R n and R n . This corresponds to a fully connected layer.
our framework can be used to derive new stronger results. Section V summarizes our findings. The proofs are deferred to the Appendices A to F.
II. PRELIMINARIES
In this section, we will provide definitions and explain their motivation. First, we will focus on a single layer and later on multiple composed layers. As a convention, we will write N for the nonnegative integers and N + for N \ {0}. Furthermore, let diag(n 1 , . . . , n k ) be the k × k diagonal matrix with values n 1 , . . . , n k on its diagonal and I n be the n × n identity matrix. The indicator function of a set A will be denoted by 1 A .
A. One Layer
The ReLU activation function is σ : R → R, x → max(0, x). For n, n ∈ N + , we will call h : R n → R n a ReLU Layer function with weight matrix W (h) ∈ R n ×n and bias vector b (h) ∈ R n if it has the form
where w
is the i -th row of W (h) for i ∈ 1, . . . , n . We define the set of such functions by
In the sequel, we will assume n, n ∈ N + , h ∈ RL(n, n ). For x ∈ R n and i ∈ 1, . . . , n , we say that the i -th unit of h ∈ RL(n, n ) is active if x, w i + b i > 0. In the input domain R n , the subsets where a unit is active and inactive are separated by the (n − 1)-dimensional hyperplanes
for i ∈ 1, . . . , n . Obviously, these n hyperplanes partition the space R n into at most 2 n regions R h (s), s ∈ {0, 1} n as defined below. For h ∈ RL(2, 3) with
, 0 we get seven regions in the input space on the left. Each such region is labeled with its signature s ∈ {0, 1} 3 and colored for better visibility. The same colors are used in the projection of the image of h on the right side. For s ∈ {0, 1} 3 , the region R h (s) on the input space is mapped to a point, a subset of a line or a subset of a plane in R 3 , depending on the number of active units |s|.
0 , the image looks very different from Figure 2 . Even though the yellow area R h (s) corresponds to s = (1, 1, 1) with |s| = 3 active neurons, the dimension of its image h(R h (s)) is 2 because it is bounded by the input dimension 2.
The signature S h (x) tells us which units of h are active for a specific input value x ∈ R n . Now we define the set of inputs that have a specific signature.
Definition 2. For s ∈ {0, 1}
n , the region R h (s) ⊂ R n corresponding to the signature s is the set
Lemma 33 from the appendix shows that these regions are always convex subsets of the input domain R n . The Figures 2 and 3 illustrate the definitions for two different h ∈ RL(2, 3).
Definition 3. We denote the attained signatures of h by S
This can also be written as the set of all signatures such that the corresponding region is non-empty, i.e. S h = s ∈ {0, 1} n |R h (s) = {} .
B. Multiple Layers
We will denote the number of layers excluding the input layer by L ∈ N + and the dimension of the input layer by n 0 . The dimensions of the other layers are denoted by n 1 , . . . , n L ∈ N + . For convenience, we will write 
Usually, the last layer of a feed-forward neural network is an affine linear map without activation function. However, since such a final additional affine linear map obviously does not increase the number of regions that a neural network with ReLU activation functions is affine linear on, they are not important for the construction of corresponding upper bounds and hence, we define our networks of interest as above without a final affine linear map. Throughout this section, we will assume
. . , h L can be composed. We will denote this composition by f h , i.e.
Such functions are the multilayer feed-forward neural networks we are analyzing in this article. Figure 4 visualizes this setting. For l ∈ {1, . . . , L}, the matrix and bias vector corresponding to h l are denoted by W (h l ) with rows w
and b (h l ) . For each x in the input space R n 0 , there are some units active in the neural network f h . We formalize this idea in the following definition.
Note that this multi signature is just a L-tuple of the signatures of the L single layers from Definition 1 evaluated at their respective input. In analogy to Definition 2, the input space R n 0 can be divided into regions indexed by multi signatures.
Definition 6. We define the attained multi signatures of h as
As before, we can write this as S h = {s ∈ {0, 1}
We are interested in this quantity because bounds on the number of attained multi signatures |S h | will also be bounds on the number of affine linear regions as we will see in the next section.
C. The Number of Affine Linear Regions
Let P denote the set of all possible partitions of R n 0 into connected subsets. For n 0 , n ∈ N + and a general function f : R n 0 → R n we now define the number of affine linear regions of f . Let P f be the partitions P ∈ P such that f is affine linear on each element of P, i.e. P f = {P ∈ P | ∀R ∈ P f is affine linear on R} .
Definition 7.
The number of affine linear regions N f of f is
This is the smallest number of elements a partition of R n 0 into connected subsets can have such that f h is affine linear on every element of that partition. Note that by convention, inf {} = ∞ such that N f = ∞ for a function that is not piece-wise affine linear.
In the appendix, Corollary 46 and Lemma 33, we show that
for affine linear functionsf h,s , s ∈ S h and convex, hence in particular connected, sets R h (s), s ∈ S h . But this shows that {R h (s)|s ∈ S h } is such a partition in P f h and therefore
In other words, the number of affine linear connected regions of f h is bounded by the number of attained multi signatures of h from Definition 6. We will use this fact and find bounds on |S h | which will also be bounds on N f h .
III. EXISTING BOUNDS ON THE NUMBER
. . , h L ) be as in equation (6) . The most basic upper bound on the number of regions N f h of the ReLU feed forward neural network f h = h L •· · ·•h 1 , is based on the sum of the layer widths n 1 , . . . , n L , c.f. [1] , Proposition 3:
It is based on the idea that each of the L l=1 n l ReLU units can at most double the number of affine linear regions in the input space R n 0 . A result from 2017, [6] , cf. Theorem 1 states that for fixed equal layer widths n 1 = · · · = n L =: n ∈ N + and variable number of layers L and input width n 0 ∈ N + :
Later in 2017, [2] Proposition 3, showed the following upper bound for n 0 , n, h, as in equation (6):
It was noted there that this result can be improved by using a more detailed dimensionality analysis. This was done in the preprint [3] from 2017 resulting in the bound
where is the set
The above bounds are in the following hierarchy: The bound (13) implies (12), which implies both, (11) and (10). Using our framework, we can derive the bounds from equations (10), (12) and (13) as special cases. The strongest of these bounds (13) as stated above is in a form that is not well-suited for explicit evaluations and asymptotic considerations. For example, the authors consider the special case where L is variable but n 1 = · · · = n L =: n ∈ N + and n 0 ∈ N + are fixed. In their Proposition 15, they lose precision by first setting n 0 = n and then using a Stirling approximation, arriving at
In contrast, using our framework makes it possible to find an analytic expression in this setting without the need to weaken the bound. This is possible because of the bound formulation in terms of matrices which can be decomposed for explicit evaluation of arbitrary powers that arise for equal fixed layer widths
There also exist lower bounds on the number of affine linear regions that can be achieved. Usually, they are derived by explicit constructions of ReLU neural networks. The work [1] presents the bound
and it was noted in [2] that for fixed n 0 , L ∈ N + the quotient of the upper and the lower bounds from equations (12) and (15) satisfies lim sup
A similar lower bound can be found in [3] . One of the main goals of the analysis of the number of affine linear regions is to improve the results such that upper and lower bounds match or at least are of the same order for some asymptotic scenarios because otherwise, it is not clear if the bounds are sharp. Our framework is not concerning such lower bounds but by improving the understanding of such upper bounds makes a further step towards this goal.
IV. FRAMEWORK FOR THE CONSTRUCTION OF UPPER BOUNDS A. Intuitive Motivation
To illustrate the ideas and problems involved in the construction of the bounds in Section III, we reprove the bound (12) of Montúfar,
It is important to understand the ideas behind this bound because our results are derived from a more fine-grained analysis starting from the same basis. This way, we can point out clearly, where our analysis differs. Here, we only state the ideas, the proofs are deferred to Appendices C and D. We introduce definitions for the first l entries of elements of the set of attained multi signatures S h . Recall that these entries are tuples of lengths n 1 , . . . , n l .
Definition 8. Let
S (1)
The Montúfar bound is based on an anchor inequality and a recursion inequality which is weakened and then unpacked to obtain (17).
• The anchor inequality is based on the well-known fact by Zaslavsky from 1975 , that the n 1 hyperplanes which are induced by the first layer function h 1 can partition the input space R n 0 into at most
j regions, see [7] . We state this result in the appendix in Lemma 49:
This result gives a bound on the number of attained signatures of the function h 1 which maps the input layer to the first layer.
• The recursion inequality is stated in Theorem 50:
This kind of recursive relation is not well-suited to unpack because it only relates the number of attained multi signatures in S (l+1) h with the type of multi signatures in S
More precisely, the summation range of the inner sum depends on the activations of the neurons in the layers 1 to l. If we weaken the above recursive relation (19) by replacing min(n 0 , |s 1 |, . . . , |s l |) by min(n 0 , . . . , n l ), the inner sum does not depend on the outer sum anymore such that we get a relation |S (17) follows by induction. In our framework we want to avoid the above described required weakening of the recursive relation. We find a recursive relation similar to those in equations (18) and (19) with the important difference that we do not bound the number of elements in S
. . , L} which we will refer later as the dimension histogram. We call these quantities dimension histograms because for every region R h (s) with multi signature s ∈ S h the dimension or rank of h l • · · · • h 1 is bounded by min (n 0 , |s 1 |, . . . , |s l |). With a particular order relation "" on the set of histograms, we then prove the following anchor and recursion relations:
In the above inequalities, e n 0 is the histogram that contains a 1 at index n 0 and 0 else and represents the input space R n 0 .
The functions ϕ (γ )
n l , l ∈ {1, . . . , L} are transitions from an input histogram to an output histogram. These transition functions have a monotonicity property such that smaller inputs yield smaller outputs. Therefore, we can directly unpack the recursive relation without the need to weaken it as above and
n 1 (e n 0 ) from which we derive a bound on |S h |. The above described ideas are made more formal in the next sections.
B. Formal Description
We first define the notion of a "histogram" formally. They are elements of the set defined below.
A histogram is therefore a sequence of natural numbers with indices starting with 0 with only finitely many values different from zero. We give names e i ∈ V , i ∈ N to the histograms defined by the property (e i ) j = δ i j for i, j ∈ N 0 . They shall not be confused with the unit vectors e i ∈ R j for i ≤ j ∈ N. Obviously, the element-wise sum v 1 + v 2 of two histograms v 1 , v 2 ∈ V and element-wise scalar multiplication av 1 for a ∈ N, v 1 ∈ V are again histograms in V .
As explained above, to state our anchor inequality and recursive relation we need to be able to compare two histograms. We therefore introduce the following order relation. Figure 5 gives an intuition of this order relation. Lemma 53 states that is a partial order on V , which follows immediately from the definitions. Two histograms u, v ∈ V are not always comparable, i.e. it does necessarily hold that either u v or v u. However, we can always find a third histogram w ∈ V that dominates both, i.e. that satisfies u w and v w. The maximum of u and v as defined below is such an element.
Definition 11. For a collection (v (i) ) i∈I of histograms in V indexed by a finite set I , define the smallest dominating histogram max i∈I (v (i) ) ∈ V on its entries by
This is well-defined and in V because only finitely many summands in these sums are non-zero by Definition 9. Obviously, equation (22) implies
Hence, v (i ) max i∈I (v (i) ) for every i ∈ I and for any other w ∈ V that also satisfies v (i ) w for all i ∈ I , it holds that max i∈I (v (i) ) w. Therefore, the maximum of some histograms in V is their smallest dominating histogram in V . Figure 6 relates Definition 11 to the intuition from Figure 5 .
In the sequel, we will use histograms to represent signatures and multi signatures in a way that is useful for the construction of our framework.
Definition 12.
For n ∈ N + , define the activation histogram
The above function H n maps a set of signatures S ⊂ {0, 1} n to a histogram of |s| = n i=1 s i for s ∈ S. For n, n ∈ N + , and a single layer h ∈ RL(n, n ) the activation histogram H n (S h ) tells us how often a certain number of neurons is active. The reason why we are interested in the number of active neurons is the fact that the rank of h on a region with k active neurons cannot exceed k.
For the sets of multi signatures S
h from Definition 8 we also need similar functions that map to a histogram. In the sequel, let P(A) denote the power set of a set A, i.e. the set of all subsets of A.
The above functions depend implicitly on n 0 , n and map a set of multi signatures to a histogram in V . Note thatH (l) The idea of our framework is to start with the histogram e n 0 representing the input space R n 0 , which is one region with dimension n 0 and push this histogram through transition functions ϕ (γ )
n L corresponding to the layers of the network. The main ingredient for the recursion in Montúfar's bound was Zaslavsky's result from Lemma 39, which bounds for every input and output dimension n, n ∈ N the number of the attained signatures S h of every h ∈ RL(n, n ). In contrast, for our transition function we need to bound for every n, n ∈ N and every h ∈ RL(n, n ) the activation histogram of the attained signatures. This is formalized in the following definition.
Definition 14. We say that a collection (γ n,n ) n ∈N + ,n∈{0,...,n } of elements in V satisfies the bound condition if the following statements are true:
Here, we use the convention that for n ∈ N + , RL(0, n ) = h : {0} → R n , x → c|c ∈ R and for h ∈ RL 0, n , H n (S h ) = e 0 . The set of all such γ is denoted by Such collections exist, i.e. = {} because the maximum in the first criterion of the bound condition is a maximum over finitely many activation histograms since S h ⊂ {0, 1} n . Hence, it is a well-defined element in V by Definition 11. If the second criterion does not hold for a given collection γ , we can easily construct another collection γ via γ n,n = maxñ ≤n γñ ,n for n, n as in Definition 14. For this new collection γ , the second criterion of the bound condition holds. We will see below why we need this second criterion. A collection γ ∈ gives a worst-case bound for all possible activation histograms of ReLU layer functions h ∈ RL(n, n ) for input dimensions n output dimensions n with n ∈ 0, . . . , n . For n > n we can reuse the histogram bound of n = n because for n ≥ n the maximum max H n (S h ) | h ∈ RL(n, n ) in V is the same since all possible signatures can occur, i.e. there exists h ∈ RL(n, n ) with S h = {0, 1} n , see Lemma 58. Note that for a function h ∈ RL(n, n ) and an attained signature s ∈ S h , the dimension of h on the corresponding region R h (s) is not only bounded by the number of active neurons but also by the input dimension n. To account for this fact we need a clipping function that acts on histograms by putting all weight from entries with index greater than a threshold i * to the index i * .
Definition 15. For i * ∈ N define the clipping function cl i * :
Figure 7 provides intuition on the clipping function. As described above, for an output dimension n ∈ N, an input dimension n ∈ 0, . . . , n and a collection γ ∈ , if we clip the bound γ n,n on the activation histograms H n (S h ), h ∈ RL(n, n ) at the input dimension n, the clipped version cl n (γ n,n ) will bound the histogram corresponding to the dimensions of the output regions of h, i.e. ⎛ ⎝ s∈S h
In other words cl n (γ n,n ) is an upper bound on the histograms of output region dimensionalities that can arise from h ∈ RL(n, n ). It makes therefore sense to define the transition function for output dimension n ∈ N + as follows.
The sum in the above definition is actually a finite sum because by Definition 9, only finitely many entries of v ∈ V are different from zero. Furthermore note that we reused γ n ,n for the case n > n as described above.
The intuition of such a transition function is as follows. For every input dimensionality we have a worst-case bound of what histograms can arise for the output region dimensions from an input region with that dimensionality when a ReLU layer function with n neurons is applied. If we sum up these bounds for several input regions of possibly different dimensions, what we get is exactly the map ϕ (γ ) n . Therefore, these maps allow to transform a worst-case bound on the dimension histogramH (l) 
Now the second criterion of the bound condition allows to
Together with Lemma 61, which statesH
Lemma 52. This is our main result and it can also be stated in a matrix formulation. Despite the fact that histograms are sequences of infinite length, one can use vectors of finite length instead for the bound. For n ∈ N + the relevant information of the mapping ϕ (γ ) n is in the clipped histograms cl 0 (γ 0,n ), . . . , cl n (γ n ,n ) which have non-zero entries only in the first indices 0 to n . Therefore, they fit perfectly as columns in a n + 1 times n + 1 square matrix as defined below Definition 17. For γ ∈ and n ∈ N + define the matrix B
Note that the matrix indexing starts with 1 whereas the indexing of V begins with 0. This is the reason for the shift of i and j by one in the above definition. Because of the involved clipping functions the matrices (B (γ ) n ) n ∈N + are upper triangular. This implies two things: 
contains 0 in its entries with index greater than i , given that this maximum is greater than 1. To state the bound from equation (25) Definition 18. For n, n ∈ N, define the connector matrix M n,n by n , n ∈ N + γ ∈ involves "min(n, n )" to reuse cl n (γ n ,n ) for entries in the input histogram with index n greater than n . The same is achieved by the above matrices. For n > n the matrix M n,n has more columns than rows and the additional columns have a 1 in the last row. The matrix version of equation (25) is stated below in equation (27) .
The Appendix D contains formal proofs of the results of this section. In Table I we give an overview over similar concepts of our framework and their counterpart in the bound of Montúfar.
C. Main Result
In the Appendix D we show that the following statements are true.
Theorem 20. Assume γ ∈ , i.e. γ is a collection of elements in V that satisfies the bound condition from Definition 14.
For the number of elements
As explained in the previous section, we can derive a matrix formulation of the above result.
Corollary 21. For a collection γ ∈ , |S h | is bounded by
where e n 0 +1 is the unit vector in R n 0 +1 that has value 0 at the indices 1 to n 0 and value 1 at index n 0 + 1.
D. Applications
In the next section we use different collections γ ∈ to show how concrete bounds can be obtained from our main result (27). To this end, we first give a particular collection γ , then show that it satisfies the bound conditions from Definition 14 and finally state the corresponding matrices B (γ ) n , n ∈ N. First, we derive the three bounds from equations (10), (12) and (13) in this way. Then we consider an asymptotic setting and discuss the results. Finally, we explain how even stronger results may be obtained.
1) Naive
Bound:
Lemma 22. With γ n,n = 2 n e n , the collection (γ n,n ) n ∈N + ,n∈{0,...,n } satisfies the bound condition from Definition 14. Proof. The first property of the bound condition requires that for all n ∈ N + and n ∈ 0, . . . , n
To prove this let n, n as above and h ∈ RL(n, n ). Then for all J ∈ N,
The second property of the bound condition requires for all n ∈ N + , n,ñ ∈ 0, . . . , n that γ n,n γñ ,n whenever n ≤ñ. But this monotonicity in the first index is clearly fulfilled.
According to Definition 17, the corresponding bound matrices are B (γ ) n = 2 n I n +1 , n ∈ N + . Hence, our main result becomes |S h | ≤ 2 n 1 +···+n L , which is the bound from equation (10).
2) Using Zaslavsky's Result Yields Montúfar's Bound: Note that by Zaslavsky's result (Lemma 39), |S h | ≤ n i=0 n n for n, n ∈ N + , h ∈ RL(n, n ). This motivates the definition
Lemma 23. With γ n,n = n j =0
n j e n , the collection (γ n,n ) n ∈N + ,n∈{0,...,n } satisfies the bound condition from Definition 14. Proof. Let n ∈ N + , n ∈ 0, . . . , n and h ∈ RL(n, n ). By Lemma 39, With this definition for γ , the bound matrices (B (γ ) n ) n ∈N + from Definition 17 that appear in equation (27) are diagonal. We will call these matrices Zaslavsky bound matrices and denote them by (D n ) n∈N + . Following the construction from Definition 17, we obtain 
This means that H n (S
1 , which may also be written in the form (12):
We will call this bound the Montúfar bound. Zaslavsky' s Result: Now, we define the collection (γ n,n ) n ∈N + ,n∈{0,...,n } of elements in V by
3) Using Binomial Coefficients in Combination With
Lemma 25. With γ n,n = n j =0
n j e n − j , the collection (γ n,n ) n ∈N + ,n∈{0,...,n } satisfies the bound condition from Definition 14. Proof. We proceed as in the proof of Lemma 23. Let n ∈ N + , n ∈ 0, . . . , n and h ∈ RL(n, n ). For all J ∈ N, 
Hence, the first property of the bound condition is satisfied, but also the second condition is clearly met.
The previous lemma shows that we can use γ as defined in equation (32) in the main results stated above in equations (26) and (27). We will denote the corresponding matrices (B (γ ) n ) n ∈N + by (B n ) n ∈N + and call them binomial bound matrices. With this definition, equation (27) becomes
which we will call the Binomial bound. The Tables II and III illustrate how the matrix B 5 can be obtained. In the Appendix E, we give an explicit formula for these bound matrices and analyze them. It turns out that an explicit closed-form formula for a Jordan-like decomposition exists such that arbitrary powers can easily be computed. We have preferred this representation because in contrast to an ordinary Jordan decomposition, we get corresponding basis transformation matrices that are upper triangular. Such a decomposition can be useful for the analysis of the bound (33) in the case when several stacked layers are of the same dimension because M n,n is the identity matrix for n = n ∈ N + . We want to note that our bound (33) coincides with the bound from equation (13). This can be seen from the recursion used in the proof of Theorem 1, [3] which is represented by the matrix multiplication M n,n B n , n, n ∈ N + in (33).
4) Asymptotic Setting:
We will now analyze the asymptotic behavior of these bounds in the setting where the number of layers L is varying but each of them has the same width n ∈ N + except for the input, which is of arbitrary fixed dimension n 0 ∈ N + . Example 28. Assume that the input layer has dimension n 0 ≤ 4, L ∈ N + and all other layers are 4-dimensional, i.e. n 1 = n 2 = · · · = n L = 4. For n = (n 1 , . . . , n L ) and h ∈ RL(n 0 , n), the Montúfar bound from equation (31) states that
whereas the better upper bound using binomial coefficients from equation (33) implies This allows us to explicitly evaluate the two bounds, see Table IV . For n 0 ≤ 2, the bounds coincide because the upper left quarter of the matrices B n and D n are the same. However, for n 0 ≥ 3, for the asymptotic order of the bound (35) is always O(11 L ), whereas (34) is of order O((
We can exploit our theory to generalize the above examplex. Assume that n 0 , n ∈ N + , n 1 = · · · = n L = n, n = (n 1 , . . . , n L ) and h ∈ RL(n 0 , n). In this case, the Montúfar bound from equation (31) implies
In contrast, the binomial bound yields |S h | ≤ B L n M n 0 ,n e n 0 +1 1 = B L n e min(n 0 ,n)+1 1 , which is evaluated explicitly in Corollary 69. This result is part of our contribution. Table V compares the results. Note that the results in Table IV are a special case. In particular, we can conclude the asymptotic orders of the two bounds for the specified setting as the number of layers L tends to infinity, see Table VI . For example, in the case where n ≥ 3 is an odd number and n 0 ≥ n 1 = · · · = n L = n, we obtain the asymptotic orders
(37) This means that in a neural network where all layers have the same width n and L → ∞, the binomial bound on the number of convex regions in the input space R n 0 is of the same order as the Montúfar bound would be when all layers had width n − 1, i.e. our new result gains one dimension in each layer compared to the Montúfar bound and more than a half dimension in each layer compared to the bound (14) from [3] .
5) Discussion:
In the previous sections, we have derived three bounds as special cases of our framework: The naive bound from equation (10), the Montúfar bound from equation (31) and the Binomial bound from equation (33). Below we give two results on how they are related. They state that the above enumeration order is increasing in strictness and give precise necessary and sufficient conditions when one bound is strictly better than another. The proofs are given in the Appendix F.
Lemma 29. The Montúfar bound from equation (31) is always at least as good as the naive bound from equation (10) and is strictly better if and only if the width is increasing at some layer, i.e. if there exists l ∈ {1, . . . , L} such that n l−1 < n l .
While the above result is directly obvious from the two involved bounds, a similar result for the Binomial bound and the Montúfar bound is not obvious. With our framework, we are able derive the following lemma.
Lemma 30. The Binomial bound from equation (33) is always at least as good as the Montúfar bound from equation (31) and is strictly better if and only if there exists l
In particular, when n l /n 0 is large for all l ∈ {1, . . . , L} then both bounds are equal. Therefore, the quotient limit (16) with the lower bound (15) is not improved (smaller) if the Binomial bound is used instead of the Montúfar bound.
We want to use the above results to give an overview of how the three bounds behave for different network architectures. Figure 8 gives a qualitative overview of some such architectures.
The following four settings are depicted in Figure 8 .
a) In the increasing width scenario we assume that n l+1 ≥ n l for l ∈ {1, . . . , L − 1}. The Montúfar bound and the naive bound evaluate to
respectively. By Lemma 30, the binomial bound is able to improve on this if and only if n 1 < 2n 0 . b) The case where n 0 ≤ n and n 1 = · · · = n L =: n was analyzed in Section IV-D.4. The results from Tables V  and VI give explicit formulas and asymptotic orders for this setting. Note that the case distinction concerning n 0 and n in these tables directly reflects the criterion n 1 < 2n 0 from Lemma 30 about when the Binomial bound is strictly better than the Montúfar bound. In practical networks such as wide residual networks [8] , regardless of the fact that they are usually not entirely ReLU feed-forward neural networks and do not exactly have the considered architecture, often n 0 is much smaller than n such that this criterion is not fulfilled and the improvements of the explicit formulas we contributed for the Binomial bound over the Montúfar bound are not applicable. c) The special case of the previous setting where all widths are equal n 0 = · · · = n L =: n causes the Montúfar to coincide with naive bound which simply states that every ReLU activation unit appearing in the neural network doubles the possible number of regions, see Lemma 29.
In contrast, Lemma 30 or the Tables V and VI show that the Binomial bound is strictly better. Despite the rate improvement n − 1 vs n in equation (37) is in the exponent, it is relatively small for large n which is often the case in practice. d) In the setting of decreasing width we assume n l+1 ≤ n l for l ∈ {1, . . . , L − 1}. An example for this architecture are convolutional neural networks for image classification where a large number n 0 of pixels is used as input and the width decreases in later layers. Unfortunately, again the Montúfar bound does not provide advantage over the naive bound because the condition of Lemma 29 is not fulfilled. However, the Binomial bound matrix can still be applied in this setting, in fact we show in Lemma 31 below that it is always stricter than the naive bound. 
for n ∈ N + , n ∈ 1, . . . , n . This would yield the best possible bound obtainable with equation (27) because it satisfies the bound condition from Definition 14 with equality where the relation is required. However, to the best of our knowledge, these maxima are not explicitly known. Their computation requires to solve a combinatorial and geometrical problem. This is left for future work. For the corresponding matrices B (γ ) n , n ∈ N + there might not exist an easy decomposition that allows to compute arbitrary powers explicitly. However, they will be upper triangular, which makes it easy to compute asymptotic orders similar to the results from Section IV-D.4, see the note below Definition 17.
V. SUMMARY
In this work we presented a formal framework for the construction of upper bounds on the number of connected affine linear regions of feed-forward neural networks with ReLU activation functions. We presented two formal criteria summarized as the bound condition. For a collection γ of elements in V that meets these criteria, a corresponding bound can be derived. In this sense, we have presented a whole class of upper bounds. In their matrix form, they can be stated as
where the square matrices B (γ ) m , m ∈ N + can be easily constructed by using appropriately clipped finite-length versions of the infinite-length vectors γ 1,m , . . . , γ m,m as their columns. They are always square and upper triangular matrices such that the eigenvalues, which might be interesting for asymptotic considerations, can be read directly from the diagonal.
We then have derived three existing bounds from this result by plugging in concrete collections for γ that satisfy the bound condition.
1) The first collection γ is constructed based on the naive result that n hyperplanes can partition R n in at most 2 n regions. In this case, our framework yields the very basic result from [6] : For L, n 0 , . . . , n L ∈ N + and ReLU layer functions h 1 , . . . , h L mapping between the spaces R n 0 , . . . , R n L , the neural network represented by their composition f = h L • · · · • h 1 allows a partition of the input space R n 0 in at most N f ≤ 2 L l=1 n l connected sets on which it is affine linear. 2) In the second collection γ we use the well known result that a ReLU layer function h mapping from R n to R n with n neurons partitions the input space R n in at most n j =0 n j convex regions on which h is affine linear.
The corresponding bound obtained reestablishes a result from [2] :
3) The third collection γ is additionally based on the idea, that for a ReLU layer function h mapping between spaces R n and R n , there are at most n i regions in the input space on which i ∈ 1, . . . , n neurons are active. In this case, the matrix formulation (39) obtained from our framework turns out to be more useful than the representation (13) from [3] . We have given an explicit formula for the corresponding matrices (B (γ ) n ) n ∈N + . In addition, we have found an explicit Jordan-like decomposition. This can be used to derive explicit formulas for arbitrary powers of these matrices, which is useful when we want to analyze equation (39) for varying L because the matrices (M nn ) n,n ∈N + are the identity matrix for n = n . If the collection γ used in our framework is tighter, so will be the resulting bound. Therefore the above bounds are ordered from weak to strong. In addition, we have given precise necessary and sufficient conditions on the network architecture when one of these bounds is strictly better than another.
We then have considered an asymptotic scenario where the number of layers L is variable, the dimension of the input space n 0 ∈ N + and the widths of the individual layers n 1 = · · · = n L =: n ∈ N + are fixed. The results show that for n 0 ≤ n/2, the second and the strongest third bound are the same, but for n 0 > n/2, the third is much better, see Table VI . This new detailed analysis was only possible due to our matrix representation with Jordan-like decomposition and is also part of our contribution. In particular, when also the input dimensionality n 0 = n and n is odd, we improved the best known asymptotic order for
. This means that in this case a half dimension in each layer is gained.
Finally, we explained how even stronger bounds can be derived. We state the collection γ ∈ that would yield the strongest result that can be obtained with our theory. It involves a geometrical and combinatorial problem that needs to be solved first in order to construct the necessary matrices B (γ ) n , n ∈ N + .
APPENDIX A BASIC FACTS FOR ONE LAYER
We assume the definitions and conventions from Section II-A Lemma 32. Let n 0 , n 1 , n 2 ∈ N + , g 2 ∈ RL(n 1 , n 2 ) and let g 1 : R n 0 → R n 1 be an affine linear function, i.e. there exist A ∈ R n 1 ×n 0 and c ∈ R n 1 such that for all x ∈ R n 0 : g 1 (x) = Ax + c. Then the function g 2 • g 1 ∈ RL(n 0 , n 2 ) and it holds that ∀x ∈ R n 0 :
for the signatures S g 2 •g 1 and S g 2 as in Definition 1. Proof. For all x ∈ R n 0 , it holds that
which means that g 2 • g 1 ∈ RL(n 0 , n 2 ). By Definition 1, for all i ∈ {1, . . . , n 2 } and x ∈ R n 0
For the rest of this section assume that n, n ∈ N + and h ∈ RL(n, n ).
Lemma 33. For any s ∈ {0, 1}
n , R h (s) is a convex set. Proof. Fix s ∈ {0, 1} n and assume we have two points x, x ∈ R h (s). Furthermore, let i ∈ 1, . . . , n . Now we check convexity. For α ∈ (0, 1), define the convex combination (R h (s) ) s∈{0,1} n form a partition of R n , i.e. the following two conditions hold:
Lemma 34. The convex sets
Proof. We prove both conditions individually. 
Proof. We prove the lemma coordinate-wise. For every i ∈ 1, . . . , n we either have s i = 0 or s i = 1
For s ∈ {0, 1} n , the function h s can be extended affine linearly in a natural way to the whole space R n .
Definition 37. For s ∈ {0, 1} n , leth s be the affine linear extension of h s on R n , i.e. leth s :
Corollary 38. Leth s , s ∈ {0, 1} n as in Definition 37. It holds that
Proof. For every x ∈ R n , x ∈ R h (S h (x)) by Definition 2, which implies h(x) = h S h (x) (x) by Definition 35. Furthermore, h S h (x) (x) =h S h (x) (x) by Lemma 36 and Definition 37. Now, Lemma 34 and Definition 3 justify the equality
The following result is an adaption of a result on hyperplane arrangements by T. Zaslavsky from 1975, see [7] . We state it in terms of our notation and give a proof for completeness.
Lemma 39. For all n, n ∈ N + the following upper bound on the number of attained signature holds:
Proof. Obviously
This implies
(42) Furthermore, we know that 
We know that |S h | = |Sh| + |Sĥ| because the number of regions R h (x), s ∈ {0, 1} n 1 defined by the hyperplanes 
Equations ( It is shown in [7] that this bound is sharp for hyperplanes "in general position", i.e. for all n, n ∈ N + , there exists a h ∈ RL(n, n ) such that equation (41) becomes an equality.
APPENDIX B BASIC RESULTS FOR MULTIPLE FULLY CONNECTED LAYERS
We assume the definitions and conventions from Section II-B.
Lemma 40. Let i ∈ {1, . . . , L} and let f : R n 0 → R n i be an affine linear function, i.e. there exist A ∈ R n i ×n 0 and b ∈ R n i such that for all x ∈ R n 0 , f
Lemma 41. For any s ∈ {0, 1}
where the sets 
for all l ∈ {1, . . . , L}. This is clearly true for l = 1 because in this case the equation
For the induction step, assume that equation
by our assumption and the fact that
By induction, equation (44) holds in particular for l = L such that
Since the functionsh i−1, 
Lemma 43. For any s
where( 
Hence with the notation from Definition 35, 
Similarly to Corollary 38, the previous lemma implies the following statement.
Corollary 46. With the notation from Definition 44, it holds that f
h = s∈S h 1 R h (s)fh,s .
Corollary 51. It holds that
|S h | ≤ L i=0 min(n 0 ,...,n i ) j =0 n i+1 j Proof. For i ∈ {1, . . . , L − 1}, Theorem 50 implies |S (i+1) h | ≤ (s 1 ,...,s i )∈S (i) h min(n 0 ,...,n i ) j =0 n i+1 j = |S (i) h | min(n 0 ,...,n i ) j =0 n i+1 j .
It follows that
|S h | =|S (L) h | ≤ |S (L−1) h | min(n 0 ,...,n L−1 ) j =0 n L j ≤ · · · ≤ L−1 i=0 min(n 0 ,...,n i ) j =0 n i+1 j .
APPENDIX D RESULTS FOR THE DERIVATION OF THE FRAMEWORK
The goal of this section is to prove the main results Theorem 20 and Corollary 21 from Section IV-C. We assume the definitions from Section IV-B. 
This follows immediately from Definitions 9 and 10. N + and a 1 , . . . , a m , b 1 
Lemma 54. For m ∈
by Definition 10.
The following two lemmas are an immediate consequence of the clipping function of Definition 15.
Lemma 55. For all i * ∈ N and all v ∈ V , it holds that
Lemma 57. For n, n ∈ N + with n ≥ n , it holds holds that
Proof. Let n, n ∈ N + . For n ≥ n , there exist h ∈ RL(n, n ) such that all possible signatures are attained, i.e. S h = {0, 1} n .
Lemma 58. Assume that γ ∈ as in equation (23). Then
Proof. We only need to consider the case where n ≥ n . In this case, Lemma 57, shows
Lemma 59. For γ ∈ , n ∈ N + and v 1 , v 2 ∈ V the following monotonicity holds: 
Proof. Similarly to the proof of Lemma 48, for
is affine linear and if we definef to be the affine linear extension of f to R n 0 , it holds that
Sincef is affine linear, there exists a bijective affine linear map :f (R n 0 ) → R rank(f ) . This implies 
Proposition 62. For γ ∈ and l ∈ {2, . . . , L} it holds that
Proof. The statement is implied by the following calculation, where the step indicated by ( * ) follows from the Lemmas 60, 56 and 54:
H (l) S (l) h = ⎛ ⎜ ⎜ ⎜ ⎜ ⎜ ⎜ ⎝ (s 1 , . . . , s l-1 ) ∈ S (l-1) h s l ∈ {0, 1} n l 1 S (l) h (s 1 , …, s l ) 1 { j } min(n 0 , |s 1 |, …, |s l |) ⎞ ⎟ ⎟ ⎟ ⎟ ⎟ ⎟ ⎠ j ∈N = (s 1 , . . . , s l-1 ) ∈ S (l-1) h ⎛ ⎜ ⎜ ⎜ ⎜ ⎝ s l ∈ {0, 1} n l 1 S (l) h (s 1 , …, s l ) 1 { j } min(n 0 , |s 1 |, …, |s l |) ⎞ ⎟ ⎟ ⎟ ⎟ ⎠ j ∈N = (s 1 , . . . , s l-1 ) ∈ S (l-1) h cl min(n 0 ,|s 1 |,...,|s l-1 |,n l ) ⎛ ⎜ ⎝ ⎛ ⎜ ⎝ s l ∈{0,1} n l 1 S (l) h (s 1 , . . . , s l ) 1 { j } |s l | ⎞ ⎟ ⎠ j ∈N ⎞ ⎟ ⎟ ⎠ = (s 1 ,...,s l-1 )∈S (l-1) h cl min(n 0 ,|s 1 |,...,|s l-1 |,n l ) Hn l s l ∈ {0, 1} n l |(s 1 , . . . , s l ) ∈ S (l) h γ min(n 0 ,|s 1 |,...,|s l-1 |,n l ),n l ( * ) (s 1 ,...,s l-1 )∈S (l-1) h cl min(n 0 ,|s 1 |,...,|s l-1 |,n l ) γ min(n 0 ,|s 1 |,...,|s l-1 |,n l ),n l = ∞ j =0H (l-1) S (l-1) h j cl min( j,n l ) γ min( j,n l ),n l = ∞ j =0H (l-1) S (l-1) h j ϕ (γ ) n l (e j ) = ϕ (γ ) n l ⎛ ⎝ ∞ j =0H (l-1) S (l-1) h j e j ⎞ ⎠ =ϕ (γ ) n l H (l-1) S (l-1) h .
Proof. [Proof of Theorem 20] First note that |S
1 . Now the above Proposition 62 and Lemmas 52, 59 and 61 imply that
Proof. [Proof of Corollary 21]Note that for any n ∈ N + and any v ∈ V the image
has zeros at all indices larger than n by construction. Furthermore, for N ∈ N large enough such that v n = 0 for all n > N the Definition 18 of M N,n implies
Together with equation (46) and Definition 17 this implies for all n ∈ N + , v ∈ V and all N ∈ N such that v n = 0 for all n > N:
A recursive application of the above statement on equation (26) yields the desired equation (27) APPENDIX E ANALYSIS OF THE BINOMIAL BOUND MATRICES In this section, we want to show how we can decompose the binomial bound matrices from Section IV-D.3. These are the bound matrices from Definition 17 with γ as in equation (32). For these matrices, we provide an explicit formula for a Jordan-like decomposition such that arbitrary powers can easily be computed in a closed-form expression, see Lemma 65.
2 we define the following matrices. We distinguish the cases when n is odd and when n is even. Let
be (2m) × (2m) matrices when n is even, i.e. m := n 2 ∈ N. Otherwise, when n is odd, i.e. m := n−1 2 ∈ N we define the (2m + 1) × (2m + 1) matrices
. . .
Lemma 64. The inverse of P n as in Definitions 63 is given by the (2m) × (2m) matrix
if n = 2m for some m ∈ N and by the (2m + 1) × (2m + 1) matrix This is an important result since it allows us to compute powers of the bound matrices explicitly. 
Proof. This follows from Proposition 66 and Lemma 65.
The previous corollary is useful because this expression can be easily calculated. We have given the theory how to explicitly calculate an arbitrary natural power of any of the binomial bound matrices from Section IV-D.3. This leads to the following corollary. If n is odd, we take m ∈ N + such that n = 2m − 1. In the same way we obtain 
n 1 (e n 0 ) 1 hence the binomial bound is strictly better than Montúfar's bound.
