3. Onomatopoeia, sound symbolism, and nursery forms; 4. Universals or near-universals;
Genealogical relationship (inheritance).
In our view, E&F make a strong case for typological similarity between present-day English and the Mainland Scandinavian languages as regards their syntax. This is not a new observation; Gianollo, Guardiano & Longobardi (2008:133) classify English with Norwegian, and separate from Old English, German and Gothic, on the basis of microparameters in the domain of nominal syntax. However, more than this is needed in order to demonstrate that we are dealing with genealogical relationship 2 rather than accident, contact, or universals.
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What sort of evidence is needed to demonstrate genealogical relatedness? In a recent and authoritative survey of methods for language classification, Campbell & Poser (2008: 4) show that three sources have traditionally been considered key: basic vocabulary, grammatical evidence, and sound correspondences. Of these, basic vocabulary is the least reliable, since contact-induced transfer in this domain is robustly attested (Campbell & Poser 2008:166-167, 174) . E&F agree that the latter two sources are crucial: 'A language's genealogy is properly determined by its grammar, including its morphosyntactic system, and patterns of regular sound change' (p. 57). However, E&F base their argument solely on grammatical evidence, leaving sound correspondences entirely out of consideration. In the remainder of this subsection, we outline why this is problematic.
In order to argue for historical relationship, alternative explanations, e.g. language contact, must be sufficiently implausible that they can be ruled out. The unique properties of regular sound change mean that there is essentially no way for systematic sound correspondences to arise through anything other than genealogical relationship. As one of the authors puts it, ' The lexical item is a historical constant, an etymon, which constitutes a context that makes it possible to identify a phoneme at one stage with a phonetically different phoneme at another stage' (Faarlund 1990:8) . It is debatable whether any such historical constant can be found in the domain of syntax. Faarlund (1990:8) goes on to state that there is 2 Specifically, direct descent of Middle English from Norse. It is uncontroversial that English and Scandinavian are genealogically related as part of the Germanic branch of Indo-European.
3 Universals will not play much of a role in our discussion, but it is worth noting that E&F may underestimate the connectedness of the syntactic properties they consider. If even a few of the roughly twenty syntactic properties considered by E&F turn out to be implicationally related and hence non-independent, then their argument loses some of its force, since fewer independent change events need to be posited (cf. the discussion of preposition stranding and sluicing in section 3.1).
'no syntactic unit corresponding to the etymon or lexical item'. Not all agree; Harris & Campbell (1995:344ff) argue that it is possible to establish syntactic correspondences between successive stages of a single language, among related languages, or among dialects, based on the notion of a syntactic pattern. However, even if systematic syntactic correspondences can in principle exist, the methodological problem of actually identifying them remains (Walkden 2013 (Walkden , 2014 . As a result, syntactic evidence for relatedness is only admissible in 'instances so distinctive they could not easily be explained by borrowing or accident' (Campbell & Poser 2008:177) . As we will argue in section 3, most of the properties considered by E&F do not meet this criterion.
Most importantly, after acknowledging the importance of sound correspondences for genealogical relatedness, E&F do not mention them at all. This omission is significant, since the traditional histories of English they cite contain long lists of regular sound changes, each one constituting prima facie evidence for a West Germanic origin for Middle English (see e.g. Lass 1992:42-67) . Engagement with this material is surely a necessity for anyone seeking to challenge the traditional view and reassess the genealogical classification of English.
At a number of points, E&F seem to equivocate between systematic sound correspondences and mere phonological similarity. For instance, in a section attempting to justify their method, they mention that many languages are similar phonologically but that their morphosyntax clearly places them in different genealogical sub-families; thus, 'Maltese and Tagalog (Philippines) and Haitian Creole are not taken as Romance languages, no matter what their phonologies suggest ' (p. 19) . But it is regular sound change that is crucial, not surface similarity, and E&F present no evidence that we are dealing with the former and not the latter.
E&F thus join a long line of historical linguists who have illicitly conflated the two; see Campbell & Poser (2008:172-176) .
E&F also disregard the evidence from sound change in their treatment of the lexicon, both open-class (chapter 2) and grammatical (chapter 7). They state (p. 18) that where a language contains a large number of cognates, these are 'irrelevant' for subgrouping. More concretely, they estimate (p. 52, fn. 32) that 99 of the 147 words mentioned in the Collins dictionary as being derived from Old English have Norse cognates, and that therefore only 48
words have 'a sure Old English source'. But this does not follow. The fact that an Old English word has a Norse cognate does not mean that it could equally well be derived from Norse; the sound changes must be inspected in order to find out. Thus, for instance, the modern English word need can safely be said to descend from Old English nēod and not from Old Norse nauð(r), because there is a plausible pathway of regular sound change deriving it from the 5 former but not the latter. The case could in principle be made for a given word (though in this case it seems unlikely), but E&F do no such thing; instead, they assert that any word in modern (or Middle) English with Old English and Norse cognates could just as well be derived from either, which is simply a misunderstanding of historical-comparative methodology.
The language contact situation
In claiming that Middle English is Norse, E&F take as a premise that a language generally does not borrow (morpho)syntactic structures from another language (p. 60). However, there are numerous examples in the languages of the world of borrowed structures; Pereltsvaig (2012:171, 246 ) mentions examples from Papuan languages and Yiddish. North Sami is presently undergoing syntactic changes due to contact with Scandinavian (Marit Julien, p.c.).
Closer to home, we need look no further than Somerset, where it is thought that the doconstruction in English arose, through contact with Celtic (Filppula et al. 2008 The Vikings apparently came in relatively small numbers, conquered, ruled, but otherwise kept to themselves, and left, with the few that remained eventually shifting to English. This is consistent with the conclusion reached by traditional historical and archaeological scholarship on the extent of Scandinavian immigration (Sawyer 1971:166-174 recipient-language agentivity, and 'imposition', under source-language agentivity (see also Winford 2005) . In the early stages, Norse words were borrowed by native speakers of English, and thus adapted to the English phonological system, whereas the late words kept their form because they were 'imposed' by Norse speakers who shifted to English as Norse died out (2002:201-210) . This imposition was possible because, during language shift, adult speakers of Norse began to learn English as an L2, a situation which is likely to lead to (subconscious) transfer of basic vocabulary without phonological assimilation. Hence, the late Norse lexical transfers, including the fact that they were daily life words, may be plausibly accounted for.
The lexical evidence
A chapter of E&F is devoted to the evidence from the Middle English lexicon. 
EMPIRICAL AND THEORETICAL ISSUES
In this section we deal with the syntactic evidence which is the mainstay of E&F's argument (chapters 3-6). E&F adduce an admirably wide range of syntactic properties in support of their proposal, though often give little detail on specific points. Due to space limitations, we cannot address all of these properties in this review; indeed, doing so would require a book in
itself. In what follows, then, we discuss a selection of these properties, the ones that we feel are most representative of E&F's methodology and most revealing with regard to its drawbacks.
The subsections in this section reflect E&F's chapter headings. In 3.1 we discuss properties of Middle English that are alleged to have been present in Norse but not in OE; in each case, we find that Old English and Old Norse were in fact more similar than E&F suggest. 3.2 deals with the to-infinitive, which receives its own chapter in E&F. Section 3.3 addresses properties of Old English that E&F claim were not found in Middle English/Norse, and section 3.4 deals with an example of a shared innovation, the s-genitive. In sections 3.5 and 3.6, we briefly discuss the properties of the grammatical lexicon, and the sparse inflection of Middle English.
Norse properties of Middle English syntax lacking in Old English

Change of word order in verb phrases
The first Middle English feature that E&F cite as an inheritance from Norse is head-initial word order in the VP: 'OE word order in the VP did not "change" in ME; it simply died out with West Saxon' (p. 65). Citing data from Pintzuk & Taylor (2006) If half of all relevant clauses are already VO before 950, then the argument for VO being an inheritance from Scandinavian at least loses some of its force. Furthermore, the majority of the YCOE corpus (Taylor et al. 2003 ) is in West Saxon dialect, which is unlikely in any case to exhibit evidence of syntactic transfer from Norse.
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Even more striking is the fact that the head-directionality parameter in the VP in attested
Old Norse was by no means fixed at VO. E&F (p. 62) cite Faarlund (2002 Faarlund ( , 2004 1986), modern Icelandic permits OV with negative and quantified objects (Hróarsdóttir 2000:56f) . 6 The other modern West Germanic languages are not uniformly OV either, pace E&F (p. 66); for instance, Yiddish has shifted from OV to VO in its history (Santorini 1992:598, fn. 6; Kiparsky 1996) , and Mòcheno, a modern Tyrolean dialect of German, displays mixed OV/VO (Cognola 2008 (Cognola , 2013 . A change from OV to VO also takes place in Classical Greek (Taylor 1994) , Western Finno-Ugric (Kiparsky 1996:172) , and across
Romance (e.g. Zaring 2010); this casts doubt on E&F's claim that the change from OV to VO is 'extremely rare' (p. 66).
The shift from OV to VO in the history of English, then, provides no support for the thesis that Middle English is a direct descendant of Norse.
From Old English prefixes to Middle English postverbal particles
A further feature of modern English that E&F (pp. 66-72) attribute to direct inheritance from
Norse is the modern system of verbs used with postverbal particles which have directional and/or aspectual meaning. E&F contrast this with the typical West Germanic way of expressing this content, namely through verbal prefixes (separable or inseparable), which can be found productively in Old English. Observing that after the Middle English period this system has been lost in favour of phrasal verbs, E&F state that, since phrasal verbs were already dominant in Old Norse, the proposed change from prefixal to particle-based aspect marking 'is essentially a non-event' (p. 72).
Like many of the other developments discussed by E&F, this one has been the subject of substantial work in the English philological tradition. In this case, at least three monographs have been written on the topic (Hiltunen 1983; Elenbaas 2007; Thim 2012) , and of these three only Hiltunen is cited -indirectly -by E&F (p. 68). Hiltunen (1983) in fact acknowledges that the change appears drastic: 'one cannot avoid the impression of the prefixes having been swept away almost overnight ' (1983:92) . However, Norse is only mentioned in passing in his study: Hiltunen suggests that language contact in this case can only have accelerated an existing change, rather than triggering it (1983:97-98 ). This suggestion is based on his finding that already in late Old English the productivity of the prefixal system had declined, and combinations of prefix and verb were increasingly semantically opaque and lexically idiosyncratic: hatan and behatan 'to order/command', for instance, appear entirely synonymous, and the prefix be-could serve to mark perfectivity, intensification, and/or locative meanings.
Elenbaas ( there is no reason for the assumption that language contact may have had any impact on the development of the verb-particle construction in English … verb-particle constructions are a common phenomenon in all Germanic languages, while there is nothing in that development which cannot be explained as language-internal.
(2012:184-185)
E&F's proposal finds scant support in the literature, then. Furthermore, it is not obvious from E&F's account to what extent the phrasal verb construction was common in Old Norsewhether it was more common than in Old English, where we easily find constructions such as (6) and (7), which are very similar to the examples E&F cite from Old Norwegian (pp. 71-72).
(6) La þu liccetere, ado aerest ut þone beam of þinum agenum eagan.
lo you hypocrite do first out the beam of your own eye
'Lo, you hypocrite, first cast out the beam from your own eye.'
(ISWOC sentence ID 100447, Mt. 7:5)
Gyf þin swyðre eage þe aeswicie, ahola hit ut.
if your right eye you offends, pluck it out
'If your right eye offends you, pluck it out.' (ISWOC sentence ID 100341)
In other words, the English system is not 'a straightforward continuation of the Norse system' (p. 71), and one reason why it is difficult to argue for Norse sources of Middle and Modern
English constructions is that Old English was a language that showed great variation.
Stranded prepositions
Another feature that E&F attribute to direct inheritance from Norse is the possibility of preposition stranding. E&F (pp. 84-96) observe, accurately, that the frequency of preposition stranding and the contexts in which it was possible both increased dramatically during the Middle English period. However, their account is marred by other factual inadequacies and misinterpretations that call the hypothesis of direct inheritance into question.
E&F do not do the Old English facts justice. They (pp. 86-87) cite van Kemenade (1987:153) as arguing that the correct generalization is that 'the objects of a stranded preposition must be personal or locative pronouns on the left periphery of a PP, VP, or CP'
(emphasis theirs). However, as van Kemenade (1987:152-153) 
makes clear, this generalization only holds when there is an overt element in COMP (SpecCP in modern terms).
In relative clauses introduced by the indeclinable particle þe, stranding is not only possible but obligatory, as in (8).
(8) & het forbaernan þaet gewrit þe hit on awriten waes.
and ordered burn the writ that it in written was
'and ordered to burn the writ that it was written in.' (coorosiu,Or_6:13.141.21.2969; van Kemenade 1987:147) The same holds for zero-marked relatives and to-infinitive constructions -as E&F note on their previous page (p. 86). 7 In contrast, in topicalizations, questions and se (þe) relatives, preposition stranding was not available.
E&F mention three conditions for the emergence of preposition stranding (pp. 91-92),
claiming that 'at least' two of these were absent from West Germanic. These are i) invariant complementizers in relative clauses, ii) locative adverbial relatives, and iii) preposition fronting. In fact, the first two of these are robustly attested in Old English. We have already 7 van Kemenade (1987) analyses all these cases as involving a phonologically null clitic, as E&F (p. 86) observe.
To the extent that this analysis can be maintained, it is also valid for Old Norse, where stranding is impossible with non-pronominal NPs before the 13th century.
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seen that condition i) is met; relative clauses introduced by invariant þe, as in (8) That E&F misrepresent the data in this way is surprising in view of the extensive literature on stranding on Old English in the last forty years (e.g. Allen 1977 Allen , 1980 Maling 1978; Vat 1978; van Riemsdijk 1978:286-297; van Kemenade 1984 van Kemenade , 1987 Fischer 1992; Denison 1993; Fischer et al. 2000:64-67; Castillo 2005) . These facts indicate that there is no need to assume that preposition stranding originated wholesale with Norse.
E&F also provide no evidence that Norse was likely to have had extensive preposition stranding, instead stating that it appeared mostly in relative clauses and 'was not widespread at first' (p. 89). We have been unable to find a systematic study of the phenomenon in Old
Norse, but Delsing (2003) This does not mean that language contact could not have played a role in the development; Poussa (2006:323-324) shows that the geographic distribution of stranding in wh-interrogative clauses in present-day English dialects corresponds roughly to the borders of the Danelaw in 886, and attributes the rise of stranding to the loss of morphological case catalysed by this contact, following Delsing's (2003) hypothesis that stranding and case are not compatible. More detailed work on the dialectal distribution of stranding in Middle English would be necessary to test the hypothesis of contact influence, however. Apparently, the split infinitive has a somewhat unstable history in English. It occurred sporadically in Early Middle English, and the element that split the infinitive was normally a negative adverb or a personal pronoun (Fischer 1992:329) , the latter being ungrammatical today. As the Middle English period drew on, adverbs of manner and degree could split the infinitive as well, but it is not until Reginald Pecock's writings in the fifteenth century that other types of adverbials were used as splitters (Fischer 1992:329 , but see the chronology in
Exemption of the preposition from sluicing
Calle-Martin 2015, who finds that manner and degree adverbs occurred earlier than negative adverbs in this construction). However, Mustanoja (1960:515) comments that Pecock was the only writer who used the split infinitive to any extent, so the development of this construction may not be so unstable after all, because split infinitives are rare in the Early Modern English period as well, and did not gain ground until the end of the eighteenth century (Rissanen 1999:290) . In other words, this construction, which according to E&F exists in English because Middle English equalled Norse in the early Middle English period, did not become common until some 5-600 years later.
As we have seen, split infinitives were exceedingly rare in Old Norse, and they are and that this construction is also found in the nineteenth century. These studies only mention the negation as a splitter, and to our knowledge, there are no studies that chart the development of the split infinitive with other types of elements, notably adverbs, occurring
11 Sentence ID 17808. between the infinitive marker and the verb. But what we can safely conclude is that, in
Norwegian at least, the split infinitive was a late development.
Despite this, E&F claim that Old Norse must be the source of the Middle English split infinitive, for the following reason: In Old Norse, and in Middle English, the infinitive marker is in C as a complementizer, whereas Old English to is inside the VP, as a bound verbal prefix, and hence infinitive splitting is impossible. However, if the Old Norse infinitive marker is as high up in the tree as C, we would, as E&F also admit (p. 100), expect to find more instances of split infinitives, i.e. there is room in the tree for elements occurring between the infinitive marker in C and the verb that is in a lower position. Nevertheless, E&F maintain that the infinitive marker in Old Norse is not a prefix, and in addition to the two examples of a split infinitive they provide, they list the following arguments against a prefix status for at (pp.
100-102, see also Faarlund 2003 Faarlund , 2007 : 1) Orthographic practice. The infinitive marker is never joined to the verb. We assume that this is the case for the Old English infinitive marker to as well, since Old English features numerous verbs with the verbal particle to-, like toberan 'carry off' and todaelan 'divide'. Hence this is not good evidence for C status. 2) Coordination.
The infinitive marker is not repeated when two infinitives are coordinated, which is an argument against its status as a prefix. Examples of that can be found in Old English as well (see Mitchell 1985 I:390, 403) , though it is indeed much more common to repeat the infinitive marker (Los 2005:212 , and see also Los 2005:211-213 for a discussion of infinitive coordination). The third argument E&F mention is that after en 'than' and nema 'except, unless', the infinitive marker is not expressed, because en and nema are also complementizers and thus occupy the C-position. However, already on the next page (p. 102), an example is given (69a) in which both en and at occur: en on at vera 'than without to be -than to be without'. If both en and at are in C, that kind of clause should be impossible. Hence both the analysis of the infinitive marker as occurring under C in Old Norse and the claim that it was a verbal prefix in Old English encounter some obstacles according to the criteria set up by E&F.
That said, Old English to was probably indeed a bound prefix; cf. Los's (2005:191ff) extensive argumentation.
As regards the reason for the lack of split infinitives in Old Norse, E&F suggest that it may be an epiphenomenon due to other circumstances such as the lack of a structural position, or covert elements. However, they end up suggesting that the infinitive in fact moves to I in Old Norse, so that there is only one position between the infinitive marker in C and the infinitive in I, namely SpecIP, occupied by the phonologically null PRO subject. In the present-day Scandinavian languages, the infinitive marker is in I, which leaves space for split In short, although the similarity between Present-day English and Scandinavian as regards the possibility for split infinitives is interesting, E&F do not succeed in accounting for it in a plausible manner. The facts do not lend support to their analysis, and here it must be pointed out that E&F do not discuss chronology from a comparative point of view, which is essential. Although they do not wish to be 'mired in empiricist methodology' (p. 67), it is after all not advisable to talk about language change without considering the data carefully.
Furthermore, their syntactic account runs into problems, since the lack of split infinitives in Old Norse forces them to propose that the infinitive verb must move to I, whereas the emergence of split infinitives in Middle English forces them to propose that it is the infinitive marker that must be in I. This means that their Anglicized Norse (Middle English) is structurally very different from its immediate 'ancestor' Old Norse.
In a book-length study of the rise of the to-infinitive in the history of English, Los (2005) argues that degrammaticalization, which is generally a rare linguistic phenomenon, has taken place in English as well. However, her scenario is different: to started out as a preposition in prehistoric Old English, and then grammaticalized to a prefix in Old English, before it degrammaticalized to a free morpheme in Early Middle English. In other words, where E&F claim that the behaviour of to in Middle English must mean that Middle English is Norse, Los suggests that degrammaticalization has taken place, which is exactly the (unusual) development that Faarlund (2003) proposes for Norwegian at a much later stage. As regards its syntactic position, Los argues that to has always been in T 0 , and that the only thing that has changed is its morphological status: the to-infinitive was a non-finite subjunctive clause already in Old English, but with to as a bound morpheme. As to became an independent form in Middle English, it raised to T 0 to check the subjunctive feature overtly rather than covertly (2005: 191-220) .
Morphosyntactic properties of Old English lacking in Old Scandinavian and Middle English 3.3.1 The Norse character of Middle English "verb second"
One of the crucial differences between Present-day English and Present-day Scandinavian is the uniformly SV (also referred to as verb-third 12 ) nature of the former and the verb-second nature of the latter. In English, a sentence such as (14a) must have the subject in preverbal position, whereas in Scandinavian, the subject must be placed postverbally when another constituent is in initial position, as in the Norwegian sentence in (14b what is important is that even these possible dialect differences constitute no proof that the distribution was due to a language shift rather than language contact.
E&F refer extensively to van Kemenade (1987 (1987:110) says that 'it is striking that when the subject is a personal pronoun or an Rpronoun, "subject-verb inversion" is usually lacking'. The exception is when the first constituent is wh-, þa, or ne, in which case subject pronouns, too, must occur after the verb (1987:111) . She proposes that such preverbal subject pronouns are clitics, and thus that XPSpron-V sentences are V2 sentences because clitics do not count as clause constituents (1987:127) . In that way, she is able to suggest that the V2 constraint disappeared around 1400:
when NP subjects became more frequent in preverbal position, subject pronouns ceased to be interpreted as clitics, and became interpreted as NPs instead (1987:219ff) . However, as we saw in examples (15)- (16), full subject NPs can appear preverbally in both Old English and early Middle English, which makes the notion of subject clitics difficult to sustain. Instead, in the decades since 1987, research on the history of English word order has come to realize that the distribution is probably rather due to information-structural features, placing given subjects in a clause-early position (e.g. Bech 1998 Bech , 2001 Bech , 2012 Petrova & Speyer 2011; Taylor & Pintzuk 2012 Komen et al. 2014 ; and work by van Kemenade and collaborators (see references above)). Notably, however, English word order has such an unruly history that agreement has still not been reached on the matter of exactly how to account for it in syntactic terms.
Ignoring all these developments, E&F (p. 110) state that Middle English was a V2 language, and therefore Norse. They say that 'Old English must have had some special property not shared with Norse or Middle English' and that 'its surface patterns are very different from Norse/Middle English, so that the same grammars cannot be responsible for both ' (p. 110) . This is demonstrably wrong. Old English shared its word order properties with early Middle English, and then the word order gradually changed, so that generalized subjectverb inversion in main declarative clauses was eventually lost. This could not have come about if the language was Norse, which had, and still has, consistent V2, unless this new Norse-English language somehow borrowed this particular syntactic structure from the southern descendants of Old English. But according to E&F, languages usually do not borrow syntactic structures from each other -that is precisely their reason for proposing that English must be Norse. Their basic premise for the hypothesis hence precludes that argument.
In short, a hypothesis that seeks to establish English as stemming from the V2 language Norse must be able to explain how it can be that Old English, Middle English, and
Present-day English all have XP-S-V structures. Although the basic word order of English has changed throughout its history, this type of word order is continuous in the history of English, and it bears no relation to Norse or Scandinavian. Thus, from a word order perspective, there is no evidence that English could ever have been Norse.
Middle English relativizers: overt and caseless
Another feature which E&F take to support their claim that Middle English is Norse is relative clauses, the argument being that Middle English relativizers are overt and caseless, like Old Norse, but unlike Old English. But in order to be able to account for the fact that the Middle English relativizer was þat rather than the Old Norse er, they propose that er was 'relexified' to þat in Anglicized Norse (p. 111). We shall return to this claim, but let us first look at some facts concerning Old Norse and Old English relative clauses.
According to E&F (p. 111), the only way 14 to form relative clauses in Old Norse is by means of the invariant complementizer er (not to be confused with the present tense verb form of vera 'be'), as in (18).
(18) Sa er sael er less goðlegar ritningar.
he.DEM is blessed REL reads holy writings
'He who reads holy writings is blessed.' (Menotec sentence ID 90)
Old English has a more complex relative clause system, and here we will mention those types which are relevant to the present discussion (see Haugland 2007:305-312 for an overview;
Mitchell 1985:vol. II for an extensive discussion; Traugott 1992:223-233). The most common relativizer in Old English is the indeclinable relative particle þe (cf. the Old Norse relative particle er), glossed as REL below.
14 But see It is more common for the demonstrative se to get case from its function in the relative clause than for it to get case from the main clause, though there is frequently ambiguity, since in a sentence like (20) the case (nominative) would be the same whether it was taken from the main clause or the subclause (see Mitchell 1985 II:122 for some tentative numbers).
E&F's point is that Old Norse, like Middle English, does not have this type of casemarked relativizer, so therefore Middle English must be Norse. However, E&F do not quite do justice to the Old Norse data here, because Old Norse in fact has a determiner that behaves in a particular manner in relative clause contexts. Faarlund (2004:259, his (34a) ) provides the following example:
15 There are two subtypes of the se þe-relative, but the distinction between them is not relevant for the discussion here.
(21) í borginni var hǫfðingi sá, er Óðinn var kallaðr. According to Faarlund (2004:264) , this is a common construction. In such clauses, the demonstrative has the case of the antecedent, but there are exceptions in so-called 'learned style', where the demonstrative has the case of the relativized element. In his 2013 Ph.D.
dissertation, 17 Wagener considers this type of clause in some detail, and discusses whether
Old Norse sá is a relative pronoun or not. His conclusion is that it is not ( destroyed in death him self and all kind his 'The first man was made from clean soil, he who caused death upon himself and all his kind.' (Wagener 2013:135, his (11)) This is at first glance very similar to Old English se þe constructions, as in (20) above.
However, the two languages are different in that the demonstrative gets case from the main clause in Old Norse (except in learned style), whereas it may get case from its function in the relative clause in Old English. Hence, Old English se and Old Norse sá must be structurally different in these instances. Although Wagener for various reasons concludes that sá cannot be a relative pronoun, he nevertheless points out that this kind of extraposition is a challenge to the analysis.
As regards the absence of zero subject relatives in Middle English, another argument for Middle English being Norse, according to E&F (p. 112), such constructions are rare in Old 16 The comma between sá and er is an editorial addition. 17 The dissertation was supervised by Faarlund.
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English as well (Mitchell 1985 II:184-199) , and they may not be completely absent from Old
Norse; see examples in Wagener (2013:276) and ensuing discussion.
Our reason for devoting some space to a discussion of data is to point out that Old
Norse and Old English are not as categorically different as E&F would have us believe, and it is particularly worth noting that Old Norse, too, has a demonstrative which behaves in a special way in relative clause contexts, though its status is unclear. Hence, the claim that Middle English must be Norse since it is different from Old English loses whatever force it may have had, because Middle English is in fact also very different from Old Norse.
In order to be able to account for the fact that the Middle English relativizer is þat, E&F turn to the concept of relexification. They say that Anglicized Norse had generally undergone extensive relexification in the direction of Old English (p. 30), and one of the relexified words was the Old Norse relativizer er, which became þat. However, a scenario whereby the Middle English relativizer descended directly from Old English is, in our opinion, considerably more likely. In Old English, þaet is the neuter nominative and accusative form of the demonstrative, and it is used as a relativizer, as seen in (23) and (24) (and compare (24) with (25) The reasons for the change might be that as English lost case, the se paradigm was dismantled, and therefore the se-and se þe-relatives went out of use. At the same time, and related to the loss of case, the definite article þe arose, and thus the most distinct form (þat) came to be used as a relativizer.
Disappearance of Old English correlative adverbs
Correlative constructions are constructions in which the subordinate clause and the main clause are introduced by polysemous elements (E&F's 'paired adverbs'). In Old English, þa 'then, when' is the most commonly used correlative, as in (27) Once again, the facts fail to support E&F's narrative.
Innovations shared between English and Mainland Scandinavian
Chapter 6 of E&F deals with properties that were demonstrably innovated in the recorded histories of both English and the Mainland Scandinavian languages. Their claim is that these properties were innovated in the shared prehistory of these languages; however, they do not exclude language contact as an alternative explanation (pp. 117-118). As a result, these properties are less central to their argument than the ones discussed above, and hence we will focus on only one of these: the s-genitive. A second problem for E&F relates to the development of the 'group genitive', in which the -s ending follows an element other than the possessor noun, as in the king of England's hat or the man I met's dog. Allen (1997 Allen ( , 2003 Allen ( , 2008 (Delsing 1999; Börjars 2003; Allen 2003 Allen , 2008 .
Among the Scandinavian languages, the development of group genitives has been best studied in Swedish, a development outlined in Delsing (1991) and Norde (1997 The group genitive cannot be attributed to Norse inheritance, then.
To summarize this section: there is evidence from genitive positioning against the view that the English s-genitive is an inheritance from Norse, and in the case of group genitives we are demonstrably dealing with parallel innovation. We do not wish to downplay the possible role of language contact; however, attributing the typological similarities between modern English and the modern Scandinavian languages to inheritance creates more problems than it solves. As mentioned, E&F (p. 118) do not themselves exclude contact as a factor here, and so we rest our case.
The hybrid grammatical lexicon of Middle English
E&F devote a separate chapter to the 'hybrid grammatical lexicon of Middle English', the idea being that the existence of a hybrid grammatical lexicon strengthens the claim that English was Norse. However, they conclude that since it is difficult to disentangle the sources of the grammatical lexicon, it can say nothing about the genealogy of English and the source of Middle English, and that the factor that proves that Middle English is Norse is syntax (p. 147). We have shown in previous sections that E&F's arguments concerning syntax do not 22 Even for Modern Swedish their acceptability has been questioned; cf. Börjars (2003:146-156) .
hold, so therefore we will not consider their claims concerning the grammatical lexicon in any detail; we shall restrict ourselves to making a few comments related to method. 
SUMMARY AND CONCLUSION
In this review we have presented a number of problems which, we believe, when taken together render E&F's claim that English descends from Norse impossible to uphold. In particular, E&F's failure to discuss the accumulated wealth of evidence from regular sound change means that their challenge to a West Germanic origin cannot be taken seriously, even if the syntactic evidence they adduce were to hold up to scrutiny. On the whole, though, the syntactic evidence does not stand up to scrutiny, since there are a number of omissions and misrepresentations, and since E&F are often content to observe typological similarity between modern English and Mainland Scandinavian without considering the diachronies of the languages in detail. In addition, the book consistently lacks reference to crucial works from the literature on the history of English. Given these shortcomings, a tad more modesty would not have gone amiss.
In sum, the claim that English is Norse is a bold one, but E&F's manifesto fails to convince on methodological, empirical, and theoretical grounds. The traditional view that English is a West Germanic language thus stands intact.
