The class of H-matrices allows an approximate matrix arithmetic with almost linear complexity. In the present paper, we apply the H-matrix technique combined with the Kronecker tensor-product approximation (cf. [2, 20] ) to represent the inverse of a discrete elliptic operator in a hypercube 0; 1 ð Þ d 2 R d in the case of a high spatial dimension d. In this data-sparse format, we also represent the operator exponential, the fractional power of an elliptic operator as well as the solution operator of the matrix Lyapunov-Sylvester equation. The complexity of our approximations can be estimated by Oðdn log q nÞ, where N ¼ n d is the discrete problem size.
Introduction
There are several sparse N Â N -matrix approximations which allow to construct optimal solution methods for elliptic/parabolic boundary value problems with OðN Þ arithmetic operations. In many applications, one has to deal with full matrices arising from boundary element discretisations (BEM) or FEM methods. In the latter case the inverse of a sparse FEM matrix is a full matrix.
A class of hierarchical ðHÞ matrices has been introduced and developed in [15] - [19] , [11] . These structured matrices allow an approximate matrix arithmetic (including the computation of the inverse) of almost linear complexity and can be considered as data-sparse. Given an elliptic operator A, it is of important theoretical and practical interest to find H-matrix approximations of the operator exponential expðtAÞ, of sinhðt ffiffiffiffiffi A p Þ and of cosðt ffiffiffiffiffi A p Þ, which represent the solution operators for evolution differential equations of parabolic, elliptic and hyperbolic types, respectively. Another interesting example of an operator-valued function is given by sign ðAÞ that arises in many-particle simulations, control theory and linear algebra. Data-sparse ðHÞ-matrix approximations of almost linear complexity in N based on the efficient Sinc-quadrature for the Dunford-Cauchy integral representation to the above mentioned operator-valued functions have been developed in [7] - [9] . Note that generalised Gaussian quadratures for certain improper integrals were described in [27] . The basic approximation theory by exponential sums is presented in [3] .
There are important applications requiring computations in higher spatial dimensions, where the problem size may grow exponentially in d, i.e., N ¼ Oðn d Þ. In particular, we mention the many-particle Schro¨dinger equation in quantum chemistry and material sciences, the Black-Scholes equation describing option pricing problems in financial models as well as multi-dimensional data mining problems. We stress that due to the ''curse of dimensionality'', in the case of higher dimensions linear complexity OðN Þ is not satisfactory, hence we are looking for efficient methods with a cost Oðdn p log q nÞ, with p; q independent of d: A desirable cost would be a clearly sublinear cost like Oðdn log q nÞ (i.e., p ¼ 1Þ.
The approximability of integral operators in higher dimensions using the socalled hierarchical Kronecker tensor-product format (abbreviation: HKT format) is proven in [20] . Therein, also numerical experiments indicating exponential convergence of the HKT approximation to the inverse of an elliptic operator were presented. Moreover, the efficiency of the corresponding matrix algebra involving tensor-product vector representation was also addressed (see also [26] for tensor representation of function generated matrices). In paper [2] , the idea was described on how the inverse to the multi-dimensional Laplace operator D can be approximated in the Kronecker tensor-product format using an integral representation to ðÀDÞ À1 that includes the operator exponential expðtDÞ (cf. (37)).
However, both the theoretical analysis and numerical tests are missing there.
Computational aspects of a low Kronecker-rank approximation to the solution of a tensor system with tensor right-hand side were considered in [10] . The HKT approximation to the matrix-valued functions A À1 and sign ðAÞ for indefinite matrices A representing the discrete elliptic operators is addressed in [18] .
In the present paper, we construct and analyse an HKT approximation to A À1 and to expðÀtAÞ in higher dimensions d for the general class of strongly positive operators A in R d , defined as a sum of low-dimensional commutative operators. Combining the tensor-product representation that includes one-dimensional operators and then approximating the latter in the H-format, we arrive at the complexity OðdN 1=d log q N 1=d Þ ¼ Oðdn log q nÞ. Finally, we develop the data-sparse HKT approximation to fractional powers A Àr (r > 0) of an elliptic operator as well as to the solution operator of the matrix Lyapunov-Sylvester equation. In the case of discrete elliptic operators we provide a unified construction of the approximate inverse to a family of matrices provided that the spectrum of the corresponding matrix family lies in a fixed sector in the right half-plane.
Preliminaries
In the following, we use the notation A; B; ::: for operators and A; B; ::: for matrices.
Excursus to the Approximation Theory
Practically relevant methods approximating functions in higher dimensions are usually based on some kind of separation of variables. One may try to approximate a multi-variate function F :
where the set of functions fU l k ðx l Þg can be fixed or chosen adaptively (cf. discussion in [2] ). Here the key quantity is r, which is usually called the separation rank and which should be reasonably small. One expects the approximation error to tend to zero as r ! 1, but the crucial question is how r depends on the required approximation accuracy.
Let e > 0 be the required approximation accuracy. In the case of globally analytic data, the classical polynomial approximation by interpolation at tensor-product Chebyshev nodes implies r ¼ O ðlog j log ejÞ dÀ1 j log ej dÀ1 ; ð2:2Þ
where the low-order factor Oððlog j log ejÞ dÀ1 Þ appears because of the bound Oðlog j log ejÞ on the Lebesque constant due to the tensor-product interpolation (cf. [17] , [21, Theorem 4 .1] ). The above mentioned estimates are based on the standard results for the best polynomial approximation of analytic functions. Let I 0 :¼ À1; 1 ½ d and let E 1 r & C be the interior of the ellipse with focal points AE1 such that the sum of semi-axes equals r > 1. We set E r :¼ E
. Let AðE r ; I 0 ; MÞ be the subset of those continuous functions on I 0 which can be extended analytically into E r and are bounded there by the positive constant M. In opposite to the one-dimensional construction in the multi-dimensional case there are various possibilities to choose the polynomial space p m . One can use, for example,
with the multi-index notation k ¼ ðk These conditions define the projector P : CðI 0 Þ ! L; P : f ! P ðÁ; f Þ. It is known (see, e.g., [17] The familiar hyperbolic-cross approximation (cf. [25] , [13] ) allows to get rid of this phenomenon. It applies to the class of functions with higher mixed derivatives and leads to a complexity r ¼ Oðn log dÀ1 nÞ.
On the level of operators (matrices) we distinguish the following structure. Given a matrix A 2 C N ÂN of order N ¼ n d , we try to approximate A by a matrix A r of the form
where the V ' k are n Â n-matrices and denotes the Kronecker product operation. Now the crucial parameter is r; called the Kronecker rank (cf. [20] ). Very little is known about the approximability of nonlocal operators (e.g., integral and pseudo-differential operators, operator-valued functions) by the Kronecker tensor-product ansatz (2.3). The HKT approximation to the integral operators with asymptotically smooth kernel was introduced in [20] , tensor approximations of some function-related matrices have been addressed in [26] .
The main result of the present paper is a proof for the existence of tensor product approximations to expðÀtAÞ, A Àr ðr > 0Þ and the Lyapunov-Sylvester solution operator, in the form (2.3) with a Kronecker rank r ¼ Oðj log ej 2 Þ independent of d (cf. (2.2) ). Furthermore, we provide a constructive algorithm producing A r in the HKT form (cf. [20] ), where each Kronecker factor V ' k is given in the H-matrix format with complexity Oðn log 4 nÞ. This leads to an overall cost
Oðdn log 4 nj log ej 2 Þ to compute the discrete elliptic inverse A À1 . Note that the dimension d appears as a factor but not in the exponent.
Strongly Positive Operators
The following notation is commonly used in operator theory. A densely defined closed linear operator A with the domain DðAÞ in a Banach space X , with the spectral set rðAÞ, the resolvent set qðAÞ and the numerical range mðAÞ is said to be of type ðh; MÞ for h 2 ð0; p=2Þ and M ! 1, if CnR h & qðAÞ,
where R h ¼ fz 2 C : 0 j arg zj hg for h 2 ð0; p=2Þ (cf. [5, p. 6] ). In what follows, we suppose that zero belongs to the resolvent set of A. By LðX Þ, we denote the space of bounded linear operators in a Banach space X .
Let a ij ðxÞ ¼ a ji ðxÞ; b j ðxÞ; cðxÞ be real valued smooth functions on X 2 R d and suppose uniform ellipticity,
with a constant r > 0. Given
with X ¼ L 2 ðXÞ the associated bilinear form reads Note that operators of type ðh; MÞ are also called strongly positive with the spectral angle h 2 ð0; p=2Þ (see, e.g., [6] and the references therein).
In the case of discrete elliptic operators (say, A is the FEM stiffness matrix corresponding to a) the bound (2.4) on the matrix resolvent is valid uniformly in the mesh-size h (cf. Example 4.3).
Exponentially Convergent Quadrature Rules
In the following, our low Kronecker rank tensor-product approximations are based on efficient quadratures for the arising improper integrals on R :¼ À1; 1 ð Þ . Quadrature rules with an exponentially convergent rate can be based on the so-called Sinc-quadrature formulae from [24] . We consider the integral
under different assumptions on the integrand F : x ! LðX Þ. The quadratures discussed below can be applied, in particular, to operator-or matrix-valued functions of a strongly positive elliptic operator A.
Let x ¼ R. We introduce the family H 1 ðD d Þ of all operator-valued functions of strongly positive operators, which are analytic in
and M 2 N, we use the notations
FðkhÞ;
FðkhÞ;
gðF; hÞ ¼ IðFÞ À T ðF; hÞ; g M ðF; hÞ ¼ IðFÞ À T M ðF; hÞ:
ð3:2Þ
In the case x ¼ R, the error estimate of g M is as follows (cf. [24] ). If kFðnÞk C expðÀbjnjÞ for all n 2 R with b; C > 0; ð3:3Þ then the error g M from (3.2) satisfies
ð3:4Þ
The choice h ¼ ffiffiffiffiffiffiffiffiffiffiffiffiffiffi ffi 2pd=M p leads to the exponential convergence rate
with a positive constant C independent of M (cf. [24] , [8] , [9] ). Note that 2M þ 1 is the number of quadrature points. If F is even function, the number of quadrature points reduces to M þ 1:
In the case of integrals defined on R þ one has to substitute the corresponding integral by n ¼ uðzÞ with a bijection u : R ! R þ . This changes F into the integrand
one can apply (7)- (9) (i) the integrand F can be analytically extended from the real half-axis into the sector
(ii) F satisfies the inequality with a positive constant C independent of M. Note that in the case b ¼ 1, the bound (3.10) coincides with the standard estimate (3.5).
Example 2: Exponential Decay
Let us set x ¼ R þ and assume that the integrand F in (3.1) can be analytically extended into the ''bullet-shaped'' domain D
d ¼ fz 2 C : j argðsinh zÞj < dg for some d 2 ð0; pÞ; and that F satisfies
d with a; b 2 ð0; 1:
Again we set a ¼ 1. Then choosing h ð2Þ ¼ h ð1Þ , we obtain the quadrature rule
ð3:11Þ
possessing again the exponential convergence rate (3.10).
Improved Quadratures in the Case of Hyper-Exponential Decay
In this section, we construct a new Sinc-quadrature rule for the integral (3.1) defined on R with the operator-valued function F of a strongly positive operator. This quadrature is similar to that one in [9] and converges faster than (3.5).
Adapting the ideas of [24] , [9] , one can prove the following approximation results for functions from H 1 ðD d Þ, describing the accuracy of T ðF; hÞ and T M ðF; hÞ (cf. Lemma 2.4 in [9] For the last sum we use the simple estimate to obtain 
where 0 < d < p=2 (see Fig. 3 .1). Returning to the integral (3.1), we can change the variables by z ¼ sinh w and obtain the integral
with the integrandFðwÞ ¼ cosh wFðsinh wÞ. Under the assumption that FðzÞ satisfies (3.3), and that it can be analytically extended into the domain D where, with some fixed constant C int > 0,
k :
Due to Lemma 3.1 (cf. (3.4) ), there are some positive constants C; s such that The last table shows the dependence of m (necessary to achieve the accuracy e 4:0 10 À 7) with respect to the parameter b from 10 in the case of quadrature (12) . Here a small b > 0 corresponds to a small parameter r in the exponent in the right-hand side of (3.19 This quadrature shows a similar convergence in the interval r 2 ½0:2; 10, i.e., in this case R 2 =R 1 % Q ¼ 50. An application of this quadrature for a larger range ½R min ; R max requires piecewise quadrature using a rescaling of r in each subinterval., thus, in general, we need about pM quadrature points, where Q p % R max =R min (cf. [18] for a quadrature, which is robust with respect to the condition number R max =R min ).
The following table shows the quadrature error of (3.9) applied to the integral (3.21) with r ¼ 0:1.
In the second example, we set F ðuÞ :¼ e , though the theoretical analysis does not imply the desired estimate. The above quadrature converges faster than (3.11), however, the convergence rate strongly deteriorates if R max =R min increases. The robust quadrature for the integral (3.19) is presented in [18] .
Tensor-Product Approximation to expðÀtAÞ

Approximation to expðÀtAÞ by a Sum of Few Resolvents
It was shown in [22, p. 30 ] that each operator exponential e ÀtA with t 2 ½0; 1Þ (belonging to the semi-group fe ÀtA g t!0 generated by a strongly positive operator A) can be represented by the Dunford-Cauchy integral T ðt; AÞ :¼ e ÀtA ¼ 1 2pi
where , where the constant s depends on the spectral characteristics of A.
Due to Lemma 3.1, we can improve the asymptotical convergence of the above quadratures to the better estimate (21) . Let us defines the so-called spectral curve
containing the spectrum spðAÞ of the operator A.
Lemma 4.1 [9] : Let the spectral curve for A be C S defined by (4.4). Choose the (integration) curve We see that for fixed t > 0, the error of this quadrature becomes Oðe ÀcM= log M Þ.
Tensor-Product Representation of expðÀtAÞ in
A j be a strongly positive operator, where A j are mutually commutative, strongly positive operators with the respective spectral sectors S j . Then we introduce the tensor-product approximant To represent the operator exponential with small t > 0, in the following proposition we use an approximation to the weighted exponential T r ðtÞ ¼ T r ðt; AÞ :¼ A Àr e ÀtA , t ! 0, r > 1, which guarantees an exponential convergence rate for all t ! 0. Proposition 4.3 [9] : (a) Let e > 0 be given. In order to obtain kT r ðtÞÀ T r;M ðtÞk Ke uniformly with respect to t ! 0; choose
. . . ; MÞ; nðsÞ ¼ a e cosh s; wðsÞ ¼ b e sinh s; c r;k ðtÞ ¼ z Then T r;M ðtÞ is a linear combination of 2M þ 1 resolvents with scalar weights depending on t:
so that the computation of T r;M ðtÞ requires 2M þ 1 ¼ Oðj log ej 2 Þ evaluations of the resolvents ðz k I À AÞ À1 ; k ¼ ÀM; . . . ; M:
(b) The evaluations (or approximations) of the resolvents can be performed in parallel. Note that the shifts z k are independent of t:
(c) Having evaluated the resolvents, T r;M ðtÞ can be determined in parallel for different t-values t 1 ; t 2 ; . . . :
In practical computations one can choose r ¼ 2. Hence, the operator exponential T m j ðt; A j Þ in (33) can be approximated by
Some Examples
Example 4.4: As a basic example we consider the elliptic operator
; subject to zero Dirichlet boundary conditions, where
is a one-dimensional, strongly elliptic operator. It is known (cf. [7] , [22] ) that A and each A j are strongly positive (m-sectorial). Furthermore, it is easy to see that the operators A j : H Àm ð0; 1Þ ! H m 0 ð0; 1Þ are commutative.
Example 4.5: Consider the elliptic operator of divergent type,
defined on the Sobolev space H 1 0 ðXÞ. We assume that a j ! a 0 > 0. Introduce a uniform grid with step size h and N ¼ n d interior nodes. Using the ð2d þ 1Þ-point stencil, we obtain the finite difference discretization
ð4:10Þ
where z denotes the vector corresponding to ½z i 1 ...i d n i j ¼1 2 R N given in the tensorproduct numbering. In fact, we can regard d-dimensional n Â . . . Â n arrays (tensors) also as one-dimensional ones (vectors) with n d components. Then the matrix A h in (4.10) takes the form
where
Àb
j nÀ1 2a j nÀ1 Àc j nÀ1 Àb j n 2a j n 2 6 6 6 6 6 4 3 7 7 7 7 7 5 nÂn ; I ¼ 1 1 . . . 1 1 2 6 6 6 6 4 3 7 7 7 7 5 nÂn
:
It is easy to see that A j > 0 for all j ¼ 1; . . . ; d, and that they commute pairwise, i.e., A j A m ¼ A m A j . Finally, (4.7) implies the following tensor-product representation
Example 4.6: In the situation of Example 4.5, we consider an application to parabolic problems in R d posed in the semi-discrete form. Using the semigroup theory (see [22] for more details), the solution of the first-order evolution equation
with a given initial vector u 0 and with a given right-hand side f 2 L 2 ðQ T Þ, Q T :¼ ð0; T Þ Â R N , can be represented as
Assume that our input data can be represented in the tensor-product form 
1Þ
Proof: For A being strongly positive, the semigroup fe ÀtA g t!0 can be extended to an analytic semigroup in the sector The function f ðsÞ ¼ se Às is bounded on ½0; 1Þ by a constant c yielding the estimate
ð5:3Þ which we use for jwj small enough. For jwj large enough and for some positive 1 < c; we get Let A ¼ P A j with commutative matrices (operators) A j as above. Now, given M; we get a ¼ 1; b ¼ maxð1; c cosð/ þ d 00 ÞÞ and h (cf. (3.8)) which define the following quadrature rule: and so we arrive at the desired product representation. 
Numerics III
We give numerical examples that illustrate the accuracy of our quadrature rule for the integral (5.1) in the case of the Laplace operator in R d . We show the spectral norm of the matrix (see Example 4.5) that represents the approximation error for the quadrature I ð2Þ m ,
where the sum of Kronecker tensor-product terms is calculated with linear complexity OðdmW ðnÞÞ with W ðnÞ being the cost to compute a matrix exponential in R nÂn . The main observation is that the rate of exponential convergence does not depend on the spatial dimension d and also the rate turns out to be nearly the same as that for the quadrature rules from above applied to the integrals of analytic functions (compare the tables in Sect. 4).
Our calculations also show that the approximation error practically does not depend on the ''one-dimensional'' problem size n, which is also confirmed by our 
Negative Fractional Powers of A
Similar to the previous section, we can prove the following result.
Theorem 5.4: Let A be a densely defined, strongly positive operator, then the following integral representation holds
ÀtA dt; r > À1:
Moreover, let A h ¼ P A j with commutative matrices A j as in Example 4.5. Define 'ðkÞ as in (5.6), then the following Kronecker tensor-product approximation obtained by combining the three quadrature algorithms from above, We note that the case A À1=2 h plays the important role for the interface preconditioning in FEM and BEM applications.
A HKT Representation to the Lyapunov-Sylvester Solution Operator
As an example we consider the matrix Sylvester equation 
Ge
ÀtA dt generated by a discrete elliptic operator A.
Analogously as above for A being strongly positive, the semigroup fe ÀtA g t!0 can be extended to an analytic semigroup in the sector 
