We interrogate the sensitivity of the Atlantic Meridional Overturning Circulation (AMOC) to surface heat and freshwater fluxes over the Subpolar Gyre in an ocean general circulation model and its adjoint. Surface heat loss out of the Subpolar Gyre in the winter strengthens the AMOC at a lead time of approximately 6 months. However, the same surface heat flux anomaly in the summer leads to a delayed AMOC weakening that emerges at a lag of 8 months. Under a summer surface cooling perturbation, the AMOC progressively weakens up to a lag of approximately 80 months, and then the negative overturning anomaly persists for years. Compared with the sensitivity to surface heat fluxes, seasonality in the AMOC sensitivity to surface freshwater fluxes is less pronounced, and there is no sign reversal between the response to summer and winter perturbations. We explain the mechanisms behind the large seasonal differences in the AMOC sensitivity to surface heat fluxes and highlight the role of evaporation. Heat flux anomalies over the Subpolar Gyre trigger changes in the rate of evaporation and hence affect the salinity of the mixed layer. Surface cooling gives rise to freshening in the following months, whereas warming leads to salinification. Persistent buoyancy changes due to salinity responses counteract the impact of heat fluxes to a varying extent depending on the seasonal mixed layer depth. On the other hand, air-sea feedback mechanisms exert a positive feedback on the AMOC response to surface freshwater flux perturbations both in the summer and in the winter months.
Introduction
The Atlantic meridional overturning circulation (AMOC) transports approximately 0.5 PW of heat northward across the Equator (Buckley and Marshall 2016) and impacts regional and global climate (Stolpe et al. 2018) . The circulation is implicated as one of the possible factors that keep Western European winters mild compared to other parts of the Northern Hemisphere [e.g., Seager et al. (2002) ]. The AMOC also plays an important role in the surface uptake and vertical distribution of heat and carbon within the ocean (Kostov et al. 2014; Marshall et al. 2014; Stolpe et al. 2018; Winton et al. 2013 ). This in turn affects the evolution of surface climate under greenhouse gas and aerosol forcing (Kostov et al. 2014) . On the other hand, the AMOC itself responds to anthropogenic and natural variability in the atmosphere . For example, the maximum strength of overturning is projected to decline during the 21st century because of increasing heat and freshwater fluxes into the North Atlantic (Cheng et al. 2013; Gregory et al. 2005; Meehl et al. 2013; Rugenstein et al. 2013) . The resulting circulation anomaly is expected to redistribute the ocean's reservoir of heat and carbon .
Because of the AMOC's outstanding importance for large-scale ocean and climate variability, a number of theoretical and modeling studies have explored the sensitivity of the circulation to surface buoyancy forcing at different latitudes, as well as the meridional transport connectivity (Zou et al. 2019 ) in the Atlantic Ocean, i.e., the extent to which AMOC anomalies are causally related across different latitudes. Observational arrays that estimate the strength of the AMOC have been set up at various latitudes such as 26
• N [the RAPID-MOCHA line, e.g., Smeed et al. (2014) ],
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as well as across the eastern and western Subpolar Gyre [the OSNAP East and West arrays, e.g., Lozier et al. (2017) ]. Bugnion et al. (2006b) and Yeager and Danabasoglu (2014) point out the importance of buoyancy forcing in the subpolar North Atlantic and its marginal seas for the long-term variability of the AMOC at lower latitudes. However, the meridional connectivity in the North Atlantic need not translate into a meridional coherence of anomalies in AMOC strength and spatial structure (Lozier 2010) . Moreover, a strong north-south connectivity along the Western Boundary of the North Atlantic does not necessarily imply a direct advective pathway between the Subpolar and the Subtropical Gyre. Zou and Lozier (2016) suggest that particles released in the Subpolar Gyre tend to recirculate or follow interior ocean pathways. On the other hand, wave propagation along the continental shelves provides an alternative or complementary non-advective mechanism that facilitates the north-south connectivity along the Western Boundary (Johnson and Marshall 2002; Kawase 1987; Zhang 2010) and the south-north connectivity along the Eastern Boundary (Jones et al. 2018 ) thereby supporting oceanic teleconnections between the Subpolar Gyre and the subtropics.
Here we analyze the monthly to decadal response of the subtropical AMOC at 26
• N (the RAPID-MOCHA line) to surface heat and freshwater fluxes over the Subpolar Gyre. We use the MIT general circulation model (MITgcm, Marshall et al. 1997a, b) and its adjoint (Giering 2010; Heimbach et al. 2011; Pillar et al. 2016) , as well as an offline mixed layer process model to highlight the importance of local air-sea feedback mechanisms. We show that the representation of surface boundary conditions strongly affects the RAPID-AMOC sensitivity to thermohaline forcing over the Subpolar Gyre.
A number of studies emphasize the importance of appropriately representing surface boundary conditions when modeling AMOC variability. Relaxing surface temperature and/or salinity to prescribed values is a common approach because it reduces model drift. Griffies and Tziperman (1995) used an idealized box model to demonstrate that different damping timescales of temperature and salinity influence AMOC variability. Arzel et al. (2006) also highlighted the importance of temperature relaxation for the multidecadal variability of the AMOC.
In contrast, in our model-based study, we do not restore sea surface temperature or salinity, but instead we employ either parameterized or fully prescribed heat and freshwater fluxes as our boundary conditions. The bulk formulae, atmospheric fields, and surface fluxes that we apply in our numerical experiments are consistent with the ECCO historical assimilation (Forget et al. 2015; Fukumori et al. 2017) which is constrained by ocean observations and atmospheric reanalysis. Using boundary conditions based on ECCO allows us to explore the impact of air-sea feedback mechanisms on the AMOC in a more realistic framework compared to model configurations that rely on prescribed surface restoring conditions. Section 2 presents further details about our methods and numerical experiments. Section 3 describes the results of our forward and adjoint calculations. Section 4 discusses our findings and summarizes the importance of air-sea feedback mechanisms for the RAPID-AMOC sensitivity to surface heat and freshwater fluxes into the Subpolar Gyre.
Data and methods
In this study we use an ocean-only configuration of the MITgcm (Marshall et al. 1997a, b) general circulation model (GCM) that represents the global domain at a nominal 1 × 1 degree resolution and includes an Arctic Ocean. The model grid approaches a latitude-longitude coordinate system at low latitudes but diverges away from this regular topology at high latitudes. To avoid a singularity at the geographical North Pole, the grid has four Arctic poles located on land. The model configuration includes a Gent-McWilliams (GM) eddy parameterization based on Griffies (1998) , a GGL90 turbulent kinetic energy (TKE) vertical mixing scheme (Gaspar et al. 1990) , and an interactive sea ice representation. These computational schemes are tuned with parameter values based on the ECCO optimization (Forget et al. 2015; Fukumori et al. 2017) . As discussed in Sect. 1, we do not restore SST and surface salinity to climatological values; instead we use surface fluxes as a boundary condition for the ocean and sea-ice domain. We initialize the ocean state with realistic conditions based on the ECCO state estimate and drive the model with optimized time-evolving historical atmospheric forcing available from ECCO (Forget et al. 2015; Fukumori et al. 2017) . As part of the optimization process, the surface forcing fields have been adjusted to minimize the discrepancy between the ocean state estimate and observations. The ocean-only model uses bulk formulae to parameterize surface heat and freshwater fluxes as a function of SST, prescribed time-evolving atmospheric conditions, and external radiative forcing. External forcing and atmospheric conditions are applied with a 6-hourly temporal resolution.
To obtain the adjoint of the ocean-only MITgcm (Heimbach et al. 2011) and compute the AMOC sensitivities to surface buoyancy fluxes linearized about the time-evolving model background state, we use TAF, a proprietary algorithmic differentiation software (Giering 2010) . We start by evaluating a given objective function (such as the strength of the AMOC) in a forward model simulation. We then perform our adjoint analysis to obtain the first derivatives of that objective function with respect to various model inputs (Pillar et al. 2016) . These derivatives represent the linear sensitivities of the objective function. In our adjoint calculations, we consider objective functions defined as the monthly-averaged overturning at 26
• N both in depth space and in potential density space referenced to 1000 dbar. In depth space we compute the integrated northward volume transport in the Atlantic ocean, across 26
• N , and above the climatological annual-mean depth of the AMOC streamfunction maximum (1100 m in the model). Our objective function in potential density space is similarly defined as the northward volume transport across 26
• N in all potential density classes in the Atlantic Ocean lighter than 1032.1 kg m −3
(the climatological maximum of the density-space AMOC in our model). We evaluate our objective functions in February 2006 of the ECCO historical simulation, 15 years into the model run. However, we have also performed calculations with objective functions evaluated in other months of the year, and the sensitivities we calculate are not affected substantially (not shown).
As the AMOC changes between different periods of the simulation, variations in the objective function may be expected depending on the year chosen to evaluate it. In our case, this is the year 2006. Similarly, when we perform forward perturbation experiments (see below), we apply a forcing anomaly in a particular time period from the historical simulation: either January or July 1996. Both years, 1996 and 2006, are chosen as fairly representative of the timemean North Atlantic conditions in the simulation. In 1996 and in 2006, the mixed layer depth in the subpolar North Atlantic is smaller compared to the early 1990s marked by very strong deepwater formation, and larger compared to the late 1990s marked by a very shallow mixed layer (not shown).
In addition to the adjoint calculations, we perform a set of forward perturbation experiments with the same configuration of the MITgcm. We first apply a short-lived (1 month long) perturbation to the surface downwelling longwave radiation in January 1996 of the ECCO historical simulation. The simulation starts in 1992, but we branch off our perturbation experiments in 1996 (because convection in the North Atlantic marginal seas is unusually strong earlier in the 1990s, as discussed earlier). The spatial pattern of the imposed perturbation is a Gaussian that is centered off the southern tip of Greenland and encompasses the Subpolar Gyre (Fig. 1a) . The perturbation has a peak amplitude of 10 W/m 2 , which is comparable to the typical variability in monthly-mean July surface heat fluxes over the Subpolar Gyre across the 20 years of the ECCO assimilation (see Fig. 11 in Appendix 1). We then conduct a similar experiment where we impose the same heat flux anomaly in July 1996. We furthermore perform analogous experiments with perturbations to the surface freshwater flux over the Subpolar Gyre in January and in July 1996. Our freshwater flux perturbations have the same Gaussian spatial pattern as our heat flux perturbations.
In order to test the dependence on feedback mechanisms, we repeat the set of adjoint and forward calculations in a model configuration where the surface heat and freshwater fluxes are fully prescribed using monthly-averaged values based on the ECCO simulation. Thus, the surface fluxes in these additional experiments are not allowed to respond to the sea surface temperature (SST) anomalies arising from our prescribed surface forcing. We use the time-evolving surface fluxes at the ocean liquid interface as diagnosed from the historical ECCO simulation. The use of monthly rather than hourly resolution in the forcing leads to small deviations in the evolution of the simulated AMOC strength at 26
• N relative to the original ECCO simulation that has active air-sea feedback.
However, in this calculation with fully prescribed monthly-mean surface fluxes, the model exhibits a large SST drift in the Subpolar North Atlantic. This change in the background model state impacts the sensitivity to surface fluxes. There are several factors that explain this drift. Taking monthly averages artificially eliminates some of the covariability between heat and freshwater fluxes on shorter timescales, contributing to a drift in the circulation. In addition, large variability on timescales shorter than a month plays an important role in the high latitudes as it impacts the rate of deep convection in the winter, and consequently, the overturning transport throughout the Atlantic. For example, Holdsworth and Myers (2015) show that removing high-frequency variability in atmospheric forcing can reduce the strength of the AMOC by 25% . In our study, when we prescribe the monthly mean net surface fluxes, the resulting large drift in the subpolar North Atlantic biases our linear sensitivity analysis because it is performed relative to a drifting model trajectory.
In order to avoid any model drift or deviation from the original ECCO historical simulation, we also consider a third approach. When computing the cost function, we keep the parameterized surface fluxes exactly as in ECCO. We thus maintain the same ocean background conditions as in the original historical simulation. However, we do not algorithmically differentiate the surface flux parameterization routines in the adjoint calculation. In other words, we leave out the contribution of the bulk formulae to the linear sensitivity of the AMOC to surface heat and freshwater fluxes. This approach guarantees that when we compute our AMOC cost function, there is no model drift relative to the ECCO forward trajectory. At the same time, our approach removes the impact of local air-sea feedback on the AMOC sensitivity. In this case, the adjoint of the model treats surface heat and freshwater fluxes as if they were purely external forcing, independent of SST anomalies.
Results
We first analyze the adjoint-based sensitivity of the AMOC to surface heat and freshwater fluxes in a model configuration with bulk forumulae parameterizations. At short lead times, an input of heat or freshwater into the Subpolar Gyre triggers a fast barotropic redistribution of volume (Pillar et al. 2016) . At lead times longer than a year, there is a seasonal sign reversal in the sensitivity to heat fluxes averaged over the Western Subpolar Gyre region, 42
• N to 67
• N and 65
• W to 30
• W (Fig. 2a, blue ). This result suggests that both winter heat loss and summer heat gain over the Labrador Sea can cause a delayed strengthening of the subtropical AMOC. The maximum AMOC strengthening in response to a summer heat loss is expected at a lag of approximately 80 months. The seasonal sign reversal in heat flux sensitivity is not mirrored in the corresponding sensitivity to regional surface freshwater fluxes (Fig. 2b, blue, and Fig. 2c for heat and freshwater fluxes scaled in the same units). We obtain almost identical sensitivity results when we define the AMOC strength in density space (not shown). In our further discussion of adjoint calculations we refer to the results in depth space.
Buoyancy forcing over the Subpolar Gyre influences the AMOC at 26
• N via two distinct mechanisms: propagation of density anomalies as boundary waves and advection (Zhang 2010) . We subsequently focus on sensitivities at a lead time of 5 years corresponding to a slow multiannual advective timescale [e.g. Zhang (2010) ]. We find that both the heat and the freshwater flux sensitivity exhibit consistent northsouth dipole patterns in winter months (Fig. 3) . The dipole pattern indicates a positive sensitivity of the 26
• N AMOC to buoyancy loss in the Subpolar Gyre and buoyancy gain in the subtropics. The maps of sensivity to surface heat fluxes ( Fig. 3a-c) show a clear seasonal sign reversal in the Subpolar Gyre that has no counterpart in the sensitivity to freshwater input ( Fig. 3d-f) .
We explore how historical variability in the ECCO surface heat fluxes projects onto the AMOC sensitivity maps at various lead times. We focus on the the Western Subpolar Gyre region, 42
• W and mask the rest of the World Ocean. We multiply each of our sensitivity patterns by a 1 standard deviation surface heat flux anomaly relative to the climatological monthly mean, as estimated from the ECCO historical simulaiton. Our analysis suggests that a typical heat flux anomaly in July, sustained over 1 month, is expected to give rise to an order 0.001 Sv change in the AMOC at a lag of several years. In contrast, a typical January heat flux anomaly gives rise to a ∼ 0.03 Sv linear AMOC response. However, we point out that our adjoint sensitivity patterns do not fully capture nonlinear processes that amplify the AMOC response (see Appendix 3 for a discussion of nonlinearity).
Sensitivity of the AMOC to surface heat fluxes over the subpolar gyre
To what extent is this seasonality in the AMOC sensitivity to surface heat fluxes influenced by air-sea feedback mechanisms? We repeat the adjoint calculation with time-evolving but fully prescribed historical surface heat and freshwater fluxes based on monthly averaged values from the original ECCO simulation. These prescribed surface fluxes are not allowed to adjust to SST. In other words, there is no SST feedback on air-sea heat exchange or on evaporation. In this case, the seasonal sign reversal in the sensitivity to surface heat fluxes disappears (Fig. 2a, orange) . Some of the difference between the adjoint calculations with prescribed versus parameterized fluxes is due to model drift in the North Atlantic, as discussed in Sect. 2. A third approach allows us to avoid this issue. We perform an additional experiment where we maintain the original surface flux parameterization in the forward simulation that provides our model background conditions. However, we do not differentiate the bulk formulae and radiation routines in the adjoint calculation. Without the contribution due to parameterized surface feedback, the linear AMOC sensitivity to surface heat fluxes is now characterized by a spatial pattern resembling more closely the sensitivity to salinity (not shown). Moreover, the sensitivity to surface heat fluxes averaged over the subpolar gyre no longer exhibits a seasonal sign reversal (Fig. 2a, green and Fig. 2d for heat and freshwater fluxes scaled in the same units).
At lead times longer than two years, the sensitivity to surface heat fluxes is noticeably larger in magnitude than the original result from the configuration with bulk formulae contributions. We can understand this in terms of the negative feedback that the surface flux parameterization exerts on the heat anomalies in the upper ocean. For example, a positive SST anomaly leads to an increase in parameterized upwelling longwave radiation, as well as an increase in sensible and latent heat fluxes out of the ocean. When we eliminate this feedback mechanism, our sensitivities no longer include a contribution from the damping of mixed layer heat anomalies to the atmosphere. Hence, the sensitivities to heat fluxes decay more slowly at long lead times compared to the case with bulk formulae contributions. This is similar to the results of Pillar et al. (2016) , who consider a model configuration with fully prescribed surface fluxes and find non-negligible annual-mean sensitivities to surface heat uptake at a lead time of 9 years. Our results are also consistent with Bugnion et al. (2006a) and Czeschel et al. (2010) who find much larger AMOC sensitivity to surface buoyancy fluxes under fully prescribed surface fluxes than under restoring boundary conditions, which represent an effective damping of heat anomalies to the atmosphere.
Forward experiments with imposed surface heat flux anomalies over the Subpolar Gyre (Fig. 1) confirm the presence of a seasonal sign reversal in the AMOC sensitivity and shed light on the role of air-sea feedback mechanisms.
For example, we demonstrate that summer cooling over the Subpolar Gyre can lead to a delayed weakening rather than a strengthening of the subtropical AMOC (Fig. 4) consistent with the sign of the response in our adjoint sensitivity calculations. The perturbations we apply are deliberately small (with a peak amplitude of 10 W/m 2 ) in order to explore the linear regime captured by the adjoint calculation.
Our results show that the surface heat content anomaly is more strongly damped by the atmosphere in the summer months compared to the winter months (Fig. 1b-f) . At the same time, the freshwater fluxes respond more strongly to surface heat fluxes in the summer than in the winter (Fig. 5) . The seasonality in surface freshwater flux responses is partially enhanced by greater sea-ice formation and brine rejection in the winter experiment (not shown). However, the sea-ice contribution to the salinity budget is narrowly confined to the coastal areas of the Labrador Sea and the mouth of Baffin Bay. In contrast, the large surface freshwater flux signal in the interior of the basin (Fig. 5d, e) is due to evaporation responses over the open ocean that exhibit pronounced seasonality. Surface cooling in the summer triggers a larger reduction in evaporation than in winter and ultimately results in freshening of the North Atlantic. We thus identify seasonal differences in the extent to which salinity responses counteract the impact of surface cooling on the density budget of the Subpolar Gyre.
Are these differences in the local air-sea feedback response sufficient to explain the seasonal sign reversal in the surface heat flux sensitivity, or do dynamical processes in the ocean play a dominant role? To address this, we focus on the generation of the density anomaly in the subpolar North Atlantic that is subsequently communicated southward to 26
• N via waves and advection. We turn our attention to the experiment where we have perturbed the summer heat fluxes over the Subpolar Gyre. The resulting temperature and salinity anomalies are distributed vertically and horizontally. However, they remain largely confined to the Subpolar Gyre on a timescale of several months. These results sugest that on such short inter-seasonal timescales, between the summer and the winter, the buoyancy anomalies are modulated primarily by local-air sea fluxes rather than by the ocean circulation (Fig. 6) .
In order to explore the mechanisms that are dominant on these timescales, we use a process model of the Subpolar Gyre mixed layer without any ocean dynamics. This simplified model assumes a horizontally and vertically homogeneous, uniformly mixed layer with a depth h that increases exponentially in time from 25 m at the end of July to 100 m at the end of December-our process model simuations do not extend beyond a few months. Motivated by the results shown in Fig. 6 , we assume that on these timescales, the anomalies in the mixed layer of the Subpolar Gyre are isolated from the rest of the ocean. Therefore, when setting 2 ∕s ] to a surface heat flux perturbation (cooling) applied in January 1996 (Fig. 1a) . Response at a zero lag; lag of b +1 month; c +3 months; d-f same as a-c but for the response of the freshwater flux to a heat flux perturbation (cooling) applied in July 1996 (Fig. 1d) up our process model, we ignore transport by the ocean circulation.
This idealized Subpolar Gyre mixed layer is forced with parameterized surface fluxes using the same bulk formulae as in the MITgcm. In the bulk formulae, we prescribe seasonally representative atmospheric temperature and humidity based on the boundary conditions of the historical ECCO assimilation. We initialize the temperature T and salinity S of our offline process model using values from our MITgcm experiments. Surface fluxes respond to the mixed layer temperature and feed back on the heat and salt budgets:
where Q and F are the surface heat and freshwater fluxes parameterized as functions of T. Constant C relates the mixed layer heat capacity to the volume. Since we consider only the time period between the end of July and the
beginning of December, the mixed layer depth h(t) continuously grows. This allows the heat and salinity anomalies to be redistributed over an increasing volume. In our process model, denser waters, unexposed to the surface forcing, are entrained into the mixed layer by the seasonal deepening. However, we assume that in the linear regime, a small surface heat flux perturbation does not lead to a deviation in the mixed layer depth away from the seasonal climatology. In other words, we ignore any anomalous entrainment. We use the non-linear equation of state from the MITgcm to compute the contributions of temperature and salinity to the evolution of the mixed layer density anomaly , that is a nonlinear function of T, S, and the constant pressure p in the surface layer.
Our simple thermodynamic mixed layer model captures the evolution of the surface density anomaly in the Western Subpolar Gyre that arises in response to a summer heat flux perturbation (Fig. 7) . We demonstrate that, several months after the perturbation, changes in salinity become the dominant contribution to the density anomaly and over-compensate the temperature contribution. The salinity anomaly evolves non-monotonically both in the MITgcm and in the process model because of the competing effects of surface freshwater fluxes and the seasonal deepening of the mixed layer. By November, we have a decrease in the density of the Subpolar Gyre mixed layer in response to summer cooling (Fig. 8b) . This buoyancy anomaly persists into the convective winter months and is communicated to greater depths in the MITgcm (Fig. 8c ). Our calculations with the process model remain robust if we increase or decrease the background SST by 1K (not shown). For example, a 1K increase in the assumed climatological temperature shifts the crossover timescale in Fig. 7b one week earlier. These results with the process model suggest a link between air-sea feedback and the seasonality in the AMOC sensitivity to surface heat input.
In contrast to the summer perturbation experiment, the response to an analogous winter cooling in the MITgcm Fig. 6 Vertically averaged anomalies in potential temperature (a, b) and salinity (c, d) for the entire water column at two-and four-month time lags after a heat flux perturbation applied in July 1996 (Fig. 1d ) of the simulation with active SST feedback on surface fluxes (Fig. 1d) ; b in a process model of the Subpolar Gyre mixed layer forced with initial conditions based on the July 1996 heat flux experiment in a. Red: density anomaly due to temperature; Blue: density anomaly due to salinity; Green: total density anomaly ECCO configuration is marked by a positive mixed layer density anomaly that does not change sign (Fig. 12a) . We see that in the case of winter cooling, the density anomaly due to salinity is actually positive and enhances the densification due to temperature. This can be understood in terms of entrainment of high-salinity subsurface waters into the expanding mixed layer as it erodes the halocline beneath. However, it should be noted that the nonlinear effect due to salt entrainment is not captured in the adjoint analysis that linearizes the AMOC sensitivities about the background mixed layer depth. We attempt to identify the dominant factor that explains the difference between the response to summer and winter cooling. We propose that the shallow mixed layer depth in the summer months is an important factor allowing the transition between a positive and a negative density anomaly in response to summer cooling. We perform additional surface cooling experiments with the process model to illustrate this effect. We keep the same surface heat flux anomaly, background temperature, and boundary conditions as the summer configuration in Fig. 7b . However, instead of assuming an initial summer mixed layer depth of 25 m, we set a constant depth of 300 m (Fig. 13a) . In this case, the total density anomaly is smaller compared to the experiment in Fig. 7b , and does not change sign but remains positive.
We also perform a third experiment with the same configuration of the process model. In this experiment, we rescale the heat flux perturbation such that the initial temperature, salinity, and density anomalies are the same as in Fig. 7b , but the mixed layer depth is once again fixed at 300 m. The resulting net density anomaly does not switch sign over the course of 5 months (Fig. 13b) unlike the experiment in Fig. 7b despite the identical background conditions and initial temperature perturbation. This highlights the important role of the shallow summer mixed layer for explaining the negative density anomaly arising in response to summer cooling.
Impact of air-sea feedback on the response to surface freshwater fluxes
In comparison to surface heat fluxes, the AMOC sensitivity to freshwater fluxes exhibits a weaker seasonality in the simulation with active air-sea feedback (Fig. 2b, blue) . We see a small reduction of the already weak seasonality when we fully prescribe the historical surface fluxes (Fig. 2b,  orange) . Nevertheless, air-sea feedback mechanisms exert a noticeable impact on the AMOC sensitivity to freshwater fluxes over the Subpolar Gyre across all seasons, especially at longer lead times. The AMOC sensitivity to freshwater fluxes with an active bulk formulae parameterization is up to a factor of 2 larger than the corresponding sensitivity in the case of fully prescribed surface forcing (Fig. 2b) . • N after a surface cooling perturbation in July 1996 (as in Fig. 1d) . Monthly means for a August, 1996; b November, 1996; c March, 1997. The dashed black line denotes our assumed mixed layer depth in the offline process model. We do not extend our offline process model calculation into the winter months.
Note the different vertical axis in c
We use results from our forward North Atlantic freshwater-hosing experiments to delve into the physical processes through which air-sea feedback modulates the AMOC response to surface freshwater fluxes. We impose a surface freshening in January 1996 that has the same Gaussian spatial pattern as the perturbation in our heat flux experiments. On a timescale of months, by January 1997, the freshwaterhosing of the Subpolar Gyre triggers a weakening of the northward transport of warm highly saline water into the Labrador Sea. This dynamical mechanism gives rise to further freshening and at the same time a cooling of the Western Subpolar Gyre. In the case of parameterized surface fluxes, the negative SST anomaly leads to a reduction in evaporation that amplifies the salinity anomaly (Fig. 9,  compare a and b) . On the other hand, the active air-sea feedback mechanisms dampen the negative temperature anomaly (Fig. 9b, c) . As a result, in the simulation with parameterized air-sea feedback mechanisms, we ultimately see an enhanced freshening that dominates the total density anomaly in the upper layers of the Western Subpolar Gyre affecting both the magnitude and the spatial pattern of the anomaly (Fig. 9e) .
In contrast, when we fully prescribe the surface heat and freshwater fluxes, these positive air-sea feedback mechanisms are absent. The local freshening is not amplified by a reduction in evaporation. Moreover, the dynamicallyinduced cooling of the Labrador Sea partially compensates the density anomaly due to the freshening (Fig. 9b, d, f) . Hence, when we perform our hosing experiment in a simulation with prescribed surface fluxes, we obtain a density anomaly that is roughly a factor of 2 smaller than the case with active parameterized fluxes (Fig. 9 , compare e and f). This is consistent with the factor of ∼ 2 difference between the corresponding adjoint results for the AMOC sensitivity to freshwater forcing (Fig. 2b) . However, some of this difference may be attributed to the model drift that arises when we switch from parameterized hourly surface fluxes to fully prescribed monthly-mean net fluxes.
In order to avoid the interference of model drift, we once again turn our attention to the experiment where surface flux parameterizations are active in the forward calculation but are not differentiated. When we eliminate the contribution of local air-sea feedback mechanisms, the AMOC sensitivity to surface freshwater fluxes over the Subpolar Gyre does not change at short lead times of ∼ 2 years (Fig. 2b, green) . However, at lead times longer than 7 years, removing the contribution due to surface feedback noticeably reduces the sensitivity (Fig. 2b) . Thus, our results further highlight the important role of air-sea feedback mechanisms in setting the AMOC response to freshwater fluxes. Finally, if we rescale the sensitivity to surface freshwater fluxes into the same units as the sensitivity to surface heat fluxes, the two curves become close to identical at all lead times (compare the green and the brown curve in Fig. 2d ). Therefore, we attribute the difference between the AMOC sensitivity to heat fluxes and freshwater fluxes over the Subpolar Gyre (Fig. 2 , blue curves in a and b) to the different impact of airsea feedback mechanisms on these surface fluxes.
Discussion and conclusions
Our results suggest seasonal differences in the AMOC sensitivity to surface heat flux anomalies that affect the representation of the overturning circulation and its variability in ocean models. It has been widely accepted that in the winter, when deep water forms, anomalous surface cooling in the Subpolar Gyre strengthens the subtropical AMOC [within a range of time lags, e.g., Pillar et al. (2016) ]. However, we find that surface heat loss over the Subpolar Gyre in the summer may have the opposite effect: it can cause a delayed weakening of the AMOC at 26
• N . The AMOC response to summer heat flux perturbations is not a mirror image of the response to winter heat flux anomalies. In addition to the sign difference, the magnitude of the AMOC sensitivity to summer heat flux anomalies is smaller than the sensitivity to anomalies in the winter. In contrast, the AMOC sensitivity to freshwater fluxes does not exhibit any seasonal sign reversal.
We find that, to leading order, the seasonality of the AMOC sensitivity to heat fluxes is not due to a dynamical mechanism involving the ocean circulation. Mixed layer thermodynamics and local air-sea feedback processes govern these seasonal differences. Surface cooling of the Subpolar Gyre leads to a reduction in evaporation sustained over several months after the heat flux anomaly has vanished. At the same time, the ocean heat anomaly is efficiently damped by the atmosphere in the summer months when the mixed layer is shallow. As a result, the response to surface heat loss from the Subpolar Gyre in July is a sustained freshening and a buoyancy increase that enhances stratification and weakens the AMOC. In contrast, the response to heat loss in the winter is dominated by the thermal contribution to buoyancy. The heat anomaly in the winter is not trapped near the surface but distributed across a deeper mixed layer and has a smaller impact on SST. Hence, in wintertime both the atmospheric damping of the heat anomaly and the response of surface freshwater fluxes are weaker. The mixed layer depth is the dominant factor setting the different seasonal responses. In addition, the adjustment of surface freshwater fluxes to heat loss in the winter is smaller because of the nonlinearity in the Clausius-Clapeyron relation and the reduced atmospheric humidity in that season.
The AMOC sensitivity to surface freshwater fluxes over the Subpolar Gyre exhibits much weaker seasonality. The air-sea feedback mechanisms are not triggered directly by surface salinity. Nevertheless, air-sea feedback does play an important role in setting the AMOC response to surface freshwater fluxes. Freshening in the Subpolar Gyre constitutes a negative buoyancy anomaly that causes a reduction in the northward oceanic transport of warm high salinity water into the Labrador Sea (see Williams et al. (2015) for a discussion of the AMOC and its role in Labrador Sea heat convergence). Interactive surface fluxes then respond to the resulting SST anomaly and exert a positive feedback on the density anomaly of the Subpolar Gyre mixed layer. They dampen the ocean heat anomaly while at the same time enhancing the salt anomaly via changes in evaporation. Hence, air-sea feedback ultimately amplifies the AMOC response to surface freshwater fluxes.
We thus point out a strong coupling between the parameterized surface heat and freshwater fluxes. Even if a given surface heat flux anomaly is not caused by changes in latent heat, it can impact freshwater fluxes. In turn, salinity perturbations also trigger a chain of mechanisms leading to a response in surface heat fluxes. This has important implications for the buoyancy budget of the Subpolar Gyre mixed layer and for ocean stratification. We infer that air-sea exchange of heat and freshwater cannot be treated as independent drivers of AMOC variability. This poses a challenge for the attribution of historical buoyancy-driven AMOC trends.
Various limitations to our analysis stem from the need to parameterize unresolved processes such as eddy transport and subgridscale mixing, and our reliance on bulk formulae to represent surface heat and freshwater fluxes. Thus, the response to any forcing we apply ultimately depends on the model parameterizations that are also reflected in the adjoint of the GCM. Our results may therefore be very sensitive to the model configuration. For instance, Czeschel et al. (2010) and Pillar et al. (2016) perform adjoint experiments with different configurations of the MITgcm and find a decadal sign reversal in the AMOC sensitivity to both surface heat and surface freshwater fluxes. Pillar et al. (2016) fully prescribe surface fluxes, which is analogous to our configuration without parameterized fluxes (orange lines in Fig. 2a, b ) and our configuration without differentiation of the bulk formulae (green lines in Fig. 2a, b ). Yet, unlike Pillar et al. (2016) , we find no decadal sign reversal in the heat flux sensitivity in either of our configurations. A major difference between our study and Czeschel et al. (2010) and Pillar et al. (2016) is that they relax the surface temperature and salinity, as well as the interior fields at 70
• N , to seasonal climatology. Pillar et al. (2016) also deactivate the eddy parameteriziation scheme in their adjoint experiments. The difference between our results and Pillar et al. (2016) or Czeschel et al. (2010) demonstrates that model configuration can strongly affect the decadal AMOC response to surface buoyancy flux anomalies over the Subpolar Gyre.
Both our adjoint calculations and our finite perturbation experiments have a limited scope. Our results are valid within a small range of deviations from the background seasonal state (see supplementary Figure 14 in Appendix 3 demonstrating this nonlinearity). Thus we cannot predict how the AMOC would respond to large perturbations that bring the system to a qualitatively different regime, e.g., a shutdown of the AMOC. In addition, our adjoint calculations ignore potentially large changes in nonlinear processes such as convective adjustment. At each time step, our algorithmic differentiation linearizes about a particular convective state of the ocean.
However, the nonlinearity in the AMOC sensitivity to heat fluxes does not imply that our linear sensitivity results are inconsequential. If we impose a surface warming flux over the Western Subpolar Gyre repeatedly every summer over the course of 5 years, we obtain a significant strengthening of the AMOC at 26
• N (Fig. 10 ), in agreement with the seasonal sign reversal in our linear sensitivity analysis. The magnitude of the imposed heat flux is 60 times greater than the one in Fig. 1 and hence, an order of magnitude larger than the typical monthly mean heat flux variability in the summer. The resulting strengthening is ≈ 0.13 Sv/year . That is approximately a quarter of the observed 2004-2012 weakening trend of 0.54 Sv/year at the RAPID Array (Smeed et al. 2014) . This indicates that sustained seasonal heat flux perturbations can build up over time to yield a substantial AMOC drift.
Finally, no matter what boundary conditions are used in an ocean-only GCM, this cannot make up for the lack of atmospheric coupling. In the real world and in coupled models, the atmospheric circulation adjusts to changes in SST and provides a feedback on the forcing experienced by the ocean (Czaja and Frankignoul 2002; Frankignoul 1985; Danabasoglu 2008; Gastineau et al. 2012; Msadek and Frankignoul 2009; O'Reilly et al. 2016; Timmermann et al. 1998) . Feedback from atmospheric dynamics may affect the seasonal differences in AMOC sensitivity to surface heat fluxes. Thus, future studies should explore the seasonality of the AMOC sensitivity to surface heat fluxes in a large ensemble of experiments with a fully-coupled GCM. In addition, we reserve exploring the causal connection between density anomalies in the Subpolar Gyre and the AMOC response in the subtropics for a future study.
Nevertheless, it is important that we have isolated mechanisms that involve local air-sea feedback and cause seasonal differences in the AMOC response to surface heat fluxes. The same set of air-sea interaction processes that we identify in our ocean-only configuration are also present in the coupled system even though atmospheric dynamics may provide an additional positive or negative feedback. Therefore, our results are a step towards explaining the full set of mechanisms that govern the sensitivity of the AMOC to surface buoyancy forcing and the essential role of air-sea feedback.
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We explore the local mixed layer density anomalies that arise in the Subpolar Gyre in response to surface heat flux perturbations if the mixed layer depth is large. We first consider a forward experiment with the MITgcm where a surface cooling is applied in January 1996 (Fig. 12a) , a winter month marked by mixed layer depths larger than the annual mean and conditions that favor convective mixing. Similarly, we consider a summer experiment with a very large surface cooling (70 times larger than the one in Fig. 1a ) and analyze the local response (Fig. 12b) in the MITgcm. Even though the experiment in Fig. 12b begins in July, when the background mixed layer is shallow, the mixed layer depth itself increases in response to the large cooling perturbation. Both the winter cooling experiment and the large summer cooling case exhibit a densification of the upper ocean and no sign change in the density anomaly with time (Fig. 12) . In addition, both experiments show salinity entrainment into the deepening mixed layer. The effect of this entrainment is that the salinity contribution to the density budget is positive across all months in the winter case and over the first two months in the summer experiment.
Both experiments in Fig. 12 are influenced by the effective heat capacity of the mixed layer, by nonlinearity in the bulk formulae parameterization, and by vertical entrainment. Our process model helps us disentangle the dominant factors that make the local response to surface heat fluxes different when the mixed layer depth is large. We perform additional calculations with the process model where we keep summer background conditions and apply a surface cooling perturbation as in Fig. 1a but we fix a constant mixed layer depth of 300 m. We first consider a test case (Fig. 13a) where the surface heat flux perturbation has the exact same magnitude as in Fig. 7 . However, this triggers a different initial temperature anomaly because the mixed layer is an order of magnitude deeper compared to Fig. 7 . Similarly, we consider an analogous test case but with a surface heat flux perturbation whose magnitude is rescaled, so that the initial temperature is the same as in Fig. 7 . Both experiments (Fig. 13a and b) demonstrate that the effective heat capacity of the mixed layer is a dominant factor explaining the difference in the response of the local density budget to summer and winter cooling perturbations. In order to probe the nonlinear impact of surface heat fluxes on the AMOC, we conduct additional forward perturbation experiments with imposed heat flux anomalies over the subpolar North Atlantic. We compare the response to summer cooling perturbations of various magnitude. We first apply a July heat flux anomaly with the same pattern as in the Fig. 1 experiment but with a magnitude that is 30 times larger (Fig. 14a) . This perturbation is an order of magnitude larger than the typical monthly-averaged summer heat flux variability in the region. The applied perturbation induces a more negative AMOC anomaly, consistent with the sign of the results from our adjoint sensitivity analysis. However, if we impose a summer cooling of magnitude 90 times larger than the Fig. 1 perturbation, we see an AMOC response of the opposite sign (Fig. 14a) .
If we apply a large enough cooling anomaly, e.g., 100 times larger than the perturbation in Fig. 1 , we always see a delayed strengthening of the AMOC at 26
• N , no matter if the perturbation is imposed in January or in July (Fig. 14b) . This result indicates no seasonal sign reversal in the AMOC sensitivity to large surface heat flux anomalies and can be understood in terms of mixed layer depth modulation. When we impose a substantial cooling perturbation over the Subpolar Gyre in the summer, this leads to a deepening of the mixed layer and a redistribution of the heat anomaly over a larger volume. The increase in effective heat capacity means that the SST anomaly-that triggers air-sea feedback-does not change linearly with the amount of heat. In addition, the mixed layer deepening under a large summer cooling perturbation leads to entrainment of subsurface waters with a higher salt content, which (Fig. 7) ; The imposed heat flux perturbation is the same as in Fig. 7 ; b in a July 1996 heat flux experiment with a magnitude 70 times larger than in Fig. 7 . Monthly mean diagnostics from the MITgcm. Red: density anomaly due to temperature; blue: density anomaly due to salinity; green: total density anomaly based on the full nonlinear equation of state ρ anomaly due to temperature ρ anomaly due to salinity Total ρ anomaly ρ anomaly due to temperature ρ anomaly due to salinity Total ρ anomaly (b) Fig. 13 a Contributions to the density anomaly in the process model in a July 1996 heat flux calculation with the same flux perturbation magnitude as in Fig. 7 but a constant mixed layer depth of 300 m. Red: density anomaly due to temperature; blue: density anomaly due to salinity; green: total density anomaly based on the full nonlinear equation of state; b same as in a but with a flux perturbation rescaled such that the initial temperature, salinity, and density anomalies are the same as in Fig. 7 . Notice the different vertical axes in a and b exerts a positive feedback on the initial density anomaly (Fig. 13b) . The increase in mixed layer heat capacity and the entrainment of salt facilitate a net densification of the upper ocean at a lag of several months in response to a large summer cooling anomaly. This is reminiscent of the winter response, where a surface cooling triggers an increase in the mixed layer density enhanced by the entrainment of high-salinity subsurface waters (Fig. 13a) . We emphasize that a nonlinear regime does not have to be triggered solely by a large heat flux anomaly. Any combination of heat and freshwater fluxes that substantially changes the mixed layer depth relative to the seasonal climatology will yield a nonlinear AMOC response.
