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an optical process for characterising interfaces which is widely used in the physical and natural
sciences. Design strategies for overcoming the dependence of a D-optimal design on the values
of the model parameters are explored, including the use of Bayesian designs. Designs for the
accurate estimation of model parameters are presented and compared, as are designs for the
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1. Introduction
Nonlinear parametric regression models are widely used in the physical and natural sciences
to describe the inuence of one or more explanatory variables on a response. Typically, these
models are phenomenological (i.e. derived from scientic theory), have parameters whose values
are directly interpretable by the experimenters, and have additive independent random errors.
When designing an experiment to estimate such a model, it is common practice to assume
Normal errors with constant variance. If these assumptions are believed unlikely to hold, then
a wider class of models should be entertained and methods for obtaining ecient experimental
designs for this class employed.
Generalised nonlinear models extend nonlinear regression models to allow non-normally dis-
tributed error structures; see Wei (1997); Batchelor et al. (2007); Kosmidis and Firth (2008).
Their relationship to nonlinear regression is analogous to that between generalised linear models
(McCullagh and Nelder, 1989) and linear regression, in that the mean is related to the explana-
tory variables through a dierentiable and strictly monotonic link function. Unlike generalised
linear models, the relationship between the transformed mean and the explanatory variables is
nonlinear in the unknown parameters (see Section 1.2).
The purpose of this paper is to develop and apply methods for nding optimal and e-
cient experimental designs for generalised nonlinear models. The methods are motivated and
demonstrated through an application from laser-surface chemistry.
1.1. Motivating application
The behaviour of the interface between two phases of matter, such as a liquid and gas or
a solid and a liquid, is an important eld of research in modern chemistry with applications
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1Figure 1: Schematic of a second harmonic generation experiment:  and   denote input and
output polarisation angles
in surfactants, catalysis, membranes and electrochemistry. Second harmonic generation (SHG;
Shen, 1989) is an optical process for characterising surfaces and interfaces through counting the
number of molecules at the interface of the two phases and determining molecule orientation.
It has many advantages over other methods, such as spectroscopy and other optical techniques:
it is simpler to apply, is directional (allowing in-situ measurements of surfaces), and is high
frequency, and hence suitable for dynamic systems that change quickly over time. SHG has
applications in science and engineering, including physics, electronics and biology (Campagnola
and Loew, 2003; Salafsky, 2007).
Our application concerns an air/liquid interface, specically the characterisation of an L-
phenylalanine surface. In an experiment, a laser beam is red through a polariser and strikes
the liquid surface. The reected beam of light passes through another polariser and its intensity
is measured by a count of photons which is used to investigate the number and orientation of
surface molecules (Fig. 1). See also Fordyce et al. (2001) for further details of the experimental
procedure. The experimenter can control the size of the input and output polarisation angles
 and  , respectively.
The observed intensity Yij of the laser beam at the jth observation at polarisation angles
i and  i is modelled as a Poisson random variable where the expectation is the theoretical
intensity jEij2, derived from a phenomenological model (Mizrahi and Sipe, 1988; Fordyce et al.,
2001). That is,
Yij  Po(jEjj
2); i = 1;:::;n; j = 1;:::;ni ; (1)
Ej = Es;j sin( j) + Ep;j cos( j);
Es;j = C sin(2j); Ep;j = A cos
2(j) + B sin
2(j);
where n is the number of distinct combinations of input and output angles in the experiment,
known as support points of the design, and ni is the number of replicates of the ith support
point, with n1 + ::: + nn = N. The parameters A, B and C may be complex numbers but to
2ensure identiability, A is constrained to be real. These parameters can be expressed in either
Cartesian or polar coordinates (see Section 2); in the Euler parameterisation, they have the form
A = ra, B = rb exp(ib), and C = rc exp(ic). Hence the parameters that require estimation in
this model are  = (ra;rb;rc;b;c). Welsh et al. (2005) applied this phenomenological model
to data from the air/liquid interface for L-phenylalanine. The data were obtained using a full
314 factorial design, 0, with levels   = 0;=4;=2 and  = 0;=26;:::;=2. Each of the 42
combinations was equally replicated (n1 = ::: = nn).
As model (1) is a generalised nonlinear model (Section 1.2), this application demonstrates
the need to nd optimal and highly ecient designs for the estimation of the model parameters
for this class of models (see Section 2).
When chemists wish to compare results from several experiments, then important quantities
of interest are the ratios of the coecients A, B and C. In the Euler parametrisation, these
ratios have the form
S
T
=
rs eis
rt eit =
rs
rt
e
i(s t); S;T = A;B;C; s;t = a;b;c; a = 0: (2)
Hence ratios of the radii rs, s = a;b;c, and dierences between the angles s, s = a;b;c, require
ecient estimation. The problem of nding optimal designs for a set of ratios is addressed in
Section 3.
1.2. Generalised nonlinear models
Let xj = (xj1;:::;xjk) hold the values for the k quantitative explanatory variables in the jth
run of the experiment (j = 1;:::;N) and Yj denote the corresponding response. A generalised
nonlinear model (GNM) is dened by the following components:
1. a distribution for the response, Y , from the exponential family, which may have variance
depending on the mean:
fY(yj;j;) = expf[yjj   b(j)]=a() + c(y;)g ; j = 1;:::;N ;
which has canonical parameters j, a scale parameter  and functions a(), b() and c()
specic to the member of the exponential family,
2. a systematic predictor, (x;), involving functions of the explanatory variables which
may be nonlinear in the p unknown model parameters  = (1;:::;p)T, and
3. a link function, g(), that maps E(Y ) =  to the predictor; g() = (x;).
Wei (1997) gave technical details for the existence of this class of models; we note only that
(x;) must be at least twice dierentiable with respect to  and that E(Yj) = @b(j)=@j = j
and Var(Yj) = a()@2b(j)=@2
j = a()h(j). A more general denition is also possible via the
quasi-likelihood approach of Wedderburn (1974) which requires only specication of a mean
and variance relationship.
GNMs can be tted via maximum likelihood using an iteratively reweighted least squares
algorithm (see, for example, Turner and Firth, 2007). An implementation is available in the
gnm package (Turner and Firth, 2006), available for R (R Development Core Team, 2009).
3Asymptotic variances for ^ , the maximum likelihood estimators of , can be obtained from
the inverse of the Fisher information matrix
 E

@2fY
@@
T

=
N X
j=1
v(xj)f(xj;)f(xj;)
T ; (3)
where v(xj) = h(j) 1(@j=@g(j))2 and f(xj;) is the vector of derivatives of (xj;) with
respect to the elements of .
It is clear that model (1) is a GNM in which the response follows a Poisson distribution,
the predictor is a nonlinear combination of the parameters , and the link is the identity.
In the remainder of this paper, the problem of designing experiments for GNMs is investi-
gated. In common with other nonlinear models, the information matrix (3) depends on  and
hence the performance of a design, as measured by functionals of (3), may vary with . Mis-
specication of  when planning an experiment may result in an inecient design. In Section 2
the Bayesian D-optimality design criterion is described, together with supporting results on the
reparameterisation of the model and methods for nding approximations to Bayesian designs
to reduce the computational burden. In Section 3, optimal designs are found and assessed for
the estimation of ratios of the model parameters. Section 4 gives a brief discussion.
2. Optimal designs for parameter estimation
A continuous design  is a probability measure dening a nite set of distinct support points
in a design space X  Rk and the proportions, !i, of observations to be taken at these points:
 =

x1 x2  xn
!1 !2  !n

; 0 < !i  1;
n X
i=1
!i = 1:
To implement a design in practice, a rounding procedure usually has to be applied to obtain
exact designs such that the replication, ni, of each support point is integer (for example,
Pukelsheim and Rieder, 1992). The vector of polarisation angles (i; i) denes a support
point xi in an SHG experiment.
Most popular design selection criteria optimise a functional of the information matrix of 
for parameter  which, from (3), is proportional to
M(;) =
n X
i=1
!iv(xi)f(xi;)f(xi;)
T :
When interest is in accurate parameter estimation, a D-optimal design, ?, may be sought
which minimises the asymptotic joint condence ellipsoid for the parameter estimators ^  or,
equivalently, maximises
(;) =
1
p
logjM(;)j: (4)
For nonlinear models, objective function (4) is dependent on the values of the parameters ,
and a design that maximises (4) is said to be locally D-optimal. To compare the performance
4of an arbitrary design  to a locally D-optimal design ?, we use the eciency of , calculated
as
E() =

jM(;)j
jM(?;)j
1=p
: (5)
As  is unknown prior to experimentation, a Bayesian criterion may be employed to nd
designs robust to the values of the model parameters. A Bayesian D-optimal design ?
b maximises
the average of (4) across the parameter space  with respect to a prior distribution ()
() =
Z

(;)d(); (6)
where   Rp is the parameter space. This objective function can be viewed as the pre-
posterior loss from an asymptotic Normal approximation to the posterior distribution (Chaloner
and Larntz, 1989). It was used by Woods et al. (2006) to obtain robust D-optimal designs for
multi-variable GLMs.
As (6) is a concave and dierentiable function of the design, an extension of the arguments
of Chaloner and Larntz (1989, p.194) can be used to establish an equivalence theorem. In
particular, it can be shown that, for a compact design space X, a necessary and sucient
condition for a design ?
b to be Bayesian D-optimal is
Z

v(x)f(x;)
TM
 1(
?
b;)f(x;)d()  p; (7)
for all x 2 X, with equality at the support points of ?
b. The corresponding result for a locally
D-optimal design is the special case in which the prior distribution is a point mass located at
the value of .
For many nonlinear models, there may be several possible parameterisations with dierent
properties; for example, a particular parameterisation may improve the conditioning of a model
(Batchelor et al., 2007). In the SHG example, the phenomenological formulation leads to
more than one natural parameterisation (using Cartesian or polar coordinates). The following
theorem, proved in the Appendix, gives necessary and sucient conditions for the Bayesian
D-optimality of a design for a GNM to be invariant to the choice of parameterisation. The
invariance of local D-optimality follows easily as a special case of the theorem.
Theorem 1. Let  () be a dierentiable function from 1 7! 2, where i   (i = 1;2) is an
open subset of Rp and let the derivative of  () be invertible. Then a design which is Bayesian
D-optimal for estimating  2 1 is also Bayesian D-optimal for estimating  () 2 2.
Two methods have been recently proposed for nding approximate solutions to the robust
design problem which are less computationally demanding than the Bayesian approach. Both
methods use a set of m locally D-optimal designs obtained for a sample of parameter values
~ 1;:::; ~ m drawn from .
1. Dror and Steinberg (2006) applied a K-means clustering algorithm to the union of the
sets of design points of exact locally D-optimal designs. A robust design is then formed
by taking the centroids of the resulting clusters as equally-weighted support points of the
design (see also Russell et al., 2009).
52. Melas (2005) took a set of m locally optimal continuous designs and, for each design,
calculated the D-eciency (5) for each of the m values of the parameter vector. The
design with the maximum value of the minimum eciency is then considered a most-
robust locally optimal design. This method oers considerable computational advantage
over the application of a maximin criterion across all designs and parameter values.
These authors applied and assessed their methods on designs for GLMs, and for logistic, hy-
perexponential and rational regression models respectively.
2.1. Application to second harmonic generation experiments
We apply and compare the above methods using the SHG example. We start by establishing
two results, both proved in the Appendix, which aid in nding Bayesian D-optimal designs.
The rst result shows that the same design is Bayesian D-optimal under both Cartesian and
polar (Euler) representations of the parameters B and C in model (1) (Corollary 1 below).
This allows attention to be restricted to the Euler parameterisation in the remainder of the
paper. The second result (Lemma 1) enables a reduction in the design space that needs to be
searched.
Corollary 1. Let rb 6= 0 and rc 6= 0. Then it follows from Theorem 1 that a design which is
Bayesian D-optimal for estimating the parameters  in the Euler representation is also Bayesian
D-optimal for estimating their Cartesian counterparts.
Lemma 1. The design space X = [0;2]  [0;2] can, without loss of generality, be reduced to
either X = [0;=2]  [0;] or X = [0;]  [0;=2].
For the SHG experiment, both locally and Bayesian D-optimal designs were found numer-
ically using a quasi-Newton method with numerical derivatives (the BFGS algorithm; Dennis
and Schnabel, 1983). To aid convergence, an unconstrained optimisation problem was obtained
through use of an arctan transformation for x = (; ) and a standard transformation for the
weights !, see Atkinson et al. (2007, ch. 9).
2.1.1. Locally D-optimal designs We rst consider locally D-optimal designs for a vec-
tor of parameter values . The existence of such designs with 5  n  15 support points
is ensured through the compactness of the induced design space  = f
p
(x)f(x;)jx =
(; ) 2 Xg and Caratheodory's Theorem. Optimal designs were calculated for dierent
values of , including the maximum likelihood estimates from Welsh et al. (2005), 0 =
(0:889;0:317;0:588;1:142;0:301). Optimality of these designs was established using (7). Most
designs had n = 5, 6 or 7, and only designs with 5 support points had equal weights !i.
Examples of these designs are given in Table 1.
The support of the locally D-optimal designs considered includes the point (0;0), or the
equivalent points (0;), (;0), (;) for this model, and also the point (=2;0). Most designs
also had support points close to (=4;=2). The points (0;0) and (=2;0) are stationary points
of the regression function irrespective of the values of the parameters. Therefore considerable
changes in the behaviour of the function may occur at these points, and this can be best
detected by taking observations at these points. The designs in Table 1 are typical in that they
have similar support points.
Table 2 gives the D-eciencies of the locally D-optimal designs of Table 1 when the pa-
rameter values are misspecied. For example, if the true value of  is 2 and we use the locally
6Table 1: Support points ( ;) and weights (!) of the locally D-optimal designs for values
 = 0;1;2
0: 0 = (0:889;0:317;0:588;1:142;0:301)
 /2 1.068 0 0.788 1.952 2.593
  0 0.332 0 1.446 0.788 0.934
! 0.181 0.061 0.199 0.188 0.175 0.195
1: 1 = (1;0:25;0:5;1;0:5)
 1.928 0.784 0 2.555 /2
  0.782 1.310 0 1.037 0
! 0.2 0.2 0.2 0.2 0.2
2: 2 = (1;0:5;0:8;1;0:6)
 0.778 0 2.628 /2 1.967
  1.326 0 0.922 0 0.766
! 0.2 0.2 0.2 0.2 0.2
Table 2: D-eciencies for the locally D-optimal designs i (i = 1;2;3) of Table 1 for  = 0,
1;2
Parameter vector
Design 0 1 2
0 1 0.904 0.974
1 0.814 1 0.905
2 0.942 0.862 1
optimal design, 0, for 0, then the eciency for estimating the model parameters is 0.974.
The locally D-optimal designs have generally high D-eciencies for the three sets of parameter
values. The lowest eciency, 0.814, is obtained if the true value is 0, and the experimenter
has misspecied this value as 1. Design 0 is slightly more robust with a lowest eciency of
0.904 among the three parameter vectors; this may be a result of the design having an extra
support point.
2.1.2. Robust designs We investigate Bayesian D-optimal designs for the SHG experi-
ment using two joint prior distributions for  which reect dierent degrees of prior uncertainty.
A beta distribution on [0;1] was used to describe each radius, ra, rb and rc, and a von Mises
distribution on [0;2] was used for each angle, b and c. For the rst prior distribution, c
1(),
the respective modes of the beta distributions were chosen to be 0.889, 0.317, and 0.588, to
match the rst three entries of 0 (Section 2.1.1). Similarly, the von Mises distributions for b
and c were centred on 1.142 and 0.301, respectively, both with dispersion parameter  = 4,
corresponding to moderate prior knowledge. The second prior distribution, c
2(), represents
greater prior uncertainty through using at beta(1;1) distributions (i.e. uniform) for the radii,
and more diuse von Mises distributions with  = 2 and centred as above.
To facilitate numerical computation of Bayesian D-optimal designs using (6), each c
i()
(i = 1;2) was approximated by a discrete distribution, i(), with support consisting of a
random sample ~ i   of 1000 parameter vectors from c
i() which were assigned equal
probabilities. The designs found, 1 and 2, have 16 and 23 support points, respectively. The
7rank  and hence C(;) = JT
 M (;)J is the approximate asymptotic variance-covariance
matrix of ^ (), with M (;) being a generalised inverse of the information matrix. Therefore,
analogous to (6), a Bayesian D-optimal design for estimating the ratios () maximises the
objective function
r(;) =
Z

logjC
 1(;)jd():
Lemma 2, proved in the Appendix, shows that the optimal design for estimating  ratios,
involving 2  p1  p parameters, does not depend on the particular choice of  ratios of these
parameters.
Lemma 2. Let ?
b be the Bayesian D-optimal design for estimating 1    p   1 admissible
ratios given by  = (), involving 2  p1  p parameters. Then ?
b is also Bayesian D-optimal
for estimating any other set,  = (), of  admissible ratios involving the same p1 parameters.
3.1. Optimal designs for the estimation of two ratios in the example
For model (1) the ratios of the complex values A, B and C take the form (2). From Lemma
2, without loss of generality, we can restrict ourselves to considering just B=A and C=A, that
is, estimation of  () = (rb=ra;rc=ra;b;c).
A related problem is to estimate two ratios and, in addition, one of the radii. Here, the
ratios can be used to compare dierent experiments and the additional radius would serve as
a baseline. In this case, the optimal designs for estimating the model parameters, found in the
previous section, can be shown to be D-optimal for this new problem. The proof of Corollary
2 can be found in the Appendix.
Corollary 2. Suppose ra;rb and rc are non-zero, and let ?
b be the Bayesian D-optimal design
for estimating  = (ra;rb;rc;b;c). Then ?
b is also Bayesian D-optimal for simultaneously
estimating two admissible ratios and one of the radii, either ra, rb or rc.
For notational convenience, the ratios () are denoted by 
r. Fig. 8 shows the locally
D-optimal designs for the ratios 
r
0 and 
r
2 corresponding to the parameter vectors 0 and 2
from Section 2.1.1.
Both locally optimal designs have six support points. As for the locally D-optimal designs
for parameter estimation, we found from our study that most locally D-optimal designs for esti-
mating ratios have 5-7 support points, and all are supported on the points (0;0), or equivalently
(;0), and (=2;0).
To nd robust designs, we use the same prior distributions, c
1() and c
2(), as in Sec-
tion 2.1.2. The resulting marginal densities for the two dierences between angles are again
von Mises densities. For the two ratios of radii, the induced marginal densities are ratios of
two independent beta densities (Pham-Gia, 2000) for c
1(), and a ratio of two independent
uniform densities for c
2(), given by
f(u) =

0:5 0  u  1
1=2u2 u > 1:
Fig. 9 shows the marginal prior densities for the ratio rc=ra corresponding to the prior distri-
butions c
1() (ratio of beta densities) and c
2() (ratio of uniform densities) for .
12robust designs for estimating all the parameters were found to be ecient for the estimation of
ratios of parameters.
The use of cluster designs has a computational advantage over Bayesian designs in that de-
sign construction can be easily implemented using distributed computing in an \embarrassingly
parallel fashion", i.e. locally optimal designs for dierent parameter vectors can be generated
on dierent computers or nodes. The simulation-based design assessment, again using many
locally optimal designs, can be implemented similarly.
Acknowledgments
The work of D.C. Woods was supported by EPSRC grant EP/C008863/1. We are grateful
to Jeremy Frey (School of Chemistry, Southampton) for raising the problem and providing
Fig. 1, and to him and Susan Lewis (Southampton Statistical Sciences Research Institute) for
helpful discussions.
Appendix A. Proofs
Proof of Theorem 1. Let M 1(;) denote the asymptotic covariance matrix of the estimator
for  2 1. From the delta-method, it follows that the asymptotic covariance matrix for the
estimator of  () is given by JT
 M 1(;)J  where J  is the Jacobian matrix of  . Since the
derivative of   is invertible, its Jacobian matrix J  2 Rpp is of full rank. So the determinant
of the covariance matrix is given by
jJ
T
 M
 1(;)J j = jJ j
2 jM
 1(;)j: (8)
Now, J  does not depend on the design , and so a design which minimises M 1(;) will also
minimise jJ j2 jM 1(;)j. For Bayesian D-optimality we take logs in (8) and integrate with
respect to the given prior distribution () to obtain
Z
log(jJ
T
 M
 1(;)J j)d() =
Z
log(jJ j
2 jM
 1(;)j)d()
=
Z
log(jJ j
2)d() +
Z
log(jM
 1(;)j)d():
The rst term does not depend on the design, which proves the assertion.
Proof of Corollary 1. Let  () be the function transforming the polar coordinates of a point
 from the Euler representation to their Cartesian counterparts, i.e. (xa;xb;xc;yb;yc) =
 (ra;rb;rc;b;c) = (ra;rb cos(b);rc cos(c);rb sin(b);rc sin(c)). As the determinant of the
Jacobian matrix of  () is given by rb rc 6= 0, the assertion follows from Theorem 1.
Proof of Lemma 1.
(1) The information matrix is shift invariant with respect to a shift of magnitude . This
follows from the equalities f((; );) = f((+; );) = f((; +);) = f((+; +);)
and v[(; )] = v[( + ; )] = v[(;  + )] = v[( + ;  + )].
(2) For each value of  we have f((; );) = f((   ;    );) and v[(; )] = v[(  
;    )], and therefore the points (; ) and (   ;    ) provide equivalent information in
the design.
The assertion now follows directly by combining (1) and (2).
16Proof of Lemma 2. As  and  involve the same set of p1 model parameters, from the
delta-method, the asymptotic variance-covariance matrix for the estimator of  is given by
LTC(;)L, where L is the   full rank Jacobian matrix of  with respect to . Hence, the
corollary is established via an application of Theorem 1, with  () mapping from  to .
Proof of Corollary 2. If all the radii are non-zero, the Jacobian matrix J of a function ()
mapping  to a vector consisting of the Euler parameters, which describe two admissible ratios,
and of one of the radii is a 5  5-matrix of full rank. The assertion is therefore established via
an application of Theorem 1.
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