Computing near-best fixed pole rational interpolants  by Van Deun, Joris
Journal of Computational and Applied Mathematics 235 (2010) 1077–1084
Contents lists available at ScienceDirect
Journal of Computational and Applied
Mathematics
journal homepage: www.elsevier.com/locate/cam
Computing near-best fixed pole rational interpolants
Joris Van Deun
Department of Mathematics and Computer Science, Universiteit Antwerpen, Middelheimlaan 1, B–2020 Antwerpen, Belgium
a r t i c l e i n f o
Article history:
Received 11 August 2009
Received in revised form 14 January 2010
Dedicated to Adhemar Bultheel on the
occasion of his 60th birthday
MSC:
41A20
65D05
Keywords:
Near-best approximation
Rational interpolation
a b s t r a c t
We study rational interpolation formulas on the interval [−1, 1] for a given set of real or
complex conjugate poles outside this interval. Interpolation points which are near-best
in a Chebyshev sense were derived in earlier work. The present paper discusses several
computation aspects of the interpolation points and the corresponding interpolants. We
also study a related set of points (that includes the end points), which is more suitable
for applications in rational spectral methods. Some examples are given at the end of this
paper.
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1. Introduction
Let there be given a complex function f defined on the interval I = [−1, 1]. Take n + 1 distinct points x0, x1, . . . , xn of
I and denote by pn(f ; x) the polynomial interpolant to f in these points. Then it is well known that the interpolation error
satisfies [1, Chapter 3]
|f (x)− pn(f ; x)| ≤ max−1≤t≤1 |f
(n+1)(t)| |x− x0| · · · |x− xn|
(n+ 1)! . (1)
Since f is given, we cannot control the factor |f (n+1)(t)|, but we can try to minimise the error with an appropriate choice
of interpolation points. Maximising the right-hand side of (1) over x and then minimising over all points xk in the interval
[−1, 1] lead to the zeros of a Chebyshev polynomial Tn+1(x) of the first kind and degree n+ 1, according to Theorem 3.3.4
in [1].
This is one of the reasons why interpolation in Chebyshev zeros works so well. For smooth functions, the interpolation
error becomes almost equi-oscillatory and the interpolant is thus close to the best (minimax) approximation.
Some applications require interpolation in the endpoints−1 and 1, e.g. when using spectral methods to solve boundary
value problems. In this case, the extrema of Tn(x) can be used. These points are the zeros of a Chebyshev polynomial of the
second kind, Un−1(x), together with the points−1 and 1. A more detailed discussion can be found in [2] and [3, Chapter 5].
The above properties can be generalised to the rational case, at least when the poles are given in advance. More details
are given below and in the next section, but for a more thorough exposition we refer to [4–6]. In this case, let there be given
a function f on [−1, 1] and a set ofm poles {α1, . . . , αm}, which are real or complex conjugate. Defining
πm(x) = (1− x/α1) · · · (1− x/αm)
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it is easily proved thatf (x)− pn(πmf ; x)πm(x)
 ≤ max−1≤t≤1 |[πm(t)f (t)](n+1)| |x− x0| · · · |x− xn|πm(x) 1(n+ 1)! ,
analogous to (1). We can try to minimise the interpolation error for this fixed pole rational interpolant as before, looking
for points x0, . . . , xn such that maxx∈I |(x − x0) · · · (x − xn)/πm(x)| is minimal. Now, of course, these interpolation points
depend on the poles α1, . . . , αm. It turns out that they are the zeros of a rational analogue of Tn+1(x).
2. Chebyshev (orthogonal) rational functions
For a full treatment of orthogonal rational functions on (subsets of) the real line or the unit circle, we refer to [7]. Here
we only sketch the basic theory necessary for our exposition.
Letw(x) be aweight function on I and A = {α1, α2, α3, . . .} a sequence of (not necessarily distinct) complex poles outside
I (there may be poles at infinity). For the moment, the poles can be anywhere outside the interval and do not have to appear
in complex conjugate pairs. We useLn to denote the space
Ln =

pn
πn
: pn ∈ Pn

where Pn is the space of polynomials of degree n. When a pole is at infinity, the corresponding factor in πn(x) is equal to 1.
Equipped with the inner product
⟨f , g⟩ =
∫ 1
−1
f (x)g(x)w(x)dx
this becomes a Hilbert space which has an orthogonal basis {ϕ0, ϕ1, . . . , ϕn}. The ϕk are called orthogonal rational functions.
They are unique up to a normalisation constant. Note that, if all poles are at infinity, we are in the polynomial case and ϕk
becomes an orthogonal polynomial.
Just like orthogonal polynomials, orthogonal rational functions satisfy a three term recurrence relation, as shown in the
next theorem from [7, Chapter 11] and in more detail in [8].
Theorem 1. Let {ϕ0, ϕ1, . . .} be a sequence of orthogonal rational functions corresponding to the weight w(x) and the pole
sequence A. Assume that αn−1 andαn−1 do not coincide with any of the zeros of the numerator of ϕn(x). Then there exist constants
An, Bn and Cn such that
ϕn(x) =

An
x
1− x/αn + Bn
1− x/αn−1
1− x/αn

ϕn−1(x)+ Cn 1− x/αn−21− x/αn ϕn−2(x), n = 1, 2, . . .
with the convention that ϕ0 ≡ 1 and ϕ−1 ≡ 0, and α0 = α−1 = ∞.
Before we proceed to give explicit examples of orthogonal rational functions, let us briefly consider some properties of
Chebyshev polynomials.
The Joukowski transform is defined by
x = J(z) = 1
2

z + 1
z

.
It maps the unit circle to the interval I and the unit disc to the complex plane. Note that there are two different solutions
for z to the equation x = J(z), so we take the convention that the inverse map J−1(x) is defined such that |J−1(x)| ≤ 1. In
everything that follows, x and z are always related by this formula. The following explicit formula for Tn(x) is well known
and can be found in [9, p. 296],
Tn(x) = 12

zn + 1
zn

.
Several properties of Tn(x), such as orthogonality or equi-oscillation, are easily derived from this formula. Analogously, one
can prove that an explicit formula for the Chebyshev polynomial of the second kind Un(x) is given by
Un(x) = zz2 − 1

zn+1 − 1
zn+1

.
From the last two formulas it follows that the extrema of Tn(x) are the zeros of Un−1(x) (apart from the extrema−1 and 1,
which are never zeros of Uk). Recall that the Chebyshev polynomials of the first kind Tn(x) are orthogonal on I with respect
to the weight functionw(x) = 1/√1− x2, and those of the second kind are orthogonal with respect tow(x) = √1− x2.
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We now introduce the Chebyshev (orthogonal) rational functions. Let βk = J−1(αk) for k = 1, 2, . . . and define the
(finite) Blaschke products
Bk(z) = z − βk
1− βkz
· Bk−1(z), B0 ≡ 1, k = 1, 2 . . . .
Note that if all αk = ∞, then all βk = 0 and Bk(z) = zk. The following theorem can be found in [10].
Theorem 2. Let A = {α1, α2, . . .} be a sequence of poles, all outside [−1, 1], and let x = J(z) andαk = J(βk) for all k = 1, 2, . . ..
Define
Tn(x) =

1− |βn|2
2π

zBn−1(z)
1− βnz +
1
(z − βn)Bn−1(z)

,
Un(x) =

1− |βn|2
π
z
√
2
z2 − 1

z2Bn−1(z)
1− βnz −
1
z(z − βn)Bn−1(z)

,
for n = 1, 2, . . ., and T0 = 1/√π andU0 = √2/π .
Then Tn,Un ∈ Ln \Ln−1, the function Tn is orthogonal toLn−1 on I with respect to the weight functionw(x) = 1/
√
1− x2
andUn is orthogonal toLn−1 on I with respect tow(x) =
√
1− x2.
Note that, apart from some normalisation constants, the above formulas reduce to the formulas for the Chebyshev
polynomials in the case where all poles are at infinity. The normalisation constants are needed for the discussion about
the quadrature weights at the end of Section 4.
Just like Chebyshev polynomials, these rational functions satisfy a certain minimality property.
Theorem 3. Assume that αn = ∞ for n > m and that the m finite poles are real or appear in complex conjugate pairs. Let
{xk}n−1k=0 denote the zeros of Tn(x).
Then the xk are real, simple and inside I for n > m, and
max
x∈I
 (x− x0) · · · (x− xn−1)πm(x)
 ≤ maxx∈I
 qn(x)πm(x)

for any monic polynomial qn ∈ Pn. In its n − 1 interior extrema and in the endpoints −1 and 1, the function Tn(x) takes the
value ±1.
Furthermore, if n > m+ 1, then the interior extrema of Tn(x) are the zeros of Un−1(x).
Proof. The first part of the theorem can be found in [4].
For the second part, note that under the conditions of the theorem, we have the simpler expressions
Tn(x) = 1√
2π

zBn−1(z)+ 1zBn−1(z)

,
Un−1(x) =

2
π
z
z2 − 1

z2Bn−2(z)− 1z2Bn−2(z)

.
If n > m+ 1 then we know that αn = αn−1 = ∞, so we can simplify this further to
Tn(x) = 1√
2π

Bn(z)+ 1Bn(z)

, (2)
Un−1(x) =

2
π
z
z2 − 1

Bn(z)− 1Bn(z)

. (3)
From [5] it follows that B′n(z) = Bn(z)gn(z)/z where gn(z) has no zeros on I . Using the chain rule we obtain
T ′n (x) =
gn(z)
z
√
2π

Bn(z)− 1Bn(z)

dz
dx
(4)
= gn(z)Un−1(x).
This proves the theorem. 
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Note the similarities with the polynomial case: the minimality property is only satisfied by Tn(x) and not by Un(x), but
when the extrema are wanted instead of the zeros (to include the end points), we can obtain these from the functions of the
second kindUn(x).
The function gn(z) plays an important part in Section 4, so for future reference we provide two explicit formulas, both of
which can be found in [5].
gn(z) = n−m−
m−
k=1
1− β2k
2βk
1
x− αk , (5)
= n−m+
m−
k=1
1− |βk|2
|z − βk|2 , |z| = 1. (6)
The last equality is only valid for z on the complex unit circle (or equivalently, for x ∈ I), and under the assumption that the
poles are real or complex conjugate. This is shown in detail in Section 6 of [5].
3. Eigenvalue problem
We now turn to the computation of the zeros and extrema of Tn(x). In [4] we already discussed how to obtain the zeros.
Here we briefly repeat that discussion and show that the extrema can be obtained in the same way.
From Theorems 1 and 2 it follows that both Tn(x) andUn(x) satisfy a three term recurrence relation (it can be checked
that the condition on the pole αn−1 is automatically satisfied, just multiply by πn and write everything explicitly in terms
of z and βk). Since we have explicit expression for these orthogonal rational functions, we can compute expressions for the
corresponding recurrence coefficients too.
Let us use ϕn to denote both Tn andUn. Writing ϕn(x) = pn(x)/πn(x) and filling in αn−1 for x, it is easily seen that
An = pn(αn−1)
αn−1pn−1(αn−1)
, n = 1, 2, . . . .
This formula is also valid when αn−1 = ∞ (which corresponds to βn−1 = 0, and this happens for n− 1 > m or n− 1 = 0),
if we interpret it in a limiting sense. Doing some computations then gives
An = 2 (1− βnβn−1)(1− |βn−1|
2)
(1+ β2n−1)(1+ β2n )

1− |βn|2
1− |βn−1|2 , n = 2, 3, . . .
for both Tn andUn. Only the first coefficient is different for the functions of the first kind and those of the second kind:
A1 =
√
2

1− |β1|2
1+ β21
, for T1,
A1 = 2

1− |β1|2
1+ β21
, forU1.
The formulas for Bn and Cn can be computed analogously.We only give the result. Apart from a normalisation constant, these
can also be found in [4].
Bn = − (1− |βn−1|
2)(βn + βn−2)+ (βn−1 + βn−1)(1− βnβn−2)
(1+ β2n )(1− βn−1βn−2)

1− |βn|2
1− |βn−1|2 ,
Cn = − (1− βnβn−1)(1+ β
2
n−2)
(1− βn−1βn−2)(1+ β2n )

1− |βn|2
1− |βn−2|2 ,
for n = 2, 3, . . . (the expression for C1 is irrelevant as it is never needed; the expression for B1 is the same as that for Bn with
n = 1,multiplied by√2). These expressions are valid for finite and infinite poles alike, and for both Tn andUn (just like in the
polynomial case, the only difference between the recurrence coefficients for first and second kind, is in the coefficient A1).
This recurrence relation can be used to set up an eigenvalue problem to compute the zeros of the Chebyshev rational
functions, much like the Jacobi matrix eigenvalue problem for orthogonal polynomials. This was already explained in detail
in [4] for the function of the first kind Tn(x), and remains valid for the zeros ofUn(x) too. We briefly repeat the argument.
First write the recurrence relation as
xϕn−1(x) = 1An

1− x
αn

ϕn(x)− BnAn

1− x
αn−1

ϕn−1(x)− CnAn

1− x
αn−2

ϕn−2(x)+ CnAn
x2iℑ(αn−2)
|αn−2|2 ϕn−2(x)
where i is the complex unit and ℑ(·) denotes the imaginary part. For x a zero of ϕn(x), this becomes in matrix form
xΦn = Jn(In − Dnx)Φn + SnxΦn.
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HereΦn = [ϕ0, . . . ϕn−1]T is a vector of Chebyshev rational functions and In is the identitymatrix. The Jacobimatrix Jn is tridi-
agonal and contains the elements−Ck/Ak,−Bk/Ak and 1/Ak on each row k. Thematrix Dn is diagonal with elements 1/αk for
k = 0, . . . , n−1 and finally thematrix Sn has only nonzero entries on the first subdiagonal given by 2iℑ(αk−2)Ck/(|αk−2|2Ak)
for k = 2, . . . , n. In the more familiar form of a generalised eigenvalue problem this becomes
(JnDn − Sn + In)xΦn = JnΦn.
If all poles are at infinity, then Dn = Sn = 0 and we recover the well-known eigenvalue problem for the zeros of orthogonal
polynomials.
From Theorem 3 we know that the interior extrema of Tn(x) are given by the zeros ofUn−1(x) if the last two poles are
at infinity (or equivalently, if the degree of the numerator of Tn exceeds that of the denominator by at least 2). From the
above discussion it is clear that in this case the extrema can be computed just as easily as the zeros, by solving a generalised
eigenvalue problem.
4. Barycentric interpolation
Once the poles have been chosen and the interpolation points have been computed, we can construct the actual rational
interpolant.
Barycentric interpolation formulas are a very good choice for representing polynomial and rational interpolants, as
explained in [11]. They enjoy attractive stability properties and can easily be differentiated (which is of particular interest
in spectral methods). There is a vast literature dealing with polynomial and rational barycentric interpolation, but we refer
only to [11], which contains an extensive list of references.
Let f be a function to be interpolated in the points xj, and denote fj = f (xj). The polynomial interpolant pn(x) of degree n
can be written in barycentric form as
pn(x) =
n∑
j=0
wj
x−xj fj
n∑
j=0
wj
x−xj
(7)
where the weightswj are defined by
wj = 1∏
k≠j
(xj − xk) , j = 0, . . . , n. (8)
For several sets of interpolation points simple explicit expressions are available for the weights. When using the zeros of
Tn+1(x),
xj = cos θj = cos (2j+ 1)π2n+ 2 , j = 0, . . . , n,
(the so-called Chebyshev points of the first kind), the weights are given by
wj = (−1)j sin θj. (9)
The extrema of Tn(x),
xj = cos jπn , j = 0, . . . , n,
(Chebyshev points of the second kind) yield the weights
wj = (−1)jδj, δj =

1/2, j = 0 or j = n,
1, otherwise.
When, for a given set of interpolation points, different weights are used then those given by (8), then formula (7)
still interpolates f . However, pn is no longer a polynomial, but a rational function of degree at most n in numerator and
denominator. Conversely, for a given set of interpolationpoints andpoles, the barycentricweights for the rational interpolant
can be determined.
We now derive explicit expression for the weights of the near-best rational interpolants. There are n + 1 interpolation
points, which can be the zeros of Tn+1(x) or the extrema of Tn(x). In the first case we assume thatm ≤ n, while in the second
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case we assume thatm ≤ n−2 (because of Theorem 3). Note that constant factors in theweightswj can be ignored, because
they cancel out in numerator and denominator in (7). Multiplying numerator and denominator by
∏n
k=0(x− xk) gives
pn(x) =
n∑
j=0
wjfj
∏
k≠j
(x− xk)
n∑
j=0
wj
∏
k≠j
(x− xk)
.
Since we know the poles of the interpolant (and thus the denominator), this yields
n−
j=0
wj
∏
k≠j
(x− xk) =
m∏
k=1
(x− αk).
Filling in xj we then obtain
wj =
m∏
k=1
(xj − αk)∏
k≠j
(xj − xk) .
This result can also be found in Example 1 of [12]. Writing R(x) = ∏nk=0(x − xk)/∏mj=1(x − αj) it is easily seen that
wj = 1/R′(xj).
In the case of the Chebyshev zeros, we have R(x) = cnTn+1(x) for some constant cn. But since constant factors in the
weights can be ignored, we may write
wj = 1
T ′n+1(xj)
. (10)
From Eq. (2) with n+ 1 instead of n it follows that Bn+1(zj) = ±i if Tn+1(xj) = 0 (the exact sign turns out to be irrelevant).
Using (4) then gives
T ′n+1(xj) =
±2izj
z2j − 1
gn+1(zj) = ±gn+1(zj)sin θj ,
where xj = cos θj and zj = eiθj . Since the zeros of Tn+1(x) are real and simple, it follows from (10) that the barycentric
weights alternate in sign. Using this and the fact that constant factors in the weights can be ignored, we obtain
wj = (−1)j sin θjgn+1(zj) . (11)
Note that we recover (9) when all poles are at infinity.
In the case of the extrema, we have R(x) = dn(x2 − 1)Un−1(x) for some constant dn. Similar reasoning as before now
gives
wj = (−1)j δjgn(zj) , δj =

1/2, j = 0 or j = n,
1, otherwise. (12)
Again the polynomial case is recovered for all poles at infinity.
Eqs. (11) and (12) can be simplified even further. From Theorem 4.6 in [10] it follows that in the case of Chebyshev zeros
we have
gn+1(zj) = π
λj
where λj is a weight in an n + 1-point rational Gauss–Chebyshev quadrature formula (note that the definition of gn in the
above-mentioned theorem differs from the one we use). From Theorem 2.1 in the same reference it also follows that
λj =

n−
k=0
|Tk(xj)|2
−1
. (13)
The eigenvector corresponding to xj in Section 3 contains exactly the values Tk(xj), so the quadrature weight λj is trivially
obtained from this eigenvector. Solving the eigenvalue problem we thus immediately get the interpolation points xj, the
quadrature weights λj, and with very few additional computations the barycentric weightswj!
For the case of the extrema Theorem 4.6 in [10] yields
gn(zj) = π
λj
(1− x2j ) =
π
λj
sin2 θj, zj ≠ ±1,
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Fig. 1. The function f1(x) and the interpolation error with c = 0.6 and ω = 0.01.
where we now have
λj =

n−2
k=0
|Uk(xj)|2
−1
.
The barycentric weights corresponding to the endpoints ±1 have to be computed explicitly using the definition of gn(z),
because these points are not zeros ofUn−1(x) and thus do not correspond to any quadrature weights.
5. Examples
In the previous two sections we showed how near-best fixed pole rational interpolants based on the zeros or extrema of
Chebyshev rational functions can be computed by solving a simple tridiagonal generalised eigenvalue problem.
We now illustrate the applicability of this interpolation process with some examples. All computations were done in
Matlab 7.7.0 (R2008b) on an HP Compaq 2510p Notebook.
For the first example, we take the function
f1(x) = p(x)sinh p(x) , with p(x) =
π
ω
(x2 − c2).
For small ω this function looks very flat, except for two narrow peaks at x = ±c. It has simple poles at
±

c2 ± kiω, k = 1, 2, 3, . . . . (14)
We interpolate f1(x) by a polynomial pn−1(x) in the zeros of Tn(x) and by a rational function pn−1(x)/πm(x) in the zeros of
Tn(x). Here we take n = 4, 8, 16, . . . , 80 and m = n − 4. The zeros of π4j(x), i.e. the poles of the rational interpolant, are
given by the numbers (14) for k = 1, . . . , j.
Fig. 1 shows f1(x) together with the interpolation error for polynomial and rational interpolation, for the case c = 0.6
and ω = 0.01. Since f1(x) is very close to zero for x away from ±c , and bounded by 1, we show the absolute error and not
the relative error.
It is clear that the knowledge of the poles enables us to dramatically improve the interpolation process by using rational
interpolants. In both the polynomial case and the rational case, the difference between using the zeros or the extrema is
negligible, so we do not show the latter.
In the next example we take
f2(x) =

1
2
erf
x√
2ε
+ 3
2

e−x.
This is an entire function, but for small ε the error function causes a steep interior layer, as illustrated in the left side of Fig. 2.
As explained in [6], we can model this behaviour by taking the poles from a Padé approximant to the error function. Fig. 3
shows the location of 38 poles obtained from a (40, 40) Padé approximant (two poles were inside the interval [−1, 1] and
were thus discarded). Nowwe take n = 10, 14, 18, . . . , 46 andm = n− 10. For both polynomial and rational interpolation
we use the extrema instead of the zeros. The results are shown in the right part of Fig. 2.
6. Conclusion
In this paperwe discussed in detail the computation of near-best interpolation points for fixed pole rational interpolation,
togetherwith the corresponding barycentricweights. These interpolation points can be either zeros or extremaof Chebyshev
rational functions, analogous to the polynomial case. In both cases, the points and weights are easily obtained from a simple
tridiagonal generalised eigenvalue problem.
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Fig. 2. The function f2(x) for ε = 0.0001.
Fig. 3. Poles used in the rational approximation of f2(x).
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