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Abstract
Bloch-Okounkov studied certain functions on partitions f called shifted
symmetric polynomials. They showed that certain q-series arising from these
functions (the so-called q-brackets 〈f〉q) are quasimodular forms. We revisit a
family of such functions, denoted Qk, and study the p-adic properties of their
q-brackets. To do this, we define regularized versions Q
(p)
k for primes p. We also
use Jacobi forms to show that the
〈
Q
(p)
k
〉
q
are quasimodular and find explicit
expressions for them in terms of the 〈Qk〉q.
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1 Introduction and statement of results
In [1], Serre introduced the theory of p-adic modular forms, which are p-adic limits
of compatible families of q-expansions of classical level one modular forms. The first
example of this phenomenon comes from the Eisenstein series
Gk(τ) := −
Bk
2k
+
∞∑
n=1
σk−1(n)q
n ∈ M˜k,
where k is a positive even integer, τ ∈ H, q = e2πiτ , Bk is the kth Bernoulli number,
σk−1(n) is the sum of the k − 1 powers of the divisors of n, and M˜k is the space of
weight k quasimodular forms. For primes p ≥ 5, we regularize Gk to
G
(p)
k (τ) :=
−B
(p)
k
2k
+
∑
n≥1
σ
(p)
k−1(n)q
n = Gk(τ) − p
k−1Gk(pτ) ∈ M˜k(p),
where
σ
(p)
k−1(n) :=
∑
d|n,(d,p)=1
dk−1, and B
(p)
k := (1− p
k−1)Bk.
In order to find congruences for these regularized Eisenstein series, we recall Euler’s
theorem, which says that if (a, n) = 1 then aφ(n) ≡ 1 (mod n), where
φ(n) := #{k ∈ Z, 1 ≤ k ≤ n, (n, k) = 1}
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is Euler’s totient function. Together, Euler’s theorem and the Kummer congruences
for the Bernoulli numbers give the following: if k1, k2 6≡ 0 (mod p− 1), then
G
(p)
k1
≡ G
(p)
k2
(mod pr) whenever k1 ≡ k2 (mod φ(p
r)).
Since we also have that G
(p)
k ≡ Gk (mod p
r) whenever k > r, this makes
G
(p)
k = limr→∞
Gk+φ(pr)
into a p-adic modular form for k 6≡ 0 (mod p − 1). Note that if instead k ≡ 0
(mod p−1), then the constant term is not p-integral, but the normalized Eisenstein
series Ek(τ) satisfies Ek(τ) ≡ 1 (mod p
r) whenever k ≡ 0 (mod φ(pr)).
Katz [2] and others have reformulated and expanded this theory to consider p-adic
modular forms as p-adic analytic functions on elliptic curves. However in this paper
we will only consider p-adic modular forms in the sense of Serre.
In this article, we wish to examine the p-adic properties of certain quasimodular
forms 〈Qk〉q and show that they are in many ways analogous to the Eisenstein series
Gk and fit into Serre’s framework.
Let P be the set of all integer partitions. For any function f : P → Q, we define
the “q-bracket of f” to be the following formal power series obtained by “averaging”:
〈f〉q :=
∑
λ∈P f(λ)q
|λ|∑
λ∈P q
|λ|
= η(τ)
∑
λ∈P
f(λ)q|λ|−1/24, (1)
where |λ| denotes the size of a partition λ and η(τ) is Dedekind’s eta-function.
A result of Bloch and Okounkov [3] gives that for a large class of functions f :
P → Q, called shifted symmetric polynomials, the q-series 〈f〉q is a quasimodular
form on the full modular group. The space of shifted symmetric polynomials is
generated by functions Qk, which we will define explicitly in Section 2; the first few
are given by
Q0(λ) = 1, Q1(λ) = 0, Q2(λ) = |λ| − 1/24, . . . .
Note that we use the same letter Qk to denote both this function and the corre-
sponding generator of the formal polynomial algebra
R = Q[Q1, Q2, . . . ]
in infinitely many variables. Then any element
f = f(Q1, Q2, . . . ) ∈ R
can be considered as a function on partitions by setting
f(λ) = f(Q1(λ), Q2(λ), . . . )
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and we can speak of its q-bracket 〈f〉q. We give R a grading by assigning to Qk the
weight k. Then the Bloch-Okounkov Theorem states that for f ∈ R homogeneous
of grading k, 〈f〉q is a quasimodular form of weight k on the full modular group. In
their paper, Bloch and Okounkov also defined so-called n-point correlation functions
which are related to 〈Qk〉q , and gave a formula for them involving derivatives of a
theta function. We will use a special case of this result in equation (7) of Section 4.
Zagier revisited this work in [4], giving a significantly shorter proof of the Bloch-
Okounkov Theorem and studying additional properties of the q-bracket.
In Section 2, we will define a normalization Qk of 〈Qk〉q and a regularization Q
(p)
k
of Qk at the prime p ≥ 5 with the property that
Q
(p)
k ≡ Qk (mod p
k−1). (2)
We will show the following about these q-series.
Theorem 1.1 Let p ≥ 5 be prime.
(a) If k1, k2 6≡ 0 (mod p − 1), then Q
(p)
k1
≡ Q
(p)
k2
(mod pr) whenever k1 ≡ k2
(mod φ(pr)).
(b) If k 6≡ 0 (mod p− 1), then Q
(p)
k is a p-adic modular form.
(c) If p > k, then the modulo p filtration of Q
(p)
k (and Qk) is k(p+ 1)/2.
(d) The q-series Q
(p)
k is a quasimodular form of weight k on Γ0(p
2).
(e) We have that Q
(p)
k (τ) = Qk(τ) − p
k−1Qk(p
2τ) − pk−1f
(p)
k , where f
(p)
k is given
explicitly in Section 4. In particular, f
(p)
k is supported on q
N with
(
2
p
)
=
(
N
p
)
.
Remark In [5], Lopez studied the functions
〈
Q2n3
〉
q
and showed that they also
satisfy parts (a) and (b) of our theorem. It seems likely that other products of the
Qk yield quasimodular forms which satisfy similar p-adic properties.
Example Consider the case where p = 5. We have that the normalized q-bracket
Q2 and its regularization Q
(5)
2 are
Q2 =
−1
24
+ q + 3q2 + 4q3 + 7q4 + 6q5 + 12q6 + 8q7 + 15q8 + 13q9
+O(q10) ∈ M˜2 and
Q
(5)
2 =
1
6
+ q + 3q2 + −1q3 + 7q4 + 6q5 + 12q6 + 13q7 + 0q8 + 13q9
+O(q10) ∈ M˜2(25).
Here, we have marked the terms above whose coefficients disagree; in accordance
with part (e) of Theorem 1.1, we see that this occurs only when
(
N
5
)
= 0,−1.
Since 2 ≡ 22 (mod φ(25)), we also give the weight 22 forms, which part (e) guar-
antees must differ from each other on the same powers of q:
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Q22 = −162912981133/552 + q + 10460353203q
2+ 476837158203124q3
+ 558545864083284007q4+ 109418989121052006006q5
+ 7400249944258160101212q6+ 247064528596613234501288q7
+ 4987885095119476318359375q8 + 69091933354462879257896413q9
+O(q10) ∈ M˜22 and
Q
(p)
22 = 19420740739464719098414873/138 + q + 10460353203q
2+ −q3
+ 558545864083284007q4+ 109418989121052006006q5
+ 7400249944258160101212q6+ 247064529073450392704413q7
+ 0q8 + 69091933354462879257896413q9+ O(q10) ∈ M˜22(25).
Notice that in accordance with part (a) of Theorem 1.1 and (2), we have that
Q22 ≡ Q
(5)
22 ≡ Q
(5)
2 (mod 25).
In Section 2, we will explicitly define the functions Qk : P → Q, as well as Q
(p)
k
and various other functions. In Section 3, we will prove parts (a)-(c) of Theorem 1.1.
In Section 4, we will make a connection to the theory of Jacobi forms in order to
prove parts (d) and (e) of Theorem 1.1.
2 Preliminary Definitions
2.1 Definitions of Pk(λ), Qk(λ), and Qk(τ)
First, we must define the functions Qk : P → Q of Bloch and Okounkov (as de-
scribed by Zagier in [4]). For a partition λ ∈ P , we first consider the Frobenius
coordinates of λ, which are given by
(r; a1, . . . , ar; b1, . . . , br),
where r is the length of the longest diagonal in the Young diagram of λ (i.e., r
is the size of the Durfee square of λ) and a1, . . . ar (resp., b1, . . . , br) are the arm-
lengths (resp., leg-lengths) of the cells on this diagonal. For example, the partition
λ = (4, 3, 1) has Frobenius coordinates (2; 3, 1; 2, 0) as seen in the Young diagram
below.
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We then define the set
Cλ := {−b1 − 1/2, . . . ,−br − 1/2, ar + 1/2, . . . , a1 + 1/2}
and for each integer k ≥ 0, define Pk(λ) ∈ Z[
1
2 ] by
Pk(λ) :=
∑
c∈Cλ
sgn(c)ck.
Finally, we define the Qk(λ) ∈ Q by Q0(λ) := 1 and for all k > 0,
Qk(λ) :=
Pk−1(λ)
(k − 1)!
+ βk,
where βk is defined by
z/2
sinh(z/2) =
∑∞
n=0 βnz
n (or equivalently, βk =
−Bk(2
k−1−1)
2k−1k!
for all k).
The aforementioned theorem of Bloch and Okounkov [3] implies that the q-bracket
(as defined in 1) of Qk is a quasimodular form for all non-negative integers k. We
will work with
Qk(τ) := 2
k−2(k − 1)! 〈Qk〉q ,
which is normalized so that all of the coefficients of the q-series besides the constant
term are integral.
2.2 Definitions of P
(p)
k (λ), Q
(p)
k (λ), and Q
(p)
k (τ)
For primes p ≥ 2, we follow Serre and define the regularizations
P
(p)
k (λ) :=
∑
c∈Cλ,
gcd(2c,p)=1
sgn(c)ck for k ≥ 0,
Q
(p)
0 (λ) := 1−
1
p
, and
Q
(p)
k (λ) :=
P
(p)
k−1(λ)
(k − 1)!
+ β
(p)
k for k > 0,
where β
(p)
k := βk(1 − p
k−1). Analogously to our normalization Qk of 〈Qk〉q, we
define
Q
(p)
k (τ) := 2
k−2(k − 1)!
〈
Q
(p)
k
〉
q
.
Remark By matching up conjugate partitions, we can see that Qk(τ) and Q
(p)
k (τ)
equal zero for odd k.
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3 Congruences and p-adic modular forms
3.1 Congruences
Now we will show that our regularizations Q
(p)
k (τ) satisfy congruences analogous
to those which are known for the Eisenstein series, proving parts (a) and (b) of
Theorem 1.1. We focus on weights k that are not multiples of p− 1, as that is when
the constant term of Q
(p)
k is p-integral. Note that this implies that p ≥ 5.
Theorem (part (a) of Theorem 1.1) Let k1, k2 6≡ 0 (mod p − 1). Then we have
that
Q
(p)
k1
≡ Q
(p)
k2
(mod pr)
whenever k1 ≡ k2 (mod φ(p
r)).
Proof By Euler’s Theorem, we get that
2k1−1P
(p)
k1−1
(λ) ≡ 2k2−1P
(p)
k2−1
(λ) (mod pr).
Since
2k−2(k − 1)!Q
(p)
k (λ) = 2
k−2P
(p)
k−1(λ) + 2
k−2(k − 1)!β
(p)
k
and
2k−2(k − 1)!β
(p)
k = −
B
(p)
k (2
k−1 − 1)
2k
,
the Kummer congruences imply that
2k1−2(k1 − 1)!Q
(p)
k1
(λ) ≡ 2k2−2(k2 − 1)!Q
(p)
k2
(λ) (mod pr).
These congruences carry over to
Q
(p)
k = η(τ)
∑
λ∈P
2k−2(k − 1)!Q
(p)
k (λ)q
|λ|−1/24.
3.2 p-adic modular forms
Now, we will use these congruence results to show that our regularizations Q
(p)
k are
p-adic modular forms. As before, we focus on weights k that are not multiples of
p− 1. First, we define a p-adic modular form.
Definition 1 We say that f =
∑
anq
n ∈ Qp[[q]] is a p-adic modular form if there
exists fi ∈Mki with rational coefficients which converge uniformly to the coefficients
of f in Qp. In this situation, we write fi → f .
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Remark If fi → f , it can be shown that the weights ki converge in the weight
space X. For p > 2, we have that
X = lim
←−
Z/φ(pm)Z.
Remark Every level pn modular form is a level 1 p-adic modular form of the
same weight. This includes for instance the regularized Eisenstein series G
(p)
k for
p ≥ 5, k 6≡ 0 (mod p− 1). In this case, we can see that Gk+φ(pi) → G
(p)
k .
Note that since E2, E4, E6 are p-adic modular forms, all quasimodular forms are
too. Thus, since we will show that the Q
(p)
k ’s are quasimodular in Section 4, we will
have that they are p-adic modular forms as well. However, we can also show this
using the above congruences, which give them as p-adic limits of the Qk’s.
Theorem (part (b) of Theorem 1.1) Let p ≥ 5 and k 6≡ 0 (mod p− 1). Then we
have that Q
(p)
k is a p-adic modular form of weight k, with
lim
i→∞
Qk+φ(pi) = Q
(p)
k .
Proof For i ≥ 1, we have that
gi := Qk+φ(pi) ≡ Q
(p)
k (mod p
i),
and so gi → Q
(p)
k p-adically. Since the gi are quasimodular, they are p-adic modular
forms, and hence the Q
(p)
k are too.
Remark If k ≡ 0 (mod p − 1), then B
(p)
k is not p-integral and hence we do not
get congruences for the constant term of Q
(p)
k . However, just as with the Eisenstein
series, we can renormalize so that the constant term is one. Kummer’s congruences
for the Bernoulli numbers imply that the resulting functions will also converge p-
adically. In the special case k = 0, the result converges p-adically to 1.
3.3 Filtration
In addition to studying p-adic modular forms, we can also study modulo-p modular
forms. One of the most important properties of modulo-p modular forms are their
filtration. See [1] for more details.
Definition 2 Let p ≥ 5. The filtration of f ∈ Fp[[q]] is denoted as w(f) and
is defined to be the smallest integer k such that f is the modulo p reduction of a
modular form of weight k and level 1 with coefficients in Q ∩ Zp.
Theorem (part (c) of Theorem 1.1) If p > k then the modulo p filtration of Q
(p)
k
(and Qk) is k(p+ 1)/2.
Proof First, note that Qk ≡ Q
(p)
k (mod p) since they only differ modulo higher
powers of p. Thus they must have the same filtration.
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We may write Qk as a polynomial of degree k/2 in G2, and Theorem 2 of [4] gives
us the leading coefficient:
Qk =
(k − 1)!! 8k/2−1
k/2
G
k/2
2 + lower degree terms in G2,
where (k − 1)!! = 1 × 3 × · · · × (k − 1). Note that since p > k, the leading
coefficient (k−1)!! 8
k/2−1
k/2 must be nonzero modulo p. Also, it is well-known that
w(Gi2) = iw(G2) = i(p+ 1) for all i ≥ 1. Thus the filtration of
(k−1)!! 8k/2−1
k/2 G
k/2
2 is
k(p + 1)/2, and the filtrations of the “lower degree terms” are strictly smaller. It
follows that the filtration of Qk is k(p+ 1)/2, as desired.
4 Jacobi forms and the quasimodularity of Q
(p)
k
In this section we will show that Q
(p)
k (τ) is quasimodular for every prime p and
non-negative integer k. We define certain auxiliary functions F (z, τ) and F (p)(z, τ)
which are generating functions for the q-brackets Qk(τ) and Q
(p)
k (τ), and we show
these functions are Jacobi forms. We then make use of the theory of Jacobi forms
to prove our quasimodularity result.
4.1 Definitions of F (z, τ) and F (p)(z, τ)
In order to better understand Q
(p)
k (τ), we first define the function F : C× H → C
and its regularization F (p) by
F (z, τ) :=
1
2
∑
k≥0
〈Qk〉q (4πiz)
k−1 and (3)
F (p)(z, τ) :=
1
2
∑
k≥0
〈
Q
(p)
k
〉
q
(4πiz)k−1, (4)
where we set q = e2πiτ and ζ = e2πiz .
We can describe the function F (p)(z, τ) in terms of F (z, τ) as follows.
Proposition 4.1 Using the notation given above, we have that
F (p)(z, τ) = F (z, τ)−
1
p
p−1∑
j=0
F (z + j/p, τ).
Proof First we claim that
F (z; τ) =
1
2(ζ − ζ−1)
+
η(τ)
2
∑
λ∈P
∑
c∈Cλ
sgn(c)ζ2cq|λ|−1/24 and (5)
F (p)(z; τ) =
1
2
(
1
ζ − ζ−1
−
1
ζp − ζ−p
)
+
η(τ)
2
∑
λ∈P
∑
c∈Cλ,
gcd(2c,p)=1
sgn(c)ζ2cq|λ|−1/24. (6)
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Equation (5) follows by differentiating and evaluating at z = 0; for all integers k ≥ 1
we have(
d
dz
)k−1(
η(τ)
2
∑
λ∈P
∑
c∈Cλ
sgn(c)ζ2cq|λ|−1/24
)∣∣∣∣∣
z=0
=
η(τ)
2
∑
λ∈P
∑
c∈Cλ
sgn(c)(4πic)k−1q|λ|−1/24
=
η(τ)
2
∑
λ∈P
(4πi)k−1Pk−1(λ)q
|λ|−1/24.
Using the equation 4πizζ−ζ−1 =
∑∞
n=0 βn(4πiz)
n, we see that
(
d
dz
)k−1(
1
2(ζ − ζ−1)
−
1
8πiz
)∣∣∣∣∣
z=0
=
(
d
dz
)k−1(
1
8πiz
∞∑
n=0
βn(4πiz)
n −
1
8πiz
)∣∣∣∣∣
z=0
=
1
2
(k − 1)!(4πi)k−1βk.
Together these imply that
1
2(ζ − ζ−1)
+
η(τ)
2
∑
λ∈P
∑
c∈Cλ
sgn(c)ζ2cq|λ|−1/24
=
1
2
∑
k≥0
〈Qk〉q (4πiz)
k−1
= F (z, τ).
Equation (6) holds by a similar argument.
A direct calculation using (5) shows that
F (z, τ)−
1
p
p−1∑
j=0
F (z + j/p, τ) =
1
2
(
1
ζ − ζ−1
−
1
ζp − ζ−p
)
+
η(τ)
2
∑
λ∈P
∑
c∈Cλ,
gcd(2c,p)=1
sgn(c)ζ2cq|λ|−1/24
= F (p)(z; τ)
4.2 Jacobi forms
It turns out that F (z; τ) and F (p)(z; τ) are meromorphic Jacobi forms. In order to
define Jacobi forms, we begin by defining the Petersson slash operator for Jacobi
forms. Given a matrix γ =
(
a b
c d
)
∈ SL2(Z) and a function φ(z; τ) : C×H → C,
define the weight k index m slash operator by
(φ|k,mγ) (z; τ) := (cτ + d)
−ke
(
−cmz2
cτ + d
)
φ
(
z
cτ + d
;
aτ + b
cτ + d
)
,
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where e(α) := e2πiα.
Jacobi forms are invariant under the action of matrices with respect to the slash
operator and elliptic transformations.
Definition 3 If k and m are integers, a holomorphic Jacobi form of weight k and
index m for some subgroup Γ of SL2(Z) is a holomorphic function
φ(z; τ) : C×H→ C
which satisfies the following properties:
1 for every γ ∈ Γ,
(φ|k,mγ) (z; t) = φ(z; τ),
2 for every pair of integers a and b,
φ (z + aτ + b; τ) = e(−m(a2τ + 2az))φ(z; τ),
3 and the function φ(z; τ) has a Fourier expansion of the form
φ(z; τ) =
∑
n,r∈Z
n≥ r
2
4m
c(n, r)qnζr.
We refer to the variable z in the definition above as the elliptic variable and to τ
as the modular variable.
A meromorphic Jacobi form is a function which satisfies properties (1), (2), and
(3) in the definition above, but is required only to be meromorphic in the elliptic
variable and weakly holomorphic in the modular variable–that is for fixed z, the
function τ 7→ φ(z; τ) is holomorphic on H and meromorphic at the cusps of H/Γ.
For more details on Jacobi forms, see [6].
Proposition 4.2 The functions F (z; τ) and F (p)(z; τ) are meromorphic Jacobi
forms of weight 1 and index −2 for SL2(Z) and Γ0(p
2) respectively, with simple
poles at the points z ∈ 12Z⊕
τ
2Z, and z ∈
1
2pZ⊕
τ
2Z respectively.
Proof In Section 6 of [3], Bloch and Okounkov prove that
F (z, τ) =
(q)2∞
(ζ − ζ−1)(qζ2)∞(qζ−2)∞
=
η(q)3
2θ1(2z; q)
, (7)
where θ1(z; τ) is the standard theta function
θ1(z; τ) :=
∑
n∈Z
(−1)nq(n+1/2)
2/2ζn+1/2.
Although the definition given above only allows for Jacobi forms of integer weight
and index, it can be modified to allow Jacobi forms of half integer weight and index,
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although care must be taken with the square root. The function θ1 defined above is
a holomorphic function with simple zeros at the points z ∈ Z⊕ τZ, and transforms
like a Jacobi form of weight 1/2 and index 1/2 for SL2(Z) with a multiplier. In
particular we have that
θ1(z/τ ;−1/τ) = −i(−iτ)
1/2e
(
z2
2τ
)
θ1(z; τ).
Taking into account the change of variable, these facts together imply the propo-
sition for F (z; τ).
To prove the proposition for F (p)(z; τ), we use Proposition 4.1 and consider the
individual components F (z+ j/p; τ). Using the Jacobi form transformation laws we
find that if
(
a b
c d
)
∈ Γ0(p
2), then
F
(
z
cτ + d
+ j/p;
aτ + b
cτ + d
)
= (cτ + d) e
(
−2c
(z + j(cτ + d)/p)
2
cτ + d
)
F
(
z +
jc
p
τ +
jd
p
; τ
)
= (cτ + d) e
(
−2c
z2
cτ + d
− 2
j2cd
p2
)
F
(
z +
jd
p
; τ
)
.
Since p2 divides c, the action of the matrix simply permutes these terms, leaving
only the expected automorphy factor, (cτ + d) e
(
−2c z
2
cτ+d
)
.
4.3 Showing quasimodularity
In this section, we will prove the following.
Theorem (part (d) of Theorem 1.1) Let p ≥ 5 be prime. Then we have that
Q
(p)
k ∈ M˜k(p
2).
We have defined the functions F and F (p) so that the q-brackets and regularized
q-brackets arise from derivatives of these functions. Although derivatives of Jacobi
forms are not generally Jacobi forms themselves, there is a certain differential op-
erator Ym which preserves the modularity properties, but sacrifices holomorphicity.
Let Ym be the Jacobi raising operator defined as follows (see [7, pg. 43], or [8, Def.
2.5]):
Ym(φ) :=
1
2πi
∂φ
∂z
+ 2m
Im z
Im τ
φ
for all meromorphic φ(z; τ) : C×H→ C.
Proposition 4.3 (Berndt, Schmidt) The operator Ym commutes with the action
of the slash operator but increases the weight by 1, so that if
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γ =
(
a b
c d
)
∈ SL2(Z), and φ(z; τ) is any real-analytic function φ(z; τ) : C×H→ C,
then
Ym (φ|k,mγ) = (Ymφ) |k+1,mγ.
Therefore, if φ transforms like a Jacobi form of weight k and index m, then Ym(φ)
transforms like a Jacobi form of weight k + 1 and index m.
Proof Let φ′(z; τ) := 12πi
∂
∂zφ(z; τ). Using the definitions above we have
Ym (φ|k,mγ) = (cτ + d)
−ke
(
−cmz2
cτ + d
)[
φ′
(
z
cτ + d
;
aτ + b
cτ + d
)
(cτ + d)−1
+
(
−
2cmz
cτ + d
+ 2m
Im z
Im τ
)
φ
(
z
cτ + d
;
aτ + b
cτ + d
)]
.
A short (but slightly messy) calculation shows that
Im zcτ+d
Im aτ+bcτ+d
= −cz + (cτ + d)
Im z
Im τ
,
which allows us to turn the above equation into
Ym (φ|k,mγ) = (cτ + d)
−k−1e
(
−cmz2
cτ + d
)[
φ′
(
z
cτ + d
;
aτ + b
cτ + d
)
+2m
Im zcτ+d
Im aτ+bcτ+d
φ
(
z
cτ + d
;
aτ + b
cτ + d
)]
= (Ymφ) |k+1,mγ
as desired.
Eichler and Zagier show that the Taylor coefficients with respect to the elliptic
variable of a holomorphic Jacobi forms are quasimodular forms [6]. The idea is as
follows: suppose φ(z; τ) is any function which is invariant under the slash opera-
tor |k,m. If φ(0, τ) is defined, than the transformation laws imply this function in
τ transforms like a weight k modular form. Thus, if Φ(z; τ) is a holomorphic Ja-
cobi form of index m, then Y nm(Φ)(0; τ) transforms like a modular form. It is not
difficult then to see that the holomorphic component
(
1
2πi
∂
∂z
)n
(Φ)(0; τ) must be
quasimodular.
Unfortunately, F and F (p) both have poles at z = 0. We can work around this
problem by taking a residue at z = 0, however we must be careful how we do
this. The following procedure is similar to that followed by other authors, including
Bringmann and Folsom [9, Section 3] and Olivetto [10]. Suppose G(z) is any function
which is real-analytic near z = 0 with a singularity of at most finite order at 0 (i.e
there is some positive integer j such that |z|2jG(z) is real-analytic in a neighborhood
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of 0). ThenG(z) can be written as a Laurant series in z and z, or in polar coordinates
by setting z = r e2πiθ and z = r e−2πiθ. Then we define Res
z=0
1
z
G(z) to be the limit
of the integral
Res
z=0
1
z
G(z) := lim
r→0
1
2πi
∫ 1
0
G(re2πiθ)
r e2πiθ
r de2πiθ = lim
r→0
∫ 1
0
G(re2πiθ)dθ
whenever this limit exists. This limit will converge so long as no term in the Laurant
series expansion forG(z) at 0 is a negative power of zz. In our case the denominators
will only have powers of the holomorphic variable.
Proposition 4.4 Suppose φ(z; τ) : C×H→ C is a function which is real-analytic
in z near z = 0 with at most a singularity of finite order at z = 0 and which
transforms like a weight k index m Jacobi form on Γ. If the residue
Res
z=0
1
z
e
(
mz
imz
imτ
)
φ(z; τ)
exists, then it transforms in τ like a modular form of weight k for Γ.
Proof We begin by noting that the function Φ(z; τ) := e
(
mz imzimτ
)
φ(z; τ) has a
particularly clean transformation law:
Φ
(
z
cτ + d
;
aτ + b
cτ + d
)
= (cτ + d)kΦ(z; τ).
This follows from the identity
cz2
cτ + d
+
z
cτ + d
im zcτ+d
imaτ+bcτ+d
= z
imz
imτ
.
As above, set z = re2πiθ , and let
R(τ) := Resz=0
1
z
Φ(z; τ) = lim
r→0
∫ 1
0
Φ(z; τ)dθ.
Then if we let z′ = z(cτ + d) = r′e2πiθ
′
, we have that
R
(
aτ + b
cτ + d
)
= lim
r→0
∫ 1
0
Φ
(
z;
aτ + b
cτ + d
)
dθ
= (cτ + d)k lim
r′→0
∫ 1
0
Φ (z′; τ) dθ′
= (cτ + d)kR(τ).
We are now ready to prove part (d) of Theorem 1.1.
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Proof of Theorem 1.1(d) Let Q˜k(τ) and Q˜
(p)
k (τ) be the results of applying Proposi-
tion 4.4 to the functions Y k−1−2 F (z; τ) and Y
k−1
−2 F
(p)(z; τ) respectively. The definition
of Y−2 implies that Q˜k(τ) is a function of y := imτ and τ , and can be written in
the form
Q˜k(τ) =
k−1∑
j=0
(
1
y
)j
fj(τ),
as a polynomial in 1/y whose coefficients, fm, are holomorphic q-series. In fact
we see that f0 = 2
k−1Qk(τ), and each of the remaining fm can be written in
terms derivatives of brackets Qℓ(τ) with ℓ < k. Since Q˜k(τ) transforms like a
modular form, it follows that Qk(τ) ∈ M˜k. A nearly identical argument holds for
Q˜
(p)
k (τ); since Q˜
(p)
k (τ) transforms like a modular form for Γ0(p
2), we must have that
Q
(p)
k (τ) ∈ M˜k(p
2). This completes the proof of Theorem 1.1 (d).
4.4 Finding an explicit expression
Just as we can write G
(p)
k in terms of Gk, we can writeQ
(p)
k in terms of Qk. However,
there is an extra correction term
Theorem (part (e) of Theorem 1.1) Let p ≥ 5 be prime. We have that
Q
(p)
k (τ) = Qk(τ) − p
k−1Qk(p
2τ) − pk−1f
(p)
k ,
where
f
(p)
k := −
∑
n≥1
(n,p)=1
∑
M≥0
(−1)n(2M + 1)k−1q
n2+np(2M+1)
2 .
Proof The function F (z; τ) is closely related to the partition crank generating func-
tion, which is given [11, 12] by
C(z; τ) :=
∏
n≥1
1− qn
(1 − ζqn)(1 − ζ−1qn)
=
1− ζ
(q)∞
∑
n∈Z
(−1)nq
n(n+1)
2
1− ζqn
.
Using this identity, we obtain an alternative expression for F,
F (z; τ) = −
1
2
ζ
∑
n∈Z
(−1)nq
n(n+1)
2
1− ζ2qn
=
1
2
1
ζ − ζ−1
−
1
2
∑
n≥1
∑
m≥0
(−1)n(ζ2m+1 − ζ−2m−1)q
n(n+1)
2 +mn.
Using Proposition 4.1, we have that the difference F (z; τ)−F (p)(z; τ) simply isolates
the coefficients of powers of ζ divisible by p. When p is an odd prime, we have that
F (z; τ)− F (p)(z; τ) is given by
1
2
1
ζp − ζ−p
−
1
2
∑
n≥1
∑
M≥0
(−1)n(ζp(2M+1) − ζ−p(2M+1))q
n2+np(2M+1)
2 .
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Here we have made the substitution 2m + 1 = p(2M + 1) when p divides 2m + 1.
If we separate the terms where p divides n, F (z; τ)− F (p)(z; τ) becomes
F (pz; p2τ) −
1
2
∑
n≥1
(n,p)=1
∑
M≥0
(−1)n(ζp(2M+1) − ζ−p(2M+1))q
n2+np(2M+1)
2 . (8)
Let F˜ (p)(z; τ) := F (z; τ) − F (p)(z; τ) − 18pπiz , so that we have removed the pole
at z = 0. Then if k is even we use equation (8) above to find have that
(
1
2πi
d
dz
)k−1
F˜ (z; τ)
∣∣∣∣∣
z=0
= Qk(τ) −Q
(p)(τ)
and = pk−1Qk(p
2τ) + pk−1f
(p)
k ,
where
f
(p)
k := −
∑
n≥1
(n,p)=1
∑
M≥0
(−1)n(2M + 1)k−1q
n2+np(2M+1)
2 .
Note that since (n, p) = 1, then for the exponent N = n
2+np(2M+1)
2 we have that(
N
p
)
=
(
2
p
)
.
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