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Resumen
El proyecto de investigacio´n Agentes in-
teligentes en ambientes dina´micos tiene co-
mo objetivo general el estudio y desarrollo
de te´cnicas de Inteligencia Artiﬁcial para do-
tar de inteligencia y conocimiento a agentes
inmersos en mundos virtuales, interactivos y
dina´micos.
Diferentes l´ıneas de investigacio´n conﬂu-
yen en este proyecto. Entre ellas se encuen-
tran planiﬁcacio´n, tecnolog´ıas del lenguaje
humano, ingenier´ıa de conocimiento y juegos.
El presente trabajo se enmarca en la l´ınea
planiﬁcacio´n. El objetivo ﬁnal es desarrollar
un mo´dulo de tratamiento y gestio´n de me-
tas para maximizar las caracter´ısticas de au-
tonomı´a de un agente planiﬁcador en un am-
biente dina´mico.
Palabras Clave: Agentes Inteligentes,
Planeamiento, Planificacio´n Continua,
Tratamiento de Metas.
Contexto
Este trabajo esta´ parcialmente ﬁnanciado
por la Universidad Nacional del Comahue,
en el contexto del proyecto de investigacio´n
Agentes inteligentes en ambientes dina´micos
(04/F006).
El proyecto de investigacio´n tiene prevista
una duracio´n de cuatro an˜os, desde enero del
2013 hasta diciembre de 2016.
1. Introduccio´n
En todo ambiente relevante, el dinamis-
mo del entorno provoca, usualmente, que los
agentes deban adaptarse a nuevas situacio-
nes y resolver problemas impredecibles para
poder alcanzar los objetivos ﬁnales. Por otra
parte, los agentes suelen tener restricciones
de tiempo para adecuarse a los cambios cons-
tantes en el entorno en el que actu´an.
La Planiﬁcacio´n Continua[10] es considera-
da una alternativa para trabajar en ambien-
tes no determin´ısticos o cambiantes. Bajo es-
ta alternativa, el agente se encuentra en un
entorno dina´mico formulando nuevas metas,
planiﬁcando y actuando de manera constan-
te. Un planiﬁcador continuo como el propues-
to en [7] brinda al agente un comportamiento
tanto deliberativo como reactivo, dependien-
do de la situacio´n.
La mayor parte de los mecanismos para el
tratamiento de metas en ambientes dina´mi-
cos plantean que existen restricciones y con-
diciones sobre las metas que el agente de-
be evaluar[4, 6, 9]. El agente debe tener au-
tonomı´a para saber co´mo actuar ante estos
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eventos inesperados[14]. Por ejemplo, consi-
deremos un agente que entrega paquetes. Si
la direccio´n donde debe entregar el paquete
no existe ma´s, entonces el agente deber´ıa ser
capaz de buscar alguna alternativa.
En [13] presentamos tres estrategias de
tratamiento de metas en planiﬁcacio´n conti-
nua, estas son: Transformacio´n de Metas[2,
12], Generacio´n de Metas[3] y Gestio´n de
Metas[5, 1]. El estudio de estas estrategias
de tratamiento de metas para agentes plani-
ﬁcadores en ambientes dina´micos apunta a
maximizar las caracter´ısticas de autonomı´a
del agente y de adaptacio´n al ambiente en
que actu´a. El objetivo de este trabajo es pre-
sentar las diferencias y similitudes que encon-
tramos entre las estrategias analizadas.
Las estrategias de gestio´n y generacio´n de
metas asocian a cada objetivo una medida de
importancia o prioridad (la gestio´n de metas
tambie´n asocia una medida de urgencia). La
transformacio´n de metas no contempla ca-
racter´ısticas adicionales para las metas, pe-
ro calcula un conjunto de metas transforma-
das relevantes sobre la original. Por esto u´lti-
mo se dice que bajo este enfoque las metas
son mutables porque pueden transformarse
en otras similares dependiendo de los cam-
bios del entorno.
La gestio´n de metas permite al agente se-
leccionar aquellas metas que le proporcionan
una mayor utilidad. Esto es, las metas son
analizadas por medio de los atributos asocia-
dos y de esta manera llegan al conjunto de
metas activas. La transformacio´n de metas
recibe los objetivos, y en el caso de que los
cambios en el ambiente provoquen que ya no
sean alcanzables, aplica una transformacio´n
buscando siempre una utilidad equivalente.
Por otro lado, la generacio´n de metas es-
tablece que un deseo se convierte en una me-
ta cuando es reunido con otras condiciones
que hacen posible que el agente actu´e. Ba-
jo este enfoque se distinguen dos conjuntos
de proposiciones ato´micas, el conjunto D de
todos los posibles deseos y el conjunto K de
todos los posibles ı´tems de conocimiento. Un
deseo no es una pieza de conocimiento y vi-
ceversa. De todas formas, los deseos pueden
depender de los conocimientos, mientras que
los conocimientos nunca pueden depender de
los deseos. La generacio´n de metas determi-
na las metas a adoptar considerando tanto
la conﬁabilidad del origen de la informacio´n,
as´ı como analizando la relevancia de los co-
nocimientos. El te´rmino relevancia represen-
ta la importancia que tiene un conocimiento
sobre otro para adoptar un deseo. Suponga-
mos que queremos comprar una heladera (ch)
y que dicha decisio´n esta´ condicionada a que
tenga freezer (tf) y sea de color gris (hg). Si tf
es ma´s relevante que hg , entonces aunque la
heladera sea blanca, siempre que tenga free-
zer, se asumir´ıa la meta.
La generacio´n de metas analiza cada deseo
y las condiciones actuales para determinar
si puede adoptar una meta; podr´ıamos decir
que determina el conjunto de metas con el
que va a trabajar. En el caso de la transfor-
macio´n de metas, si bien tiene el conjunto de
metas a llevar adelante puede decidir el con-
junto de metas transformadas. La gestio´n de
metas trabaja con un conjunto de metas, ya
sea descartando, suspendiendo o reactivando
las mismas durante el proceso. Para realizar
esta tarea se basa en los atributos asociados
a las metas que var´ıan de acuerdo a las con-
diciones actuales del ambiente y a las necesi-
dades del agente.
Los tres enfoques buscan garantizar un
buen uso de recursos dado que no se pla-
niﬁcara´ para metas que se crean no realiza-
bles con las condiciones actuales del ambien-
te. Siempre buscan generar la mayor utilidad
para el agente. A su vez no hay restriccio-
nes respecto a la relacio´n que existe entre las
metas, es decir pueden ser independientes o
estar interrelacionadas.
Otro enfoque tambie´n interesante y que
puede ser considerado como una combinacio´n
de transformacio´n y de generacio´n de metas
se denomina formulacio´n de metas. La for-
mulacio´n de metas[14, 11] establece que mu-
chos agentes auto´nomos, ante cambios impre-
vistos en el ambiente, tratan de replantear
aquellas metas que originalmente les fueron
dadas. Lo que se busca es tener un agente que
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sea capaz de crear sus propias metas, es decir
que lleve a cabo una formulacio´n de metas.
La formulacio´n de metas proporciona al
agente la capacidad de tener en cuenta nece-
sidades internas, en lugar de solo perseguir
aquellas metas que le fueron dadas al ini-
cio (por un humano). El agente puede au-
toma´ticamente generar o´ptimos comporta-
mientos en situaciones que no fueron conside-
radas por el disen˜ador. Decimos que tiene ca-
racter´ısticas de ambos enfoques dado que el
agente puede replantear metas, consiguiendo
metas similares (transformacio´n de metas) y
tambie´n puede generar sus propias metas en
base a sus percepciones (generacio´n de me-
tas).
2. L´ıneas de Investigacio´n
y Desarrollo
El agente que implementa el Planiﬁcador
Continuo se encuentra detallado en [8]. La in-
vestigacio´n actual trata de dotar a este agen-
te de caracter´ısticas que le permitan compor-
tarse de una manera ma´s real o convenien-
te ante situaciones imposibles de anticipar y
que lo obligen a alterar el objetivo original-
mente perseguido.
Espec´ıﬁcamente, ya se esta´ trabajando en
integrar, al planiﬁcador existente, un mo´du-
lo que implementa el mecanismo de Gestio´n
de Metas. El mismo esta´ siendo implemen-
tado en el lenguaje Java. El mo´dulo tiene
dos modos de funcionamiento: Conservador
y Arriesgado. En el modo Conservador, pa-
ra determinar si una meta es emergente o no,
se utiliza principalmente la medida de urgen-
cia asociada. Adema´s, como plantea la biblio-
graf´ıa consultada, se consideran las medidas
de importancia para resolver los conﬂictos
que puedan originarse entre metas con atri-
butos pra´cticamente iguales.
Por otro lado, en el modo Arriesgado se con-
sidera en primer lugar la importancia asocia-
da a la meta para resolver si la misma resulta
emergente o no.
3. Resultados Esperados
El resultado de esta l´ınea de investiga-
cio´n intenta mejorar el comportamiento de
un agente planiﬁcador. Un tratamiento de
metas adecuado y el consecuente aumento
de autonomı´a y adaptacio´n, permitira´ que el
agente planiﬁcador pueda actuar de manera
superior frente a los eventos inesperados que
pueden ocurrir en el ambiente en el que se
desempen˜a. Si bien en un principio se plan-
tea comenzar con la implementacio´n de un
enfoque de Gestio´n de Metas, en el futuro se
espera establecer alguna combinacio´n con los
restantes enfoques analizados.
Los enfoques planteados son parte de una te-
sis de grado que se esta´ desarrollando y se
encuentra en etapa de redaccio´n. Se estima
ﬁnalizar este trabajo en el transcurso del co-
rriente an˜o.
4. Formacio´n de Recursos
Humanos
En el transcurso de este an˜o, se espera la ﬁ-
nalizacio´n de dos tesis de Licenciatura dirigi-
das por los integrantes del proyecto. Asimis-
mo, se prevee el inicio de dos tesis de grado
dirigidas y/o co-dirigidas por los miembros
del grupo.
Finalmente, se espera la consolidacio´n co-
mo investigadores de los miembros ma´s re-
cientes del equipo de investigacio´n.
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