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Abstract
We investigate the converse of Anderson’s theorem on the range-kernel orthogonality of a derivation. In
particular, we show that a pair of bounded linear operators on a Hilbert space satisfies the Fuglede–Putnam
theorem relative to the ideal of compact operators if and only if it satisfies Anderson’s inequality relative to
the same ideal.
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1. Introduction
Let H be a complex Hilbert space and letB(H) be the algebra of all bounded linear operators
on H . Given A,B ∈ B(H), we denote by δA,B the generalized derivation defined by δA,B(X) =
AX − XB (X ∈ B(H)) (we write δA if A = B). Recall that, given subspaces M and N of a
Banach space (X, ‖ · ‖),M is said to be (Birkhoff–James) orthogonal toN, denotedM ⊥N,
if ‖m + n‖  ‖n‖ for every m ∈M and n ∈N.
In [1], Anderson showed that if A ∈ B(H) is either an isometry or a normal operator then
ran δA ⊥ ker δA, where ran and ker denote the range and the kernel, respectively. Several exten-
sions of this last result have appeared in the literature over the past decade, see for instance
[2–7,10,11]. That of [3] is particularly relevant to the present work and is explained below.
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In this note we are interested in the converse of Anderson’s theorem. More precisely, we
consider the following question: Given linear operators A and B in B(H) such that ran δA,B ⊥
ker δA,B , or equivalently,
‖δA,B(Y ) + X‖  ‖X‖ (X ∈ ker δA,B, Y ∈ B(H)), (1)
what can be said about A and B?
A pair (A,B) of operators in B(H) is called Fuglede–Putnam pair (FP-pair in short) if
ker δA,B ⊆ ker δA∗,B∗ . For instance, by [9, Corollary 2], any pair (A,B) of operators in B(H)
with A hyponormal (i.e., A∗A − AA∗  0) and B cohyponormal (i.e., B∗B − BB∗  0) is a
FP-pair. Thus, in particular, any pair of normal operators on a Hilbert space is a FP-pair. This
last is essentially the statement of the classical Fuglede–Putnam theorem, which motivates this
choice of terminology.
Generalizing Anderson’s theorem in the case of normal operators, Duggal has shown that if
(A,B) is a FP-pair then ran δA,B ⊥ ker δA,B [3, Theorem(i)]. It is clear, however, that we cannot
expect every pair of operators for which Anderson’s inequality holds to be a FP-pair. For instance,
the right shift operator S : l2 → l2,∑i αiei →∑i αiei+1, being an isometry, satisfies (1), see
[1]. However, from S∗S /= SS∗ it follows that (S, S) is not a FP-pair. On the other hand, also in
[3], Duggal has shown that for 1 < p < ∞, we have ran(δA,B |Cp ) ⊥ ker (δA,B |Cp ) if and only if
(A,B) is a FP-pair ‘relative to Cp’ (see Definition 2.1 below), where Cp denotes the Schatten
p-class in B(H).
In this note we first extend this last result to the idealK(H) of compact operators on H . As
a consequence, we obtain that if A and B in B(H) satisfy (1), then there exist decompositions,
A1 ⊕ A2 and B1 ⊕ B2, of A and B, respectively, such that (A1, B1) is a generalized FP-pair and
both, (A,B2) and (A2, B), are disjoint pairs relative to the compact operators (see below for
definitions). This last should be compared with the characterization of a FP-pair given in [9].
Throughout, H denotes a complex Hilbert space and ‘projection’ always means orthogonal
(i.e., selfadjoint) projection. Given vectors h and k in H we denote by h ⊗ k the rank-one operator
defined by h ⊗ k(ξ) = 〈ξ, k〉h (ξ ∈ H).
2. Main results
We first recall the following notion which seems to be due to Cherki (see [3, p. 104, second
paragraph]).
Definition 2.1. Given an ideal I ⊂ B(H) we shall say that an ordered pair (A,B) of operators
inB(H) is a FP-pair relative toI if whenever T ∈ I and AT = T B we have that A∗T = T B∗.
Now the main result of this note reads as follows.
Theorem 2.2. Let A,B ∈ B(H). Then (A,B) is a FP-pair relative to K(H) if and only if it
satisfies Anderson’s inequality relative toK(H), that is,
‖δA,B(Y ) + X‖  ‖X‖ (X ∈ ker δA,B ∩K(H), Y ∈K(H)). (2)
First we prove the following.
Lemma 2.3. Let A,B ∈ B(H) be such that
‖δA,B(Y ) + X‖  ‖X‖ (X ∈ ker δA,B ∩K(H), Y ∈K(H)).
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Let 0 /= S ∈ ker δA,B ∩K(H) and let∑n snVn be the Schmidt decomposition of S, where s1 >
s2 > · · ·  0 are the singular values of S and (Vn) is a sequence of non-null, finite-rank, partial
isometries satisfying V ∗i Vj = 0 and ViV ∗j = 0 whenever i /= j. Then V1 ∈ ker δA,B ∩ ker δA∗,B∗ .
Proof. Since ‖δA,B(Y ) + S‖  ‖S‖ > 0 (Y ∈K(H)), there exists, by the Hahn–Banach theo-
rem, a norm-one linear functional onK(H), φ say, such that φ(S) = ‖S‖ and φ(T ) = 0 for all
T ∈ ran(δA,B |K(H)). Furthermore, as the dual ofK(H) can be isometrically identified with the
ideal C1 of trace class operators on H , there exists  ∈ C1 with trace class norm ‖‖1 = 1 so
that φ(Y ) = tr(Y ) (Y ∈K(H)). Let∑j σjuj ⊗ vj be the Schmidt decomposition of, where
(uj ) and (vj ) are orthonormal sequences in H , and σ1  σ2  · · ·  0 are the singular values of
. Note that
∑
j σj = 1. Then
‖S‖ = tr(S) =
∑
j
σj 〈Suj , vj 〉 
∑
j
σj‖Suj‖ 
∑
j
σj‖S‖ = ‖S‖,
so, 〈Suj , vj 〉 = ‖Suj‖ = ‖S‖ = s1 for all j ∈ J :={i : σi /= 0}. It follows from this last that
uj ∈ ran V ∗1 and s1vj = Suj = s1V1uj whenever j ∈ J .
As tr(T ) = 0 for all T ∈ ran(δA,B |K(H)) we must have A = B. Indeed,
tr(δA,B(Y )) = 0
(Y ∈K(H)) ⇔ tr((A − B)Y ) = 0
(Y ∈K(H)) ⇔ A − B = 0.
Define W1 :=∑j∈J vj ⊗ uj , and let Q1 = W1W ∗1 and P1 = W ∗1 W1. It is easily verified that
Q1 =  = P1 and SP1 = s1V1P1 = s1W1 = s1Q1V1 = Q1S.
Then
Q1A(I − Q1) = A(I − Q1) = B(I − Q1) = 0
and also V1Q1A(I − Q1) = 0. Since V1 =∑j∈J σj vj ⊗ vj is selfadjoint and Q1 is a pro-
jector onto ran V1 it follows that
Q1A(I − Q1) = 0. (3)
Analogously, it can be shown that
(I − P1)BP1 = 0. (4)
Furthermore, using (3) and S(I − P1) = (I − Q1)S we find that
s1W1P1B(I − P1) = SP1B(I − P1) = Q1SB(I − P1)
= Q1AS(I − P1) = Q1A(I − Q1)S = 0,
hence
W ∗1 W1P1B(I − P1) = P1B(I − P1) = 0. (5)
Likewise, using (4) instead of (3), we find that
(I − Q1)AQ1 = 0. (6)
As W ∗1 Q1 = W ∗1 = P1W ∗1 it follows, multiplying (3) by W ∗1 from the left and (4) from the
right, respectively, that
A. Blanco, A. Turnšek / Linear Algebra and its Applications 424 (2007) 384–389 387
W ∗1 A = W ∗1 AQ1 and P1BW ∗1 = BW ∗1 . (7)
Similarly, using that Q1W1 = W1 = W1P1, we obtain from (6) and (5), respectively, that
AW1 = Q1AW1 and W1BP1 = W1B. (8)
On the other hand, using that s1W1 = SP1 = Q1S, it follows that s1Q1AW1 = Q1ASP1 =
Q1SBP1 = s1W1BP1, so,
Q1AW1 = W1BP1. (9)
Multiplying both sides of this last identity on the right and on the left by W ∗1 we obtain after some
straightforward simplifications that
W ∗1 AQ1 = P1BW ∗1 . (10)
Combining (7) and (10) we find that W ∗1 A = BW ∗1 , or equivalently,
A∗W1 = W1B∗,
and combining (8) and (9) we find that
AW1 = W1B.
Thus W1 ∈ ker δA,B ∩ ker δA∗,B∗ .
Clearly S − s1W1 ∈ ker δA,B ∩K(H). So, if W1 /= V1, we can repeat the same argument as
above, with S − s1W1 in place of S, to obtain a non-zero partial isometry W2 such that V1W ∗2 W2 =
W2 = W2W ∗2 V1, W ∗1 W2 = 0 = W1W ∗2 and W2 ∈ ker δA,B ∩ ker δA∗,B∗ .
Continuing in this way we must have after a finite number of steps a sequence of partial
isometries, W1,W2, . . . ,Wn, such that W ∗i Wj = 0 = WiW ∗j whenever i /= j , Wi ∈ ker δA,B ∩
ker δA∗,B∗ (1  i  n) and
∑
i Wi = V1. The desired result follows. 
Proof of Theorem 2.2. The proof that a FP-pair relative to the compacts must satisfy Anderson’s
inequality relative to the compacts is, except for some obvious modifications, verbatim that of [3,
Lemma 4].
As for the converse, let S ∈K(H) ∩ ker δA,B and let ∑n snVn be its Schmidt decompo-
sition, so s1 > s2 > · · ·  0 are the singular values of S and (Vn) is a sequence of non-null,
finite-rank, partial isometries on H satisfying V ∗i Vj = 0 = ViV ∗j whenever i /= j . By Lemma
2.3, V1 ∈ ker δA,B ∩ ker δA∗,B∗ . Hence, S − s1V1 =∑n>1 snVn ∈ ker δA,B , and we can apply
the lemma to
∑
n>1 snVn. On doing this we obtain that V2 ∈ ker δA,B ∩ ker δA∗,B∗ , and hence∑
n>2 snVn ∈ ker δA,B . In general, if it has been shown that Vn ∈ ker δA,B ∩ ker δA∗,B∗ for 1 
n  m, then we conclude that Vm+1 ∈ ker δA,B ∩ ker δA∗,B∗ by applying the lemma to the sum∑
n>m snVn ∈ ker δA,B . This shows that Vn ∈ ker δA,B ∩ ker δA∗,B∗ (n ∈ N).
As S is compact the sequence (sj ) converges to 0, so S = limn∑nj=1 sjVj and, by continuity,
A∗S = SB∗, as required. 
Remark 2.4. Note that while proving Theorem 2.2 we have actually proved the following slightly
stronger assertion: Suppose that A and B satisfy Anderson’s inequality relative toK(H) and let
S ∈ ker δA,B ∩K(H). If ∑n snVn is the Schmidt decomposition of S, then Vn ∈ ker δA,B ∩
ker δA∗,B∗ whenever sn /= 0.
Remark 2.5. We do not know whether or not Theorem 2.2 still holds with C1 in place ofK(H).
The main difficulty with carrying over the argument above to the ideal of trace class operators is
that the operator  appearing in the proof of Lemma 2.3 need no longer be compact.
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Now let H and K be Hilbert spaces and let A ∈ B(H) and B ∈ B(K). Recall that (A,B) is
said to be disjoint if the only operator T ∈ B(K,H) that satisfies AT = T B is T = 0. Recall
also that each bounded operator on a Hilbert space can be written as the direct sum of its nor-
mal and completely non-normal parts [8]. It was shown in [9] that a pair (A,B) of bounded
linear operators on a Hilbert space is a FP-pair if and only if the pairs (A,Bc.n.) and (Ac.n., B)
are disjoint, where Ac.n. and Bc.n. are the completely non-normal parts of A and B, respec-
tively.
Our last result is much in the spirit of the above mentioned characterization of a FP-pair given
in [9]. First we introduce some terminology. Let A and B be as in the previous paragraph. We
now think of δA,B as an operator acting on B(K,H). We shall say that (A,B) is a generalized
FP-pair if ker δA,B ⊆ ker δA∗,B∗ , and that (A,B) is disjoint relative to the compacts if T = 0 is
the only operator inK(K,H) satisfying AT = T B.
Proposition 2.6. Let A,B ∈ B(H) be such that ker δA,B ⊥ ran δA,B. Then A and B admit block
diagonal representations, A = A1 ⊕ A2 and B = B1 ⊕ B2, such that (A1, B1) is a generalized
FP-pair, and (A,B2) and (A2, B) are disjoint relative to the compacts.
Proof. Let PA be the collection of all finite-rank projections in ker δA, and let PB be the col-
lection of all finite-rank projections in ker δB . With the partial order inherited from B(H) both
collections are directed sets. Indeed, the sum of any two orthogonal projections always induces
an isomorphism from the sum of their ranges onto itself. Using this last, one easily sees that, if
P1 and P2 are inPA (resp.PB ) then the orthogonal projection onto ran P1 + ran P2 also belongs
to PA (resp. PB ).
Let Ps be the supremum of PA. As PA is a directed set we can think of Ps as the strong
operator limit of the net {PP : P ∈ PA}. It follows easily from this observation and our definition
of PA that APs = PsA. Likewise, if Qs is the supremum of PB , we find that BQs = QsB.
Let πP : H → PsH , πI−P : H → (I − Ps)H , πQ : H → QsH and πI−Q : H → (I − Qs)H
be the corestrictions of Ps , I − Ps , Qs and I − Qs , respectively, and let ıP : PsH → H , ıI−P :
(I − Ps)H → H , ıQ : QsH → H and ıI−Q : (I − Qs)H → H be the corresponding inclusion
maps. We then set A1 = πPAıP , A2 = πI−PAıI−P , B1 = πQBıQ and B2 = πI−QBıI−Q.
Let T ∈ B(ran Qs, ran Ps) be such that A1T = T B1. Let T˜ = ıP T πQ, so AT˜ = T˜ B. Since P
commutes with A and Q commutes with B, A(P T˜Q) = (P T˜ Q)B (P ∈ PA,Q ∈ PB). Thus, by
Theorem 2.2, we also have thatA∗(P T˜ Q) = (P T˜ Q)B∗ (P ∈ PA,Q ∈ PB). A simple continuity
argument involving the strong operator topology gives that A∗T˜ = T˜ B∗, from which it follows
easily that A∗1T = T B∗1 . This shows (A1, B1) is a generalized FP-pair.
To see that (A,B2) is disjoint relative to the compacts we argue as follows. Suppose towards
a contradiction that there exists T ∈K(ran Qs,H), T /= 0, such that AT = T B2. Define T˜ =
T πI−Q. It is easily seen that AT˜ = T˜ B and, by Theorem 2.2, also A∗T˜ = T˜ B∗. Let ∑i σiVi
be the Schmidt decomposition of T˜ , where σ1 > σ2 > · · ·  0 are the singular values of T˜ and
(Vi) is a sequence of non-null, finite-rank partial isometries satisfying V ∗i Vj = 0 and ViV ∗j =
0 whenever i /= j . By Remark 2.4, we must have AV1 = V1B and A∗V1 = V1B∗. But then
B(V ∗1 V1) = (V ∗1 V1)B, that is, V ∗1 V1 ∈ PB while, on the other hand, V ∗1 V1Qs = V ∗1 T˜ Qs = 0,
that is, ran V ∗1 V1 ⊂ ran(I − Qs), contradicting our definition of Qs . Thus, we must have T = 0,
and so, (A,B2) is disjoint relative to the compacts, as claimed.
The proof that (A2, B) is disjoint with respect to the compacts is entirely analogous and we
leave it to the reader. 
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Remark 2.7. Note that in Proposition 2.6 the operator(s) A2 and B2 may be trivial. (For example,
if A and B are normal.)
Remark 2.8. Using [9, Theorem(iv)], it is relatively easy to see that, for a pair of operators (A,B)
with a decomposition as in Proposition 2.6 to be a FP-pair, it is enough that both, (A,B2) and
(A2, B), be disjoint.
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