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Abstract
We establish the existence of multiple whirling solutions to a class of nonlinear
elliptic systems in variational form subject to pointwise gradient constraint and pure
Dirichlet type boundary conditions. A reduced system for certain SOðnÞ-valued
matrix fields, a description of its solutions via Lie exponentials, a structure theorem
for multi-dimensional curl free vector fields and a remarkable explicit relation
between two Euler–Lagrange operators of constrained and unconstrained types are
the underlying tools and ideas in proving the main result.
Keywords Nonlinear elliptic systems  Incompressible mappings  Euler–Lagrange
operators  Multi-dimensional curl operator  Lie exponentials  SOðnÞ-valued
fields  Spherical decomposition
Mathematics Subject Classification 35J57  35J62  47F10  53C22  58J70 
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1 Introduction
Let X  Rn (with n 2) be a bounded domain with a C1 boundary oX and consider
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Fðx; u;ruÞ dx; ð1:1Þ
where F ¼ Fðx; u; fÞ with ðx; u; fÞ 2 X Rn  Rnn is a sufficiently regular real-
valued Lagrangian satisfying certain bounds and growth at infinity and the com-
peting maps u ¼ ðu1; . . .; unÞ are confined to the space of admissible incompressible
Sobolev class maps ApuðXÞ :¼ fu 2 W1;pðX;RnÞ : detru ¼ 1 a:e: in X; u ¼ u on
oXg for a fixed choice of exponent 1 p\1.
In the above formulation ru denotes the gradient matrix of u, an n n matrix
field in X, that here is additionally required to satisfy the hard pointwise
incompressibility constraint detru ¼ 1 in X and u 2 C1ðoX;RnÞ is a pre-assigned
boundary condition. The Euler–Lagrange system associated with the energy integral
I½u;X over the space of admissible incompressible maps ApuðXÞ then takes the
form (cf., e.g., [1, 3, 4, 6, 19])
R½ðu;PÞ;X ¼
L½u;F ¼ rP in X;
detru ¼ 1 in X;
u  u on oX;
8><
>: ð1:2Þ
where P ¼ PðxÞ is an unknown hydrostatic pressure field (a Lagrange multiplier)
corresponding to the pointwise constraint detru ¼ 1 and the differential operator
L ¼ L½u;F takes the explicit form
L½u;F ¼ 1
2
½cofru	1fdiv Ffðx; u;ruÞ½  	Fuðx; u;ruÞg: ð1:3Þ
The divergence operator ‘‘div’’ in the first term on the right acts row-wise on the
matrix field Ffðx; u;ruÞ whilst cofru denotes the cofactor matrix of ru. Note
that in view of detru ¼ 1 the cofactor matrix cofru is invertible: det cofru ¼
ðdetruÞn	1 ¼ 1 and ½cofru	1 ¼ ½rut. Without going into technical details we
recall that the system is formally the Euler–Lagrange equation associated with the




FPucðx; u;ruÞ dx ¼
Z
X
fFðx; u;ruÞ 	 2PðxÞðdetru	 1Þg dx:
ð1:4Þ
(Notice that IPuc½u;X ¼ I½u;X whenever u 2 ApuðXÞ.) Here by a solution to the
system (1.2) we mean a pair ðu;PÞ where u is of class C2ðX;RnÞ \ CðX;RnÞ, P is
of class C1ðXÞ \ CðXÞ and the pair satisfy the system (1.2) in the pointwise
(classical) sense. If the choice of P is clear from the context we often abbreviate by
saying that u is a solution.
1 The formal derivation follows the standard route and uses the Piola identity (see, e.g., [3, 4, 27]).
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A good motivating source for considering such energies and classes of maps
comes from the nonlinear theory of elasticity where the pair (1.1)–(1.2) describe a
mathematical model of an incompressible hyperelastic material subject to pure
displacement boundary conditions with the resulting extremisers—equivalently
critical points or solutions to the associated Euler–Lagrange system—and
minimisers serving as the equilibrium states and physically stable displacement
fields. (For more on this see [1, 3, 4, 6, 18, 19, 21, 24] and for other motivations see
[2, 9, 10, 12, 14, 16, 17, 20, 23, 26, 27] and the references therein.)
Whilst the methods of critical point theory provide a standard and efficient way
of establishing the existence of (multiple) solutions to variational problems, due to
the complex nature of the incompressibility constraint on the gradient of the
competing maps, here, these methods drastically fail and are not applicable. In more
technical terms the space ApuðXÞ is far from being a Hilbert or Banach manifold
whilst due to the a priori unknown regularity of the pressure field P, and
integrability of the Jacobian determinant detru, the unconstrained energy integral
IPuc need not be everywhere well-defined, let alone, being continuously Frechet
differentiable.
In this paper, we confine to Fðx; u; fÞ ¼ Fðr; juj2; jfj2Þ with F ¼ Fðr; s; nÞ being
a twice continuously differentiable Lagrangian satisfying suitable growth, coercivity
and convexity properties (see below for more). Here r ¼ jxj, s ¼ juj2 ¼ hu; ui
denotes the 2-norm squared of u 2 Rn and n ¼ jfj2 ¼ Tr fftfg ¼ Tr ffftg is the




Fðjxj; juj2; jruj2Þ dx; ð1:5Þ
where jruj2 ¼ Trf½rut½rug ¼ Trf½ru½rutg, whilst referring to the Euler–La-
grange differential operator L ¼ L½u;F in (1.3),
Ffðx; u;ruÞ ¼ 2Fnðr; juj2; jruj2Þru; Fuðx; u;ruÞ ¼ 2Fsðr; juj2; jruj2Þu;
ð1:6Þ
with Fs and Fn denoting the derivatives of the Lagrangian F with respect to the
second and third variables, respectively. As a result, abbreviating L½u ¼ L½u;F,
the operator becomes
L½u ¼ ½rut div Fnðjxj; juj2; jruj2Þru
h i
	 Fsðjxj; juj2; jruj2Þu
n o
¼ ½rut½rurFnðjxj; juj2; jruj2Þ þ Fnðjxj; juj2; jruj2Þ½rutDu
	 Fsðjxj; juj2; jruj2Þ½rutu:
ð1:7Þ
Further expansion then gives2
2 The identity map u  x is one solution to this system in view of the vector field L½u  x ¼
r½Fn 	 Fsx with Fn ¼ Fnðr; r2; nÞ, Fs ¼ Fsðr; r2; nÞ being a gradient field in X.
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L½u ¼ Fnnðjxj; juj2; jruj2Þ½rut½rurðjruj2Þ þ Fsnðjxj; juj2; jruj2Þ½rut½rurðjuj2Þ
þ Frnðjxj; juj2; jruj2Þ½rut½rurjxj þ Fnðjxj; juj2; jruj2Þ½rutDu
	 Fsðjxj; juj2; jruj2Þ½rutu:
ð1:8Þ
Our primary task is to establish the existence of multiple solutions to the system
R½ðu;PÞ;X in (1.2) with L ¼ L½u as given in (1.7). We do so by way of ana-
lysing a reduced energy and an associated PDE system for certain SOðnÞ-valued
matrix fields. The solutions u here are in the form of topologically whirling
incompressible self-maps of the underlying spatial domain satisfying juj ¼ jxj and
ujuj	1 ¼ Q½fðyÞxjxj	1 (see Sect. 2 for details) whose analytic and geometric fea-
tures are intimately linked to those of the Lie group SOðnÞ and its Lie algebra of
skew-symmetric matrices soðnÞ. Here X  Rn is taken to be a bounded open
annulus whilst Q ¼ Q½f is an SOðnÞ-valued field depending on a vector map f ¼
ðf1; . . .; fdÞ that ultimately relates to the spatial variables x ¼ ðx1; . . .; xnÞ through a
vector of 2-plane radial variables y ¼ ðy1; . . .; yNÞ lying in a semi-annular region
An  RN . The pair N  1 and d 1 are suitable integers relating to n 2 (see
Sect. 3). The PDE for the vector map f ¼ ðf1; . . .; fdÞ is then the strictly elliptic
unconstrained system (with 1 i d)
RS½f;An ¼
div Aiðy;rfÞrfi½  ¼ 0 inAn;
f  0 on ðoAnÞa;
f  2mp on ðoAnÞb;



















(see Sect. 4 for details). A thorough analysis then leads to a remarkable relationship
between the two systems and their corresponding differential operators given by





















Here, the vectors wi for 1 B i B d are n-vectors introduced in Sect. 4 with ½wi?
their orthogonal counterparts. Thus, in particular, if f ¼ ðf1; . . .; fdÞ is a solution to
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As a result the task of resolving the PDE L½u ¼ rP shifts to verifying whether
and when the vector field on the right-hand side is a gradient. This analysis will be
carried out by studying certain classes of curl free vector fields and an associated
structure theorem paving the way for the main existence and multiplicity result
formulated and proved in the final two sections of the paper.
Assumptions on F. Let us end by describing the regularity and convexity
assumptions imposed on the Lagrangian F ¼ Fðr; s; nÞ. First we assume throughout
that F 2 C2ðUÞ where U ¼ ½a; b0;1½0;1½ R3. Next we assume F to be
bounded from below on U with Fn [ 0, Fnn  0. Moreover, we assume that for
every compact set K 0;1½ there exist real constants c0; c1; c2 depending on K
such that, for p[ 1,
Fnðr; s; f2Þjfj  c2jfjp	1 8 ðr; s; f2Þ 2 U : s 2 K; ð1:12Þ
c0 þ c1jfjp Fðr; s; f2Þ c2jfjp 8 ðr; s; f2Þ 2 U : s 2 K: ð1:13Þ
Finally, the twice continuously differentiable function f 7!Fðr; r2; nþ r2f2Þ is
assumed to be uniformly convex in f for all a r b and f 2 R.
2 Radial and Spherical Decompositions Ru,Su and a Reformulation
of L½u in R[(u,PÞ,X]
Let X  Rn (n 2) be a bounded domain and let u 2 W1;1ðX;RnÞ satisfy juj[ 0
a.e. in X. We decompose u into a radial part Ru and a spherical part Su,
respectively, by setting Ru ¼ juj and Su ¼ ujuj	1. As u is (weakly) differentiable
basic calculation gives




where In denotes the n n identity matrix and as before ½rut is the transpose of
½ru. We also introduce a pair of matrix-fields associated with u and intertwined
with the PDE:
X½u :¼ ½rut½ru 	 In; Y½u :¼ ½ru½rut 	 In: ð2:2Þ
These in a way measure the closeness of the gradient field ru to the orthogonal
group OðnÞ and hence the deformation u to a rigid motion by Liouville’s theorem
(evidently ru 2 OðnÞ () X½u  0 () Y½u  0). Let us proceed by listing some
of the main quantities associated with u in terms of its radial and spherical parts.
Lemma 1 With the notation on Ru ¼ juj and Su ¼ ujuj	1 as above the following
identities hold:
(i) ru ¼ RurSu þSu 
rRu;
(ii) ½rutu ¼ RuðRu½rSut þrRu 
SuÞSu ¼ RurRu;
(iii) X½u ¼ R2u½rSu
t½rSu þ rRu 
rRu 	 In;
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rSurRu þ jrRuj2Su 
Su 	 In;
(v) jruj2 ¼ Trf½rut½rug ¼ Trf½ru½rutg ¼ R2ujrSuj
2 þ jrRuj2:
If, additionally, u is twice differentiable, then
(vi) Du ¼ RuDSu þ 2rSurRu þ DRuSu;
(vii) ½rutDu ¼ R2u½rSu
tDSu þ DRurRu
þRuð2½rSut½rSu þ hSu;DSuiInÞrRu:
Proof These identities are all consequences of the definition and follow by direct
differentiation upon noting jSuj2 ¼ 1, ½rSutSu ¼ 0. The details are left to the
reader.
Proposition 1 The partial differential action L½u in (1.8) can be formulated in the
radial and spherical parts Ru and Su as:
L½u ¼ FnnA½u þ FsnB½u þ FrnC½u þ FnD½u þ FsE½u; ð2:3Þ
where the arguments of F and all subsequent derivatives are evaluated at the vector
point ðjxj; juj2; jruj2Þ ¼ ðr;R2u;R2ujrSuj
2 þ jrRuj2Þ whilst
A½u ¼ A½Ru;Su :¼ ½rut½rurðjruj2Þ
¼ R2u½rSu














C½u ¼ C½Ru;Su :¼ ½rut½rurjxj ¼ R2u½rSu









and finally E½u ¼ E½Ru;Su :¼ 	½rutu ¼ 	RurRu.
Proof We invoke the definition of L½u in (1.8) and the identities gathered in
Lemma 1. For the vector field B½u we note that rðjuj2Þ ¼ 2RurRu. Pre-
multiplying by ½rut½ru gives (2.5). The identity (2.6) then follows upon noting
that rjxj ¼ x=jxj. The descriptions of the vector fields A½u, D½u and E½u are taken
directly from identities (ii)–(vii) in Lemma 1.
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3 Incompressible and topological twists of annuli
In this section, we specialise to the situation where X  Rn is a symmetric open
bounded annulus, for definiteness, X ¼ Xn ¼ Xn½a; b :¼ fx 2 Rn : a\jxj\bg
with b[ a[ 0 and u  IX (identity map). The choice of u is to avoid unnecessary
technicalities without losing too much generality, whilst the choice of domain
geometry is prompted by applications to multiplicity results we have in mind for
later on (compare with, e.g., [13, 22] as well as [1, 6, 7, 11, 24, 28]).
For a self-map u 2 CðXn;XnÞ, recall the notation introduced in the previous
section, specifically, the radial part Ru and the spherical part Su given by Ru :¼
juj 2 CðXn; ½a; bÞ and Su :¼ ujuj	1 2 CðXn;Sn	1Þ, respectively. If u  x on oXn
then Ru  a and Ru  b on the inner and outer components of oXn, respectively,
whilst Su  h on oXn. Furthermore, due to the cartesian product structure of Xn,
the spherical part Su can be seen, with a slight abuse of notation, to verify Su 2
Cð½a; b;CðSn	1;Sn	1; deg ¼ 1ÞÞ with Sujr¼a ¼ ISn	1 ¼ Sujr¼b where ISn	1
denotes the identity map of the unit sphere. Here we write CðSn	1;Sn	1; deg ¼
dÞ (d 2 Z) for the connected component of the mapping space CðSn	1;Sn	1Þ
consisting of maps with Hopf degree d. As a result Su represents an element of the
fundamental group p1½CðSn	1;Sn	1; deg ¼ 1Þ ffi p1½SOðnÞ (for more on this see
[8, 24, 25, 29, 30]). Conversely any map S ¼ SðrÞ in Cð½a; b;CðSn	1;
Sn	1; deg ¼ 1ÞÞ satisfying SðaÞ ¼ SðbÞ ¼ ISn	1 gives rise to a self-map u 2
CðXn;XnÞ with u  x on oXn through the recipe RuðxÞ ¼ f ðjxjÞ and Su  S, i.e.,
u : ðr; hÞ7!ðf ðrÞ;SðrÞ½hÞ. Here f 2 Cð½a; b; ½a; bÞ is any function satisfying
f ðaÞ ¼ a and f ðbÞ ¼ b (e.g., f ðrÞ  r). In what follows we look at particular
classes of self-maps u whose spherical parts Su result from an SOðnÞ-valued matrix
field Q as described in (a)–(b) below.
(a) Twists u 2 CðXn;XnÞ. By a generalised twist or simply a twist we understand
a self-map u whose radial and spherical parts are given by
RuðxÞ ¼ jxj; SuðxÞ ¼ QðjxjÞxjxj	1; x 2 Xn: ð3:1Þ
Here the curve Q 2 Cð½a; b; SOðnÞÞ is referred to as the twist path associated with
u. To ensure u  x on oX ¼ oXn we set QðaÞ ¼ QðbÞ ¼ In where In is the n n
identity matrix. In this event the twist path is a closed curve in SOðnÞ based at In
thus representing an element of p1½SOðnÞ ffi Z2 (n 3) and ffi Z (n ¼ 2). Here we
refer to Q ¼ QðrÞ as the twist loop associated to u. Now subject to the differen-
tiability of the twist path Q (hereafter we write _Q ¼ dQ=dr; €Q ¼ d2Q=dr2) we have
rRu ¼ xjxj	1; rSu ¼ jxj	1½Qþ ðjxj _Q	QÞxjxj	1 
 xjxj	1; ð3:2Þ
and so a direct calculation (see below) leads to detru ¼ 1. If u is twice differen-
tiable then by taking second derivatives it can be easily seen that DRu ¼ ðn	 1Þ=jxj
and DSu ¼ ½	ðn	 1Þjxj	2Qxþ ðn	 1Þjxj	1 _Qxþ €Qx=jxj.
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Lemma 2 Let u be a twist associated with Q 2 Cð½a; b; SOðnÞÞ \
C1ða; b½; SOðnÞÞ: Then the following hold:
(i) ru ¼ Qþ jxj	1 _Qx
 x;
(ii) detru ¼ det½Qþ jxj	1 _Qx
 x ¼ 1;
(iii) ½rutu ¼ ½Qt þ jxj	1x
 _QxQx ¼ x;
(iv) X½u ¼ jxj	1½Qt _Qx
 xþ x
Qt _Qx þ jxj	2j _Qxj2x
 x;
(v) Y½u ¼ jxj	1½ _Qx
QxþQx
 _Qx þ _Qx
 _Qx;
(vi) jruj2 ¼ nþ j _Qxj2:
If, moreover, the matrix field Q 2 Cð½a; b; SOðnÞÞ \ C2ða; b½; SOðnÞÞ then we have
(vii) Du ¼ ðnþ 1Þ _Qxjxj	1 þ €Qx;
(viii) ½rutDu ¼ ðnþ 1Þ jxjQt _Qxþ j _Qxj2x
h i
jxj	2 þQt €Qxþ h _Qx; €Qxixjxj	1:
Proof We make use of Lemma 1. First, using (3.2), ru ¼ RurSu þSu 
rRu ¼
Q	 jxj	2Qx
 xþ jxj	1 _Qx
 xþ jxj	2Qx
 x giving (i). For (ii) using the skew-
symmetry of Qt _Q we have det½Qþ jxj	1 _Qx
 x ¼ det½Inþ jxj	1Qt _Qx
 x ¼ 1þ
jxj	1hQt _Qx; xi ¼ 1. Next ½rutu ¼ RurRu ¼ x giving (iii). For X½u we use the
relation ½rut½ru ¼ rRu 
rRu þR2u½rSu
t½rSu together with
½rSut½rSu ¼ jxj	2 In þ jxj	1ðQt _Qx
 xþ x








rSurRuÞ þ jrRuj2Su 
Su together with rSurRu ¼ jxj	1 _Qx
and





giving (v). Next (vi) results from taking the trace of either of X½u or Y½u. Now moving
to the next part, for the Laplacian we use Du ¼ RuDSu þ 2rSurRu þ DRuSu
along with the earlier calculation of the constituting terms. The final identity can be
pieced together using ingredients already gathered in the earlier part of the lemma.
Proposition 2 Let u be a twist with Q 2 Cð½a; b; SOðnÞÞ \ C2ða; b½; SOðnÞÞ: Then
L½u ¼ 2jxj	1Fnn½jxjh €Qx; _QxiQt _Qxþ j _Qxj2Qt _Qxþ j _Qxj2h €Qx; _Qxixþ j _Qxj4xjxj	1
þ 2Fsn þ jxj	1Frn
h i
jxjQt _Qxþ j _Qxj2x
h i
þrFn
þ jxj	1Fn½ðnþ 1ÞQt _Qxþ ðnþ 1Þjxj	1j _Qxj2xþ jxjQt €Qxþ h _Qx; €Qxix 	 Fsx:
ð3:3Þ
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Here L is the differential operator in (1.8) and the arguments of F ¼ Fðr; s; nÞ and
all subsequent derivatives are ðr; s; nÞ ¼ ðr; r2; nþ j _Qxj2Þ.3
Proof We justify the statement using Proposition 1 and calculating the associated
coefficients. First for A½u, noting jrRuj2 ¼ 1, jrSuj2 ¼ jxj	2½n	 1þ j _Qxj2, we
have
A½u ¼ R2u½rSu






¼ In þ jxj	1ðQt _Qx
 xþ x
Qt _QxÞ þ jxj	2j _Qxj2x
 x
h i
r nþ j _Qxj2
h i
where then r½nþ j _Qxj2 ¼ rj _Qxj2 ¼ 2h €Qx; _Qxixjxj	1 þ 2 _Qt _Qx. Next, for B½u,
C½u we have B½u ¼ 2Ru½R2u½rSu
t½rSurRu þ jrRuj2rRu ¼ 2½xþ
jxjQt _Qxþ j _Qxj2x and C½u ¼ ½R2u½rSu
t½rSu þ rRu 
rRuxjxj	1 ¼ ½xþ
jxjQt _Qxþ j _Qxj2x=jxj. The remaining coefficients D½u and E½u can be taken from
(iii) and (viii) in Lemma 2. The conclusion now follows upon noting
rFn ¼ Fnnrj _Qxj2 þ ð2Fsn þ jxj	1FrnÞx.
(b) Whirls u 2 CðXn;XnÞ. By a whirl map or a whirl for simplicity we
understand a self-map u whose radial and spherical parts have the forms
RuðxÞ ¼ jxj; SuðxÞ ¼ Qðy1; . . .; yNÞxjxj	1; x 2 Xn: ð3:4Þ
Here, we denote by y ¼ yðxÞ the vector of 2-plane radial variables ðy1; . . .; yNÞ,
defined, depending on the dimension n 2 being even or odd, as follows: If n ¼ 2N
we set yj ¼ ðx22j	1 þ x22jÞ
1=2
with 1 jN. If n ¼ 2N 	 1 we set yj ¼ ðx22j	1 þ
x22jÞ
1=2
with 1 jN 	 1 and yN ¼ xn. In the first case set d ¼ N and in the second
case set d ¼ N 	 1. It is now seen that for x 2 Xn the vector y ¼ yðxÞ lies in the
semi-annular domain An  RN where An ¼ fy 2 Rdþ : a\kyk\bg when n ¼ 2N
and An ¼ fy 2 Rdþ  R : a\kyk\bg when n ¼ 2N 	 1 with kyk ¼ ðy21 þ   
þ y2NÞ
1=2
. We write oAn ¼ ðoAnÞa [ ðoAnÞb [ Cn where the three disjoint segments
of oAn are defined as: Cn ¼ oAn n ½ðoAnÞa [ ðoAnÞb (the flat part), ðoAnÞa ¼
fy 2 oAn : kyk ¼ ag and ðoAnÞb ¼ fy 2 oAn : kyk ¼ bg. Note that
x 2 ðoXnÞa ¼ fjxj ¼ ag () yðxÞ 2 ðoAnÞa, x 2 ðoXnÞb ¼ fjxj ¼ bg () yðxÞ 2
ðoAnÞb whilst the flat part Cn does not correspond to any part of oXn.
With this notation in place let us now give a more explicit description of the
SOðnÞ-valued matrix field Q ¼ Qðy1; . . .; yNÞ defining the spherical partSu.4 Let us
denote by R½a the usual SOð2Þ matrix of rotation by angle a, specifically,
3 For an extensive study of solvability and multiple solutions to the system R½ðu;PÞ;Xn in (1.2) in the
form of twists the interested reader is referred to our forthcoming paper (see also [18, 19, 21]).
4 Despite apparent similarities these two classes of maps are different in that in the first case (twists) the
dependence of the twist path is on the radial variable r ¼ jxj only with no restriction on its range whereas
in the second case (whirls) the dependence is on the 2-plane radial variables y ¼ ðy1; . . .; yNÞ with the
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R½a ¼ expfaJg ¼
cos a 	 sin a











Here and below we write X 7!expfXg for the Lie exponential map of SOðnÞ, whose
domain is the Lie algebra soðnÞ of n n skew-symmetric real matrices. Consid-
eration of symmetry (see [16, 17]) leads to the matrix field Q ¼ Q½fðyÞ taking
values on a maximal torus T of SOðnÞ. Thus, here, the form
Q ¼ diagðR½f1ðyÞ; . . .;R½fdðyÞÞ, that is, Q ¼ expfdiagðf1ðyÞJ; . . .; fdðyÞJÞg, or
more explicitly, the block diagonal form,
Q½fðyÞ ¼
R½f1ðyÞ 0 . . . 0 0







0 0 . . . R½fd	1ðyÞ 0






for when the dimension n ¼ 2d is even andQ ¼ diagðR½f1ðyÞ; . . .;R½fdðyÞ; 1Þ, that is,
Q ¼ expfdiagðf1ðyÞJ; . . .; fdðyÞJ; 0Þg, or again more explicitly, the block diagonal form
Q½fðyÞ ¼
R½f1ðyÞ 0 . . . 0 0 0








0 0 . . . R½fd	1ðyÞ 0 0
0 0 . . . 0 R½fdðyÞ 0






for when n ¼ 2d þ 1 is odd. The functions f‘ 2 CðAnÞ with 1 ‘ d are set to
satisfy the boundary condition f‘  0 on ðoAnÞa and f‘  2m‘p on ðoAnÞb for
suitable m‘ 2 Z. This prompts Q  In and subsequently u  x on oXn. For obvious
reasons we call f‘ ¼ f‘ðy1; . . .; yNÞ (1 ‘ d) the angle of rotation functions and we
denote by f the vector f ¼ ðf1; . . .; fdÞ. Now subject to a differentiability assumption
on Q we can write








(with o‘Q ¼ oQ=oy‘) and again after direct but a little more involved calculation (see
Lemma 3 below) it follows that detru ¼ 1. Thus hereafter by a whirl we understand a
self-map u as in (3.4) where the matrix field Q in Su has either form (3.6) or (3.7).
Footnote 4 continued
range restricted to a maximal torus. Thus whirls have considerably less symmetries than twists (see
[15–17]).
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Lemma 3 Let u be a whirl associated with Q 2 CðAn; SOðnÞÞ \ C1ðAn; SOðnÞÞ:
Then the following hold:


































(vi) jruj2 ¼ nþ
PN






























‘ denote the first and second derivatives with respect to y‘; whereas the
gradients and Laplacians of the variables y‘; yk are those with respect to x1; . . .; xn.
Proof Recall that for a whirl we have Ru ¼ jxj; Su ¼ QðyÞxjxj	1. With rRu ¼
xjxj	1 identity (iii) follows at once from the corresponding identity in Lemma 1. For
(i) referring to (3.8) we have ru ¼ RurSu þSu 
rRu and so








































































rSurRuÞ þ jrRuj2Su 
Su together with rSurRu ¼
jxj	2
P
‘hry‘; xio‘Qx and hence










































which then gives Y½u. Note that here we have made use of the relation
hryj;ryki ¼ djk. Next, regarding jruj2 we have upon recalling (v) in Lemma 1,
jruj2 ¼ R2ujrSuj














Some details are straightforward and hence omitted. Here and below we use the
observation that hQto‘Qx;ryki ¼ 0 [see (4.7)]. For the determinant relation (ii)
write detru ¼ det½Qþ
PN
‘¼1 o‘Qx





for pi ¼ QtoiQx, qj ¼ ryj we have hpi; qji ¼ 0 for all 1 i; jN (as above), it
follows from Lemma 3.1 in [16] that det½In þ
PN
j¼1 pj 
 qj ¼ 1 which then gives








































A calculation using ingredients already gathered in the proof also verifies (viii).
Proposition 3 Let u be a whirl map with Q 2 CðAn; SOðnÞÞ \ C2ðAn; SOðnÞÞ:
Then the action of the partial differential operatorL on u can be described in terms
of Q as
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½ho2‘kQx; o‘Qxi þ hryk; o‘Qto‘QxihojQx; okQxiryj



























The arguments of F ¼ Fðr; s; nÞ in (3.13) and all subsequent derivatives are




Proof We use Proposition 1 and similar to the argument in Proposition 2 proceed
by computing the various coefficients associated with L½u as described by (2.4)–
(2.7). Indeed for A½u we have
A½u ¼ R2u½rSu


































































Regarding the vector field B½u we have
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For C½u the calculation is again similar and we have
C½u ¼ R2u½rSu















Finally for D½u ¼ ½rutDu and E½u ¼ 	½rutu we refer to (viii) and (iii) in
Lemma 3. Putting these together and noting that rFn ¼ Fnnrjruj2 þ ð2Fsn þ
jxj	1FrnÞx gives the desired conclusion.
4 Derivation of the relation between the constrained
and unconstrained operators
We now consider restricting the energy integral I to the subclass of admissible
whirls hence obtaining a restricted energy integral (called H below) for the angle of
rotation vector function as in (3.6)–(3.7). Our efforts then shift to carefully
analysing the resulting Euler–Lagrange equation, its solvability, and most notably
uncovering the relation it bears to the original Euler–Lagrange system (1.2).
Towards this end we begin by writing the energy of a whirl map u associated with

























JðyÞ dy ¼: ð2pÞdH½f;An:
ð4:1Þ
Here J ¼ ð2pÞdJðyÞ is the Jacobian for the change of variables from x ¼
ðx1; . . .; xnÞ to y ¼ ðy1; . . .; yNÞ with JðyÞ ¼ y1    yd. In particular note that when
n ¼ 2d is even JðyÞ ¼ y1. . .yN whereas when n ¼ 2d þ 1 is odd JðyÞ ¼ y1. . .yN	1
and so the last variable yN does not appear in this Jacobian product. One important
implication here is that J is always strictly positive in An. Moving forward we now
aim to extremise H½f;An over the space of admissible vector functions Bpm½An,
defined for m ¼ ðm1; . . .;mdÞ 2 Zd and p 1, by Bpm½An ¼ ff 2 W1;pðAn;RdÞ :
f  0 on ðoAnÞa; f  2mp on ðoAnÞbg. It is not difficult to see that the resulting
Euler–Lagrange system here takes the form (for 1 i d; m 2 Zd)
RS½f;An ¼
div Aiðy;rfÞrfi½  ¼ 0 inAn;
f  0 on ðoAnÞa;
f  2mp on ðoAnÞb;
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Theorem 1 For each m ¼ ðm1; . . .;mdÞ 2 Zd the solution f 2 C2ðAn;RdÞ of the
system RS½f;An is unique.
Proof Let us fix a solution f as described and set g ¼ fþ u, g 2 Bpm½An. Then
evidently Fðz; z2; f2Þ 	 Fðz; z2; f1ÞFnðz; z2; f1Þðf2 	 f1Þ for z 2 ½a; b, f1; f2 2 R.








and noting u  0 on




















































Here, we are using jrgaj2 	 jrfaj2 ¼ jrðga 	 faÞj2 þ 2rfa  rðga 	 faÞ and the
fact that f is a solution to (4.2) to deduce that the first and second integrals on the
second line in (4.4) vanish. In particular the quantity on the left is non-negative
giving the minimality of f in Bpm½An. Now if f, g are both solutions as described in
Bpm½An then arguing as aboveH½g;An ¼ H½f;An. Thus the integral on the right in
(4.4) vanishes and so in view of the strict inequalities Fn;J[ 0 in An it follows at
once that f  g.
To proceed forward we next introduce the collection of 2N orthogonal n-vectors:
wi ¼ ð0; . . .; 0; x2i	1; x2i; 0; . . .; 0Þ, ½wi? ¼ ð0; . . .; 0;	x2i; x2i	1; 0; . . .; 0Þ for
1 i d; when n ¼ 2d is even this completes the picture, when n ¼ 2d þ 1 is




hwi;wji ¼ 0, h½wi?; ½wj?i ¼ 0 for 1 i 6¼ jN and hwi; ½wj?i ¼ 0 for all
1 i; jN, whilst in relation to the variables y1; . . .; yN introduced earlier in
Sect. 2, we have y‘ ¼ jw‘j ¼ j½w‘?j when 1 ‘ d noting that when n ¼ 2d þ 1
we have wN ¼ ð0; . . .; 0; yNÞ and jyN j ¼ jwN j ¼ jxnj. Evidently ry‘ ¼ w‘=y‘.
Proposition 4 Let u be a whirl map associated with the matrix field Q ¼ Q½fðyÞ of
class C2ðAn; SOðnÞÞ: Then with Ai ¼ Aiðy;rfÞ as in (4.3) and wi, ½wi? as above we
have













hry‘; okQtokQxi þ ho2‘kQx; okQxi
 	
Qto‘Qx
þ ½2Fsn þ jxj	1Frnhry‘; xiQto‘Qx






Proof Starting from the expression on the left-hand side and expanding the










































y	1k Fnokfi þ 2y	1i Fnoifi:
ð4:6Þ











o2kfi; 1 i d:
Regarding the expressions on the right-hand side of (4.5) and by evaluating the
individual terms it can be seen that (below 1 ‘N and 1 kN)




















The third identity above along with the inner product relation hry‘;wii ¼ y‘di‘
leads to hry‘; okQtokQxi ¼ y‘ðokf‘Þ2 when 1 ‘ d (and zero when n is odd and
























Dy‘o‘fi þ 2y	1i oifi
" #
½wi?: ð4:9Þ
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We note that the above expressions (specifically the sums on the left-hand side in
the two identities above) form precisely the coefficients of Fn in (4.5). In much the
same way using the second and fourth identities in (4.7) lead to






























where use has been made of the orthogonality relations hwi; ½wj?i ¼ 0 (1 i; jN)


























which forms the coefficient of 2Fnn in (4.5). Substituting back the relevant terms
and taking into account the cancellations gives the required relation.
This brings us to the following result bridging the differential operator action
L½u for a whirl u associated with the matrix-field Q ¼ Q½f and the system
RS½f;An.
Theorem 2 Let u be a whirl map associated with the matrix field Q ¼ Q½f where
f ¼ ðf1; . . .; fdÞ is of class C2ðAn;RdÞ [see (3.6)–(3.7)]. Then the constrained PDE
system R½ðu;P;XÞ and the unconstrained system RS½f;An are directly related to
one-another via the identity





















The arguments of Fs ¼ Fsðr; s; nÞ and Fn ¼ Fnðr; s; nÞ are ðr; s; nÞ ¼
ðjxj; juj2; jruj2Þ and the coefficients Ai ¼ Aiðy;rfÞ in (4.12) are exactly as given by
(4.3).
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Recalling (4.5) and noting that by skew-symmetry hQto‘Qx; okQtokQxi ¼ 0, (4.12)
follows by putting the above fragments together and rearranging terms.
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Corollary 1 Under the assumptions of the previous theorem suppose that the vector
function f ¼ ðf1; . . .; fdÞ solves the restricted system RS½f;An: Then denoting by
u ¼ Q½fðxÞ the whirl map associated with the matrix-field Q ¼ Q½f we have





Proof As div½Aiðy;rfÞrfi ¼ 0 for each 1 i d the assertion follows from (4.12).
5 The operator L½u and a gradient-curl analysis for 2-plane n-vector
fields
Returning to the Euler–Lagrange system R½ðu;PÞ;X we now aim to discuss the
solvability of this system by taking advantage of the results of the previous
section. Recall that if a whirl u associated with the SOðnÞ-valued matrix field
Q ¼ Q½f is a solution to R½ðu;PÞ;X then the vector function f ¼ ðf1; . . .; fdÞ is in
turn a solution to the reduced system RS½f;An. Hence in light of Corollary 1 we can
write
L½u ¼ ½rut div Fnðjxj; juj2; jruj2Þru
h i























Here y ¼ yðxÞ ¼ ðy1; . . .; yNÞ 2 An, x ¼ ðx1; . . .; xnÞ 2 Xn, wp ¼ wpðxÞ, ½wq? ¼
½wqðxÞ? and ap ¼ apðyÞ, bq ¼ bqðyÞ 2 C1ðAnÞ for all 1 p; qN: Then




























Here Kq ¼ diagð0; . . .; 0; J; 0. . .; 0Þ; that is, the n n skew-symmetric block diag-
onal matrix with J its q th block.5
5 Thus Kqij ¼ 	1 when i ¼ 2q	 1; j ¼ 2q, K
q
ij ¼ þ1 when i ¼ 2q; j ¼ 2q	 1 and K
q
ij ¼ 0 otherwise.
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Proof We verify this by direct evaluation of the curl. Indeed for 1 i\j n we
have (with wpi denoting the i component of w
p and ½wqi 
?





















































































































? 	 oi½wqj 
? 
2Kqij and so the conclusion follows at once by substitution.
Before discussing applications of the proposition to Theorem 2 let us pause
briefly to take a closer look at some special cases of the statement and its
implications.




and so in particular curlV  0 () bq  0 for all q.
• If apðyÞ ¼ apðypÞ; bqðyÞ ¼ bqðyqÞ for all 1 p; qN then with _ap ¼ dap=dyp





















































In particular, if bq  0 (1 q d) then curlV  0. In fact choosing Up ¼
UpðypÞ so that dUp=dyp ¼ ypap we have V ¼ r
P
p UpðypÞ.
• If apðyÞ ¼ apðrÞ, bqðyÞ ¼ bqðrÞ (r ¼ kyk) then with _ap ¼ dap=dr, _bq ¼ dbq=dr
we have




















































































Let us now direct the above analysis towards the system R½ðu;PÞ;X and its whirl
solutions. Indeed setting V ¼ L½u 	 rFn as in (5.1) and invoking Proposition 5
gives





























with ap ¼ 	Fnjrfpj2 	 Fs.6 Now (5.8)  0 (recall the PDE L½u ¼ rP) results in
the vanishing of all the coefficients of ½wp 
 wk 	 wk 
 wp, i.e.,
okap=yk 	 opak=yp  0. We will analyse the implications of these conditions further
in the following sections.
6 The complete solvability of RS½f,An and DH =DHðrÞ
To get a better view of Theorem 2, the system RS½f;An in (4.2) and the curl
analysis in the previous section we take a closer look at the case Fðr; s; nÞ ¼
Hðr; sÞn where H ¼ Hðr; sÞ is a strictly positive function of class C2. The system
(4.2) here is linear and has the decoupled form (with 1 i d and no summation
over i):
6 Note that for the sake of a uniform notation here we can regard f as being extended to an N-vector
function when n ¼ 2d þ 1 by setting fN  0.
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RS½f;An ¼
div AiðyÞrfi½  ¼ 0 inAn;
fi ¼ 0 on ðoAnÞa;
fi ¼ 2mip on ðoAnÞb;




where AiðyÞ ¼ Hðkyk; kyk2Þy2iJðyÞ and as before JðyÞ ¼ y1. . .yd, f ¼ ðf1; . . .; fdÞ
and m ¼ ðm1; . . .;mdÞ 2 Zd. The first claim is that this system has the unique
solution f ¼ fðy;mÞ with fiðyÞ ¼ 2mipHðkykÞ and the choice of profile curve
H ¼ HðrÞ 2 C2½a; b
HðrÞ ¼ HðrÞ




snþ1Hðs; s2Þ ; a r b: ð6:2Þ
Whilst uniqueness is a consequence of Theorem 1, to show that f, as given, is a
solution to RS½f;An in (6.1), we proceed by first noting that the boundary condi-
tions are satisfied in view of HðaÞ ¼ 0 and HðbÞ ¼ 1 along with Ai  0 on Cn











; 1 ‘N: ð6:3Þ
Now specialising first to even dimensions n ¼ 2d, N ¼ d, and writing f ¼ fi,









































Next for n ¼ 2d þ 1, N ¼ d þ 1 we proceed similarly but recall that yN ¼ xn. For























y2‘ þ 2yi þ dyi

:





















Combining this latter expression with the earlier sum above, therefore, gives
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Hence the above in conjunction with Theorem 1 lead to the following result on the
unique solvability of the restricted system (6.1).
Theorem 3 Let fi ¼ fiðy;miÞ ¼ 2mipHðjjyjjÞ with H ¼ HðrÞ as in (6.2), mi 2 Z
and 1 i d: Then f ¼ fðy;mÞ ¼ ðf1; . . .; fdÞ in C2ðAn;RdÞ is the unique solution to
the system RS½f;An in (6.1).
Moving next on to the full system (1.2) and the PDE L½u ¼ rP, let u denote
the whirl associated with the matrix field Q ¼ Q½f with f coming from Theorem 3.
Recall that here the Euler–Lagrange operator L in (1.2) takes the explicit form




¼ ½rut½rurHðjxj; juj2Þ þ Hðjxj; juj2Þ½rutDu	 Hsðjxj; juj2Þjruj2u:
ð6:6Þ
It then follows from Corollary 1 and upon utilising (4.7) that
L½u 	 rH ¼ 	H
Xd
i¼1







where H ¼ Hðr; r2Þ and Hs ¼ Hsðr; r2Þ. A close inspection shows that the vector
field on the right-hand side can be written in the form (5.2) with







; 1 pN; ð6:8Þ
and bq  0 for 1 qN. (Note that when n ¼ 2d þ 1 we extend m to an N-vector




































Now upon noting dH=dr ¼ Hr þ 2rHs and taking into account the relevant
cancellations













































































ðHr þ 2rHsÞ _H2 þ
2
r
H _H €H	 2Hs _H2







where we have set DHðrÞ ¼ rHrðr; r2Þ þ 2ðnþ 1ÞHðr; r2Þ þ 4r2Hsðr; r2Þ and made
use of the ODE d=dr½rnþ1Hðr; r2Þ _H ¼ 0 [cf. (6.2)]. A reference to Proposition 5
now gives

























Theorem 4 Let u be a whirl associated with the matrix field Q½f 2 C2ðAn; SOðnÞÞ
satisfying Q½fðyÞ ¼ In for y 2 ðoAnÞa [ ðoAnÞb: Then u is a solution to the system
R½ðu;PÞ;Xn with L ¼ L½u as in (6.6) iff Q ¼ Q½f is as described below.
1. ðDH 6 0 on ]a, b[) Here depending on the dimension n being even or odd we
have
(i) n even: Q½fðyÞ ¼ diagðR½f1ðyÞ; . . .;R½fdðyÞÞ ðy 2 AnÞ where
f‘ðyÞ ¼ 2m‘pHðjjyjjÞ; 1 ‘ d; ð6:12Þ
with m1; . . .;md 2 Z satisfying jm1j ¼ . . . ¼ jmdj.
(ii) n odd: m1 ¼ . . . ¼ md ¼ 0 and, therefore Q  In.
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2. ðDH  0 on ]a, b[) Here Q½fðyÞ ¼ diagðR½f1ðyÞ; . . .;R½fdðyÞÞ ðy 2 AnÞ when n
is even ðn ¼ 2dÞ and Q½fðyÞ ¼ diagðR½f1ðyÞ; . . .;R½fdðyÞ; 1Þ ðy 2 AnÞ when n
is odd ðn ¼ 2d þ 1Þ: In either case f‘ is as in (6.12) for each 1 ‘ d with no
restriction on the integers m1; . . .;md.
Proof If u is a solution to R½ðu;PÞ then the vector function f ¼ ðf1; . . .; fdÞ is a
solution to RS½f;An and must, therefore, be precisely as described by Theorem 3.
Now (6.11) and the fact that necessarily curl ðL½u 	 rHÞ  0 gives ðm2p 	
m2kÞDH  0 for all 1 p\kN. (Here the tensors ½wp 
 wk 	 wk 
 wp are
independent and vanish at most on the coordinate hyperplanes.) Thus if DH 6 0,
a continuity argument, and the above gives jm1j ¼ . . . ¼ jmN j. When n ¼ 2d this is
precisely as claimed and when n ¼ 2d þ 1 due to mN ¼ 0 this gives m1 ¼ . . . ¼
mN ¼ 0 and so Q  In.
Conversely, if Q ¼ Q½f is as described in part 1, then referring to (6.7), (6.8), it is
easily seen that L½u ¼ rP and so u is a solution to R½ðu;PÞ. If Q ¼ Q½f is as
described in part 2, then noting DHðrÞ ¼ rHrðr; r2Þ þ 2ðnþ 1ÞHðr; r2Þþ
4r2Hsðr; r2Þ  0, it follows that the vector field U ¼ L½u 	 rH þ nHsx, can be





2y2‘ , by virtue of [see
(6.7)]








where f‘ (1 ‘ d) are as in (6.12). As a result again we have L½u ¼ rP and so it
follows that u is a solution to R½ðu;PÞ.
7 Solvability of R[(u,PÞ,Xn and an infinitude of extremisers
for I½u,Xn in even dimensions
In this section, we restrict to even dimensions n ¼ 2d and prove the existence of an
infinitude of whirl solutions to R½ðu;PÞ;Xn by taking SOðnÞ-valued matrix fields
Q ¼ Q½f whose vector functions f ¼ ðf1; . . .fdÞ are suitable solutions to the reduced
system RS½f;An. In doing so the following naturally arising two-point boundary















In this regard, let us proceed with the following result.
Theorem 5 Let n ¼ 2d and assume m1 ¼ . . . ¼ md ¼: m: Then RS½f;An admits
the unique solution fðy;mÞ ¼ ðf1; . . .; fdÞ where for each 1 ‘ d, f‘ ¼ f‘ðy;m‘Þ ¼
Gðjjyjj;mÞ: Here G ¼ GðrÞ 2 C2½a; b is the unique solution to BVP in (7.1).
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Proof First note that the boundary conditions on f are satisfied on ðoAnÞa [ ðoAnÞb
as a result of the imposed end-point conditions on G in BVP. Next proceeding on to
the PDE in RS½f;An we first observe that for any 1 ‘ d; 1 kN we have
















¼ r2 _G2: ð7:2Þ
Now as by assumption n ¼ 2d with N ¼ d it follows by direct calculation that, for
any 1 i d, and with JðyÞ ¼ y1. . .yd,
div Aiðy;rfÞrfi½  ¼
Xd
k¼1




























where for the sake of brevity in the second line we have written
Fn ¼ Fnðr; r2; nþ r2 _G
2Þ. This being so, under the assumption that G is a solution to
BVP, we see that the above vanishes and so the PDE in RS½f;An is satisfied. The
assertion is thus justified and the proof is complete.
Theorem 6 For every m 2 Z there exists a unique solution G 2 C2½a; b to the
boundary value problem (7.1).
Proof It is easily seen that BVP½G;m is the Euler–Lagrange equation associated
with the energy functional
G½G; a; b :¼
Z b
a
Fðr; r2; nþ r2 _G2Þrn	1 dr; ð7:4Þ
over the Dirichlet space Bpm½a; b ¼ fG 2 W1;pða; bÞ : GðaÞ ¼ 0;GðbÞ ¼ 2mpg. The
existence of a minimiser follows by an application of the direct methods of the
calculus of variations (note that p[ 1). The uniqueness of this minimiser follows
from the uniform convexity of F in the third variable and a convexity argument as
seen above. Finally the C2-regularity of the minimiser follows from the Tonelli–
Hilbert–Weierstrass differentiability theorem (see [5] pp. 57–62).
Proceeding with the solution fðy;mÞ ¼ ðf1; . . .; fdÞ from Theorem 5, and noting
that this is a solution to the system RS½f;An, we have upon invoking Corollary 1,
that the corresponding differential action as a result reduces to L½u ¼ rFn 	
r½Fn _G
2 þ Fsx with the arguments of Fn, Fs being ðr; s; nÞ ¼ ðr; r2; nþ r2 _G
2Þ.
Theorem 7 Assume n 2 is even and for each m 2 Z let u ¼ uðx;mÞ denote the
whirl map associated with the matrix field Q½fðy;mÞ where fðy;mÞ ¼ ðf1; . . .; fdÞ is
the map from Theorem 5. Specifically, uðx;mÞ ¼ Q½fðy;mÞx ¼ expfGðr;mÞHgx
17 Page 26 of 28 G. Morrison and A. Taheri
with H ¼ diagðJ; . . .; JÞ and G 2 C2½a; b the unique solution to the boundary value
problem in (7.1). Then u is a solution to R½ðu;PÞ;Xn: In particular L½u ¼ rP
where the hydrostatic pressure up to an additive constant is given by
P ¼ PðxÞ ¼ Fnðjxj; jxj2; nþ jxj2 _G
2ðjxjÞÞ þ GðjxjÞ: ð7:5Þ
Here G ¼ GðrÞ satisfies rG ¼ 	½Fnðr; r2; nþ r2 _G
2Þ _G2 þ Fsðr; r2; nþ r2 _G
2Þx: As
a result the system R½ðu;PÞ;Xn has an infinitude of whirl solutions of class C2:
Proof As seen earlier in Sect. 2 we have detru  1 whilst for the boundary
conditions, we have Gða;mÞ ¼ 0 leading to uðx;mÞ ¼ expfGðaÞHgx ¼ x for jxj ¼ a
and Gðb;mÞ ¼ 2mp, leading to uðx;mÞ ¼ expf2mpdiagðJ; . . .; JÞgx ¼ Inx ¼ x for
jxj ¼ b. It, therefore, remains to justify L½u ¼ rP and for that it suffices to write














¼ rFnðjxj; jxj2;nþ jxj2 _G
2ðjxjÞÞþrGðjxjÞ;
ð7:6Þ
where G is a primitive of gðrÞ ¼ 	rFnðr; r2;nþ r2 _G
2Þ _G2 	 rFsðr; r2;nþ r2 _G
2Þ.
This, therefore, completes the proof.
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