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Abstrakt
Tato pra´ce se zaby´va´ porovna´nı´m rychlosti dobrˇe zna´me´ho vyhleda´vacı´ho algoritmu A*
na procesoru a graficke´ karteˇ. Hleda´ se idea´lnı´ rozdeˇlenı´ vla´ken, kde kazˇde´ prohleda´va´
obecny´ graf, ktery´ byl vytvorˇeny´ pomocı´ triangulace. Pra´ce srovna´ neˇkolik zpu˚sobu˚
jak na´hodneˇ polozˇene´ body v rovineˇ spojit a uka´zˇe, procˇ je nejvhodneˇjsˇı´ Delaunayho
triangulace. Vy´sledne´ rˇesˇenı´ je kontrolova´no graficky´m zna´zorneˇnı´m dı´ky knihovna´m
OpenCV. Ocˇeka´va´ se, zˇe vy´sledne´ programy pro pocˇı´ta´nı´ algoritmu˚, at’uzˇ na procesoru
nebo technologii CUDA, budou velmi podobne´. Kazˇde´ vyhleda´va´nı´ pocˇı´ta´ jen cˇisteˇ A*
algoritmus a nebere v u´vahu zˇa´dne´ jine´ pomocne´ postupy.
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Abstract
This thesis presents a speed comparison of the well know A* Search algorithm imple-
mented on processor and graphics card. The goal is to find the ideal thread division
where each thread searches through a common graph created by a triangulation. The
work compares several ways of connecting randomly generated points on a plane to-
gether and shows why it is best to use Delaunay triangulation. The results are evaluated
by graphical representation generated by OpenCV libraries. It is presumed that the final
programs for computing algorithms, either on the processor or CUDA, are very similar.
Every search only computes the A* algorithm and does not take into account any other
auxiliary procedures.
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Seznam pouzˇity´ch zkratek a symbolu˚
CUDA – Compute Unified Device Architecture
OpenCV – Open Source Computer Vision Library
CPU – Central Processing Unit
GPU – Graphic Processing Unit
ANSI – American National Standards Institute
CD – Compact Disc
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51 U´vod
Tato bakala´rˇska´ pra´ce se zaby´va´ implementacı´ a mozˇny´m pouzˇitı´ A* vyhleda´va´nı´ na
CUDA a procesoru. Hleda´ se idea´lnı´ implementace algoritmu, aby se co nejme´neˇ lisˇil
na graficke´ karteˇ a na procesoru. Prˇitom musı´ by´t zachova´na maxima´lnı´ efektivita dı´ky
paralelizmu CUDA a vy´pocˇetnı´ho vy´konu pro jedno vla´kno procesoru.
Pro rˇesˇenı´ se take´ vyuzˇı´va´na Delaunayho triangulace. Triangulace vznika´ propojenı´m
bodu˚ v troju´helnı´ky. Kdyby se jednodusˇe propojily body s nejblizˇsˇı´mi, tak se nemusı´
dostat spojitost grafu. A naopak, kdyby se spojily body po rˇadeˇ, jak se vytva´rˇı´, tak by
se mohly dosta´vat neprˇehledne´ grafy. Rˇesˇenı´m je Delaunayho triangulace, ktera´ vhodneˇ
spojı´ nejblizˇsˇı´ body a za´rovenˇ zachova´va´ spojitost.
V prvnı´ cˇa´sti pra´ce jsou vysveˇtleny za´kladnı´ pojmy a jejich mozˇne´ rea´lne´ a teoreticke´
pouzˇitı´. Jsou zde vysveˇtleny i jine´ prˇı´klady nezˇ byly pouzˇity v te´to pra´ci a teorie okolo
jiny´ch vyhleda´vacı´ch algoritmu˚.
V druhe´ cˇa´sti se rˇesˇı´ samotna´ implementace a pa´r uka´zek ko´du. Je zameˇrˇena spı´sˇe na
pouzˇitı´ v programu a je naznacˇeno hrube´ srovna´nı´ s podobny´mi postupy. Take´ je uka´zan
postup prˇi vykreslova´nı´ grafu do obra´zku.
Trˇetı´ cˇa´st srovna´va´ vy´pocˇetnı´ vy´kon CUDA a procesoru pro ru˚zne´ rˇesˇenı´.
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2.1 CUDA
CUDATM je masivneˇ paralelnı´ vy´pocˇetnı´ platforma a programovacı´ model vyvinuty´ spo-
lecˇnostı´ NVIDIA. Dovoluje vy´razny´ na´ru˚st vy´pocˇetnı´ho vy´konu vyuzˇitı´m sı´ly graficke´
karty. Narozdı´l od podobny´ch technologiı´ ma´ technologie CUDA tu vy´hodu, zˇe graficke´
karteˇ prˇeda´va´ ke zpracova´nı´ ko´d ve zna´me´ syntaxi jazyka C/C++ nebo Fortran, tudı´zˇ
nenı´ zapotrˇebı´ znalost jiny´ch jazyku˚. Take´ dovoluje pouzˇitı´ vlastnı´ch paralelnı´ch algo-
ritmu˚ nebo knihoven pomocı´ jiny´ch zna´my´ch programovacı´ch jazyku˚. V roce 2010, na
mezina´rodnı´ superpocˇı´tacˇove´ konferenci v Hamburgu v Neˇmecku, prˇedstavila spolecˇ-
nost NVIDIA pocˇı´tacˇ zalozˇeny´ na vy´pocˇetnı´m vy´konu graficke´ karty, ktery´ se stal dru-
hy´m nejrychlejsˇı´m superpocˇı´tacˇem na sveˇteˇ. V roce 2011 dosa´hl superpocˇı´tacˇ zalozˇeny´
na technologii CUDA na prvnı´ mı´sto a stal se tak pomyslnou sˇpicˇkou v technologicke´
krˇivce. Tyto superpocˇı´tacˇe take´ dosahujı´ lepsˇı´ho pomeˇru spotrˇeba/vy´kon nezˇ u beˇzˇny´ch
superpocˇı´tacˇu˚ zalozˇeny´ch na jiny´ch technologiı´ch. [11]
Zpohleduprograma´tora spocˇı´va´CUDAzpocˇı´tacˇe - hosta jednoho, nebovı´ce zarˇı´zenı´-devices.
Pocˇı´tacˇem se myslı´ obecneˇ vzato Centra´lnı´ procesorova´ jednotka (CPU), jako naprˇı´klad
Intelr architekturymikroprocesoru v osobnı´ch pocˇı´tacˇı´ch. A zarˇı´zenı´ je masivneˇ paralelnı´
spojenı´ procesoru˚ vybaveny´ch velky´m pocˇtem vy´pocˇetnı´ch jednotek. Srovna´nı´ zachycuje
obra´zek 1 Ko´d pocˇı´tacˇe je psa´n v ANSI C - standartnı´m C a je pousˇteˇn jako norma´lnı´
CPU proces. Ko´d zarˇı´zenı´ je psa´n take´ v ANSI C, ale je prˇidany´ o klı´cˇova´ slova zajisˇt’ujı´cı´
funkcionalitu paralelizmu, nazy´vane´ kernely, a jejich prˇidruzˇene´ datove´ struktury.
Aby mohl programa´tor spustit kernel na zarˇı´zenı´, musı´ si prˇideˇlit na neˇm pameˇt’ a
poslat data z pocˇı´tacˇe do te´to prˇideˇlene´ pameˇti. Po vykona´nı´ kernelu potrˇebuje naopak
dostat data zpeˇt a uvolnit prˇideˇlenou pameˇt’na zarˇı´zenı´. Nejedna´ se o obvyklou funkci,
ktera´ by mohla vracet neˇjakou hodnotu, ale striktneˇ o void. Kernel rozdeˇlı´ data do jedne´
mrˇı´zˇky-grid. Mrˇı´zˇka se pak deˇlı´ na jeden nebo vı´ce bloku˚-blocks a kazˇdy´ se jesˇteˇ rozdeˇluje na
stejny´ pocˇet vla´ken-threads, jak je uka´za´no na obra´zku 2. Vsˇechna vla´kna zarˇı´zenı´ spousˇtı´
stejny´ kernel, stejny´ ko´d. Aby kazˇde´ vla´kno mohlo prova´deˇt neˇco jine´ho, tak si vla´kno
zjistı´ postavenı´ v bloku a postavenı´ sve´ho bloku v mrˇı´zˇce. [2] Idea´lnı´ velikost mrˇı´zˇky a
bloku˚ mu˚zˇe urcˇit sa´m programa´tor pomocı´:
dim3 grid(DIM,DIM);
Kde dim3 nenı´ standartnı´ typ jazyku C. Je to trojrozmeˇrna´ n-tice, ktera´ specifikuje
velikost dat programa´tora. Je take´ vhodne´ urcˇit pocˇet vla´ken v bloku:
dim3 threads(DIM2, DIM2);
Promeˇnna´DIM urcˇuje kolik bloku˚ budeobsahovatdvourozmeˇrne´ pole griduapromeˇnna´
DIM2 urcˇuje jak velke´ pole vla´ken se spustı´ v kazˇde´m jednotlive´m bloku. Pote´ se spustı´
kernel jako:
kernel <<< grid, threads >>> ();
Kernel tak probeˇhne mnohnokra´t paralelneˇ na zarˇı´zenı´ podle rozmeˇru˚ ktere´ dostal. S
paralelizmem prˇicha´zı´ mnoho proble´mu˚ jako sdı´lenı´ zdroju˚ nebo nezavineˇne´ zapisova´nı´
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dat na jedno mı´sto vı´ce vla´kny, a proto se jizˇ v ko´du osˇetrˇı´ tyto uda´losti. Je vy´hodne´ psa´t
programy paralelneˇ, a za´rovenˇ du˚lezˇite´ je psa´t efektivneˇ. Kazˇde´ vla´kno zjistı´ zpeˇtneˇ svoje
umı´steˇnı´ v bloku pomocı´ threadIdx a umı´steˇnı´ bloku v mrˇı´zˇce pomocı´ blockIdx. Da´le
se data rozdeˇlujı´ do warp o 32 vla´knech, toto ale probı´ha´ automaticky. Skupina vla´ken
a skupina warpu˚ se spousˇtı´ spolecˇneˇ, idea´lneˇ vsˇechny jednou a spolecˇneˇ. Maxima´lnı´
velikost kazˇde´ho rozmeˇrumrˇı´zˇky je 65535. Maxima´lnı´ velikost rozmeˇru x a y bloku je 512
azˇ 1024 podle kompatibilnı´ verze zarˇı´zenı´ a rozmeˇru z azˇ 64. Take´ samotna´ pameˇt’jednoho
vla´kna je omezena na 16KB a proto je vhodne´ aby pracovala na alokovane´ pameˇti zarˇı´zenı´,
nezˇ aby vytva´rˇela vlastnı´ rozsa´hla´ data. Take´ nenı´ mozˇne´ aby vla´kno vytvorˇilo jine´ nebo
samotna´ rekurze. Naproti tomu mu˚zˇou vla´kna spolupracovat synchronizacı´ prˇes funkci
syncthreads(). V tomto bodeˇ se vsˇechna vla´kna zastavujı´, dokud ho nedosa´hnou vsˇechna.
Jaka´koliv jina´ komunikace mezi vla´kny nenı´ mozˇna´. [1] [12]
Du˚vod pro alokova´nı´ dat na zarˇı´zenı´ je jednoduchy´. Rychlost prˇı´stupu k pameˇti
mimo zarˇı´zenı´ nenı´ dostatecˇna´ pro na´hodny´ prˇı´stup vy´pocˇetnı´ch procesoru˚ na tech-
nologii CUDA. Prˇı´stupovy´ cˇas do registru˚ je v rˇa´du TB/s, kdezˇto ze zarˇı´zenı´ do pocˇı´tacˇe
je to v rˇa´du jednotek GB/s. Vı´ce je zna´zorneˇno na obra´zku 3 . Gridy, bloky a vla´kna jsou
vytvorˇeny sice kernelem, ale musı´ se volat z pocˇı´tacˇe. Tento zpu˚sob je jediny´, jak vy´sˇe
uvedene´ struktury udeˇlat. Nemu˚zˇou by´t vytvorˇeny uvnitrˇ samotne´ funkce kernelu. [7]
CUDA technologii vyuzˇı´vajı´ i spolecˇnosti jakoNASA, Adobe neboWolframResearch.
Prˇı´kladem mohou by´t veˇrohodne´ simulace´ pı´sku, interaktivnı´ simulace deformovatel-
ny´ch objektu˚ v rea´lne´m cˇase, doostrˇenı´ fotografie, simulace cˇerne´ dı´ry, zaznamena´va´nı´
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pohybu ze stovek kamer v jednu chvı´li, zobrazenı´ molekul, analy´zy letove´ho provozu
nebo hleda´nı´ skryty´ch vad v tepna´ch cˇloveˇka a mnohe´ dalsˇı´. [5] [6]
2.2 Delaunayho triangulace
Prˇi triangulaci mnozˇiny bodu˚ je zˇa´doucı´, aby vytvorˇene´ troju´helnı´ky byly co nejvı´ce
rovnostranne´. Po sestrojenı´ teˇchto troju´helnı´ku˚ bymeˇl kazˇdy´ co nejle´pe loka´lneˇ reprezen-
tovat hodnotu povrchu. Dalsˇı´ pozˇadovana´ charakteristika triangulacˇnı´ho procesu je, aby
byla produkova´na jednoznacˇna´ triangulace neza´visle na pocˇa´tecˇnı´m bodeˇ nebo orientaci
mnozˇiny dat. Tyto vy´sledky budou prˇedpoveˇditelne´ a jednodusˇe opakovatelne´. Sibson v
roce 1978 uka´zal, zˇe Dalaunayho triangulace tyto podmı´nky obecneˇ splnˇuje, i prˇes to, zˇe
jsou urcˇite´ konfiguracemnozˇiny dat, ktere´ majı´ na vy´stupu loka´lneˇ nejednoznacˇne´ rˇesˇenı´.
Delaunayho triangulace je blı´zce prˇı´buzna´ k Dirichletoveˇ mozaikova´nı´ (Dirichlet tes-
sellation) mnozˇiny bodu˚, ktere´ rozdeˇlı´ body unika´tnı´ mnozˇinou polygonu˚, ktere´ se nazy´-
vajı´ Thiessenovy polygony, nebo take´ Voroniovy diagramy. Thiesenovy polygony ohradı´
vsˇechny body oblastı´, ve ktery´ch jsou vsˇechna mı´sta blizˇsˇı´ k dane´mu bodu nezˇ k jine´mu
bodu z dane´ mnozˇiny bodu˚. Kazˇda´ hrana kazˇde´ho polygonu je kolma´ osa oddeˇlujı´cı´
ohrazeny´ bod od sousednı´ch bodu˚ sousednı´m polygonem. Kdyzˇ jsou vsˇechny sousednı´
body propojeny hranami, Delaunayho triangulace koncˇı´, viz. obra´zek 4.
Nebude se v te´to pra´ci vycha´zet z Thiesenovy´ch polygonu˚, ale jednodusˇe z bodu˚
v rovineˇ. Algoritmus na´hodneˇ vybere trˇi body a prolozˇı´ jimi kruzˇnici. Pokud uvnitrˇ
te´to kruzˇnice zˇa´dny´ jiny´ bod nelezˇı´, tak se vytvorˇı´ troju´helnı´k. V prˇı´padeˇ zˇe v kruzˇnici
je bo obsazˇen, tak algoritmus vybere jine´ trˇi body. Tohoto postupu bylo take´ pouzˇito
na obra´zku 5 a na obra´zku 6 . Nebo lze take´ udeˇlat obecneˇjsˇı´ algoritmus, ktery´ hleda´
jakoukoliv pra´zdnou kruzˇnici mezi dveˇma body.
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Obra´zek 6: Pouzˇitı´ triangulace na body v rovineˇ
Dalsˇı´ vlastnostı´ Delaunayovy triangulace je, zˇe maximalizuje minima´lnı´ u´hel. To je
nejmensˇı´ u´hel ze vsˇech u´hlu˚ v troju´helnı´cı´ch z triangulace. Tento u´hel je veˇtsˇı´ prˇi pouzˇitı´
Delaunayovy triangulace, nezˇ prˇi pouzˇitı´ jake´koliv jine´ metody, a to poma´ha´ pro tvorbu
prˇehledneˇjsˇı´ho grafu. Delaunayova triangulace je take´ jednoznacˇna´, pokud neobsahuje
singula´rnı´ prˇı´pady bodu˚, kdy vı´ce bodu˚ lezˇı´ na spolecˇne´ kruzˇnici opsane´. [3]
2.3 Vyhleda´vacı´ algoritmy
Vyhleda´vacı´ algoritmy se mu˚zˇou deˇlit ru˚zny´mi zpu˚soby. Naprˇı´klad se vy´razneˇ lisˇı´ zpu˚-
sobem hleda´nı´, ale i mozˇny´m vy´sledkem. Hleda´nı´ samotne´ by´va´ pro neˇktere´ pocˇı´tacˇove´
programy nejslozˇiteˇjsˇı´ operacı´, jakou prova´dı´. Mohou naprˇı´klad hledat jeden prvek nebo
hledat cestu k neˇmu. Zde nasta´va´ proble´m, protozˇe chce-li program najı´t nejkratsˇı´ cestu z
bodu A do B, prvnı´ nalezena´ cesta nemusı´ by´t nutneˇ nejkratsˇı´ a nemusı´ mı´t jednoznacˇny´
vy´sledek. Nebo naopak vyhleda´nı´ nejdelsˇı´ mozˇne´ cesty, nebo proble´m obchodnı´ho cestu-
jı´cı´ho, kdy se snazˇı´m projı´t cely´ graf bez opakova´nı´ uzlu˚. Naprˇı´klad vyhleda´va´nı´ hrubou
silou najde v konecˇne´m cˇase nejkratsˇı´ cestu, ale zkouma´ vsˇechnymozˇnosti, ktery´ch mu˚zˇe
by´t i pro maly´ prostor neu´meˇrneˇ mnoho. [8]
Algoritmus prohleda´va´nı´ do hloubky na grafech ma´ pojmenova´nı´ podle vybı´ra´nı´
prvku˚, ktere´ byly naposledy prohleda´va´ny a tak se dostane velmi rychle daleko od pocˇa´-
tecˇnı´ho bodu. Jakmile nalezne konecˇny´ bod, tak skoncˇı´ i kdyzˇ nenı´ cesta idea´lnı´. Podobny´
prˇı´stup ma´ Dijkstru˚v algoritmus, ktery´ v kazˇde´m cyklu prˇida´va´ do prohleda´vane´ podm-
nozˇiny uzlu˚ pra´veˇ jeden uzel s nejmensˇı´m ohodnocenı´m. Na obra´zku 7 lze videˇt pouzˇitı´
algoritmu, kde sˇede´ hrany oznacˇujı´ prˇedchu˚dce, cˇerne´ uzly jsou zahrnuty do mnozˇiny
projdeny´ch uzlu˚. Poslednı´ cˇa´st (f) vyjadrˇuje vsˇechny minima´lnı´ cesty z uzlu s. Protozˇe
prohleda´va´ vsˇechny prvky, ktere´ mu˚zˇou mı´t kratsˇı´ cestu nezˇ jizˇ nalezenou, tak konecˇna´
nalezena´ cesta je nejkratsˇı´. Bouzˇel se jedna´ o prohleda´va´nı´ naslepo a i kdyzˇ algoritmus
najde nejkratsˇı´ cestu, tak mu˚zˇe jesˇteˇ prohleda´vat da´l, nebo i kdyzˇ je blı´zko konecˇne´ho
uzlu, tak mu˚zˇe zbytecˇneˇ prohleda´vat jine´ cesty. Na rozdı´l od bellman-ford algoritmu, ne-
doka´zˇe efektivneˇ vyuzˇı´vat za´porneˇ ohodnocene´ grafy. Bellman-ford algoritmus doka´zˇe
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Obra´zek 7: Prˇı´klad pouzˇitı´ Dijkstrova algoritmu na ohodnocene´m grafu.
detekovat v grafu za´porneˇ ohodnocene´ cykly, to je cyklus v grafu, jehozˇ soucˇet hran ma´
hodnotu mensˇı´ nezˇ 0. Najde-li takovy´, tak jaka´koli cesta mu˚zˇe by´t kratsˇı´ nezˇ vzda´lenost
1 a hleda´nı´ optima´lnı´ cesty tak pozby´va´ smyslu. [15] [10]
Naopak hladovy´ algoritmus vybı´ra´ prvky, ktere´ vypadajı´ nejle´pe v dany´ moment.
Je zalozˇen na vyrˇesˇenı´ loka´lnı´ho proble´mu, tak ale nemusı´ vyrˇesˇit proble´m globa´lnı´.
Nalezena´ cesta nemusı´ by´t optima´lnı´, i kdyzˇ pro urcˇite´ proble´my obvykle je. Na rozdı´l
od Dijkstrova algoritmu se snazˇı´ dostat do konecˇne´ho bodu co nejrychleji a kdyzˇ nalezne
jakoukoli i neoptima´lnı´ cestu, tak algorimus koncˇı´. Nalezne tak cestu z pocˇa´tecˇnı´ho do
konecˇne´ho bodu rychleji, ale za cenu jistoty, zˇe je cesta optima´lnı´. [9]
2.4 A* algoritmus
A* je vyhleda´vacı´ algoritmus, ktery´ byl vytvorˇen v roce 1968. Kombinuje Dijkstru˚v algo-
ritmus a heuristicky´ prvek - hladovy´ algoritmus. Heuristicky´ obvykle vyjadrˇuje prˇiblizˇny´
zpu˚sob, jak rˇesˇit proble´my, anizˇ by bylo zarucˇeno, zˇe se najde nejlepsˇı´ odpoveˇd’. A prˇesto,
zˇe je A* algoritmus postaveny´ prˇı´mo na heuristicke´m prvku, tak zarucˇuje nejkratsˇı´ nale-
zenou cestu.
Prˇi vyhleda´va´nı´mezi dveˇma body vyuzˇı´va´ Dijkstru˚v algoritmus, ktery´ uprˇednostnˇuje
uzly blı´zˇe pocˇa´tku a A* se snazˇı´ o redukci prohleda´vany´ch uzlu˚, a proto bere informace
z hladove´ho heuristicke´ho hleda´nı´, ktere´ uprˇednostnˇujı´ uzly blı´zˇe cı´li. Ve standartnı´
terminologii pouzˇı´vane´ A*, g(n) vyjadrˇuje prˇesnou cenu cesty z pocˇa´tku do dane´ho uzlu
n, a h(n) vyjadrˇuje heuristicky spocˇı´tanou cenu z dane´ho uzlu n do cı´le. To je minima´lnı´
de´lka teoreticky nalezene´ cesty z dane´ho uzlu, kde optima´lnı´ cesta je delsˇı´, nebo rovna
h(n). A* pote´ vzˇdy pro pocˇı´ta´nı´ vybere uzel, ktery´ ma´ nejnizˇsˇı´ cenu f(n) = g(n) + h(n).
Heuristicky´ spocˇı´tany´ prvek, nikdy nesmı´ podhodnotit teoreticky spocˇı´tanou cestu do
cı´le. A* algoritmus je take´ kompletnı´,a to ve smyslu, zˇe nalezne cestu, pokud neˇjaka´
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existuje, respektive kdyzˇ jsou si pocˇa´tecˇnı´ a konecˇny´ uzel navza´jem vzˇdy dostupne´.
Naprˇı´klad, pokud uzly jsou body v dvourozmeˇrne´m prostoru se sourˇadnicemi xi a yi, a
jedna´ se o Eukleidovsky´ prostor, pak platı´:
h(i) =

[(xi − xt, )2 + (yi − yt)2]
Kde h(i) je na´sledneˇ nejkratsˇı´ mozˇna´ vzda´lenost z bodu i do bodu t . [14]
Pokud budou cesty ohodnoceny prˇesneˇ jako heuristicky spocˇı´tana´ cena, pak nenı´
potrˇeba kontrolovat nahrazova´nı´ jizˇ nalezene´ cesty. Je to da´no tı´m, zˇe uzel se nemu˚zˇe
tak zhorsˇit, aby pak do neˇj byla nalezena levneˇjsˇı´ cesta. Nicme´neˇ, heuristicky´ prvek
neuvazˇuje prˇeka´zˇky v grafu. Jakmile prohleda´va´nı´ narazı´ na neˇjakou prˇeka´zˇku, tak se
mu˚zˇe cena cesty uzˇ jen zveˇtsˇovat prˇi stejne´m heuristicke´m prvku. Doba hleda´nı´ stoupa´,
kdyzˇ se snazˇı´ algoritmus prˇeka´zˇku obejı´t - to nemusı´ by´t mozˇne´. Do algoritmu lze prˇidat
prvky hrube´ho prohleda´va´nı´ doprˇedu, ktere´ by hledaly prˇeka´zˇky a pote´ by bylo mozˇne´
urcˇit zdali je vhodne´ zacˇı´t prohleda´vat v uzavrˇene´m prostoru. Zvla´sˇteˇ, kdyzˇ se z tohoto
prostoru lze dostat jen jednou cestou a tento prostor neobsahuje konecˇny´ bod. [4] [13]
V prˇı´loze je uka´zka pod na´zvem AStar.gif
Pro pouzˇitı´ v rea´lne´m cˇase ma´ A* dveˇ nevy´hody. Prvnı´ nevy´hodou je potrˇebny´ vy´-
pocˇetnı´ cˇas pro nalezenı´ cesty z pocˇa´tecˇnı´ho bodu do konecˇne´ho. Druhou je spotrˇebova´nı´
velke´ho mnozˇstvı´ pameˇti beˇhem beˇhu algoritmu. To znemozˇnˇuje pouzˇitı´ velke´ho mnozˇ-
stvı´ vyhleda´va´nı´ v jednu chvı´li, protozˇe kazˇde´ vyhleda´va´nı´ potrˇebuje udrzˇovat h(n),g(n)
a f(n) pro kazˇdy´ procha´zeny´ uzel n. V rˇesˇenı´ programu bylo pouzˇito pole pro zapama-
tova´nı´ informacı´ o h(n) a g(n), jestli je uzel procha´zeny´ a sousednı´ uzel ze ktere´ho prˇisˇla
nejkratsˇı´ cesta g(n). [5]
Jiny´ zpu˚sob rˇesˇenı´ je prioritnı´ fronta otevrˇeny´ch, tj. jesˇteˇ nenavsˇtı´veny´ch uzlu˚. Jakmile
jsou vsˇechny sousednı´ uzly takto otevrˇene´ho uzlu prohleda´ny, zmeˇnı´ se stav uzlu na
”uzavrˇeny´”nebo ”neaktivnı´”a je odstraneˇn z fronty otevrˇeny´ch uzlu˚. Kazˇdy´ jeden cyklus
programu jeden uzel odstranı´ z prioritnı´ fronty a naopak jich neˇkolik prˇibude. Ve fronteˇ
jsou uzly serˇazeny podle hodnoty f() a je vybı´ra´n pro pocˇı´ta´nı´ vzˇdy ten s nejnizˇsˇı´ hodno-
tou. Algoritmus zacˇı´na´ tak, zˇe se prˇida´ pocˇa´tecˇnı´ uzel do prioritnı´ fronty a prohledajı´ se
jeho sousednı´ uzly. Pote´ je z fronty odstraneˇn a vybere se dalsˇı´ uzel s nejnizˇsˇı´ hodnotou
f().
Na obra´zku 8 lze videˇt vsˇechny zkousˇene´ cesty s bodu A s jedinou vyznacˇenou
optima´lnı´ cestou do bodu B. Vsˇechny takove´ cesty vyjadrˇujı´ hodnotu g(n) z pocˇa´tecˇnı´ho
uzlu.
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Obra´zek 8: Prostor procha´zeny´ch cest z bodu A do bodu B pomocı´ A* algoritmu
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3 Implementace zada´nı´ a uka´zky ko´du
3.1 Implementace Delaunayho triangulace
Bylo zvoleno rˇesˇenı´ Delaunayho triangulace pomocı´ kruzˇnice opsane´ trˇem vybrany´m
bodu˚m. Nejprve byly zvoleny trˇi body body a pote´ se procha´zı´ vsˇechny ostatnı´ body,
zda-li nejsou v kruzˇnici opsane´ a to dı´ky testu nerovnosti:
(x− x0)2 + (y − y0)2 − r2 ≤ 0
, kde x a y jsou sourˇadnice zkousˇene´ho bodu, x0 a y0 je strˇed kruzˇnice a r je polomeˇr
kruzˇnice. Tato rovnice je ovsˇem pro otestova´nı´ vsˇech bodu˚ vy´pocˇetneˇ slozˇita´. Na vy´pocˇet





















, kdeA,B aC jsou trˇi bodyvybrane´ prokruzˇnici opsanouabodD je zkousˇeny´ bod.Zjisˇt’uje
se, zda tento bod nelezˇı´ uvnitrˇ kruzˇnice. Prˇi testova´nı´ je du˚lezˇita´ orientace bodu˚ A, B a C
zda jsou psa´ny po smeˇru hodinovy´ch rucˇicˇek v kruzˇnici opsane´, nebo naopak. Podle toho
vyjde determinant kladny´, nebo za´porny´ vzhledem k vneˇjsˇı´m/vnitrˇnı´m bodu˚m. Proto se
jednodusˇe otestuje, zdali je strˇed kruzˇnice vepsane´ kladny´ nebo za´porny´ pro vy´sledek
determinantu.
(((By −Dy) ∗ (Cx ∗ Cx −Dx ∗Dx + Cy ∗ Cy −Dy ∗Dy))+
+((Ay −Dy) ∗ (Cx −Dx) ∗ (Bx ∗Bx −Dx ∗Dx +By ∗By −Dy ∗Dy))+
+((Bx −Dx) ∗ (Cy −Dy) ∗ (Ax ∗Ax −Dx ∗Dx +Ay ∗Ay −Dy ∗Dy))−
−((Ax −Dx) ∗ (Cy −Dy) ∗ (Bx ∗Bx −Dx ∗Dx +By ∗By −Dy ∗Dy))−
−((Bx − x1) ∗ (Ay −Dy) ∗ (Cx ∗ Cx −Dx ∗Dx + Cy ∗ Cy −Dy ∗Dy))−
−((Cx −Dx) ∗ (By −Dy) ∗ (Ax ∗Ax −Dx ∗Dx +Ay ∗Ay −Dy ∗Dy))
> 0)
Take´ mu˚zˇe nastat situce zˇe bude determinant pro na´hodny´ bod D nulovy´, pak tento
bod lezˇı´ na kruzˇnici opsane´. Tak je porusˇena jednoznacˇnost Delaunayho triangulace a
nabı´zı´ se vı´ce rˇesˇenı´, jak body A, B, C a D spojit.
3.2 A* na procesoru
Pro spusˇteˇnı´ programu bylo pochopitelneˇ zvoleno rˇesˇenı´ s vla´kny. Bez vla´ken trva´ beˇh
programu pru˚meˇrneˇ dvakra´t delsˇı´ dobu prˇi ma´lo uzlech. Prˇi vı´ce jak 500ti uzlech je
jizˇ rozdı´l nepatrny´ kvu˚li na´rocˇnosti programu a vytı´zˇenı´ jednoho vla´kna. Jedno vla´kno
dostane jeden uzel a z neˇj pocˇı´ta´ do kazˇde´ho uzlu optima´lnı´ cestu. Do pole se zapı´sˇou
vzda´lenosti u prˇı´slusˇny´ch prvku˚ a jen u pocˇa´tecˇnı´ho a koncˇene´ho uzlu se zapı´sˇe prvnı´
sousednı´ uzel kam se vydat, pokud se hleda´ nejkratsˇı´ cesta z pocˇa´tecˇnı´ho do konecˇne´ho
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uzlu a naopak. Toto se deˇje pro kazˇdy´ uzel s kazˇdy´m uzlem a tak vnikne pole pro
graf, kdy kazˇdy´ uzel zna´ nejkratsˇı´ cestu do jake´hokoli uzlu. Cely´ proces je pameˇt’oveˇ
na´rocˇny´ a kazˇde´ hleda´nı´ potrˇebuje sve´ vlastnı´ pole procha´zeny´ch uzlu˚, jejich vzda´lenostı´
od pocˇa´tku a konecˇne´ho uzlu. Program neprobı´ha´ moc paralelneˇ, a proto spotrˇeba pameˇti
pro pa´r vla´ken nenı´ velka´. Vla´kna take´ mezi sebou efektivneˇ nespolupracujı´, aby byl
zachova´n koncept algoritmu A*. V prˇı´padeˇ, zˇe by vla´kna mezi sebou spolupracovala,
tak jen prvnı´ vyhleda´va´nı´ by splnˇovalo pozˇadavky A* algoritmu a ostatnı´ by postupneˇ
zı´ska´vala nerovnova´zˇny´ heuristicky´ prvek.
A* algoritmusk sobeˇ potrˇebujepolehodnot, kamsimu˚zˇeukla´dat hodnotypropocˇı´ta´nı´
funkce f(n) = g(n) + h(n) pro kazˇdy´ uzel/prvek. Take´ si potrˇebuje pamatovat, zda
byl jizˇ uzel procha´zeny´ a prˇedchozı´ uzel, ze ktere´ho prˇisˇla nejmensˇı´ mozˇna´ hodnota
g(n) vzhledem k pocˇa´tecˇnı´mu uzlu. V prˇı´padeˇ, zˇe prohleda´vana´ cesta dorazı´ do uzlu,
ktery´ ma´ sice jizˇ zapsanou hodnotu g(n), ale mu˚zˇe se nahradit vy´hodneˇjsˇı´, tak hodnota
g(n) snı´zˇı´ a uzel se oznacˇı´ za dosud neprocha´zeny´. Zarˇadı´ se tak do fronty krajnı´ch
bodu˚, ktere´ se vybı´rajı´ pro dalsˇı´ hleda´nı´. Ovsˇem tato mozˇnost nahrazenı´ lepsˇı´ mozˇnostı´
neprobı´ha´ cˇasto, protozˇe body jsou pospojovane´ triangulacı´, ktera´ neobsahuje prˇeka´zˇky,
a ohodnocenı´ sousednı´ch uzlu˚ je vzˇdy rovno heuristicke´mu prvku. Prˇesto je tatomozˇnost
nahrazenı´ naimplementova´na. Take´ to znamena´, zˇe prvnı´ nalezena´ cesta z pocˇa´tecˇnı´ho
do konecˇne´ho uzlu je take´ optima´lnı´ cestou.
Druhy´ zpu˚sob jak vybı´rat prvky pro procha´zenı´ je vytvorˇenı´ fronty/seznamu, ve
ktere´ se porovna´vajı´ vy´sledky f(n). Tento zpu˚sob rˇesˇenı´ mu˚zˇe by´t zdlouhavy´ vhledem
k pomeˇru pocˇtu vkla´da´nı´ k pocˇtu vybı´ra´nı´. Kazˇdy´ vkla´dany´ prvek se musı´ zarˇadit na
spra´vne´ mı´sto a prˇi vybı´ra´nı´ se odstranˇuje prvnı´ prvek. Bylo zvoleno rˇesˇenı´ s polem, ve
ktere´m se oznacˇujı´ aktivnı´ prvky a pote´ se jednı´mpru˚chodemvybere s nejmensˇı´ hodnotou
f(n).
Program procha´zenı´ grafu probı´ha´ na´sledujı´cı´m zpu˚sobem:
1. Vytvorˇenı´ pole, ktere´ vypocˇı´ta´ heuristicky´ prvek pro kazˇdy´ uzel a oznacˇı´ kazˇdy´ uzel
jako neprojdeny´.
2. Procha´zı´ se uzel s nejmensˇı´ hodnotou f(). Pokud se zjistı´ zˇe ma´ za souseda konecˇny´
bod, tak se pro neˇj vypocˇı´ta´ f() s nulovy´m heuristicky´m prvkem.
3. Procha´zı´ se vsˇechny uzly okolo uzlu s nejmensˇı´ hodnotou f(), zmeˇnı´ se pro neˇ g()
a aktivujı´ se.
4. Vybere se novy´ prvek s nejmensˇı´ hodnotou f(), pokud ta je mensˇı´ nezˇ g() u konecˇ-
ne´ho uzlu, nebo pokud konecˇny´ uzel tuto hodnotu jesˇteˇ nema´.
5. Pokud se takovy´ prvek nasˇel, tak se pokracˇuje od bodu 2.
6. Zapı´sˇe se informace o optima´lnı´ vzda´lenosti g() do konecˇne´ho a pocˇa´tecˇnı´ho uzlu.
Navı´c se zapisujı´ informace o prˇedcha´zejı´cı´m uzlu, ze ktere´ho prˇisˇla nejkratsˇı´ vzda´lenost
g(). Cely´ cyklus neprobı´ha´ pro identicke´ uzly a take´ neprobı´ha´ dvakra´t pro urcˇite´ dva
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uzly, protozˇe by se stejneˇ rˇesˇenı´ opakovala. Da´le se nemusı´ aplikovat vyhleda´va´nı´ na
sousednı´ cesty, zbytecˇneˇ by tak prodluzˇovaly procha´zenı´ grafu.
Dalsˇı´ funkce vyuzˇı´va´ dat, ktere´ se zapsaly a mu˚zˇe tak urcˇit vzˇdy optima´lnı´ cestu z
uzlu do jake´hokoli jine´ho. Protozˇe kdyzˇ se procha´zı´ graf, tak si vzˇdy uzel pamatuje svoji
optima´lnı´ cestu kammu˚zˇe pokracˇovat a podmı´nky se nemeˇnı´, takzˇe se ani optima´lnı´ cesty
nemeˇnı´. Teoreticky by samozrˇejmeˇ sˇlo si zapamatovat prˇes optima´lnı´ procha´zene´ uzly
a do nich si postupneˇ zapsat vsˇechny optima´lnı´ vzda´lenosti, ale pak by se aplikoval A*
algoritmus jen naprvnı´ch pa´r vyhleda´va´nı´ a cely´ graf by byl jizˇ skoro zaplneˇny´ vy´sledkem
optima´lnı´ch hodnot. Takove´ rˇesˇenı´ ale nebylo pouzˇito, prˇestozˇe by velmi zvy´sˇilo rychlost
prohleda´nı´ cele´ho grafu a nalezenı´ vsˇech optima´lnı´ch cest ze vsˇech uzlu˚ do kazˇde´ho
jine´ho.
3.3 A* na CUDA
Stejneˇ jako na procesoru, i technologie CUDA hleda´ kazˇdou nejkratsˇı´ cestu z kazˇde´ho
bodu, anizˇ by si poma´hala mezivy´sledky. Na rozdı´l od procesoru byla provedena trˇi
ru˚zna´ rˇesˇenı´. V kazˇde´m se spustı´ vsˇechna vla´kna najednou a pokud kazˇde´ pocˇı´ta´ jedno
vyhleda´va´nı´, tak uzˇ prˇi 400 uzlech se potrˇebuje teoreticky alokovat prˇes 1GB dat. Z
testova´nı´ ale vyplynulo, zˇe je lepsˇı´ nechat vla´kno alokovat pole pro prvnı´ rˇesˇenı´ azˇ prˇi
jeho spusˇteˇnı´, nezˇ posı´lat jedno velke´ do zarˇı´zenı´ prˇed spusˇteˇnı´m kernelu. Je to da´no
nejprve tı´m, zˇe vla´kna prˇistupujı´cı´ do jednoho velke´ho pole majı´ proble´m s daty, ktere´
jsou prˇı´lisˇ ”vzda´lene´”od sebe. Naopak kdyzˇ si kazˇde´ vla´kno alokuje vlastnı´ pole, tak ma´
data ”blı´zko”od sebe. Pak je to da´no tı´m, zˇe se nemu˚zˇe poslat do zarˇı´zenı´ pole prˇesahujı´cı´
velikost kapacity pameˇti. Kdyzˇ se spustı´ tisı´ce vla´ken najednou, tak se neˇktera´ spustı´
virtua´lneˇ a hned si nevytvorˇı´ pro sebe pole dat a cˇekajı´ na spusˇteˇnı´. Je mozˇne´ pocˇı´tat
pro technologii CUDA i rˇesˇenı´ ktera´ by teoreticky nemeˇla projı´t, protozˇe prˇesahujı´ ra´mce
pameˇti. V prvnı´m rˇesˇenı´ se tak vytvorˇı´ stejna´ velikost pole jako pro procesor pro kazˇde´
vla´kno a stejneˇ jako pro procesor se zapı´sˇe do neˇj nejprve heuristicky´ prvek a vsˇechny
uzly se oznacˇı´ za neprojdene´. Tato operace nezabı´ra´ vy´razneˇ moc cˇasu a veˇtsˇinu cˇasu
stra´vı´ vla´kna v samotne´m procha´zenı´ grafu a vyhleda´va´nı´ optima´lnı´ cesty.
Druhe´ rˇesˇenı´ na technologii CUDA pocˇı´ta´ jen cesty z prvnı´ho uzlu a vla´kna nespo-
trˇebujı´ tolik pameˇti jako prˇi prvnı´m rˇesˇenı´. Ovsˇem pro zpu˚sob s alokacı´ pole pro kazˇde´
vla´kno dojde rychle kapacita pameˇti, to je 16kB pro kazˇde´ vla´kno. Pro zpu˚sob alokace
jednoho spolecˇne´ho pole trva´ prˇı´lisˇ dlouho jeho alokace vzhledem k dobeˇ pocˇı´ta´nı´. Nao-
pak na procesoru toto vyhleda´va´nı´ spı´sˇe prˇida´va´ na rychlosti, a proto je pru˚meˇrneˇ stejneˇ
rychle´. Zarˇı´zenı´ v tomto prˇı´padeˇ nemu˚zˇe vyuzˇı´t naplno paralelizmu pocˇı´ta´nı´ a veˇtsˇinu
cˇasu stra´vı´ nad alokacı´ pole a vyhleda´va´nı´ hodnot v poli.
Nabı´zı´ se tedy kombinace prvnı´ho a druhe´ho rˇesˇenı´. Tı´m je vytvorˇenı´ 4000 vla´ken,
ktere´ postupneˇ projdou vsˇechny kombinace uzlu˚. Aby neˇjake´ vla´kno nepocˇı´talo vı´ce uzlu˚,
nezˇ jake´koli jine´ vla´kno, tak vsˇechna vla´kna pocˇı´tajı´ pru˚meˇrneˇ stejneˇ vy´pocˇtu˚. Procha´zı´
pole, jak je naznacˇeno na obra´zku 9 a na obra´zku 10 vyuzˇı´va´ tak efektivneˇ veˇtsˇinu vla´ken.
Pro zpu˚sob alokace pole pro kazˇde´ vla´kno je rˇesˇenı´ pru˚meˇrneˇ dvakra´t rychlejsˇı´ nezˇ
obdobne´ rˇesˇenı´ na procesoru. Nicme´neˇ sta´le je omezenı´ do tisı´ce prvku˚.Pote´ je potrˇeba
alokovat jedno velke´ pole, ktere´ ale nemusı´ mı´t velikost pro kazˇdou mozˇnou kombinaci,
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Obra´zek 9: Zpu˚sob procha´zenı´ pole
ale jen pro 4000 vla´ken. Tak se mu˚zˇe pocˇı´ta´nı´ na technologii CUDA dostat do mnohem
vı´ce prvku˚ prˇicˇemzˇ je sta´le rychlejsˇı´ nezˇ procesor.
4000 vla´ken je maximem pro procha´zenı´ cele´ho pole a alokova´nı´ spolecˇne´ho pole
pro vla´kna. Pro veˇtsˇı´ pocˇet vla´ken se vla´kna zacˇnou spousˇteˇt i virtua´lneˇ, cozˇ by obvykle
nevadilo, ale neˇktera´ vla´kna se spustı´ azˇ prˇı´lisˇ pozdeˇ a celkoveˇ brzdı´ program.
int y1 = (blockDim.y ∗ blockIdx.y + threadIdx.y) ;
if ( y1 > 64 ) return;
int x1 = (blockDim.x ∗ blockIdx.x + threadIdx.x) ;
if ( x1 > 64 ) return;
int pomy=y1∗64+x1; //pamatuje si vsechny kombinace 0−4096
if ((pomy)>4000) return; //nad 4k vlaken se neresi
int pomx=(pomy/(rowCount/2)); //urcuje kolik pocatecnich uzlu se bude resit najednou
int pr=((pv) /( rowCount/2)); // urci kolikrat jedno vlakno vyhleda cest, tj pocet rozdeleni pole
if (pomx>(pr−1)) return; //aby ukazatel nesel mimo alokovane pole
for ( int pomz=0;pomz<((rowCount/(pr))+1);pomz++) //od 0 po
{
int x=(pomx)+pomz∗(pr); //celkove meneni, vraci hodnotu az do rowCount po cyklech
0−15, 16−31, 32−47, 48−64 az 484−500 pro rowCount=500
int y=(pomy%(rowCount/2))+x; //neustale se menici cislo modulo polovinou pole plus az
rowcount 0−249(1−250....); az 500−749
if (y>rowCount) //v pripade ze je y nad limit , tak se otoci prubeh
{ // algoritmus se v poli vraci na zacatek pro hodnoty, ktere vynechal
x=(x+((rowCount/2)−x)∗2); //x je ted x+rowcount−y, ktere je vetsi nez rowcount, treba
−0 az −250 pro 484−500
y=−y+rowCount+rowCount+1; // −600+500+500+1 =401 treba pro rowCount=500
}
Vy´pis 1: Uka´zka tvorby a pouzˇitı´ 4000 vla´ken
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Obra´zek 10: Zpu˚sob procha´zenı´ pole, kde cˇı´sla v poli vyjadrˇujı´ cˇı´slo vla´kna, ktere´ kombi-
naci uzlu˚ pocˇı´ta´
3.4 Zobrazenı´ pru˚beˇhu algoritmu dı´ky OpenCV
OpenCV je volneˇ sˇı´rˇitelna´ svobodna´ knihovna zameˇrˇena´ na pocˇı´tacˇove´ videˇnı´ a zpraco-
va´nı´ obrazu. Tato knihovna je pouzˇita v programu pro zobrazenı´ procha´zene´ho prostoru
a optima´lnı´ cesty. Pro zobrazenı´ cele´ho postupu A* algoritmu je zpracova´nı´ a vytva´rˇenı´
obra´zku˚ vy´pocˇetneˇ a pameˇt’oveˇ na´rocˇne´. Jedno hleda´nı´ vytvorˇı´ desı´tky azˇ stovky obra´zku˚
a mu˚zˇe se zda´t, zˇe se program zastavil.
Zobrazenı´ jednotlivy´ch bodu˚ je pomeˇrneˇ trivia´lnı´ za´lezˇitost, protozˇe stacˇı´ vyznacˇit
pixel na dany´ch sourˇadnicı´ch, prˇı´padneˇ jesˇteˇ pa´r pixelu˚ okolo. Naopak vytvorˇenı´ u´secˇek
pro jednotlive´ cesty nenı´ tak jednoduche´ a existuje neˇkolik zpu˚sobu˚. Nabı´zı´ se nejjedno-
dusˇsˇı´ rˇesˇenı´ a to zobrazit jen pixely, ktere´ jsou prˇı´mo na spojnici mezi sousednı´mi uzly.
Takovy´ch bodu˚ je ale velmi ma´lo a k algoritmu se musı´ prˇidat urcˇita´ tolerance at’uzˇ zao-
krouhlenı´ na cela´ cˇı´sla nebo tolerance v ra´mci procent nebo tolerance cˇinı´cı´ ±1 prˇı´padneˇ
kombinace prˇedchozı´ch. Takove´ zpu˚soby jsou vhodne´ bud’ pro stejne´ vzda´lenosti mezi
uzly, nebo zobrazenı´ cest se stejnou smeˇrnicı´ prˇı´mky.
Jiny´ zpu˚sob je vykreslova´nı´ jednotlivy´ch bodu˚ mezi uzly, kdy se zacˇne vykreslovat v
sourˇadnicı´ch jednoho uzlu a sourˇadnice pro vykreslenı´ se meˇnı´ po jednom pixelu. Tak je
jiste´ zˇe vy´sledna´ u´secˇka nebude mı´t vı´ce bodu˚ v pru˚meˇru, nebo nebude ani prˇerusˇovana´.
Zby´va´ jen dorˇesˇit zpu˚sob vyhleda´nı´ prˇı´me´ cesty mezi uzly. Nabı´zı´ se pouzˇı´t A* algorit-
mus, nebo podobny´, takove´ rˇesˇenı´ ale zabı´ra´ moc pameˇti a je teoreticky nutne´ alokovat
dalsˇı´ pameˇt’navı´c. Jednodusˇsˇı´ hladovy´ algoritmus sice najde nejkratsˇı´ cestu, ale nejprve
postupuje diagona´lneˇ a na´sledneˇ meˇnı´ bud’x, nebo y. Vy´sledne´ spojnice proto vypadajı´
”zlomeneˇ”nezˇ jako prˇı´me´ spojnice bodu˚.
Nakonec byl vybra´n algoritmus, ktery´ bere v u´vahu smeˇrnice prˇı´mek mezi uzly.
Respektive vybı´ra´ body, ktere´ majı´ co nejpodobneˇjsˇı´ pomeˇr stran obdelnı´ku˚ mezi uzly
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a mezi uzlem a zkoumany´m bodem vzhledem k osa´m sourˇadnic x a y. Jak je uka´za´no
na vy´pisu programu 2, kde se hleda´ dalsˇı´ bod pro vykreslenı´ mezi uzly, kdy sourˇadnice
pocˇa´tecˇnı´ho uzlu jsoumensˇı´ nezˇ sourˇadnice cı´love´ho uzlu. Po probeˇhnutı´ se vykreslı´ bod
na sourˇadnicı´ch bodx a body a cyklus se opakuje dokud se body nerovnajı´ sourˇadnicı´m
cı´love´ho uzlu.
float d1=(((float )bodx+1−poleu02[i][0])/((float )body+1−poleu02[i][1]));
float d2=(((float )poleu02[j][0]−poleu02[i ][0]) /(( float )poleu02[j][1]−poleu02[i ][1]) ) ;
float d3=(((float )bodx−poleu02[i][0]) /((float )body+1−poleu02[i][1]));
float d4=(((float )bodx+1−poleu02[i][0])/((float )body−poleu02[i][1]));
if ((( abs(d2−d1))<(abs(d2−d3)))&&((abs(d2−d1))<(abs(d2−d4))))
{ // pokud je nejlepsi derivace d1 pro bod x+1 a y+1
bodx++;
body++;
} // tak souradnice bodu pro vykresleni se zmeni na x+1 a y+1
else
if ((( abs(d2−d3))<(abs(d2−d1)))&&((abs(d2−d3))<(abs(d2−d4))))
{ // pokud je nejlepsi derivace d3 pro bod x a y+1
body++;
} // tak souradnice bodu pro vykresleni se zmeni na x a y+1
else
{ // pokud je nejlepsi derivace d4 pro bod x+1 a y, nebo jsou derivace stejne
bodx++;
} // tak souradnice bodu pro vykresleni se zmeni na x+1 a y
Vy´pis 2: Uka´zka tvorby cest mezi uzly
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4 Srovna´nı´ vy´pocˇetnı´ho vy´konu procesoru a CUDA
Na obra´zku 11 lze videˇt, zˇe prˇiblizˇneˇ do 200 prvku˚ je pocˇı´ta´nı´ na technologii CUDA
pomalejsˇı´ jen dı´ky dlouhe´ alokaci pole na zarˇı´zenı´, prˇestozˇe je teoreticky rychlejsˇı´. Proto
nenı´ vhodne´ pouzˇı´vat takovy´ postup v programech, kde je du˚lezˇita´ spı´sˇe rychla´ odezva
programu uzˇivateli, nezˇ slozˇitost cele´ operace pro jednotlive´ vyhleda´va´nı´.
Stejny´ zpu˚sob byl pouzˇit pro rˇesˇenı´ na obra´zku 12, kde alokace pole na zarˇı´zenı´ je sta´le
okolo 300ms, ale pro vı´ce prvku˚ je to jizˇ zanedbatelne´ zdrzˇenı´. Teoreticky by nemeˇla data
pro technologii CUDAprojı´t nad 500prvku˚, kvu˚li kapaciteˇ pameˇti na graficke´ karteˇ 1,5GB,
ale dı´ky virtualizaci vla´ken neprobeˇhnou vsˇechna alokace pole pro jednotliva´ vla´kna v
jednu chvı´li a mu˚zˇe pocˇı´ta´nı´ prˇesa´hnout i tuto hodnotu. Srovna´nı´ cˇasu˚ je zapsa´no v
tabulce 1 v trˇetı´m sloupci pod oznacˇenı´m CUDA 1. Rˇesˇenı´ lze pouzˇı´t spı´sˇe pro me´neˇ
prvku˚, kdy nenı´ proble´m s nedostatkem pameˇti.
Poslednı´ graf na obra´zku 13 vyjadrˇuje srovna´nı´ s pouzˇitı´m 4000 vla´ken na techno-
logii CUDA. Efektivneˇjsˇı´ rˇesˇenı´ prˇina´sˇı´ alokace polı´ prˇı´mo ve vla´knech, ale takove´ pole
nemu˚zˇou mı´t velikost pro vı´ce jak 1000 uzlu˚. Z tabulky 1 je videˇt, zˇe je rˇesˇenı´ pod ozna-
cˇenı´m CUDA2 o neˇco efektivneˇjsˇı´ nezˇ prˇedcha´zejı´cı´. Nakonec bylo pouzˇito jedno veˇtsˇı´
spolecˇne´ pole, ktere´ ale nema´ tak efektivnı´ prˇı´stup, prˇesto mu˚zˇe dosahovat vı´ce prvku˚
a je v tabulce 1 zachyceno pod oznacˇenı´m CUDA3. Nad 1000 uzlu˚ jizˇ nenı´ velky´ rozdı´l
mezi pocˇı´ta´nı´m na procesoru a pocˇı´ta´nı´ na zarˇı´zenı´.
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Pocˇet prvku˚ Procesor CUDA 1 CUDA 2 CUDA 3
100 0,06 0,31 0,31 0,56
200 0,56 0,51 0,51 0,76
300 2,15 1,4 1,4 1,93
400 7,78 3,11 3,71 5,8
500 17,85 8,99 8,16 12,9
600 33,35 14,7 14,02 25,82
700 57,08 28,41 23,59 45,12
800 92,13 - 40,8 74,1
900 138,65 - 61,62 121,7
1000 204,05 - 101,31 138,08
1100 295,64 - - 251,69
1200 407,63 - - 364,15
1300 539,34 - - 456,93
Tabulka 1: Srovna´nı´ doby v sekunda´ch ru˚zny´ch zpu˚sobu˚ zpracova´nı´ A* algoritmu
Obra´zek 11: Srovna´nı´ vy´pocˇetnı´ doby nad grafem z kazˇde´ho bodu do kazˇde´ho
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Obra´zek 12: Srovna´nı´ vy´pocˇetnı´ doby, prˇicˇemzˇ alokace je sta´le 0,25s azˇ 0,35s
Obra´zek 13: Srovna´nı´ alokace ve vla´knech, ktere´ nemu˚zˇou mı´t nad 1000 uzlu˚ a alokace
jednoho spolecˇne´ho pole, ktere´ nema´ tak efektivnı´ prˇı´stup
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5 Za´veˇr
V ra´mci pra´ce bylo pouzˇito neˇkolik zpu˚sobu˚ rˇesˇenı´ A* vyhleda´vacı´ho algoritmu na tech-
nologii CUDA a jejich srovna´nı´ s pouzˇitı´m stejne´ho algoritmu na procesoru. Beˇhem
vyhleda´va´nı´ neprobı´hajı´ slozˇiteˇjsˇı´ operace a spı´sˇe se do pole zapisuje nebo se prohleda´va´.
To vyhovuje spı´sˇe paralelizmu na technologii CUDA nezˇ na procesoru, proto je rychlejsˇı´.
Jako nejrychlejsˇı´ se uka´zala metoda s prˇı´mou alokacı´ pole ve vla´kneˇ. Pro veˇtsˇı´ pocˇet vy-
hleda´va´nı´ a veˇtsˇı´ grafy byla naopak nejvhodneˇjsˇı´ metoda s omezeny´m pocˇtem vla´ken a
alokacı´ jednoho spolecˇne´ho pole.
Jako nejvhodneˇjsˇı´ zpu˚sob generova´nı´ grafu byla vybra´na Delaunayho triangulace.
Sice je vy´pocˇetneˇ na´rocˇneˇjsˇı´, ale vzhledem k de´lce pru˚beˇhu vyhleda´va´nı´ se jedna´ o zane-
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A Obsah CD
Prˇı´loha na CD obsahuje na´sledujı´cı´ soubory a slozˇky:






– lib - slozˇka s knihovnami OpenCV
• Obrazky - slozˇka uka´zek obra´zku˚ z ru˚zny´ch fa´zı´ procha´zene´ho prostoru grafu A*
algoritmem
• Dokument.pdf
• Dokument.tex
