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The information scrambling in many-body system is closely related to quantum chaotic dynamics, complexity
and the gravity. Here we propose a collision model to simulate the information dynamics in an all-optical
system. In our model the information is initially localized in the memory and evolves under the combined
actions of many-body interactions and dissipation. We find that the information is scrambled if the memory and
environmental particles are alternatively squeezed along two directions which are perpendicular to each other.
Moreover, the disorder and imperfection of the interaction strength tends to prevent the information flow away
to the environment and leads to the information scrambling in the memory. We analysis the spatial distributions
of the correlations in the memory. Our proposal is possible to realize with the current experimental techniques.
I. INTRODUCTION
In quantum mechanics, the evolution of a closed system is
described by a unitary transformation. The encoded informa-
tion in the system is thus preserved within the system during
the time evolution because of the unitarity of the transforma-
tion. Although the information of the initial state will not be
erased, it may spread throughout the entire system and cannot
be accessed by local measurements. The delocalization of the
initially localized information in a quantum system is referred
as the information scrambling. The information scrambling is
ubiquitous in variety physical systems ranging from the black
hole in gravity to the many-body system in the field of con-
densed matter. It is intimately related to the phenomena of
entanglement propagation in a diffusive system [1, 2], trans-
portation in non-Fermi liquids [3], the local thermalization in
non-equilibrium many-body system [4, 5], and the black-hole
information paradox [6]. The information scrambling can also
be considered as the reverse process of the information encod-
ing in a neural networks [7].
In particular, the information scrambling can be employed
as an indicator of the quantum chaotic dynamics. In the
Heisenberg picture, a local unitary operator Wˆ, which can be
considered as the locally encoded information, of a quantum
many-body system with Hamiltonian Hˆ will evolve as Wˆ(t) =
eiHˆtWˆe−iHˆt. Depending on the many-body Hamiltonian Hˆ, the
operator Wˆ(t) may spread over the entire system and become
nonlocal. The delocalization of the initial-local operator is
recognized as the quantum version of butterfly effect and is
essentially the same as the information scrambling. An appro-
priate quantity to characterize such a process is the so-called
out-of-time-order correlator (OTOC) C(t) = 〈Wˆ†(t)Vˆ†Wˆ(t)Vˆ〉
[8] where Vˆ is another local unitary operator which does not
overlap with Wˆ at initial time, i.e. [Wˆ(0), Vˆ] = 0. As the
time goes, the commutator [Wˆ(t), Vˆ] becomes nonzero imply-
ing the nonlocality of Wˆ(t). The non-community of Wˆ(t) and
Vˆ is related to the OTOC by 〈|[Wˆ(t), Vˆ]|2〉 = 2(1 − Re[C(t)]).
Therefore the decay of OTOC means the occurrence of in-
formation scrambling. Notice that the terms e−iHˆt and eiHˆt in
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the expression of Wˆ(t) are the forward and backward time-
evolution operator. The latter is crucial in defining the OTOC.
Although recent experimental works have realized the time-
reversal operation in the nuclear magnetic resonance quantum
simulator [9] and trapped-ion system [10], it is still challeng-
ing in measuring the OTOC in large-scale realistic systems.
An alternative measure of information scrambling is the tri-
partite mutual information (TMI). Usually, the negative TMI
during the time evolution means that the information is scram-
bled. It has been proven that the TMI is essentially equiv-
alent to the OTOC in capturing the feature of information
scrambling by means of the channel-state duality [11]. Stud-
ies based on the TMI-measured information scrambling in the
spin XXX model and the Sachdev-Ye-Kitaev model show that
the scrambling is an independent property of the integrability
of the Hamiltonian [12].
So far, in most of the studies the exact diagonalization
of the many-body Hamiltonian are commonly used to com-
pute the OTOC or TMI [12–14]. However, the numerical ap-
proaches are limited by the dimensions of the Hilbert space
of the many-body system. Here we utilize the collision model
(CM) to simulate the process of quantum information scram-
bling directly. The CM was firstly proposed to simulate the
Markovian dynamics of open quantum systems in a strobo-
scopic way [15]. In the CM, the system is represented by a
particle and the environment is represented by an ensemble of
uncorrelated identical environmental particles. The interac-
tions between system and environment are simulated by a se-
quences of collisions of system and environment particles. By
introducing intra-collisions between environment particles or
appropriately embedding quantum correlation in the environ-
ment particles, the non-Markovianity may arise [16–28]. Re-
cently, the CMs are also employed to investigate the thermo-
dynamics properties [29–34], quantum synchronization [35],
quantum friction [36] and multipartite entanglement genera-
tion [37].
In this paper, we present a scheme based on the CM to sim-
ulate the information scrambling of a continuous variable sys-
tem. In the scheme, we encode the information of the system
into a memory which is contacted to the environment. A re-
alization of our CM in an all-optical interferometric network
is also presented. The system, memory and environment are
represented by the optical modes and the interactions, or say,
the collisions in CM, are implemented on the linear optical
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2elements. We restrict the discussions to the Gaussian state
and adopt the TMI as the measure of information scrambling.
We investigate how does the local information in the memory
evolve and be scrambled in the stroboscopic evolution due to
combined actions of the many-body interaction, disorders and
dissipation.
The paper is organized as follows. In Sec. II, we explain the
idea and the setup of the CM. The mathematical descriptions
for the discrete time dynamics of the information basing on
the von Neumann entropy are discussed as well. In Sec. III,
we show the dynamics of the information with different states
of the memory and environment and investigate the effects of
disorder and imperfection of interactions on the information
scrambling. We also consider the case of a large size memory
through which we study the correlations of the system and the
memory particles. We summary in Sec. IV.
II. A COLLISION MODEL BASED OPTICAL SCHEME
In a general CM, the degrees of freedom of the system and
the environment are represented by a set of particles which
is the unit cell of the model. The arbitrary two-body interac-
tion is simulated by the collision between the corresponding
particles. The continuous dynamics of the system can thus be
stroboscopically represented via a series of collisions of the
system and environmental particles [15, 16]. Here we adopt
the CM to investigate the dynamics of the information in the
presence of both many-body interaction and the dissipation.
A. Collision model
The CM we are considering consists of three blocks: the
system S , the memory M, and the environment E. As shown
in Fig. 1, the system is represented by a single particle while
the memory are represented by Nm (Nm ≥ 2) particles. The
number of particles in the environmental block increases as
the time goes.
At the initial time, the information carried by the system is
locally encoded in the memory by entangling the system par-
ticle and the first, named m1 particle in the memory. Once
the information is encoded, the system mode S is isolated
and do not evolve any more. Due to the intra-collisions of
the memory particles and the collisions between the mem-
ory and its environment, the encoded information will spread
over the memory and leak to the environment. The former
collisions simulate the many-body interactions in the mem-
ory while the latter simulate the dissipation induced by the
memory-environmental interaction. We are interested in the
time-evolution of the information in the memory, which is
driven by the internal collisions as well as the external col-
lisions with the environments.
At each step, the collisions can be divided into three seg-
ments as shown in Fig.1: firstly the bipartite collisions take
place sequentially between the neighbouring particles in the
environmental block. Secondly, the collision between the e1
and mNm particles takes place. Such a memory-environment
collision opens the channel for the information flowing from
the memory to the environment. Thirdly, the bipartite colli-
sions take places sequentially between the neighbouring parti-
cles in the memory block. The collisions in the three segments
can be considered as dynamical maps and denoted by the su-
peroperators UE , UME and UM , respectively. Thus the joint
state of the total system at step L is given by the following
iteration expression, for L ≥ 1,
ρ(L) = [UM ◦ UME ◦ UE] ρ(L − 1), (1)
where ρ(L) denotes density matrix of the joint system at the
end of the L-th step and “◦” denotes the composition of super-
operators.
In order to investigate the dynamics of the information
which is initially shared by the S and m1 particles, we em-
ploy the bipartite mutual information (BMI) and TMI of the
subsystem composed of the system and the memory to charac-
terize the information. To be more detailed, the TMI is defined
by
I3(S : M1 : M2) = I2(S : M1) + I2(S : M2) − I2(S : M), (2)
here we have already divided the memory block M into two
parts M1 and M2. The M1 part contains only the m1 particle
while the M2 part contains all the particles left in the memory.
The terms in the r.h.s. of Eq. (2) are the BMIs between the
corresponding subsystem. The BMI measures the total cor-
relation between two subsystems of a composite system, and
the expression of BMI in Eq. (2) is defined by
I2(S : X) = S (ρS ) + S (ρX) − S (ρS X), (3)
with X = M1, M2, and M, ρX is the corresponding reduced
density matrix and S (ρ) = −tr (ρ log ρ) is the von Neumann
entropy.
The negative I3(S : M1 : M2) means that the total corre-
lation shared by the system and the memory cannot be fully
characterized by the sum of the correlations those shared by
the system and each partition. In other words, since initially
the total correlation is restricted inside S and M1, the nega-
tive TMI indicates the delocalization of the initially localized
information, i.e. the information scrambling.
B. CM in an optical interferometer
In Eq. (1), the superoperatorsUE ,UM , andUME are actu-
ally unitary transformations acting on the corresponding par-
ticles and they depend on the concrete interactions of the re-
alistic system. Here we discuss the realization of CM in a
linear optical system. The unit in the CM is now represented
by the optical mode propagates along different optical paths.
The collision between two units of CM is simulated by the
mixing of two optical modes on a beamsplitter (BS). We re-
mind that the BS transfers two input modes aˆin1 and aˆ
in
2 into
two output modes aˆout1 and aˆ
out
2 through aˆ
out = SBSaˆin, where
aˆin(out) =
[
aˆin(out)1 , aˆ
in(out)
2
]T
and SBS is the scattering matrix
3given by
SBS =
(
r t
−t r
)
, (4)
with r = sin η and t = cos η being the reflectivity and trans-
missivity of the BS satisfying r2 + t2 = 1 and η ∈ [0, pi/2].
The all-optical setup of our CM is illustrated in Fig. 1(b). The
BSs in the setup constitute an interferometric network. In this
work, we restrict that all the input modes are prepared in the
Gaussian state such as the vacuum state, the squeezing state
and so on. Because the elements composed of the interfero-
metric network are quadratic, the Gaussianity of the state is
preserved during the whole stroboscopic time evolution.
Memory EnvironmentSystem
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FIG. 1: (a) Pictorial illustration of the CM. The model consists of
the system, memory and environment blocks which are represented
by an ensemble of particles. Moreover, the memory block is divided
into two parts: M1 and M2, separated by the vertical dashed line. M1
is the first particle and M2 are the left particles of the memory block.
Initially, the information carried by the system particle is locally en-
coded with the first site of the memory block through entanglement.
The memory is in turn in touch with an environment. The informa-
tion will spread over the memory block and has the possibility to
flow out into the environment due to the inter-collision between the
system and environment blocks and the intra-collisions in the mem-
ory and environment blocks, respectively. (b) The interferometric
network to simulate the CM. The network are composed of BSs and
phase shifters. The particles of the CM are represented by the opti-
cal modes. The mixing of two modes simulates the collisions of the
corresponding particles. The phase shifters introduce the disorder.
Let us start by introducing the states of the input modes.
The system mode and the first mode of the memory block are
prepared in a two-mode squeezed vacuum (TMSV) state. We
recall that the TMSV state is generated by squeezing the two-
mode vacuum state |TMSV(ξ)〉 = Sˆ (ξ)|0S 0M1〉, Sˆ (ξ) is the
two-mode squeezing operator which is defined as
Sˆ (ξ) = exp
(
1
2
ξ∗aˆS aˆM1 −
1
2
ξaˆ†S aˆ
†
M1
)
, (5)
where aˆS and aˆM1 are the annihilation operators of the mode S
and M1, respectively, and ξ is squeezing parameter and set to
be real in this work. The entanglement of the state |TMSV(ξ)〉
measured by the logarithmic negativity is ξ [38]. The joint
input state including all modes can be expressed as the fol-
lowing,
ρinJ = |TMSV(ξ)〉S ,M1〈TMSV(ξ)| ⊗ ρM2 ⊗ ρE . (6)
where ρM2 and ρE represent the Gaussian states of the M2 part
of the memory and the environment respectively, and will be
specified later.
In order to solve the stroboscopic evolution of input state ρinJ
one needs to compute the scattering matrix S(L) of the whole
interferometer at step L. We note that S(L) is a (L+2)× (L+2)
square matrix. It is straightforward to construct the scattering
matrix at step L (L ≥ 1) as the following,
S(L) =
 L∏
k=1
Sk,k+1
S(L − 1), (7)
where the matrices in the cumulative product are in the as-
cending order of k from right to left and Sk,k+1 is given by
Sk,k+1 =

Ik 0 0 0
0 reiδk teiδk 0
0 −t r 0
0 0 0 IL−k
 , (8)
in which Ik is the k×k identity matrix and δk is the phase shift.
We suppose that all the BSs are identical and characterized by
the transmission angle η, i.e. r = sin η and t = cos η. There-
fore, the properties of the scattering matrix are completely de-
termined by the reflectivities and transmissivities of the BSs
and the phase shifters. We note that the scattering matrix for
L = 0 is an identity matrix.
C. The covariance matrix and tripartite mutual information
Since the Gaussianity of the state is preserved during the
evolution, it is convenient to describe the state in the charac-
teristic function formalism [39]. The symmetrically ordered
characteristic function of ρinJ is given by
χinJ (µ) = tr
[
Dˆ(µ)ρinJ
]
, (9)
where Dˆ(µ) is the multi-mode Weyl displacement operator de-
fined as Dˆ(µ) =
⊗
j Dˆ(µ j) with µ = [µS , µM1 , ...]
T , of which
Dˆ(µ j) = exp
(
µ jaˆ
†
j − µ∗j aˆ j
)
is the displacement operator for the
j-th mode. The interferometric network characterized by the
scattering matrix Smaps the χinJ (µ) to the output characteristic
function via the following formula [25]
χoutJ (µ) = χ
in
J (S
−1µ). (10)
On the other hand, the von Neumann entropy of a single-
mode Gaussian state ρ is given as the following,
S (ρ) =
N∑
k=1
f (νk), (11)
4where f (x) =
(
x + 12
)
ln
(
x + 12
)
−
(
x − 12
)
ln
(
x − 12
)
and νk are
the symplectic eigenvalues of the so-called covariance matrix
[41, 42]. The single-mode covariance matrix σ is the second
moment of the characteristic function and its elements are de-
fined by
σ( j, k) =
1
2
〈xˆ j xˆk + xˆk xˆ j〉 − 〈xˆ j〉〈xˆk〉, ( j, k = 1, 2), (12)
where 〈·〉 is the expectation value, xˆ1 = (aˆk + aˆ†k)/
√
2 and
xˆ2 = (aˆk − aˆ†k)/
√
2i. The symmetrically ordered moments can
be obtained through the single-mode characteristic function,
tr
{
ρ
[
(a†k)
paql
]
symm
}
= (−1)q ∂
p+q
∂µ
p
k∂µ
∗q
l
χ(µ)
∣∣∣∣
µ=0
. (13)
Generally, the covariance matrix for an m-mode Gaussian
state is 2m-dimensional [24].
Recall that the characteristic function of the reduced density
matrix associated with the k-th mode is given by the partial
trace of the joint characteristic function over all the modes
other than k [40],
χoutk (µk) = χ
out
J (µ)
∣∣∣∣
µ=[0,...,µk ,0,...]T
. (14)
With the help of Eqs. (10), (13) and (14), we can obtain the
covariance matrix of the system and the memory modes as the
following,
σSM =
1
2

σS σS M1 σS M2
σTS M1 σM1 σM1M2
σTS M2 σ
T
M1M2
σM2
 , (15)
where the subscripts S , M1, and M2 denotes the system, M1
and M2 parts of the memory. Actually, all the covariance ma-
trices related to the von Neumann entropies in Eqs. (2) and
(3) are presented in Eq. (15). It should be noticed that the
dimensions of the submatrices including the memory modes,
in particular the M2 part, varies with the size of the memory.
Additionally, once the scattering matrix is known, the covari-
ance matrix σS M is only determined by the initial state. The
dependence of σS M on the initial states are presented in Ap-
pendix.
III. RESULTS AND DISCUSSIONS
We now turn to a detailed analysis of the case with Nm = 2,
i.e. only one mode in M2 part. Under this premise, we start
with the investigation on the dynamics of the local informa-
tion with different initial memory and environment states to
reveal the conditions under which the information scrambling
occurs. Then we proceed with the discussion on the effects of
the disorders and the imperfections of couplings for the scram-
bling process in our CM. Lastly we extend our discussion by
considering the memories of different sizes.
A. The initial states
As mentioned before, the information carried by the system
is locally encoded in the first particle of the memory in terms
of the TMSV state at initial time. We recall that the character-
istic function of the |TMSV(ξ)〉 is give by
χinS M1
(
µS , µM1
)
= exp
(
µS µM1 + µ
∗
S µ
∗
M1
2
sinh ξ
)
× exp
(
−|µS |
2 + |µM1 |2
2
cosh ξ
)
. (16)
Here we set the squeezing parameter ξ to be real for simplicity.
We set the initial state of the M2 part and the environment
to be a tensor product of the uncorrelated single-mode squeez-
ing vacuum (SMSV) state, i.e. ρM2E =
⊗
k Sˆ (ξk)|0〉k〈0|Sˆ †(ξk)
where ξk = rkeiφk , rk and φk are the squeezed strength and an-
gle for mode k, respectively. The characteristic function of the
k-th SMSV state is
χink (µk) = exp
−|µk |22 cosh 2rk + µ2ke−iφk + (µ∗k)2eiφk2 sinh 2rk
,
(17)
and, as a consequence, the input characteristic function of the
whole system is given by
χinJ (µ) = χ
in
S M1 (µS , µM1 ) ×
∏
k
χink (µk). (18)
Now we are ready to study the dynamics of the information
in the CM. We first consider the case that all the input state of
the M2 and environmental modes are vacuum states, i.e. rk =
0 and φk = 0 for all k. As shown in Fig. 2, the behavior of the
I2(S : M), which measures the correlation between the system
and memory, shows damping oscillation and decreases to zero
in the long-time limit. It can be understood as the vacuum
environment always absorbs the information. Moreover, the
smaller transmissivity (η → pi/2) makes the information flow
to the environment slower. It is interesting that I3(S : M1 :
M2) is always positive during the time evolution regardless
of the transmissivity which is characterized by η. Namely,
the information scrambling in the memory is never presented
regardless of the interaction strength of the collisions when
the M2 and environment are vacuum states.
We now investigate the influence of different types of initial
states on the information scrambling. To this aim, the states
are initialized by setting (i) rk = r , 0, φk = 0 for all k, and
(ii) rk = r , 0, φk = 0 for the odd k and φk = pi for the even k.
The former indicates that all the M2 and environmental modes
are squeezed with the same strength and direction, while the
latter indicates that the modes are alternatively squeezed in
two directions which are perpendicular to each other. In Fig.
3, we show the stroboscopic time-evolutions of the TMI for
ρJ with the different initial states. For case (i), the value of
I3(S : M1 : M2) is always positive during the time evolu-
tion implying the absence of information scrambling. How-
ever, for case (ii) the value of I3(S : M1 : M2) may become
negative during the evolution, implying the presence of infor-
mation scrambling. In Fig. 3, one can see that during the
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FIG. 2: The L dependence of BMI (a) and TMI (b) for various trans-
mission angle η of the BS. The input state of each mode is vacuum
state. The transmission angles of the BS are η = pi/4 (triangles), pi/3
(squares), 2pi/5 (circles) and 9pi/20 (diamond), respectively.
period that the information are maintaining in the memory,
i.e. I2(S : M) > 0, the corresponding TMI is negative. This
means that the information in the memory is scrambled and
cannot be extracted by only local operations. Indeed, the BS
will entangled two uncorrelated squeezed vacuum states with
orthogonal squeezing directions and left uncorrelated if the
two input states are squeezed in the same direction.
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FIG. 3: The L dependence of TMI for the input state of each mode
being vacuum state (circles connected by solid line), identical SMSV
state with (i) rk = 0.5 and φk = 0 (circles connected by dotted-
dashed line), and (ii) rk = 0.5 and φk = 0 for odd k while φk = pi for
even k. The inset shows the L dependence of BMI of case (ii). The
transmission angles of the BSs are η = 9pi/20.
B. The effects of disorders
Next, we discuss the effects of disorders in the information
scrambling process. The disorders in the interferometric net-
work can be realized by introducing the phase shifts between
different optical paths [43]. In our CM, the fixed phase shifters
are inserted in a given optical path at each step to simulate the
static disorder of the corresponding mode.
In order to investigate the role of the disorder inside the
memory, we add the phase shifters only in the M1 mode at
each step. This is reasonable for the memory with only two
modes, because we are concerning about the relative phase
difference δ of M1 and M2 modes. In Fig. 4, we show the
stroboscopic dynamics of the BMI and TMI for various phase
differences between the M1 and M2 modes. From Fig. 4(a)
one can see that the BMI approaches to a nonzero steady-state
value in the long-time limit for δ , 0. Moreover, as as shown
in Fig. 4(b), the TMI evolve to a negative steady-state value.
For example, in Fig. 4(c) and (d) we show the L dependence
of BMI and TMI for δ/pi = 0 and pi/2 [along the horizontal
dashed lines in panels (a) and (b)]. We can thus conclude
that the presence of disorder in the memory tends to trap the
information in the memory and scramble them. The disorder
prevents not only the information lossing from the memory
but also locally accessing the information.
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FIG. 4: The L dependence of BMI (a) and TMI (b) in the presence
of phase difference between the M1 and M2 modes. The phase dif-
ference (or disorder) traps and scramble the information inside the
memory. Notice the different color scales. In panels (c) and (d),
the circles and triangles denotes the L dependence of BMI or TMI
for δ = 0 and pi/2 [along the dashed lines in panels (a) and (b)] in
the absence of disorders in the environment. The solid lines are the
L dependence of the averaged BMI and TMI over 128 samples of
disorders in the environment and the error bars denote the standard
deviations.The transmission angles of the BSs are η = 9pi/20.
We also consider the effects of the disorders in the environ-
ment. The phase shifters in the optical paths of all the memory
6and environment modes at each step are added to introduce the
disorders δ and δk which denotes the disorder of the k-th en-
vironmental mode. The disorders δk are generated randomly
and are static for a fixed mode. In Fig. 4(c) and (d), the av-
eraged BMI and TMI over 128 samples and their standard de-
viations are shown. One can see that the steady-state value of
the averaged BMI is greater than that of the cases of δk = 0,
i.e. disorder is present only in the memory. This means that
the disorders in the environment enhance the localization of
information in the memory. The residual information in the
memory is scrambled as well.
C. The effects of imperfect coupling
So far we have considered the case that the interaction
strength in the CM are uniform which requires all the BSs
in the interferometric to be perfectly identical, i.e. the trans-
mission angles of the BSs satisfy ηk = η, ∀k. However, the
perfect BSs are hard to manufactured in practice. Thus it is
necessary to investigate the effects of imperfection of the BSs.
To this end, we add the static imperfection to each BS for mix-
ing neighbouring modes. The imperfections are simulated by
a randomly generated fluctuation δηk around the ideal ηk. The
effects of the imperfections are characterized by the averaged
BMI and TMI over 128 samples. In Fig. 5 we show the L de-
pendence of the averaged BMI and TMI for the cases of small
(δηk ∈ [0, pi/100]) and large (δηk ∈ [0, pi/10]) imperfections.
Compared with the perfect case (δηk = 0) the small imperfec-
tion changes the stroboscopic dynamics of both BMI and TMI
slightly and in the long-time limit the information completely
flow away from the memory which is indicated by the van-
ishing BMI. However, for the case of large imperfections, the
averaged BMI keeps non-zero even if in the long-time limit.
Furthermore the averaged TMI is negative in the long-time
limit meaning that the residual information in the memory is
scrambled.
D. The memory size
Now let us consider the case that the memory consists
Nm > 2 modes. We label the first mode as M1 and the modes
left as M2,k (2 ≤ k ≤ Nm). Suppose that initially the system
and M1 modes are in the TMSV state and the states of the
M2,k modes are in the SMSV state with alternative squeezing
angles (φk = 0 for odd k and φk = pi for even k). In Fig.
6, we show the averaged stroboscopic evolutions of the BMI
and TMI of the system and memory in the presence of disor-
ders in the memory. One can see that the BMI between the
system and memory remains close to the initial value even
in the long-time limit due to the information localization by
the disorder. However, the TMI among the system, M1 and
M2 modes approaches to a stationary negative value meaning
that the information inside the memory is scrambled. In or-
der to trace the information initially encoded in the M1 mode,
we compute the BMIs between the system and any memory
modes in Fig. 6(c). As the time pasts, we see that the corre-
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FIG. 5: The stroboscopic dynamics of BMI (a) and TMI (b). The
circles, diamonds and squares denote the cases of perfect, with small
imperfection and large imperfection, respectively.
lation between the system and M1 mode decreases while the
correlations between system and other modes in M2 are built.
This means that the initial locally encoded information delo-
calizes through the whole memory and is separately stored in
each mode of the memory.
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FIG. 6: The stroboscopic evolution of BMI (a) and TMI (b) between
the system and the memory which consists of k = 6 modes. (c)
The stroboscopic evolution of the BMIs between system and each
memory mode. Note that the BMIs between system and M2,k modes
have been triple-amplified to facilitate the observation.
IV. SUMMARY
As a summary, we have investigated the information scram-
bling of Gaussian states in an interferometric network based
7on the CM. We have studied the stroboscopic evolution of the
BMI and TMI of the system S and the memory M. The in-
formation of the system is initially locally encoded in the first
unit of the memory in terms of an entangled TMSV state. We
have found that the information will eventually lost from the
memory for the vacuum or squeezed vacuum environment.
The decay rate is determined by the transmission angle of
the BSs. However, if the environment units are prepared in
the squeezed vacuum states along two directions perpendicu-
lar to each other, the information scrambling appears before
the information completely lost from the memory. This phe-
nomenon is similar to that the XXX spin chain in Ne´el state
has the possibility to scramble quantum information while
never scramble information in spin-all-up state [12].
We have also investigated the effects of disorders on the
stroboscopic evolution of the BMI and TMI. It is interest-
ing that the disorders trap the information inside the mem-
ory revealing by the nonzero BMI in the long-time limit. The
trapped information is scrambled which is manifested by the
negative TMI. This means that the disorders plays positive
roles in preventing the information lost from the memory and
locally accessing the information. Additionally we have in-
vestigated the effects of imperfections of the BSs, we found
that the small imperfection does not change the dynamics of
the information while large imperfection tends to localize the
information.
We have considered the case that the memory consists of
more than two modes in the presence of disorders in the mem-
ory. In such a case, we find that the initial information is
trapped inside the memory and scrambled. This is supported
by the fact that the correlations between each memory modes
are built at the cost of the initial correlations between the sys-
tem and M1 modes.
Finally, we would like to give a brief discussion on the pos-
sible the experimental realization of our CM. A mature and
promising candidate to implement our scheme is the advanced
integrated photonic quantum simulators [43, 44]. This plat-
form has the advantages of integrability, tunability and high
efficiency of detection [45, 46]. It has been utilized to simu-
late the Anderson localization [43] and Boson sampling [47–
49]. In particular, the studies on the Gaussian Boson sampling
with linear optics elements from both the theoretical [50–52]
and experimental [53] perspectives support the experimental
realization of our CM.
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APPENDIX
In this appendix, we show the specific forms of Eq.(15)
with different given initial states. Before the detailed discus-
sions are made, it is important to note that, the parameters of
the input state ρinJ we set are identical with the main context,
which can be divide into three cases:
(1) rk = 0 and φk = 0, for considering all the input states of
the M2 and the environmental modes as vacuum states;
(2) rk = r , 0 and φk = 0, for the case of the initial states
are all be consider as the SMSV state, in which the modes
have the same strength and direction;
(3) rk = r , 0, φk = 0 for the even k and φk = pi for the
odd k, in this case, the initial states are also be set as SMSV
state, but the squeezed direction of each neighboring mode is
perpendicular.
The matrix elements σS , σS M1 and σM1 of the covariance
matrix in Eq.(15) are two-dimensional matrices given as the
following,
σS =
(
cosh(2ξ) 0
0 cosh(2ξ)
)
, (19)
σSM1 =
(
sinh(2ξ)<(S ∗2,2) sinh(2ξ)=(S ∗2,2)
sinh(2ξ)=(S ∗2,2) − sinh(2ξ)<(S ∗2,2)
)
, (20)
σM1 =
(
αM1 + βM1 γM1
γM1 −αM1 + βM1
)
, (21)
with the corresponding elements,
αM1 =
1
2
sinh(2rk)
L+2∑
k=3
(eiφkS ∗2k,2 + e
−iφkS 2k,2),
βM1 = cosh(2ξ)|S 2,2|2 + cosh(2rk)(1 − |S 2,2|2),
γM1 =
1
2i
sinh(2rk)
L+2∑
k=3
(
eiφkS ∗2k,2 − e−iφkS 2k,2
)
,
where S i, j is the matrix element of the scattering matrix S−1(L)
which is given in Eq.(7).
However, the dimensions of the matrices σM2 , σS M2 and
σM1M2 are increasing with the size of the memory, and a gen-
eral form of those matrices can be obtained by,
σM2 =

σ11 σ12 · · · σ1Nm
σ21 σ22 · · · σ2Nm
...
...
. . . · · ·
σNm1 σNm2 · · · σNmNm
 , (22)
with a fixed form of
σaa =
(
αM2 + βM2 γM2
γM2 −αM2 + βM2
)
, (23)
σab =
( AM2 + BM2 CM2 +DM2CM2 −DM2 −AM2 + BM2
)
, (24)
8the elements in Eq.(23) and Eq.(24) are
αM2 =
1
2
sinh(2rk)
L+2∑
k=3
(eiφkS ∗2k,a+2 + e
−iφkS 2k,a+2),
βM2 = cosh(2ξ)|S 2,a+2|2 + cosh(2rk)(1 − |S 2,a+2|2),
γM2 =
1
2i
sinh(2rk)
L+2∑
k=3
(
eiφkS ∗2k,a+2 − e−iφkS 2k,a+2
)
,
and
AM2 =
1
2
sinh(2rk)
L+2∑
k=3
(
eiφkS ∗k,a+2S k,b+2 + e
−iφkS k,a+2S ∗k,b+2
)
,
BM2 = cosh(2ξ)<(S 2,a+2S ∗2,b+2) + cosh(2rk)<(−S 2,a+2S ∗2,b+2),
CM2 =
1
2i
sinh(2rk)
L+2∑
k=3
(
eiφkS ∗k,a+2S k,b+2 − e−iφkS k,a+2S ∗k,b+2
)
,
DM2 = cosh(2ξ)=(S 2,a+2S ∗2,b+2) + cosh(2rk)=(−S 2,a+2S ∗2,b+2),
the rest two matrices, σS M2 and σM1M2 can be derived by
σS M2 =

σS σS M2,1 · · · σS M2,Nm
σM2,1S σ11 · · · σ1Nm
...
...
. . . · · ·
σM2,NmS σNm1 · · · σNmNm
 , (25)
σSM2,a =
(
sinh(2ξ)<(S ∗2,a+2) sinh(2ξ)=(S ∗2,a+2)
sinh(2ξ)=(S ∗2,a+2) − sinh(2ξ)<(S ∗2,a+2)
)
, (26)
and
σM1M2 =

σM1 σM1M2,1 · · · σM1M2,Nm
σM2,1M1 σ11 · · · σ1Nm
...
...
. . . · · ·
σM2,NmM1 σNm1 · · · σNmNm
 , (27)
σM1M2,a =
( AM1M2 + BM1M2 CM1M2 +DM1M2CM1M2 −DM1M2 −AM1M2 + BM1M2
)
, (28)
with the matrix elements being
AM1M2 =
1
2
sinh(2rk)
L+2∑
k=3
(
eiφkS ∗k,2S k,a+2 + e
−iφkS k,2S ∗k,a+2
)
,
BM1M2 = cosh(2ξ)<(S 2,2S ∗2,a+2) + cosh(2rk)<(−S 2,2S ∗2,a+2),
CM1M2 =
1
2i
sinh(2rk)
L+2∑
k=3
(
eiφkS ∗k,2S k,a+2 − e−iφkS k,2S ∗k,a+2
)
,
DM1M2 = cosh(2ξ)=(S 2,2S ∗2,a+2) + cosh(2rk)=(−S 2,2S ∗2,a+2).
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