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Energy monitoring is pivotal to undertaking energy consumption and efficiency studies 
in residential buildings. Residential building account for approximately 25% of final 
energy demand. However, many of the promised gains from energy monitoring have yet 
to be realised. Key to this issue is the lack of an energy monitoring practice framework 
that can provide accurate and repeatable long-term load profile data for use in energy 
management systems. The lack of such a framework was recently highlighted by ISO 
50001:2018 through the inclusion of monitoring performance evaluation in the 2018 
revision of the standard. In this research a practice framework was developed and 
validated based on an energy measurement, monitoring, and processing conceptual 
hierarchy. The energy practice framework emphasises the links between the 
measurement, monitoring and load profile data processing functions integral to an 
energy monitoring process. To validate the application of the practice framework a 
building electrical energy simulator and tester (BEEST) was designed and constructed 
so that load profile time-series data could be simultaneously collected, communicated, 
and stored by multiple commercial energy monitoring devices. The physically simulated 
load profile time-series data from multiple simulations and across multiple different 
energy monitoring devices was examined using extracted statistical, structural and 
frequency domain features to gauge load profile accuracy and repeatability. The load 
profiles extracted features were also tested for accuracy and repeatability through the 
application of cluster analysis. Research results showed variations in energy monitoring 
practice caused significant inaccuracy and low precision in monitored load profile 
features. In particular precision of extracted feature (e.g., frequency domain data) can 
vary more than ±100%. The research showed that mapping energy monitoring practice 
to a known framework provides a basis on which load profile data can be compared and 
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1.0 An introduction to energy monitoring. 
It is well recognised within the research literature the importance that the building sector 
has regarding energy consumption and its contribution to greenhouse gas (GHG) 
emissions. Buildings are estimated to contribute 40% to total global energy use and one 
third of all GHG [1]. It has also been recognised that energy use in buildings is growing, 
and this growth is estimated to be 1.5% per year in the 2020-2040 period [2]. Globally, it 
is recognised that energy savings in the building sector through the application of low-
cost interventions has the greatest potential to mitigate climate change [3]. Recently, it 
has been estimated that potential energy savings in residential buildings due to changes 
in occupant behaviour could be 10-25%, while in commercial buildings potential savings 
could be in the range of 5-30% [4]. In Australia, the statistics for energy consumption in 
the building sector follow the global trends. The residential sector accounts for 11% of 
total energy consumption and 30% of total electricity consumption [5].  
A clear link between energy monitoring and energy management has been identified 
within the literature [6][7][8]. Effective use of energy monitoring has been shown to have 
an important impact upon energy efficiency in buildings [9]. Its impact on broader social 
issues such as health, well-being, and self/group esteem, particularly in low socio-
economic residential households is also being revealed [6]. Recent research has now 
recognised the link between energy poverty1 and climate change [10]. Energy monitoring 
has the potential to play an important role in not only measuring energy consumption in 
low socio-economic contexts but as a means of quantifying the impact of energy poverty. 
In addressing these issues energy monitoring will always play a central role in the 
application of effective energy management.2 
More recently the global COVID-19 pandemic has had an impact on energy use.  In 
Victoria there has been up to a 30% increase in residential electricity consumption during 
their COVID-19 lockdown [11]. This has been matched by a similar decrease in small to 
 
1 Energy poverty is defined as the lack of ability to access energy services. Energy poverty is often 
associated with the concept of fuel poverty which has been historically defined as households whose 
fuel expenditure exceeds 10% of their income. 




medium enterprise and larger business consumption as part of an overall decrease in 
Victoria’s energy consumption Residential demand during the middle of the day and into 
the evening has increased which has flattened the consumption “duck curve” [11]. The 
increase in energy cost to residential home occupants where work from home during 
lockdown occurred is estimated to be $2.78 per day [12]. For workers who have been stood 
down, retrenched, or furloughed, this cost would be similar especially where the residence 
has children schooling remotely from home. Additionally, the Victorian government has 
recently pledged $797 million to cut power bills and reduce greenhouse gas emissions 
through providing large rebates to replace old heaters with more efficient split-systems 
and upgrade 35,000 social housing properties energy efficiency [13]. While retrofitting 
energy efficient technology will improve energy efficiency in the first instance, the 
potential of long-term reduction will only come through improvements in energy 
monitoring and management[14]. 
More recent research emphasis on energy monitoring has focussed on advanced metering 
infrastructure (AMI), smart metering and the use of data to predict thermal comfort level 
using data mining techniques [15, 16, 17, 18, 19].  Amasyli and El-Ghary [16] attributed 
many of the issues found in the literature on data-driven building energy prediction 
studies can be traced directly to “insufficiency of data (in terms of representativeness, 
size, etc.) and/or complexity of occupancy energy use behaviour”. With the advent of smart 
metering and AMI this data, (if it could be made available to researchers) would be an 
unprecedented opportunity to understand building energy efficiency features [20]. 
Amasyli and El-Gohary [20] concluded that establishing a “roadmap” to guide building 
energy monitoring research was needed. They also concluded that long-term data 
analytics would provide the potential for future energy metering studies, in building 
energy retrofitting, occupant behaviour analysis, and smart energy management. 
ISO 50001:2018 Energy management systems – Requirements with guidance for use 
defines energy monitoring as a process or activity for determining the status of a system 
consisting of checks, supervision, or critical observations  [21]. As part of an energy 
management system, ISO 50001:2018 describes monitoring as the review of energy data. 
The measurement and monitoring of significant energy use (SEU) [21] are central to the 
energy management system (EnMS) and is a key element of the Plan-Do-Check-Act 
(PDCA) ISO 50001:2018 continual improvement framework. 
This thesis has focused on the design and development of an energy monitoring practice 
framework. Establishing a simple and flexible framework on which energy monitoring 
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data can be acquired, stored, and analysed will allow researchers to share the data and 
results from their studies. The energy monitoring practice developed in this research will 
sit within the monitoring, measurement, analysis, and evaluation of energy performance 
of ISO50001:2018. The focus of this thesis will be on measurement and monitoring 
processes and activities. This thesis develops a practice framework and associated energy 
measurement and monitoring conceptual hierarchy so that energy data can be analysed 
and evaluated to ensure a valid result [21]. This thesis will consider how such a practice 
framework can improve the quality and usability of energy monitoring data, thus 
ensuring the energy data utilised in an EnMS can be interpreted to provide a valid energy 
efficiency outcome. 
1.1 Why monitor a residential building’s load profile? 
A review of the literature indicates that a residential building’s load profile can take many 
forms [22]. Hart defined an energy or load profile as the aggregate (total) electrical power 
consumed (and/or generated) and measured at the point of supply to that residential 
building [22]. Often, a load profile is a time-series of data samples of the measured values 
of power or energy. Other parameters can be used in the form of a profile such as current, 
voltage, or power factor. A load profile can also be known as a power profile or an energy 
profile, with the three terms being used interchangeably for the same profile within the 
literature [23]. Measuring the trajectory values of real and reactive power to form a P-Q 
plot has also been utilised as a load profile [23]. Voltage and current trajectories (V-I plot) 
have also been used [23] as profiles representing power or energy use. As a data time-
series, the load profile is sampled and logged over a given period. The period can vary 
considerably depending on the intended purpose of the load profile monitoring. A calendar 
day is the most common period to monitor a load profile, i.e., 24-hours. Other frequent 
periods used for load profiles include weeks, months, years, and utility billing periods. 
The most common residential building load profiles produced from energy monitoring are 
either a real power measurement load profile or a real energy measurement load profile. A 
load profile based on power measurements is a data time-series of the power values in 
watts or kilowatts with each power measurement being made at a regular data logging 
interval. Note that power measurements made by a monitoring device or system will be 
made at a rate much lower than the sampling rate internally within the power 
measurement circuits. The power values are communicated externally at a lower rate as 
required by the energy monitoring process for display and storage. Power values for real 
power, reactive power and apparent (instantaneous) power are normally available to be 
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read and logged. Some monitoring devices will also have registers, which can be read to 
obtain peak power values as well. In a similar manner to the power measurements, values 
such as real, reactive, peak, imported and exported energy will be calculated and made 
available to be communicated for display and storage from a monitoring device. A data 
time-series of real energy in watt hours or kilowatt hours can form a load profile. If the 
parameter is the real power, the profile is represented by a line graph, as shown in Figure 
1.1. If the parameter is real energy, then the profile representation is usually a bar graph, 
as shown in Figure 1.2. 
A residential building's load profile measures the aggregate energy consumed by loads in 
the building. A load profile, such as that depicted in Figure 1.1 is an aggregation of all the 
loads within the buildings. As observed in Figure 1.1, the load profile of a residential 
building is highly dynamic, with many changes in load level over the monitored 24-hour 
period. The next section explores the anatomy (makeup) of a load profile in more detail. 
It is clear from the four different monitoring logging rates of Figure 1.1 and 1.2, for the 
same load profile that a change in a parameter such as logging rate can have a significant 
impact in the presentation of the load profile and how “features” of the profile can 
disappear as the monitoring logging rate is reduced.  
The load profile contains information regarding the energy use over a 24-hour period it 
was collected. Changes in power or energy levels show the turning on or off of appliances 
or loads. These loads can be due to occupant behaviour or caused by an automated or 
controlled process such as a heating ventilation or air-conditioning (HVAC) temperature 
set point. The energy use within a building can also be viewed from the perspective of 
whether it was deferrable or non-deferrable [22]. The aim of energy monitoring is to 
capture all the load events so that they can be identified for the purpose of understanding 
energy use patterns and subsequentially develop approaches to minimise energy 




Figure 1.1. The real power load profiles for the same 24-hour period for a residential 





Figure 1.2. The real energy load profiles for the same 24-hour period for a residential 







The majority of the current residential building stock in Australia was not built with 
energy efficiency in mind. Greater energy efficiency is achieved for most buildings through 
the retro fit of energy efficient technology to the building structure such as insulation and 
double glazing or in energy efficient loads such as HVAC. Accurate and repeatable energy 
monitoring is critical to being able to: 
i. Measure the impact of any efficiency improvement. 
ii. The process of correctly and consistently identifying energy use events and 
patterns. 
iii. The reliable extraction of consistent process of load profiles to produce energy use 
information suitable for energy management systems. 
The visual analysis of the real power and real energy load profiles of the same 24-hour 
period  shown in Figure 1.1, as discussed above, reveals that a change in logging rate from 
1-minute through to 5, 15, and 30-minutes has a large impact upon the residential 
building’s energy consumption information available. A decrease in the logging rate 
removes peaks and troughs and attenuates levels causing loss or distortion of energy 
consumption. Accurate and repeatable energy monitoring is critical to the overall success 
of a monitoring project and the associated energy management systems. 
1.2  Previous research and identified gaps. 
Literature reviews have shown that a large and growing body of published research exists 
on the areas of residential building energy efficiency, consumption, and conservation. 
Much of the literature into these areas cites energy monitoring as an essential element of 
the research methodology [9]. Research into energy monitoring itself, however, is far less 
prolific and there is no established framework available that can guide it as a “practice” 
[8]. Some research studies have attempted to define mathematical frameworks [24] for 
energy data signatures.3 A formal and flexible framework which can be used to establish 
and guide energy monitoring studies or the acquisition of energy monitoring data, 
however, does not exist.  
Energy monitoring data has been used in many ways including for the modelling and 
predicting of energy consumption and savings, modelling, and predicting building 
performance, monitoring to measure the impact of occupant behaviour, load and appliance 
 
3 A load signature is the unique composition pattern intrinsic to each individual electrical appliance 
or electrical equipment [24]. 
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disaggregation for load monitoring and control, and home and building energy 
management system development and operation. Nearly all these studies utilized energy 
monitoring data in some form or other. 
Two topics of research that are heavily dependent on the quality and quantity of energy 
monitoring data is load or demand monitoring in residential buildings and occupant 
behaviour studies in those buildings. Load monitoring or appliance monitoring requires 
energy monitoring data which is of sufficiently fine granularity (i.e., high frequency) to 
identify the distinguishing features in a composite load signal and in individual load 
signals. This would enable the disaggregation of individual loads or appliances so that 
they can be identified and hopefully controlled or managed. The quality of the energy 
monitoring data used is critical to the success of the subsequent data analysis and 
modelling. In load monitoring the success in disaggregation of individual loads, no matter 
what form the signature takes, is recognised in the research literature as still being a 
limiting factor [9]. 
One study [4] recently identified four research topics to study the impact of occupant 
behaviour on building energy use: 
i. Understanding occupant behaviour, especially specific behaviours affecting indoor 
thermal comfort, such as window opening behaviour, lighting control behaviour 
and space heating/cooling behaviour. 
ii. A clear research method and energy data collection. 
iii. Quantitative modelling of occupant behaviour and building energy performance. 
iv. Energy saving potential and behavioural strategies. 
While only (ii) above explicitly targets the topic of energy monitoring, the remaining three 
topics are all still highly dependent upon reliable energy monitoring data to fulfil their 
promises. 
From the literature review of Chapter 2, the following three gaps have been identified in 
energy monitoring and energy management research: 
Gap 1. A framework for the “practice” of energy monitoring does not exist. A framework 
for the practice needs to be investigated and defined. Such a framework would 
allow/facilitate greater sharing of data, methods, and results. 
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Gap 2. Energy monitoring studies make use of energy monitoring data to extract energy 
use features and patterns.  These feature and pattern outputs are then used as a means 
of recommending ways for improving energy efficiency. However, there is no consistent 
way to link the validity and repeatability of the extracted features and information with 
the energy monitoring methodology used. 
Gap 3.  There is no formal approach to the longer-term large sample study of energy use 
in residential housing. The design, development and testing of an energy monitoring 
practice framework will provide a foundation on which energy studies addressing energy 
efficiency issues in the residential housing sector can be conducted, shared, and 
communicated.  
The gaps in research identified above constitute a wide array of potential research project 
topics. This research project does not propose it can provide solutions for all these gaps; 
however, the project will propose that a start can be made in filling these gaps 
(particularly Gap 1 and Gap 2) through the design, development and testing of an energy 
monitoring practice that could help facilitate a large sample size in a longer-term study 
using a consistent and repeatable energy monitoring framework. A full literature review 
is provided in Chapter 2. 
1.3 Aims and objectives. 
According to the gaps identified in the previous section the following four research 
questions are proposed: 
i. To what extent can energy monitoring capture an occupant’s energy use behaviour 
or profile? 
ii. What energy monitoring methods are required to capture a load or appliances 
functional operation to develop energy monitoring strategies? 
iii. What constraints or boundary conditions must be applied to an energy monitoring 
study in order to satisfy (i) and (ii)? 
iv. Can the energy use profiles be utilised to form the basis of energy use information 
that can be provided and displayed to energy users? 
In attempting to answer the above four research questions this project proposes the 
following three overall research objectives: 
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i. Investigate state of the art power and energy measurement techniques and devices 
i.e., investigate which measurement methods are used, what measurement 
parameters are chosen or set, what purpose the measurement serve, how is the 
measurement are interfaced or provided to users, and the impact of the methods 
and parameters utilised upon measurement validity, accuracy, and repeatability. 
ii. Based on (i) investigate and establish a flexible framework for the specification of 
an energy monitoring study, and for the acquisition and storage of energy 
monitoring data; and 
iii. Conduct an energy monitoring study using the developed practice framework with 
commercially available energy monitors in a residential dwelling and through 
simulation to identify energy use profiles and information. 
While current research indicates that no energy monitoring “practice” framework 
specification has been proposed, it is envisaged that this thesis will consider existing 
mathematical frameworks for processing load profiles that is documented in the research 
literature. This would also include making use of existing ontologies4 currently 
documented in the research literature and approaches used in energy monitoring 
database repositories currently available [25].5 
1.4 . Significance and contributions to discipline. 
This research is considered significant in four ways. First it re-examines the approaches 
taken by published research into the “practice” of energy monitoring. As Foulds et al. [8] 
clearly states energy monitoring has been largely overlooked as a research topic and as 
such its “practice” has not been developed and formalised. While the importance of energy 
monitoring has been heavily documented [9], there has been no move within the energy 
studies community to provide a formal framework from which the reporting of energy 
monitoring research can be based and shared. 
Secondly, this project will develop a framework for the consistent use of energy monitoring 
data produced by currently available commercial and industrial energy monitors, and to 
establish clear boundary conditions for the use of this data. The project will also 
 
4 “A set of concepts and categories is a subject area or domain that shows their properties and the 
relations between them”. From https://www.google.com.au/search?q=ontology. Accessed 
10/8/2018. 
5 Currently only a small amount of data is available which has been collected for non-intrusive 
load monitoring energy studies. 
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recommend the design for a low-cost energy monitoring approach which meets the 
developed framework. 
The third significant contribution this research project provides is in taking an energy 
monitoring “practice” framework and demonstrating that the quality of the energy use 
information that can be utilised by the resident/householder is highly dependent upon the 
‘practice’ employed. This ‘practice’ extends from ways in which alternating current (AC) 
voltage and current is physically measured to the methods used to extract energy use 
features and patterns, as well as choosing which energy use profiles are valid reflections 
of energy use. 
The fourth area of significant contribution for this project is to show a clear traceable link 
exists between the measurement of energy use data and the extraction and formation of 
this data into end user information. 
The benefits of the proposed research can be summarised as follows: 
i. The establishment of an energy monitoring “practice” framework will provide a 
guide as to how to conduct an energy monitoring study.  
ii. Providing a consistent and repeatable framework will allow for data and result 
sharing across projects and for the comparison of this data and the results. 
iii. The establishment of an energy monitoring practice framework will provide a 
consistent approach to feature extraction from energy monitoring data i.e., load 
profiles, and its formation into energy use information. 
iv. A framework for identifying energy use information within energy use profiles will 
provide more consistent and meaningful energy use information for the provision 
and display to the energy user. 
1.5 Thesis structure. 
The research undertaken in this thesis is based on the finding of Chapter 2, which 
provides a literature review of the energy monitoring research and where energy 
monitoring is used in building energy consumption and conservation research. The 
literature review clearly identified the need for improved and consistent approaches to 
energy monitoring and the need for a guiding practice framework [8]. An important 
outcome of the literature review is the development of the proposed “energy measurement, 
monitoring and processing conceptual hierarchy”. The conceptual hierarchy provides a 
basis on which the practice framework is built. 
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Chapter 3 describes the research methodology underpinning the research for this thesis. 
The research design was based on designing and constructing a valid physical building 
simulation that could emulate an existing building load profile using switched loads so 
that multiple energy monitors can collect and store load profile data. Methods for 
comparing load profile time-series using feature extraction is also discussed in Chapter 3. 
Chapter 4 introduces a framework for energy monitoring. A practice framework based on 
the energy measurement, monitoring, and processing conceptual hierarchy introduced in 
Chapter 2 is proposed as a basis for a comparing and analysing load profile data. 
Chapter 5 provides details of the building electrical energy simulator and tester (BEEST) 
design and construction. A description and results of validating the BEEST’s simulation 
of load profiles using calibration testing against reference energy meters, simulation 
timing issues, analysis of variations in load values and supply voltage is provided in 
Chapter 5. An error model for both the BEEST simulation and building load profile 
measurement and monitoring is also presented. 
Chapter 6 introduces the data collected from BEEST simulations and the analysis of 
measurement error impact on load profile accuracy and precision. This is accomplished 
through the comparison of extracted load profile statistical, structural and frequency 
domain features. A mapping to the energy monitoring practice framework and the error 
analysis is also provided. 
Chapter 7 continues the analysis of the accuracy and precision of energy monitoring and 
the resulting load profiles through an exploration of the monitoring and load profile data 
processing function of the overall energy monitoring process. Again, extraction and 
analysis of visual, statistical, structural and frequency domain features is undertaken. 
The analysis is extended to an examination of the impact of feature extraction on the 
ability to cluster and classify load profiles. 
Chapter 8 discusses research conclusions and offers recommendations for future research. 
Chapter 8 also revisits the research objectives and provides a discussion of the limitations 





2.0  Introduction 
The use of energy in residential and commercial buildings has been a continually active 
area of academic research over the last two decades. This research has been motivated by 
the observation that it is estimated 40% of total global energy use and one third of all 
greenhouse gas (GHG) emissions can be accounted for by use within buildings [1]. It is 
also estimated that energy use in buildings will increase at a rate of 1.5% per year in the 
period 2020-2040 [2]. The issue of energy consumption, efficiency and conservation has 
also been an active area of public debate over the past two decades. Prior to this, it was 
only the energy crisis caused by world-wide oil shortages in the 1970s that had raised 
concerns for the supply and security of the planet’s future energy needs. Current active 
debate and interest has been driven by the measured impacts that global atmospheric 
warming and the resulting climate change due to GHG emissions impact negatively on 
global climate. It is within the framework of improving energy efficiency for a sustainable 
future and the reduction of GHG emissions to slow and even reverse the effects of 
anthropogenic climate change that energy research and studies are now conducted [3]. 
The primary context for energy research has been in the improvement of energy efficiency 
and conservation and the reduction of energy consumption together with the search for 
low cost and renewable energy sources. The objective of energy management and the use 
of energy monitoring within an energy management system (EnMS) has been to facilitate 
the goals of improvements in efficiency and conservation. The purpose of this literature 
review is to examine where and how energy monitoring fits into and assists in the energy 
management objective as well as contributes towards the energy efficiency improvement 
and conservation gaols. 
This literature review focuses on the energy monitoring methods, techniques and 
approaches documented in the academic literature which is related to research into the 
improvement of energy efficiency, conservation, and reduced consumption in residential 
buildings. This literature review was also conducted within the context of low socio-
economic housing, i.e., social residential housing. Energy monitoring is one approach 
available in an array of methods discussed within academic literature that can be utilised 
to improve energy efficiency, reduce energy consumption and waste as well as promote 
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energy conservation in the residential building sector. The goal of all this research is to 
reduce emissions of GHG to mitigate against the outcomes of severe climate change and 
provide for energy supply continuity and security for everyone. This literature review 
examines energy monitoring within a social housing context as it provides a window into 
the research of how people of low socio-economic means have contributed to and benefitted 
from the improvements in energy monitoring. It is low socio-economic energy users who 
can have the biggest impact upon reducing energy consumption in residential housing as 
they constitute by far the biggest group of energy consumers. It is unfortunate however, 
that it is the low socio-economic energy user who is least able to afford the improvements 
made in both technological and behavioural energy efficiency interventions [6]. 
From an Australian context the energy consumption figures for residential buildings are 
not dissimilar to that estimated world-wide with 11% of total energy consumption in 2013-
2014 being attributed to this sector. In the residential building sector in Australia energy 
consumption grew 14% in the first decade of the 2000s [9]. From 1990 to 2020 the energy 
consumption is estimated to increase by 20% with this growth being driven by population 
growth, increases in number of residential dwellings and improvements in lifestyle within 
households [5]. Energy from electricity is the major source of household energy 
consumption in Australia. The residential sector accounts for 30% of total electricity 
consumption is Australia [5]. 
From an energy monitoring perspective, while there has been extremely limited research 
published from Australian studies, there have been initiatives that have attempted to 
provide interventions to assist with improved energy efficiency in residential households. 
One such initiative was the Queensland Government Climate Smart Home Service 
established in 2009 under the Local Government Infrastructure Service (LGIS)1 but 
subsequently shutdown in 2012. This initiative specifically targeted energy efficiency in 
residential households where householders were provided with a range of services from a 
licenced electrician which included auditing, low wattage light globes and a fully install 
energy monitor.2 The scheme was touted to save households between $250 and $400 per 
annum on their energy costs. This was projected to provide over 300,000 households with 
this service for a saving of $824,000,000. It was reported in 2011 to have been installed in 
 
1 Climate Smart Home Service was established as part of the Local Government Infrastructure 
Service (LGIS) http://www.lgis.com.au. Accessed 30/5/2018 but found to be redirected to 
www.wearepeak.com.au which is a commercial infrastructure services provider. 
2 Householders were provided the service and energy monitor worth $400 for a $50 fee. Queensland 
Government budgeted $120,000,000 for the initiative. 
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300,000 homes with a savings of $600,000,000 to that time [26]. The scheme was shut 
down in 2012 by the Campbell Newman LNP Government for a $5,000,000 saving [27]. 
The structure of the remainder of this literature review will be to explain how the current 
literature has defined and shaped the ideas of energy monitoring  in Section 2.1. The 
review then examines research into these methodologies in the context of social housing 
in Section 2.2. Section 2.2 focuses primarily on the research published in Australian social 
housing. Section 2.3 provides a review of current technology, methods, and techniques 
which are being used in research, and highlights the application of research to monitor 
and record energy use and energy use patterns. Section 2.4 discusses the current issue 
and gaps found in the literature review with energy monitoring and the development and 
application of energy management strategies.  
2.1 What is energy monitoring? 
Energy monitoring is considered an important aspects of energy management [9]. 
Energy monitoring, as a distinct practice, has yet to be fully explored in the energy 
research literature [8]. As Foulds et al. point out, research into whether householders 
have become actively engaged in the measuring and identification of trends associated 
with their use i.e., performing energy monitoring, has been overlooked. Rather Foulds et 
al. indicates that research has focused on interpreting the outcomes of monitoring 
activities and how such interpretations can be tweaked for improvements, as well as 
providing feedback as to how behaviour change may be achieved to reduce energy use in 
households. This focus of research is reflected in the large body of literature dealing with 
the impact of building occupant behaviour on energy efficiency, as well as on building 
performance [28]. 
The practice of energy monitoring has not been defined in the literature until recently [8]. 
Foulds et al. defines energy monitoring as: 
‘… a set of routinised behaviours that involves attempts to improve one’s 
understanding of (typically one’s own) energy use patterns and drivers.’ 
Foulds et al. uses this definition with the caveat that such behaviours occur over time and 
thus require multiple data points. They consider energy monitoring to encompass both 
real-time or historic monitoring (or even both) and occur across different levels of 
aggregation i.e., whole building level, circuit, or load level. Energy monitoring practice 
involves both measuring and identifying [8], a twostep process. First measurement of 
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required energy parameters and recorded in a manner which is appropriate for its use. 
Second the recorded energy data is identified through a process of observation, cross-
checking and comparative analysis which can identify trends, patterns, and reasons 
behind the identified use profile. 
Combined with energy monitoring practice, Foulds et al. also points to a need for 
competence both is the “doing” of energy monitoring, but also in the “knowing what to do 
with” the outcome of the doing. While the technology used to undertake can hold many 
competences, the end-user (often the householder) must have competence to put into 
practice what is required to “improve” performance. To do this a range of competences 
beyond just making or observing measurements is needed. This highlights not only 
motivating and educating energy users with “know-what” intellectual knowledge but also 
the practical “know-how” knowledge, as it is the “know-how” that enables both energy 
monitoring but also energy saving actions which results from the monitoring [8]. 
In general, energy monitoring has not been studied to any real extent in the energy 
research literature [8]. In the areas of electrical measurement and measurement sensors 
there is a large body of research which has been undertaken into the measurement of 
alternating current and voltage (AC) and AC electrical power and energy, and the sensors 
used to achieve this measurement. The measurement of electrical power requires the 
measurement of instantaneous voltage and current. Current sensors such as resistive 
shunts, current transformers, Rogowski coils and Hall effect devices are used to provide 
an AC current measurement. Generally, energy measurement is derived from a power 
measurement as an integration or summation over a given time interval. Due to electrical 
power measurement research and development, there now exists a very wide range of 
industrial and commercial electrical energy measurement devices available on the market 
today. A review of such devices is provided in Section 2.3. 
There is a growing body of research into energy smart meters and the analysis of the 
energy use data they can provide [29]. A smart meter is an electrical energy measurement 
device connected at the residences point of supply and is used by the electricity retailer to 
measure energy use for charging energy tariff. Smart meters are now beginning to replace 
the electromechanical analog wattmeter which historically has been used (particularly in 
Australia) to measure electrical utility kilowatt hours of electrical energy consumed. 
Smart meters can be used where multiple tariffs are required and can produce large 
quantities of energy consumption data. Smart meters and the data they produce, however 
is the property of the electrical retailer and is generally not available to the consumer in 
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Australia. Energy suppliers see smart meters as being integral to the management of 
energy in a smart grid [30] and are often termed as part of an advanced metering 
infrastructure (AMI) [31]. Smart meters have the potential to illicit large quantities of 
high-resolution data that can provide rich information as to the electricity consumption 
behaviours and lifestyles of the consumer [29]. Thus, smart meters pose a plethora of 
privacy issues for consumers and households [32]. To a large extent (including in 
Australia) these privacy issues are not addressed by existing privacy legislation or 
protections and remain a legal blackhole [32]. Smart meters also have the potential of 
being a highly disruptive information technology security threat [32]. 
As an energy monitoring device smart meters only provides tariff-based data i.e., units of 
energy consumed and their cost to energy consumers. This data is only available as per 
the energy providers billing cycle i.e., every two months in Western Australia. As an 
energy monitor smart meters have provided researchers with a means of studying, 
monitoring, and managing microgrids [32] and developing approaches to demand side 
management of consumer loads [32]. However, issues relating to privacy and ownership 
has prevented such research extending beyond the microgrid level [32]. 
The concept of energy management is now well established as a policy and research 
topic. Energy monitoring is considered central to the undertaking of energy management. 
As such, energy monitoring can be found within the practice of energy management even 
if the energy monitoring has been carried out at the billing data level i.e., cost and units 
consumed every few months. As a research topic energy management has been 
investigated, in a small way, for over a century in various disciplines including medicine. 
However, step jump in interest occurred in the 1970s (due to the oil crisis) and then again 
in the early 1990s. The early 1990s increase in interest due to the fast-growing 
environmental research and in energy (fuel) conservation research. Figure 2.1 shows the 
result of a citation search in the Web of Science (WoS) using the search terms “energy” 
AND “management”. Figure 2.1 shows a steady increase in research interest has occurred 
more recently since the mid-2000s with a five-fold increase since 2007 to 2017. Energy 
management systems can vary in type and application but have been largely researched 
and applied in commercial or industrial, company or factory applications. 
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Figure 2.1. Web of Science number of published articles 1925-2017 for search on 
“energy” and “management”. 
 
Lee and Cheng [14] found a total of 105 citations for published papers in the Science Direct 
Online database which deal with whole building management cycle through the study of 
building energy management systems (BEMS). Of these it was noted that 34% concerned 
residential buildings [14]. Their review was focused on energy management systems 
(EnMS) case studies in the research literature which covered building energy 
management systems (BEMS), industrial/company/factory (ICF) energy management 
systems and equipment energy savings cases. Their review was focused on identifying the 
key energy management system (EMS) functions for effective energy savings. From a 
cross-section of 194 case studies in the BEMS, ICF and equipment energy savings 
literature [14] Lee and Cheng identified six (6) functional groups of similar purpose. These 
were labelled as the basic function, control function, analysis function, management 
function, advanced function, and specific function groups. 
In describing each of the functional groups [14], a common thread exists in each of these 
groups. All the groups are dependent on energy monitoring, and in some cases 
supplemented by environment monitoring. Without energy monitoring the functions 
would not be possible. The basic function group of EnMS uses energy monitoring across a 
whole site/facility to achieve energy savings targets. The EnMS control function group 
focuses on scheduling control, demand response, energy cost control and human comfort 
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control to achieve energy saving. All these approaches to control rely on underlying energy 
and environment monitoring. The analysis EnMS function group achieves energy saving 
through the processes of forecasting and prediction, optimisation, and diagnosis, fault 
detection and maintenance scheduling. All these processes require energy and 
environment monitor as core to their operation. Again, the use of EnMS to achieve energy 
savings through the application of management functions such as behavioural, ISO based 
management, knowledge management, and database management all require energy 
monitoring and the data it produces. Finally, the advanced and specific function groups 
identified by [14] rely on model assisted control or expert systems and artificial 
intelligence methods as well as site specific processes to achieve energy saving. They all 
rely on the availability of energy and environment data provided by adequate monitoring 
systems. 
When ISO 50001:2018 Energy Management Systems – Requirements for guidance for use 
was released, it was touted as having the potential to influence 60% of the worlds energy 
usage [33]. Together with a large uptake of ISO 14001 Environmental Management 
Systems (EMS), ISO 50001 was adopted and registered by nearly 12,000 organisations by 
2015 [33]. The design of ISO 50001 is based upon other ISO standards, ISO 9001 Quality 
Management Systems, and ISO 14001 Environmental Management Systems [33]. ISO 
50001 is based on a Plan-Do-Check-Act (PDCA) cycle as depicted in Figure 2.2. It must 
also be noted that the 2018 release of ISO 50001 included a section on performance 
evaluation with emphasis on the monitoring, measurement, analysis, and evaluation of 
energy performance and the EnMS. This inclusion illustrates the importance of energy 
monitoring to the PDAC cycle. 
The PDCA cycle from an energy management context is summarised as follows [33]: 
a) Plan – conduct the energy review and establish the baseline, energy performance 
indicators, objectives, targets, and action plan necessary to deliver results in 
accordance with opportunities to improve energy performance and the 
organisation’s energy strategy. 
b) Do – implement the energy management action plan. 
c) Check – monitor and measure processes and the key characteristics of operations 
that determine energy performance against the energy policy and objectives and 
report the results. 
d) Act – take actions to continually improve energy performance and the EnMS. 
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Figure 2.2. ISO 50001:2018 Plan-Do-Check-Act cycle [Source: ISO 50001:2018 Energy 
management systems – Requirements for guidance for use]. 
 
While the PDCA cycle seems a straightforward approach, it is highly dependent on energy 
monitoring at every stage of the cycle. Only the “Check” cycle explicitly declares a 
requirement for monitoring and measurement, energy monitoring is in fact critical to 
every cycle of the process. Planning should have been undertaken with a clear 
understanding of the energy use parameters and what is the baseline value of these 
parameters. This cannot be known without energy monitoring. The “Do” cycle will require 
feedback from energy monitoring to show that the “doing” has occurred. The “Check” cycle 
does require processes to be monitored or measured and does provide for overall feedback. 
Upon implementing the “Act” cycle energy monitoring is essential to be able to see the 
impact of the energy performance actions. 
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Marimon and Casadesus [33] carried out a study of the motivations, difficulties, and 
benefits of an ISO 50001 EnMS. They analysed a questionnaire taken in Spain by senior 
management representatives who were responsible for energy management certification 
in organisations adopting ISO 50001 EnMS. An Exploratory Factor Analysis (EFA) 
produced three latent constructs for motivation which were labelled as social requirement, 
ecology drivers and competitive advantage. Ecology drivers were the strongest motivation. 
Note that “social requirement” latent construct was related to how the organisations were 
viewed as “entities” in a broader social context i.e., incentives from public administration 
and pressure from professional organisations.  
The EFA produced latent variable, which were labelled operational difficulties and 
organizational difficulties for those input variables associated with difficulties in ISO 
50001 implementation. While operational difficulties were more important than 
organizational difficulties, overall difficulties faced were found to be quite low. With 
respect to benefits the analysis produced the two latent variable labelled ecological 
benefits and production benefits based on the associated inputs. Of these two, ecological 
benefits were the more important. 
Marimon and Casadesus’s [33] analysis found relationships between the seven latent 
constructs of the EFA. They showed that social requirements explain operational 
difficulties that result in operational benefits. Ecological drivers are related to ecological 
benefits. Organizational difficulties have an inverse relationship with operational and 
ecological benefits, while operational difficulties are related to operational benefits and 
ecological benefits. Thus, ecological benefits will only result if ecological motivations exist. 
However, organisations must realise social requirements only bring operational benefits 
but not direct ecological benefits. These interrelationships show that social requirements 
precede operational benefits and indirectly precede operational difficulties. Also, social 
requirements indirectly impact on ecological benefits. This will mean that social 
requirements must be in place to achieve good performance in terms of ecological and 
operational benefits. Thus, a trade-off exists between ecological and operational benefits. 
Investing in social requirements provides operational benefit or investment in ecological 
drivers to see ecological benefits. 
It is interesting to note from the Marimon et al model that operational difficulties i.e., 
overcoming them can lead to both operational as well as ecological benefits. Operational 
difficulties are driven by inputs from the necessity of continuous measurement tools, data 
complexity, lack of economic resources, and norm complexity. An improvement in these 
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inputs would improve both operational and ecological benefits according to the model. As 
was observed by Lee et al., an important link between energy monitoring and benefits 
achieved by ISO 50001:2018 implementation can be observed in this study as well. 
2.2  Energy monitoring in low socio-economic residential housing 
Energy monitoring in low-socioeconomic contexts has been recognised as having an import 
role in the reduction of energy consumption in the residential sector [34]. Research  into 
energy use in low socio-economic groups is related the large body of research into energy 
poverty [35]. Social and community housing constitutes an import proportion of 
residential housing [38]. The provision of energy efficiency improvements in social and 
public housing has been recognised as providing significant economic, health and social 
benefits [40]. Despite the recognised benefits, the use of energy monitoring has been 
limited. McCabe et al., [6] described the interaction between energy efficiency and 
conservation in  social and public housing, including the necessary impact on occupant 
behaviour, as a reciprocal process. Energy monitoring is essential in the process, 
particularly in providing understanding and engagement for the occupants or residents 
[6]. The high cost of providing energy monitoring is recognised as a major barrier [40]. If 
the cost barrier can be overcome, then there is potential for large returns not just in 
energy savings but across the board through improved health and well-being as well as 
improved social outcomes [40]. Thus, the development of low-cost energy monitoring 
solutions is central to realising this potential. An energy monitoring practice framework 
could significantly contribute to the development of the much needed low-cost monitors.  




2.3  Review of energy monitoring techniques 
A review into energy monitoring research is difficult as research into energy monitoring 
as a ‘practice’ is limited, or as some would suggest non-existent [8]. What this review 
provides is a summary of the methods, techniques and approaches utilised in the energy 
research literature and describes how energy monitoring data is obtained and utilised i.e., 
data acquired, communicated, and stored ready for analysis and interpretation. In 
general, energy monitoring is only very briefly described in the research literature via a 
description of the equipment used and is only considered a small (though essential) part 
of the research. A recent review of load monitoring in household appliances for energy 
management describes energy monitoring within a framework of measuring devices, 
optimisation tools, communication devices, recognition devices, control devices and 
display devices [9]. However, this review did not highlight any research where this 
framework for load monitoring facilitates energy management, other than to recommend 
that more accurate appliance recognition/disaggregation was required to enable its 
application to energy management. This review recognised that there were very few 
researchers focused on the application of load monitoring to energy management. 
The research found that the load monitoring literature is generally focussed on how 
energy monitoring data can be applied via various and sometimes sophisticated 
algorithms to identify and disaggregate individual appliances from composite 
measurements of multiple loads [47, 48, 49, 50]. This large body of research reports on 
the accuracy and success of disaggregation but not on how such findings map to practical 
energy management strategies. Approaches to load monitoring generally take two forms 
(a) non-intrusive load monitoring and (b) intrusive load monitoring. These two approaches 
are discussed in more detail below. 
A further body of research discusses the impact of occupant behaviour in buildings upon 
the energy efficiency and building energy performance. This research has highlighted the 
importance of rigorous, objective (energy metering, indoor/outdoor environmental data, 
occupant’s interaction with control systems) measurement, and subjective (occupancy 
data and surveys questionnaires and self-report data) measuring techniques based upon 
real data [28]. A review of research into the role of occupant behaviour in building energy 
performance emphasised the need for stronger empirical evidence which went beyond just 
single buildings but was at a larger scale [4]. Ahmad et al. [51] reviewed the state of the 
art of building energy metering and environmental monitoring and suggested the key 
factors found in the research literature which influence the selection of metering and 
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monitoring equipment included its accuracy, ease of deployment, communications 
protocols, granularity, cost, and availability. Cost was seen to be a primary driver in the 
decision to invest in energy monitoring and was considered a major risk factor to builder 
owners and designers. Granularity or resolution of measurement was observed to 
determine the possible levels of analysis that could be performed on the measurement 
data as well as impacting upon the ability to communicate, collect, and store this data. 
Granularity also contributed to the cost trade-off between analysis requirements and 
installation cost. 
2.3.1 Energy and power measurement and monitoring 
Energy consumed or generated within buildings is in various forms. It can be electrical, 
gas (natural and LPG), solid fuel such as coal or wood, liquid fuel such as petrol, kerosene, 
diesel, and thermal sources such as solar (sun), hot water (thermal springs) and ground 
thermal (heat pumps). To monitor all energy use in a building would require the 
measurement and investigation of all energy sources such as those describe above. In 
general, most buildings (even complex facilities) will only consume or produce energy from 
a limited number of sources. In the case of residential buildings in Australia this is 
normally limited to electricity, gas and solar. Most of the energy consumed and generated 
will be electrical energy [5].  
This literature review will focus on energy monitoring which is the measurement, 
monitoring, and processing of electrical energy consumption and generation. The research 
literature reviewed also reflects a dominance of the energy monitoring of electrical loads. 
This section of the literature review will also focus on two major areas of energy research 
in residential buildings, that of load monitoring and occupant behaviour. While the 
building modelling and building performance, analysis are important areas of research 
and generally require the use of energy monitoring, it is the areas of load monitoring and 
occupant behaviour where nearly all published research has utilised some form of energy 
monitoring. 
Load monitoring is a power system core process. In large interconnected electrical supply 
networks load flow analysis is a critical operation carried out to ensure the stability of the 
network and to ensure that generation meets demand and that all network losses are 
accounted for. At the distribution sub-station level firm capacity constraint analysis is 
again an important load monitoring exercise as it ensures that all loads are met without 
compromising the rated capacity of supply equipment such as distribution transformers 
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and supply circuit switching components. At point of supply to customers load monitoring 
is not normally undertaken. Supply meters at the point of supply are only used for the 
recording of consumption and for the calculation of energy supply tariffs. While smart 
meters offer the potential of demand side energy management at point of supply, there 
has been no research reported in Australia where this has been applied. Overall, all load 
monitoring and demand side management of electrical loads has been implemented by 
the energy users on their side of the supply point. Energy users look to load monitoring 
as a means of minimising energy consumption, improving efficiency, managing critical 
loads and recognition of human activity [54]. 
It has been recognised that each electrical load has a unique signature due to their power 
consumption. This has led to many studies into load monitoring within buildings. Load 
monitoring used in this way has also been termed electric-load intelligence (E-LI) [24]. E-
LI is used to extract features known as load signatures (LS) from load patterns and then 
use pattern recognition to carry out detailed analysis of load data and develop intelligent 
load management methods [55]. Liang et al. [24] provides an excellent mathematical and 
theoretical framework from which load signatures can be characterised and analysed. 
This same framework applies directly to the general practice of energy monitoring as 
defined by [8]. Mathematically a load signature is characterised as a vector, that is, for 
an appliance i, a load signature Li(t) is given by the: 
  ( ) = {  , ( ⃗,  ),   , ( ⃗,  ), … ,   , ( ⃗,  )|∆  =  } Eq.2.1 
 
where  ⃗ is a vector of the basic electrical measurement with respect to time t;  ( ,  ) is the 
feature extracted from  ⃗; M is the total number of feature; and T is the sampling interval 
of  ⃗. T is in fact an important parameter as it governs the granularity or resolution of the 
load signature. 
Load signatures are derived either from individual appliance signals or from composite 
load signals. A composite load is the net behaviour of multiple loads and reflects their 
collective electrical behaviour. A composite load is described as: 






where R is the total number of simultaneous operating loads (appliances). Often 
composite loads are complex which is made up of an unknow number of loads (appliances). 
A composite is often the easiest signal from an energy monitoring perspective to measure. 
The disaggregation of composite signals is often the primary focus of non-intrusive load 
monitoring3. Composite load signatures measured on a sampling interval T can be 
characterised as being at the micro level or macro level. Liang et al. defines the difference 
between as micro level being greater than 1 cycle per second sampling and macro level as 
sampling at less than 1 cycle per second. Carrie-Armel et al [58] also defines the concepts 
of snapshot and delta form signatures. A snapshot form load signature is a sampling of 
the load behaviour over a fixed interval. A delta form load signature uses the difference 
between two snapshot forms. The idea of a delta (first order) form can distinguish between 
changes in load states i.e., on/off switching. A value of T = 1 second is commonly used as 
the sampling interval. 
It needs to be noted that the literature reviewed here fails to distinguish between two 
important concepts regarding the measurement of electrical parameters in the energy 
monitoring domain. With the advent of high-resolution analog-to-digital converters (ADC) 
the measurement of analog electrical signals is now undertaken using ADC. To accurately 
measure the value of AC voltage or current the sampling rate must be at least the Nyquist 
rate [57]. This is often handled within the ADC and will generally be at what [56] defines 
as the micro level. It could also mean that an ADC samples for a measurement at 10kHz 
to produce successive measurements at 10Hz i.e., ten times a second. This is still micro 
level sampling, but these samples can be logged at this rate for later analysis. A very 
capable ADC can sample at extremely high rates and provide measurement values at high 
rates as well. It is important to distinguish between these two rates. One is a signal 
sampling rate, and the other is a data logging rate. Most of the energy monitoring 
literature fails to make this distinction. More often when sampling rate is used, it is in 
fact the data logging rate being referred to. There is also another time related parameter 
often not clearly distinguished in the literature, that of data logging period i.e., how long 
the data logging occurs for. How the different timing rates are utilised in an energy 
monitoring exercise is particularly important as to the usefulness of the outcome of an 
analysis exercise. 
 
3 Refer below for a description of non-intrusive load monitoring. 
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Another important concept to consider when analysing composite load signatures is to 
assume what [24] defines as the feature-additive criterion. Mathematically it is defined as 
follows. Let   ,  be feature j from appliance I, and   ( ) is the aggregation of feature j from 
a composite load made up of K appliances operating simultaneously at time t. If appliance 
k is switched on at time   + ∆ , and if the following equation: 
 (  + ∆ ) =     ( ) +   ,  =      , 
 
   
  +   ,  Eq.2.3 
 
is satisfied then   ,  has met the feature-additive criteria. This means that appliances can 
be disaggregated from a composite load signature. 
Liang et al. also provides an excellent review of the load signature features based upon 
the measurement of AC voltage and current. These features can be analysed and then 
utilised to uniquely distinguish loads (appliances) from each other. The following details 
these various features: 
i. Current waveform (I) – a time domain current waveform provides an excellent 
set of information regarding the behaviour of the load. Depending upon 
sampling or logging rates a current waveform can provide a high-resolution 
reflection of the loads operating (steady state and transient) operation. The 
current waveform has been analysed a wide spectrum of energy studies. 
ii. Active/reactive power (P-Q) – active and reactive power has been the most 
widely used features for the measurement of load behaviour. The P-Q approach 
formed one of the very first [49] studies of load behaviour. The P-Q feature 
must meet the feature additive criteria, thus: 















where V and I are the magnitude of voltage and current, ∅ is the phase angle 
between voltage and current, and k is the harmonic order. As not all loads will 
have linear response to the sinusoidal voltage all harmonics need to be included 
in the load signature. 
iii. Harmonics (FFT) – A fast Fourier transform (FFT) applied to the sampled 
current waveform will extract its frequency domain characteristics. [24] notes 
that the rectangular form (  +   ) in the frequency domain satisfies the 
additive-feature criteria, however the polar form ( ∠ ) does not. The use of an 
FFT requires that the current waveform be sampled at a sufficiently high rate 
(Nyquist rate) to capture the required number of harmonics needed to provide 
a useful load signature. A high sampling rate also requires large amount of 
storage (memory). 
iv. Instantaneous admittance waveform (IAW) – as household appliance are loads 
connected in parallel so as meet the feature-additive criteria instantaneous 







v. Instantaneous power waveform (IPW) – the instantaneous power waveform 
can be used as an alternative to the current waveform. IPW has the advantage 
over the CW signature in that any variations due to the impact of the load upon 
the instantaneous voltage are captured. The IPW is given by: 
 
   ( ) =  ( ) ×  ( ) Eq.2.7 
 
vi. Eigenvalues (EIG) – The eigenvalues generated by a singular valued 
decomposition (SVD) of a current waveform matrix can be utilised as features 
of a load signature. If the current waveform time series can be used to form a 
matrix, then the SVD operation (  =     ) will produce three matrices of 
which S is a matrix of singular values or eigenvectors. The rank reduction of 
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the original time series matrix can be then projected onto another time series 
to extract the features of the signature [59]. 
vii. Switching transient waveform (STW) – while the other features above are 
steady state, a switching transient waveform captures the transient caused by 
switching loads from one state to another. For most household appliances this 
off to on, but other states are possible such as stand-by. One approach to 
measuring STW is to measure the instantaneous power ever half cycle and use 
the resulting waveform as the load signature [24]. 
Two further features have subsequently appeared in the literature since the review 
provided by [55, 47, 58]. These features are: 
i. Electro-magnetic interference (EMI) – the electromagnetic interference (EMI) can 
be used to characterise an electrical load and provide a signature based upon the 
characteristics of the EMI transmitted by an appliance. 
ii. V-I trajectory (V-I) – AC voltage and current is measured, and a two-dimensional 
vector trajectory is formed to characterise an electrical load signature [62]. This 
trajectory (signature) can then be used to classify or recognise appliance in a 
composite load signal. More recently [51] has utilised image recognition techniques 
to V-I trajectories in the form of a two-dimensional image. 
Sadeghianpourhamami et al. [58] also provides an extensive review of load signatures 
used for feature selection and extract in non-intrusive load monitoring studies. 
Sadeghianpourhamami et al. recognises the importance of sampling rate to the process of 
feature extraction and categorizes the features based upon low or high frequency 
sampling and whether they are steady state or transient. 
Load monitoring as applied to residential buildings comes in two forms, intrusive load 
monitoring (ILM) and non-intrusive load monitoring (NILM). Non-intrusive load 
monitoring is also known as non-intrusive appliance load monitoring (NIALM) [60]. While 
both ILM and NILM have been studied extensively in the literature, it is NILM 
approaches to residential housing that have dominated this research. NILM has also been 
extensively reviewed in the literature [9, 23, 51, 24, 48, 60, 61].  
Intrusive load monitoring is defined as “measuring the electricity consumption of one 
or a few appliances using a low-end metering device. The term intrusive means that the 
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meter is in the habitation, typically close to the appliance that is monitored” [50]. Esa et 
al. [49] has viewed ILM as depicted in Figure 2.3. ILM has served two purposes. Firstly, 
it has been used in studies that place multiple energy measuring device in q premises to 
measure the individual appliance then to combine these measurements to give an 
aggregate of total energy consumption, or secondly to study the nature of single appliances 
in isolation. Often this is to determine load or appliance signatures which can be later 
used to disaggregate combined energy measurements made at point of supply. The use of 
multiple energy measurements is often prohibitive due the large cost [50], so more often 
ILM studies are focus on signature and feature discovery of individual loads. Ridi et al. 
[50] has used ILM to create an extensive online database of appliance signatures. This is 
the ACS-F2 electricity consumption signature database for domestic appliances [50]. The 
database contains 255 appliance signatures recorded at a 10-1 Hz i.e., at 10 second 
intervals, for a one-hour period. Ridi et al. noted the trade-off between sampling rate, 
quality of load signature and cost of measurement devices. They concluded that ILM 
research currently lacks any large publicly available appliance signature database, that 
a wide range of appliance sets tested in the literature is not being reported and that this 
could be skewing reported results for appliance recognition algorithms in a more positive 
light. Ridi et al. also stressing the need for higher frequency sampling to ensure more 
features are identified so as to make appliance recognition and classification more 
accurate. 
Figure 2.3. Intrusive load monitoring (ILM) process from measurement to aggregation 
[49]. 
 
The study of non-intrusive load monitoring (NILM) has dominated the research 
literature. NILM is lower cost. Only a single energy monitoring device is needed at the 
point of supply to measure and log the composite load signal. The major objective of NILM 
studies is to implement feature recognition/extraction and classification algorithms to 
disaggregate the composite load into its constituent components and thus identify the 
individual appliances that make up the composite load at that point in time. The 
individual appliance loads can then be passed to load management algorithms for load 
control to achieve improved energy efficiency [49]. NILM studies have also been used to 
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model and simulate energy use in both residential and commercial buildings [49]. Esa et 
al. depicts NILM as shown in Figure 2.4. 
Figure 2.4. Non-intrusive load monitoring (NILM) process of disaggregation of a 
composite load signal into individual loads or appliances [49]. 
 
Hart [22] was the first to propose NILM. Hart used a two-step measurement approach, 
first to obtain load/appliance signatures and then secondly to use these signatures to 
disaggregate a composite power signal (normally taken at point-of-supply). Load 
signatures were defined as non-intrusive or intrusive. Non-intrusive load signatures were 
obtained from observing normal load operation while intrusive load signatures require a 
physical intrusion such as a device attached to individual loads to signal (tag) when they 
consume power, or electrical intrusion such as pulse injection into the load at point-of-
supply and measuring the impact. Note that power/energy monitoring at the individual 
load is a more recent approach to ILM. Loads were categorised as ON/OFF, Finite State 
Machines (FSM), or continuously variable.  Hart proposed a total load model. This was 
built on to provide the approach describe above by Liang et al. [24]. Hart proposed there 
were two types of signatures: steady-state signatures (fundamental frequency, harmonic 
frequency, and direct current signatures), and transient signatures. Hart developed an 
algorithm which takes measured power and voltage at point-of-supply, applying feature 
detection and cluster analysis to the normalised measurements to build models which 
allow for the disaggregation of the individual appliances. 
While there have been major improvements in measurement and the algorithms utilised 
to analyse and disaggregate the composite power/energy signal over the past two and half 
decades, the basis of the NILM remains the same. Zeifman and Roth [60] in reviewing 
NILM studies noted that no complete NILM solution was available, there was no complete 
set of widely accepted appliance features, and that feature sets which have been found 
did not provide for unambiguous appliance detection. A more recent review of published 
NILM studies [60] critically analysed issues related to the prerequisite necessities of 
NILM, and to advance NILM as a cornerstone approach to Home Energy Monitoring 
Systems (HEMS) and the Smart Home (SH). Hosseini et al. [61] also noted recent studies 
were now categorizing appliance which reflect operator perspectives of their capabilities. 
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This defines the categories as deferrable and non-deferrable appliances. Non-deferrable 
appliances are those appliances which cannot have their energy use delayed e.g., lighting, 
cooking, and refrigerator, while deferrable appliance such as dishwashers, washing 
machines and clothes dryers can be delayed. Deferrable appliance also includes 
thermostatic controlled appliance such as space heating/cooling and water heating. This 
definition of appliances can now map the use of NILM to load control and management 
strategies. 
Hosseini et al. discuss issues as technical and environmental. Technical issues were 
related to appliance classifications, dataset properties, data sampling interval, the period 
of data measurement, appliance candidates’ principals, and non-electric data. 
Environmental issues relate to the impact of environmental conditions on NILM 
purposes. Seasonal weather and environmental conditions are seen to highly influence 
energy consumption patterns particularly with respect to occupant behaviour towards 
electrical space heating and electrical hot water heaters. Reflecting on their review 
Hosseini et al. concludes that many researchers have concluded that traditional 
approaches to NILM as a method for energy efficiency improvement has come to a halt. 
To move forward the adoption of smart grid technology is needed as well as overcoming 
the NILM technical barriers. Thus, will create an advanced NIALM (NIALM) which 
focuses on NILM appliance candidates that are major energy consumers and are 
deferrable. These loads are identifiable and can have their consumption controlled. 
Additionally, it was suggested that ANILM should realize a real-time structure so that it 
can be an integral (and inevitable) part of future power networks working under a smart 
grid paradigm [61]. 
As introduced above, occupant behaviour is another heavily researched energy 
efficiency topic. Occupant behaviour has also been researched in the context of building 
energy performance and has been extensively reviewed in the literature [4, 62, 64, 65, 66, 
67]. Occupant behaviour in buildings describes the human dimensions of energy use in 
buildings [62]. D’Oca et al. [62] refers to it as an array of actions related to the building 
life cycle that include designing, constructing, living, and controlling, operating, 
managing, serving, and regulating built environments from the building level up to the 
urban scale. They conclude that technology investment and intervention by itself will not 
necessarily guarantee low or net-zero energy use in buildings. Human factors are seen to 
have a crucial role, however while the understanding of this impact on energy use has 
improved, it is often ignored in building design [62]. 
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Zhang et al. [4] also maintains that technology alone will not achieve building energy 
conservation goals and that energy behaviour of occupants must be included in building 
performance studies. Studies often categorise interventions to improve building energy 
efficiency as being either technology or occupant behaviour. In their review of the role of 
occupant behaviour in building energy performance Zhang et al. investigate four 
questions (a) what is the state-of-the-art understanding of occupant behaviour in relation 
to energy use in buildings? (b) how has research evolved and what are the hot topics and 
research gaps? (c) what kind of methodologies have been used for research? and (d) what 
is the range of energy saving potential of occupant behaviour? Zhang et al. identified five 
clusters within the published literature based upon research purpose. These clusters were 
[4]: 
i. An understanding of the environmental psychology of occupants so that key factors 
that influence energy-related behaviours of building occupants are identified. 
ii. The development and testing of intervention strategies and methods to reduce 
energy use. 
iii. In characterising occupant attitudes and accessing the effectiveness of energy 
policies. 
iv. Elevating the effectiveness of energy efficiency technology and building design. 
v. Developing predictive quantitative models of occupant energy related behaviour. 
Using a systematic analysis of the bibliographic database Web of Science, an analysis of 
keyword frequency and collocation of keywords identified the following four key research 
topics [4]: 
i. Understanding of occupant behaviour, especially behaviours affecting indoor 
thermal comfort, such as HVAC-related behaviour, and lighting and window 
related behaviour. 
ii. Research methods and energy data collection. 
iii. Quantitative modelling of occupant behaviour and building energy performance. 
iv. Energy saving potential and behavioural strategies. 
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A common technical framework was identified [4] where data collection of energy use and 
occupant behaviour variables was the initial step to any study. The collection of 
quantitative (monitoring) as well as qualitative data such as self-report surveys was 
considered important to these studies. Both approaches were deemed to have their pros 
and cons [4]. Monitoring methods required the installation of devices i.e., sensors and 
meters, and required expert knowledge to install, and incur significant cost. Zhang et al. 
saw self-report surveys from occupants as an easier approach and were more suitable for 
large scale studies, however their accuracy in reporting was considered an issue. 
Hong et al. [28] approached the review of occupant behaviour in buildings by posing and 
attempting to answer ten questions resulting from their review of published literature on 
the topic. Their review found many limitations in the current research which they list as 
[28]: 
i. Oversimplified or ignoring adaptive and non-adaptive occupant behaviours 
throughout the whole building operation process. 
ii. Lack of common agreement on validity and applicability of occupant behaviour 
modelling and simulation approaches. 
iii. Unclear interdisciplinary solutions to improve the occupant’s comfort, satisfaction, 
and health and to leverage potential energy savings, behavioural programs, and 
policy effectiveness from the building level scale to the community scale. 
To address the limitations identified above ten questions were posed which they 
summarised as follows [28]: 
a) Monitoring techniques for human-building interaction for quantifying impacts on 
building energy performance. 
b) Evaluating behaviour modelling approaches for implementation in building 
performance simulation (BPS) programs. 
c) Enriching BPS programs, behavioural programs, or policy via behavioural model 
simulation applications. 
d) Promoting social science insights (e.g., social psychology) and methods to enhance 
effective human-building interactions for individuals and groups from the zone 
level up to the building and community scale; and 
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e) Analysing achieved results and determine any future challenges. 
In answering these questions Hong et al. provided the following five 
conclusions/recommendations: 
i. Occupants interact proactively with their indoor environments in seeking a 
personal comfortable condition, driving the prediction gaps between building’s 
design and operational phases with regard to energy consumption and comfort 
settings. 
ii. Integrating occupant behaviour research during the design, operation, and retrofit 
stages is critical to achieve the goal of low or zero-net-energy buildings. 
iii. Occupant behaviour impacts on building energy performance have been largely 
oversimplified or ignored throughout the entire process of building operation. To 
study occupant behaviours impact on building energy performance based on actual 
data, rigorous objective and subjective measuring techniques must be applied. 
iv. At the current stage, a lack of common agreement on validity and applicability of 
occupant behaviour modelling and simulation approaches has emerged among the 
research community. 
v. Limited effective interdisciplinary solutions have emerged to leverage the energy 
saving potential of occupant behaviour to reduce energy consumption. 
Hong et al. also concluded that while significant advances have been achieved in occupant 
behaviour research in the past decade or more, substantial challenges remain, and further 
interdisciplinary studies are needed. 
It is clear then from the work described above [28, 4, 62] that occupant behaviour has an 
impact on the energy consumption in buildings (both residential and commercial). 
Important energy savings could be achieved through the proper and consistent application 
of occupant behaviour research to a building’s complete life cycle. However, to a large 
extent most of the studies described in the reviews above have yet to achieve this potential 
saving. Three questions must be asked regarding the above review as to why this has not 
occurred. Firstly, what are the common threads in research studies which could guide 
more successful occupant behaviour studies? Secondly, what impact does a lack of a 
consistent and fit-for-purpose research methodology and data collection approach have on 
the successful application of these studies? How does current occupant behaviour studies 
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map to achievable building energy management strategies so that they can be 
implemented long-term? 
Common threads in the above reviews appear to be lack of consistency in the approaches 
taken to occupant behaviours over a building’s lifetime. There is no common framework 
or roadmap as to how to undertake such studies. The complexity and interdisciplinary 
nature of studies is not recognised. Both Hong et al. directly recognised the 
interdisciplinary nature of occupant behaviour studies and by Zhang et al. in their need 
for greater understanding of environmental psychology. This lack of consistency was also 
described through the failings in building performance modelling and simulation by all 
reviewers. 
Again, the reviews above of occupant behaviour studies reveal a lack of consistency and 
framework with respect to the research and data collection methodology used (or not used) 
in these studies. Uncertainty in data collection for energy studies can only be amplified 
in analysis and modelling. The mismatch between building performance simulation and 
actual building energy performance is very well documented [65]. As suggested by the 
reviews a more consistent approach to research methodology, improved data collection 
and more complex analysis and modelling is required in occupant behaviour studies. 
Improved data collection, particularly on a much larger scale and longer-term, will not 
only improve building performance modelling and simulation but also help close the gap 
between predicted and actual performance. 
The occupant behaviour surveys reviewed above focus on the impact of occupant 
behaviour on building performance modelling and simulation. There are far fewer 
published studies focussed on the direct management of energy use behaviour. Hong et al 
reflects this through their conclusion of the lack of applicability of occupant behaviour 
studies, and by Zhang et al. in their view that research methods and data collection as 
well as energy saving behavioural strategies was a hot topic of research. 
The next section provides a brief technology review of the various methods and types of 
electrical energy monitoring devices available on the market. They vary from integrated 
circuit energy monitor technology through to commercial and industrial energy monitors. 
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2.3.2 Energy monitoring devices 
A survey of energy monitoring devices typically used in residential building was 
undertaken and is discussed in detail in Appendix A. The key aspects resulting from the 
survey can be summarised as follows: 
i. System-on-a-chip (SOC) integrated circuit energy and power monitoring systems. 
ii. Commercial or residential style energy monitors. 
iii. Industrial energy and power meters and monitors. 
iv. Solar PV energy monitoring systems. 
v. Smart meters. 
SOC integrated circuits are now utilised across the majority of energy monitoring 
systems. They are inexpensive and provide a complete solution for energy monitors with 
only a small number of peripheral components are required to make a complete monitor. 
Commercial energy monitors are the type generally marketed and found in residential 
building use. The industrial energy and power meters are generally DIN rail mount device 
that interface to supervisory and data storage systems using a variety of industry 
standard bus or communications mechanisms. Solar PV systems are the energy 
monitoring solutions provided when build PV array and inverters are installed. Smart 
meters are “intelligent meters” installed at electricity customers point of supply and 
record the customers electrical energy consumption. 
Appendix A provides a detailed discussion of these devices. 
2.4 Issues identified with energy monitoring. 
The literature review described above has revealed the following points regarding the use 
and application of energy monitoring and management in the various fields of energy 
studies: 
 Energy monitoring is key to all energy use studies and management plans. 
 Energy monitoring is expensive and as such limits the size and extent of energy 
efficiency studies. 
 No framework or roadmap exists to guide the “practice” of energy monitoring. 
 Energy monitoring data impacts upon the consistency, accuracy and applicability 
of energy use modelling and simulation in buildings (and other related areas). 
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 Good energy monitoring can be used to profile energy use; and 
 Good and accurate energy use profiles are essential for the development of energy 
management strategies. 
Overall, after three decades of growing research there still is no solutions, and issues still 
abound. Energy efficiency and use studies in building will require considerably more 
research. Energy reduction in buildings is a game of increments. While technology 
intervention such as roof-top solar PV can provide a step reduction in energy use, a 
rebound often occurs where energy use increases as more appliances (and often less 
energy efficient appliances) are added to the energy mix. It can also be said that occupant 
behaviour has a large impact on energy use in building, but a clear and useful 
understanding of how to change occupant behaviour has not been found or applied. 
Energy monitoring appears to be at the centre of nearly all energy studies. Together with 
a consistent “practice” framework and guidelines, a low-cost approach to energy 
monitoring will enable energy studies to become more pervasive and long-term in their 
application in buildings. 
The next Chapter describes the methodology used in this research to develop the energy 
monitoring practice framework and to test the performance of the framework against the 
load profiles simulated in a building electrical energy simulator. The methodology  uses 
the load profiles collected by a set of common energy monitoring devices to examine the 
accuracy and repeatability of the energy monitoring process through an analysis of 





Research design and methodology 
3.0 Introduction 
This chapter discusses the research design and methodology used to answer the research 
questions stated in Chapter 1.0. The research design is experimental and uses a physical 
simulation of a buildings electrical energy consumption to test a set of commercially 
available energy monitors against the proposed “energy monitoring practice framework”. 
The physical simulation provides an output which is a 24-hour energy load profile of a 
residential building. The set of test commercial energy monitors are the devices under 
test (DUT). The DUT monitor the output energy load profile of the building electrical 
energy simulator. The data collected by the DUT is stored and then analysed for their 
performance against the “energy monitoring framework”. 
The building electrical energy simulator simulated a set of 70 residential building energy 
load profiles. The DUT measured the energy load profiles. Each DUT measured and 
monitored the energy load profile output of the simulator in real-time over 24 hours for 
each of the 70 profiles. Two Class-1 industrial energy monitoring instruments installed in 
the simulator tested the accuracy, repeatability, and reliability of the DUT energy load 
profile data collected. The two Class 1 industrial energy meters were also used to calibrate 
the DUT. 
The energy load profiles of a building are a complex time series or set of time series [24]. 
Thus, in addition to measuring, comparing, and calibrating the current, voltage and power 
parameters monitored by the DUT, the impact of energy monitoring on the quality of the 
times series data is also analysed. 
Figure 3.1 depicts an overview of the research design. The research design consists of the 
following 4 main phases: 
1. Literature review and development of energy monitoring framework. 
2. Design, construction, and testing of a physical simulator. 
3. Energy monitoring and metering, energy profile simulation and energy profile 
measurement experiments. 









In this phase a standard narrative literature review of the research literature published 
in peer-reviewed research journals was conducted. The review highlighted the absence of 
any specific documented methodology or approach to the practice of energy monitoring. 
The review concluded that an energy monitoring framework for guiding the application of 
energy monitoring in building energy conservation and efficiency studies is needed. The 
research methods used to develop the proposed energy monitoring framework is described 
below in Section 3.1. 
Second Phase: 
The second phase of the research required the design, construction, and testing of a valid 
experimental physical simulation for the energy consumption of a residential building. A 
building electrical energy simulator and tester (BEEST) was constructed, verified, and 
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used to perform experimental physical simulations of a set of residential building power 
load profiles. 
Phase Three: 
This is the experimental phase of the research. The BEEST  is used to run 70 energy load 
profiles which the DUT and reference energy meters monitor. Each energy load profile 
represents the 24-hours building energy consumption simulated by the BEEST. Each of 
the 70 energy load profiles is an actual residential buildings 24-hour load profile recorded 
using class-1 energy metering instruments with a monitoring logging rate of 1-second for 
all current, voltage and energy parameters. The energy monitor data from the DUT is 
uploaded and stored in their Internet-based data servers. Each of the DUT uses a different 
approach to data collection and display on their Internet web pages. The energy 
monitoring processes of each of the DUT was documented and compared with each other 
using the energy monitoring framework. All of the DUT all used current transformer 
sensors to measure the energy load profiles current with three of the DUT using direct 
voltage measurement while one utilised a voltage approximation. The DUT data collection 
processes were analysed and documented using the energy monitoring framework for each 
DUT. The energy profile information available through the web page interfaces was also 
analysed. 
Phase Four: 
In this phase time-series data analysis methods are used to compare the energy load 
profiles, which were monitored by the four DUT. The feature extraction methods are the 
core analysis methods used in this research. Feature extraction produces a feature-based 
representation [71] of a time series. Many research domains [72] use feature-based 
representations for time series data. Feature-based representations of a time series are 
constructed from the time series data samples and build a feature vector representation 
[73, 23]. The features extracted from a time-series are the statistical and structural 
properties identified within the time-series data. Higher-level features can also be derived 
using Fourier [73, 74, 48] transformation, and wavelet transforms [75] methods. 
Time-series forecasting [76], automation and control [77], classification and clustering 
[78, 79, 80], and machine learning [81, 82] applications have all used feature vectors 
extracted from time-series data. The type and number of features used to construct 
feature vectors for a given class of time-series is an area of ongoing research [73]. The 
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time-series energy load profiles have an extensive set of features extracted from them. A 
selected set of features provide the most appropriate feature vectors for measuring the 
DUT energy monitoring time- series. The feature vectors produced from the DUT energy 
load profiles are then mapped to the energy monitoring framework to determine which 
DUT provide the best information quality for further processing. The ability of a DUT 
extracted feature vector to represent a load profile is measured by the features being able 
to differentiate (discriminate) between the different energy load profiles obtained during 
the monitoring process. Clustering techniques were applied to the feature vectors to 
demonstrate the ability of the selected features to provide the differentiation. 
The research methodology used within each phase of the research design is shown in 










3.1 Development of a physical simulation for experimental testing of energy 
monitoring 
The methodology used in the design and construction of the physical simulator for 
building electrical energy is shown in Figure 3.3. The development of the simulation 
approach required the purchase of four commercially available energy monitoring devices. 
The four commercial energy monitors were selected to reflect a cross-section of what was 
available in the market. A low-cost energy monitor, two mid-level costs devices and a more 
expensive energy monitor were purchased. Table 3.1 detail the four commercial monitors. 
Two industrial energy meters were also purchased and installed in the BEEST. The 
industrial energy meters were used to provide the master or reference measurement and 
monitoring for the output of the BEEST. The reference monitors were an Eastron SDM230 
and Eastron SDM120CT energy meters. Both are IEC62053-21 Class 1 instruments. The 
SDM230 uses an internal shunt to sense current while the SDM120CT uses a current 
transformer to sense and measure current. Both energy meters used direct connections to 
measure voltage. A Windows 10 PC running a bespoke Visual Basic logging program was 
used to communicate using Modbus/RS485 protocols with the SDM230 and SDM120CT. 
A full specification for all six energy monitors is provided in Chapter 6. 
Table 3.1. Energy monitoring devices/systems used with BEEST. 
 
The design, construction, and operation of the BEEST is fully detailed in Chapter 5. The 
design required that the BEEST produce an energy or power load profile into a set of loads 
that replicates that of the load profile of a building. To be able to simulate a buildings load 
profile the simulator needs to be able provide for power levels which were found in a 
typical building. In the case of a residential building this is normally up to 10kW. The 
required current levels would be up to 50A. As the BEEST was to run from a standard 
GPO rated at 10A the simulator was required to simulated current levels up to the 
required maximum of approximately 50A. This was achieved by using a 5-times loop of 
the main current carry conductor. As all the commercially available energy monitors being 
tested used current transformer sensors such an approach was possible. Thus, a key 
Model Model Sensors
Sensor 
Type Voltage Sensing Data Storage
Efergy Engage HH.20 1 CT None https://engage.efergy.com/
Smappee Energy ELS-AUS-T 1 CT Direct https://dashboard.smappee.net/
Open Energy emonPi 1 CT Direct AC-AC Adapter https://emoncms.org/
Power Tracker/Billion SG3015-T3 1 CT Direct https://powertracker.com.au
Eastron SDM230 SDM230 1 Shunt Direct Local Modbus/RS485
Eastron SDM120CT SDM120CT 1 CT Direct Local Modbus/RS485
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design and construction consideration was the use of a measurement unit to house the 5-
times conductor loop which was sufficient to support the connection of the four split core 
transformers of the commercial energy monitors. 
Figure 3.3. Research methods used during the design, construction testing of a physical 
building electrical energy simulator. 
 
Another key design and construction consideration were the loads used by the simulator. 
A set of loads which could be controlled i.e., switched on and off, so that the resulting 
aggregate load provided matched that of the input load profile being simulated. A 
microcontroller connected to three 8-way 230V 10A relay switchboards provided 24-
switchable loads. The loads consisted of 21 light globes and 3 fan motors. The 
microcontroller was programmed to run the individual load profile simulations by 
utilising a switching sequence which was passed to the loads relay controller to switch the 




3.2 Experiments to test energy monitors with the energy monitoring practice 
framework. 
The experimental simulation and testing phase of the research is undertaken in three 
parts. The parts are as follows: 
1. The calibration and testing of the four DUT and the two Class 1 Eastron reference 
energy meters using the BEEST. 
2. Running energy load profile simulations using the BEEST to simulate and capture 
the load profiles using the four DUT and the two Class 1 reference energy meters. 
3. The collection, consolidation and storage of the experimental simulation data 
monitored by the four DUT and the two Class 1 reference energy meters. 
Figure 3.4 shows a flow chart of the three-part approach to experimental simulation phase 
of the research. Calibration and testing were required to ensure that the four DUT are 
making measurements with a degree of accuracy with which the product provides in their 
specification. The calibration undertaken here were not a complete and thorough 
laboratory standards-based calibration [85, 86], rather it was a check to ensure a 
repeatable and consistent measurement was being provide by the DUT. The calibration 
checks were carried out using the calibration and test unit described in Chapter 5. 
In addition to the calibration check, a performance test of the DUT under simulation 
conditions was undertaken. The performance test was carried out over an 8-hour period 
and was designed to test the DUT at loads from minimum to maximum available using 
the BEEST. The performance test used the calibration and test unit to step through 
increments of 350W from 0 to 4200W. The measured values of real power from the DUT 
were compared to the real power values obtained by the DUT. The supply voltage was 
also measured during the performance test to understand the impact of variations in 
supply voltage on the measured real power values. 
The simulation experiments run on the BEEST use a set of 70 energy load profiles. The 
energy load profiles were obtained from the historical energy monitoring of a sample 
residential building1. A set of 70 1-minute 24-hour real power load profiles were used to 
 
1 The sample residential building is the researcher’s residence. The residence is fitted with an 
energy monitoring system consisting of two Eastron SDM120CT energy meters and a Widows 10 
i5 8GB RAM PC running a bespoke Visual Basic program which use Modbus/RS485 protocols to 
communicate with the energy meters. The energy monitoring system use a data logging rate of 1 




provide the real power load profiles which were used in the BEEST simulator for this 
research. The 70 1-second load profiles were down sampled to 1-minute. As discussed in 
Chapter 3 the majority of occupant events generally do not occur at a rate faster or more 
frequently than 1-second. 
Figure 3.4. Flow chart showing the three-part approach to the experimental simulation 
phase of the research. 
 
A switching time of less than 1-second is also unusual for building loads. Most appliances 
and loads in building generally tend to have switching and cycling times greater than 1-
second. The practical constraints imposed by using light globes as the simulated loads 
was also considered in choosing a 1-second load profile simulation as light globe lifetime 
is considerably shortened if 1-second switching is used. 
The 70 simulation runs of the BEEST were carried out over a 4-month period from mid-
December 2019 to mid-March 2020. Each experimental run with the BEEST was run over 
the 24-period of the load profile being simulated. Figure 3.5 depicts the BEEST 
experimental simulation runs undertaken.  
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Figure 3.5. Flow chart of load profile simulation experiments using he BEEST. 
 
The total time to undertake the experimental simulation runs was greater than 70-days. 
After each simulation run a check of the energy monitoring data and of the condition of 
the loads (light globes) was carried out. The BEEST load profile was then loaded with the 
next load profile to be simulated. 
The data collection, consolidation and storage of the load profile data was undertaken on 
a regular basis. The collection of the DUT data required the regular download of the 
monitored data from the web-based data servers used by each of the DUT. The monitored 
data was available in comma separated variable (CSV) format with each of the measured 
parameter values having a corresponding timestamp associated with it. The DUT data 
was stored to the hard drive of the researcher’s PC and backup copies were made on a 
weekly basis to a local removable hard drive and to a network storage server. In a similar 
manner, the data logged by the Windows 10 PC connected to the BEEST’s two Class 1 




The load profile data collected and stored is summarised in Table 3.2. Each of the DUT 
have the ability to download the monitored load profiles at selected logging rates as 
indicated in Table 3.2. 
Table 3.2. Summary of BEEST simulation load profile monitoring carried out. 
 
Each of the energy monitor web interfaces provide for the download of a data file for a 
specified period. A log of the date as well as start time and finish time (24-hours later) 
were kept so that each simulation run could be identified using the timestamp provided 
in each of the downloads. The real power load profiles were downloaded for each 
simulation run for each energy monitor for appropriate periods. Part of the data pre-
processing was to identify each simulation run in their respective download files and 
extract the 24-hour load profile to individual files. Each file is a 24-hour real power load 
profile as a data time series consisting of data samples of real power in Watts at the 
logging interval. Table 3.3 provides a list of the number of data samples per 24-hour period 



























Table 3.3. List of data sample points per 24-hour load profile for given monitor logging 
rates. 
 
Based on the 70 total simulation runs a total of 1050 load profiles were downloaded and 
extracted from the energy monitoring files. After pre-processing and down sampling so 
that each monitor (except Smappee which does not have a 1-minute logging rate available) 
has a set of load profiles corresponding to 1, 5, 10, 15, 20 and 30-minute logging rates a 
total 2450 load profile files was created and available for analysis. The pre-processing and 
time series data analysis to be undertaken on the load profiles is described in the next 
section. 
3.3 Load profile time-series data analysis as a method for measuring energy 
monitoring performance. 
The proposed energy monitoring framework provides a standard approach to the 
identification, definition, and description of an energy monitoring process. This includes 
the establishment of a common understanding of the impact of parameters, processes, and 
the outcomes of the energy monitoring. The energy monitoring framework is not a 
quantitative measure of an energy monitoring process and what the process produces. It 
does not provide a metric, rather it is a guiding framework which facilitates a 
standardised description of the energy monitoring parameters and process. The energy 
monitoring framework can then form the basis for examining and understanding the 
quality of the time-series load profile data which is monitored and produced. The energy 
monitoring framework approach provides that a consistent and repeatable practice is 
established in the definition and description of the energy monitoring process and its 
output. 
After collecting the 2450 load profiles based on the 70 sample load profile simulations a 















Figure 3.6 The analysis allows for an exploration of the way in which the use of different 
energy monitoring frameworks impacts on the extracted information content and its 
usability.  
Figure 3.6. The flow chart of the time-series data analysis methods used to analyse the 
simulated load profiles. 
 
3.3.1. Statistical analysis of load profile simulation data 
The first analysis that is conducted on the simulated load profile data produced by the 
four DUT and two reference Class-1 energy meters is to test the time series for 
stationarity. The Augmented Dickey Fuller (ADF) and Kwiatkowski-Phillips-Schmidt-
Shin (KPSS) tests for stationarity, will be used to determine the stationarity of all 
simulated load profiles, including the down sampled profiles. 
After testing for stationarity an analysis of down sampling and its impact upon statistical 
parameters of a load profile is explored. Down sampling as referred to and used in this 
research as the reduction of single time-series load profile sampled at a high resolution to 
resample at a lower rate from that time-series to produce a lower resolution load profile. 
For example, a real lower load profile initially logged with an energy monitor at 1-second 
51 
 
rate is resampled at 1-minute rate i.e., the 86400 1-second data samples of the 24-hour 
load profile are converted to a 1440 1-minute data samples. There are many reasons or 
situations where such resampling to a lower rate, or down sampling, is required. In this 
research the energy monitoring devices/systems under test i.e., the DUT provide data at 
different logging rates. To compare the DUT to each other’s simultaneous logging of the 
same simulated load profiles down sampling was used by the DUT web interfaces to 
provide data at the different logging rates. 
An initial basic statistical analysis was carried out on the simulated real power load 
profile time-series. The statistical analysis methods used are the suite of standards 
statistical metrics used to analyse data such as minimum, maximum, mean, median, 
standard deviation, standard error, skew, and kurtosis. The values produced from the 
analysis are considered features of the time-series. The set of statistical features are then 
vectorised (as explained in the next section) and compared across DUT and their different 
logging rates. All the statistics are calculated using the Python v3.7.3 [85] and the NumPy 
[86], SciPy [87] and statsmodels [88] libraries. 
3.3.2 Feature extraction and vectorisation of load profile features 
In addition to the standard statistical analysis of a load profile time-series as described 
in section 3.3.1 above, a large number of other features have been used to characterise a 
time-series. There does not exist a definitive set of feature classes or categories from which 
we can associate the various feature extraction techniques with [58]. Despite the lack of 
categories, often feature extraction techniques will be classed as either statistical, time-
series modelling, frequency domain, structural, information entropy-based, or 
nonlinearity/complexity based. Using these six categories, the features which can be 
extracted using the following categories are: 
i. Statistical features – the standard statistical metrics provided an initial analysis 
for load profile feature extraction and selection. As well as the already mentioned 
Python packages, tsfresh [89] and tsfel [90] are also used. 
ii. Time-series modelling features – the classical approaches to time-series analysis, 
particularly for forecasting use time-series modelling approaches. The models most 
commonly used are the autoregressive (AR), moving average (MA) and 
autoregressive integral moving average (ARIMA) models. These models produce 
parameters. The parameters can be used as features of a time-series. The 
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techniques of autocorrelation, aggregated autocorrelation and partial 
autocorrelation are also included in this group. 
iii. Frequency domain features – the application of frequency domain transformations 
can extract characteristic features from a time-series. The transformations most 
often used are discrete Fourier transforms (DFT) and discrete wavelet transforms 
(DWT). The parameters produced from a DFT, or DWT analysis of a load profile 
time-series can be used as features. 
iv. Structural and visual features – the set of structural features are those features 
which can be identified visually or calculated from the structural features of a load 
profile time-series plot. The structural features include the number of peaks, 
number of minimum, minimum/maximum counts, counts above mean, ratio of 
recurring values and datapoints, number of crossing of various thresholds, first 
and last locations of minimum and maximum, longest strike above or below the 
mean or median and various quantiles.  
v. Information entropy features – information entropy is a quantification of the 
amount of information in events, variables, and distributions. Key to entropy is to 
measure how unexpected an event is, that is, a low probability event will have high 
information (it is surprising) while a high probability event contains low 
information (it is unsurprising). Shannon’s information entropy calculates the 
information content using the events probability [95]. Entropy measures such as 
approximate entropy, sample entropy and binned entropy are used to quantify 
information content. The statistical distance measures i.e., measuring the 
difference in two probability distribution can be included in this category. The 
divergence scores of Kullback-Leibler Divergence and Jensen-Shannon Divergence 
can be used for this.  
vi. Nonlinear and complexity-based features – measures of nonlinearity and 
complexity such as C3 [91], CID [93], time reversal asymmetry [94], and mean 
second derivative centroid provide quantification of the nonlinearity/complexity of 
the load profile time series.  
 
A complete list of the possible feature extraction methods can be found in Appendix E.  
 
The simulated load profiles time-series are vectorised and  then the feature extraction 
methods are applied to the simulation load profiles, that is, load profiles collected from 
the four DUT and two Class-1 monitors simultaneously on a given simulation run so that 
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the feature extracted represent the same simulated 24-hour load profile. The SDM230 
Class-1 energy monitor is used as the reference. Errors of the features extracted when 
compared to the reference features provides a method of comparison across the DUT and 
Class-1 meters. Thus, the DUT and Class-1 meters performance is compared within the 
66 simulations. The mean squared error (MSE) is used to compare the overall 
performance of the four DUT against the two Class-1 energy meters. 
Vectorisation of the features extracted is achieved using a normalisation or 
standardisation process. This process is termed feature scaling. The normalising or 
standardising of the features means that no one feature, or group of features can dominate 
a vector space due their large values relative to other features. The maximum value 
feature will be large relative to the values which will be obtained for skewness or kurtosis. 
Standardisation (z-score standardisation) is accomplished using the mean and standard 







Normalisation methods (min-max normalisation) uses the minimum and maximum 
values of a feature as follows: 
 
  =
  − min ( )
max( ) − min ( )
 Eq.3.2 
 
The simulated load profiles from the DUT and Class-1 meters are also compared by 
measuring the discrimination power of the extracted features for each DUT across the 
whole collection of simulated load profiles. A principal component analysis (PCA) [95] is 
conducted on the resulting feature space to determine which of the features provides the 
best discrimination using an analysis of the PCA eigenvector space. A PCA is an 
orthogonal linear transformation which takes a transforms the original vector space to a 
new coordinate system where the greatest variance is a scalar projection on the first 
principal component, the second greatest variance is projected to the second principal 
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component etc. PCA finds a basis for a new vector space where the total variance over all 
components is maximized.  
The load profile feature vectors can also be compared using vector distance or similarity-
dissimilarity measures. Distance and dissimilarity/similarity measures are two types of 
proximity measures. Dissimilarity is synonymous with distance and can be related to 
similarity by the simple relationship of [96]: 
           = 1 −               Eq.3.3 
 
From a proximity perspective the similarity is related to dissimilarity by the following 
relationship [96, 97]: 
    =      +     − 2    Eq.3.4 
 
where     is the dissimilarity between two objects and    and     is the self-similarity and 
    is the similarity between objects   and  . Note similarities must obey     ≤             for 
all   and  . 
The distance/dissimilarity or similarity measures can indicate the level of discrimination 
that exists between the various feature vectors. Such measures of discrimination are used 
by machine learning algorithms to establish their “learning” [78, 73]. In the area of energy 
conservation and management the use of classification and clustering techniques have 
already been applied to load profiles of various types [20]. Such methods have also been 
applied to NILM problems and studies [50]. The methods used to calculate the 
distance/dissimilarity or similarity in time-series applications are summarised as follows: 
i. Euclidean distance is a very widely used distance measure and for two time-series 
( ,  ) both of length   is given by: 






ii. Cosine distance another widely used measure and is often associated directly with 















iii. Correlation coefficient is a measure of similarity between two random variable and 
is very widely used in statistical analysis. Correlation is closely related to 
covariance in a multivariable situation and for two time-series ( ,  ) both of length 
  is given by: 
    =
∑ (   −   )(   −   )
 
   







iv. Dynamic time warping (DTW) is becoming more utilised but has the disadvantage 
of having an extremely high computational load when compared with other 
distance metrics. DTW has the advantage that is can be applied to time-series of 
different length. The DTW algorithm finds an optimal match between two time-
series even when not synchronised in time by finding the best alignment between 
the two time-series using a one-to-many matching of troughs and peaks to “warp” 
an optimal alignment so that the distance can then be calculated [98, 99]. 
There are many more distance/dissimilarity and similarity measures which could be 
applied; however, the above 4 measures are the most common in the area of time-series 
analysis will be applied to the simulated load profile feature vectors to measure within 
simulated load profiles i.e., where the DUT and two Class-1 reference energy meters 
simultaneous log the same load profile, to determine the error between the DUT as occurs 
with the various features. The above 4 metrics will also be used to determine the level of 
discrimination which exists between different simulated load profiles within a DUT i.e., 
distance and dissimilarity/similarity between the feature vectors of the sample of 
approximately 66 load profiles within each DUT. Ability to discriminate between load 
profile feature vectors is key to the being able to use clustering or classification to identify 
sets of similar load profiles. 
Basic error analysis is also carried out on the vectorised load profile time-series data. 
Feature vectors from the 4 DUT is compared to the 2 reference energy meters using the 
percentage error, mean absolute percentage error (MAPE) and coefficient of variation 








The MAPE as a fraction is calculated as: 











Percentage error and MAPE between reference and measured values greater than 5% will 
generally be flagged as significant. 
The coefficient of variation provides a standardised measure of dispersion of the sample 
frequency distribution and is calculated as a fraction as: 





where   and  ̅ are the sample standard deviation and mean, respectively. 
The next section describes methods that will be used to visualise the results of the 
simulation i.e., the DUT load profiles, and the extraction of features from the DUT load 
profiles. 
3.3.3 Visualisation of load profile feature vector spaces and load profile 
clustering 
The visualisation of the feature extraction and its vectorisation is an important 
methodology which can greatly enhance the understanding of what the extracted feature 
represent and how they differentiate the load profiles and the DUT which log them. The 
individual load profiles obtained from the BEEST simulation can be plotted as time-series 
data. Plots of the raw time-series load profile can provide useful information about the 
real power consumption within a building along the time axis. Structural features such 
as peak, troughs and cyclic events can be easily identified, and with some experience 
enable the observer to identify which appliances or occupant behaviour may be associated 
with the observed load event. The load profile time-series is an aggregation of the power 
or energy consumption at points in time. As such not all load events and occupant 
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behaviours will be identifiable. Small loads and events associated with them may not be 
visible. Comparing sets of load profile plots with each other can be a complex process.  
If feature extraction has been applied to the load profile time-series a new vector space 
has been created. The dimensions of the feature space can be large. If the statistical 
features provided in Table 3.5 are extracted a feature space of 20 features is created. With 
a set of 66 load profiles, then a 66x20 vector space is created. Visualisation in one, two or 
three dimensions is possible and can be visually interpreted, any further dimensions 
make visualisation difficult if not impossible. There are a number of visualisation methods 
that can be applied to multivariate data where the dimensionality is not too high i.e., in 
the range of 3 to 6 features, such as: 
 Correlation heat maps 
 Scatter plot 
 Density plot 
 Autocorrelation plot 
 Box plot 
Specialist methods of data visualisation are required for larger multi-dimensional vector 
spaces. PCA can be used to provide a linear orthogonal transformation of the feature space 
to a new feature space which maximises the variation in its principal components. The 
effect of the transformation is to allow for dimension reduction. The principal components 
i.e., those that reflect the majority of the transformed feature spaces variance, can be used 
to visualise the data using the above techniques. 
Multidimensional scaling (MDS) is another such technique [100]. MDS is a visualisation 
technique for proximity data, where data is in the form of   ×   dissimilarity matrices 
[100, 101]. MDS will construct maps i.e., configurations or embeddings in ℝ , by 
interpreting the dissimilarity in proximity [101]. The vectors in an   dimensional feature 
space is varied in order to minimise a “stress” function while maintaining as much as 
possible the distances or proximity between the feature vectors. An example would be the 
projection of the 20 statistical feature space for a set of load profiles onto a 2-dimensional 
vector space while honouring (as much as possible) by minimising the stress function. 
There are several different forms of multidimensional scaling i.e., classical, metric, non-
metric and generalised MDS [100]. Metric MDS use the actual proximity values while 
non-metric MDS uses the ranks of the proximity [100]. 
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The visualisation techniques detailed above will be used with the extracted feature 
vectors from the BEEST simulated load profiles for the 4 DUT and 2 reference energy 
meters. The effectiveness of the feature spaces in both providing information as well as 
differentiating the simulated load profiles will be analysed through the visualisation of 
the feature spaces. The next section provides a discussion of how the load profile feature 
vector spaces can be reconciled against the proposed energy monitoring framework. 
3.4 Reconciliation of load profile feature analysis with energy monitoring 
practice framework 
The proposed energy monitoring framework provides five areas of practice, i.e., 
measurement method, monitoring method, feature extraction, practical and cost 
constraints, and context and purpose. The analysis of the extracted feature spaces i.e., 
statistical, time-series modelling, frequency domain, structural/visual, information 
entropy, and non-linear/complexity, will be used to demonstrate the impact that these five 
areas of practice can have on the ability of a feature space to provide information and 
discriminate between load profiles. The BEEST simulation provided a mechanism 
through which a valid comparison can be made across DUT, the proposed energy 
monitoring framework provides a way of managing monitoring practice so that the aims 
/objectives of the energy monitoring can be achieved by mapping the performance the 
extracted feature spaces against the framework. 
The five areas of practice provided by the energy monitoring framework do not provide 
fine-grained metrics by which the performance can be measured and judged. Instead, they 
provide a structure through which the management of an energy monitoring practice can 
be guided so as to produce the “better” practice through understand and describing those 
aspects of practice which impact negatively on the desired energy monitoring aims and 
objectives. 
Thus, the methodology provided here is designed to allow the numerical analysis and 
visualisation of the extracted feature vector space to indicate whether the energy 
monitoring practice which produced them produce an optimum result which can be used 




The next Chapter introduces the idea of a practice framework and proposes an energy 
monitoring practice framework based on an energy measurement, monitoring, and 




An energy monitoring framework 
4.0 Introduction 
The energy monitoring operation consists of both a measurement and a monitoring 
process. Measurement is defined as the “process of experimentally obtaining one or more 
values that can be reasonably be attributed to the quantity” [102]. Monitoring is defined 
as “a continuous procedure for the collection and assessment of pertinent information, 
including measurements, to determine the effectiveness of the plans and procedures” 
[102] or as “the continuous determination of the state or condition of a system or 
subsystem” [102]. ISO 50001:2018 defines energy measurement and monitoring in a 
similar manner. Measurement is defined as process to determine a value while monitoring 
is defined by ISO 50001:2018 as determining the status of a system either through checks, 
supervision, or critical observations or as a review of energy data [21] 
In the context of buildings, energy monitoring is the process of collecting energy 
consumption and generation measurements, building energy performance parameters 
and occupant behaviour information which impact on, or contribute to, the overall energy 
performance of the building. Building energy performance is also subject to external 
parameters such as climate conditions like ambient temperature, relative humidity, wind 
speed and direction. One key objective of energy monitoring is the compilation of an 
energy or power profile of electrical loads within the building. Heating, ventilation, and 
air-conditioning (HVAC), lighting, machinery and appliances make up the loads which 
consume electrical energy in the building. The real energy or real power consumption is 
what the energy supply utilities charge energy users. Energy conservation and efficiency 
within a building focus on reducing electrical energy and other energy consumption such 
as natural or liquid petroleum gas (LPG) consumption. 
In this chapter a conceptual hierarchy for the description of the measurement, 
monitoring, and processing of energy consumption and load profile data is proposed. This 
chapter will define and discuss what is a load profile. Chapter 4 also discusses what makes 
up a load profile in terms of its information content, and how to develop and implement 
an energy monitoring framework to provide a standardised approach to the description, 
measurement, monitoring and processing of energy profiles for the extraction of energy 
efficiency and consumption information. 
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4.1 Energy measurement, monitoring, and processing conceptual hierarchy. 
The literature review has enabled a thorough examination of where and how energy 
monitoring has been utilised within the research literature. There are several common 
threads which have been identified. One important thread is the lack of a ‘practice 
framework’ for describing and guiding the energy monitoring process. While the latest 
update of ISO 50001:2018 has identified the requirement for energy measurement, 
monitoring and performance evaluation as part of a good energy management system 
plan, there does exist a set of guidelines which describe how to undertake such a 
measurement and evaluation. Also, a description of  what information is available from 
energy monitoring and how it may be successfully processed so that the aims and 
objectives of energy monitoring and management can successfully be achieved. 
Taking the common threads that this literature review has identified an energy 
measurement, monitoring, and processing conceptual hierarchy is proposed. The 
components of the conceptual hierarchy are described as: 
1. Measurement functions and parameters for basic power measurement. 
2. Energy measurement and parameter calculation. 
3. Energy monitoring functions, parameters, and process. These include the method 
used to collect, communicate, and store the energy monitoring data. 
4. Energy feature extraction and selection functions and methods. 
5. Energy profile analysis and classification. 
6. Energy information formulation and display. 
7. User interface to the energy use information. 
The 7 components identified above can be depicted as a hierarchy as shown in Figure 4.1.1 
The conceptual hierarchy has been organised into 7 components that interface each other. 
The hierarchy reflects the measurement, monitoring, and processing of energy load profile 
data. Load profile data is measured at level 1 in the form of instantaneous current and 
voltage values. This is passed to level 2 where the power, energy and related parameters 
are calculated. These parameters are passed to level 3 where they are collected, 
communicated, and stored. Level 1 and 2 constitute basic measurement and calculations 
while level 3 constitutes a monitor function where the load profiles are assembled and 
 
1 The orientation as a downward pointing hierarchy is arbitrary. The hierarchy could be orientated 
in an upwards manner. The orientation chosen here is related to the focus of research being on 
developing a practice framework which concentrates on levels 1 to 3 of the hierarchy. 
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communicated for storage and display. The stored load profile data is then passed to level 
4 where the work of extracting the basic features and characteristics of a load profile is 
undertaken. The extracted and selected features can then be further processed at level 5 
to identify patterns and classes withing the load profiles features. Further levels 6 and 7 
display and interpret higher level information regarding the patterns and classes found 
withing the load profiles. 
The energy monitoring practice framework developed and proposed in the next sections 
is based on the conceptual hierarchy of Figure 4.1. The practice framework is based on 
level 1 to 3 and on the provision of adequate load profile data so that the expectations of 
feature extraction and selection, profile analysis and classification and energy 
information formulation and display are accurate and consistent representation of the 









4.2 What is a practice framework? 
Practice frameworks exit in the social health care, business, information technology, and 
educational domains. Child health care, social work, and mental health are areas where 
practice frameworks can be found in the social health domain. In the domain of energy 
research ISO 50001:2018 and ISO 50006:2014 Energy management systems – Measuring 
energy performance using baselines (EnB) and energy performance indicators (EnPI) – 
general principles and guidance are standards which encompass overall energy 
management systems within organisations which includes energy monitoring as a 
requirement, they do not provide finer grained practice guidance specific to the actual 
processes and activities of energy monitoring. 
A practice framework has been described as a conceptual map that brings together, in an 
accessible design, an agency’s approach [103]. In the context of best practice, a best 
practice framework is a “collection of well-established and documented techniques, 
methods, processes, activities, incentives or rewards that are more effective at delivering 
a particular outcome than any other technique” [104]. Graupner et al. give ISO 9001:2015 
[105], ITIL [106], and Sigma Six [107] as examples of best practice frameworks.  A practice 
framework is designed to improve efficiency and repeatability in the areas of work defined 
by the practice. In order to be actionable, Graupner et al. define approaches as either a 
best practice framework, template-based framework, or a process framework. Using the 
concepts of definition, refinement, and purpose to distinguish best practice frameworks 
Graupner et al. proposed three types of frameworks. A best practice framework is defined 
as a comprehensive set of informal documents, interpreted by domain experts designed to 
structure the human-activated work of individuals or groups in an informal manner. A 
process framework define is a set of workflows using an agreed and finite set of syntactical 
elements which can has been refined before execution as it describes an exact planned 
flow of activities. A process framework is rigid and does not permit flexibility as it requires 
the system to drive the human activity. A template-based framework is a finite set of 
concepts which can be interpreted by the system through the application of interpretation 
patterns. Refinement of such a framework requires invoking refinement patterns where 
more generic templates can be refined to more specific templates as required by the 
process’s activities. The template-based approach defines a work environment that can 
trigger activities that are performed and tracked through execution [104]. 
In this thesis and in the development of a practice framework for energy monitoring the 
term “best practice” is not  used. This is because the practice framework is not agreed by 
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domain experts. An approach similar to Graupner et al.’s template-based approach is used 
in this research. The practice framework provides a basic template that can be customised 
depending on the scope and nature of the energy monitoring being undertaken. The 
practice template provides definitions and specifications for parameters being utilised and 
passed between the activities of the energy monitoring  processes. The practice framework 
is guided by the proposed energy measurement, monitoring, processing conceptual 
hierarchy. 
4.3 The anatomy of a building load profile 
Power and energy are indirect measurements2 [102]. They require the direct 
measurements3 [102] of current and voltage. The values of power and energy are 
calculated from the measured voltage and current quantities. The instantaneous values 
of voltage and current are generally measured at a high rate using a sensor circuit which 
feeds an analog-to-digital converter (ADC). The instantaneous voltage and current are 
sampled for a number of cycles, multiplied to calculate instantaneous power, and then 
averaged over the number of samples. The calculated value is the average or real power. 
The root mean squared (RMS) values of current and voltage are calculated from the 
sampled values of current and voltage and then multiplied to calculate the instantaneous 
or apparent power. The power factor can be calculated as the real power divided by the 
apparent power. The real energy can then be calculated as the sum of the real power over 
a known period. 
Figure 4.2 depicts the topology of the measurement system architecture found in a typical 
energy monitoring device. Typically, the centre of an energy meter or monitor is a system-
on-a-chip (SOC) energy measurement integrated circuit architecture similar to that 
depicted in Figure 4.2. Such a system would rely on external current sensors such as a 
shunt or current transformer (CT) and a direct connection to sense the voltage level. After 
levelling and conditioning the current and voltage signals are passed to analog-to-digital-
converters (ADC). The output of the ADC is then passed to a power and energy calculation 
unit. The calculation unit uses a multiplier to produce a power value. Energy values can 
then be calculated based upon the power level over a known period. Values of real, 
 
2 An indirect measurement is a method of measurement in which the value of a quantity is obtained 
from measurements made by direct methods of measurement of other quantities linked to the 
measurand by a known relationship [102]. 
3 A direct measurement is a method of measurement in which the value of a measurand is 
obtained directly, without the necessity for supplementary calculations based on a functional 
relationship between the measurand and other quantities actually measured [102]. 
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reactive, apparent power and power factor as well as real and reactive energy are 
calculated within the calculation unit. A communication interface connects the calculation 
unit, sometimes via a microcontroller (MCU) to external devices for display and storage. 
Figure 4.2. Topology of a typical power and energy measurement system architecture 
found in monitoring devices. 
 
The measured and calculated values of current, voltage, power, energy, and power factor 
can then be logged and stored at a set data logging rate. The data logging rate for energy 
monitoring is typically in the range from 1-second to 1-hour. Data logging rates of 30-
seconds, 1-minute, 15-minutes, and 30-minutes are common. The load profile as a data 
time-series is the result of the energy monitoring. The load profile is a representation of 
the building as a load or impedance at the time of the data logging. As can be observed 
from Figure 4.2 and was observed with load profiles used in this research and from public 
load profile repositories [25], the load profile is highly variable over time. The change in 
load profile value is due to changes in the internal loads within the building. This can be 
due to changes of state of the electrical machinery and appliances installed in the 
building. The changes are also due to the behaviour of the occupants living and working 
within the building [28]. 
If the load profile is measured and monitored at the point of electrical supply to the 
building the operation is termed non-intrusive load monitoring (NILM) . If the energy 
measurement and monitoring is performed at individual loads or appliances, then the 
operation is termed intrusive load monitoring (ILM). ILM requires that the appliance or 
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load be disconnected and then reconnected in order to carry out the load monitoring 
process. NILM has been widely researched as a method for using the aggregate power 
monitored at a building supply to identify individual loads or appliances that make up the 
aggregated load. Varying levels of success in disaggregating the building load to identify 
individual loads have been reported in the literature [23]. Difficulties arise with NILM 
even when sampled and logged at high rates, i.e., greater than 1 Hz, due to multi-mode 
appliances such as dish washers and washing machines and non-linear loads such as 
electronics equipment power supplies [23]. 
Figure 4.3 shows the load profile for a residential building where energy monitoring was 
undertaken using a 1-second data logging rate. A data logging rate of 1-second over a 24-
hour period produces a power data time-series of 86400 samples. The smaller graphs 
(inserts) show sections of the load profile that corresponds to windows of time-series data 
taken from approximately 1.45am for nearly 30-minutes duration and from 3.30pm for 
approximately 1-hour duration. The left-hand insert graph shows the cycling of a 
refrigerator-freezer on an approximate 200W base load level. A 700W spike of the 
compressor motor at the start of each cycle is observed. The second insert graph shows 
the measurement of a more complex section of the load profile attributed to. multiple loads 
or appliances running simultaneously over the 1-hour window of the graph.  
Figures 4.4 and Figure 4.5 show the same load profile (same day of the year) for the same 
residential building but with monitoring devices that had data logging rates of 1-minute 
and 15-minutes, respectively. The load profile shown in Figure 4.5 with a logging rate of 
1-minute shows a reduction in the “quality” of the power data time-series. The effect of 
reducing the data logging rate is for  “smoothing” the graph by interpolating the plot using 
fewer points. The “smoothing” results in a reduction of “quality” of the data time-series. 
Events such as the power surge of the refrigerator compressor motor are not captured by 
the 1-minute logging rate. Figure 4.6 shows a further and much greater degradation in 
time-series “quality” using a 15-minute data logging rate. Using a 15-minute monitoring 
logging rate it is only the large power consumption events which are now visible in the 
load profile. The double refrigerator compressor motor cycling as shown in the left-hand 
insert graphs of Figure 4.3 and 4.4 is now reduced to a single event. 
From an intuitive visual analysis of the real power load profile plots of Figures 4.3 and 
4.4 the impact of monitoring logging rate is clear. As the logging rate is reduced shorter 
time events are not logged. The loss of short time power events due to reduced logging 
rate is an effect similar to that of a low pass filter with reduced bandpass frequency. 
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Analysed in the frequency domain and considering Nyquist-Shannon sampling theorem 
indicates that the real power load profile logged at a rate of   hertz can only be completed 
determined events occurring at 1 2 ⁄  seconds. Therefore, if the logging rate is 15-seconds 
i.e., a frequency of 0.067 hertz, then an event occurring at a rate of greater than every 7.5 
seconds will be reflected in the logged load profile. Similarly, if the logging rate was 15-
minutes then an event occurring every 7.5 seconds will be reflected in the load profile. 
The use of a reduced energy monitoring rate will result in information loss. Events that 
occur at time rates higher than half the logging rates will be reduced insignificance or 
even lost from a profile. Thus, the choice of energy monitoring logging rate is a critical 
parameter in determining the information content of an energy load profile based on real 
power. Note a similar loss will be reflected if reactive or apparent power is used or 
included in the load profile. The impact of lower logging rates on a large cross-section of 
features of a load profile is core to the objectives of this research. A time series feature is 
a characteristic of the data samples and feature extraction is the quantifying of the 
characteristic so that it can be compared within the current time series or other time-
series.  
Examples of features include: 
a) Statistical features such as mean, variance, standard deviation, minimum, 
maximum, skewness, and kurtosis. Statistical features provide information of the 
statistical difference or similarities of load profile time-series using standard 
statistical measures. Statistical features have been used extensively to describe 
load profile time-series data [60] 
b)  Time-series modelling feature such as cross-correlation, autocorrelation, 
autoregressive (AR), moving average (MA) and autoregressive integrated moving 
average (ARIMA) model parameters. Time-series modelling, and forecasting is the 
traditional approach to the description of time-series data [76]. Time-series model 
based on autoregression is used extensively for the modelling of stationary time-
series data and these models are used to help to make forecasts and predictions of 
future time-series events [76]. 
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c) Frequency domain transform parameters such a discrete Fourier transform 
(DFT), and discrete wavelet transforms (DWT). The frequency domain analysis of 
time-series data is used extensively across a broad range of domains to analyse 
and model signals and time-series data. The Fourier transform i.e., as a DFT or 
FFT, extracts frequency domain features from a time-series. A wavelet 
transformation, i.e., as a DWT or continuous wavelet transform (CWT) extracts 
both frequency and time domain features from time-series and has been 
extensively used to model time-series [58]. 
d) Structural features such as number of peaks, number on minimum, minimum and 
maximum counts, counts above mean, ratio of recurring values and datapoints. 
Structural features of a time-series are closely related to those features that are 
physically observable. Feature such as the number of peaks, spikes, increases, and 
decreases, and changes in level are all features that can be extracted trough 
observation. The extraction of such features can be extracted through automation 
and provide a method for differentiating time-series. Structural features have also 
been used extensively as a means of classify time-series [108]. 
In a similar manner to the load profile formed using a measured power time-series, a 
time-series of measured real energy values can also form a building load profile. Figure 
4.6 shows a building load profile using a time-series of real energy values over 24-hours 
using a 1-second monitor logging rate. The resulting load profile provides a fine-grained 
representation of the building’s real energy use. As described above, such a fine-grained 
monitoring logging rate shows the events in the profile with a fine resolution as depicted 
in the left and right inserts of Figure 4.6. The real energy load profile graph is different 
from that of the power load profiles above. Here the load profile is constructed using a bar 
graph with each epoch representing the energy consumed in that period. In the case of 
Figure 4.6, this is a 1-second period. To calculate the total cumulative real energy at any 
point the sum of all previous energy values provides this. Figure 4.7 depicts the same 
energy (Wh) load profile logged at a 1-minute rate. As with the power load profiles, 
reducing the logging rate of an energy load profiles from 1-second to 1-minute there is a 
loss of load profile detail i.e., a loss of information. Figure 4.8 shows the energy load profile 
logged at a 15-minute rate. Here the loss of time-based features can be observed to be lost 



















While aggregating the real energy into larger and fewer “buckets” washes out the time-
based structure of energy events, if the real energy load profile is an ongoing cumulation 
of energy at the much higher sampling rate of measurement then it will give an accurate 
measurement of energy consumed. The accumulation of energy values will be accurate as 
compared with using a real power profile logged at a low rate to calculate the real energy. 
If energy is calculated at a logging rate of 1-second from a real power profile it will be a 
far more accurate estimate of real energy than if the logging rate was 1 or 5-minutes, 
particular if there are a large number of short time-based power events in the profile. 
The next section will provide a more detailed examination of a load profile as a time-series 
and establish a mathematical basis on which the features of load profiles can be extracted 
and analysed. 
4.4 Load profile time-series analysis 
An energy load profile is a data time-series. As discussed above a load profile can be made 
up as a single valued variable such as real power (W) or can be made up of multiple 
variables such as real and reactive power (VAR) to create a PQ trajectory  or voltage and 
current to create a VI trajectory. There are a many possible multi-variate approaches to 
creating a load profile time-series, however the real power load profile is the most 
common. The real power load profile time-series is the focus of this discussion. In this a 
brief discussion of time series analysis theory is examined to determine if a building load 
profile exhibits the characteristics of classical a classical time-series and if typical time-
series modelling methods apply. 
A time series is a series of data points indexed in the time order in which they were 
observed or measured [93]. The time order is usually a fixed interval creating a sequence 
of discrete time data. A time series    continues in time as the sequence     ,± ,± ,… at the 
observed times   = 1,2, … ,  . The time-series can be written as (  ,   , … ,   ) which is 
produced by the underlying process (  )  ℤ. 
Time-series analysis and many of their techniques require the assumption of 
“stationarity”. As a stochastic process is stationary if its statistical properties do not 
change with time. More often than not, a real-world data time-series is not stationary and 
will exhibit trends or seasonal effects. To render a time-series stationary the trends and 
seasonal effects are removed. A process is “weakly stationary” or “second-order stationary” 
if for all  ,   ℤ: 
77 
 
 (  ) =   
   (    ,   ) =    
where   (population mean) is constant and     does not depend on  . To be “strictly” or 
“strongly” stationary a process if: 
(   ,    , … ,    ) = (     ,      , … ,      ) 
has the same distribution for all the time series points   ,   , … ,    and for all   ℤ. A strictly 
stationary process is automatically weakly station but not the converse. If a process is 
Gaussian i.e., (   ,    , … ,     has a multivariate normal distribution for all of   ,   , … ,    
then a weakly stationary does imply strictly stationarity of the process. Also note that for 
stationarity    (  ) =     and that     =   . 
The sequence (  ) is called the autocovariance function. The autocorrelation function (  ) 
is given by: 




The autocorrelation function describes the second-order properties of the time series. An 
estimate of     by    and    by    are the sample covariance and sample autocorrelation 












Note for   > 0 the covariance    (    ,   ) is estimated from the   −   observed pair 
(    ,   ), … , (  ,     ). 
A time series is not stationary if it is made up of trends and/or seasonal effects. A 
visualisation of a time series will often reveal trend and seasonal components of a time 
series. The trends and seasonality can be modelled as being either additive or 
multiplicative as shown respectively in the equations: 
   =       +        +           +   
   =       ×        ×         ×   
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where   is the error term. 
If it can be shown that a time series is weakly stationary, then modelling using a linear 
process, autoregressive (AR) process, moving average (MA), autoregressive moving 
average (ARMA) or autoregressive integrated moving average (ARIMA) process can model 
the time-series [76]. Such modelling is beyond the scope of this research, however the 
parameters created by these models can be used a features of a times-series. The features 
that have been studied and used to represent time-series data is extensive. A discussion 
of time-series feature extraction can be found below in section 4.5. 
If a time series is not stationary, then there are methods which can be applied such as 
differencing, using a logarithmic transform, taking the nth root or a combination of these 
processes [76]. The idea of a unity root is important for stationary processes as a test for 
a unity root is one possible test for stationary of a time-series [76]. If a first order 
autoregressive process is examined: 
   =       +    
where   is white noise, then the AR process can be expressed as: 
   −       =    
If we use the backshift operator  , then     =      and the AR process can be expressed 
as: 
   −      =     
(1 −   )   =    
The characteristic polynomial is 1 −    which has a root at   = 1    . Thus, for | | < 1 there 
is a stationary   (1) process and for all | | > 1 the process is divergent nonstationary. If 
  = 1 the process is considered a random walk and non-stationary. The unit root provides 
a boundary between a stationary and nonstationary time-series. 
What this means is if a load profile time-series is stationary then the statistical analysis 
of the 24-hour load profiles can be considered to be reliable predictors of the load profiles 
statistical features. Features such as mean, variance, standard deviation and 
autocorrelation will be constant over time. The two primary statistical tests used to test 
stationarity in a time series are the Augmented Dickey Fuller (ADF) test [109] and the 
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Kwiatkowski-Phillips-Schmidt-Shin (KPSS) test [109]. The ADF test is a test for a unity 
root and posits the following null and alternative hypothesis for the test: 
 ADF Null Hypothesis (H0): Test failed to be rejected which indicates a unit root., 
which implies non-stationarity, and the time series has a time dependent 
structure. 
 ADF Alternative Hypothesis (H1): The null hypothesis is rejected which means the 
time series does not have a unit root and is stationary. The time series does not 
have time dependent structure. 
The ADF produces a p-value where a p-value below a threshold such as 1% or 5% indicates 
the null hypothesis is rejected (non-stationary) while a p-value above the threshold means 
we fail to reject the null hypothesis (stationary). For example, a  _      > 0.05 means we 
fail to reject the null hypothesis (H0) and the time series has a unit root and is non-
stationary. Alternatively, if  _      ≤ 0.05 then reject the null hypothesis (H0) and the 
data does not have a unit root and is stationary. 
The KPSS test is similar to the ADF test but is not considered as interchangeable with 
the ADF test. The KPSS is a unit root test in the presence of a deterministic trend in the 
data [114]. The KPSS test proposes the following null and alternative hypothesis: 
 KPSS Null Hypothesis (H0): Test failed to be rejected then the time series data is 
trend stationary. 
 KPSS Alternative Hypothesis (H1): The null hypothesis is rejected which means 
the time series data has a unit root and is nonstationary. 
Like the ADF test the KPSS produces a p-value. The KPSS test, in terms of interpreting 
the p-value, is the opposite of the ADF test. A  _      ≥ 0.05 means we failed to reject the 
null hypothesis and the data is trend stationary while a  _      < 0.05 means we reject 
the null hypothesis, and the data  is non-stationary. The ADF and KPSS test are 
considered complementary and are often conducted together. In addition to the ADF and 
KPSS tests, there exists a suite further tests which can also be used to test for 
stationarity. These tests include the DFGLS (modified Dickey-Fuller test) [110], Phillips-
Perron (PP) test [109], Zivot- Andrews (ZA) test [111], and the Variance-Ratio (VR) test 
[112]. These additional tests are generally based upon a test for unity root. 
The question that needs to be asked is whether a real power or real energy load profile is 
stationary or non-stationary? Consideration of stationarity for a load profile is not often 
80 
 
address, though a small number of research studies do state the load profile data they 
utilise meet stationary or quasi-station conditions [113]. The stationarity of energy load 
profile time series is investigated further in Chapter 6 where the ADF and KPSS test are 
applied to the simulation load profiles monitored by the four DUT and the two Class-1 
energy meters. 
4.5 Towards an energy monitoring practice framework 
In the context of the proposed energy measurement, monitoring and processing hierarchy 
introduced in Chapter 2, measurements and calculations are carried out at levels 1 and 2 
of the conceptual hierarchy while monitoring is undertaken at level 3. The processing of 
energy monitoring data is carried out at levels 4, 5, 6 and 7 of the hierarchy. The data 
processing that is required and undertaken is dependent upon the requirements of the 
energy practitioner or the energy end-user. Processing could involve the identification of 
complex features and patterns in the data for non-intrusive load monitoring, forecasting 
and prediction of building energy use or the identification of energy use reduction and 
conservation opportunities. 
The proposed energy measurement, monitoring and processing hierarchy of Chapter 2 
provides a conceptual framework from which an energy monitoring practice framework is 
developed and evaluated. In terms of the electrical measurement of power and energy 
there has been an accepted and correct practice established for many decades, including 
availability of quality power and energy measurement instrumentation, calibration of 
these measurement instruments and traceability to measurement standards. There has 
also been the development of a range of energy monitoring devices and systems which 
range from industrial in origin and use through to commercial and residential based 
systems. 
The conceptual hierarchy helps to differentiate between the functions, operations and 
processes of energy measurement and monitoring. The measurement function is 
conducted to complete the operation of quantifying energy related parameters. The energy 
parameters are then made available by the measurement to the monitoring operation. 
The levels of the conceptual hierarchy provide the above differentiation and suggest that 
there is a requirement to differentiate the practice needed at each of the hierarchy’s levels. 
In terms of energy monitoring, however, a standard accepted practice does not exist. There 
is a large body of published research that acknowledges the need for improved practice in 
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energy monitoring [8,9]. Improved practice is needed if the promised gains in energy 
conservation in building electrical energy use are to be realised [8]. There is potential to 
gain significant improvements in the use of the output of energy measurement and 
monitoring through the use of a practice framework. A consistent and standardised 
approach to the measurement, monitoring and processing of load profile data could 
greatly improve the quality of the outcomes and results of an energy monitoring operation. 
This can be achieved through an understanding of where measurement and monitoring 
errors occur, how the interface between the levels of the processing impacts the quality of 
the load profile data and impact on the validity and appropriateness of the information 
and knowledge extracted from the monitoring process. A practice framework guided 
process can enhance the chance of energy monitoring being able to meets its expected 
objectives , especially with respective to gains in energy efficiency and conservation. 
As the literature review of Chapter 2 revealed, there has not been any research into the 
establishment of energy monitoring procedures and practices. These procedures need to 
be easy to understand and implement.  If improved, they will be adopted and applied by 
energy researchers, energy practitioners and energy end-users in both commercial and 
residential building contexts. A practice of an energy monitoring framework for energy 
measurement, monitoring and processing should be a vital element of any energy 
management plan. 
The energy monitoring framework proposed in this research is made up of procedures for 
energy measurement and monitoring. It also includes a template of the measurement and 
monitoring parameters to be evaluated, as well as recommended procedures to enable a 
successful energy monitoring operation. The energy monitoring framework also provides 
a methodology for using feature extraction to gauge the performance of the energy 
monitoring against the framework. Feature extraction from measured and monitored load 
profile data is a common method for the analysis, classification, and description of load 
profiles.  
 The energy monitoring procedures for energy measurement utilise both a direct and 
indirect measurement. The parameters of voltage, current and phase angle can be directly 
sensed and measured, however parameters such as energy and power are typically 
calculated from these direct measurements. A practice framework can be used to describe 




The direct measurement of AC current and AC voltage also requires an understanding of 
the sensors used. The AC current and AC voltage measurement method used will impact 
upon the uncertainty of the measurements. The sampling and digitising of the current 
and voltage measurements will also have an impact on measurement uncertainty and will 
determine the resolution of the measurement. The indirect measurement of energy and 
power uses the direct AC current and AC voltage to calculate their values. The calculation 
of power and energy parameters is undertaken using the sampled current and voltage 
measurements. Parameters such as real power, reactive power, power factor and 
cumulative energy are all calculated from the current and voltage measurements. The 
measured values, together with the calculated values, are stored in memory registers or 
are communicated to another storage device. These values can then be accessed by 
external devices such as microcontroller and external memory, such as memory cards or 
disks. 
In many energy monitoring situations, the energy practitioner or energy end-user has no 
or little input into how energy measurement and monitoring are performed. The choice of 
energy monitoring equipment has determined the measurement or monitoring functions 
available since the measurement or monitoring devices manufacturer has predetermined 
the functionality provided. What the energy practitioner or energy-end user must 
understand is how to make use of the functionality available. Identification of required 
features will be the case where an energy measurement and monitoring system needs to 
be procured for an energy monitoring study or operation. An energy monitoring 
framework should guide a practitioner or end-user through the process of selecting and 
putting into operation such a system. 
An energy monitoring framework should enable both a top-down and a bottom-up 
approach to the selecting, installation and operation of an energy monitor or monitoring 
system. In the context of the energy measurement, monitoring and processing hierarchy 
as described in Section 4.1 and shown in Figure 4.1, a top-down approach would involve 
the practitioner or end-user first examining the overall energy management function and 
purpose of an energy monitor. The practitioner or end-user would start at level 7 of the 
hierarchy, detailing management, display, and usage features. A bottom-up approach 
may also focus on level 7 to set the purpose, objectives and outcome envisaged from the 
energy measurement and monitor process. The bottom-up approach would then work up 
the hierarchy making use of the energy monitoring framework to make decisions as to 
how to undertake the measurement and monitoring process. 
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The proposed energy monitoring framework is based upon the energy measurement, 
monitoring, and processing conceptual hierarchy. The conceptual hierarchy was 
formulated based on the observations from the literature review which highlighted the 
deficiency of, and need for, a consistent approach to the description and operation of an 
energy monitoring exercise. An energy monitoring practice framework is proposed to help 
fill this void. The energy monitoring framework would consider the following five areas 
of practice as revealed by the conceptual hierarchy: 
1. The measurement method including the connection, safety and regulatory 
requirements associated with the power and energy measurement. 
2. The monitoring method utilised to capture, communicate, log, and store the 
power and energy measurement data. 
3. The methods used to prepare and process the power and energy data for feature 
extraction, particularly how different approaches to measurement and 
monitoring can affect (constrain) the feature extraction process. The extraction of 
information is achieved through the identification and extraction of features 
within the energy load profile data; and 
4. The practical and cost constraints which impact upon the measurement, 
monitoring and processing operation. There could also be safety and regulatory 
requirements or constraints which need to be described and considered in 
establishing and conducting the energy monitoring. 
5. The context and purpose for which the energy monitoring process is being 
conducted. The overarching methods and purpose for which the energy monitoring 
is being undertaken can be described within the energy monitoring framework. 
Identifying and describing quantities and processes such as what is the ultimate 
aim or objective of the energy monitoring, is the monitoring short or long term, 
does the monitoring require ongoing maintenance and management, and how does 
the energy monitoring contribute to energy management. 
4.6 Connecting energy load profiles to the energy monitoring practice 
framework. 
The following approaches will control the area of measurement practice:  
i. Establish the type of current sensor to be used? Typically, the sensor would be a 
resistive shunt, current transformer, or Hall Effect sensor. The current sensor type 
will impact upon the uncertainty of measurement, range of measurement and the 
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nature of the electrical connection to be made to conduct the measurement and 
monitoring. 
ii. Establish the type of voltage sensor to be used? Generally, a single connection is 
used to make a voltage measurement for single-phase power and one or three 
connections for three-phase power. In some situations, no voltage measurement is 
a made. The value of the voltage is assumed to be at its nominal value during the 
measurement and monitoring process, i.e., 230V RMS. The electrical connection 
can be made at the point of supply, which is usually where the current 
measurement is made or using a GPO connection somewhere else in the building. 
A voltage measurement made remotely from the current measurement will 
generally not impact upon the power and energy measurements unless there is a 
significant voltage drop occurring across a lengthy conductor used for the voltage 
measurement. 
iii. Determine the sampling method and sampling rate used to make the current and 
voltage measurement from the sensor analogue signals. A range of energy 
monitoring devices will use a variety of different types of analogue-to-digital 
converter (ADC) approaches for sampling the current and voltage signals. These 
sampled values will then be processed so that power and energy use can be 
calculated. The resolution and uncertainty of the measurement will be impacted 
by the number of bits used by the ADC and the sampling method of the ADC. 
Typically, most energy monitors use system-on-a-chip (SOC) power/energy 
measurement integrated circuits which employ delta-sigma modulation (ΣΔ) to 
sample the analog signal. Another common approach used for ADC is the 
successive approximation method. Typically, an ADC will use 12 to 24-bit 
resolution. The ADC resolution will impact the resolution of the power and energy 
measurements. 
iv. Determine an understanding of the interfacing between the ADC measurements, 
the calculation of power and energy parameters, and how they are stored and made 
available for communication to the monitoring process. Central to the monitoring 
process is the method of interfacing to the logging process. The rate and 
mechanism for communicating with the measurement and calculated value 
registers determine the logging rate and logging method. If a low communication 
rate is only possible, then this will mean a lower data logging rate will result. 
v. Determine the accuracy, precision and uncertainty of the measurements is an 
essential aspect of the practice. Knowing these parameters is critical measurement 
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practice so should form part of energy measurement and monitoring practice. 
Determining an energy monitors accuracy and precision means comparison with 
other measurement and monitoring systems such as billing systems can be made 
with confidence and certainty in its correctness. 
The monitoring process is linked to the output of power and energy measurement. The 
monitoring practice can be controlled as follows: 
i. List the power and energy parameters that are to be monitored and logged. Possible 
parameters include the AC current, AC voltage, real power, reactive power, 
apparent (instantaneous) power, power factor, frequency, real energy, reactive 
energy, and harmonic content of the current and voltage waveforms. 
ii. Determine which parameters from (i.) will form the “load profile” being monitored. 
There can be multiple parameters which can constitute an energy profile. Often it 
is the real power, i.e., the power consumed however, there are many different 
parameters which have been monitored including real-reactive power trajectories, 
V-I trajectories  and frequency components (harmonics). The energy profiles 
chosen for monitoring is determined by the higher levels (levels 5 to 7) of the energy 
measurement, monitoring and processing hierarchy, i.e., the ultimate purpose for 
undertaking energy monitoring. 
iii. Determine the energy profile logging “window”. The energy logging window is the 
period in which data logged over that period is considered to constitute an energy 
profile. The logging window could be hourly, daily, or weekly or related to an 
energy-related event or an external event. Often the energy profile window is that 
of a daily period as it coincides with human behaviour patterns and external 
factors such as temperature cycles. In cases such as NILM monitoring, an energy 
profile window may be associated with energy or power change events. A window 
of minutes either side of the event is used to measure and calculate the frequency 
components of the captured current waveform. The frequency components are 
logged to determine when individual loads or appliances were switched on or off. 
iv. Establish the data logging rate. The data logging rate is a critical parameter of 
energy monitoring practice and is the period over which the measured parameters 
that constitute the energy profile are recorded and logged to storage media.  The 
data logging rate will be periodic and can range from parts of a second, minutes or 
even parts of an hour. Smart meters installed and used by electricity supply 
authorities or organisations typically have a logging rate of 30 minutes. Energy 
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monitors such as the Open Energy Monitor examined in this research log at a rate 
of five seconds. The data logging rate determines how features will be extracted, 
analysed, and reported to the energy practitioner or energy end-user. The data 
logging rate impacts on the features available for identification and extraction 
from the energy profile. The data logging rate determines the information level 
possible from which the uppers levels of the hierarchy can process and report to 
the users of the energy profile. In general, a low data logging rate means low 
information level available from an energy profile. 
v. Determine the overall data logging period for collection, analysis, and reporting of 
the energy monitoring. The overall data logging period is an important parameter 
and provides an epoch over which comparisons are made. This period allows for 
the identification of change or trends in the energy data. An energy research study 
would have a defined data logging period, while operational energy monitoring 
would have a cycle of comparison of analysis and reporting periods. Improvements 
in energy management and improved energy conservation would be examined and 
reported against the data logging period. Typically, the overall data logging period 
would be synchronised to energy billing cycles or over a calendar year or to the 
audit cycle of an energy management plan or policy. 
vi. Identify the constraints imposed by the communication of large quantities of data 
collected during monitoring that the constraints need to be addressed by the 
energy monitoring framework. Data collection and storage are critical constraints 
as they impact the level of information retained by the monitoring process. How 
the energy monitoring data will be analysed and processed will determine the 
quantity of data required. The amount of data needed is reflected in the choice of 
the above parameters, i.e., sampling rate, logging rate, profile window and logging 
period. Energy monitoring set up for NILM would require data logging at or near 
data sampling rates. High data logging rates would produce a substantial quantity 
of data. Such levels of data would pose significant issues in terms of data 
communication and storage. In such cases, the energy profiles may need to undergo 
feature extract and identification at the time of data sampling so that only feature 
parameters are logged and stored. In energy monitoring to manage the long-term 
energy consumption of a building undergoing energy management, the data 
logging rate of minutes would be sufficient. A feature-based approach would 
produce a much smaller quantity of data and allow for remote communication and 
storage methods such as provided by Internet-based database and web servers 
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located in the “Internet cloud”. The features chosen for logging and storage would 
depend upon the application for which the energy monitoring is used. Techniques 
for data compression using encoding and embedding techniques could also be used 
to reduce the quantity of data needed to be communicated and stored. 
The practical and cost constraints control the following aspects of energy monitoring: 
i. The physical and practical access to install and operate the energy monitoring 
equipment and conducting of the monitoring. This will also include consideration 
of the disruption or interruptions that the energy monitoring, particularly at 
commissioning/decommissioning, will cause the building and its occupants. 
ii. Are there safety or regulatory requirements of constraints in the jurisdiction in 
which the energy monitoring is undertaken. Requirements such as having 
installation by licenced personnel only and limited or no access for equipment 
installation may provide an impact on the way in which the monitoring is 
conducted. 
iii. The cost of undertaking monitoring especially in larger scale studies where 
monitoring of large number of building is required. 
The context and purpose will also have an impact or contribution as to the energy 
monitoring process A clear and concise description of the aims and objectives, as well as 
the ongoing maintenance and management requirements will differentiate and control 
how energy monitoring will be conducted and utilised. 
To verify the proposed framework a means of evaluating an energy monitoring practice is 
required. As revealed by the literature review in Chapter 2, there is a considerable 
number of different approaches that have been used in energy research for the 
measurement and collection of energy data. They are often framed based upon the end 
purpose of the energy monitoring and how it is undertaken and reported. There is also an 
extensive range of measurement and monitoring instruments and devices available for 
use in energy monitoring studies. The literature review has revealed that an improvement 
in the methodology used for energy monitoring is required and that energy monitoring 
issues are regularly cited as a shortcoming of a study or operation [8,9].  
A template for documenting and reporting the energy monitoring parameters and 
processes outlined above is one approach for undertaking the verification process. A 
template describing parameters and processes allows the comparison of energy 
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monitoring through the identification of their similarities or differences. Table 4.1 
provides a possible overview template for the practice framework. Templates for all areas 
of the energy monitoring framework can also be developed and utilised. 
Thus, the overall energy monitoring template set is organised around the five areas of 
practice detailed above, i.e., measurement methods, monitoring methods, feature 
extraction and analysis, practical monitoring constraints, and context and purpose. Each 
of the five practice areas can be broken down into a series of ontologies. These ontologies 
can be used as a guide to the application of the energy monitoring framework to a practical 
energy monitoring scenario. The template is not an exhaustive or complete set of 
procedures. The template is a guide and can be varied, added to, or have sections deleted 
as applicable to each energy measurement or monitoring scenario. Figure 4.8 depicts a 
generic template generated from the first area of practice provided in Table 4.1 i.e., the 
measurement method. Figure 4.9 shows the measurement process template completed for 
the use of an Eastron SDM230 single-phase energy meter. 
Figure 4.10 depicts the energy monitoring practice framework as a mapping of the 
processes of monitoring to the areas or aspects of practice which have been identified for 
each of the processes. Each of the aspects of practice will have a set of requirements which 
can be used to guide the monitoring, collection, storage, and processing of load profile 





Table 4.1. Possible fields for a template of an energy monitoring framework ontology. 
 
Area of Practice Item to be addressed











Apparent (instantaneous) power (VA)
Power factor




Harmonic content (THD %)
Load profile type Power-based
Energy-based
Parameter-based (combined/calculated)
Load profile logging window Hourly, daily, weekly
Parameters to be logged Parameters making up profile
Data logging rate 1-second 5-seconds 10-seconds 30-seconds etc.
Data logging period 1-hour, 1-day, 1-week etc.
Data storage method RAM, SD Card, SSD, HDD, Web Server, Cloud-based
Data storage requirement MB per day, cost etc.
3. Feature extraction and selection Data pre-processing and cleaning
Sorting and consolidation of data
Vectorisation of time-series data
Statistical parameter analysis
Structural parameter analysis
Transform based parameter analysis
Clustering and classification of load profiles
Visualisation of features/vector spaces
Reporting and storage of feature extraction/selection
4.Practical and cost constraints
Data and communications issues Data storage and communications issues
Location and access problems
Shutdown/power removal requirements
Safety issues Access restrictions
Training and competency
Regulatory requirements Applicable legislation and regulations
Licensing requirements
Reporting requirements
5. Context and purpose Aims and objectives
Location
Length and duration of monitoring project
Operation and management requirements


















4.7 The energy monitoring practice framework 
Every energy monitoring operation or project will complete the template based on the 
context, requirements, and constraints encountered in the installation and management 
of the energy monitoring. Having established energy monitoring, it is the choices made in 
filling the fields of Table 4.1 that will determine the way in which the energy load profile 
data interface with the data processing and analysis processes found at level 4 of the 
conceptual hierarchy i.e., what feature extraction, selection and information processing 
options that will be available for use. The choices made for levels 1 to 3 of the conceptual 
hierarchy will influence the choice of the techniques and approaches available for levels 4 
– 7. For example, cost, communication, and installation constraints identified in the 
energy monitoring framework may mean that energy monitoring may only produce real 
power load profiles based on one current sensor and assumed voltage level at a logging 
rate of every 5-minutes. From a research study perspective this will limit the feature 
extraction, selection analysis options. From a building energy management perspective 
this could limit the identification and measurement of load and occupant events which 
are difficult to identify and thus control to reduce energy consumption. 
The importance of understanding how the choices for measurement and monitoring will 
impact on the way in which the load profile data can be used is highlighted through the 
breakdown and analysis of processes and practices that exist in the energy monitoring 
domain. Having a practice framework which can inform and guide the many permutations 
of options available could provide for the optimisation of the usefulness of the data that 
will result from the exercise. The energy monitoring framework proposed above can be 
used to optimise the effectiveness of the feature extraction, selection and analysis 
operations which form the higher-level practices of an energy research or management 
project. How the five practices areas connect with the load profile can be summarised as 
follows: 
1. A recognition of the measurement method as core to the validity and quality of 
the energy load profile data measured and made available for collection. 
2. Identifying the monitoring method as separate in function and operation from 
the measurement method. It is the monitoring process that governs the approaches 
and techniques required for making use of the load profile data. 
3. Feature extraction is constrained by the measurement method and monitoring 
processes. Feature extraction is the first stage in the creation, analysis, and 
preparation of the energy use information. Feature selection is the process of 
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choosing the best set of features for deriving information from. It is the usefulness 
of the features which are extracted and selected which provides a measure of how 
successful the energy monitoring framework has been in guiding the energy 
monitoring practice being undertaken. 
4. Determining the impact of the cost and practical constraints which are placed 
on the energy monitoring and understanding the way in which the constraints 
impact upon the output of the monitoring. 
5. Establishing the context and purpose for which the energy monitoring is 
undertaken. This is important as it allows the loop to be closed on how successful 
the monitoring process was on delivering the aims and objectives of the exercise. 
The ability to review and reflection on how the energy monitoring is contributing 
to an energy consumption reduction is key to any building energy management 
process. 
The mapping provided in Figure 4.10 provides an approach for the reconciliation of the 
energy monitoring practice framework with the actual undertaking of an energy 
monitoring operation. Each of the areas or aspects of practice have a set of requirements 
which need to be determined and implemented to be able to successfully undertake an 
energy monitoring operation, but also to be confident in the consistency, accuracy, and 
precision of the monitored load profile data. As illustrated by the conceptual hierarchy, 
the practice framework also emphasises the importance of the interface between the 
measurement, monitoring and data processing of load profile data. 
Templates has been successfully used as a method for documenting a practice framework 
[104]. An energy monitoring framework template for each of the four DUT and the two 
Eastron reference energy meters communicating with the bespoke data acquisition 
system used in this research is required as the first step in providing an energy practice 
framework which can be used to compare the 6 sets of load profile data logged by these 
devices. The templates provide a standardised way in which the terms, parameters and 
process are described. The templates can also be used as checklists for setting up or 
auditing an energy monitoring operation. Basic templates for each of the energy monitors 
is provided in Section 5.16 of Chapter 5. 
The next Chapter describes the design, construction and use of the building electrical 
energy simulator and tester (BEEST). The BEEST provides for the testing of an energy 
monitoring framework by simulating actual building electrical energy load profiles. The 
BEEST provides an experimental simulation platform which is free from the constraints 
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of issues related to the operation of energy monitoring testing in operating buildings. 
Energy monitoring device or systems can be simultaneously tested on the same load 
profile. This facilitates easy comparison of the energy monitoring framework employed by 





Design and construction of the experimental facilities and simulation 
5.0 Introduction 
This Chapter examines the process of creating a “valid” building electrical energy 
simulation. The Building Electrical Energy Simulator and Tester (BEEST) was designed 
to produce simulations of a building’s energy load profile. The simulated load profile was 
measured, monitored, and logged using a group of energy monitors, the devices under test 
(DUT). This Chapter will also discuss the advantages and disadvantages of the simulation 
as well as examine the methods used to measure the accuracy, precision, and repeatability 
of the BEEST simulation.  
“Validity” is a controversial measurement concept. A discussion of "validity" is often 
carried out within the context of assessments, tests, surveys, and research methods. Often 
it is considered a psychological construct. The current experimental tests are physical 
simulations, thus the requirement for validity in the current context is related to meeting 
the aims and objectives of the research. In the design and development of the BEEST 
simulation a pragmatic approach to validity and verification is adopted. The Oxford 
English Dictionary (OED) [115] defines “validity” as: 
1. ‘The quality of being valid in law: legal authority, force or strength”; or 
2. “The quality of being well-founded on fact, or established on sound principles, 
and thoroughly applicable to the case or circumstances; soundness and 
strength (of argument, proof, authority, etc.); or 
3. Value or worth; efficacy. 
The OED’s second sense is appropriate for this research. The BEEST is a physical 
simulation and there is a direct and known physical relationship between the system 
input and output. There is also a direct relationship between how the input and output of 
the BEEST are measured. The design and specification of the BEEST are based upon 
well-founded facts and established sound principles of electrical engineering design and 
analysis.  
The BEEST uses a 240V AC single phase supply to switch ON and OFF a series of known 
electrical loads. The BEEST's switching pattern can mimic or replicate the electrical 
energy load profile found in a building. The actual electrical energy load profile of a 
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building is aggregated at the point of supply and is a measurement of the internal loads 
within the building as they are switched ON and OFF over time. Thus, the BEEST can be 
seen to be “applicable to the case and circumstances” of the replication and measurement 
of a building’s electrical energy consumption. 
The “verification” of the physical simulation approach is also important [116]. The 
recommended approach to validation and verification by Sargent [116] is to use a 
comparative approach between the “model simulation” and the “system output 
behaviour”. While Sargent’s approach is more focussed on the validation and verification 
of software modelling and simulation, his approach can also be applied to a physical 
simulation. A comparison is made between the input electrical energy load profile input 
to the simulation and the output as measured by a reference energy monitor. This direct 
comparison is possible because for an ‘ideal” simulation there is an exact one-to-one 
relationship between input and output. Thus, the verification process is very straight 
forward. 
The BEEST facilitates the research questions of the thesis as follows: 
i. To what extent can energy monitoring capture an occupant’s energy use behaviour 
or profile? 
The key to addressing this question is to be able to gather energy use profiles 
similar to that produced by in-situ energy monitors. In-situ approaches i.e., placing 
energy monitors in operating buildings, is expensive and has risk and liability 
issues. Being able to run a physical simulation of a buildings energy load profile 
which is measured in real-time as if in-situ, will enable the production of energy 
profiles which meet external validity.1 Once an energy profile has been produced, 
the task is then to examine the buildings energy consumption and occupant 
behaviour information that can be found in the profile. 
ii. What energy monitoring methods are required to capture a load or appliances 
functional operation, which then can be used to develop energy monitoring 
strategies? 
As stated in (i) above, the key is to obtain valid energy load profiles from actual 
energy monitors. The energy monitoring methods used can be easily varied and 
 
1 Validity is described in terms of ecological, internal, or external validity, or sometimes as 
“mundane realism” [117]. 
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tested in a simulation setting. In an actual building this would involve 
considerable disruption as well as pose far greater safety risks. The simulation 
approach allows quick and easy changes and adjustments to measurement 
protocols and practice to be made in an efficient and safe manner. 
iii. What constraints or boundary conditions must be applied to an energy monitoring 
study in order satisfy (i) and (ii)? 
Again, as per (ii) changes in measurement and monitor protocols and practice, and 
the setting, discovery and exploration of constraints and boundaries can be easily 
carried out using the physical simulation methodology proposed. 
iv. Can the energy use profiles be utilised to form the basis of energy use information 
provided and displayed to energy users? 
The simulation approach will allow the gathering of energy use profile data that 
has been collected under normal energy monitor methods and conditions. The data 
collection process can be varied, repeated, re-run, and added to as required. This 
data is essential as it provides valid residential building load profile data that can 
be used to develop answers to this question.  
Reviewing the research objectives of the project, the BEEST helps meet these through the 
following: 
i. Investigating the state-of-the-art power and energy measurement techniques and 
technologies for the devices under test i.e., which measurement methods are used, 
what measurement parameters are chosen or set, what purpose the measurement 
serves, how is the measurement interfaced or provided to users, and the impact of 
the methods and parameters utilised upon measurement validity, accuracy, and 
repeatability. 
The simulation approach allows the experimentation and testing of the 
measurement methods and parameters of any energy monitor. The approach uses 
a current transformer sensor so there is no disruption to a buildings power supply 
when making changes and has significantly lower risk and safety issues when 




ii. Based on (i), investigate, and establish a flexible framework for the specification 
of an energy monitoring study, and for the acquisition and storage of energy 
monitoring data. 
As in (i), the simulator will allow for a valid framework to be developed and 
evaluated without the interruptions and safety issues associated with undertaking 
this research in an operating building. 
iii. Conduct an energy monitoring study using the developed practice framework with 
commercially available energy monitors in a residential dwelling and through 
simulation to identify energy use profiles and information. 
The use of a valid physical simulation means that multiple commercial energy 
monitors can be tested simultaneously on the same building load profile. 
The next section examines the design specification used to construct the BEEST. 
5.1 Specification for the BEEST 
The following requirements and assumptions were used to design the BEEST: 
1. The simulator must be able to replicate (as accurately as possible) an actual building 
energy load profile. The load profile is defined as the 24-hour real power consumption 
(Watts) as measured as a data time series. A check of how accurate the replication and 
simulation of the load profiles is to be carried out. 
2. The simulation must be able to run the full twenty-four (24) hour load profile cycle. 
3. The load profile is based on the real power (Watts). Reactive power is not measured 
when recording the aggregated energy use in a building. Generally, it is expected the 
power flow to be inductive with a power factor (pf) between 0.7 and 1.0. 
4. The maximum current available to power the BEEST will be from a standard GPO 
and is a maximum of 10A. 
5. A 5-turn coil/loop of the active conductor will be used to simulate 5 times the current.  
The magnetic fields produced by the coils/loops is additive i.e., linear. Thus, a 
maximum current flow of 50A can be measured and simulated using a 5-turn coil/loop. 
6. The majority of the building loads or appliances are two state devices i.e., switched 
either on or off. Some loads may be continuous; however, this will not be a requirement 
of the BEEST. 
7. Not all building loads or appliances are linear. Non-linearity can be introduced in the 
load box using compact fluorescent or LED globes. 
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8. The BEEST must be protected by the following: 
a. 10A circuit breaker. 
b. Type A 30mA Residual current device (RCD). 
c. An isolation power switch. 
9. The wiring, assembly, and construction of the BEEST and its components are to meet 
all the requirements of applicable Australian Standards. 
The purpose of the BEEST is to provide for the simulation and measurement of a 
building’s energy profile. The load boxes use 24 individual loads. The loads are switched 
on and off as dictated by a microcontroller switching sequence. The load value produced 
by the simulator at a given time epoch is to be close in value to the corresponding building 
load profile time series value. The error inherent in the process is a function of three 
values, the original building energy profile values, the closest value able to be produced 
by the switching sequence and the value produced for measurement.  
5.2 Design and development of the BEEST 
In meeting the above specification, the BEEST was designed based on the following five 
modules. Figure 5.1 shows the BEEST modules and their basic connections. The Internet 
communication module is not shown in Figure 5.1. 
1. Power supply module 
The power supply module provides the connection via main switch, circuit breaker, 
and residual current device (RCD) to the 230V RMS supply using a 10A GPO plug. 
The power supply module also houses the two IEC62053-21 Class 1 Eastron reference 
energy meters. The SMD230 and SDM120CT energy meters connect to the data 
acquisition PC via RS485/Modbus to USB device at the power supply module. The 
power supply module is described in detail in Appendix B.1. 
2. Measurement module 
The measurement module consists of a series of loops of the main supply conductors 
which provide connection for the DUT split-core current transformer (CT) sensors. 
There are 5-turn loops of the supply conductor which means that that the CT will 
measure 5-times the simulated load profile current. Figure 5.2 shows the connection 
of the measurement module to the power supply module and the eight 10A GPO 
sockets where the load boxes are provided with their power. 
3. Load box module 
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The BEEST uses three load boxes each with 8 possible switched loads. Each load box 
uses 8-relay interface board which is connected to the digital output of the 
microcontroller. Each load box has either a 5W or 30W exhaust fan fitted as an 
inductive load and to provide cooling. The fan is connected to a two outlet GPO fitted 
to the load box. The remaining 7 loads i.e., light globes are connected to standard 
bayonet connectors. Figure 5.3 shows the connection of a load box to the 
microcontroller. 
4. Load box controller module 
The load box controller is a ATMega2560 (Arduino Mega) microcontroller with 54 
digital input/outputs. The controller has a “C” language program that controls the 
digital I/O pins connected to the load boxes. The switching sequence is loaded as a data 
file and then run over a 24-hour period to produce the simulated load profile. 
5. Internet communications module 
The Internet communication module provide access to the Internet data and 
webservers for the 4 DUT. The module is made up of an ethernet/Wi-Fi router and 4G 
Internet modem. Figure 5.4 shows the Internet communication modules components 
and connections. 













Figure 5.3. BEEST load box (1 of 3 load boxes) and microcontroller module. 
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5.3 Construction, testing and verification of the BEEST. 
The construction, testing and verification of the BEEST to provide a physical simulation 
for the measurement and monitoring of building load profiles is fully discussed in 
Appendix B. Appendix B provides detailed insight into the actual physical construction 
and testing of the BEEST. The following issues are addressed in Appendix B: 
i. The “switched load box” approach to simulation. 
ii. Source of energy profiles to simulate. 
iii. Choosing the loads for simulation. 
iv. Finding the “best” load box configuration. 
v. Generating the load profile switching sequences. 
vi. Mapping an energy load profile to a switching sequence. 
vii. Testing the load profile simulation (verification). 
viii. The loads used for simulation. 
ix. Use of reference energy meters in the simulation process . 
x. Impact of voltage variation on energy and power measurement. 
xi. Timing issues associated with simultaneous energy monitoring across multiple 
monitoring devices. 
Figure 5.5 shows the BEEST and the data acquisition PC which is connected via a 
Modbus-to-USB adapter to the two Eastron reference energy meters. 
The load profiles utilised in the BEEST simulations were selected from a set of real power 
load profiles collected by an SDM120CT energy meter and a data acquisition developed 
by the researcher using RS485/Modbus VB.net libraries. The data acquisition was 
achieved using a serial to USB interface for a small form factor IBM ThinkCentre PC 
running Windows 10 Professional. The load profile data was logged at a 1-second and 1-
minute logging rates. The load profiles are of the aggregated electrical usage of the 
researchers’ 3-bedroom brick and tile residence. The load profiles were selected from a set 
of data collected over the 2017 to 2020 period. All load profiles selected were chosen from 









5.4 An energy monitoring error model 
There are errors not only present due to the measurement of a process but also in the 
processing, manipulation and use of the data resulting from a process. The energy 
monitoring process is no different. Exploring the calibration of the 4-energy monitor DUT 
and the two reference energy meters used in this research to measure and monitor real 
power and energy load profiles has established the measurement error associated with 
each of the energy monitoring devices. However, in the overall BEEST simulation of a 
building load profile there are errors associated with the generation of the simulation and 
load as well as in the monitoring and processing of the load profile data. In this sub-section 
the total errors associated with the BEEST process are established and quantified. 
An error model is proposed in Figure 5.6. The error model was used to quantify the errors 
inherent in the BEEST simulation process. The proposed error model has a direct 
relationship with the error model that would typically exist within the load profile 
monitoring process of a building. The BEEST simulation itself simulates the electrical 
loads of a building and as such performs in a similar manner to that of a building’s load 
profile. All DUT energy monitors and reference energy meters made their measurements 
at the point of supply to the simulated loads. The supply point in a building, as it is used 
in the BEEST is the point of measurement of the actual load profile. The supply point is 
where the ground truth load profile is established. In this research the SDM230 and 
SDM120CT reference energy monitors will measure the ground truth load profile and 
their load profile will be compared to the load profiles as measured and monitored by the 
4 DUT. The point of supply and ground truth measurement point are shown in Figure 5.6. 
The BEEST error model can be expressed as the sum of five error mechanisms as follows: 
       =     +     +      +      +       Eq.5.1 
 
where the total error        is made of: 
     is the error created in the generation of the BEEST switching sequence. 
     is the error created in the generation of load values from the switching 
sequence to a switched set of actual loads. 
       is the measurement error at the point of BEEST/building supply and results 
from errors in the measurement of voltage and current from which energy and 
power values are calculated. 
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      is the monitoring error and is a result of issues in the monitoring process such 
as caused by logging rate, resampling, communication, and storage of monitored 
load profile time-series data. 
       is the load profile time-series due to selection and process of time-series such 
as occurring due to reading, rounding, resampling and transformation of the load 
profile through processes such as feature extraction. 
 
The switching sequence generation error     and the load generation error     of the 
BEEST are internal to the load profile creation process. These two errors are analogous 
to the loads occurring internally within a building. For the current research, these two 
errors do not impact upon the actual load profile which is measured by the energy 
monitors at the point of supply of the BEEST. Any     or     is part of the load profile to 
be measured and monitored. The ground truth or actual load profile simulated by the 
BEEST has the following errors: 
        =      +      +       Eq.5.2 
 
This will also be the actual error experienced in the measurement and monitoring of a 
building’s load profile. 
The proposed BEEST and building energy monitoring error model has a close relationship 
with the energy measurement, monitoring and processing conceptual hierarchy and the 
energy monitoring framework. The measurement error occurs at the two measurement 
levels of the hierarchy and is a focus of the practice framework. In a similar manner the 
monitoring error and the processing errors are associated with the next two levels of the 
hierarchy and again are foci of the practice framework. These errors occur and are passed 
through the respective levels of the hierarchy and thus form an important part of the 
practice framework. 
The next sub-section addresses two types of errors that also occur in the measurement 
and monitoring processes, that of error in power measurement due to supply voltage 




Figure 5.6. The energy measurement and monitoring error model for the BEEST simulation depicting ground truth as the measured load profile 





5.5 Energy monitors under test 
Six energy monitoring devices were utilised to monitor the BEEST simulated load 
profiles. This section details the six energy monitoring devices specifications and describes 
their operation. Each of the energy monitors used as DUT have similarities and 
differences in the way they operate and the way they communicate and store the 
monitored load profiles. The differences in operation impact on the load profile data 
collected during the simulations. The energy monitoring framework developed in this 
thesis can be used to highlight the similarities and differences in DUT operation and the 
consistency and reliability of the load profiles collected. The practice framework templates 
described in Chapter 4 have been used to describe the 4 DUT used in this research. The 
two reference energy meters and their monitoring operation is also detailed in this section 
using the practice framework template approach described in Chapter 4. The energy 
monitoring framework can also be used to help explain differences in the energy 
monitoring data recorded from the simultaneous monitoring of the same load profiles.  
Note that the manufacturers provide only limited specification information for the four 
DUT energy monitors. Installation and user manuals provided with the four DUT were 
the primary source of feature and specification information. The product web sites for the 
four DUT were used to check specifications and provide additional information. The 
manufacturer of the two Eastron reference energy meters provided detailed specification 
information in their documentation. 
A calibration check was carried out on the 4 DUT energy monitors and the 2 reference 
energy meters. The calibration check was undertaken in order to check the measurement 
uncertainty of each of the energy monitors and compare the results with the 
manufacturers specifications. The results of the calibration check are detailed in 
Appendix A. In general, the outcome of the calibrations check confirmed the specifications 
for real power, real energy, current and voltage uncertainty provided by the 
manufacturers. It is worth noting that the accuracy deteriorated for real power and real 
energy measurements values, however the observed inaccuracy occurred close to or 
beyond the manufacturers specified lower measurement limits. 
Efergy Engage Hub 
The Efergy Engage Hub is a low-cost energy monitoring device that is designed to provide 
power and energy measurement using up to three current transformers attached to a 
112 
 
sensor Wi-Fi transmitter. The sensor transmitter sends data to the Engage Hub which is 
connected to the Internet. The Efergy Engage connect via an ethernet cable to a local 
network which can access the Internet. The Engage Hub uploads the data to an Internet 
data server where the energy monitor data can be accessed via a web server. Data is 
available from the web interface for download in CSV format as 1-minute logging rate 
real power load profile, or as hourly or daily real energy load profile. Note the logging rate 
of the Efergy is set by the manufacturer. The Efergy Engage does not sense supply voltage. 
Supply voltage is set as a configuration parameter and was set to 240V for this research. 
Table 5.1 provides a summary of the Efergy Engage Hub energy monitors features and 
available specifications. 
Smappee Home Energy Monitor 
The Smappee Home Energy Monitor is a low-cost monitor that can monitor energy using 
current transformer sensors.2 The Home Energy Monitor model has two sensor inputs 
that can monitor a building load profile ad PV/solar generation. The Smappee connects 
directly to a GPO outlet for power and to sense voltage and has an ethernet local area 
network (LAN) port for connection to the Internet for the upload of data to a web-based 
data and interface servers. The web interface can be accessed using a web browser or an 
Android or iOS application for mobile and tablet devices.  
The web interface also allows the display and download of load profile data at logging 
rates of 5, 10, 15, 20 and 30 minutes for real power data and at hourly, weekly, monthly, 
and yearly intervals for real energy data. Data can be downloaded from the interface in 
either a CSV or Excel format.  The Smappee also provides a single in-line appliance or 
load sensor that communicates individual load profile data to the Home Energy monitor. 
The in-line sensor data is uploaded to the Internet where non-intrusive load monitoring 
(NILM) techniques are used over time to help identify that appliances load signature 
within the aggregate load profile.  Table 5.2 provides a summary of the Smappee features 
and available specifications. 
Power Tracker/ Billion SG6200NXL Smart Energy Gateway 
The Power Tracker/Billion energy monitor uses the Billion SG6200NXL Smart Energy 
Gateway to collect and manage energy monitoring data provided by sensors over a Zigbee 
 
2 Note that the Smappee Home Energy monitor is no longer available and is a legacy product 
with limited support provided. 
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wireless network. The SG6200NXL gateway communicates with Billion Smart Energy 
Meters over the Zigbee network. A Billion SG3015-T3 meter with a split-core 100A current 
transformer was used in this research. Up to 16 Zigbee channels are available and both 
current transformer sensors and in-line Smart Energy Meters are available for use with 
the SG6200NXL gateway. The different types of Smart Energy Meters allow metering at 
the main point of supply, sub-metering and appliance or load in-line metering. 
The SG6200NXL gateway is a LAN ethernet and Wi-Fi router that connects to the 
Internet via a wide area network (WAN) port or by using a USB Wi-Fi modem. The 
gateway collects the energy sensor data from its Zigbee network, which it then 
consolidates with all the other sensor data and transmits the data over the Internet to a 
web and data server. Note only a single energy sensor using a current transformer at 
supply was used in this research. Load profile data, uploaded to the Internet, is available 
through a Power Tracker web server interface and is downloaded in CSV format at a 1-
minute logging rate. The Power Tracker only uses 1-minute logging rate data. Note the 
Power Tracker has now shut down its operations and no longer provides Internet energy 
monitoring services for the Power Tracker/Billion Smart Internet Gateway3.  
Table 5.3 provides a summary of the features and available specifications for the 
SG6200NXL gateway and SG3015-T3 current transformer sensor. 
Open Energy Monitor - emonPi 
The Open Energy emonPi monitor is an open hardware and software energy monitoring 
device based on an ATmega328 microcontroller and Raspberry Pi computer hardware and 
software systems4. The ATmega328 interfaces to up to two current transformers to 
measure current from 0-100A (for supply and solar PV) and an AC 9V adapter to measure 
the supply voltage. The ATmega328 can also interface to DS18B20 temperature sensors. 
A serial connection is used between the ATmega328 and a Raspberry Pi computer. The 
Raspberry Pi provides a micro-SD card interface to log data locally or connect to the 
internet via ethernet or Wi-Fi connection to upload data to the Emoncms.org data and 
web server. A local Emoncms web interface can be run locally for access to the locally 
 
3 Power Tracker web and data servers disabled access on 30/4/2020. No access to services or data 
has been possible since that date. The Power Tracker product is no longer available or supported. 
4 Open hardware refers to hardware “whose design is made publicly available so that anyone can 
study, modify, distribute, make, and sell the design or hardware based on the design” 
(http://oshwa.org/definitio). Open-source software is computer software is released under license 
where the copyright holder grants users the right to use, study, change and distribute the software 
to anyone for any purpose (http://opensource.org/docs/osd). 
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logged data. Data is logged at a 5-second rate but can be accessed at any rate from the 
Emoncms web interface. Real power load profiles of 1, 5, 10, 15, 20 and 30 minutes were 
downloaded from the Emoncms.org data server for this research. Load profiles based on 
energy (Wh) can also be downloaded. Table 5.4 provides a summary of the Open Energy 
emonPi’s features and specifications. 
Eastron SDM230 and SDM120CT energy meters 
The SDM230 and SDM120CT are both DIN rail mountable single-phase energy meters. 
The SDM230 uses an in-line shunt to measure current up to 100A while the SDM120CT 
uses a current transformer to measure current in the 0-45A range. Both energy meters 
have RS484/Modbus interfaces for communication to external Modbus remote terminal 
unit (RTU) devices. The parameters that can be monitored externally via Modbus are 
current, voltage, real and reactive power, power factor and frequency. Both meters can 
also provide measurement of import and export power and energy. The SDM230 and 
SDM120CT are Class-1 IEC62053-21 measurement instruments and provide accuracy of 
less than ±1%. The SDM230 and SDM120CT were used as reference energy meters for 
this research. The energy meters were interfaced using an RS485 to USB converter to a 
Windows 10 (i5/8GB RAM) PC. An energy monitoring program was written by the 
researcher using VB.net and the EasyModbus open-source library (easymodbustcp.net)5. 
The monitoring program can be set to different logging rates of up to 250ms. A 1-minute 
logging rate was used in this research. Table 5.5 provides a summary of the features and 
specifications for the SDM230 energy meter. 
 
 
5 Available at http://easymodbustcp.net. 
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Measured parameters Energy (Wh)  -cumulative energy
Real power (W)
Sampling frequency ADC internal unknown
ADC resolution ADC internal unknown
Accuracy (Energy/Power) Up to 98% energy (Wh)
Logging rate 10-seconds from sensor, 1-minute for download.
Wi-Fi
Sampling rate/transmission time 10, 15 or 20 seconds
Battery powered 3 x AA batteries
Sensor range Up to 70m
Current transformer Split-core MIN-SR
Measurement range 50mA-90A maximum nominal
Accuracy 
Voltage measurement Fixed parameter set in Hub (240V)
Web-based data server Data available 1-minute, 1-hour or 1-day
Web server web page interface
Display real time real power (kW), 24-hour power (W) 
and day, weekly or year energy (kWh)
Data availability Download monthly reports
Data format Comma separated variable (CSV)
Data monitoring period Continuous, unlimited
Network connection Ethernet 10/100Mbs RJ45 socket
Power supply/connection AC/DC adapter




Data storage and access
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5-minute with down sampled profile available at 10, 15, 
20, 30-minutes in W and hourly, daily etc as Wh





Direct connected available via 230V GPO plug. Voltage 
data is not available for viewing or download.
Web-based data server
Web server interface for real-time display of power (W) 
or energy (Wh). Display of load profile plot of 5 to 30-
minute logged data or hourly to yearly energy (Wh) 
data.
Data availability 5-minute logged data retained only for 30-days.
Data format Comma separate variable (CSV) or Excel xlsx.
Data monitoring period
Continuous, however 5 to 30-minute logged data only 
available for 30-90 days.
Data storage/access subscription No subscription.
Network connection Wi-Fi Connect to local Wi-Fi network to access Internet.
Power supply/connection Direct connection 230V GPO plug
Cost Approximate cost (AU$) $300
Monitor/Hub
Sensor
Data storage and access
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6 Note: Power Tracker web/cloud-based Internet service were discontinued/unavailable after 30 April 2020. Power Tracker no longer supports the 
energy monitoring product. 
Device/Component Feature Details
Measurement parameters
Real power, total real energy, interval real energy, 
voltage, current, apparent power, power factor.
Sampling frequency Unavailable
ADC Resolution Unavailable
Accuracy % Wh, 2.0 W at pf =1.0 and 2.5A to 50A.
Logging Rate 1-minute
ZigBee Wireless Sensor IEEE 802.15.4 ZigBee standard
Current transformer Split core
Measurement range 33.3mA-100A (down to 0.01W and 0.001kWh)
Accuracy 1.0
Voltage measurement Direct connected 230V to SG3015-T3 sensor unit.
Local storage Option available on some Billion SG600 gateways.
Web-based data server
Power Tracker web interface real time display of all 
logged parameters.
Data availability 1-minute logged data always available.
Data format Comma separated variable (CSV).
Data monitoring period Continuous, unlimited.
Data storage/access subscription No subscription.
Network connection Ethernet and Wi-Fi
4x RJ45 ethernet sockets, WAN connection to Internet 
router or W-Fi connection for Internet access.
Power supply/connection Direct connection 230V 12VDC adapter
Cost Approximate cost (AU$) $600
Monitor/Hub
Sensor




Table 5.4 Practice framework monitoring template based on specifications and features of the Open Energy emonPi. 
 
Device/Component Feature Details
Measured parameters Real power (W)
Real energy (Wh)
Voltage - optional required 9V AC voltage transformer.
Sampling frequency 9.6kHz
ADC Resolution
ATmega328 10-bit ADC for current and voltage 
measurement
Accuracy >89%
Logging rate 5-second with down sampling profiles available




Voltage measurement Directly connected via 9VAC adapter to GPO.
Local storage
Local Emoncms web interface and MySQL database 
running on Raspberry Pi hardware.
Web-based data server
Emoncms interface display of real power/energy and 
voltage feeds real time data and access to historical 
load profile data. Viewed at logging rate from 5-seconds 
selectable in increments of 3000 data samples.
Data availability Load profile data always available.
Data format Comma separated variable (CSV).
Data monitoring period Continuous, unlimited.
Data storage/access subscription Per data feed at approx. AU$1.80 per year.
Network connection Ethernet 10/100Mbps RJ45 socket
Power supply/connection AC/DC adapter 230V to 5VDC GPO type
Cost Approximate cost (AU$) Approx. $270
Monitor/Hub
Sensor
Data storage and access
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Real power, apparent power, relative power, real energy, 
reactive energy, peak power, peak energy, imported/exported 




Class 1 (1%) real energy, 1% FSD real power, 0.5% FSD 
voltage, 0.5% nominal current.
Logging Rate Dependent on RS485/Modbus. (250ms minimum at 9600bps).
Direct connection Internal series shunt resistor.
Resistive series shunt
Measurement range 0.5A to 100A.
Accuracy Class 1 IEC62053-21 (Wh), 1.0% FSD (W), 0.5% nominal A.







Network connection No network connect. RS485/Modbus serial connection up to 9600bps.
Power supply/connection Direct connection Direct connection to 230V.
Cost Approximate cost (AU$)
$50 (note: does not include cost of RS485/Modbus RTU data 
acquisition and storage equipment.
Monitor/Hub
Sensor
Data storage and access
Data storage and access is dependent on RS485/Modbus RTU 
connected data acquisition and data storage equipment used. 
For use with BEEST a Compaq i5 8GB RAM 500GB HDD 
Windows 10 PC running a bespoke VB.net application was 
used to log at rates from 250msec. For simulations logging 




Similarities and difference in the four DUT and 2 reference energy meters 
The energy measurement and monitoring practice framework proposed in Chapter 4 can 
be used as a guide for identifying similarities and differences that exists between the 4 
DUT energy monitors and 2 reference energy meters that were used to simultaneously 
log BEEST simulation load profiles in this research. The energy measurement and 
monitoring practice framework provides a consistent approach to the description and 
detailing of the parameters, features, and operation of the above energy monitoring 
devices. Such an approach makes comparing similarities and differences a 
straightforward process.  
Basic energy monitoring templates for describing the energy monitors used in this 
research are provided above. The template separates the monitoring functions and 
parameters into sections i.e., monitor/hub, sensor and sensor connection, data storage and 
access, network connection, power supply connection, and cost. Each of these sections 
describe a function or parameter which is important to the monitoring function being 
performed and allows a means by which the energy monitors can be compared. 
The monitor/hub description includes a description of the parameters or data passed from 
the measurement process. All monitors pass real power (W) and real energy (Wh) data to 
the monitoring process. However, the Power Tracker and SDM230/SDM120CT were the 
only monitors which provided additional parameters for collection such as reactive power 
and energy, current, power  factor and frequency. All energy monitors directly measure 
supply voltage except for the Efergy Engage which does not measure voltage. The Open 
Energy monitor uses a 9VAC voltage transformer for sensing voltage while the rest use a 
directly wired connection. The Efergy Engage monitor does not sense or record voltage 
measurements. The nominal voltage is set as a parameter in the Efergy’s configuration. 
This means that the Efergy was not subject to voltage variations and the impact of this 
on the real power or real energy measurements. Not using actual instantaneous voltage 
values to calculate power and energy introduces an error into this measurement.  
The majority of the monitor manufacturers do not provide internal sampling frequency 
and ADC resolution data. The Open Energy emonPi is the only monitor that provides this 
data. Manufacturers accuracy specification for the most part was difficult to find and 
interpret, however basic information  is available. 
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Accuracy data provided generally applies to the measurement of real cumulative energy. 
This accurate across all monitors at ±2% or better. The specification for accuracy of real 
and reactive power, voltage, and current are given with respect to full scale deflection 
(FSD) or with respect to a nominal value. The Eastron reference energy meters were both 
within 1% for real energy and better than 1% (FSD) for real power, 0.5% (FSD) for voltage, 
and 0.5% against a nominal current (10A). 
Logging rate is possibly the most important energy monitoring parameter, as the results 
of Chapter 6 and Chapter 7 show has the biggest impact on the information content of the 
logged load profile. The two Eastron reference energy meters have a logging rate which is 
governed primarily by the RS485 serial baud rate and the rate at which the Modbus/USB 
vb.net program request the data. For use with the BEEST the logging rate was set to 1-
minute but can be set as high as 250msec for collecting all parameters. The Open Energy 
monitor logs at a rate of 5-seconds, however only 3000 samples or 250-minutes of a load 
profile are available for download at any time. To obtain 24-hour load profiles the logging 
rate of 1, 5, 10, 15, 20, and 30-minutes were download for analysis. The Efergy Engage 
sensor communicates data every 10-seconds to the Efergy hub, however only 1-minute 
logged data is displayed and available for download from its webserver. The Power 
Tracker logs at the 1-minute rate. The Smappee Home monitor logs at the 5-minute rate 
with 10, 15, 20, and 30-minute logged load profiles displayed and available for download 
from its webserver. 
The SDM230 was the only device that did not use a current transformer (CT) sensor for 
current measurement. The SDM230 has an internal shunt resistor. All the other 
monitoring devices use a similar 100A nominal split-core CT. All the CT had similar 
characteristics and accuracy. The SDM120CT, Smappee, and Open Energy have a wired 
connection directly with the monitor hub while the Power Tracker and Efergy use wireless 
connections. 
All the energy monitors use a direct connection or an AC/DC adapter for their power 
supply. The Open Energy, Power Tracker and Efergy monitors connect to the local data 
and hence the Internet using a wired ethernet cable. The Smappee uses a Wi-Fi 
connection to the local network and Internet. The SDM230 and SM120CT are connected 
via an RS485/Modbus serial link to a PC which stores the reference data locally. Note that 
the Open Energy monitor can also store its monitored data locally to its Raspberry Pi 
microcomputer and a micro-SD memory card. While the reference meters stored logged 
data locally, for this research the default Internet cloud-based data storage and access 
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methods were used. Each of the 4 DUT connected continuously with their cloud-based 
data storage servers and made logged data available in near real time for display and 
download by the users. Each of the cloud-based storage facilities have different data 
retention rules and subscription costs. The Smappee Home webserver holds 5-minute 
data for only 30-days while the other monitors webserver retain data for longer. Note that 
the Power Tracker has shut down its webserver cloud-based services. For most used this 
will mean the Power Tracker monitor is no longer a usable energy monitoring option. 
The above discussion of the similarities or difference between the energy monitors used 
in this research with the BEEST simulations show a mix of common features and some 
clear differences. It can be observed there is no clear class of different energy monitor, 
more that of an overlapping of common set of features and functions which can be 
combined to form an overall energy monitoring process. The choice of monitor that is to 
be used in a given situation is open and will be dependent on the context of the actual 
monitoring operation required. The cost of monitors discussed here varied from $50 
energy meters which required a data acquisition system which can be expensive, to a 
range of commercially available energy monitors varying in cost from $170 to $600. The 
energy monitors discussed here is a small subset of what is commercially available. The 
commercial energy monitoring marketplace is also very fluid as experienced with this 
research. Within the two-year time frame of this thesis two of the energy monitors have 
become redundant or unavailable i.e., the Power Tracker and the Smappee Home. 
The next chapter of this thesis presents the first of two results chapters. Chapter 6 
focusses on the accuracy and errors in load profile monitoring associated with 
measurement and monitoring processes while the results in Chapter 7 focus of the 
performance of load profile data after processing of feature extraction for use in the 




Sampling, stationarity, and repeatability of load profiles 
6.0 Introduction 
Four aspects of the energy monitoring process are analysed in this Chapter to determine 
their impact on energy monitoring practice: 
1. Accuracy and precision. 
2. Sampling and resampling. 
3. Load profile stationarity. 
4. Repeatability of load profile monitoring. 
This chapter discusses the above aspects in detail using the load profiles simulated by 
the BEEST.  
The accuracy and precision were analysed for the DUT using monitoring at different 
logging rates. This was achieved by extracting and comparing the accuracy and 
precision of the load profile statistical, structural, and frequency domain features.  
This chapter focuses on the monitoring functions of the energy monitoring process and 
their accuracy and repeatability. Chapter 6 will also examine the impact of the 
monitoring error term on accuracy and precision of the monitoring process. The use of 
the reference energy meters as a means of establishing a ground truth for monitoring is 
used again to compare the DUT monitoring performance with the reference meter 
ground truth. 
 This chapter first introduces the BEEST simulated load profiles that are analysed in 
this research. The load profiles were measured and monitored by the 4 DUT and 2 
reference energy meters introduced in Chapter 5. The first analysis undertaken 
examines the complete set of simulated load profiles and compares the profiles for 
accuracy and precision using the mean absolute percentage error (MAPE) and coefficient 
of variation (CV) of the daily (24-hour) simulation runs. The comparison was made 
across the 4 DUT with the reference energy meter as ground truth. The MAPE provides 
a measure of accuracy while the CV indicates the level of precision. 
The second analysis concerns the impact of sampling, in particular resampling or  down 
sampling. Down sampling often occurs in the monitoring, data collection, and storage 
processes. Errors in down sampling are examined in the extracted load profile features. 
Down sampling is the process of reducing the sampling rate of a time-series signal. 
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Down sampling can occur at two places in the energy monitoring process. It can occur at 
measurement where voltage and current signals are sampled at high rates for ADC, 
then communicated internally at a much slower rate to internal registers within the 
monitoring device.  Down sampling also occurs during the monitoring process i.e., 
logging, communication, storage, and display of load profile data. The down sampling of 
a load profile time-series will introduce errors.  
The BEEST simulated load profiles are then analysed for stationarity. A stationary 
time-series implies that the first and second order statistics of the time series are 
constant with respect to time. The analysis shows that load profiles are generally not 
stationary time-series. This means that classical times-series autoregressive analysis is 
not appropriate for modelling load profiles.  
The results of repeatability testing of the energy monitoring process across the 4 DUT 
and 2 reference energy meters is provided in the final section of this Chapter. 
Repeatability analysis provides a measure of the energy monitoring devices precision. 
Repeatability is measured through the use of extracted feature sets. An analysis of the 
statistical, structural and frequency domain features are shown in the results. 
The following sections discussed each of the four aspects mentioned above. 
6.1 Simulation of the load profiles 
The load profile data that has been simulated by the BEEST and logged by the 4 DUT 
and the 2 reference energy meters in this research is shown in Table 6.1. The BEEST 
simulations were 24-hour load profiles. Each of the 6 energy monitors logged load 
profiles from 70 simulations. Four simulation runs were not used due to significant 
missing data for several DUT. A small amount of data was also lost for some of the DUT 
energy monitors due to the loss of internet connection with their database servers and 
where DUT monitors needed to be reset. As shown in Table 6.1 a total of 63-68 sample 
1-minute sets of load profiles were analysed for all DUT and reference meters except the 
Smappee Home which did not log at the 1-minute rate. Note that the Efergy and Power 
Tracker only logged at the 1-minute rate. Smaller sets for the Smappee and Open 
Energy monitors were analysed at 5, 10, 15, 20 and 30-minute logging rates.1 A total of 
792 load profiles monitored at various logging rates were included in the analysis. 
 
1 The Smappee Home Energy Monitor web site changed data retention service conditions mid-




Table 6.1. Load profile time-series data for all DUT and reference energy meters 
showing number of samples for each logging rate. 
 
The load profiles simulated by the BEEST were produced from a selection of load profile 
time-series that were monitored and logged using an SDM120CT energy meter and 
RS485/Modbus vb.net PC application at a three-bedroom double brick and tile house. 
The house has double glazing on all windows and roof insulation. The house is located in 
Perth Western Australia and was occupied by two adults and occupied for all ten weeks 
during the logging of the source load profiles. The sample of simulation load profiles was 
from 2019. The simulation load profiles were from February (2 weeks), March (4 weeks), 
August (2 weeks) and October (2 weeks) 2019. The load profiles covered the seasons of 
late summer, early autumn, winter, and spring. 
Each of the load profiles were identified by date and covered a 24-hour period from 
12.00am to 12.59pm and were logged at a 1-minute rate. The simulation profiles were 
generated from the source profiles for use by the BEEST using the process described in 
Chapter 5. The loads which produced the source load profiles were typical of the daily 
use of appliances within the residence. Major load appliances used within the house 
include an evaporative air-conditioner (1000W), dual electric oven (2x2000W), electric 
kettle (1000W), dish washer, washing machine, clothes dryer, refrigerator freezer, 
double electric garage door, and electric bar radiator (2000W). Additionally, the house 
includes LCD televisions, multiple computers, and monitors, DVD/PVR units, and many 
other small load appliances. Lighting in the house consists of a mixture of compact 
fluorescent, halogen, and LED low wattage lighting. Water heating and cooktop are 
natural gas.  
6.2 Load profile accuracy and precision 
The measurement function of the monitoring device is set by the design and 
manufacture of the device. The logging, communication, storage, and display of the load 
profiles by the energy can be impacted on by external factors, including monitoring 
practice. The internal measurement sampling rate, ADC resolution, power and energy 
Energy Monitor 1 5 10 15 20 30
Eastron SDM230 66 n/a n/a n/a n/a n/a
EastronSDM120CT 66 n/a n/a n/a n/a n/a
Efergy Engage 63 n/a n/a n/a n/a n/a
Smappee Home n/a 30 22 31 22 22
Power Tracker/Billion 68 n/a n/a n/a n/a n/a
Open Energy 67 67 67 67 67 67
Number of samples by logging rate (minutes)
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parameter calculation, and communication methods are set by the devices design and 
manufacture, with very few parameters available to be set externally. In the monitoring 
process the external logging rate, communication parameters, storage location and 
display methods can be impacted by end users and not just by the energy monitoring 
systems implementation. The accuracy and precision of the load profile data dictates the 
quality of the feature extraction, selection, and processing with which it interfaces at 
level 4 of the conceptual hierarchy which determines the quality of energy use 
information that is passed to higher levels. The practice framework guides the 
monitoring methods used to capture, communicate, log, and store the load profile data. 
The way in which the monitor logs (samples) and processes the data determines the 
accuracy and precision of the features extracted from the load profiles. 
Load profiles logged at different rates cannot be directly compared. A load profile logged 
at 1-minute with 1440 samples cannot be directly compared to a load profile logged at 
the 5-minute rate with 288 samples. From the BEEST simulation load profile data of 
Table 6.1 there are 5 sets of 1-minute logged profiles obtained from the two reference 
energy meters and the Efergy, Open Energy, and Power Tracker DUT. The accuracy and 
precision of the 1-minute logged profiles were compared using their calculated MAPE 
and CV from their real power (W) values. In a similar manner the 5, 15, and 30-minute 
logged profiles for the Open Energy and Smappee DUT were compared for accuracy and 
precision using the calculated MAPE and CV from their real power values. 
An analysis of the 1-minute logged load profiles was undertaken and the MAPE was 
calculated across each 24-hour set of profiles with respect to the SDM230 reference 
ground truth profile i.e., for the 02-22-2019 1-minute profiles for the SDM120CT, 
Efergy, Open Energy, and Power Tracker logged values, at each sample calculate the 
percentage error (PE) and then the MAPE calculated for each DUT over its 1440 
samples for the full 24-hour profile. Then for each 24-hour set calculate the summary 
statistics for the calculated MAPE. Table 6.2 show the calculated summary statistics for 





Table 6.2. Accuracy and precision for the 1-minute logged load profile real power values 
(W) of the DUT when compared to the SDM230 ground truth. 
 
The mean MAPE across all DUT and all 24-hour load profiles was 1.3% for the 
SDM120CT reference meter, 1.9% for the Open Energy, and 3.4% for thew Power 
Tracker DUT. The mean MAPE for the Efergy Engage DUT was much greater at 11.8%. 
The coefficient of variation for the SDM120CT and Power Tracker were high at 1.55 and 
2.66 when compared with the Efergy and Open Energy monitor. An analysis of the 
sample frequency distribution of the MAPE values revealed that a small number of 
outliers were present for the SDM120CT and Power Tracker. If these are removed, then 
the CV values are 0.822 and 0.823 respectively for the SDM120CT and Power Tracker 
with negligible change in the MAPE mean values. The probable cause of the outliers is 
most likely timing errors as discussed in Chapter 5. 
The high value of MAPE for the Efergy DUT is also associated with the lowest CV for 
the 4 DUT. The analysis of the sample frequency distribution of MAPE values for the 
Efergy shows that most values fall in the range 0.05 to 0.3 i.e., 80% of MAPE  values, 
with only one value less than 0.01. The greater inaccuracy of the Efergy is due to the 
fixed voltage parameter i.e., the Efergy does not directly measure the supply voltage to 
calculate power and energy, a fixed set value is used. In the case of this research a value 
of 235V was used. The use of a set voltage value will mean the impact in power and 
energy caused by supply voltage variation will not be included in the Efergy’s monitored 
values and will produce the errors observed. As the results in Table 6.2 show, this error 
can be as high as an MAPE of 24.7%. 
  
SDM120CT Efergy Open Energy Power Tracker
Minimum 0.000298 0.002938 0.000264 0.000831
Maximum 0.088866 0.247702 0.101611 0.692780
Mean 0.013500 0.118229 0.019649 0.033782
Std Dev 0.020998 0.066777 0.015870 0.089912
Coef Var 1.555404 0.564814 0.807666 2.661546
Count 58 58 58 58
MAPE for 1-minute logged load profiles
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Table 6.3. Accuracy and precision for the comparison between the Smappee and Open 
Energy DUT logged at 5, 15, and 30-minutes. 
 
While a direct comparison of the real power values of 5, 10, 15, 20, and 30-minute load 
profile time-series cannot be made with the ground truth 1-minute reference, a 
comparison between those DUT that log at these rate can be made to examine how 
similar or different their real power monitored values were. Table 6.3 shows the results 
of comparing the Smappee and Open Energy for accuracy and precision through their 
MAPE and CV values for 5, 15, and 30-minute logging rates. The mean MAPE values 
were 20%, 39% and 59% respectively for the comparison of the 5, 15, and 3-minute 
profiles for the 2 DUT are compared against each other. This indicates that 5, 15, and 
30-minute logged profiles can be highly inaccurate. The inaccuracy can be up to 100% at 
any time as shown by the maximum values for the MAPE. 
The CV values for the 5, 15, and 30-minute logged load profiles were 0.59, 0.52, and 
0.31, respectively. These values indicate that the spread of MAPE values is not 
significant, the sample frequency distribution is small. The MAPE values and CV 
indicate that the inaccuracy is high and consistent. This suggests that load profiles 
logged at 5-minutes or greater will have high and consistent inaccuracy when compared 
to other monitors which are monitoring the same load profile. 
The analysis of the real power load profile time-series shows that monitoring at the 1-
minute rate produces accurate load profiles which exhibit good precision, especially 
where the instantaneous voltage is used together with the instantaneous current to 
calculate power and energy values. Load profiles monitored at the 5-minute or greater 




Minimum 0.065817 0.122220 0.333370
Maximum 0.778879 0.989962 0.943931
Mean 0.204553 0.391199 0.593098
Std Dev 0.120629 0.204914 0.183410
Coef Var 0.589719 0.523810 0.309241
Count 30 28 22
MAPE comparing Smappee and Open Energy DUT
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6.3 Sampling, resampling, and energy monitoring 
Resampling issues and errors are explored through an analysis of the down sampling of 
a residential  building load profile time-series that was logged at a rate of 1-second from 
the above-described residence. A single load profile was used to compare the errors 
affecting feature extraction. The impact on the time-series and the extracted features 
will be explored by analysing the effect of down sampling the 1-second load profile to 1-
minute, 5-minute, and 15-minute logged profiles. The simple techniques commonly used 
for down sampling one dimensional time-series and used in this analysis are: 
i. Selecting the nth sample from a down sampling window. 
ii. Use an aggregate statistic to describe the down sampling window. Statistics such 
as mean, median, mode, minimum and maximum can be used. The mean, median 
and mode statistics are examined here. 
iii. Use a heuristic algorithm to select a value to represent the down sampled 
window. The largest-triangle-three-bucket algorithm [120] is applied to the load 
profile to produce the results provided here. 
Extracting the nth sample 
Down sampling of the 1-second time-series load profile to 5, 10, and 15-minute load 
profiles using the nth sample technique was carried out in Python software by apply the 
list slicing operation [i: j: k] which slices a list starting at the ith sample, ending at the jth 
sample for every k samples. The down sampled time-series is made of every kth sample. 
Examining Figure 6.1 (a) and (b) shows that down sampling from 1-second to 1-minute 
has a minimal overall effect other than to remove the high frequency events such as the 
refrigerator-freezer motor start-up surge spikes which has a duration of 1 to 2-seconds. 
Other aspects of the 1-minute down sampled profile are intact. However, there is a 
marked deterioration of information in the 5-minute and 15-minute down sampled 
profiles shown in Figure 6.1 (c) and (d). Structural features are missing, and the 
amplitude of these features are attenuated with greater attenuation the further the load 
profile is down sampled. After down sampling to 15-minutes the load profile is missing 
most of the events existing in the original profile as well causing the duration and 
amplitude of events to be considerably distorted. Both the accuracy and precision of the 
load profile has been reduced by down sampling. 
The extracted statistical features show the same deterioration. In Table 6.4 it can be 
observed that as the load profile is down sampled to a lower rate the extracted 
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statistical features error increases when compared to the original. The error was 
calculated as the percentage error between the extracted features for the reference 1-
second profile and the down sampled profiles2. Table 6.4 highlights errors exceeding 5%. 
This indicates that the statistical features will be less reliable as the profile is down 
sampled.  
The nth sample method requires a starting point for the down sampling to be selected. 
Usually this would be the first sample i.e.,   . However, any starting point can be 
selected within the first down sampling window. If the 1-second logged profile is to be 
down sampled to 1-minute, the first down sampled point i.e.,    where 0 ≤   < 60, would 
be selected from a window of the first sixty 1-second samples, then the next window has 
the second sample selected as the      .  
The impact of selection of the starting points impact was analysed by creating 1-minute, 
5-minute and 15 minute down sampled profiles where all possible starting points were 
evaluated through the extraction of their statistical features. The statistical features 
were then compared with the extracted features of the original 1-second load profile. 
Sixty 1-minute, three hundred 5-minute and nine hundred 15-minute profiles were 
generated and analysed from the 1-second profile.  
The calculated values for the mean absolute percentage error (MAPE) and coefficient of 
variation (CV) for this analysis is given in Table 6.5. As the down sampling rate is 
decreased, the MAPE and CV values increase. Such a deterioration was particularly 
evident in the 15-minute profile, indicating a loss of precision caused by choosing 
different possible down sampling starting points within the first down sampling 
window. The impact of down sampling on extracted frequency domain features can be 
observed from Table 6.6. A deterioration in the FFT aggregate parameters and CWT 
peaks has in increased as the down sampling rate is decreased. Table 6.6 provides 
extracted frequency domain features from the 1-second profile as well as the 1-minute, 
5-minute, and 15-minute down sampled profiles. The use of down sampling causes a 
large loss of frequency domain features, as clearly observed in the plots of Figure 6.1. 
There is significant deterioration found in the down sample FFT aggregated parameters 
as well as significant loss of CWT peaks across all frequency scales. 
 
 











Table 6.4. Impact of nth sample down sampling on extracted statistical features showing the error and coefficient of variation when compared to 
the 1-second logged profile. 
 
 
Table 6.5. nth sample down sampling mean absolute percentage error (MAPE) and coefficient of variation analysis of 1-minute, 5-minute and 15-
minute load profiles as selected start sample is varied across all possible samples in the sampling window. 
 
min max range energy mean median std q25 q75 stderr skew kurt coefvar dlf
1-second 102.7 3049.3 2946.6 9960.4 415.0 321.8 375.9 195.4 464.9 1.3 4.1 20.0 0.9057 0.1361
1-minute 157.5 2991.9 2834.4 9947.0 414.6 321.9 378.6 195.7 462.7 10.0 4.1 20.1 0.9131 0.1386
5-minute 162.1 2607.0 2444.9 9714.6 405.7 322.4 351.2 193.7 459.5 20.7 4.0 20.1 0.8656 0.1556
15-minute 162.1 2560.5 2398.4 9261.9 389.4 322.4 303.1 194.4 462.9 31.1 4.2 25.3 0.7785 0.1521
1-minute 0.5336 0.0188 0.0381 0.0013 0.0009 0.0003 0.0073 0.0014 0.0047 6.8048 0.0076 0.0093 0.0082 0.0183
5-minute 0.5784 0.1450 0.1703 0.0247 0.0225 0.0017 0.0658 0.0090 0.0116 15.2097 0.0195 0.0062 0.0443 0.1434
15-minute 0.5784 0.1603 0.1860 0.0701 0.0617 0.0017 0.1935 0.0054 0.0044 23.3214 0.0288 0.2661 0.1405 0.1174
Extracted statistical features for 1-second with 1-minute, 5-minute, and 15-minute down sampling
Error with respect to 1-second logged load profile
min max range energy mean median std q25 q75 stderr skew kurtosis coef var load factor
1-minute 0.0559 0.0286 0.0289 0.0020 0.0020 0.0016 0.0096 0.0017 0.0061 0.0096 0.0081 0.0111 0.0093 0.0278
5-minute 0.0321 0.0410 0.0451 0.0275 0.0274 0.0036 0.0770 0.0104 0.0129 0.0770 0.0218 0.0732 0.0523 0.0244
15-minute 0.0205 0.0446 0.0476 0.0607 0.0586 0.0071 0.1586 0.0127 0.0307 0.1586 0.0869 0.3758 0.1200 0.0503
min max range energy mean median std q25 q75 stderr skew kurtosis coef var load factor
1-minute 0.0783 0.0332 0.0346 0.0025 0.0025 0.0021 0.0092 0.0017 0.0061 0.0092 0.0041 0.0088 0.0077 0.0326
5-minute 0.0431 0.0453 0.0483 0.0266 0.0266 0.0042 0.0841 0.0065 0.0116 0.0841 0.0249 0.0916 0.0578 0.0244
15-minute 0.0326 0.0544 0.0580 0.0607 0.0612 0.0087 0.1900 0.0150 0.0385 0.1900 0.0702 0.2172 0.1307 0.0471
Mean absolute percentage error (MAPE)
Coefficient of variation (CV)
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The analysis of the nth sampling method for down sampling has shown that such an 
approach, while extremely easy to implement, causes a deterioration in the accuracy 
and precision of the load profile. This deterioration was also present as the starting nth 
sample was varied within the down sampling window. A visual analysis reveals there 
was an obvious loss of structural information, and an examination of the impact on 
extracted statistical features also reveals that a deterioration of accuracy and precision 
of feature values also occurs. A deterioration of frequency domain features also occurs 
and is to be expected as down sampling is equivalent to lowering the monitoring 
sampling rate. As Nyquist’s theorem states, the highest frequency component to be 
found will be 1 2   
   where     is the down sample frequency. 
Table 6.6. nth sample down sampling impact on frequency domain extracted features for 
1-minute, 5-minute, and 15-minute down sampling. 
 
Down sampling with aggregate statistics of the down sampled window 
The use of an aggregate statistical parameter as a method for choosing the value of the 
representative sample from a down sample window is a commonly used technique and is 
relatively easy to implement. To down sample a 1-second logged load profile to a 1-
minute profile, a window of 60 samples is selected and a statistical aggregate parameter 
is calculated from the samples in the window to provide the new sample for the 1-
minute profile. This process is then repeated for each of the 1440 1-minute windows in 
the 1-second logged profile. In a similar way windows of 300 and 900 samples would be 
used to create 5-minute and 15-minute down sampled profiles where an aggregate 
statistical parameter is calculated to provide the new sampled value. The statistical 
parameters typically used in this method are the mean, median, or mode values of the 
window. The profile plots provided in Figure 6.2 show the impact of down sampling 
using the mean, median and mode methods. The pandas [118, 119] Python library 
centroid variance skew kurtosis
1-second 6214.767 1.1E+08 1.95713 6.18616
1-minute 190.2274 41423.52 1.01462 5.12783
5-minute 46.54985 2024.902 0.63094 5.47448
15-minute 14.84108 237.9461 0.76689 4.78529
1 2 3 4 5 6 7 8
1-second 6164 9463 11546 13427 5162 5338 5444 5548
1-minute 108 194 273 332 53 62 66 66
5-minute 42 53 65 71 47 48 48 49
15-minute 10 15 20 21 12 12 12 12




routines qcut() and groupby() were used with the mean(), median() and agg() methods to 
down sample the load profiles. The original 1-second logged load profile is shown above 
in Figure 6.1 (a). 
The impact of down sampling using the mean of the down sample window is shown in 
Figure 6.2 (a). The 1-minute down sampling using the mean loses the short duration 
“spikes” in power level, however the main features of the profile remain. Down sampling 
to 5-minutes using the mean deteriorates the profile through the loss of both load events 
and the amplitude of the load events. Load events which were level events have now 
been rounded suggesting a filtering of higher frequency components of the profile has 
occurred due to the mean value-based down sampling. The 15-minute mean value down 
sampled profile has significant deterioration of both the number of distinguishable load 
events and their amplitudes. Only large load events i.e., large power consumption 
events are now visible in the profile, and they have their peaks significantly attenuated 
due to the down sampling. The same loss of events and attenuation of event amplitudes 
occurs with the median value and mode value down sampling. 
The deterioration of the 15-minute mode-valued down sampled profile has nearly 
removed all load events such that it would be difficult to associate it with the original 
profile. The 15-minute median-valued down sampled profile appears to be the best 
representation of all the three 15-minute profiles. 
Table 6.7 shows the statistical features and Table 6.8 details the error between the 
extracted statistical features of the 1-second load profile and the mean, median and 
mode valued down sampled 1-minute, 5-minute and 15-minute profiles. The errors 
greater than 5% i.e., 0.05 have been highlighted. As observed visually, load event 
amplitudes have been attenuated through mean, median and mode -valued down 
sampling as the peaks and troughs of the original load profile have not been translated 
through down sampling. The median valued down sampling is identified to have better 
reflected the extracted statistical features. 
Table 6.9 shows the errors with the frequency domain extracted features of aggregated 
FFT parameters when compared with the original 1-second load profile. A significant 
reduction in value of the aggregated FFT parameters results from the mean, median 
and mode valued down sampling. The reduction in frequency-based information is 
similar for all three methods. The use of these down sampling methods has removed all 
the higher frequency components of the original 1-second logged load profile. This was 
observed visually through the attenuation or loss of peaks and troughs, as well as 
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Figure 6.2. Impact of dawn sampling a 1-second load profile to 1-minute, 5-minute and 15-minute profiles using the sample window (a) mean, 
(b) median, and (c) mode. 
(a) Mean down sampling (b) Median down sampling (c) Mode down sampling 
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causing many load events to be removed. The number of CWT peaks for the first 8 
frequency scales shown in Table 6.10 supports the results provided by the aggregated 
FFT parameters. The rapid reduction in the number of CWT peaks as the down 
sampling logging rate decreases indicates a deterioration in the frequency-based 
information in each of the down sampled profiles. This confirms the impact of down 
sampling of frequency content of down sampling as discussed above. 
As observed visually and with the statistical features the amplitude of events has been 
reduced considerably at lower down sampling rates. The nth sampling and mean, median 
and mode valued down sampling methods do not include global or sample window 
minimum and maximums i.e., peaks and troughs. The nth sample method performs 
marginally better with respect to not attenuating the peaks and removing the troughs of 
the load profile.  
This was highlighted in Table 6.4 and 6.5 by the large error in the minimum (min) and 
maximum (max) extracted statistical features. 
Heuristic approach to down sampling 
A heuristic approach is a practical approach to providing a solution which is not 
necessarily optimum but does meet the current goals required to finding such solutions. 
In the case of providing an accurate and precise down sampling for a load profile time-
series a heuristic approach may provide an improvement on nth sampling or aggregate 
statistical sampling methods discussed above. The largest-triangle-three-bucket 
technique is a heuristic method which has been used for the improvement of the 
visualisation of down sampled of time-series data [120] 
Figure 6.3 shows the result of applying the largest-triangle-three-bucket algorithm to 
produce the 1-minute, 5-minute, and 15-minute down sampled load profiles. The largest-
triangle-three-bucket algorithm splits the time-series in buckets (windows) of equal size 
as required for down sampling3, however it keeps the first and last sample as fixed 
points. For each bucket, the algorithm ranks every sample in the bucket by calculating 
the area of a triangle it forms with a selected sample in the previous bucket and an 
average sample in the next bucket. The sample with the highest rank within the bucket 
is selected as the representative sample.  
 
3 Steinarsson calls the number of down sampled buckets the “threshold” [120]. 
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Figure 6.3. The largest-triangle-three-buckets algorithm used on (a) 1-second logged load profile to produce (b) 1-minute, (c) 5-minute, and 15-






Table 6.7. Extracted statistical features from the mean, median, and mode valued down sampling to 1-minute, 5-minute, and 15-minute profiles. 
 
Table 6.8. Impact of mean, median and mode value down sampling on extracted statistical features showing error rates when compared to the 1-





Samples min max range energy mean median std q25 q75 stderr skew kurt coef var dlf
1-second 102.7 3049.3 2946.6 9960.35 415.018 321.8 375.877 195.4 464.9 1.27877 4.05335 19.954 0.90569 0.1361
1-minute 161.693 2778.24 2616.55 9956.07 415.018 321.052 367.013 196.26 462.397 9.67501 3.96598 19.3732 0.88433 0.14938
5-minute 164.963 2616.45 2451.48 9938.7 415.018 317.568 342.319 223.883 464.482 20.2064 3.61235 16.7545 0.82483 0.15862
15-minute 165.879 2051.82 1885.94 9893.05 415.018 303.807 304.386 245.976 445.356 31.2294 2.84576 10.2051 0.73343 0.20227
1-second 102.7 3049.3 2946.6 9960.35 415.018 321.8 375.877 195.4 464.9 1.27877 4.05335 19.954 0.90569 0.1361
1-minute 159.8 2967.8 2808 9943.02 414.473 321.475 376.936 195.075 460.187 9.93658 4.0677 19.987 0.90943 0.13966
5-minute 164.05 2692.1 2528.05 10126.4 422.839 320.95 390.714 195.612 471.912 23.0631 3.94637 18.1284 0.92403 0.15707
15-minute 164.5 2605.55 2441.05 9959.49 418.316 320.35 364.921 239.038 485.713 37.4401 4.12804 20.4345 0.87236 0.16055
1-second 102.7 3049.3 2946.6 9960.35 415.018 321.8 375.877 195.4 464.9 1.27877 4.05335 19.954 0.90569 0.1361
1-minute 112.9 2987 2874.1 9938.34 414.277 321.55 376.999 194.675 468.75 9.93824 4.07139 20.0676 0.91002 0.13869
5-minute 163.5 2779.2 2615.7 9771.24 408.044 319.25 375.69 194 454.15 22.1763 4.09424 20.1761 0.92071 0.14682






Samples min max range energy mean median std q25 q75 stderr skew kurt coef var dlf
1-minute 0.57442 0.08889 0.11201 0.00043 0 0.00232 0.02358 0.0044 0.00538 6.5659 0.02156 0.02911 0.02358 0.09756
5-minute 0.60626 0.14195 0.16803 0.00217 0 0.01315 0.08928 0.14577 0.0009 14.8015 0.1088 0.16035 0.08928 0.16544
15-minute 0.61518 0.32712 0.35996 0.00676 0 0.05591 0.1902 0.25883 0.04204 23.4215 0.29792 0.48857 0.1902 0.48614
1-minute 0.55599 0.02673 0.04704 0.00174 0.00131 0.00101 0.00282 0.00166 0.01014 6.77044 0.00354 0.00165 0.00414 0.02611
5-minute 0.59737 0.11714 0.14205 0.01667 0.01885 0.00264 0.03947 0.00109 0.01508 17.0354 0.02639 0.09149 0.02025 0.15403
15-minute 0.60175 0.14553 0.17157 8.7E-05 0.00795 0.00451 0.02915 0.22332 0.04477 28.2783 0.01843 0.02408 0.0368 0.17961
1-minute 0.09932 0.02043 0.0246 0.00221 0.00178 0.00078 0.00298 0.00371 0.00828 6.77174 0.00445 0.00569 0.00478 0.01904
5-minute 0.59202 0.08858 0.1123 0.01899 0.0168 0.00792 0.0005 0.00716 0.02312 16.3419 0.01009 0.01113 0.01659 0.07875






Table 6.9. Impact of mean, median and mode valued down sampling on aggregate FFT parameters when down sampling a 1-second profile to 1-
minute, 5-minute and 15-minute sampling. 
 
Table 6.10. Impact of mean, median and mode valued down sampling of number of CWT peaks for first 8 frequency scales when down sampling 
1-second profile to 1-minute, 5-minute and 15-minute samples. 
 
 
Samples centroid variance skew kurtosis centroid variance skew kurtosis centroid variance skew kurtosis
1-second 6214.77 109887851.02 1.96 6.19 6214.77 109887851.02 1.96 6.19 6214.77 109887851.02 1.96 6.19
1-minute 154.89 32657.68 1.39 5.70 189.49 41684.27 1.04 5.12 188.90 42041.55 1.07 5.14
5-minute 40.32 1829.59 0.89 4.88 48.39 2078.69 0.58 5.76 45.58 1863.09 0.68 5.97






Samples 1 2 3 4 5 6 7 8
1-second 6164 9463 11546 13427 5162 5338 5444 5548
1-minute 96 177 251 308 66 74 77 79
5-minute 34 44 57 66 43 45 45 46
15-minute 11 16 20 22 8 8 8 8
1-second 6164 9463 11546 13427 5162 5338 5444 5548
1-minute 103 192 271 333 50 60 63 64
5-minute 35 55 66 74 34 34 36 36
15-minute 10 14 16 17 9 9 9 9
1-second 6164 9463 11546 13427 5162 5338 5444 5548
1-minute 105 197 275 330 55 63 68 68
5-minute 37 55 67 76 35 35 37 37
15-minute 13 19 22 25 9 9 9 9
Mode





This process is repeated for all buckets. Note that using every point in the next bucket 
to calculate and rank the triangle areas significantly reduces the number of calculations, 
thus improving algorithm efficiency considerable when compared with the “brute-force” 
approach [120]. A brute force approach would not use an average value from the next 
bucket but calculate and rank triangle areas for all samples in the next bucket. 
Visually there is little difference between the 1-second original profile and the 1-minute 
largest-triangle-three-buckets down sampled profile in Figure 6.3. The peaks and 
troughs in the 1-second profile appear in the 1-minute profile. There is little or no 
attenuation of the peaks and a most load events remain in the 1-minute profile. The 5-
minute and 15-minute largest-triangle-three-buckets down sampled have also retained 
many of the 1-second profiles peaks and troughs, however the largest-triangle-three-
bucket algorithm is expanding the duration of the peaks and troughs over the down 
sampled sample points. This distortion was caused by the algorithm and is very evident 
in the 15-minute largest-triangle-three-buckets profile. 
Table 6.11 shows the errors for the statistical features extracted from 1-minute, 5-
minute, and 15-minute largest-triangle-three-buckets. As with the nth sample and 
aggregate statistic down sampling the extracted features for the largest-triangle-three-
bucket algorithm deteriorate in the resolution of features as the down sampling rate is 
decreased. 
The minimum and maximum statistics appear to have not been affected with only the 
minimum at 15-minute down sampling showing an error. The impact on statistical 
features observed in Table 6.11 is on measures of central tendency i.e., mean, median, 
and standard deviation as well of the sample distribution i.e., skewness and kurtosis. 
The largest-triangle-three-buckets has little impact on peaks and troughs whose values 
are based on outliers. This is different to the impact of the  that the nth sample and 
aggregated statistical down sampling which impacted the peaks and troughs the most, 
as observed in the errors in minimums and maximums. 
Table 6.12 details the aggregated FFT parameters and CWT for first 8 frequency scales 
for down sampling of 1, 5, and 15-minutes. As observed previously with the other down 
sampling techniques, frequency domain feature deteriorates because of the down 
sampling. This is observed in the results in Table 6.12. The use of the largest-triangle-




The results of the analysis of the various down sampling approaches show that: 
i. nth sample down sampling cause a deterioration as the down sampling rate is 
decreased. This evident with structural features such a speaks and troughs 
which become significantly attenuated as down sampling rate decreases. 
Frequency domain features deteriorated, as expected, and explained vis 
Nyquist’s theorem, as down sampling rate is decreased. Errors in increased with 
decreased down sampling even when the selected nth sample is moved within the 
sampling window. 
ii. Median aggregate down sampling was provided smaller errors than mean or 
mode-valued down sampling. As with nth sample down sampling deterioration 
increases considerably as down sampling rate decreases. The same results as in 
(i) was observed with frequency domain features. 
 
iii. The largest-triangle-three-buckets heuristics method of down sampling has 
shown the most promise as a down sampling method for load profile. This 
method has no or little error in the minimum and maximum value features 
which resulted in maintaining the major peaks and troughs of the load profile. 
This results in fewer structural features are attenuated or lost as the down 
sampling rate decreases, however other features become distorted as a result of 
the decreased down sampling rate. The frequency domain features suffered the 
same deterioration as in the previous two methods. 
The load profiles monitored and collected from the BEEST simulations log at different 
rates. Three of the DUT log at the 1-minute rate, however the Open Energy and 
Smappee can provide load profiles at 5, 10, 15, 20 and 30-minute rates. In providing 
lower logging rate load profiles the Smappee and Open Energy monitors would be down 
sampling from their highest logging rate. The Open Energy monitoring framework 
template from Chapter 5 indicates that the highest logging rate is 5-seconds. So, the 
Open Energy’s 1, 5, 10, 15, 20 and 30-minutes logged load profiles will be down sampled 
from the 5-second logged load profile. A visual comparison between the results of the 
above analysis and the Open Energy load profiles suggests that nth sample down 
sampling is used. A visual analysis of the Smappee 5, 10, 15, 20, and 30-minute load 




Table 6.11. The largest-triangle-three-buckets algorithm extracted statical features for 1-minute, 5-minute, and 15-minute down sampling. 
 




min max range energy mean median std q25 q75 stderr skew kurt coef var dlf
1-second 102.7 3049.3 2946.6 9960.35 415.018 321.8 375.877 195.4 464.9 1.27877 4.05335 19.954 0.90569 0.1361
1-minute 102.7 3049.3 2946.6 10321.4 430.246 325.6 390.238 202.275 483.425 10.2872 3.8363 18.2519 0.90701 0.1411
5-minute 102.7 3049.3 2946.6 11848.3 494.608 335.3 443.778 204.375 666.65 26.1954 3.23229 13.5218 0.89723 0.1622
15-minute 116.7 3049.3 2932.6 15185.7 635.527 487.1 587.806 282.425 826.05 60.3077 2.4964 6.84412 0.92491 0.20842
min max range energy mean median std q25 q75 stderr skew kurt coef var dlf
1-minute 0 0 0 0.03625 0.03669 0.01181 0.03821 0.03518 0.03985 7.04467 0.05355 0.0853 0.00146 0.03669
5-minute 0 0 0 0.18954 0.19178 0.04195 0.18065 0.04593 0.43396 19.4849 0.20256 0.32235 0.00934 0.19178
15-minute 0.13632 0 0.00475 0.52462 0.53133 0.51367 0.56383 0.44537 0.77683 46.1608 0.38412 0.65701 0.02122 0.53133
Largest-triangle-three-buckets down sampling extracted statistical features
Largest-triangle-three-buckets down sampled statistical features
centroid variance skew kurtosis
1-second 6214.76669 109887851 1.95713012 6.18616438
1-minute 211.840475 46425.6886 0.83601187 5.20385106
5-minute 55.9364949 2221.03496 0.32456945 7.66642244
15-minute 19.8061875 281.709315 0.20909467 7.31823425
Aggregated FFT parameters
1 2 3 4 5 6 7 8
1-second 6164 9463 11546 13427 5162 5338 5444 5548
1-minute 77 110 155 202 86 98 103 104
5-minute 37 40 48 51 42 42 42 42
15-minute 11 15 15 18 13 13 14 14
CWT peaks for the first 8 frequency scales
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6.4 Testing for load profile time-series stationarity 
Stationarity means that the statistical properties of the process that generated a time-
series will be constant over time i.e., in the context of load profile time-series 
stationarity will provide stable statistical features of the load profile over time.  
The methods usually described to testing for stationarity are as follows [109]: 
1. Visual inspection of the time series to identify trends and seasonal effects. 
2. Examine the summary statistics of the time series data. 
3. Use statistical tests to check the time series data for stationarity. 
Chapter 3 discussed that only weak or wide-sense stationarity is required for the 
analysis, modelling, and forecasting load profile time-series. The requirement for 
stationarity is not critical for the analysis of building load profiles. However, 
stationarity provides justification for the use of statistical and time-series modelling 
parameters for representing the features of a load profile time-series. The following 
analysis examines the stationarity of the BEEST simulated load profiles as monitored 
by the 4 DUT and 2 reference energy monitors. 
A visual inspection of a time-series to examine for stationarity is for finding the 
presence of trends or seasonality. A trend will be identifiable as a slope in the samples of 
the time series. Trends can be either deterministic i.e., trends that consistently increase 
or decrease over the time-series samples or stochastic trends which are inconsistent 
increases or decreases in the time-series samples [109]. Stochastic trends can be difficult 
to identify and are the result of random events or noise. Given the deterministic nature 
of a building’s energy profile, i.e., a load profile event is not random but is the result of 
an electrical energy event caused by an appliance or load connected to the building’s 
electrical supply having its electrical state changed, trends and seasonality can be 
readily identified. Trends can either be local i.e., appear as an increase or decrease over 
a section of time-series samples or be global where the trend is present over the whole 
time-series. Trends can be removed by differencing techniques and by fitting a model to 
the trend to then remove it from the time-series. Differencing can be applied through: 
 ( ) =   ( ) −  (  − 1) ∀  ∈   Eq.6.1 
where there are N samples in the time series. The new time-series d(t) will have the 
trend removed. Fitting a model such as a linear model to the time-series will produce a 
linear model for the trend, which can then be subtracted from the time-series for each 
sample to detrend it. 
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Seasonality is visible as events that repeat over time or are cyclic time-series events. 
Building load profiles are time based, thus seasonality is based on the time of day i.e., 
every minute, 10-minutes, half-hour or hourly. If seasonality in a building’s load profile 
is being examined over a greater period than a day, seasonal trends can also be daily, 
weekly, or monthly. As with trends above, seasonal trends can be removed using 
differencing or modelling techniques. 
Examining the real power load profile time-series of Figure 6.4 it can be observed that it 
is potentially non-stationary due to a seasonal trend and an overall small trend of 
increasing real power over the 24-hour period of the time-series. The overall trend can 
be illustrated through the linear model line of best fit: 
  = 0.1987  + 272.07 Eq.6.2 
The slope is small and positive i.e., 0.1987 and indicates more real power is consumed 
later in the 24-hour period, and the mean real power will be higher in the second half of 
the day. While this suggests a trend, it is a very weak trend over the whole time-series. 
Seasonality can be observed in two places in Figure 6.4. There is the cyclic power caused 
by the refrigerator/freezer where regular cycles produce an approximate 200W every 
hour. There are also the large load events at 6.30am (sample 400), 4.30pm (sample 
1000) and 9.30pm (sample 1300). These three events are not absolutely consistent in 
time but do represent repeated similar load events. Thus, from a visual examination of 
the load profile of Figure 6.4 it is likely to be a non-stationary time-series. 
Summary statistics can be used to help determine if a time-series is stationary. A time 
series can be partitioned or windowed to create smaller time-series and the mean and 
variance can be compared across the partitions. Table 6.14 shows the summary 
statistics for the load profile of Figure 6.4 that has been divided into 4 windows of 360 
samples or 6 hours (360-minutes) each. 
The mean varies from 290W for window A to 574W for window C and the standard 
deviation varies form164W for window D to 583W for window C. As Table 6.14 reveals, 
each of the 4 windows exhibits considerably different statistical properties  for their 360 
sample windows. Examining the skewness and kurtosis also shows that the sample 
frequency distribution is also considerably different across the 4 windows. Figure 6.5 




Figure 6.4. Example real power load profile time series which visually exhibits seasonal 
events and an increasing real power trend over the 24-hour of samples. 
 
The above analysis was conducted on multiple load profiles with the same result of 
different mean and variance (standard deviation) across sample windows within the 
load profile time-series. From this analysis the load profile time-series cannot be 
considered to be stationary.  
The ADF, KPSS, DFGLS, PP, and ZA tests introduced in Chapter 3 were applied to all 
792 monitored load profiles simulated by the BEEST. The critical value for all the above 
tests is given in Table 13 at p-values for 1, 5 and 10%. A value of   ≤ 0.05 i.e., 5% was 
used to test the rejection of the NULL hypothesis for each test (i.e., ADF, DFGLS, PP 
and ZA) that the time-series does not have a unit root and is stationary. Note that the 
KPSS test requires   > 0.05 for rejection of the null hypothesis  that the time-series is 
not stationary. The KPSS tests null and alternative hypotheses are a reverse of that of 
the ADF, DFGLS, PP, and ZA tests [109]. 
Table 6.13. ADF, KPSS, DFGLS, PP and ZA stationarity tests critical values for NULL 
hypothesis. 
 
Test 1% 5% 10%
ADF -3.4349 -2.8636 -2.5679
KPSS 0.2175 0.1479 0.1193
DFGLS -3.4222 -2.8606 -2.5725
PP -3.9651 -3.4135 -3.1288




The Python package arch [122] time-series analysis routines ADF(), KPSS(), DFGLS(), 
PhillipsPerron() and ZivotAndrews() were used to calculate the test statistics and 
determine stationarity based on the critical values of Table 6.134. The results for the 792 
load profiles are given in Table 6.15. 
The stationarity test result shown in Table 6.15 show some contradictory outcomes. This 
is to be expected as each load profile time-series can be vastly different from the next. 
The Phillips Perron (PP) and Zivot Andrews (ZA) test indicate regardless of logging rate 
most the load profile time-series are stationary. The PP and ZA tests found most load 
profile i.e., greater than 90% to be stationary. The PP tests for the Smappee energy 
monitor found that 10-minute (77%) and 15-minute (68%) logged load profiles were the 
only exception to this. 
The ADF, KPSS and DFGLS tests all had varied results as to the percentage of load 
profiles that tested stationary. Overall, there was tendency for more 1-minute logged 
load profiles to test as stationary and a smaller percentage of 10, 15, 20 and 30-minute 
logged load profiles tested as stationary. visual observations. 
Stationarity indicates a consistent mean and variance across the time-series over time. 
This means that the statistical analysis performed on load profiles would be consistent 
even for sub sections of the profile for a stationary load profile. However, from our visual 
and summary statistical analysis of windows of samples this is not the case. This result 
could have an impact on the statistical features extracted from sub-sections or windows 
of a load profile. 
As the results from the summary statistics windows taken from the load profile, they 
are indeed producing different extracted features. This would negate the use of classical 
autoregressive modelling approaches for residential building load profiles; however, the 
difference in parameters from window to window could be exploited to associate 
different extracted features with different load profile event patterns within a load 
profile. Given the above findings autoregressive parameters will not be used as 
extracted features for comparing load profiles. 
 
4 All tests were run with the trend parameter set to trend = “ct” which tests stationarity in the 
presence of a constant and linear trend. 
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Table 6.14. Summary statistics for the load profile of Figure 6.4 divided into 4 windows of 6-hours. 
 
Mean 290.214 Mean 361.975 Mean 574.882 Mean 431.501
Standard Error 12.7372 Standard Error 17.1173 Standard Error 30.7204 Standard Error 8.6586
Median 257.3 Median 301.15 Median 323.9 Median 373.2
Mode 319.7 Mode 179 Mode 174.8 Mode 350.9
Standard Deviation 241.672 Standard Deviation 324.778 Standard Deviation 582.878 Standard Deviation 164.285
Sample Variance 58405.2 Sample Variance 105481 Sample Variance 339747 Sample Variance 26989.7
Kurtosis 85.1552 Kurtosis 30.419 Kurtosis 5.57518 Kurtosis -0.3597
Skewness 8.64812 Skewness 4.87563 Skewness 2.39231 Skewness 0.48847
Range 2606.2 Range 2834.4 Range 2595.1 Range 618.3
Minimum 171.7 Minimum 157.5 Minimum 163.3 Minimum 185.4
Maximum 2777.9 Maximum 2991.9 Maximum 2758.4 Maximum 803.7
Sum 104477 Sum 130311 Sum 206958 Sum 155340
Count 360 Count 360 Count 360 Count 360
0-359 360-719 720-1079 1080-1439
A B C D
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Figure 6.5. Plots of the four sample windows for the load profile time-series of Figure 6.4 






Table 6.15. Stationary test results for DUT and reference energy meter for 792 
monitored load profile time-series. 
 
  
DUT Logging Rate ADF KPSS DFGLS PP ZA
5-minute 70.0 40.0 73.3 100.0 90.0
10-minute 63.6 68.2 77.3 100.0 77.3
15-minute 59.1 72.7 72.7 68.2 90.9
20-minute 63.6 72.7 72.7 100.0 N/A
30-minute 45.5 68.2 59.1 100.0 N/A
1-minute 94.0 9.0 97.0 100.0 86.6
5-minute 64.2 32.8 73.1 100.0 88.1
10-minute 67.2 76.1 74.6 98.5 83.6
15-minute 67.6 77.9 74.2 93.9 83.8
20-minute 63.2 86.8 70.8 92.2 N/A
30-minute 58.2 94.0 82.1 86.6 N/A
Efergy 1-minute 95.2 15.9 96.8 100.0 98.4
SDM230 1-minute 95.5 10.6 97.0 100.0 97.0
SDM120 1-minute 95.5 10.6 98.5 100.0 97.0






6.5 Repeatability of the energy monitoring and the simulation process 
The repeatability of the simulation process and energy monitors was tested by running 
the same load simulation profile multiple times and analysing the difference across the 
simulations within each monitoring device. Repeatability is also known as test-retest 
reliability [121]. A total of 10 simulation runs were made from the same load profile. 
Each of the 4 DUT and 2 reference energy meters monitored the simulated load profile 
to record a set of 10 load profiles for ten 24-hour periods. This resulted in the 140-load 
profile time-series as listed in Table 6.16.  
Table 6.16. Load profiles simultaneously logged using 3 DUT and 2 reference energy 
meters to test repeatability and consistency of simulation process.5 
 
The rationale behind testing for repeatability is to determine the precision of the 
individual energy monitoring devices when monitoring the BEEST simulation. A high 
level of repeatability means the simulation produces a consistent load profile across 
repeated simulations of the same input profile. If the energy monitors measurement 
produces the same load profile each time, then a high level of precision is achieved. One 
approach to the measurement of repeatability is to calculate standard deviations for a 
repeated set of measurements which is pooled over operators, runs and check standards 
[121]. The measure is then calculated as [121]: 
   =    /  Eq.6.3 
 
 
5 Note that when the repeatability tests were carried out the Power Tracker cloud-based web and 








Efergy Engage 10 1
Open Energy 10 1
Open Energy 10 5
Open Energy 10 10
Open Energy 10 15
Open Energy 10 20
Open Energy 10 30
Smappee Home 10 5
Smappee Home 10 10
Smappee Home 10 15
Smappee Home 10 20




where    =  ∑     is the sum of squares for the standard deviations    and   = ∑    is the 
total degrees of freedom of each    over i runs. 
The above pooled repeatability standard deviation over days, runs and check standards 
could not be undertaken here as there was no check standard available. Also, there are 
known errors due to voltage fluctuations and timing variation, which will impact 
precision. An analysis of the repeatability of the extracted features from the load profile 
time-series was used instead. The coefficient of variation (CV) measure was used to 
compare the DUT and reference energy meter for feature parameter repeatability. 
Coefficient of variation is unitless, which allows a valid comparison across all energy 
monitors simulation runs including energy monitoring undertaken at different monitor 
logging rates. The coefficient of variation measures the amount of variation or 
dispersion that occurs around the mean. A low coefficient of variation indicates a more 
precise estimate. Coefficient of variation is given by: 





where   is the standard deviation of the feature and  ̅ is the features mean value. The 
repeatability of statistical, structural and frequency domain extracted features were 
analysed. Chapter 4 provides a detailed description of the extracted features analysed 
here.  
Table 6.17 shows the coefficient of variation for the DUT and reference energy meters 
for a set of extracted statistical feature parameters. The shaded values indicate where 
the coefficient of variation is greater than 0.05 or 5%. From Table 6.17 it can be 
observed that the DUT and reference energy meter load profile logged at 1-minute rate 
had small values of the    measure. There was an exception to this for the minimum 
value for the SDM230 and Efergy Engage monitors. This exception can be attributed to 
the inaccuracy of measurement at the low-end range as was observed and discussed in 
Chapter 5 with respect to the calibration of the energy monitoring devices. It is 
noticeable that there are numerous statistical feature parameters that have    which 
exceeds the 5% value for energy monitors with logging rates slower than 1-minute. The 
Open Energy monitor generally had higher values of    for logging rates of 5-minutes or 
slower. Similarly, the    was greater than the 5% threshold for many of the Smappee 
Home load profiles where the monitoring is at a logging rate of 10-minutes or slower. 
The statistical parameters most affected by greater logging rate were minimum, 
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maximum, skewness, kurtosis, and daily load factor for the Smappee, while the Open 
Energy monitors statistical parameters were all impacted by slower logging rates. 
Table 6.18 details the    for a set of structural feature parameters extracted from the 
load profile time-series. Again, those feature parameters with a    of 5% or greater are 
highlighted in Table 6.18. All DUT and reference energy meters display a high    for 
the structural features associated with location of first and last minimum or maximum 
i.e., the features flmax, flmin, llmax, and llmin. Energy monitors which provide a 1-
minute logged load profile had low    for all other structural features with a small 
exception for the Efergy Engage and Open Energy 1-minute profiles, which show    
marginally above the 5% threshold for the nop10, nop15 and nop20 features. These 
features are a count of the number of peaks with support of greater than 10, 15 or 20 
samples, respectively.6 
It was observed that structural features which were logged at 5-minutes or greater have 
a high    values for count above mean (cam), number of peaks with support at all levels 
tested (nop2, nop5, …, nop20), and for quantile levels for the logging rates of 20 and 30-
minutes. This high    was particularly evident for quantile levels q6 and above i.e., for 
quantile of 0.6 and above for the time-series. Table 6.19 shows the results of a    
analysis of the number of crossings of a level for levels of real power from the set = {100, 
500, 1500, 2000, 2500, 3000} watts. The    values were generally above the 5% 
threshold for all load profile time-series regardless of logging rate. 
The impact on frequency domain features precision using    is provided in Table 6.20. 
The frequency domain feature examined in this analysis are the spectral mean, 
variance, skew, and kurtosis for the aggregated absolute FFT spectrum and the number 
of peaks for the first 8 frequency scales of the CWT of the load profile time-series. This 
constitutes 12 frequency domain features. The CV analysis provided in Table 6.20 shows 
that the 1-minute logged load profiles generally have    values below 5% while the 5, 
10,15, 20 and 30-minute logged profile are consistently above 5% for most of the 
frequency domain features. The FFT aggregated spectrum features and the CWT peak 
counts had value in the range 5 <    < 26%. 
The high CV values indicates a high variation in frequency domain features across the 
simulation of the same load profile. This shows there is low precision. Low precision 
based on high CV is observed in the load profiles with monitoring rates greater than 1-
 
6 A peak of support is defined as a subsequence of the time-series where a value occurs which is 
bigger than its n neighbours to the left or right, n being the support. 
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minute with the number of features having lower precision increasing as the logging 
rate decreases. High CV values were observed across almost all CWT peak for the scales 
analysed. This result is in keeping with the results for errors for previous frequency 
domain feature extraction. As found above, a decrease in logging rate means a loss of 
frequency information as well as the observed loss in precision found here. 
Repeatability or high precision in the context of energy monitoring means that the load 
events undergoing energy monitoring will produce the same load profile each time the 
same load events occur. Load profile monitoring is subject to error, as we have observed 
due to voltage fluctuations and timing errors. However, overall a high precision energy 
monitor will produce similar load profiles and extracted features for the same set of load 
events every time they occur. Repeatability is essential because when monitoring the 
same building day-by-day the load profiles collected can be compared with a high level of 
certainty. In the same way, high repeatability in monitoring across a set of buildings 
also means comparison can be made with a high level of certainty.  
Repeatability was observed to deteriorate significantly as the logging rate was reduced 
across all the extracted features i.e., statistical, structural and frequency domain 
features. This was particularly evident with the frequency domain and structural 
features. The monitoring logging rate is an important parameter within the proposed 
practice framework. As observed, a lowering or reduction of the logging rate reduces 
monitoring precision. 
The loss of precision can be visually observed when two of the load profiles logged at 15-
minutes rates are compared directly against each other. Figure 6.6 (a) shows the plot of 
a 1-minute logged profile. Figure 6.6 (b) shows two plots of the same load profile logged 
at a 15-minute logging rate using the Smappee Home monitor. Figure 6.6 (c) show the 
corresponding 15-minute load profile plots from the Open Energy monitor. 
154 
 
Table 6.17. Coefficient of variation analysis for repeatability of DUT statistical features on the same load profile simulation runs.  
 
DUT highlighted with coefficient of variation greater than 0.05 (5%). 
  
min max range energy mean median std q25 q75 stderr skew kurt dlf
SDM230 1 0.303 0.024 0.033 0.010 0.010 0.008 0.016 0.011 0.009 0.017 0.012 0.020 0.021
SDM120CT 1 0.025 0.024 0.025 0.010 0.010 0.009 0.016 0.011 0.009 0.017 0.013 0.021 0.021
Efergy Engage 1 0.096 0.007 0.008 0.006 0.005 0.005 0.008 0.018 0.009 0.008 0.008 0.018 0.009
Open Energy 1 0.024 0.029 0.030 0.015 0.012 0.009 0.024 0.011 0.012 0.023 0.014 0.028 0.020
5 0.026 0.059 0.062 0.038 0.035 0.012 0.108 0.017 0.025 0.107 0.029 0.122 0.030
10 0.026 0.039 0.040 0.041 0.039 0.016 0.127 0.029 0.029 0.128 0.042 0.152 0.020
15 0.061 0.068 0.072 0.058 0.060 0.016 0.226 0.024 0.046 0.227 0.080 0.275 0.050
20 0.042 0.041 0.045 0.051 0.054 0.060 0.178 0.119 0.068 0.180 0.066 0.223 0.030
30 0.074 0.288 0.310 0.056 0.078 0.032 0.257 0.052 0.088 0.267 0.302 0.493 0.410
Smappee Home 5 0.490 0.027 0.032 0.009 0.011 0.007 0.017 0.011 0.019 0.017 0.025 0.052 0.030
10 0.620 0.023 0.038 0.010 0.010 0.015 0.020 0.020 0.032 0.020 0.048 0.079 0.030
15 0.274 0.139 0.159 0.010 0.010 0.013 0.033 0.014 0.025 0.033 0.154 0.382 0.130
20 0.304 0.133 0.160 0.009 0.009 0.023 0.034 0.023 0.023 0.034 0.174 0.397 0.130







Table 6.18. Coefficient of variation analysis for repeatability of DUT structural features on the same load profile simulation runs. 
 
DUT highlighted with coefficient of variation greater than 0.05 (5%). 
  
cam cbm flmax flmin llmax llmin lsam lsbm nop2 nop5 nop10 nop15 nop20 q1 q2 q3 q4 q5 q6 q7 q8 q9
SDM230 1 0.003 0.006 0.433 0.531 0.432 0.530 0.000 0.008 0.015 0.027 0.036 0.034 0.031 0.016 0.013 0.011 0.010 0.008 0.019 0.011 0.019 0.027
SDM120CT 1 0.003 0.006 0.433 0.021 0.432 0.023 0.000 0.008 0.027 0.030 0.043 0.040 0.038 0.016 0.009 0.011 0.009 0.009 0.019 0.011 0.020 0.027
Efergy Engage 1 0.019 0.006 0.684 0.000 0.672 0.000 0.000 0.005 0.035 0.047 0.041 0.056 0.083 0.025 0.019 0.020 0.007 0.005 0.010 0.008 0.014 0.012
Open Energy 1 0.014 0.006 0.453 0.024 0.452 0.018 0.018 0.009 0.028 0.040 0.053 0.057 0.050 0.013 0.017 0.009 0.011 0.009 0.021 0.014 0.019 0.023
5 0.037 0.020 0.544 0.044 0.539 0.048 0.031 0.122 0.051 0.071 0.099 0.082 0.155 0.016 0.042 0.012 0.013 0.012 0.024 0.025 0.029 0.045
10 0.053 0.032 0.487 0.049 0.480 0.048 0.142 0.196 0.040 0.061 0.122 0.132 0.151 0.018 0.052 0.033 0.018 0.016 0.032 0.046 0.042 0.045
15 0.084 0.026 0.397 0.291 0.390 0.286 0.180 0.218 0.068 0.117 0.102 0.151 0.234 0.020 0.040 0.048 0.020 0.016 0.027 0.049 0.032 0.062
20 0.090 0.032 0.348 0.340 0.340 0.325 0.145 0.208 0.158 0.092 0.151 0.166 0.372 0.027 0.081 0.123 0.089 0.060 0.046 0.082 0.049 0.064
30 0.072 0.063 0.257 0.389 0.248 0.454 0.255 0.239 0.091 0.102 0.166 2.108 n/a 0.037 0.053 0.060 0.026 0.032 0.044 0.101 0.059 0.070
Smappee Home 5 0.028 0.013 0.004 0.668 0.004 0.665 0.115 0.016 0.035 0.063 0.062 0.111 0.073 0.012 0.013 0.020 0.010 0.007 0.018 0.023 0.019 0.025
10 0.027 0.013 0.005 0.932 0.005 0.920 0.116 0.019 0.042 0.087 0.107 0.000 0.109 0.027 0.013 0.014 0.019 0.015 0.019 0.020 0.027 0.028
15 0.034 0.016 0.007 1.055 0.007 0.891 0.081 0.275 0.065 0.101 0.109 0.000 0.000 0.021 0.016 0.013 0.015 0.013 0.036 0.038 0.039 0.030
20 0.078 0.038 0.008 0.620 0.008 0.606 0.215 0.190 0.170 0.096 0.215 0.000 0.000 0.030 0.024 0.019 0.021 0.023 0.057 0.041 0.079 0.026









Table 6.19. Coefficient of variation analysis for repeatability of DUT structural feature of number of crossings (ncmx) for a load value x on the 
same load profile simulation runs. 
 
DUT highlighted with coefficient of variation greater than 0.05 (5%). 
ncmX = number of crossings of the value of X in the load profile time-series, e.g., ncm100 = number of crossings of 100W of the load profile. 
Note values of n/a indicate there were no values recorded at these load levels in the profile. 
  
ncm100 ncm500 ncm1000 ncm1500 ncm2000 ncm2500 ncm3000
SDM230 1 0.000 0.154 0.325 0.000 0.000 0.274 n/a
SDM120CT 1 0.000 0.151 0.316 0.000 0.000 0.274 n/a
Efergy Engage 1 0.000 0.000 0.000 0.000 0.000 0.092 n/a
Open Energy 1 0.000 0.179 0.264 0.065 0.065 0.237 3.162
5 0.000 0.197 0.129 0.282 0.272 0.461 3.162
10 0.000 0.184 0.355 0.358 0.358 0.437 n/a
15 0.000 0.236 0.579 0.527 0.527 0.519 3.162
20 0.000 0.274 0.270 0.484 0.484 0.711 n/a
30 0.000 0.188 0.287 0.631 0.631 0.791 n/a
Smappee Home 5 1.610 0.248 0.129 0.282 0.372 0.351 n/a
10 0.964 0.163 0.268 0.000 0.000 0.730 n/a
15 2.108 0.100 0.351 0.000 0.730 1.355 n/a
20 3.162 0.000 0.000 0.000 1.054 n/a n/a








Table 6.20. Coefficient of variation analysis for repeatability of DUT frequency domain features on the same load profile simulation runs. 
 
DUT highlighted with coefficient of variation greater than 0.05 (5%). 
 
centroid variance skew kurtosis 1 2 3 4 5 6 7 8
SDM230 1 0.008 0.007 0.022 0.007 0.021 0.016 0.015 0.014 0.023 0.023 0.028 0.026
SDM120CT 1 0.008 0.007 0.022 0.006 0.022 0.017 0.015 0.018 0.042 0.037 0.040 0.037
Efergy Engage 1 0.012 0.013 0.025 0.004 0.019 0.015 0.017 0.016 0.052 0.043 0.039 0.040
Open Energy 1 0.030 0.042 0.062 0.023 0.019 0.016 0.016 0.018 0.038 0.037 0.032 0.026
5 0.057 0.050 0.144 0.074 0.082 0.060 0.046 0.044 0.126 0.123 0.130 0.127
10 0.056 0.064 0.165 0.089 0.148 0.136 0.123 0.112 0.056 0.048 0.048 0.062
15 0.089 0.084 0.236 0.155 0.165 0.145 0.134 0.126 0.114 0.114 0.120 0.120
20 0.072 0.025 0.268 0.152 0.096 0.162 0.139 0.134 0.256 0.256 0.256 0.256
30 0.079 0.077 0.241 0.141 0.114 0.073 0.101 0.085 0.178 0.163 0.168 0.168
Smappee Home 5 0.074 0.087 0.125 0.024 0.040 0.037 0.041 0.046 0.072 0.068 0.063 0.067
10 0.030 0.036 0.059 0.018 0.115 0.148 0.141 0.111 0.163 0.163 0.163 0.163
15 0.075 0.085 0.122 0.018 0.061 0.095 0.078 0.070 0.148 0.148 0.148 0.148
20 0.128 0.178 0.149 0.048 0.101 0.078 0.082 0.078 0.189 0.189 0.189 0.189















Feature extraction from load profile time-series 
7.0 Introduction 
A comparative analysis of the accuracy and precision of the BEEST simulations from the 
4 DUT and the reference energy monitors was carried out in Chapter 6. This was 
undertaken by extracting the statistical, structural and frequency domain features of the 
simulated load profiles. A comparison was made to the ground truth load profiles provided 
by the reference energy meters. The comparison was achieved through the calculation of 
the percentage error, mean absolute percentage error and coefficient of variation for the 
extracted features for the DUT and reference energy meters. 
In this Chapter the analysis of the BEEST simulations was extended to the creation of 
vector spaces from the load profile features. Load profile feature vector spaces have been 
used widely in the analysis of collections of load profiles from various energy monitoring 
projects [23]. Load profile vector spaces have been used to extract and select higher level 
patterns and constructs, which are used to evaluate, monitor, and manage energy systems 
for improved efficiency and to lower energy consumption [23]. 
The proposed energy measurement, monitoring and processing hierarchy places the 
extraction, analysis, and classification of load profile vector spaces at levels 4-6 of the 
hierarchy. At these levels, higher level information regarding energy monitoring and use 
is developed and tested using techniques such as classification and clustering. 
Classification is a method which requires exemplars of known or identified classes and 
generally uses supervised learning algorithms to create a predictive model based upon 
the known classes [78, 93]. Clustering is a method that identifies the underlying 
structures within the set of  exemplars so that an unsupervised learning algorithm can 
learn the predictive model from the underlying structure [78]. In the case of building load 
profile data there does not exist an agreed and documented set of classification exemplar 
load profiles that can be utilised to undertake the supervised learning and predictive 
modelling processes to test the BEEST simulated load profiles against.  
Clustering will produce groups or clusters of close or similar examples from a sample 
based on the underlying structure according to the discriminative ability of the similarity 
or closeness metric utilised by the clustering algorithm. As with a classification approach, 
a clustering approach will also be limited in its generalisation ability [123]. The predictive 
model resulting from a cluster analysis is only representative of the underlying structures 
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of the examples that were used to train or produce the model. In the analysis of the DUT 
load profile simulation results, clustering was used as a means to evaluate how the DUT 
energy monitors and their various logging rates impact on the clustering accuracy and 
precision when compared with the ground truth clusters found in the reference energy 
meters load profile time-series. In this way the clustering using ground truth reference 
load profiles can be turned into a classification process which allows for DUT accuracy 
and precision of the clustering of load profiles to be measured. 
A visual approach to the evaluation and classification of load profile time-series is often a 
first step in the examination and selection of features to extract. A detailed visual analysis 
of the residential building load profiles simulated by the BEEST is given in Appendix F. 
A plot of the load profiles and their frequency distributions were made for the 4 DUT and 
2 reference energy meters. Visual features were identified and compared across two load 
profile time-series to illustrate this process. A visual analysis technique provides a 
justification for features extraction and the creation of feature vector space approaches by 
demonstrating the importance of load profile time-series events in differentiating energy 
use and behaviour. 
The next analysis of results in this Chapter consists of creating a ground truth vector 
space from the two reference monitor load profiles based on the statistical, structural and 
frequency domain features. The load profiles were vectorised and standardised in these 
feature vector spaces using the dimension reduction methods of principal component 
analysis (PCA), multidimensional scaling (MDS) and Isomap embedding. The resulting 
feature vector spaces were then compared with the reference energy meters feature 
vectors in the ground truth vector space. The reference energy meters load profiles were 
used to create (train) the PCA, MDS and Isomap feature vector spaces and the DUT load 
profiles were then transformed into the new vector space where they were compared. Two-
dimensional (2D) and three-dimensional (3D) plots were made of the principal 
components or embeddings for a comparison of the DUT feature vectors and reference 
vectors. The mean total Euclidean distance was used as a metric to compare the vectors 
in the feature vector spaces. 
The mean total Euclidean distance is calculated by finding the Euclidean distance 
between corresponding vectors in the vector space, summing the distances and then 
finding the mean of the total distances. The vectors are all Z-score standardised. 
Therefore, the units of the mean total Euclidean distance are of the standard deviation 
with respect to the mean value. A value of 1.0 mean total Euclidean distance equates to 
being a mean distance of 1.0 standard deviations apart for all vectors. 
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The third and final analysis of results presented in this Chapter examines the impact of 
the practice framework on the conceptual hierarchy at level 5 where the load profiles 
features extracted at level 4 are processed using clustering and classification algorithms. 
The conceptual hierarchy level 5 processing is undertaken to extract further patterns and 
higher-level features from the load profile data. The BEEST simulated load profiles were 
processed to extract statistical, structural and frequency domain features and then 
vectorised and standardised. Dimension reduction using PCA is applied to the reference 
energy meter standardised feature vector space and then a clustering algorithm is applied 
to these vectors to create a ground truth set of clusters. This set of ground truth clusters 
then allows a classification approach to be used to compare the performance of the DUT 
load profiles in the reference vector space. The DUT standardised feature vectors are 
transformed to the PCA dimension reduced vector space and then clustered. The accuracy, 
precision, recall and F1-score [125] are calculated by comparing the reference clusters to 
the DUT clusters. The results of this comparison provide a measure of the performance of 
the DUT energy monitors against the reference energy meters which are ground truth. In 
this way the impact of energy monitoring practice can be observed and analysed at the 
load profile analysis and classification level of the proposed conceptual hierarchy. 
7.1 Exploring the load profile feature vector spaces.  
In Chapter 6 it was observed that there were aspects of the energy monitoring practice 
that causes deterioration of the accuracy and precision of the load profiles using an 
analysis of their extracted features. It was observed that logging at a slower rate i.e., 15-
minute rather than 1-minute severely reduces the number of structural and frequency 
domain features observable in the load profile time-series. The deterioration of the 
extracted features reduces both the quantity and quality of information that is available 
within a load profile. In some contexts, the extraction of large quantities of fine-grained 
information may not be required. However, in the context of NILM a 1-second or faster 
logging may be necessary to accomplish the identification of individual loads within a 
building’s aggregate load profile. 
The aim of this analysis was to explore the impact on the extracted feature vector spaces 
due to differences in energy monitoring practice. Each of the DUT together with different 
monitoring logging rates represent this difference in practice. Thus, by measuring the 
differences after dimensionality reduction, comparing the DUT with the SDM230 and 
SDM120CT reference energy meters, a metric for their differences within the extracted 
feature vectors space is provided. In this section a visual analysis of the dimension 
reduced feature vectors spaces for the DUT will be explored and the mean total Euclidean 
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distance between the DUT vectors and the corresponding SDM230 and SDM120CT 
reference feature vectors was used to quantify their differences. 
A vector space is a closed set of vectors that operate under finite vector addition and scalar 
multiplication. A load profile feature vector space is a vector space constructed from the 
features extracted from a set of load profile time-series. The features are extracted by the 
application of the feature operations. Extracting the mean value feature of a load profile 
is through the application of the mean value calculation on the values of the load profile. 
In a similar way other features are extracted through the application of the feature 
operation, where all features are then assembled in a consistent order to form a vector. 
Standardisation or normalisation is then applied to all the vectors to create a vector space 
where all the features are scaled to be within a numerically equivalent range. Z-score 
standardisation, described in Chapter 3, was used on all load profile feature vectors. 
In this section the processing of feature vectors is explored across all the load profiles 
obtained by the 4 DUT and 2 reference energy meters from the BEEST simulations. The 
load profile feature vectors were processed using the following transformations to reduce 
dimensionality and optimise internal structures: 
i. Principal component analysis (PCA).  
ii. Multidimensional scaling (MDS). 
iii. Isomap embedding. 
PCA is used to reduce and locate the PCA vector dimensions that best represent the 
internal structure and relationships that exist within the load profile feature vector space 
[126]. PCA does this through a linear transformation that finds a new vector basis which 
maximises the variance in the feature vector space covariance matrix. MDS is a method 
for representing high-dimensional spaces in a lower dimensional space by maintaining 
the similarity between points in the vector space [101]. Metric MDS uses a similarity or 
distance metric which is maintained during the transformation to a lower dimensional 
space while non-metric MDS maintains the relative similarity or distance structure of the 
points in the vector space. Metric MDS was used here as it does not distort the 
transformed space. MDS is widely utilised for visualisation of multi-dimensional data. 
Isomap or isometric mapping is a non-linear dimensionality reduction method which uses 
spectral theory to maintain geodesic distances in a lower dimensional space [127]. Isomap 
creates a network neighbourhood where graph distance is used to approximate the 
geodesic distance between all points. An eigenvalue decomposition is then applied to the 
geodesic matrix to find a lower dimensional embedding for the original vector space. 
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Isomap is a manifold learning technique where the high dimensional space is assumed to 
be embedded within a lower dimensional manifold [127]. 
The MDS and Isomap dimension reduction techniques were utilised in addition to PCA 
so that the outcomes of the dimension reduction processes could be compared and verified 
across all three techniques. As the results below show, they produce almost identical 
dimension reduced vector spaces where the new vector basis has the reflect similar 
internal structures obtained from the extracted features. This provides a high degree of 
confidence that the clustering analysis undertaken in Section 7.3 using the PCA vector 
space provides a valid set of clusters. 
The visual exploration of load profile time-series described above was an intuitive-based 
manual feature extraction process. While a visual exploration provides a valid approach 
to describing and classifying load profiles, it is cumbersome and extremely time 
consuming to use. To automate load profile time-series analysis, the extraction of features 
can be used to describe, classify, or characterise load profiles, numerical and algorithmic 
methods being applied to the load profiles so that meaningful features can be extracted in 
an efficient and reliable manner. 
Feature extraction is used as a method to facilitate dimensional reduction. Load profile 
time-series of different lengths can use feature extraction to create vectors of the same 
dimensions which will allow direct comparison. Dimension reduction allows for the 
identification of characteristics within the time-series in a reduced dimensional space. 
The reduced dimensional data is representative of the key characteristics of the original 
time-series data. The feature extraction process can provide a simplified, more 
manageable, and easily interpreted representation of the input time-series.  
To analyse the DUT and reference load profiles the feature vectors were first vectorised 
over a known feature space and then standardised using the Z-sore method. The features 
extracted and examined here were based on statistical, structural and frequency domain 
features. The feature extractions techniques used in this analysis are methods commonly 
used in machine learning [72]. The input to machine learning algorithms is often termed 
features. Feature extraction techniques allow raw time-series data, which constitute high 
dimensional vector spaces, to be reduced to that of the dimensionality of a set of common 
extracted features. The dimensionality of the extracted feature vector space can be 
considerably smaller than the original space. The dimensionality of the feature vector 
space can be further reduced by transforming to a vector space basis that maximises the 
underlying structure of the feature in the original vector space. 
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Feature extraction can also be used to vectorise time-series of different lengths. The load 
profile time-series collected using the BEEST simulations are of different length i.e., 24-
hour time series logged at 1, 5, 10, 15, 20 and 30-minutes which produce time-series of 
1440, 288, 144, 96, 72 and 48 samples, respectively. The use of feature extraction methods 
allows the direct comparison of the different length load profiles based on a set of common 
features. Each 24-hour simulation produced load profiles from the 4 DUT and 2 reference 
energy meters as detailed in Table 7.1. 
All the feature extraction, vector processing and PCA, MDS, and Isomap models used in 
this analysis were generated using Python v3.8, Jupyter Notebook [128], tslearn [129], 
tsfresh [89] and scikit-learn machine learning Python libraries [130]. The Python NumPy 
[86], csv and matplotlib libraries were also used for numerical processing and graphics. 
Table 7.1. BEEST simulation DUT and reference energy meter load profiles. 
 
Chapter 3 describes the various feature extraction methods that were used in this 
analysis. Table 7.2 describes the feature vectors utilised for this analysis. 
Statistical, structural and frequency domain features were used in Chapter 6 to compare 
load profiles with a ground truth provided by the two reference energy meters. Percentage 
error (EP) as well as mean absolute percentage error (MAPE) and coefficient of variation 
(CV) were used to compare accuracy and precision across and within DUT monitors by 
comparing them to the ground truth extracted features obtained from the two reference 
energy meters.  





SDM230 1-minute 1440 62
SDM120CT 1-minute 1440 62
Efergy Engage 1-minute 1440 62
















To accomplish this process the load profiles were first vectorised to create feature vectors 
of common size. The vectors from the DUT were then compared to that of the reference 
meters to produce numerical error and precision results. The numerical error and 
precision measurements were then identified when greater than 5% with respect to the 
ground truth vectors features. 
In this Chapter the load profiles will be vectorised to create feature vectors which will 
then be compared in a standardised reference vector space. The load profiles resulting 
from the BEEST simulations were processed as follow: 
i. Standardised z-score feature vector spaces were created from the statistical, 
structural and frequency domain load profile features for the reference energy 
meter load profiles. 
ii. The DUT load profiles were vectorised to the same Z-score standardised feature 
vector spaces as in (i) above. The DUT feature vectors are the test vectors. 
iii. Apply dimensionality reduction using PCA (MDS or Isomap) to the reference 
vector space. 
iv. Transform the DUT standardised vector space to the dimensionality reduced PCA 
(MDS or Isomap) vector space. 
v. Use 2D visualisation to examine and compare the reference and DUT load profile 
feature vectors and measure the distance between the vector spaces using the 
mean total Euclidean distance between all of the DUT and references vectors. 
Prior to the vectorisation the load profile time-series were checked for missing samples 
and formed into matching sets for training (reference) and test (DUT) sets. The analysis 
was undertaken on the following sets of features: 
i. Statistical features as described in Table 7.2. 
ii. Structural features as described in Table 7.2. 
iii. Frequency domain features CWT number of peaks, FFT aggregate parameters, 
FFT coefficients and FFT angle from Table 7.2 
iv. Combined features using the feature sets in (i), (ii), and (iii). 
The size or length of the features vectors was 21, 37, 100, and 158 respectively for the 




Statistical feature set comparing the 2 reference load profiles (SDM230 and 
SDM120CT). 
Load profiles for the two reference meters (62 for the SDM230 training and 62 for the 
SDM120CT test profiles) had their statistical features extracted and Z-score 
standardised. Figure 7.1 shows box plots for the extracted features. The box plots provide 
a visualisation of the distribution and outliers for each of the 21 statistical features. 
Figure 7.2 shows the SDM230 load profile statistical feature vectors first 2 principal 
components transformed to the PCA of the vector space where 96% of the variance is 
accounted for by 6 principal components. Figure 7.3 shows the eigenvectors plotted for the 
first 2 principal components. Figure 7.4 depicts the eigenvectors as a plot of the first 3 
principal components. The eigenvectors with the larger value components i.e., linear 
coefficients, will have the most influence on the transformation to the new basis and 
represent the dimensional components with the largest variance. Eigenvectors located 
close to the origin will not have a significant impact. 
The SDM120CT load profile vectors were transformed to the SDM230 ground truth PCA 
vector space. Figure 7.5 shows the result of the transformation on the SDM120CT 
statistical feature vectors for the first 2 principal components. Figure 7.6 depicts this 
transformation showing the first 3 principal components. A close examination of both 
Figure 7.5 and Figure 7.6 show that the statistical features for the SDM120CT energy 
meter transform to the new PCA basis with essentially no errors. There are only two or 
three SDM120CT vectors where they do not exactly coincide with the SDM230 vectors. A 
mean total Euclidean distance of 0.0843 was calculated between the SDM230 and 
SDM120CT vectors within the vector space.  
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Table 7.2. Feature vectors extracted from BEEST simulated load profile time-series. 
 
 









minimum, maximum, range, energy, mean, median, standard deviation, 
first quartile, third quartile, skewness, kurtosis, coefficient of variation, 
daily loaf factor, mean absolute deviation, mean absolute difference, 
median absolute deviation, median absolute difference, sum of absolute 
difference, harmonic mean, geometric mean, root mean square.
Extended features 40
count above mean, count below mean, first location of minimum, first 
location of maximum, last location of minimum, last location of 
maximum, longest strike above mean, longest strike below mean, 
number of crossings m (10 of), number of peaks (5 of), quantiles (9 of), 
ratio beyond r sigma (7 of), ratio value to time-series length.
Number of crossing m 10 m = {100, 250, 500, 750, 1000, 1500, 2000, 3000, 4000, 5000}
Quantiles 9 Quantile = {0.1, 0.2, 0.3, 0.4, 0.5, 0.6, 0.7, 0.8, 0.9}
CWT number of peaks 48 CWT number of peaks for first 48 frequency scales.
CWT absolute mean 48 CWT absolute mean value for first 48 frequency scales.
CWT energy 48 CWT energy for first 48 frequency scales.
CWT entropy 1 CWT entropy of time-series.
FFT absolute coefficients 24 FFT first 24 absolute coefficients.
FFT angle 24 FFT first 24 angle values.






Figure 7.1. Box plots of extracted and standardise statistical features for (a) SDM230 and 
(b) SDM120CT reference energy meters. 
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This is a small value in a Z-score standardised vector space which indicates the load 
profile statistical feature vector are comparatively accurate and precise with respect to 
each other. It should be noted that the SDM230 and SDM120CT load profile were logged 
at the 1-minute rate. As found in Chapter 6 the percentage error between the features of 
these two were small and the precision was high as measured with the MAPE and CV, 
respectively. This accuracy and precision are also reflected in the PCA transformed vector 
space of Figure 7.5 and 7.6. 
Figure 7.2 SDM230 reference meter load profile PCA statistical feature vectors first 2 
principal components as transformed to the PCA vector space. 
 
Note that Figure 7.2 provides a plot of the first two eigenvectors of the PCA vector space.1 
The eigenvector coefficients provide loadings of each feature within the PCA vector space 
for each of the features from the original vector space. 
 
1 A PCA eigenvector loading plot is created by plotting the first two columns (dimensions) of the 
eigenvectors ordered descending from PC1, PC2, ... etc. 
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Figure 7.3. SDM230 load profile PCA statistical feature vector space showing eigenvectors 
for the first 2 principal components. 
 
Figure 7.4. SDM230 load profile PCA statistical feature vector space showing eigenvectors 




Figure 7.5. SDM120CT statistical feature vectors transformed to the SDM230 PCA 
ground truth vector space for the first 2 components. 
 
Figure 7.6. SDM120CT PCA statistical feature vectors transformed to the SDM230 
vector space for the first 3 components. 
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A MDS model was constructed from the SDM230 and SDM120CT statistical feature 
vector space using 6 components. A Kruskal’s stress = 0.0224 [100] was obtained using 
the 6 most significant components. Figure 7.7 shows the resulting MDS feature vector 
space for the first 2 components while Figure 7.8 show the first 3 components. The 
calculated mean total Euclidean distance was  equal to 0.1157. The MDS feature space 
transformation does not provide the same level of accuracy and precision as was achieved 
with PCA, however, the SDM230 and SDM120CT vectors do align closely in the new 
vector space. Only a small number of points do not coincide closely. A mean total 
Euclidean distance of 0.1157 was obtained between the SDM230 and SDM120CT MDS 
statistical feature vector spaces. 
Figure 7.7. MDS load profile feature vector space for first 2 components comparing the 




Figure 7.8. MDS load profile feature vector space for first 3 components comparing the 
mapping of the SDM230 and SDM120CT to the new MDS space. 
 
An Isomap model was created from the SDM230 reference load profiles using the same 
approach as with the PCA dimension reduction. Figure 7.9 shows the first 2 components 
of the SDM230 reference statistical feature vectors transformed using the new basis to 
the Isomap space. The transformed statistical feature vector space of Figure 7.9 is similar 
to the space produced by the PCA transformation. Figure 7.10 shows the mapping of the 
Isomap model’s eigenvectors using the first 2 components. The eigenvector mapping for 
the PCA model shown in Figure 7.3 and the Isomap model of Figure 7.10 are similar. Both 
dimension reduction methods found similar feature spaces with the same grouping of 
statistical features providing the discrimination between vectors within these feature 
vectors spaces. 
Figure 7.11 shows the transformation of the SDM120CT vectors to the SDM230 Isomap 
space using the first 2 Isomap components while Figure 7.12 show the same 
transformation using the first 3 Isomap components. As with the PCA and MDS 
dimension reductions and transformations the Isomap model locates the SDM120CT 
vectors in close or exact proximity with the SDM230 reference vectors. A mean total 
Euclidean distance of 0.1533 was obtained for the SDM230 and SDM120CT statistical 
feature vectors using the Isomap dimension reduction. 
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Figure 7.9. Isomap statistical feature vector space for SDM230 reference load profiles 
showing the first two components. 
 
Figure 7.10. Isomap statistical feature vector space showing the location of the 




Figure 7.11. Isomap statistical feature vectors showing the first 2 components for 
SDFM230 and SDM120CT load profiles transformed using the new basis. 
 
Figure 7.12. Isomap statistical feature vectors showing first 3 components for the SDM230 




The use of PCA, MDS and Isomap dimension reduction methods on the statistical feature 
vectors for the 2 reference energy meters has shown that a close alignment exists between 
the accuracy and precision of the transformations. The PCA model produced the best 
match between the 2 feature vector spaces evidenced by a smaller mean total Euclidean 
distance than the MDS or Isomap models. A comparison between the  4 DUT using the 
SDM230 as the ground truth reference under the PCA, MDS and Isomap dimension 
reduction methods is discussed in the next sub-section. 
Statistical, structural, and frequency domain feature set comparing the 4 DUT 
and the SDM230 reference load profiles. 
The PCA, MDS and Isomap dimension reduction methods as used above to compare the 
SDM230 and SDM120CT reference load profiles was used to compare the 4 DUT load 
profiles i.e., the Open Energy, Power Tracker, Efergy and Smappee energy monitor load 
profiles. The Open Energy, Power Tracker and Efergy load profiles were logged at 1-
minute rates, while the Open Energy and Smappee were also logged at 5, 10, 15, 20, and 
30-minute rates. All the load profiles were compared using the PCA, MDS and Isomap 
models built using the SDM230 1-minute logged load profiles. Thus, there were 42 
statistical feature vector space comparisons undertaken i.e., 14x3 comparisons. Table 7.3 
shows the outcome using the mean total Euclidean distance as the comparison metric for 
the 4 DUT and SDM230 for all logging rates. Given the large number of models which 
were compared, a visual analysis of important aspects of the analysis is provided. 
The mean total Euclidean distances provided in Table 7.3 for the statistical feature 
vectors were calculated from the following dimension reduction models: 
i. PCA model using the first 6 dimensions which account for 95% of the variance. 
ii. MDS model using the first 6 MDS components where the Kruskal’s stress less than 
0.0224. 
iii. Isomap model using the first 6 Isomap components. 
Note that the feature vectors are all Z-score standardised, therefore the units of the  




Table 7.3. Comparison of the 4 DUT and SDM230/SDM120CT reference load profiles for dimension reduced statistical feature vectors using PCA, 
MDS and Isomap models. 
 
 
Reference Test PCA MDS Isomap Reference Test
SDM120CT 0.084349412 0.115703984 0.15331855 1 1
Open Energy 0.076810276 0.094521005 0.114634441 1 1
Power Tracker 0.096398625 0.115744827 0.152135705 1 1
Efergy 0.240684481 0.316594556 0.397935218 1 1
Open Energy 0.196736699 0.431839069 0.458393723 1 5
0.276346646 0.510155746 0.537434824 1 10
0.300881585 0.522810384 0.599525766 1 15
0.357961841 0.571284603 0.680748311 1 20
0.439480411 0.636915634 0.779247483 1 30
Smappee 0.426336109 0.705181716 0.799346822 1 5
0.620534722 0.956222227 1.055061546 1 10
0.538672568 0.813905844 0.847280609 1 15
0.730459483 1.057758002 1.381983393 1 20
0.858344435 1.172323413 1.561457121 1 30
Logging rate (minutes)
SDM230
Mean Euclidean Total Distance
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The results shown in Table 7.3 indicate that the distance between the 1-minute logged 
load profiles and the SDM230 reference are small, with the Efergy having the worst best 
fit to the reference with a mean total Euclidean distance of 0.2406, 0.3165, and 0.3979 for 
the PCA, MDS and Isomap models, respectively. Figure 7.13 shows the PCA, MDS and 
Isomap models for the Efergy statistical feature vectors when compared to the SDM230 
reference using the first 2 and first 3 dimensions or components. As indicated by the mean 
total Euclidean distances, the plots of Figure 7.13 show that there is a general separation 
of the Efergy statistical feature vectors from their corresponding SDM230 vectors. The 
separation is particularly evident in the outlier vectors. 
Table 7.3 also shows the comparison of the SDM230 reference statistical feature vectors 
with the Open Energy and Smappee load profiles logged at 5, 10, 15, and 30-minute rates. 
The mean total Euclidean distance increased considerably for the statistical features for 
the PCA, MDS, and Isomap models as the logging rate becomes slower. The Open Energy 
load profiles statistical feature vectors map closer to the SDM230 reference than the 
Smappee monitors. As noted in Chapter 6 there appears to be different approaches to 
down sampling used by the respective monitors, and this difference also appears to 
manifest the same levels of error in the statistical feature vector spaces. The Open Energy 
PCA model has a mean total Euclidean distance of 0.9139 for a 30-minute logging rate 
while the Smappee is greater with the distance being equal to 1.5372 standard deviations. 
These distance can be observed in the plots of Figure 7.14 which show the PCA, MDS and 
Isomap model spaces for the Smappee at 30-minute logging rate. 
Figure 7.14 shows a large disconnect between the corresponding Smappee 30-minute and 
SDM230 1-minute statistical feature vectors in the dimension reduced spaces. The errors 
caused by logging at a much slower rate as noted in Chapter 6 can be clearly observed in 
the plots of Figure 7.14. A slower logging rate impacts the feature vector space 
transformation by mapping to vastly different and distant points in the reference vector 
space. As the load profiles logging rate becomes slower the disconnect between 
corresponding vectors becomes significantly larger, as reflected in the results for both the 




Figure 7.13. Efergy statistical feature vectors mapped to the PCA, MDS and Isomap model spaces for the SDM230 reference. 
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Figure 7.14. Smappee 30-minute logging rate  statistical feature vectors mapped to the PCA, MDS and Isomap model spaces for the SDM230 
reference. 
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Table 7.4 shows the mean total Euclidean distances calculated for the PCA, MDS, and 
Isomap model transformations for the structural feature vectors of the DUT and 
SDM120CT when compared to the SDM230 structural feature vectors. The PCA model 
uses 12 dimensions for total variance of greater than 91% while the MDS model used 12 
components for a Kruskal’s stress of less than 0.0231, and an Isomap model using 6 
components. 
As with the statistical features, the Efergy was the worst fit to the SDM230 structural 
feature vectors with a mean total Euclidean distance of 0.4746, 0.6045, and 0.7301 for the 
PCA, MDS and Isomap model, respectively. The PCA, MDS and Isomap models for the 
statistical and structural features are of different dimensions so cannot be directly 
compared, however the error as represented by the mean total Euclidean distance is of 
the same order of magnitude for both feature sets. Again, as indicated in Table 7.4, the 
PCA model performed better than the MDS and Isomap dimension reduction models. 
The structural feature vectors were larger with dimensionality of 37 before reduction as 
compared to that of the statistical features with 21 original dimensions. There were 12 
dimensions required to achieve a PCA that accounted for greater than 91% of the 
variance. Similarly, the MDS model required 12 components to achieve a Kruskal stress 
of 0.0231. As with the statistical feature vectors spaces, there was a deterioration in 
performance for the Efergy load profiles as well as the same deterioration resulting from 
the slower logging rate Open Energy and Smappee load profiles. Table 7.4 shows that the 
deterioration in mean total Euclidean distance for the structural feature vectors logged 
at slower rates of 5-to30-minutes was an order of magnitude of 5 to 10 times that when 




Table 7.4. Comparison of the 4 DUT and SDM230/SDM120CT reference load profiles for dimension reduced structural feature vectors using PCA, 
MDS and Isomap models. 
 
 
Reference Test PCA MDS Isomap Reference Test
SDM120CT 0.132337207 0.147666352 0.252434849 1 1
Open Energy 0.151568391 0.173542203 0.310836501 1 1
Power Tracker 0.175506969 0.204683877 0.336002727 1 1
Efergy 0.474663418 0.604515701 0.730023091 1 1
Open Energy 0.690404785 0.878258496 1.428632969 1 5
0.804134463 0.994211454 1.619579694 1 10
0.838608923 1.0272371 1.702346331 1 15
0.88381032 1.072229459 1.770137997 1 20
0.913914885 1.104377896 1.758529442 1 30
Smappee 1.172279777 1.412673101 2.029221688 1 5
1.467486378 1.747852231 2.285672152 1 10
1.229766867 1.490381568 2.271678243 1 15
1.506454338 1.816747894 2.25948022 1 20
1.537204738 1.869983779 2.478182195 1 30
Logging rate (minutes)
SDM230
Mean Euclidean Total Distance
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Figure 7.15. Open Energy 1, 5, 10, 15, 20, and 30-minute logging rate  structural feature vectors mapped to the PCA model spaces for the SDM230 
reference. 
   
   
184 
 
The deterioration of mean total Euclidean distance measured between the SDM230 
reference structural vectors and the Open Energy 5, 10, 15, 20, and 30-minute logged 
vectors can be observed in Figure 7.15. The Open Energy 1-minute logged load profiles 
structural feature vectors show a close match with the SDM230 vectors (top-left plot). 
However, as the logging rate is decreased to 5-minutes there is a marked separation of 
the reference (SDM230) and the test (Open Energy) structural feature vectors. This 
deterioration increases and is highly evident in the 15, 20, and 30-minute logged profiles. 
The slowing of the load profile logging rate has the effect of distorting and collapsing the 
feature vector space. This was measured as a 5-10 order of magnitude increase in mean 
total Euclidean distance in Table 7.4. A similar but smaller deterioration can also be 
observed in the statistical feature vector space as logging rate decreases. 
Table 7.5 provides the results of the frequency domain feature vector dimension reduction 
using PCA, MDS and Isomap models. The PCA model required 20 dimensions to account 
for greater than 91% of the variance, the MDS model needed 20 components for a 
Kruskal’s stress of 0.019, and the Isomap model used 6 components. A similar pattern of 
results can be observed with the frequency domain features of Table 7.5 as was observed 
with the statistical and structural features of Table 7.3 and 7.4. In the same way that the 
structural feature vectors deteriorated the frequency domain feature vectors also 
deteriorated as the load profile logging rate decreased. 
A combined feature vector was created by combining statistical, structural and frequency 
domain features in a single vector. The resulting vector had a dimension of 158 features 
if all the features utilised to create the individual statistical, structural and frequency 
domain vectors were used. Given that there were only 62 load profiles available, using a 
vector of this high dimensionality would create a very under specified set of dimension 
reduction models [123]. The continuous wavelet transform number of peaks across the 
first 48 frequency scales was removed to create a combined feature vector of 110 
dimensions. This feature had the dimension reduction PCA, MDS and Isomap models 
applied and the resulting vector spaces compared with the SDM230 combined feature 
vector space reference. The resulting mean total Euclid4ean distance are given in Table 
7.6. The PCA model used the first 20 dimensions to account for greater than 85% of the 
variance, the MDS model used 20 components for a Kruskal’s stress equal to 0.0284  and 




Table 7.5. Comparison of the 4 DUT and SDM230/SDM120CT reference load profiles for dimension reduced frequency domain feature vectors 
using PCA, MDS and Isomap models. 
 
 
Reference Test PCA MDS Isomap Reference Test
SDM120CT 0.182768777 0.232012197 0.347684112 1 1
Open Energy 0.188668867 0.251735569 0.361466276 1 1
Power Tracker 0.221758901 0.287833491 0.424741043 1 1
Efergy 0.343721014 0.50993889 0.809029236 1 1
Open Energy 0.987838341 1.396824218 2.509157728 1 5
1.036405489 1.520587834 2.509751066 1 10
1.066531104 1.614074283 2.561880921 1 15
1.084212362 1.631614359 2.650471248 1 20
1.178407476 1.678594227 2.771676829 1 30
Smappee 1.33145208 1.915456706 2.947867424 1 5
1.627765416 2.618941042 3.414801797 1 10
1.392367599 2.353177294 2.902869767 1 15
1.68592873 2.922708511 3.543880418 1 20
1.781722321 3.024215527 4.079153769 1 30
Logging rate (minutes)
SDM230
Mean Euclidean Total Distance
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Table 7.6. Comparison of the 4 DUT and SDM230/SDM120CT reference load profiles for dimension reduced combined (statistical, structural and 
frequency domain) feature vectors using PCA, MDS and Isomap models. 
 
 
Reference Test PCA MDS Isomap Reference Test
SDM120CT 0.193826785 0.262699839 0.469624697 1 1
Open Energy 0.20416935 0.282162212 0.587471325 1 1
Power Tracker 0.242640648 0.33624853 0.63147673 1 1
Efergy 0.512094536 0.820797179 1.053317953 1 1
Open Energy 1.069218517 1.527965032 3.072422737 1 5
1.225253494 1.698871533 3.100672026 1 10
1.27238393 1.746735971 3.318620657 1 15
1.326073906 1.808137243 3.388569781 1 20
1.390835424 1.866761612 3.442340096 1 30
Smappee 1.627090352 2.257131458 3.69992965 1 5
2.047059362 2.943446585 4.520637636 1 10
1.787984171 2.469503227 4.051048879 1 15
2.106340908 3.10253443 4.621014797 1 20
2.208228467 3.244770137 4.835558272 1 30




The combined feature vector spaces show total Euclidean distances for the 4 DUT, when 
compared with the reference SDM230 combined feature vector space follow the pattern 
observed using the individual statistical, structural and frequency domain feature 
vectors. The Efergy load profiles combined feature vectors did not produce as close a vector 
space to the SDM230 reference as the other 1-minute logged DUT. This was the same 
patterns as was observed using individual set of feature vectors. The 5-to-30-minute 
logged load profiles by the Open Energy and Smappee again showed a marked 
deterioration in the mean distances between corresponding  vectors within the reference 
vector space. 
The above explorative analysis of the PCA, MDS and Isomap statistical, structural, 
frequency domain, and combined feature vector spaces illustrated the same error type and 
error levels as observed with the accuracy and precision error analysis of Chapter 6. The 
results of Chapter 6 showed that accuracy precision can both be impacted by variation in 
measurement approach. This was observed with using a fixed voltage parameter as used 
in the Efergy, logging rate differences as observed in the Open Energy and Smappee, and 
in resampling or down sampling which create issues when employed with creating lower 
logging rates from load profiles, and that load profiles when analysed as diurnal time-
series are not stationary. In the analysis above, the errors in accuracy and precision 
created in measurement and monitoring practice, are carried through to the processing 
and modelling of the load profile time-series, especially as observed through the 
extraction, and modelling of feature vectors. Thus, errors found at the lowest 4 levels of 
the energy measurement, monitoring, and processing conceptual hierarchy will be carried 
through to the feature extraction, selection and modelling levels of the hierarchy. 
After a set of load profile time-series have been measured, monitored, and had their 
features extracted, selected, and modelled, the processing of information found within the 
extracted feature models then occurs. The next section discusses the use of clustering and 
classification of load profile feature models. Clustering and classification are typical 
information processing methods used with load profile time-series data to discover and 
quantify the underlying structures within the time-series to reveal patterns and 
relationships with building energy use and occupant behaviour. The quantified 
underlying structures can then be formed into energy and behaviour use information, 




7.2 Load profile clustering-based on feature extraction 
The analysis focussed on in this section uses extracted load profile feature vectors for 
classification and clustering. The aim of this analysis is to use clustering and classification 
methods to explore the way in which differences in energy monitoring practice were 
reflected in the differences and errors that arise during the feature extraction, selection 
and modelling process impact. 
As revealed in the literature review of Chapter 2 classification and clustering of load 
profiles has been extensively researched. In the domain of building load profiles, extracted 
feature vectors from the load profile time-series do not have a known class or belong to an 
established existing class of load profiles. The known classes have first to be established. 
This is not unusual, as the establishment of a set of classes of load profiles is dependent 
upon the set of load profiles used to generate such solutions. 
One common approach to finding or establishing classes of load profiles has been through 
the use of clustering algorithms. Clustering is an unsupervised learning method. The 
solution provided from the application of a clustering algorithm to a set of load profiles 
time-series will be unique to that set of load profiles. Thus, even though cluster analysis 
has been applied to large energy monitoring projects [80] using larger numbers of load 
profiles there is no general solution produced from the clustering  which can be applied to 
all load profiles. Raw2 load profile time-series have been used [73], as well as a variety of 
extracted feature vectors with a wide variety of clustering algorithms. Using raw time-
series is difficult where there is a high logging rate. A 1-second logged profile produces an 
86400-dimension vector. Processing a large number of 1-second profiles is 
computationally extremely expensive. If 1-minute load profiles were utilised, that is 1440-
dimension vectors, the computational load is much smaller. For a 15-minute logging rate 
then 96-dimensional vectors are used, thus the computational load would be even smaller. 
However, the downside is loss of features and information, which may not produce 
accurate and repeatable analysis. 
As discussed above it has already been established that using slower logging rates 
deteriorates accuracy and precision as well as eliminates structural and frequency domain 
components. Comparing a feature vector from 1-minute and 15-minute logging after 
further processing will only show the deterioration quantified previously. In general, it 
would be expected that the feature vectors extracted from DUT that were logged at the 1-
 




minute rate will produce almost identical vector spaces. While such vector spaces are not 
identical, as shown above and in Chapter 6, they can be remarkably similar. Certainly, 
the two reference energy meters produce feature vectors that are extremely close to each 
other and all the 1-minute logged DUT load profiles are similar with the exception of the 
Efergy monitor’s load profiles. 
In this sub-section the analysis focusses on the processing of load profile vectors to create 
feature vector spaces which provides consistent and repeatable clustering. In the next 
section the identified clusters are used as the ground truth classes to test the DUT load 
profiles classification accuracy, precision, recall and F1-score [125]. The SDM230 load 
profiles were used to establish the ground truth classes. The following techniques were 
used to create the ground truth classes using a kmeans clustering model: 
i. Form feature vectors from SDM230 load profile time-series. Perform the extraction 
of statistical, structural and frequency domain features and form as vectors from 
both the SDM230 reference and all DUT load profiles. 
ii. Standardise feature vectors using Z-score standardisation. Standardise all DUT 
load profiles for testing. 
iii. Create a PCA model using the SDM230 feature vectors. Transform the SDM230 
feature vectors  and the DUT feature  vectors to the new vector space. 
iv. Create a kmeans model with optimum clusters using the SDM230 feature vectors. 
v. Cluster the SDM230 feature vectors to each of the cluster classes. The feature 
vectors in each cluster class become the ground truth classes. 
vi. Classify the DUT feature vectors using the ground truth classes and measure the 
accuracy, precision, recall and F1-scores [78]. 
The above procedure was undertaken for a 20-dimensional statistical feature vector (refer 
Table 7.2) and a combined feature vector made up of statistical (20), structural (8), and 
frequency domain (4) features to create a 32-dimensional vector. The higher dimensional 
structural and frequency domain feature vectors used above are not used for clustering as 
the there is only a small number of load profiles available when compared to number of 
features and this could create an under specified model. An under specified model will be 
unpredictable through the existence of large number of different solutions i.e., this is 
analogous to solving a system of linear equations where the number of variables is greater 
than the number of equations in the system. 
Sixty-two SDM230 reference load profiles were processed for statistical and combined 
feature extraction and Z-score standardised. A PCA model using 6 dimensions which 
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account for > 90% of the variance for the statistical feature vectors and > 85% of the 
variance for the combined feature vector was created and the SDM230 feature vectors 
were transformed using the new basis to the new statistical feature vector space. Figure 
7.16 shows the PCA statistical feature space and Figure 7.17 shows the PCA combined 
feature space. 
The new statistical and combined feature vector spaces are similar, both in terms of the 
mapping of the vectors but also having similar prominent eigenvectors and their relative 
locations in the first two dimensions. Note that the addition of structural and frequency 
domain features to the structural features have modified the PCA vector space where the 
first two principal components have reversed. The features still group in the same relative 
manner, with features such as skew, kurtosis, maximum, minimum, standard deviation, 
and mean mapping to the same relative but mirrored locations in the plot. The SDM120 
reference load profiles were processed and transformed to the same feature vector spaces 
as created by the SDM230 reference load profiles. The result of this transformation is 
shown in Figure 7.18 (a) for the statistical features and Figure 7.18 (b) for the combined 
features. A mean total Euclidean distance for these two mapping is 0.12057 and 0.837569. 
respectively. In the next sub-section, the  above PCA model is used to find the optimum 










Figure 7.17. Six-dimension PCA model mapping of SDM230 reference combined (statistical, structural, frequency domain) feature vectors and the 





Figure 7.18. Six-dimension PCA model showing mapping of the SDM120 (a) statistical feature vectors and (b) combined feature vectors to the 





7.3 Clustering and classification of load profiles and the energy monitoring 
practice framework 
The aim of this analysis is to explore the impact of errors and differences in energy 
monitoring practice at level 5 of the energy measurement, monitoring and processing 
hierarchy where load profile analysis and classification occurs. The analysis of Chapter 6 
and above has established that different DUT and monitoring practice differences 
between DUT cause issues with accuracy and precision of load profile time-series data 
logged and processed during monitoring. The following analysis will use clustering and 
classification methods to examine how issues in accuracy and precision of the 
measurement, monitoring and processing of the load profiles impacts level 5 processes. 
The two 6-dimensional PCA models i.e., the statistical features and the combined feature 
PCA models, were both clustered using the K-means clustering algorithm [131]. The 
Kmeans algorithm uses vector quantisation methods that partition n observations 
(vectors) into k clusters where each of these vectors is a member of a cluster with the 
nearest mean distance to the cluster centre [131]. The cluster centres form protypes of the 
model. Any test vector in the vector space will have membership i.e., belong to the cluster 
of the nearest cluster centre. 
The Python package tslearn [129] was used to undertake the K-means clustering. The 
tslearn package provides a machine learning toolkit for the analysis of time-series 
including pre-processing time-series, clustering and classification, and metrics for 
verifying the algorithms [129]. The tslean.TimeSeriesKMeans() function was used to 
generate a K-means model while the fit_predict() and predict() methods of the model were 
used to fit and predict create and test the model. The tslearn silhouette_score() function is 
also used to calculate the Silhouette Coefficient [134] for the clusters. The Python package 
scikit-learn functions calinski_harabasz_score() and davis_bouldin_score() was also used 
to calculate  the Calinski-Harabasz [132] and Davis-Bouldin [133] cluster metrics. 
To find the optimal number or “best” number of clusters that represents the vectors, the 
K-means algorithm was run to calculate cluster metrics from 2 clusters to 30 clusters. The 
Kmeans algorithm can use different distance metrics to calculate vector distance or 
dissimilarity. In this analysis the Euclidean distance described in Chapter 3 was used. 
The following cluster metrics or coefficients were used to help establish the “best” number 
of K-means clusters for the two PCA models: 
i. K-means inertia – inertia is the total measure of how far the vectors are away from 
the cluster centres [131]. Inertia is used internally within the Kmeans algorithm 
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as a measure to minimise for the given number of clusters. An “elbow” in a graph 
of inertia versus number of clusters is often used as a means of identifying the best 
number of clusters for the vector space. The range of inertia values possible is from 
zero upwards. 
ii. Silhouette coefficient – the silhouette coefficient [134] is a measure of the cohesion 
of a cluster i.e., how close, or similar a vector (point) is to its own cluster. Silhouette 
scores range from -1.0 to +1.0 and can be calculated using any vector space distance 
measure. In this analysis the Euclidean distance measure is used. A high value 
approaching +1.0 indicates that the point is close or well matched to its cluster, 
and not close to neighbouring clusters. 
iii. Calinski-Harabasz index – is a measure of the ratio of the sum of between cluster 
dispersion and inter-cluster dispersion for all the clusters. The Calinski-Harabasz 
index is also called the Variance Ratio Criterion. Higher values of Calinski-
Harabasz index indicates dense and well separated clusters. 
iv. Davis-Bouldin index – provides a measure of the average similarity between 
cluster as measured with by the distance between clusters and the size of the 
clusters. A lower Davis-Bouldin index indicates better separation between 
clusters.  
The above four metrics were used with K-means clustering to choose the best number of 
clusters. Kmeans clustering was run for the 6-dimensional statistical feature PCA model 
for 2 to 30 clusters and the above four coefficients were calculated for each cluster value. 
Figure 7.19 shows plots of the four metrics versus number of clusters. Examination of the 
values of the four indexes indicates that inertia has no clear elbow, silhouette score has a 
strong and high value for    = 4, Calinski-Harabasz is highest for   = 3, 4    5, and Davis-
Bouldin has low value for   = 4.  The indexes indicate that   = 4 is good choice for best 
number of clusters. Figure 7.20 (a) and (b) show the results of Kmeans clustering for   =
4 for the first two dimensions and the first three dimensions, respectively. 
K-means clustering was run next for the 6-dimensional combined feature PCA model for 
2 to 30 clusters. Figure 7.21 shows plots of the four cluster index values for 2 to 30 clusters. 
Like above, the inertia does not have a clear elbow, silhouette score is highest for 2 or 3 
clusters, Calinski-Harabasz index is highest for 2 or 3 clusters, and Davis-Bouldin has a 
noticeable dip at 3 clusters.  
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Figure 7.19. Kmeans clustering of 6-dimensional statistical feature PCA model inertia, silhouette score, Calinski-Harabasz index and Davis-





Figure 7.20. Kmeans clusters for   = 4 for the 6-dimensional statistical feature PCA model showing (a) first two dimensions and (b) first three 






Figure 7.21. Kmeans clustering of 6-dimensional combined (statistical, structural, frequency domain)  feature PCA model inertia, silhouette score, 





Figure 7.22. Kmeans clusters for   = 3 for 6-dimensional combined (statistical, structural, frequency domain)  feature PCA model showing (a) first 





While the combined feature PCA model indicators for a best cluster are not as strong as 
for the statistical model choosing   = 3 clusters can be justified by the high silhouette 
score and dip in the Davis-Bouldin index. Figure 7.22 show plots of the K-means   = 3 
clusters for the first two and first three principal component dimensions. 
The   = 4 and   = 3 K-means cluster models for the statistical and combined feature PCA 
models was constructed from the SDM230 reference load profiles. The K-means models 
represent the ground truth cluster models. The cluster analysis above can now be used in 
a classification analysis with the two Kmeans models as ground truth classes to test the 
classification of the DUT load profiles against. The DUT load profiles underwent feature 
extraction and PCA transformation using the two 6-dimensional PCA models developed 
above. The DUT vectors were then fitted to the K-means models and their accuracy, 
precision, recall and F1-scores were calculated.  
The SDM230 reference energy monitors clusters are considered ground truth and the 
accuracy, precision, recall and F1-scores are calculated with reference to this ground 
truth. The SDM230 clusters are used for classification of the DUT using K-means cluster 
centres to predict which class the DUT vectors are assigned to when transformed to the 
6-dimensional PCA model vector space. Calculation of accuracy, precision, recall and F1-
score is based on a multi-class confusion matrix [78, 125]. 
Accuracy, precision, recall and F1-score measure how well they match the clusters. The 
K-means cluster   = 4 and   = 3 models are predictive models. A class label was assigned 
to each of the vectors in each of the DUT load profile test statistical and combined feature 
data. With   = 4 and   = 3 the classification is multiclass. Accuracy is a measure of the 
ratio of correctly assigned or predicted samples (load profiles) to the total number of 
samples. Precision measures the ratio of correctly predicted samples to the total number 
of correctly predicted samples. Recall calculates the ratio of the number of correctly 
predicted samples to the number of all samples in that class. F1-score is a weighted 
average of precision and recall. Precision, recall and F1-score is calculated as: 
          =
             













F1-score provides a measure of a weighted balance between precision and recall. The 
Python scikit-learn metrics library functions precision_recall_f1score_support() and 
classifications_report() was used to calculate the above metrics. 
Table 7.7 shows the results for predicting the classification of the DUT and SDM120CT 
1-minute logged load profiles statistical feature vectors. The classification shows high  
accuracy for the 1-minute logged DUT with the Power Tracker and Efergy being the 
lowest with scores of 0.90 and 0.92, respectively. The 1-minute logged generally classified 
extremely high precision and recall, with only a few load profile feature vectors being 
misclassified to the incorrect class. 
Table 7.8 details the results of predicting the classification of the Open Energy DUT for 
5, 10, 15, 20, and 30-minute logged load profiles. Table 7.8 shows the classification 
accuracy decrease significantly as the logging rate is decreased to 30-minute profiles. The 
precision recall and F1-score also deteriorate significantly as the logging rate is decreased. 
The values of accuracy, precision, and recall fall from 0.96 precision, 0.97 recall and 0.98 
accuracy for the 5-minute logged profiles to a low of 0.3 precision, 0.45 recall and  0.52 
accuracy for the 30-minute logged profiles, which is close to random classification. 
Table 7.9 shows the results of the classification of the DUT and SDM120CT 1- minute 
logged combined feature load profile vectors using the K-means   = 3 cluster model. As 
with the 1-minute statistical feature load profile vector accuracy, precision, recall and F1-
score values are high for all DUT with the Efergy showing the worst performance with an 
accuracy of 0.90, lowest class recall of 0.84, lowest F1-score of 0.76, and lowest precision 
of 0.62. This is the same pattern as was observed with the statistical feature vectors 
classification. 
Table 7.10 shows the results of the classification for the combined feature vector Open 
Energy DUT when classified with the Kmeans   = 3 cluster model. As with the statistical 
feature load profile vectors, the combined feature vectors for the Open Energy DUT 
accuracy, precision, recall and F1-score deteriorated for load profiles logged at lower rates. 
At the 5-minute logging rate good accuracy, precision and recall values are obtained, while 
at the 30-minute rate the values are near the 0.50 value, which represents values similar 
to random classification. 
The classification of the feature vectors using the K-means   = 4 and   = 3 cluster models 
demonstrates that energy monitoring practice errors flow through from measurement and 
monitoring of load profiles to have considerable impact on analysis and classification at 
level 5 of the conceptual hierarchy. Monitoring logging rate has been shown to be an 
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important energy monitoring practice parameter that will impact the accuracy and 
precision of load profiles as was observed in Chapter 6 and earlier in this Chapter. 
Monitoring practice such as using a fixed voltage parameter can impact the analysis and 
classification as observed in the poorer performance of the Efergy when compared to the 
accuracy, precision, recall and F1-score of the other 1-minute logged DUT. 
Table 7.7. Classification prediction results for DUT and SDM120CT 1-minute logged load 
profile statistical feature vectors using the Kmeans   = 4 cluster model. 
 
Reference Cluster Precision Recall F1-score Support Result
0 1.00 0.90 0.95 21 19
1 1.00 1.00 1.00 9 9
2 0.95 1.00 0.97 18 19
3 0.93 1.00 0.97 14 15
Accuracy 0.97 62 62
Reference Cluster Precision Recall F1-score Support Result
0 1.00 1.00 1.00 21 21
1 1.00 1.00 1.00 9 9
2 1.00 1.00 1.00 18 18
3 1.00 1.00 1.00 14 14
Accuracy 1.00 62 62
Reference Cluster Precision Recall F1-score Support Result
0 0.83 0.90 0.86 21 23
1 0.90 1.00 0.95 9 10
2 0.94 0.94 0.94 18 18
3 1.00 0.79 0.88 14 11
Accuracy 0.90 62 62
Reference Cluster Precision Recall F1-score Support Result
0 0.94 0.81 0.87 21 18
1 1.00 1.00 1.00 9 9
2 0.82 1.00 0.90 18 22
3 1.00 0.93 0.96 14 13











Table 7.8. Classification prediction results for the Open Energy DUT 5, 10, 15, 20 , and 




Reference Cluster Precision Recall F1-score Support Result
0 0.81 0.81 0.81 21 21
1 1.00 0.89 0.94 9 8
2 1.00 0.89 0.94 18 16
3 0.71 0.86 0.77 14 17
Accuracy 0.85 62 62
Reference Cluster Precision Recall F1-score Support Result
0 0.81 0.81 0.81 21 21
1 1.00 0.89 0.94 9 8
2 0.89 0.94 0.92 18 19
3 0.79 0.79 0.79 14 14
Accuracy 0.85 62 62
Reference Cluster Precision Recall F1-score Support Result
0 0.62 0.71 0.67 21 24
1 1.00 0.78 0.88 9 7
2 0.81 0.94 0.87 18 21
3 0.80 0.57 0.67 14 10
Accuracy 0.76 62 62
Reference Cluster Precision Recall F1-score Support Result
0 0.63 0.81 0.71 21 27
1 1.00 0.89 0.94 9 8
2 0.84 0.89 0.86 18 19
3 0.88 0.50 0.64 14 8
Accuracy 0.77 62 62
Reference Cluster Precision Recall F1-score Support Result
0 0.47 0.71 0.57 21 32
1 1.00 0.89 0.94 9 8
2 0.69 0.50 0.58 18 13
3 0.67 0.43 0.52 14 9













Table 7.9. Classification prediction results for DUT and SDM120CT 1-minute logged load 
profile combined (statistical, structural, frequency domain) feature vectors using the 
Kmeans   = 3 cluster model. 
 
 
Reference Cluster Precision Recall F1-score Support Result
0 1.00 1.00 1.00 23 23
1 1.00 1.00 1.00 8 8
2 1.00 1.00 1.00 31 31
Accuracy 1.00 62 62
Reference Cluster Precision Recall F1-score Support Result
0 1.00 1.00 1.00 23 23
1 1.00 1.00 1.00 8 8
2 1.00 1.00 1.00 31 31
Accuracy 1.00 62 62
Reference Cluster Precision Recall F1-score Support Result
0 0.96 1.00 0.98 23 24
1 1.00 1.00 1.00 8 8
2 1.00 0.97 0.98 31 30
Accuracy 0.98 62 62
Reference Cluster Precision Recall F1-score Support Result
0 1.00 0.96 0.98 23 22
1 0.62 1.00 0.76 8 13
2 0.96 0.84 0.90 31 27











Table 7.10. Classification prediction results for the Open Energy DUT 5, 10, 15, 20 , and 
30-minute logged load profile combined (statistical, structural, frequency domain) feature 
vectors using the Kmeans   = 3 cluster model. 
 
 
Reference Cluster Precision Recall F1-score Support Result
0 0.96 1.00 0.98 23 21
1 1.00 1.00 1.00 8 8
2 1.00 0.97 0.98 31 33
Accuracy 0.98 62 62
Reference Cluster Precision Recall F1-score Support Result
0 0.95 0.91 0.93 23 22
1 1.00 0.88 0.93 8 7
2 0.91 0.97 0.94 31 33
Accuracy 0.94 62 62
Reference Cluster Precision Recall F1-score Support Result
0 0.79 1.00 0.88 23 29
1 1.00 0.75 0.86 8 6
2 0.93 0.81 0.86 31 27
Accuracy 0.87 62 62
Reference Cluster Precision Recall F1-score Support Result
0 0.75 0.91 0.82 23 28
1 1.00 1.00 1.00 8 8
2 0.92 0.77 0.84 31 26
Accuracy 0.85 62 62
Reference Cluster Precision Recall F1-score Support Result
0 0.79 0.48 0.59 23 14
1 0.30 0.45 0.45 8 23
2 0.56 0.50 0.50 31 25













The cluster and classification analysis utilised in this Chapter was based on  a PCA 
dimension reduction and Kmeans clustering. There are a wide variety of dimension 
reduction and clustering techniques that may have produced  better or even a different 
classification results. Additionally, feature selection techniques were not used to optimise 
or find the best set of features to extract from the load profile time-series data. A full and 
exhaustive analysis is beyond the scope of the thesis, however the PCA and K-means 
cluster method used provide a simple analysis that allows data visualisation as a method 
for verification of the results. While there is many more advanced feature extraction, 
dimension reduction, feature selection and clustering/classification methods available 
their application as to the demonstration of the performance of energy monitoring practice 
is beyond the current scope of this thesis. 
The dimension reduction, clustering and classification analysis undertaken in the 
Chapter can be related to the prosed energy monitoring practice framework in two ways. 
Firstly, the energy measurement, monitoring and processing conceptual hierarchy 
recognised the presence of the load profile data processing and analysis functions. The 
practice framework emphasises processing and analysis through the feature extraction 
and selection components and their aspects of practice. Secondly, the energy 
measurement, monitoring and processing error model developed in Chapter 5 has a 
processing error component. Errors in measurement and monitoring can be carried 
through, and sometime amplified in load profile processing and analysis stages of data 
processing and information extraction. The PVA, MDS, Isomap and K-means clustering 
are examples of the processing and analysis processes often applied to load profile data. 
The output of this processing is typically used to collect and interpret higher level 
information as to energy use and energy use behaviours. The proposed energy 
measurement, monitoring and processing framework can provide a guide as to the validity 
and veracity of the higher-level information extracted from an energy monitoring exercise. 
The next Chapter provides a discussion of the conclusions regarding the methods and 
results presented in Chapters 5, 6, and 7 as well as highlight issues with current research 





Discussions and conclusions 
8.0 Research questions, objectives, and the energy measurement, monitoring 
and processing practice framework. 
The research questions stated in Chapter 1 focussed on exploring the extent to which 
energy monitoring, and thus energy monitoring time-series data, fulfils the objective of 
being able to reveal occupant energy use behaviour. By exploring energy use profiling 
through daily load profiles, and determining what constrains this data, valid end-user 
information can be derived from the processing of this data. This thesis has proposed an 
energy monitoring practice framework that was used to describe the end-to-end 
processing which is normally called “energy monitoring”. The thesis then develops and 
tests the performance of the proposed energy measurement, monitoring and processing 
practice framework. 
The objectives of this research were to review the current state of the art of energy 
monitoring practice, particularly in residential buildings, and based on that develop a 
flexible framework for the specification and acquisition of energy monitoring data, and 
for conducting of energy monitoring. The outcome from this objective was then applied 
using the developed framework with an energy monitoring study in a residential 
building and analyse the effectiveness of the collected energy monitoring data to provide 
energy use profiles and information. 
This Chapter presents the ways in which the results of this study support the research 
objectives to address the research questions, and discusses limitations of the research, 




8.0.1 To what extent can energy monitoring capture an occupant’s energy use 
behaviour or profile? 
The conceptual hierarchy proposed in Chapter 2 provided a means of breaking down and 
describing the “energy monitoring” process from end-to-end i.e., from sensing and 
measuring voltage and current to derive energy and power values through to the 
extraction and formation of end user energy information. The conceptual hierarchy also 
proposed detailed each of the steps in the process and the importance of data and 
information flow between the steps. By viewing energy monitoring as the seven process 
steps and tracing the path of data and information flow through the process this thesis 
was able to demonstrate what was necessary and sufficient to capture energy use 
behaviour or profile. The conceptual hierarchy was used as the basis for the 
development of an energy monitoring practice framework proposed in Chapter 4. The 
practice framework enabled the conducting of a research study which captured daily 
load profile time-series data. This data was analysed, and the results presented in 
Chapters 6 and 7 demonstrate the impact of energy monitoring parameters, practice, 
and constraints on extent to which good energy use behaviour or profile information can 
be obtained. 
8.0.2 What energy monitoring methods are required to capture a loads or 
appliances functional operation to develop energy monitoring strategies? 
To answer this question, an energy monitoring practice framework is proposed in 
Chapter 4 . The framework was demonstrated in the results presented in Chapters 5, 6 
and 7 of the analysis of the BEEST load profile simulations for the DUT and reference 
energy meters tested. A description of a building’s load profile and their functional 
operation is essential for developing and implementing a valid and verifiable energy 
monitoring strategy. 
The design, development and testing of the building electrical energy simulator and 
tester (BEEST) described in Chapter 5 provided the means for conducting an energy 
monitoring study. The BEEST provided a valid and verified physical simulation of 
building energy use. Four commercial energy monitors along with two industrial energy 
meters were purchased, configured, and utilised to collect simulated building energy 
use. The BEEST was successfully validated as providing simulated building energy use 
load profiles. An error model was also developed in Chapter 5 where each of the 
identified error terms were analysed and verified. The four commercial energy monitors 
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and two industrial energy meters measured, monitored, collected, and stored 70 
simultaneous simulation load profile time-series data using the BEEST. 
The simulated load profile time-series data was explored and analysed in Chapter 6. 
The focus of the exploration and analysis was the interface of measurement data and 
monitoring data at level 3 of the conceptual hierarchy. The analysis was with regard to 
accuracy and precision of logging, impact of sampling or logging rates on load profiles at 
the monitoring level, stationarity of the load profile time-series, and the repeatability of 
the energy monitoring process. The results of the analysis were to show that across 
different monitoring devices which use different aspects of monitoring practice both load 
profile time-series data can have errors as measured by the MAPE as high as up to an 
average of 3.4% for 1-minute logged data but could be as high as a maximum of 69% in 
particular cases. In the case of 5, 15, and 30-minute logged data the average MAPE were 
20%, 39%, 59%, respectively while the maximum MAPE was as high as 100%. The 
precision as measured using the CV was generally less than 1.0 when outliers were 
removed for 1-minutre logged data. The precision of load profiles logged at rates of 5, 15, 
and 30-minutes were of similar levels, exhibiting CV values between 0.3 and 0.59. 
The analysis of load profile time-series stationarity concluded that 24-hour period data 
were not (weakly) stationary. This outcome means that classical autoregressive 
technique should not be used with the current load profile time-series to model load 
profiles. Classical time-series autoregressive models and their parameters are often 
used in conjunction with other features which are extracted and then used to describe or 
characterise the time-series. Classical autoregressive parameters were not used in the 
feature analysis due to the non-stationarity of the data. Extraction of statistical, 
structural, and frequency domain features was successfully utilised in Chapter 6 and 7 
as a means of comparing load profiles logged at different rates.  
An exploration of the impact of sampling or logging of load profiles was carried out and 
revealed through analysis of down sampling by considering the techniques of nth sample, 
aggregate statistic, and heuristic down sampling methods. As expected, and explained 
by Nyquist’s theorem, frequency domain feature accuracy and precision deteriorated 
quickly as logging rate was reduced. The structural features accuracy and precision 
deteriorated in a manner similar to the frequency domain features and confirms the 
close link between the two features. The statistical features displayed better 
performance under down sampling, however still resulted in percentage error of up to 
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50% at lower logging rates. It can be concluded that the monitoring or logging rate is a 
critical parameter which has a significant impact on accuracy and precision. 
The repeatability of the DUT energy monitors was tested and again it can be concluded 
that for extracted features there will be a deterioration in repeatability i.e., precision as 
measured using the CV metric. Statistical feature precision was least affected by lower 
logging rates with measure of central tendency not being impacted at all while 
minimum and maximum were affected. Structural feature began to lose precision at 10-
minute or lower logging rates while frequency domain features across the board lose 
precision at a 5-minute logging rate. The repeatability analysis again demonstrates the 
importance of the logging rate parameter. 
Another important conclusion was observed in Chapter 7 where conceptual hierarchy 
level 5 analysis and classification processing of load profiles was observed to be 
impacted by load profiles from different DUT and logged at different rates. The impact 
of differences in logging rate and in the use of a fixed voltage parameters was observed 
in dimension reduction and clustering/classification models. 
Feature extraction and selection is the stage of processing undertaken after the 
monitoring of the raw data. The load profile time-series data is pre-processed, and 
features extracted and selected, and then appropriate models are then created. Chapter 
6 and 7 provided an analysis of the accuracy and precision of load profile data as it is 
moved towards the provision of energy use information. The analysis clearly 
demonstrated how errors in accuracy and precision in load profile time-series data using 
feature extraction can result in different models or different model prediction.  
The above results have demonstrated through the breakdown of the conceptual 
hierarchy the energy monitoring methodologies necessary and sufficient to capture load 
profiles, and the issues associated with the processing and delivery of valid and 
verifiable data or information on which energy monitoring strategies can be developed 
and their veracity tested. 
8.0.3 What constraints or boundary conditions must be applied to an energy 
monitoring study in order to satisfy (i) and (ii)? 
The development and testing of the components and aspects of the energy monitoring 
practice framework reflects the constraints and boundary conditions which exist in an 
energy monitoring study. The major components that make up the energy monitoring 
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practice framework were the energy measurement method, energy monitoring process, 
feature extraction and selection, practical costs and constraints, and context and 
purpose. Tables 8.1 through 8.3 show a breakdown of the energy monitoring practice 
frameworks 5 components into sub-areas or aspects and guiding requirements. 
The constraints and boundary conditions are reflected in the guiding requirements. The 
measurement aspects were examined through a survey of energy monitoring devices 
used in residential buildings, and through the calibration check of the 4 DUT and 2 
energy metres in Appendix A. The calibration check found that DUT and energy metres 
generally met manufacturers specification and that there were lower limits to 
measurement due to the sensor’s sensitivity at low values. The monitoring components 
requirements were examined and analysed through the BEEST simulation study, 
identification, acquisition, communication of the load profile parameters. The critical 
parameter of monitoring logging rate was fully analysed through the developed error 
model and the accuracy and precision analysis of Chapter 6. 
The practical costs and constraints along with the context and purpose were explored 
through the construction development of the BEEST. The research objectives in 
conjunction with the BEEST simulation and energy monitoring study described in this 
thesis describes and discusses how context and purpose aspects of the practice 
framework are conducted. The research study was constrained by an extremely limited 
budget and this is reflected in the use of light globes for simulation of the loads. Only a 
limited number (four) DUT were available for testing which constrained the quantity of 
load profile data which could be collected. 
The development and application of the energy monitoring practice framework built on 
the breakdown of energy monitoring provided by the conceptual hierarchy to provide a 
framework of guiding components, aspects, and requirements for undertaking energy 
monitoring. The analysis and results from the BEEST simulation load profiles has 
demonstrated the impact of the conceptual hierarchy and practice framework on the 




8.0.4 Can the energy use profiles be utilised to form the basis of energy use 
information that can be provided and displayed to energy users? 
Energy users need to have a high level of confidence in the energy use information 
which is derived and displayed to them from energy monitoring systems. This thesis 
focused on the daily load profiles provided by a physical simulation to provide data 
through which the impact of various energy monitoring methods can be tested and 
traced. End-users need to know and trust that such data is accurate, repeatable 
(precise) and traceable. The study undertaken in this thesis has shown that by breaking 
down energy monitoring into practical components, aspects, and requirements i.e., a 
practice framework, its validity and veracity can be quantified and traced through all 
stages of its processing. As discussed in Chapter 4, the form of a practice framework can 
be implemented in many forms i.e., templates, lists, flow charts or check lists, this 
provides a necessary level of flexibility for its application to the many different contexts 
that will use energy monitoring. The development of the energy monitoring practice 
framework has provided the components, aspects and requirements needed to ensure 




Table 8.1. Practice frameworks “measurement method” and “monitoring process” components showing requirements for each aspect of 
components practice. 
 
Area (aspect) of practice Requirements
Determine the electrical parameters 
physically or directly measured
Determine devices manufacturers specifications for measurement uncertainty 
values.
Establish the sensor method or type used 
for direct measurements
Determine sensor range and connection method.
Current and voltage measurement 
methods
Determine required connection types, access and measurement range.
Measurement accuracy and uncertainty Determine the current and voltage measurement resolution, and sampling rate.
Measurement communication and storage
Determine measurement methods communication and storage of measured 
parameters.
Area (aspect) of practice Requirements
Parameters monitored Determine which measured parameters are available for monitoring.
Load profile type Determine the load profile type(s) required from the monitoring process.
Monitor logging rate What is the logging rate for parameters e.g.  1-second, 1-minute, 5-minute etc.
Monitoring period What is the logging period per load profile e.g. 1-hour, 1-day, 1-week etc.
Load profile logging window What is the load profile collection interval e.g. 6-months, 1-year, 2-years etc.
Storage method and parameters stored
Storage method and location  for logged parameters e.g. local database or file, 
Internet Cloud database server etc.
Communication method Determine the communication methods used for device to send data to storage.
Data access method and availability
How is the load profile data accessed and when is it available, especially for 
download for processing.
Data storage requirements and costs
Are there any storage requirement such as being deleted at regular intervals and is 









Area (aspect) of practice Requirements
Check for integrity of timing of load profile logged samples.
Check and correction of missing data.
Sorting and structuring of load profile data sets.
Visualisation of raw load profile data and its load profile logging frequency 
distributions.
Extracting feature sets from load profile time-series e.g. statistical, structural, 
frequency domain and complexity-based features.
Creating standardised or normalised features vector spaces from extracted features.
Visualisation of extracted feature sets and vectors.
Analysis of the extracted features and the features relationship with load profiles.
Dimensionality reduction and feature embedding in lower dimensional spaces of the 
feature vector spaces.
Determine the best or most appropriate set of features.
Use clustering and classification techniques to identify load profile patterns types.
Use advanced machine learning methods for feature extraction and identification.
Storage and transmission or communication of feature analysis and embeddings.
Documenting and reporting of feature selection process.






Table 8.3. Practice framework “practical and cost constraints” and “context and purpose” component showing requirements for each 
aspect of components practice. 
Area (aspect) of practice Requirements
Data storage and communication capacity.
Data storage communication location and access.
Data storage and communication costs.
Data security, back up and disaster recovery.
Safety issues during installation and operation of monitoring.
Access restrictions and access to site safety requirements.
Training and competency in electrical safety.
Identify and implement applicable legislation and regulations.
Identify and implement applicable Standards.
Licensing requirements.
Regulatory reporting requirements.
Area (aspect) of practice Requirements
Purpose for energy monitoring Aims and objectives of monitoring operation.
Location availability.
Duration of monitoring operation.
Operational and management procedures.
Display and dissemination of monitoring 
Links to energy management policy.
Relationship to energy management planning process.
Operation with energy management systems (EnMS).
Logistic of monitoring operation
Energy management planning and systems
Practical and cost constraints
Context and purpose





8.1 Issues and limitations of current research. 
A limitation of the research described in this thesis is the fact that a “practice 
framework” is a description of a set of guiding concepts and heuristics. Such practice 
frameworks are often developed and recommended based upon the consensus of expert 
practitioners in that field. It is difficult to provide a study which produces results that 
when analysed and modelled can provide a “proof” for the applicability or effectiveness 
of a practice framework. However, the research did follow and practice the framework 
proposed. This in itself provides a baseline for the current work, and a baseline on which 
subsequent energy studies can be compared. 
The current research was motivated by the need to obtain residential building energy 
use data. Much of the larger public available data is derived from smart meters and has 
logging rates of 15 or 30-minutes. As demonstrated by this research data logged at 15 or 
30-minute rates would be considered unsuitable for studying occupant or load 
behaviour. Data collected for NILM, while suitable for appliance identification, does not 
necessarily supports occupant behaviour studies. Obtaining good energy use data 
requires collection of extended periods and is expensive. A limitation of this research 
was funding. Only the proverbial “shoestring” budget was available.  
Other more specific limitations and issues included: 
i. Use of light globes for simulating all building loads provided an inexpensive 
approach, however switching over 1000W of lights at high rates over extended 
periods resulted in failures and the need to rerun simulations. Also, a dedicated 
space was required which was difficult to find and maintain. Redesign of the load 
boxes to use better loads is required. 
ii. More energy monitoring devices would have provided better data. Budget 
unfortunately constrained the number of DUT available. 
iii. More simulation runs to provide more simulation samples. Given the large 
number of features explored i.e., over 100 statistical, structural and frequency 




8.2 Recommendations for future research. 
Future research would encompass making use of the practice framework for a larger 
scale energy monitoring study, either through simulation or across as many residential 
buildings as is possible. Having obtained energy use data, the following is possible 
future directions: 
i. Examine or explore the extracted feature sets in much greater detail/depth to 
find how each feature or groups of feature provide indicators or patterns of 
energy use or occupant behaviour. 
ii. Further modelling of load profile time-series raw or feature-based vectors using 
advanced machine learning or artificial neural networks to explore various 
hidden or embedded structure within the data. 
iii. Use hidden structures or embedded structures in load profile time-series for 
advanced cluster/classification analysis for energy use patterns or occupant use 
patterns. 
iv. Use the above to explore the approaches to obtaining user or EnMS feedback for 
energy reduction or conservation systems. A possible approach would be to use a 
simulation and generative approach for the creation of valid building load 
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Energy monitoring devices 
A.0. Introduction 
This Appendix discusses the results of a survey of energy monitoring devices that are 
typically used in residential buildings. The following section discuss the use of system-
on-a-chip (SOC) integrated circuit power meters. A SOC is an integrated circuit 
providing a complete energy and power measurement system. These are inexpensive 
and are generally found in most energy monitoring devices. Energy monitoring devices 
are discussed in the subsequent sections based on being classed as either commercial, 
industrial, or solar PV. 
A.1. System on a Chip (SOC) 
Many of the smart meters, residential, industrial, and commercial energy monitoring 
devices available on the market are based upon very-large scale integrated (VLSI) 
circuits that have been designed and developed specifically as electrical power or energy 
monitoring integrated circuits (IC). These VLSI ICs use a methodology known as a 
system-on-a-chip (SOC). SOC ICs are designed using predesigned and pre-verified 
blocks known as intellectual property (IP) blocks, cores, or virtual components [68]. The 
IP blocks are obtained from various internal or third-party sources and are then 
combined on a single chip. The core internal blocks of a SOC IC can include embedded 
microprocessor block, memory blocks, interface blocks and analog blocks as well as being 
programable through software libraries and drivers which access their real-time 
operating systems and kernels [68]. 
Many of the smart meters and energy monitoring devices in use in either residential, 
commercial, or industrially are designed and built around the energy monitoring SOC 
IC. Table A.1 details a selection of SOC energy monitors. These SOC’s differentiate 
themselves based upon the number of current and voltage measurement channels, the 
type and resolution of the ADC functions, availability of on-chip microcontroller blocks, 
on-chip memory blocks and on-chip communication blocks. 
While the energy monitor SOC provides all the functionality to capture and process the 
physical voltage and current values to produce the electrical power and energy 
parameters at high speed and high accuracy, all SOCs still require external components 
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to interface with measurement sensors, provide power and facilitate additional 
communications methods. Figure A.1 shows a basic (minimum component) Cirrus Logic 
CS5460A energy monitor SOC module. This module will still require interfacing 
components for the voltage (230VAC) and current (i.e., 0-100A) sensors. A power supply 
is also required. 
Figure A.1. Cirrus Logic CS5460A SOC basic (minimum component) circuit board. 
 
 









While the CS5460A SOC board above can be interfaced at low-cost, Figure A.2 shows a 
complete energy monitoring solution based upon a Vango Technologies V9881 SOC. The 
system connects directly to 230VAC and a 1000:1 CT for current measurement to 100A. 
The system interfaces directly via a Maxim Integrated MAX485 to provide 
communications using the RS485/Modbus RTU protocol. This system board 
(manufacturers Part No. PZEM016) costs less than $20. 
A.2. Commercial (residential) energy monitors 
A survey of available commercial energy monitoring devices was conducted to review 
available devices. While this survey is not exhaustive, it is designed to show the 
variety/types of energy monitors available on the market. This survey will also show 
that in general many of the energy monitors are not suitable for energy research 
studies. A commercial energy monitor is a device that is designed and marketed to the 
end user, typically the resident in a household. Commercial monitors have also been 
called residential monitors. They are generally single-phase, but three-phase models are 
available. Whilst it is strongly recommended by the suppliers of such devices that they 
are to be fitted by a licenced technician, some models which only require the fitting of a 
simple split-core current transformer (CT) can be fitted by the end user. 
Energy monitors that are designed for a single appliance plug-load (i.e., for intrusive 
load monitoring) can be fitted and use by the end user resident. These energy monitors 
are generally for connecting at a single power socket and are generally limited to loads 
of 10A or less in Australia. However, there are 15A (and possibly 20A) devices available. 
Two typical single-plug energy monitors are shown in Figure A.3 below. The device is 
connected in series with the load at or near the wall power socket and will measure the 
energy consumption of the devices connected to it. Commercial single plug-load energy 
monitors typically provide in-house display (IHD) of voltage (V), current (A), real power 
(W), energy (kWh) and cost ($) based upon the input of generally a single tariff value. 
The accuracy of these devices is typically in the range of 1-5%. Monitored parameters 
are sampled or logged at a rate normally greater than one minute and often at 10 to 15-
minute intervals. These devices typically cost between $20 and $50. Nearly all these 
monitors do not allow external access to the measured data, however more expensive 




Figure A.3. Single plug-load energy monitoring devices. 
 
A single plug-load device will provide monitoring for single appliances and would 
generally be used to manage larger energy consuming loads such as air conditioners, 
refrigerators, space heaters and dish washers. All management is carried out via the 
monitors IHD. There are some more sophisticated single plug-load devices that can 
communicate their measured parameters to a gateway (usually via Wi-Fi, Zigbee or 
Bluetooth) which then stores the data either locally or on an Internet based server (i.e., 
cloud based). The cost of individual sensors and gateways is in the range of $100-$300 
per device. These more sophisticated device gateways can also be connected to sensors in 
switchboards which will provide energy monitoring at the households or buildings 
supply point. Because of the  low sampling rates, low logging rates and limited data 
storage and lack of access to raw data these devices are generally not suitable for energy 
monitoring studies. If improved sampling and data logging is required, they become 
expensive. 
Commercial energy monitoring devices are connected to the point of supply and monitor 
the composite (total) energy consumed (and/or generated) in a residential household. 
These devices will come as two or three units or sub-assemblies. The first is sensor unit 
or sensor hub for connecting multiple sensors. The sensors are generally split-core 
current transformers in the range of 50-100A. The sensor units are normally installed in 
or at the switchboard which is the building electrical supply point. The second unit is a 
communications hub which communicates with the sensor units. The third assembly is 
an in-house display (IHD) or software that allows network connection with the 
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communications hub to provide visual interface to the data or measured parameters. 
These devices are working in a non-intrusive load monitoring sense. Energy monitors of 
this sort are more sophisticated than the single plug-load type. They can measure 
voltage (V), current (A), power (W), power factor, frequency (Hz), energy (kWh) and cost 
($). While all units will calculate cost based on at least one input tariff some units can 
calculate cost based on multiple tariffs. Some units also measure additional 
environment parameters such as indoor temperature and humidity. Figure A.4 shows 
two examples of a point-of-supply energy monitor. 
Figure A.4. Two examples of commercially available point-of-supply energy monitors. 
 
The sampling and data logging capability of the point-of-supply devices varies 
considerably and is based upon price. The less expensive device costing around $100-
$200 will have sampling and logging at the 10 to 15-minute interval and will not 
generally store or have available for download more than one month of data. More 
expensive units will provide logging at a higher rate i.e., at the 1 minute per sample and 
have this data available for download for a much longer period. Some units provide 
gateways to Internet servers/portals which can store and report on data for an extended 
period i.e., years. Some such as Smappee1 claim to be able to sample energy parameters 




1 Smappee website http://www.smappee.com/au/energy-monitor accessed 8/8/2018. 
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A.3. Industrial energy and power monitors 
Industrial energy monitors come in a large variety of types designed to provide energy 
monitoring of electrical energy at points of supply. If used in a residential or small 
commercial environment such devices would typically be installed at the main point of 
supply, thus capturing total energy consumption. For larger commercial and industrial 
sites these devices will be installed at various points of electricity supply for various 
facilities, buildings, processes, and equipment that requires its energy to be monitored. 
Many of these devices can interface with industrial monitoring, control and supervisory 
management equipment and can often be integral to not only the efficiency of such plant 
and equipment but also their safe and optimum production performance. 
As with commercially available energy monitoring devices, industrial devices are 
available in many different forms and have available energy parameters depending 
upon cost. Industrial energy monitoring devices are differentiated from commercial 
devices as they almost always are connected at electrical switchboards, require a 
licenced electrical worker to fit them, are more ruggedly constructed (to AS/NZS 
standards including for parameters like high ingress protection (IP) etc.), are 
constructed to integrate easily into electrical switchboards (i.e. DIN rail) and will be 
connected either in-line with supply (resistive shunts, hall-effect measurement) or using 
current transformers (CT). Such devices also provide for the measurement of much 
larger current levels. Both single-phase and three-phase devices are available. Figure 
A.5 shows a range of industrial energy monitors. 
The industrial energy monitoring device generally does not have the ability/functionality 
to log data. The focus of these devices is to measure the electrical parameters and to 
provide a communications mechanism. Both the number of electrical energy parameters 
and communications mechanism vary according to cost. Low-cost industrial devices will 
normally only provide a small readout on the device and perhaps a pulse output 
proportional to energy consumption i.e., 1600 pulse per 1kWh of energy. Low-cost single-
phase devices range in value from $20 to $50, while low-cost three-phase devices cost 




Figure A.5. Examples of industrial energy monitors. 
 
More expensive single and three-phase industrial energy monitors i.e., $100-$500 will 
provide serial (RS232/RS485/Modbus), ethernet or Wi-Fi communications. Some devices 
have proprietary data logger/gateway devices that allow the connection of multiple 
energy monitor devices for data logging, data storage or data transfer to Internet-based 
servers. Such devices/modules generally cost more than $1000. Note however such 
devices also have trade-offs in terms of data logging rate and total data storage capacity. 
Most RS485/Modbus serial interfaces can be polled for their register data at less than 
once per second given that the device is updating at a greater rate. However, in many 
situations where the polling device (Modbus master) has limited memory then often 
industrial energy monitors will log data at intervals of 1 minute or greater. 
A.4. Solar PV energy monitoring 
A part of a roof-top solar photovoltaic (PV) cell installation an inverter and smart meter 
are also installed. A smart meter is required if the current utility owned meter does not 
provide for an in-feed tariff for the excess energy generated but not used in the 
residence. In addition, many solar PV systems provide an access to energy monitoring 
data. This is usually achieved either through an in-house display (IHD) and/or a Wi-Fi 
or ethernet network connection to the home/resident’s internal network. If the home 
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network is connected to the Internet, then the solar PV system will often send/upload 
data to an Internet server provided by the solar PV vendor. Figure A.6 shows such a 
system where the solar PV system controller is connected to two CTs to measure 
generated and total current, connected to measure voltage and connected via ethernet 
cable to the local home network. The home network is connected to the Internet. 
Figure A.6. Enphase2 solar PV energy monitor and connection of two CTs at point-of-
supply. 
 
The solar PV energy monitoring system can provide both energy consumption and 
generation data. A web-based interface is provided by the solar PV data which is 
uploaded at 15-minute intervals to the vendors Internet webserver. The webserver 
interface can provide the resident with near real-time data as to the performance of the 
solar PV generation and households energy consumption. Data is also stored longer 
term to provide reporting of the longer-term performance of the solar PV systems. 
Figure A.7 displays one of the interface screens for a solar PV system which provides 
feedback (graphs and totals) for both consumption and generation. 
  
 
2 Enphase solar PV system using Enphase micro-inverters at each PV array. Webserver URL is 
https://enlighten.enphaseenergy.com accessed 20/8/2018. 
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Figure A.7. Enphase solar PV system webserver interface providing summary of weekly 
consumption and generation. 
 
A.5. Smart meters 
Smart meters are “intelligent meters” installed at electricity customers point of supply 
and record the customers electrical energy consumption. Smart meters have the 
following functionality [69]: 
 Real-time or near-time recording of energy use and local generation. 
 Communication of recorded data both locally and remotely. 
 Remote control or limitation of energy throughput through the meter. 
 Interconnection to premises-based networks and devices. 
 Ability to read and record other on-premises or nearby commodity meters and 
smart-devices. 
Smart metering is not just limited to electricity, they can be used for gas and water 
consumption and control as well. “Intelligence” is incorporated into most electricity 
meters. They can perform three basic functions: measure electricity consumed or 
generated; remotely switch customers off, and remotely control the maximum electricity 
consumption [69].  
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The benefits of smart meters include lowering metering cost, energy savings for 
customers, more reliability of supply, variable pricing schemes (tariffs), and fraud 
detection. Future benefits are also seen to exist in distributed generation and demand 
side management. Many countries including across the European Union (EU), Canada, 
USA (California) and Australia (Victoria) have experienced the large-scale roll-out of 
smart metering. The availability to customers is generally driven by both government 
and private (commercial) initiatives. Where electricity has been privatised there has 
been strong commercial incentives for the rollout of smart meters. 
Rationalisation of energy markets, including electricity markets, has been ongoing 
globally across both the developed and undeveloped world for the past four decades. In 
Australia, the liberalization (privatization) of the electricity markets is a more recent 
phenomenon. Once the sole jurisdiction of State governments, the Commonwealth 
government now participates in energy market legislation and regulation. State 
governments on the eastern seaboard have privatised both the electricity and gas supply 
markets and have invited Federal legislation/regulation through the Coalition of 
Australian Governments (COAG). Note that Western Australia (WA) and Northern 
Territory are not party to this agreement with respect to electricity supply. WA has had 
a deregulated (privatised) retail gas market since 2004. The Economic Regulatory 
Authority (ERA)3 in WA is responsible for the regulation of all energy supply utilities. 
Thus, in the eastern States customers are more likely to have smart meters installed. In 
WA, the electricity utilities only install smart meters into new installation and only 
have been retrofitting where dual tariffs are required i.e., where roof-top solar PV or 
other renewable generation is connected to the grid. 
Another critical issue related to smart meters and more generally to advanced metering 
infrastructure (AMI) is that of data privacy. This issue is recognised worldwide [70] and 
can be summarised as causing privacy concerns in the following ways: 
i. Illegal use – burglars finding out when homes are unoccupied, stalkers tracking 
the movement of their victims. 
ii. Commercial use – targeted advertising, insurance adjustment. 
iii. Uses by law enforcement agencies – detection of illegal activities, verifying 
defendant’s claims. 
 
3 ERA was established in 2003 under the Economic Regulatory Authority Act 2003 (WA). 
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iv. Use by third parties for legal purposes – custody battles, landlord-tenant 
disputes. 
v. Use by family members and other co-inhabitants – spying on one another, 
partners investigation of each other’s behaviour. 
Despite the above issues McKenna et al. see smart metering to having application to 
system balancing and transmission network power flows, demand reduction, demand 
response, retail billing, feedback within the home, wholesale settlement, fast demand 
response, distribution system operation and planning, voltage and power quality, outage 
detection and fault location, operation nearer firm capacity constraints, and planning 
reinforcement. These applications encompass much of the operational requirements of 
an electrical grid. While there has been penetration of smart meters into customers 
premises the above application remain potential in nature only. Privacy and data 
ownership issues can be seen as prohibiting wide scale access to and use of smart meter 
data. 
While the EU has Article 8 of the European Convention on Human Rights which 
provides every EU citizen with “the right to respect for his private life and family, his 
home and his correspondence”, and that there shall be no interference by public 
authorities with the exercise of these privacy rights except in case of the “interests of 
national security” [73], other countries do not have such levels of protection. In 
Australia privacy has been traditionally protected by common law torts, but more 
recently by the much amended The Privacy Act 1988 (Cth). This Commonwealth law 
was originally directed at the public service but has been subsequently amended to 
include the private sector. The crux of this legislation is the “Australian Privacy 
Principles” (APP). The Office of the Australian Information Commissioners (OAIC) 
provides an extensive set of guidelines as to the implementation and application of the 
APPs.4 Despite the Privacy Act 1988 (Cth), all eight jurisdictions have their own privacy 
laws or approaches to privacy law. WA has no privacy legislation. What does this mean 
for the use of smart meter data in WA? As the supply utilities own the smart meter 
connected at the customers premises the data is owned by the utility. While the 
protection of this private data is covered by the APPs and a smattering of WA State 
legislation such as State Records Act 2000 (WA), Freedom of Information Act 1992 (WA), 
Restraining Orders Act 1997 (WA), Spent Convictions Act 1988 (WA), and 
 
4 Office of the Australian Information Commissioner (OAIC) APP Guidelines website 
https://www.oaic.gov.au/agencies-and-organisations/app-guidelines/ accessed 25/8/2018. 
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Telecommunications (Interception and Access) Western Australia 1996 (WA), any access 
to or use of smart meter data is not possible. This remains to be the state of play in WA 
for the foreseeable future. 
There has been much hype regarding the potential of smart metering in the building 
energy use and conservation space. This potential is always mapped to the “potential” to 
reduce the large proportion of global energy buildings consume, as well as the potential 
to greatly reduce GHG emissions. However, in Australia at least, this potential will not 
be realised. With a continuing push to privatise all energy supply utilities in Australia, 
and open supply to the brutality of the market, there are too many conflicts of 
(commercial) interest that will prevent efficiency benefits to flow to communities and the 
environment. Smart metering will only play a role within the walls of the supply utility 





The BEEST - Design and construction of the experimental facilities and 
simulation 
B.0 Introduction 
This Appendix describes the design, construction, and verification testing of the BEEST. 
The first section describes in detail the design of each of the five modules that make up 
the BEEST. The second section provides a description of the actual construction of the 
BEEST and its initial testing. The next section describes the methodology of using a 
switched load box to simulate a load profile. The source of load profiles that were used in 
this research is described next. The method for choosing the value of the actual load that 
are used in the switched load boxes is discussed and the process of selecting a set of load 
values is discussed in the next section. Having chosen a set of load values the process for 
generating the switching sequence is detailed as well as the how the loads are mapped to 
the switching sequence. The verification testing uses a set of step function load profiles to 
compare the input load using the two Eastron reference energy meters is described next. 
The next section discusses the use of light globes as loads for the switched load boxes and 
evaluates their accuracy and stability. The ground truth for the simulations is provided 
by the two Eastron reference energy meters and their role in this function is discussed. 
The issues of supply voltage variation and the timing between the two reference energy 
meters and the four DUT are discussed in the last two section of this Appendix. 
B.1 Design and development of the BEEST 
The overall design of the BEEST is shown in Figure B.1. The BEEST is made up of 5 
modules that go together to provide the simulation function as follows: 
1. Power supply module 
The power supply module provides 230V AC 10A electrical power for use by the load box 
modules so that they can simulate the electrical load profile of a building. The power 
supplied to the load boxes passes through the measurement module where the total power 
consumption is measured and monitored by the energy monitoring devices under test. 
The power supply module is depicted in Figure B.2. It is made up of a 20A main isolation 
switch, 10A combined circuit breaker and residual current device (Type A 30mA RCD) 
and two industrial Class-1 energy meters i.e., Eastron SDM230 and Eastron SDM120CT. 
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The SDM230 utilises an internal resistive shunt while the SDM120CT use a split-core 
current transformer for current measurement. 
The Easton energy meters are used to provide a reference measurement against which 
the actual energy meters under test can be compared with during simulations. Both the 
Eastron SDM230 and SDM120CT energy monitors are Class 1 (IEC62053-211) and Class 
B (EN50470-32) accuracy energy measurement meters. They also provide a 
RS485/Modbus-RTU interface so that measured parameters can be accessed externally. 
The RS485/Modbus interface is connected to a RS485-to-USB converter which is then 
connected to the USB port of a Windows 10 PC. 
Figure B.1. BEEST block diagram showing the interconnection of the modules. 
 
 
1 IEC62053 Electricity measurement equipment (a.c.) Part 21 Static meters for active energy, 
International Electrotechnical Commission (IEC), 2003. 
2 EN 50470-3 Electricity metering equipment (a.c.) - Part 3: Particular requirements - Static meters 
for active energy (class indexes A, B and C), European Standards 2006. 
243 
 
Software written in VB.net using the EasyModbus.dll was used to capture and log the 
measured parameters to the PC hard drive in a comma separated (CSV) format. Energy 
parameter data values were logged up to a 500ms rate. In most cases, a logging rate of 1-
seocond, 25-seconds or 1-minute was used. 
The Power Supply module was connected to a standard wall outlet (GPO) to provide 230V 
AC at up to 10A. 10A is the maximum current flow permitted3 and a 10A circuit breaker 
was installed in the module to ensure this maximum was not exceeded. As the Power 
Supply module was fitted with a flexible cable and 230V three pin plug the module was 
tested and tagged in accordance with AS/NZS3760:2010 - In-service safety inspection and 
testing of electrical equipment.4 
2. Measurement module 
The measurement module was designed to facilitate the measurement of energy 
consumed by the connected load boxes. The load boxes had their load values varied by a 
switching sequence provided by the load box microcontroller module. to simulate a 
building energy load profile. Measurement of electrical power and energy in the 
measurement module was provided through direct voltage measurement and current 
measurement using a split-core current transformer. Figure B.3 shows the circuit for the 
measurement module. 
The split-core transformers of the energy monitor under test were placed on the 5-turn 
coil of the active conductor. With a maximum current of 10A being supplied from the 
supply module a five 5-turn coil of the active loop will provide a magnetic field equivalent 
to that produced by 50A for the current transformers. 
 
 
3 ASNZS 3112:2017 Approval and test specification - Plugs and socket-outlets 
4 Note: The research student has been trained and assessed to be competent to under testing of 
appliances to AS/NZS3760:2101. Refer TTT05037. 
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This assumes a linear summation of the magnetic field provided by the current. The 
linearity of the magnetic field was tested and calibrated with a Fluke 435 Power Analyser 
and a TestRite T-375 Clamp Meter. 
Two 5-turn coils as well as a single turn coil are provided on the Measurement Module. 
The single turn coil will be used for calibration and checking actual current levels while 
the two five 5-turn coils will allow for all energy monitors to be tested simultaneously on 
the same energy load profile. 
3. Load box modules 
The BEEST used three load boxes to provide the simulated building load. As discussed 
above, the light globe loads will be a linear resistive load, the fluorescent and LED globes 
will be a resistive non-linear load, and the fan motors will provide a linear inductive load. 
These loads, when combined provided a total load with a power factor between 0.7 and 
1.0, which is the range normally expected in a building.  
Each load box was fitted with a digital programable 8-relay interface board. Switching 
sequences were provided from the microcontroller module in real time to switch the total 
load to mimic a true building electrical load profile. A mixture of load values using globe 
wattage values and fan motor sizes were provided in the 24 available switched connections 
to provide a variety of possible switched load values. Typically, a mixture of 70W, 53W, 
15W, 11W, 10W, 7W and 5W light globes were used as well as 5W and 30W fan motors. 
Each of the individual loads (i.e., light globes and fans) were calibrated to check their 
actual measured load value and load stability over time before being used in the load 
boxes. The load box module circuit is shown in Figure B.4. 
4. Load box controller module 
The three load boxes used with the power supply and measurement modules were 
controlled by a microcontroller. The microcontroller used was an Arduino Mega 2560 R3. 
The microcontroller module also contains two power supplies i.e., 9VDC and 5VDC, as 
well as a connection PCB which acts as the backplane for the three eight-pin (8) data 
connectors and three two-pin (2) power connectors. The 2-pin power connectors provide 
the 5VDC required by the programable relay boards in each of the load boxes, while the 
8-pin connectors provide the connection between the digital I/O ports of the 
microcontroller and the digital inputs of the programmable relay boards. 
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The Arduino Mega microcontroller was programmed via an onboard USB port through 
the Arduino integrated development environment (IDE) using the C++ programming 
language. The Arduino Mega is fitted with a real-time clock (RTC) and SD memory card 
reader shield. The RTC allows the program to be synchronised to real time and the SD 
card allows various building energy load profiles to be stored and then read from the 
memory card. Figure B.4 shows the connections required between the microcontroller 
module and load box module. 
 
5. Internet communications module 
The trend is currently for commercial energy monitors to have their data logged and made 
available via web and data servers in the Internet cloud. All the commercial energy 
monitors to be tested in this project communicate with cloud-based data and web servers. 
Figure B.5 shows the connection and communications undertaken by the BEEST’s 
Internet Communications module. 
Each of the commercial energy monitors obtain current measurements using split-core 
current transformers, which are clipped around the five-turn coil carrying the load box 
current at the Measurement module.  
Voltage measurements are made through the connection of the energy monitors three-pin 
plugs to the GPOs located on the module. The connection method and communication 
process employed by each of the commercial energy monitors (the DUT) are described as 
follows: 
a. Open Energy 
The Open Energy Monitor uses a split-core current transformer for its current 
measurements and a 230V to 9V AC-AC transformer for voltage 
measurements. The 9V AC-AC transformer plugs directly into a standard GPO. 
The energy monitors main unit is directly connected to the current transformer 
and is connected to the Internet via an ethernet cable wired to the internet 
modules DLINK repeater/router. Communication is then facilitated through 
the Telstra 4GX Mobile Broadband modem to the required data and web server. 
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The Smappee energy monitor consists of two parts. A split-core current 
transformer provides the current measurement while the main unit connect 
via a 230V three pin plug to a standard GPO to be powered and to measure the 
voltage. The Smappee main unit communicates to its web and data server via 
Wi-Fi through the DLINK repeater/router and the Telstra 4GX mobile 
broadband modem. 
c. Enlighten Efergy. 
The Efergy monitor has three components. A split-core current transformer 
connects to a Wi-Fi transmitter device which communicates with its main unit. 
The Efergy main unit then communicates via an ethernet port/cable with the 
DLINK repeater/router which in turn connects via the Telstra 4GX mobile 
broadband modem to the Internet. Communications with the Efergy web and 
data server is accomplished in this way. 
d. Power Tracker 
The Power Tracker energy monitor uses a split-core current transformer that 
is attached to a Wi-I transmitter. A 230V three pin plug was fitted to the sensor 
unit to allow it to power and measure voltage. The sensor unit communicates 
with the main unit which is also a Wi-Fi network router. The main unit of the 
Power Tracker is connected to the DLINK repeater/router via an ethernet cable 
connected to its WAN port. Like the other monitors, the Power Tracker 
communicates with its web and data server via the Telstra 4GX mobile 
broadband modem. 
The energy monitor data from the DUT was uploaded to the Internet data servers and 
could be viewed or download using the web server interfaces provided by each of the 
commercial energy monitor providers. The reference energy monitoring provided by the 
industrial Class-1 energy meters i.e., SDM230 and SDM120CT was stored to the hard 








B.2 Construction and testing the BEEST. 
The BEEST was constructed based upon the specifications and designs detailed above. 
The assembly, wiring and components used all comply with AS/NZS3000:2007 Electrical 
installations, AS/NZS 3008:2017 Electrical installations – selections of cables, AS/NZS 
3100:2017 Approval and test specification – general requirements of electrical equipment, 
ASNZS 3112:2017 Approval and test specification – Plugs and socket-outlets and AS/NZS 
3820:2009 Electrical safety requirements for electrical equipment. Post construction 
testing has been undertaken as required by AS/NZS 3000:2007 and AS/NZS 3760:2010. 
The BEEST was designed and constructed by the researcher using workshop facilities 
located at the researcher’s residence. An estimated total of 560 manhours has been used 
to design, construct, and test the BEEST. An additional 90 manhours have been dedicated 
to the programming of software for processing of the energy profile data and the load box 
microcontroller control software. 
Figure B.6 shows a photograph of the BEEST in operating mode while testing the four 
devices under test. A photograph of the power supply module is shown in Figure B.7. 
Figure B.8 is a photograph that shows the three Load Box and Microcontroller Modules 
including the Arduino Mega 2560 R3 microcontroller, power supply modules and the 8-
relay module which provide the switching of the 230V for each of the 24 loads.  A 
























B.3 The “switched load box” approach to simulation. 
The BEEST is a physical simulation of a building’s load with an actual building’s energy 
profile as the input. The input load profile is in the form of a data time-series with each 
data point at a predetermined fixed period. The output is a switching sequence of 24-bits 
which controls three load boxes each of eight individual loads providing a total of 24 
individual switched loads. The building energy consumption being simulated can be 
measured using the current transformer sensors of energy monitors that are under 
evaluation (DUT) or being used for data collection. 
For this research, an energy load profile is generally either a time series of real power 
values in watts (W) or a time series of energy consumption values in watt hours (Wh). The 
BEEST can use either as its input. Energy load profiles based upon real power values are 
often data logged at higher rates (1-second to 5-minutes) and represent the average real 
power used in that period while energy load profiles based upon energy consumed are 
data logged at much lower rates (5-minutes to 30-minutes) and represent the cumulative 
energy consumed in each period. 
The period of the time series will depend upon how the energy profile was obtained or 
generated. Figure B.10 shows a block diagram representation of the BEEST simulator. 
Figure B.11 shows an example energy load profile time-series stored in the 
microcontroller. The microcontroller produces a 24-bit switching sequence at each time-
series period. The total combined switched load at each time-series period is equal to the 
real power amplitude of the input. At the next time series epoch, a new switching sequence 
is sent to the load boxes to switch ON or OFF the loads. The real power value of the input 
is measured by the DUT. The output of the energy monitor DUT is a 5-times 
representation of the actual energy consumed due to the 5-turn coils of the current 
carrying conductor. By using a multiple of 5-times means that a standard 10A GPO can 
be used to simulate up to 50A. In this way a residential building’s full energy load profile 




Figure B.10. Block diagram representation of the BEEST simulation process. 
 
Figure B.11. Daily load profiles based on real power (W) from (a) 1-second data logging 




Central to the simulation is the conversion of an input energy load profile time-series into 
a 24-bit switching sequence. The input energy load profile can be sourced from multiple 
places. Section 5.5 provides details of how and where input energy load profiles time-
series were sourced.  
Figure B.12 shows two energy profiles based upon cumulative energy data for a 5-minute 
data logging rate and a 30-minute data logging rate. Note that each sample or 
measurement reading is normally plotted as a bar graph for energy-based load profiles. 
This is because the value represents the total cumulative energy consumed during each 
period. Energy consumed is calculated as sum of measured power values divided by the 
power measurement power sampling or logging rate. Many energy monitors can provide 
both power data and energy data logging. 
Figure B.12. Daily load profiles based on cumulative energy (Wh) from (a) 5-minute data 






B.4 Source of energy profiles to simulate. 
The load profiles utilised in the BEEST simulations were selected from a set of real power 
load profiles collected by an SDM120CT energy meter and a data acquisition developed 
by the researcher using RS485/Modbus VB.net libraries. The data acquisition was 
achieved using a serial to USB interface for a small form factor IBM ThinkCentre PC 
running Windows 10 Professional. The load profile data was logged at a 1-second and 1-
minute logging rates. The load profiles are of the aggregated electrical usage of the 
researchers’ 3-bedroom brick and tile residence. The load profiles were selected from a set 
of data collected over the 2017 to 2020 period. All load profiles selected were chosen from 
2019 energy use data. A set of 70 load profiles were used in the BEEST simulations. 
B.5 Choosing the loads for simulation. 
The individual loads used in the load boxes were a variety of light globes and induction 
fan motors. Each load box was wired with seven (7) light globe bayonet connectors and a 
double-outlet GPO. A fan motor was plugged into one of the GPO outlets. The light globe 
bayonet connectors are rated at 230V/3A and the GPO at 230V/10A. The maximum 
wattage of each light globe that can be used with the bayonet connector is 690W. The 
maximum wattage device which can be connected to the double outlet GPO is 2300W.5 
The light globes and fans motors used with the load boxes are considerably below these 
rating values. As well as providing an inductive load for each load box the fan motors also 
provided a cooling function. Figure B.4 shows a schematic diagram of the load box 
connections. Figure B.13 shows a photograph of the actual load box configured with 7 light 
globes and an induction fan motor. 
  
 
5 Note the maximum power permitted when using three load boxes is 2300W as the BEEST is 
supplied from a single 230V/10 GPO. Each load box is permitted 1/3 of 2300W i.e., 766W as all load 
boxes are connected to supply via GPOs in the BEEST measurement module.  
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Figure B.13. A photograph of a load box module showing 7-light globe and 1-fan motor 
load. 
 
Each of the load boxes was configured so that each individual load corresponds to a bit-
position of the 8-bit relay interface. Thus, selecting a bit-position on the 8-bit interface 
will close the normally open (NO) contact of the corresponding relay and supply the 
connected load. An input of [0, 1, 1, 0, 0, 0, 1, 1] will close the relay contacts on relays R0, 
R1, R5 and R6 and supply their connected loads where the loads can be written as: 
  = [  ,   ,   ,   ,   ,   ,   ,   ] Eq.B.1 
 
The total load provided by the load box with this switching configuration will be the sum 
of the loads i.e.,        =    +     +     +   . This means that each load box will have  2
  =
64 possible switching combinations. The three load boxes used together means that there 
is 2   = 16, 777, 216 possible switching combinations. Key to the simulation task for a 
given set of known 24 individual load values is to determine the configuration of 
switchable loads that best represent a buildings load profile. The approach taken to 
determine a “best configuration” is discussed in the next section. 
B.6 Finding the “best” load box configuration. 
The 3 load boxes are connected to the 230 V single ac phase supply via the BEEST 
measurement module GPO outlets. The load boxes need to draw a current from the supply 
so that the power or energy consumed is the same as a residential building. Typically, 
residential buildings in Australia with a single-phase AC supply have a peak power use 
of up to approximately 6kW at any given time. Peak power is dependent upon many 
factors. Power use is dependent upon resident behaviour, the number of residents, the 
appliances and loads connected, the time of day, temperature and humidity, the type of 
building and other factors [4]. However, an analysis of the SGSCCTD secondary energy 
profile database [135] shows that a power of level of 6kW is rarely exceeded, and only for 
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short durations in residential buildings. The BEEST 5-loop measurement module was 
calibrated and found to be accurate (±1.0% of reading) and linear across the range of 
currents required for a valid residential building simulation i.e., 0 - 50A or 0 – 11.5kW. In 
this way the BEEST is able to simulate a maximum current of up to 50A when supplied 
by a 10A GPO. 
The wattage of the available loads i.e., light globes and fan motors are given in Table B.1 
below. Values of 30W, 30W and 5W were chosen for the fan motors in the three load boxes. 
These fan motors are connected to the load boxes using the GPO outlets or via bayonet 
connectors. A 450W halogen lamp was also connected to the load boxes as a fixed load. 
The 450W lamp was connected via a GPO. Using the three fan motors and 450W lamp 
mean that 4 of the 24 individual load box loads are predetermined i.e., loads of 450W, 
30W, 30W and 5W, respectively. The question is then which of the available load wattages 
should be used as the remaining 20 individual loads to best represent the loads of a 
residential building? 
Table B.1. Available light globe and fan motor wattages for use as loads in the load boxes. 
 
The factors considered in determining the 20 individual loads are as follows: 
a) The total load required i.e., maximum power to be simulated. 
b) Load step size (magnitude) made/created as loads are switched in and out. 
c) The response time of the switching of loads (rise and fall transient period of the 
relays and loads). 
d) The linearity of the loads. 
e) The power factor of the loads. 
f) Errors between required load to be simulated and the actual switched load. 
The total size of the load to be simulated needs to reflect that of a residential building. To 
determine the total load required, the SGSCCTD energy profile database shows that 
Type Rated value (W) Description Linearity Power factor
Lamp 450 Halogen lamp Linear 1.0
Lamp 70 Incandescent light globe Linear 1.0
Lamp 53 Incandescent light globe Linear 1.0
Lamp 42 Incandescent light globe Linear 1.0
Lamp 25 Incandescent light globe Linear 1.0
Lamp 15 Compact Fluorescent lamp Non-linear 0.5<pf<0.9
Lamp 11 Compact Fluorescent lamp Non-linear 0.5<pf<0.9
Lamp 8 Compact Fluorescent lamp Non-linear 0.5<pf<0.9
Lamp 5 LED lamp Non-linear 0.5<pf<0.9
Lamp 2 LED lamp Non-linear 0.5<pf<0.9
Motor 30 Induction fan motor Linear 0.2<pf<1.0
Motor 5 Induction fan motor Linear 0.2<pf<1.0
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simulating of peak loads up to approximately 6kW is an appropriate value. Thus, the 
BEEST is required to switch loads between 0 and 6kW. 
The load step size that can be switched in and out during simulation is determined by the 
size of the individual load used in the load boxes. From Table B.1 the smallest possible 
load is a 2W LED globe. A 2W load will be measured as a 10W load at the 5-loop coil by 
the DUT. This will constitute the smallest possible switchable load. This is in keeping 
with the minimum load found in most residential buildings. Appliances such as LED 
lamps and USB battery chargers having a 10W rating would be examples of such loads.6 
Using a 5W watt globe in the load box would provide a 25W measurable load. If this were 
the minimum load used in a load box it would still be in keeping with the minimum load 
found in a residential building. A survey of appliances found in a residential building 
would find very few loads below 25W. Also, as found during the calibration of the DUT 
described in Appendix C, most of the DUT had difficulty resolving load changes less than 
25W. 
Residential building loads are switched on and off in a variety of ways. They will generally 
be controlled by either a mechanical switch, electro-mechanical relay, or a solid-state 
relay. Lighting and appliances such as kettles, irons, electric ovens, and heaters use 
mechanical switches. Electro-mechanical relays are often used in washing machines, 
refrigerators, clothes dryers, larger electric heaters, and air-conditioning while solid-state 
relays can be found in electronic devices such as computers, printers, televisions, 
microwave ovens and other entertainment devices.  
The switching or operating time7 of a mechanical switch is dependent upon the type, 
operation, and construction. Typically, a mechanical switch’s operating time will be in the 
order of hundreds of milliseconds. An electro-mechanical relay operating time will be 
typically 3 – 50 milliseconds with 50 millisecond operation considered as slow. Solid-state 
 
6 Note that many low wattage USB battery chargers will supply a load based upon the charging 
rate and capacity of the battery being charged. This load could be anywhere between 0 and its 
maximum power rating. 
7 Switching or operating time is defined as the time between the moment the rated voltage is 
applied to the coil and to when the contact operates. Note that generally make-time and break-
time will be different. Operating time is dependent upon the construction of the relay, shape of the 
contacts, applied voltage and current, and coil temperature. Refer to 
http://www.omron.com.au/service_support/technical_guide/general_purpose_relay/further_inform
ation.asp. Accessed 13/7/2019. 
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relays have a typical operating time of 1 millisecond or less.8 The use of electro-mechanical 
relays to switch loads on-off during simulation provides an adequate compromise between 
the operating times of all the appliances and loads found in a residential building.  The 
rise and decay time of loads will also impact the overall simulation of loads. The BEEST 
has been designed to simulate the aggregate (total) power or energy in a building at any 
instant in time. Given that an electro-mechanical relay’s operating time is an adequate 
representation of switching time in a residential building, and that the current rise and 
decay times of the various light globes and fan motors are also an adequate representation 
of building loads then the aggregate load as measured at point of supply can be considered 
an adequate representation of a building load. 
Note that load disaggregation studies such as undertaken using non-intrusive load 
monitoring (NILM) techniques may require a better switching and load response time if 
a physical simulation is to be a valid representative of a residential buildings power or 
energy consumption. NILM approaches are not within the scope of the current research, 
however NILM techniques could utilise simulation methods as used by the BEEST. 
Further research would be necessary if NILM techniques based on frequency response or 
frequency spectrum features were employed to extracted individual load information from 
a physically simulated aggregate load. 
The linearity of loads needs to be considered for a valid simulation. Many modern 
appliances are electronic and utilise switch-mode power supplies. Switching power 
supplies are non-linear. LED and compact fluorescent lamps (CFL) are non-linear loads. 
The low wattage LED and CFL globes are used as loads and with switched power supplies 
provide a non-linear load contribution to the aggregate load that is found in a residential 
building. 
In addition to load linearity the power factor that the load boxes load reflect also needs 
consideration. Generally, a power factor of between 0.8 lagging and 1.0 is required to meet 
regulatory requirements in Australia. Most residential buildings will have a power factor 
that is close to unity i.e., 1.0 but can vary below unity depending upon the nature of the 
loads. Nearly all appliances or loads found in residential building will produce a lagging 
power factor indicating inductive reactive impedance loads. Appliance such as 
refrigerators, washing machines, heating ventilation air condition units (HVAC), 
 
8 Solid-state relays are constructed using a photo sensitive MOSFET device with a LED to activate 
the device. Operating time is dependent upon the LED on-off time. This is approximately 1 
millisecond on time and 0.5 milliseconds off time. 
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swimming pool pumps, electric doors and shutters all have electric motors which have 
impedances that include inductive reactance. These loads will produce a lagging power 
factor. The range of power factors found in a residential building will vary from 0.5 to 1.0 
lagging but will often be close to unity. The inclusion of the three fan motors as individual 
loads in the load boxes provides a small but sufficient inductive reactance to provide a 
small lagging power factor when operating. This is considered sufficient for the simulation 
as the energy and power monitoring is focused on real power and consumed energy in this 
project. 
The minimisation of the errors between the actual load to be simulated and what load is 
possible through switching individual load box loads is important. The Eastron SDM230 
and SDM120CT Class-1 energy meters were used throughout the simulation as a 
reference for the actual measured power and energy. This meant that an accurate value 
was available for comparison with the DUT measured values. 
The process of simulating an actual energy load profile requires the mapping of the power 
values of a set of individual loads to that of the actual required simulation value. An 
example of such a mapping would be to take the following load box configuration: 
          = [70,70,70,53,53,15,30,15,70,53,53,15,15,15,30,15,5,5,5,11,8,2,450,5] Eq.B.2 
 
where each of the values above corresponds to the wattage (W) of the individual loads 
configured in the three load boxes. The          configuration uses the last group of eight 
load values for load box 1, the middle eight load values for load box 2, and the first eight 
load values for load box 3. 
A load box configuration is generated as a combination of the set of 9 unique available 
load values of: 
           = {70, 53, 42, 25, 15, 11, 8, 5, 2} Eq.B.3 
 
 found in Table B.1 above. The 450W lamp and 30W fan motors are not included as they 
will be used in the configuration by default. More generally we represent the load set as: 




for    where   = 0, 1, 2, 3, 4, … , 22, 23. 
The total power available to be provided by the three load boxes is the sum of all the 
configured individual loads i.e.: 





For the above example load configuration        the total power available is: 
     = 5 × 1133 = 5665   Eq.B.6 
 
If the energy load profiles maximum power at any point in time does not exceed      =
5665  then this configuration      meets the requirement for maximum power. The set 
of possible switched load values available that can be generated from combinations of 9 
available loads so as to generate sets of 24 load configurations can be calculated as a 
combination with replacement using the formula: 
  ( ,  ) =
(  +   − 1)!
 ! (  − 1)!
 Eq.B.7 
 
where n is the number of available values and r is the number of values required in each 
set.  
For the load box we use   = 9 i.e., the available load set, and   = 20 the required set of 
configured loads. Note that we do not use   = 24 as four of the load values are 
preconfigured i.e., we use the three fan motors (    = 30 ,    = 30 ,    = 5 ) and the 
lamp    = 450 . Using the above formula, we calculate the number of combinations with 
replacement possible as: 
  (9,20) = 3,108,105 Eq.B.8 
 
 A heuristic algorithm to choose the load box configuration is described as follows: 
i. Generate a list of length 20 of combinations with replacement from a list of 9 values 
to form all possible configurations. 
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ii. Insert the four predetermined (default) values for the 3 fan motors and high 
wattage lamp into the configuration at the required positions. 
iii. Calculate the sum of all the generated lists to determine the maximum possible 
load from each configuration. 
iv. Choose the set of configurations whose maximum load is in the range of values 
required for the configuration i.e., choose configurations with loads between 
5900W and 6100W. 
v. Determine the number of unique values from the available loads for each of the 
configurations from (iv). 
vi. Find the subset of lists from (v) that uses the most (highest) unique load values 
available. 
vii. From (vi) select an appropriate configuration. 
Using the 9 available load values in Table B.1 the number of possible configurations, given 
4 values are predetermined i.e., two 30W motors, one 5W motor and a 450W lamp, then 
as before: 
  (9,20) = 3,108,105 Eq.B.9 
 
Choosing values of maximum power in the range of 6000<P<6009W creates a list of 3784 
possible configurations. Next find the number of unique load values used in each of the 
3784 configurations which is 9, create a subset of those configurations which gives a list 
of 171 possible configurations. Choosing the first configuration gives the following set of 
load values: 
      = [70, 70, 70, 70, 70, 70, 30, 70, 53, 42, 25, 15, 15, 11, 30, 11, 8, 8, 2, 2, 2, 2, 5, 450] Eq.B.10 
 
The use of all possible load values available should provide the minimum error between 
specified simulated power values and switched power values.  
The Python 3.7 code that was used to generate the above load box configurations is 
provided below in Figure B.14. All code was developed using Jupyter Notebook together 
with the NumPy, math and itertools Python libraries. 
In the next section the generation of the switching sequence from a given load box 
configuration is discussed. 
267 
 
Figure B.14. Flowchart and Python 3.7 code for generating the load box configurations. 
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B.7 Generating the load profile switching sequences. 
Having selected a configuration for the 24 individual loads to be used in the three load 
boxes the next task is to determine the switching sequence that can be used to simulate 
an energy profile. A switching sequence is a 24-bit binary string that can be used by the 
microcontroller to switch the 24 loads ON and OFF as required to provide the load of the 
energy profile. The switching sequence is applied to the loads by the microcontroller at a 
period specified by the energy load profile. If the energy profile has a period of   seconds, 
then the switching sequence is updated every   seconds. 
The following example demonstrates the process of mapping from the energy profile to 
the switching sequence and the resulting load produced by the load boxes. Let: 
 ( ) = [0,0,0,0,0,0,0,0,0,0,0,0,0,0,0,1,1,1,1,1,0,1,0,0] Eq.B.11 
 
 be a switching sequence at time   =  . This is the binary representation of the integer 
500. Let the let the load box configuration be: 
  = [70, 70, 70, 70, 70, 70, 30, 70, 53, 42, 25, 15, 15, 11, 30, 11, 8, 8, 2, 2, 2, 2, 450,5] Eq.B.12 
 
The resulting load produced by the three load boxes at time   is the pairwise or element-
wise multiplication of  ( ) and   i.e.: 
 ( ) = [ ( )  ]  Eq.B.13 
 
 ( ) = [ ( )] [ ]  Eq.B.14 
 
is the Hadamard product where the    elements are multiplied to form a new vector of the 
same length. Thus, for the above example we get: 
 ( ) = [0,0,0,0,0,0,0,0,0,0,0,0,0,0,0,11,8,8,2,2,0,2,0,0] Eq.B.15 
 
This gives a total load box power of: 




This process has provided a binary-encoded switching sequence of the integer 500 which 
produces a load box total power of 165W. 
The steps in the process of finding the set of switching sequences that can be used to 
encode an energy load profile is as follows: 
i. Select the list of 24 available individual loads. 
ii. Generate a list of all the binary codes possible i.e., 2   = 16,777,216 codes. 
iii. Elementwise (as demonstrated above) multiply each of the binary codes with the 
list of available individual loads. 
iv. Calculate the total power of each of the switching sequences (iii). 
v. Eliminate all duplicate switching sequences from the list of total powers calculated 
in (iv), keeping the first duplicate entry found and their index in the original switch 
sequence list. 
vi. Extract all the unique switching sequence entries from the original list using the 
indexes found in (v). 
vii. The resulting output from the process is three lists (1) list of unique switching 
sequences, (2) list of total power values for each of the switching sequences, and 
(3) list of indexes of where the switching sequences are located in the original list 
of all possible switching sequences binary codes. 
The above approach works to reduce the total search space of possible switching sequences 
and uses the heuristics of elimination of all equivalent sequences, keeping the first found 
as the set of “best” switching sequences for a given set of available loads. Figure B.15 
shows the process as a flow chart together with the Python 3.7 code used to generate the 
set of switching sequences. 
Using the list of available individual loads from above  , which was selected to provide 
loads in the range of 0 ≤   ≤ 6005 , the following is the result of the application of the 
above process: 
i. 2   = 16,777,216 binary codes generated as all possible switching sequences for 24 
loads. 
ii. Calculate the power of each switching sequence and eliminate all duplicates 
keeping the first found.  
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iii. This results in a list of 1198 switching sequences, corresponding list of total power 
for each sequence and list of indexes to original list of all possible switching 
sequences. 
iv. Note the list of resulting index values corresponds to the integer representation of 
the binary switching sequence found in 1198 switching sequences. The number of 
5W steps possible in the range 0 ≤   ≤ 6005  is 1201. Four values did not find a 
switching sequence i.e.,  ( ) = [5, 15, 5990, 6000] were not mapped. They will map 
to the next nearest 5W value. 
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Figure B.15. Flow chart and Python 3.7 code showing the process for generating a set of load box switching sequences for a given set of 
available individual loads. 
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The load box configuration chosen from the set of available loads and the switching 
sequence selected will determine the error between the required load to be simulated i.e., 
the input energy load profile, and the actual switched total load provided by the three load 
boxes. The “ideal” load box configuration and switching sequence would provide an exact 
one-to-one mapping between input energy profile and the load box simulated load. For a 
given maximum power required from the load box, the “ideal” case would be modelled by 
a linear relationship from 0 to the maximum power required. Using the 6005W maximum 
power required example from above, the “ideal” mapping from energy profile to load box 
power would be the linear relationship given by: 
 ( ) =          ∀   0 ≤   ≤ 6005  Eq.B.17 
 
which is the equation of a line with slope equal to 1 and y intercept at 0. A graph of this 
line is shown in Figure B.16 for 0 ≤   ≤ 100 .9 
As discussed above the mapping from energy profile to load box power is that of a digital-
to-analog converter (DAC). The energy profile is encoded as a binary switching sequence 
which controls a series of discrete valued loads. Given that the loads are discrete integer 
valued the best possible mapping would be in steps of 1W for any given energy profile10. 
However, the measurement by the DUT is carried out using a 5-coil loop of the main 
current carrying conductor so the best possible mapping is in steps of 5W. As discussed 
above this step size is similar to the smallest step size of an appliance or load in a 
residential building. Thus, the resulting mapping function is shown in Figure B.16 for 0 ≤




9 The range 0 ≤   ≤ 100  is used as it is easier to visualise the step function. 
10 Generally rated wattage values are given as integer values i.e., such as 8W, 15W or 70W globes 
rated power. 
11 The switching sequence was mapped for 1198 of the 1201 possible steps of 5W in the range of 
0 ≤   ≤ 6005 . Errors at  ( ) = [5, 15, 5990, 6000] will be ±7 . 
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Figure B.16. BEEST energy profile to load box power mapping functions showing “ideal” 
and 5W step for 0 ≤   ≤ 100 . 
 
The 5W step function is a ceiling function that rounds to the nearest 5 rather than the 
nearest integer. An offset of 2.5 is included as the closest value is determined by bisecting 
the interval when implemented in Python 3.7. This function can be stated as: 
 ( ) = ⌈  − 2.5⌉    ∀  Eq.B.18 
 
or calculated in Excel as: 
P(x)=CEILING(x-2.5),5) Eq.B.19 
 
or as a Python v3.7 statement using the ceiling function from the math library: 
P(_x) = math.ceil((x-2.5) / 5) * 5 Eq.B.20 
 
The next section shows how the final switching sequence is generated from an energy load 
profile. The final switching sequence is a list of integers that is passed to the load box 
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microcontroller which then converts them back to the 24-bit binary code to drive the input 
of the load box relay modules. 
B.8 Mapping an energy load profile to a switching sequence. 
The previous two sections described the process of selecting a load box configuration from 
available loads and the generation of a switching sequence based upon the given load box 
configuration. The next process is to produce a switching sequence based on an energy 
profile. There are two approaches. The first is based upon a load profile based on power 
values i.e., Watts (W). The second approach, which requires a pre-processing step, is 
required for load profiles based on energy data i.e., watt hour (Wh) data. 
Energy (Wh) based load profile data is a cumulative value calculated over the period of 
measurement and data logging. An example would be smart meter watt hour data, logged 
every 30-minutes. The watt hour value is the cumulative value of energy consumed in 
each 30-minute period. The energy watt hour value will be calculated from power (W) 
values sampled at a much higher rate i.e., smaller period and then added together during 
the 30-minute period to give a single watt hour value. The original power values are not 
recoverable. To produce the switching sequence, pre-processing of the watt hour data is 
required, and approximate power values can be found by calculating the average power 
levels during the 30-minute period. Figure B.17 shows an energy-based watt hour power 
profile from a smart meter with a data logging period of 30-minutes. Data logged at time 
42 is 1425Wh of energy consumed for that 30-minute period. The average power that 
would consume 1425Wh of energy in 30-minutes is 1425 ℎ ÷ 0.5ℎ = 2850 . 




Given a power-based (W) load profile or an energy-based load profile that has been pre-
processed as described above, the process of mapping an energy profile to a switching 
sequence is as follows: 
i. Convert the list of power step-values obtained in the switching sequence 
generation process to an array. This is for the processing at step (iii). 
ii. Load the energy profile data from file. Map data from string to integer format. 
iii. For each of the energy profile power values find the closest matching power value 
in the switching sequence. Map the closest value to the switching sequence index. 
The index value is the integer representation of the binary switching sequence. 
iv. Save the results to file. 
Figure B.18 shows a flowchart describing the above process and the Python 3.7 code used 
to provide the mapping. The saved file is the switching sequence to be used by the BEEST 
load box microcontroller to switch the individual load box loads to reproduce the energy 
profile. The energy consumed by the load box loads is measured by the DUT. 
The next section provides a description of the verification process undertaken to verify 
the switching sequence identification, generation and mapping process discussed in the 
previous three sections. 
B.9 Testing the load profile simulation (verification) 
The identification, generation, and mapping of the BEEST load box switching sequence 
was validated by examining the errors created by the simulation process. There will be a 
small error between the actual energy profile and energy profile provided by the switching 
sequence. There will also be an error between the switching sequence and measured 
profile at the BEEST load boxes. Again, this error is small. Two Eastron Class-1 industrial 











The verification process used was to simulate a series of “dummy” load profiles and 
measure the total error i.e., the difference between the load profile levels used as the input 
and the output as measured by the two Class-1 Eastron energy meters i.e., the SDM230 
and SDM120CT energy meters. The timing between input and output was also checked 
for errors. The “dummy” load profiles used for verification were staircase patterns of real 
power values. The verification “dummy” load profiles are shown in Figure B.19. The 
100x25 staircase uses steps of 100W for 25-minutes over the 24-hours. The 200x100 
staircase uses 200W steps for 100-minutes while the 500x100 staircase used steps of 500W 
for 100-minutes over the 24-hours. 
Figure B.19. Verification “dummy” staircase load profiles used to test the BEEST 
simulation. 
 
The three-staircase load profile switching sequences were constructed using the above 
individual load selection and switching sequence generation process as 1-minute logging 
rate 24-hour load profiles. The load profiles were simulated by the BEEST. The output 
load profiles were measured and logged by the SDM230 and SDM120CT reference energy 
meters. Table B.2 details a comparison of the statistical features of the original (input) 
load profile, and the simulated load profile as measured by the two reference energy 
meters for the three simulations i.e., 100x25, 200x100, and 500x100 stepped loads. The 
two reference energy meters used a 1-minute logging rate i.e., 1440 samples over 24-
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hours. Table B.3 details a cross-correlation for the three simulations. Figure B.20 shows 
a plot of the input versus output for these three simulations. 
The plots of Figure B.20 show that there is a small error in monitoring when the 
measurement of real power by the 2 reference energy meters is compared with the 
simulation input. The error is due to the following: 
a) Error in mapping the required input value to a simulation switching sequence. 
b) Errors in power value measured due to fluctuations in supply voltage during the 
simulation runs. 
c) Errors due to variations in non-linear loads such as LED, halogen, and compact 
fluorescent light globes. 
Figure B.20. Simulations stepped load profiles (a) 100x25, (b) 200x100, and (c) 500x100. 
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Table B.2. Comparison of statistical features for input to output for the 100x25, 200x100 and 500x100 stepped simulations. 
 
Note: highlighted table cells indicate where error between input and output statistic feature value is 5% or greater. 
 
Input SDM230 SDM120 Input SDM230 SDM120 Input SDM230 SDM120
Mean 1959.69 1906.46 1901.01 917.30 883.76 884.44 2293.26 2241.03 2240.56
Std dev 1538.49 1505.82 1506.04 751.98 720.74 721.58 1879.96 1837.86 1836.76
Minimum 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00
Maximum 4700.00 4704.70 4700.50 2200.00 2195.30 2196.00 5500.00 5471.57 5469.50
Median 1900.00 1797.76 1796.50 800.00 775.37 776.00 2000.00 1916.31 1922.00
25% Quartile 400.00 390.36 392.00 200.00 210.01 207.00 500.00 482.25 482.50
75% Quartile 3300.00 3161.95 3157.00 1600.00 1512.61 1518.00 4000.00 3831.03 3828.25
Std Error 40.56 39.70 39.70 19.82 19.00 19.02 49.56 48.45 48.42
Skewness 0.185 0.217 0.216 0.223 0.225 0.225 0.223 0.233 0.233
Kurtosis -1.310 -1.264 -1.264 -1.322 -1.286 -1.288 -1.322 -1.294 -1.293
Coef variation 0.79 0.79 0.79 0.82 0.82 0.82 0.82 0.82 0.82
Load Factor 0.42 0.41 0.40 0.42 0.40 0.40 0.42 0.41 0.41
100x25 simulation 200x100 simulation 500x100 simulation
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Table B.3. Statistics for voltage variation during each of the stepped real power 
simulations 
 
The supply voltage to the BEEST during simulation varied between the mean value of 
approximately 233V at a standard deviation of between 3.87 and 4.56V. The voltage 
varied from a minimum of 219V to a maximum of 245V during the simulations. A 
variation of voltage will result in a range of real power variation of approximately ±2.0 −
±4.0%. 
Table B.4. Cross-correlation analysis for the 100x25, 200x100, and 500x100 simulations 
across the input and the 2 reference energy meters. 
 
The error level overall was less than 5% as noted in Table B.2. Table B.4 details a cross-
correlation analysis of the input when corelated with the 2-reference meter measured real 
power. A low correlation would indicate errors not just in value but also in the timing 
synchronisation between the input and measured real power. Table B.4 show that the 
correlation values are all extremely close to unity. Thus, it can be concluded that the 
timing between input and the measured real power is essentially non-existent. 
In addition to the staircase input load profiles, the BEEST was verified using a set of 
random pulsed 1-minute load profiles and a set of building 1- minute load profiles.12 The 
same level of errors was observed in both these simulations as measured by the reference 
energy meters. The next section provides the results and analysis from a set of 66 1-
minute building real power load profiles that were simulated by the BEEST. Four 
 
12 Results and analysis of the pulsed 1-minute simulations are not provided here. 
Mean 232.66 232.80 234.83 234.99 233.04 233.19
Std Dev 4.55 4.56 4.32 4.31 3.87 3.87
Min 219.45 219.80 221.43 221.60 218.25 218.40




commercial energy monitors (DUT) logged outputs were compared with the Eastron 
SDM230 and SDM120CT Class-1 reference energy meters logged values. 
In the next section the loads used with the BEEST’s 3 load boxes are examined. There are 
8 individual loads per load box i.e., load box 1, load box 2 and load box 3;  a total of 24 
loads are used to make up the total simulated load. As noted above each of the load boxes 
uses a fan motors as 5W, 30W and 30W loads across the 3 load boxes. Load box 1 also uses 
a bank of incandescent light globes making up a 450W load. 
B.10 The loads used for simulation. 
The electrical loads used by the BEEST were a collection of 230V light globes or lamps. 
The light globes were a collection of incandescent, compact fluorescent, halogen, and LED 
lamps. These loads were chosen as they are inexpensive, and in combination provide a 
linearity and power factor similar to that found in a residential building. The incandescent 
lamps provided the majority of the load i.e., 42, 53 and 70W, while smaller values of load 
were provided by the compact fluorescent, halogen, and LED lamps i.e., 2, 5, 8, 11, 15 and 
28W. The switching sequences generated as described in Chapter 5 provided the 20 loads 
for the BEEST’s three load boxes13. 
This section describes tests of the stability of the loads and tests for their actual value 
versus rated value. Each load is also tested their actual load value variation with supply 
voltage variation from 216 to 254V14. The BEEST switching sequence selects loads from 
the load boxes which matches the required load for the load profile being simulated. The 
switching sequence is generated from rated load values. There will be an error between 
what the total rated load value of the input switching sequence and what is actually 
switched by the BEEST’s load boxes. The difference between input and actual is not 
important for this research as the “ground truth” value of load is what was measured by 
the DUT and reference energy meters at the output of the load boxes. 
The reason for the analysis undertaken here is to check the load value versus rated value 
and load value variation versus voltage variation i.e., the accuracy, precision, and stability 
of the loads. The load variation as a function of its rated value for a 9W LED, 15W compact 
fluorescent (CFL), 28W halogen and 42 W incandescent lamp is shown in Table B.5 and 
Figure B.20. The voltage was varied from 216V to 254V using a variac in 4V increments. 
 
13 Note four loads were pre-selected as a 5W fan motor, two 30W fan motors and a 500W 
incandescent lamp load. 




The voltage and current were measured with a TestRite T-375 TRMS Leakage Current 
Tester which has suitable voltage range and a milli-ampere current range. The values 
used to plot Figure B.20 were min-max normalised before plotting so a direct comparison 
can be made between the 4 loads. 
Table B.5. Variation in various light globe real power load value for voltages in the range 
of 216V to 254V. 
 
Figure B.20. Variation in various light globes real power consumed versus voltage as used 
in BEEST load for simulation. 
 
From Table B.5 and Figure B.20, the 42W incandescent and 28W halogen globes were 
observed to be linear across the range of allowable voltage values. The 9W LED and 15W 
CFL were not linear. The 15W CFL was very unstable at any set voltage with the 
LED CFL Halogen Incandescent
Voltage 9W 15W 28W 42W
216 6.85 10.11 24.99 37.9728
220 6.95 10.41 25.70 39.072
224 6.99 10.28 26.34 40.1856
228 7.05 10.31 27.11 41.2908
232 7.08 10.93 27.82 42.3168
236 7.10 11.21 28.53 43.424
240 7.06 11.38 29.23 44.568
244 7.15 11.25 30.04 45.7744
248 7.14 11.21 30.78 46.9216
252 7.16 11.37 31.53 48.0564




measured milli-ampere current value drifting. A 10-minute settling time was required to 
make the above measurements for the CFL. As loads for the BEEST this indicates that 
there will exists some fluctuation due to load instability for the 9W LED and 15W CFL 
when utilised in the load boxes. It is also worth noting that the LED and CFL globes 
measured power was significantly less than the rated nominal value i.e., approximately 
25% less than rated. The halogen and incandescent globes were within ±2% of rated value 
at 230V. 
The rated versus actual power values of samples of 5W LED, 15W CFL and 70W 
incandescent light globes were tested for voltage values of 216V, 230V and 253V. Table 
5.6 shows the measured real power values for a sample of twelve 70W incandescent light 
globe used as loads for the BEEST. 
Table B.6. Variation in 70W incandescent lamps real power versus variation in voltage. 
 
Table B.7 shows the measured real power for a sample of nine 15W CFL light globes at 
216V, 230V and 253V. 
  
230V 253V 216V
70 67.5 78.5 61.4
70 67.9 79.8 62.7
70 67.4 78.3 61.4
70 67.6 78.5 61.7
70 65.2 76.1 59.2
70 66.2 77.1 60.1
70 66.5 77.4 60.2
70 64.8 75.6 59.8
70 68.7 79.7 62.4
70 67.6 78.3 61.0
70 65.4 75.6 59.6
70 68.2 78.6 61.7
Mean 66.9 77.8 60.9
Std Dev 1.27 1.44 1.14
Minimum 64.8 75.6 59.2
Maximum 68.7 79.8 62.7
Range 3.9 4.2 3.5




Table B.7. Variation in 15W compact fluorescent lamps (CFL) real power versus variation 
in voltage. 
 
Table B.8 shows the measured real power for a sample of twelve 5W LED light globes at 
216V, 230V and 253V. 
Table B.8. Variation in 5W LED lamps real power versus variation in voltage. 
 
The result of testing  the samples of  light globe types and load values shows that generally 
at rated 230V the load is less than rated. As Table B.6 to 5.8 show the load value of the at 
all voltage variations is reasonably stable across the samples tested. The coefficient of 
variation (CV) for the 70W incandescent globe was approximately 2%, for the 15W CFL 
230V 253V 216V
15 10.74 11.59 10.29
15 11.39 12.12 10.48
15 10.74 11.51 10.20
15 10.99 11.56 10.22
15 11.25 11.46 10.56
15 10.70 11.26 10.11
15 10.88 11.61 10.26
15 10.95 11.66 10.45
15 10.60 11.69 10.17
Mean 10.91 11.61 10.30
Std Dev 0.2613 0.2308 0.1563
Minimum 10.60 11.26 10.11
Maximum 11.39 12.12 10.56
Range 0.78 0.86 0.45
Rated 
Power (W)
Measured power (W) at
230V 253V 216V
5 3.73 3.74 3.65
5 3.77 3.74 37.61
5 3.70 3.74 3.67
5 3.70 3.74 3.63
5 3.61 3.69 3.59
5 3.68 3.72 3.61
5 3.70 3.80 3.63
5 3.66 3.72 3.56
5 3.68 3.77 3.63
5 3.70 3.74 3.61
5 3.70 3.72 3.59
5 3.73 3.77 3.61
Mean 3.69 3.74 3.60
Std Dev 0.0341 0.0321 0.0228
Minimum 3.61 3.69 3.56
Maximum 3.73 3.80 3.63
Range 0.12 0.10 0.06
Rated 
Power (W)
Measured power (W) at
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approximately 1%, and less than 1% for the 5W LED sample. This indicates that the light 
globe samples are stable in wattage across voltage variation. This means that the light 
globe used in the BEEST load boxes provide a load value close to rated wattage at nominal 
230V and for multiple globes of the same type and wattage provide only a small variation 
across a sample globes. 
B.11 Use of reference energy meters in the simulation process.  
The purpose of using the two Eastron Class-1 energy meters as reference measurements 
is to provide a point of comparison i.e., the ground truth for the performance of the 4 DUT. 
In the simulation of load profiles and through the energy monitoring process, both with 
the BEEST and in a building, there is no ground truth. The concept of a “ground truth” 
was developed from geography, satellite imaging and computer vison [136]. Ground truth 
data is reference data and is usually referenced to a measurement device that is of known 
accuracy which is at least one order of magnitude higher i.e., 10 times15, than that of the 
device being tested. Reference data and can be of three types, either reference data 
without ground truth, reference data with weak ground truth or reference data with 
ground truth [136]. 
Kondermann [136] defines a reference data set without ground truth as a set collected 
without any knowledge as to the results. A reference data set with weak ground truth has 
an estimate known as to the result, however the accuracy and reliability of the data is 
unknown or is less in magnitude than the system it is to be compared with. A reference 
data set with ground truth is a set where the results are known and at least an accuracy 
of an order of magnitude greater than the set with which it is being compared. Applying 
Kondermann’s approach to the BEEST simulation described in this research the load 
profile data collected by the two reference energy meters can be considered to be placed 
between reference data with weak ground truth and that with ground truth. 
The research undertaken here did not have the resources to be able to access a high-
quality power measurement device such as a power quality analyser16. The Eastron 
SDM230 and SDM120CT were a much less expensive alternative and are Class-1 
(IEC62053-21) with respect to energy (Wh) measurement and ±1.0% of range maximum 
for real power (W) measurement. Unfortunately, the manufacturer’s stated accuracy is 
not more than an order of magnitude greater than that of the DUT, however a calibration 
 
15 This means a measurement device with accuracy of +/-1.0% will need to be compared to a 
device with known accuracy of at least +/-0.1%. 
16 A power quality analyser such as the Fluke 434-II with a +/-1.0% of reading would have 
established a reference data set with ground truth. 
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check did establish accuracy with a MAPE of better than ±1.5% of reading across much 
of its range. 
Every load profile which can be measured and monitored as an aggregate load profile at 
a building’s point of supply will be different. The load profiles collected by the two 
reference energy meters from the BEEST simulations are considered the reference data 
in this research. Comparisons will be made between the load profiles and the features 
extracted from the load profiles of the two reference energy meters and the 4 DUT energy 
monitors. In the next Section a model for the errors of the simulation process and the 
energy measurement and monitoring processes is proposed. Parts of the error model will 
also be appropriate for energy measurement and monitoring of a buildings. 
B.12 Impact of voltage variation on energy and power measurement. 
Supply voltage variation will impact on the measured value of power and energy 
parameters monitored by an energy monitoring device. This section examines the voltage 
variation that typically exists within the building where the BEEST simulations were 
carried out and the impact this voltage variation has on the measured power values of the 
DUT and reference energy meters. 
The BEEST simulator is connected to the power supply of a residential building using a 
standard 10A GPO. The electricity is supplied from a combination of a solar PV system 
and a grid connection. The supply voltage varies during the day due to changes in load 
within the building as well as external changes caused by both the solar PV and grid 
voltage variation. The power consumed within the building is causally related to the 
supply voltage i.e.,  ( ) =  ( ) ×  ( ).  Thus, if the voltage increases or decreases then the 
power will increase or decrease for a linear load. 
The loads within the building are reasonably constant when supplied from a constant 
stable voltage. The loads used by the BEEST i.e., light globes, were shown to be stable 
when tested above during the calibration tests when a stable voltage is used. However, 
when the load changes from one level to another this can impact upon the supply voltage 
within the building. When a heavy load is applied a dip in voltage occurs. Similarly, when 
a large load is removed or switched off then the supply voltage can rise. The change in 
voltage at the point of building supply is due to the change in the ratio of voltage drop 
across the load and the voltage drop across cable and connections which supply the load. 
It is generally expected that the grid supply voltage  as well as the solar PV voltage will 
stay within the AS/NZS 3112 standard requirement of +10% to -6% i.e., 253V to 216.2V. 
Long term measurement of the supply voltage of the residential building from which the 
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BEEST was supplied showed the voltage remained within the AS/NZ 3112 standard 
limits. Table B.9 details the descriptive statistics for the voltage variation for the 
residential building. The voltage varied around a mean of 2344.9V with a standard 
deviation of 2.37V. The frequency distribution of voltage values is shown in the 
accompanying histogram. The voltage values were skewed towards the upper range of 
values with fewer dips being observed. The dips in voltage are related to high load events. 
A Pearson’s correlation of   = −0.8857 i.e., a high load event is correlated with a dip or 
lowering in voltage. It can be observed that an increase in solar PV inflow is associated 
with a rise in supply voltage. 
Table B.9. Descriptive statistics and frequency distribution of supply voltage variation for 
BEEST for 5/4/2020. 
 
Figure B.22 shows a 24-hour period of supply variation measured at the point of supply 
of the residential building which supplies the BEEST. Figure B.23 shows the real power 
flowing at the point of supply for the same 24-hour period at the building’s point of supply. 
Note that the building’s real power flows are made up of solar PV generation and grid 
power inflow. The strong negative correlation of high load events and dip in supply voltage 
can be observed in Figure B.23. Also, the positive correlation between increased solar PV 
generation and a rise in supply voltage can be observed in Figure B.23. 
Does the supply voltage variation at the point of supply impact on simulation and 
measurement errors? Using the error model developed above in Figure B.21, where the 
power supply voltage is considered part of the load generation process of the BEEST 
simulation, any variation in supply voltage is not considered an error but an artifact of 
the simulated load profile. Under normal conditions in any building the energy 
measurement and monitoring device would also measure the real power load profile or 








































































































variation in supply voltage, whether caused by load events or supply events is considered 
an integral part of the buildings load profile. This supports the premise that the ground 
truth measurement can be made at the point of load generation. 
The energy measurement and monitoring framework lists the parameter of supply voltage 
as a measured quantity. Most energy meters or monitoring devices will use sampled 
voltage measurements with the sampled current measurements to calculate the power 
and energy load profile values. However, some energy monitors do not. Instead, they set 
at a fixed voltage parameter value within the device which is then multiplied by the 
measured current values to calculate the power and energy. Often this is a setting that 
can be varied by the monitoring devices user. 
The Efergy Engage Hub energy monitor is such a device. The Efergy Engage web site 
“settings” page allows a supply voltage value to be set in the Efergy CT sensor. The voltage 
of 240V was set in the CT sensor during the simulations. As this parameter is set in the 
load measurement process of the simulation error model then the setting of the parameter 
rather than its measurement will introduce an error when calculating power and energy 
This error will be in addition to the measurement errors associated with power and energy 
measurement and is generally considered additive to the measurement error. Using the 
supply voltage as shown in Figure B.22, the mean absolute error for the voltage in the 24-
hour period of 5/4/2020 was 5.2V with a standard deviation of 2.2V. This means that the 
fixing of the voltage parameter adds an additional error of approximately 2% of reading 
to the power and energy measurement. Note from Table B.9 above that the mean voltage 
for the 24-hour period was 234V so overall the Efergy Engage Hub would be measuring 
the power 2% higher than if the voltage were measured for the power calculation. In fact, 
this was observed when the Efergy power load profiles were compared against those of 




Figure B.22. Supply voltage from residential building from which the BEEST simulations were carried out for a 24-period. 
 




Figure B.24 shows an example of the simulated load profiles monitored by the SDM230 
reference energy meter and the Efergy Engage Hub for the 8/5/2019. The mean real power 
for the SDM230 for the 24-hour period was 448.5W while the mean was 477.8W for the 
Efergy. The mean absolute error between the SDM230 and the Efergy Engage Hub was 
49.5W with a standard deviation of 44.5W. As can be observed in Figure B.24 the Efergy 
Engage Hub generally measured a higher real power value over the 24hours.  
Figure B.24. Comparing the real power load profile from SDM230 reference meter and 





B.13 Timing issues associated with simultaneous energy monitoring across 
multiple monitoring devices. 
The four DUT energy monitors measure, log and upload their energy monitoring data to 
the Internet. Each of the DUT monitors communicate with their respective data and web 
servers either in real time or near real time. The logged load profile data is communicated 
and stored on Internet servers for access or download by the energy users. There exists 
the possibility that timing errors could impact the accuracy and precision of the energy 
monitoring parameter values. Timing errors can occur locally in the measurement and 
monitoring processes, and it can occur externally to the monitoring process in the Internet 
communication and storage processes. An exploration of how timing error occur in the 
BEEST simulation process, the impact timing errors have, and how they can be quantified 
is undertaken in this section. 
In carrying out the 70 BEEST simulations for this research, 4 simulation runs were 
discarded due to loss of data due to Internet communications issues. Across the remaining 
simulation runs there was a small loss of data points for energy monitors, however this 
rate of loss was less than 1%. For a 1-minute logging rate this means at most 14.4 minutes 
of data was lost. In all cases the small loss of data due to timing issues were never more 
than 3 consecutive data points. To correct this loss, smoothing from the previous known 
value was used. It is noted that the Open Energy data download allowed for setting of the 
correction for missing time-series data values using this technique. 
Timing errors were of two types. Firstly, there is the issue of the loss of time-series data 
points due to communication or storage issues. Generally, this is because of a time-out or 
loss of Internet connection locally at the BEEST or between the BEEST and the cloud-
based data servers. Second, there is the issue of loss of time synchronisation between the 
DUT and reference energy monitors.  A lack of time synchronisation is not generally an 
error when only considering a single energy monitoring process, however when there are 
two or more energy monitors operating where a direct comparison is to be made between 
their respective monitored energy values, a lack of time synchronisation will mean errors 
will occur in the processing stage making it difficult to compare the monitoring from 
different energy monitoring devices. 
The DUT and reference energy meters used in this research, as well as Internet cloud-
based servers have the advantage of being able to synchronise to an Internet time server 
which is operating from a universal time standard. Thus, time synchronisation given that 
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the DUT and reference energy meters were logging at 1-minute or slower did not produce 
any significant time synchronisation errors. This was tested through a correlation 
analysis of the simulated load profile time-series data for each simulation run.  
The cross-correlation between two independent time-series indicates the degree of 
similarity between them. Creating an offset or lag between two similar time-series will 
impact the value of their cross-correlation. This is demonstrated in Table B.10 for the 02-
23-2019 load profiles of the 2 reference energy meters i.e., SDM230 and SDM120CT, using 
their 1-minute time-series. As the lag is increased from 0 to 50 minutes the cross-
correlation decreases from 0.9999762 to 0.2821832. A plot of the cross-correlation values 
for lags in this range is given in Figure B.25. The cross-correlation value falls away in a 
near linear fashion after a lag of 2-minutes. The cross-correlation provides a measure of 
time synchronisation between time-series. 
Table B.10 Example cross-correlation for the SDM230 and SDM120CT energy meters for 
introduced lags of 0, 1, 2, 5, 10 and 50 minutes. 
 
Figure B.25. Cross-correlation plotted for lags from 0-50 minutes for the SDM230 and 
SDM120CT load profiles of 02-23-2019. 
 
Lag=0 Lag=1 Lag=2 Lag=5 Lag=10 Lag=50
0.9999762 0.8665458 0.7693174 0.7049414 0.6123246 0.2821832
Correlation SDM230 versus SDM120CT
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A cross-correlation with     = 0 between the 3 of the DUT and 2 reference energy 
monitors was undertaken for the 66 simulations. Note the Smappee Home energy 
monitor’s minimum logging rate was 5-minutes so these load profile could not be used in 
the cross-correlation analysis. For five energy monitors this means there is   
  = 10 
possible cross-correlation values. Table B.11 provides the mean, standard deviation, 
minimum and maximum cross-correlation values obtained for the 66 simulation runs for 
the 5 energy monitors. 
Table B.11. Cross-correlation summary statistics for the 66 simulation runs showing the 
degree of time synchronisation between the monitored simulations. 
 
The mean cross-correlation value was generally greater than 0.85 with standard deviation 
less than 0.1. The minimum cross-correlations reveal values as low as 0.3973. An 
examination of the individual simulation runs cross-correlation show that there was only 
one run where a low value occurred and that there were only 5 other runs where cross-
correlation values of less than 0.7 occurred. The frequency distribution plot of Figure B.26 
shows that the vast majority of cross-correlations were between 0.9 and 1.0. Using the 
plot of Figure B.26 this indicates that the time lag between the majority of simulation 
load profiles was 0 or 1-minute with very few load profiles having a time synchronisation 
error of any significance. 
While the time synchronisation errors did exist between the load profiles of a small 
number of simulations, in general the issue of timing between DUT and reference 
monitors was not significant. The reference energy monitors logging system runs on a 
Windows 10 PC which has timing referenced to an Internet time server. Access to the 
configuration of the Power Tracker and Open Energy also reveals that timing for both is 
referenced to an Internet time server. Access to the Efergy’s timing configuration was not 
Mean Std Dev Minimum Maximum
SDM120CT 0.9976 0.0105 0.9279 1.0000
Efergy 0.9459 0.0582 0.7541 0.9971
Open Energy 0.9747 0.0867 0.3973 1.0000
Power Tracker 0.8632 0.0880 0.5198 0.9999
Efergy 0.9457 0.0581 0.7557 0.9972
Open Energy 0.9726 0.0867 0.3965 1.0000
Power Tracker 0.8612 0.0874 0.5206 0.9999
Open Energy 0.9263 0.0945 0.3786 0.9951
Power Tracker 0.8349 0.0941 0.5130 0.9572







possible, however given the absence of time synchronisation between the Efergy and the 
other energy monitors it would appear that time was referenced from a similar source. 
Figure B.26. Frequency distribution of cross-correlation between load profile simulations. 
 
The Smappee Home energy monitor load profiles were logged at a rate of 5-minutes so 
could not be included in the cross-correlation analysis with the 1-minute profiles. An 
analysis with the Open Energy 5-minute profiles showed cross-correlation values between 
0.7 and 0.95. A close examination of the load profiles included in the analysis showed that 
lower cross-correlation was not due to time synchronisation errors but due to down 




Energy monitor calibration check 
C.0 Introduction 
A calibration check of the four DUT energy monitors and the two reference energy meters 
was undertaken with the objective of testing the performance of these devices and 
comparing their performance to their stated measurement specifications for real power. 
The calibration process that was carried out in this research was not at the level of a 
calibration using a standards laboratory procedure as certified tracible calibration 
equipment was not available. The procedure used compared the real power values of the 
energy meters and monitors with the measured current and calculated power of an 
accurate ammeter. A calibration check of reactive power and energy, and power factor 
was not possible due to not having accurate know reactive loads available to perform such 
tests. The equipment and procedure used is described below along with the results of the 
estimate of the energy monitors accuracy for a real power measurement.  
C1. Calibration equipment and test procedure 
The procedure used to check the calibration of the DUT provided a series of incremental 
steps of load from the range of 0-5600W1 of real power. A calibration check of low power 
levels in the range 0-508W was also conducted. The loads used during the check were 
incandescent light globes which are considered to be resistive with a unity power factor. 
The power factor was monitored by the Class-1 reference energy meters and was found to 
have an average of 0.99 which supports the unity power factor assumption. Also note that 
a check of values greater than 5600W was not possible due to the power limit of the variac 
used to stabilised supply voltage. 
The primary reference ammeter used for the calibration check was a TestRite T-375 
TRMS Leakage Current Tester. This ammeter has 1mA resolution (10A range) and an AC 
current accuracy of ±1.2% + 5        of reading at 50Hz-1kHz. The two Class-1 energy 
meters were also used as reference measurement devices, however the TestRite T-375 has 
a higher resolution than the Eastron SDM120CT and SDM230. The two reference energy 
meters were used as secondary reference meters providing additional comparison of 
measured values. 
 
1 A value of 5600W was used as the upper limit of checking as this value was within the voltage 
stabilising variac used and was convenient to produce using the available light globe loads. 
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A schematic of the calibration setup is depicted in Figure C.1. A stabilised voltage of 230V 
was provided by manually setting the output of a variac during the checks. A 10-loop coil 
of the active supply conductor was used to provide measurements in the range of 0-5600W 
and a 1-loop coil of the same supply conductor was used to provide measurements in the 
0-508W range. The current transformer sensors of the DUT, SDM120CT energy meter 
and the TestRite T-375 made their measurements using the supply 10-loop coils. The 
SDM230 energy meter used its internal shunt for the measurements. Twenty-eight load 
values from a combination of lights globes were used for the 0-5600W check and 33 
incremental values were used for the 0-508W measurements. All measurements were 
taken after the real power value had stabilised. The aim for testing in the 0-508W range 
was due to the large number of sampled values of load profiles which occur in this range 
i.e., an average of 60-70% in a 24-hour period typically fall within this range. A dedicated 
calibration testing device was designed and constructed to undertake the checks and is 
shown in Figure C.2. 





Figure C.2. Calibration test unit used to check the calibration of the DUT. 
 
The procedure used to check the accuracy of the 4 DUT and 2 reference energy monitors 
is provided in the flow chart of Figure C.3. The calibration test unit described above, and 
the loads described in the next sub-section were used to carry out the checks. The supply 
of the residential building was utilised for the check and the voltage was stabilised using 
a manually set variac. A list of load values for a check in the range of 0-5600W and a check 
in the range 0-508W was setup for use in the dedicated calibration unit described above 
using switches. Load values were switched in and out so as to obtain the predicted check 
value from the load (light globe) rated values. The actual value was measured with the T-
375 ammeter as a current value at 230V with unity power factor. All check load values 
for the DUT and reference energy monitors were recorded and compared with the real 




Figure C.3. Calibration check procedure for checking of DUT and reference energy meter 





A2. Calibration check results and accuracy of energy monitors 
The results of the calibration check are provided in Table C.1 for the 0-5600W range and 
in Table C.2 for the 0-508W range. The results are given based on the calculated absolute 
percentage error (APE) for each check value between the T-375 ammeter and the DUT, 
and the overall mean absolute percentage error (MAPE) between the T-375 ammeter and 
the DUT or reference energy meters measured values. Error values greater than 5% are 
highlighted in Table C.1 and A2. As noted on Figure C.2, values of real power below 100W 
are not included in the MAPE statistic as these values are considered outside the input 
range for the energy monitoring devices. 
The calibration check results shown in Table C.1 and A2 show that there is an issue at 
low real power values. The accuracy for real power values less than 100W have a MAPE 
as high as 40%. The SDM120CT did not provide a reading at the lowest check value of 
14.26W, however the manufacturer’s manual indicates that the current transformer input 
range starts at 0.25A. This equates to the input range starting at 57.5W for real power at 
unity power factor. The SDM230 also has a minimum current of 0.5A however the 
manufacturer’s manual states that the start measurement minimum current is 0.4% of 
the 10A base reference current. For the SDM230 device this equates to 40mA. Thus, a 
reading as low as 9.2W for real power is possible with the SDM230 but is outside its stated 
accuracy range.  
The SDM 230 reference energy meters has a MAPE of 1.02% for the 0-5600W range and 
1.35% for the 0-508 range as a MAPE of reading. Given the manufacturers stated accuracy 
for real power measurement is 1.0% of range maximum (full-scale) this means that at full 
scale an error of ±230  is the tolerance. A full-scale error of ±230  at a reading of 5000W 
gives a tolerance of ±4.6% and at 1000W give s a tolerance of ±23.0%. Thus, the MAPE of 
reading errors obtained from the two calibration range checks place the SDM230 within 
its real power measurement tolerance. The SDM120CT has the same 1.0% tolerance for 
real power measurement. Thus the 1.29% and 1.18% MAPE of reading observed for the 




Table C.1. Results of the 0-5600W calibration checks absolute percentage error (APE) and 
mean absolute percentage error (MAPE). 
 
The Efergy Engage Hub energy monitor’s manufacturers specification states that 
accuracy of key measurements such as real power in kilowatts (kW) is ±2.0% i.e., stated 
as up to 98%. It is assumed that the provided tolerance is with respect to full-scale. The 
measurement range is given as 50mA-120A for a voltage between 110-300V AC. The 
minimum real power reading at 230V is 11.5W. It should also be noted that the 
resolution of the power readings provided by the Efergy Engage web interface is 0.01kW 
or 10W. The 0.01kW resolution results in 1-digit error for reading low real power values 
i.e., a 45W actual value could be displayed as either 40W or 50W which is ±10.0%.  
  
SDM230 SDM120 Efergy Open Energy Power Tracker Smappee
149.3 1.96 1.83 20.59 2.97 1.52 0.49
272.3 0.43 0.62 4.52 2.05 0.43 0.12
410.1 0.61 0.95 2.46 5.00 2.67 2.90
542.1 0.63 1.46 4.08 1.55 0.38 0.39
684.7 1.05 1.65 3.61 1.87 0.52 0.10
822.3 0.71 2.04 5.14 1.42 2.24 0.94
957.0 1.81 1.91 0.31 1.60 0.05 0.53
1096.9 1.17 1.38 5.18 1.84 1.90 1.01
1220.8 0.68 1.41 8.26 2.14 1.15 0.42
1355.9 0.77 1.71 1.78 0.31 0.28 0.28
1540.5 0.67 0.09 6.53 0.29 0.92 2.11
1629.1 1.79 1.28 3.13 0.92 0.16 0.44
1750.8 1.32 0.47 1.67 0.53 0.20 0.61
1891.8 0.63 1.81 0.44 1.28 1.25 0.09
2035.3 0.86 1.76 5.66 2.30 0.87 1.41
2150.5 1.14 1.60 0.49 1.70 1.42 1.28
2290.8 0.95 0.88 3.09 1.41 1.73 0.49
2444.9 0.30 1.26 7.56 2.05 1.69 1.44
2557.6 1.81 1.42 4.79 1.23 0.85 0.09
2697.9 0.93 1.30 3.04 1.86 1.04 0.52
2964.7 1.40 1.29 3.21 1.70 0.81 0.70
3240.7 1.78 1.46 0.64 1.71 0.83 0.60
3516.7 1.14 1.43 0.09 2.00 1.40 0.95
3629.4 1.03 1.20 0.26 2.11 1.51 1.12
3923.8 1.07 1.23 0.41 2.30 1.69 1.33
4041.1 0.72 1.16 0.96 3.04 2.30 1.95
4650.6 1.01 0.95 0.66 1.26 0.11 0.18
5313.0 1.19 1.02 0.24 2.07 0.52 0.02
MAPE 1.02 1.29 3.53 1.80 1.09 0.80




Table C.2. Results of the 0-508W calibration checks as APE and MAPE. Note low real 
power readings below 100W are not included in the MAPE statistic. 
 
The observed MAPE readings for the Efergy at low real power values i.e., less than 100W 
is between 2.13 to 41.39%. The tolerance as a function of real power at full-scale current 
of 120A is ±552 . The MAPE for the check values of Table C.1 and C.2 was measured as 
4.13% and 3.53% for the 0-5600W and 0-508W load ranges, respectively. Given that a 
tolerance of ±2.0% at full-scale equates to ±10.4% at 5000W the measured MAPE values 
are within the stated manufacturers tolerance.  
The manufacturer of the Open Energy emonPi energy monitor state a worst-case 
tolerance for real power measurement at unity power factor as +11.7% −  −10.7%2. The 
emonPi has a calibration configuration process using the local web servers emonhub.conf 
 
2 http:// https://learn.openenergymonitor.org/electricity-monitoring/ctac/emontx-error-sources 
SDM230 SDM120 Efergy Open Energy Power Tracker Smappee
14.26 17.04 100.00 40.25 7.01 2.59 5.19
28.29 14.42 10.99 41.39 7.88 11.74 6.04
40.25 4.70 3.11 24.22 8.32 0.97 0.62
54.51 5.94 4.75 10.07 3.98 2.07 0.90
68.54 5.52 5.92 2.13 6.55 3.92 3.59
82.11 4.19 6.44 9.61 6.20 3.32 3.52
95.45 2.45 1.83 5.71 2.78 0.39 0.47
109.25 2.57 3.34 0.69 4.81 1.51 1.60
122.36 1.40 0.69 1.93 1.03 0.98 1.11
149.5 0.72 0.60 6.35 0.13 1.28 1.00
162.84 0.83 1.45 1.74 1.76 0.09 0.52
177.33 1.71 1.62 4.13 1.39 0.27 0.19
189.98 0.93 0.64 5.25 0.96 0.49 0.52
203.09 1.99 1.48 6.45 3.06 0.75 0.04
216.2 1.90 1.53 2.87 2.36 0.57 0.37
229.54 0.44 0.07 4.16 1.16 0.54 1.54
243.57 0.90 1.20 5.57 2.02 6.62 0.64
257.6 1.22 1.86 6.83 1.98 0.82 0.54
271.63 1.68 1.79 4.28 0.73 1.01 0.87
296.24 0.59 0.36 2.11 0.83 0.52 1.09
309.58 0.92 0.65 3.09 1.04 0.32 1.16
324.76 1.37 0.91 4.54 1.37 0.13 0.54
338.56 1.85 1.05 5.48 2.05 0.28 0.17
365.01 1.76 0.38 4.11 1.83 0.54 1.10
379.04 1.17 0.83 5.02 3.23 0.01 0.80
393.99 1.06 1.37 6.09 2.36 0.27 0.25
404.57 1.51 1.91 6.07 2.11 1.05 0.60
417.68 1.44 1.80 6.63 1.51 1.53 0.79
431.71 0.52 0.25 2.71 0.99 0.55 1.09
446.89 1.23 0.94 1.54 0.25 0.04 0.65
459.54 1.49 1.28 2.08 1.51 5.09 0.12
474.26 0.95 0.56 3.01 1.36 0.10 0.69
485.3 1.89 1.52 3.15 2.64 2.64 0.56
MAPE 1.35 1.18 4.13 1.75 1.05 0.70




script. The updating of scaling factors for real power and AC voltage calibration was 
undertaken at installation3 to calibrate against the T-375 ammeter. The MAPE values for 
the calibration check in the ranges 0-5600W and 0-508W were 1.75% and 1.8% 
respectively. Given there is a wide tolerance specified by the manufacturer, the values for 
MAPE obtained were well within tolerance. 
The Power Tracker energy monitor’s manufacturers specification states the tolerance of 
energy measurement as ±1.0Wh and ±2.0 for real power, voltage, current, apparent power 
and power factor for an input current range of 2.5 to 50A. Assuming the tolerance is ±2.0 
of full-scale for real power then the observed MAPE values of 1.09% and 1.05% for both of 
the calibration check ranges is well within the manufacturer’ specifications tolerance. The 
only variations in measured real power were at low power values, however given the 
starting input range is 2.5A or 575W at 230V AC, these values do not impact on the overall 
accuracy of the monitor. Note the calibration procedure was carried out using the Power 
Tracker’s Billion SG6200NXL gateway’s local administration web interface. 
The Smappee Home energy monitor manufacturer’s manuals and datasheets do not 
provide information regarding the measurement tolerances or ranges. However, despite 
the lack of information regarding the Smappee’s performance, under the 0-5600W and 0-
508W calibration checks provided MAPE values of 0.8% and 0.7% respectively. There only 
were two absolute errors of around 5% at real power measurements of less than 40W. The 
results of the calibration check undertaken in this research suggest that the tolerance for 
power measurement on the range of input current of 0.5 to 100A with a tolerance of better 
than ±0.5% of full-scale. 
The aim of carrying out the calibration check for the DUT and reference energy monitors 
was not to undertake a standards-based traceable calibration certification as traceable 
standards were not available. The aim was to gain an understanding of how the 
performance of the DUT and reference energy monitors align with the expectations of 
applying the proposed energy monitoring practice framework to the energy measurement 
and monitoring operation provided for end users by these devices. The calibration check 
has revealed that the DUT and reference energy meters are low accuracy at low real power 
values close to or below the specification input range. This indicates that the current 
sensors have issues at low values of current. This issue could be because of loss of linearity 
and noise at low levels of current, and also because of analog-to-digital converter (ADC) 
resolution at low current levels. With an input range of 0.5A to 100A an input circuit 
 
3 http:// https://learn.openenergymonitor.org/electricity-monitoring/ctac/calibration 
303 
 
supplying a 12-bit ADC will be only able to resolve current level changes of 0.0244A. This 
will mean a real power resolution of 5.6W at 230V. 
The errors in DUT accuracy are measurement errors. The first level of the energy 
measurement, monitoring and processing conceptual hierarchy places the measurement 
of current, voltage and power as the first step of the process. Measurement errors will 
therefore impact all further layers of the hierarchy. As observed in the above calibration 
checks, the measurement errors are caused by the sensor, input circuit and ADC 
conversion process. Errors in measurement will be carried through to the calculation of 
power and energy parameters and will be artifacts of the monitoring. The performance of 
the DUT across its range of input measurement can vary as observed above. The energy 
monitoring practice framework recognises the compounding effect of measurement errors 
by establishing details regarding the power and energy parameters measured, the 
accuracy and uncertainty associated those parameters, and the valid range of 
measurement as an essential part of the framework.  
The calibration check revealed that the performance of measurement deteriorated 
considerably at low power value, particularly below 100W. All energy monitors, where 
manufacturers specifications were available, state a minimum input current. The practice 
framework requires an understanding of the sensor and its performance and its valid 
range of measurement as well as an understanding of the voltage measurement. Applying 
the practice framework to the measurement performance of the Efergy Engage suggests 
that with an input minimum current of 50mA or 11.5W at 230V it would provide accurate 
measurement at low power levels. However, the Efergy interface’s low display resolution 
of 10W would suggest at best 12-bit ADC is used. Also, with voltage as a fixed parameter 
the poorer performance at low power levels is expected and was observed. 
It was noted above that approximately 60-70% of the simulation real power values fall 
below 500W in any 24-hour period. The large number of lower real power values will mean 
a load profile will have far more uncertainty of measurement when monitored by an 
energy monitor that has an accuracy greater than 1.0% of full-scale. Based on the 
measurement at the check values of Table C.1 and C.2 the Efergy Engage has significantly 
lower performance compared to the other DUT and reference energy meters. The Smappee 
and Power Tracker DUT had good accuracy across the 0-5600W range and at low power 
values. The SDM230, SDM120CT and Open Energy monitors had good accuracy as well 




Energy monitoring in low socio-economic residential housing 
Low socio-economic housing has resurfaced as a major social issue over the past decade. 
Governments of all levels have retreated from direct involvement in the provision and 
maintenance of public housing [34]. Public housing has been traditionally the domain of 
the lower socio-economic groups in our communities with tenants thoroughly means 
tested as to their low socio-economic status. Throughout the 1950-1970 period large public 
housing developments were undertaken (mostly by State governments) across Australia. 
With the boom in property development as well as a boom in capital markets, exploitation 
of property markets has been ongoing from the early-2000s to today (and with no 
abatement in sight) as housing prices continue to climb across all major Australian cities. 
We now find there exists a housing “affordability” issue facing homebuyers. However, 
continuing neo-liberal and supply-side economics will keep governments (especially where 
there is political will power for change) politically wedged by vested business capital and 
property developer interest so that public housing policy remains focused on the private 
sector. Recent research in Melbourne where a group of property developers were 
interviewed as to their views on mixed private and public housing developments (most of 
which are subsidised and in partnership with government) concluded there is a real and 
persistent “stigma” attached to public housing [34]. They considered public housing was 
the domain of lower socio-economic tenants. As such, the group of developers were of the 
belief that mixed housing did not work socially and were not attractive investments for 
developers that included private ownership. 
Another issue faced by low socio-economic groups is that of energy poverty or fuel poverty. 
Fuel poverty is historically defined as “households whose fuel expenditure on all energy 
services exceeds 10% of their income” [35]. Fuel poverty has also been associated with the 
concept of “affordable warmth” [36]. The terms energy and fuel poverty are often used 
interchangeably, however more recently energy poverty is seen to cover broader issues 
relating to the overall ability of households to access energy services [36]. Energy poverty 
is considered a multifaceted, dynamic, and complex phenomenon [36] and has been 
described that it “extends well beyond defaulting on energy bills”. It can threaten personal 
wellbeing and modern notions of equity, justice, and fairness” [36]. The socio-economic 
situation, energy prices, and the energy performance of a building are considered drivers 
of energy poverty. Combined with a scarcity of public housing and the issues of housing 
affordability, energy poverty is an important social issue. 
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Social, public, assisted, government or State housing are all terms that are used to 
describe housing provided by governments for low socio-economic people. Community 
housing, whilst housing provided for low socio-economic people, is housing that is provided 
by charities or not-for-profit organisations for individuals or families that are in difficult 
or challenging housing situations, including homelessness [37]. Social and community 
housing are particularly important sectors of the housing market in Australia, making up 
a total of approximately 400,000 dwellings across all States and territories [38]. While 
this constitutes a large section of Australian housing, as a share of total housing it has 
been in decline (from 5.1 per 100 households to 4.6 per 100 households) since 2007-08 [39]. 
This has meant waiting lists for social housing has grown to where nearly 200,000 
households across Australia are waiting for allocation. The number of households facing 
housing issues may in fact be far greater than the social housing waiting list. Many 
households will be locked into high private rents, unable to afford to purchase a house 
and mortgage but also unable to meet tighten means testing for social/public housing.  
The body of research into the impact of energy efficiency, conservation, and consumption 
in low socio-economic groups in Australia is relatively small but growing. With sharply 
rising cost of energy (electricity, gas, and petrol) over the past five years, it is the residents 
of social housing and those seeking social housing, many of whom are lower socio-economic 
households, who are finding themselves in energy poverty with many others becoming 
energy vulnerable. This all leads to the conclusion that while low socio-economic 
households would greatly benefit from energy efficiency and conservation interventions, 
including from renewable energy and low carbon dwellings, it is this group that is 
becoming increasingly marginalised in their ability to afford such interventions. The work 
reported by Moore et al. [40] clearly shows that the provision of low carbon (low energy 
consumption) housing for low socio-economic occupants not only provided a large economic 
boost for them, but also improved their health and well-being, its improved connection to 
their homes, improved thermal comfort, and generally improved their social/community 
outlook. The economic benefits of low carbon dwellings described by [40] were achieved 
without any real or substantial interventions (i.e., no education programs were provided 
for occupants, occupant generally had low or little knowledge of sustainable practice). 
While they found these important positive outcomes, soft social outcomes are often 
difficult to quantify. [40] concluded that the exercise of estimating such benefits together 
with the more easily quantifiable hard benefits such as costs or expenditure on energy 
would make an important contribution to the debate.  
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Walker et al. [41] undertook research into the interaction between energy efficiency and 
occupant behaviour prior to and post low carbon retro fit of social housing in the UK. 
Qualitative methods were used, i.e., pre-, and post-interviews of twenty-six (39) occupants 
of existing social housing dwellings that were retro fitted (refurbished) with low 
carbon/energy efficient upgrades (technical interventions). Half of the sample were also 
provided with a knowledge intervention regarding best practices for energy conservation. 
The results obtained were similar in many ways to that obtained by Moore’s research, in 
that competence was considered essential. There was a large economic benefit obtained 
and a large convenience benefit (which could be related to social factor benefits of Moore’s 
research). Walker et al. reported a habit component where the technical interventions 
acted as a disrupter to previous bad habits. As a result, they recommended that retrofit 
programmes ensure they addressed energy use practice and that the technology, 
competence, and image were central to a successful outcome. 
Similar findings were also reflected in studies carried out in community housing in 
Western Australia by Urmee et al. [38] where it was concluded that community housing 
organisations lacked the time, knowledge, funds, and expertise to implement 
improvements to residential housing which would make them more energy and water 
efficient. It was acknowledged that low income of tenants from low socio-economic 
backgrounds created a barrier to the implementing of energy and water efficiency and 
thus restrict their ability to reduce costs. Cultural change of occupant’s behaviours was 
also recognised as central to being able to effectively reduce energy costs, and that 
occupants would require assistance and intervention as well as follow up to achieve 
improved outcomes. 
The question must be asked how do energy poverty, housing affordability and social 
housing interact with research into energy monitoring? This interaction was recognised 
in this literature through a review into the application of renewable energy into social 
housing [6]. McCabe et al. [6] described this as an existing a swath of “barriers and success 
factors embedded within the interface between housing providers and the tenants 
particularly where low-income socioeconomic factors are concerned”. In their review they 
observed the interaction between research and renewable end-use as a two way, often 
reciprocal process [6]. While the research literature demonstrated the motivations, 
barriers, and success factors, the literature was “overwhelmingly dominated by the 
importance of understanding residents, engaging them appropriately and maintaining 
that engagement” [6]. 
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McCabe et al. indicated that they found the research literature identified the success 
factors of renewable energy adoption in social housing were increased awareness and 
attitudes by residents to energy conservation and environmental sustainability. It also 
led to innovative financing for such projects and improved the trust and communication 
between all stakeholders in the social housing setting. Success was also due to there being 
an economies of scale present when implemented across social housing. This review 
reported that barriers to the adoption of renewable energy solutions were due to lack of 
engagement of residents, unclear understandings (of outcomes) by users, and the 
(government) policy support. 
McCabe et al. review provided a set of eleven (11) recommendations for social housing 
providers based upon their “systematic” review. These recommendations are as follows: 
i. Visible energy-use monitoring – enhance energy awareness and proper use. 
ii. Engagement should be ongoing. 
iii. When presenting modelling to provider, be sure to provide information to 
residents. 
iv. Avoid “invisible energy” - promote appropriate engagement not advisement. 
v. Pay attention to the demography and potential skill level of social housing 
residents. 
vi. Where possible, engage local and well-known contractors early. 
vii. If possible, appoint a tenant representative or committee to liaise with your 
organisation. 
viii. Ensure residents are aware costs will be divided equally where possible. 
ix. Ensure the benefits of the project are communicated to the residents. 
x. Avoid “overselling” the benefits. 
xi. Avoid “coerced consumption”. 
In summary it was recommended that there was “little work around exploring these 
potential approaches in actual detail” when referring to approaches or techniques for 
engagement [6].  
In a further journal article, McCabe et al [42], discussed the idea of “community-owned 
renewable energy” (CRE). Here the concept of CRE is developed as a means of achieving 
distributive justice, that of using community renewable energy in social housing as a 
means of mitigating the barriers to energy provision for low socio-economic 
groups/communities. Whilst this has been examined in the UK and Europe, the issue of 
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“split incentives” was raised as an obstacle. In fact, multiple “split-incentives” between 
the various stakeholders was discussed, as community renewable energy is not viewed as 
profit driven. Despite the significant barriers such as finding suitable funding 
mechanisms, pre-existing user behaviours, external policy influence (or lack of it), and a 
lack of knowledge of the technology in such target communities, the authors believed the 
CRE approach is worth exploring. Perhaps this is an area that not-for-profit community 
housing should explore. 
In answer to the question regarding where energy monitoring can provide improved 
energy efficiency and conservation, particularly for low socio-economic households the 
points (i) – (iii) above provided by the McCabe et al. review of the literature points to 
appropriate and fit-for-purpose energy monitoring (and feedback through management 
based upon this monitoring) as a possible answer. However, in a low socio-economic 
environment this answer must be affordable i.e., lowest possible cost, not only as an 
intervention, but as a long-term solution. The validity of this possible answer is further 
reinforced by Foulds et al. in their research of energy monitoring as a practice where they 
stated [8]: 
“… whilst energy monitoring as a practice and coordinated entity in itself has 
received little attention within the theories of practice literature, this particular 
sort of practice-as-performance (voluntary engagement with longitudinal data) 
also warrants further empirical investigation. Indeed, the performance of energy 
monitoring (and its horizontal connections to other domestic practices) by 
householders voluntarily participating in long-term domestic energy monitoring 
initiatives will differ from householders who have, for instance, had feedback 
technologies imposed upon them as temporary or incentivised trial or study”. 
Foulds et al. found that there was no research into where or how people i.e., energy users, 
engage with energy monitoring. Users are in fact an important part of the energy 
efficiency feedback loop and are critical in driving energy monitoring and management 
strategies. Burchell et al. [43] reported that the concept of a “smart community” vastly 
improved engagement with energy monitoring data feedback. While the content of this 
feedback was of obvious importance, it was the context i.e., the smart community, that 
facilitated greater engagement with the feedback which then resulted in a greater chance 
of implementation, and thus improved energy efficient behaviours. The approach 
proposed by Burchell et al. and others [44,45,46] could be implemented where good long-
term energy monitoring data was available to social housing providers who could play an 
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important role in the communication of energy management feedback to its low socio-
economic tenants. A “smart community’ based approach to energy monitoring would allow 
implementation to be undertaken in incremental steps and to evolve over time as 
concluded by [43]: 
“… enable the provision of energy consumption feedback in ways that are 
increasingly bespoke to each household allowing householders to better 
contextualise their energy consumption data. For example, social comparisons, 
disaggregation around particular appliances or practices, tailored advice based 
upon disaggregation and householder-provided information and so on are likely to 
become standard features that have increased appeal and potential for 
engagement.” 
If the cost barrier in providing energy monitoring can be overcome, then there is 
potentially a large return of investment to be had particularly in social and community 
housing. This return on investment will not just be in the form of savings energy costs but 
will flow into the areas of improved health and well-being as well improved social 





Listing of feature extraction methods used for time-series data. 
Table E.1. Statistical feature extraction methods used to characterise the simulated real power load profile time-series. 
 
  
Feature Description Python Implementation
Minimum Minimum profile sample values NumPy.min()
Maximum Maximum profile sample values NumPy.max()
Range Range of profile sample values NumPy.max() - NumPy.min()
Sum Sum of profile sample values NumPy.sum()
Energy Real cumulative energy values NumPy.trapz()
Mean Mean of the profile sample values NumPy.mean()
Median Median or middle of the profile sample values NumPy.median()
Standard deviation Standard deviation of the profile sample values NumPy.std()
25% Quartile 25% Quartile profile sample value NumPy.percentile()
75% Quartile 75% Quartile profile sample value NumPy.percentile()
Standard error Standard error is standard deviation of the sample mean SciPy.sem()
Skewness Skewness of the profile sample distribution ( = 0 when normal) SciPy.skew()
Kurtosis Kurtosis or pointedness of peak of profile sample distribution SciPy.kurtosis()
Coefficient of variation Ratio of standard deviation to mean of profile samples stats.variation()
Load factor Average load divided by the peak (maximum) load NumPy.mean()/NumPy.max()
Mean absolute deviation Mean absolute deviation of the profile sample values about the mean tsfel.mean_abs_deviation()
Mean absolute difference Mean absolute difference of the profile sample values about the mean tsfel.mean_abs_diff()
Median absolute deviation Median absolute deviation of profile sample values about the median tsfel.median_abs_deviation()
Median absolute difference median absolute difference of profile sample values about the median tsfel.median_abs_diff()
Sum of absolute differences Sum of absolute differences of the profile sample values tsfel.sum_abs_diff()
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Table E.2. Time series modelling feature extraction methods. 
 
 
Table E.3. Frequency domain feature extraction methods. 
 
  
Feature Description Python Implementation
ADF Test Augmented Dickey Fuller test for unit root (stationarity) of profile statsmodel.adfuller()
KPSS Test KPSS test for trend stationarity of the profile time series statsmodel.kpss()
Autocorrelation Autocorrelation of the profile time series tsfresh.autocorrelation()
Partial autocorrelation Partial autocorrelation of the profile time series tsfresh.partial_autocorrelation()
AR process coefficients Autoregressive process model coefficients of profile time series tsfresh.ar-coefficient()
Linear trend Linear regression of the profile time series tsfresh.linear_trend()
Aggregated linear trend Aggregated linear trend of chunks versus the profile time series tsfresh.agg_linear_trend()
Aggregated autocorrelation Aggregated autocorrelation function of profile time series tsfresh.agg_autocorrelation()
Feature Description Python Implementation
CWT coefficients Continuous wavelet transform (CWT) using Ricker wavelet on the profiletsfresh.cwt_coefficients()
CWT peaks CWT counts number of peaks over each wavelet scale tsfresh.number_cwt_peaks()
CWT absolute mean CWT absolute mean value of each wavelet scale tsfel.wavelet_abs_mean()
CWT energy CWT energy for each wavelet scale tsfel.wavelet_energy()
CWT standard deviation CWT standard deviation value for each wavelet scale tsfel.wavelet_std()
CWT variance CWT variance value for each wavelet scale tsfel.wavelet_var()
CWT entropy CWT entropy value of the profile time series tsfel.wavelet_entropy()
FFT coefficients Fast Fourier Transform (FFT) Fourier coefficients tsfresh.fft_coefficients()
FFT aggregated Spectral centroid (mean), variance, skew and kurtosis of FFT spectrum tsfresh.fft_aggregated()
Root mean squared (RMS) Root mean squared (RMS) value of the profile time series tsfel.rms()
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Table E.4. Structural and visual feature extract methods. 
 
  
Feature Description Python Implementation
Count above mean Counts the number of values higher than the mean of the profile tsfresh.count_above_mean()
Count below mean Counts the number of values lower than the mean of the profile tsfresh.count_below_mean()
First location of maximum First location of the maximum of the profile time series tsfresh.first_loaction_of_maximum()
First location of minimum First location of the minimum of the profile time series tsfresh.first_location_of_minimum()
Last location of maximum Last location of the maximum of the profile time series tsfresh.last_location _of_maximum()
Last location of minimum Last location of the minimum of the profile time series tsfresh.last_location_of_minimum()
Longest strike above mean Length of longest consecutive subsequence above the mean tsfresh.longest_strike_above_mean()
Longest strike below mean Length of longest consecutive subsequence below the mean tsfresh.longest_strike_below_mean()
Number crossing m(x) Counts number of crossings of a value m(x) of x (multiple) tsfresh.number_crossing_m()
Number of peaks Number of peaks of least support of profile time series tsfresh.number_peaks()
Quantiles Gives the quantiles q of the profile time series (multiple) tsfresh.quantile()
Number maximum peaks Counts number of maximum peaks of profile time series tsfel.maxpeaks()
Number minimum peaks Counts number of minimum peaks of profile time series tsfel.minpeaks()
Peak to peak distance Counts peak of to peak distance of profile time series tsfel.pk_pk_distance()
Has duplicate Counts has of duplicate of profile time series tsfresh.has_duplicate()
Has duplicate of maximum Counts has of duplicate of maximum of profile time series tsfresh.has_duplicate_max()
Has duplicate of minimum Counts has of duplicate of minimum of profile time series tsfresh.has_duplicate_min()
Ratio beyond r-sigma Ratio beyond r-sigma profile sample value tsfresh.ratio_beyond_r_sigma()
Energy ratio by chunks Energy ratio by chunks of profile to energy of whole profile time series tsfresh.energy_ratio_by_chunks()
Total energy Total energy of the profile time series tsfel.total_energy()
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Table E.5. Information entropy-based feature extraction methods. 
 
 





Feature Description Python Implementation
Approximate entropy Calculates the approximate entropy of the profile time series tsfresh.approximate_entropy()
Binned entropy Calculates the binned entropy of equidistant bins of the profile tsfresh.binned_entropy()
Sample entropy Calculates the sample entropy of the profile time series tsfresh.sample_entropy()
Feature Description Python Implementation
C3 measure Measures the nonlinearity using lags of linear autocovariances tsfresh.c3()
CID complexity measure Measures the complexity (peaks/valleys) of profile time series tsfresh.cid_ce()
Time reversal asymmetry Measures the time reversal asymmetry for various lags of time series
tsfresh.time_reversal_asymmetr
y_statistic()






The visual exploration of a load profile 
The starting point for an analysis of the load profile time-series simulated by the 
BEEST and simultaneously monitored by the 4 DUT is to examine the actual load 
profile time-series for visually observable load events and features. The observable 
events and features consist of patterns in the load profile time-series such as changes in 
levels, identifiable trends, and  repeated similar or cyclic or semi-cyclic changes in levels 
of real power. The changes are often large jumps or “spikes” in real power level caused 
by large power loads being turned off or on or cycled. A visual analysis of the load profile 
time-series real power values was undertaken using the plots of the raw monitored 
BEEST simulated load profile time-series. The frequency distribution histogram of a 
time-series values can also be useful in identifying events and patterns. A frequency 
distributions shows how the real power levels of the load profiles are distributed 
between their minimum and maximum values over the period of the time-series.  
To undertake the visual analysis of the load profile time-series the following graphs 
were plotted for each of the simulated load profile time series: 
1. Plot of load profile time-series of real power values versus the time of logged 
sample. 
2. Histogram plot of frequency distribution of relative real power values. 
From the graphs various features were able to be mapped to load events and to occupant 
behaviour. Generally, observable events and behaviours are related to larger changes in 
load. Smaller changes in loads are more difficult to differentiate within the load profile 
time series. Figure F.1 illustrates the common observable features which can be 
identified in the real power load profile time series and the corresponding real energy 
load profile.  
The visual analysis uses the following approach for identifying useful features of the 
load profile: 
1. Large changes in load level. This includes large “spikes” or large rises and falls 
over a short period or small number of samples as well as large changes that 
indicate the start of a large period of higher load. 
2. Large blocks of load which indicate a high ongoing load event for a reasonable 
period or larger number of samples in the load profile. 
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3. Repeated similar load events, either small or large load events that have the 
same or similar profile signatures [24]. 
4. Oscillating load changes where changes in load are identified to change at 
regular intervals of time or multiple samples. 
5. Extended runs at a given level of load, particularly a level which indicates a base 
or “always on” load. 
6. Identify patterns in the load which could characterise its visual form so that the 
profile can be classified with similar load profiles. An example would be the 
double spike 30-minutes in duration appearing on an above base level which is 
characteristic of a dishwasher appliance. 
7. Compare different logging rates across the same simulated profile as monitored 
by the 4 DUT when compared with the reference Class-1 energy meters. 
Table 6.1 in Section 6.1 details the number of load profiles provided from the 70 
simulation runs from the BEEST. There is a combined total of 792 profiles from the 1, 5, 
10, 15, 20 and 30-minute real power load profiles available for visual analysis. Visual 
analysis of this number of profiles is prohibitive. To demonstrate the visual analysis 
process, an analysis for two different simulation samples is provided here to illustrate 
the process of visual feature identification and how they can be used to help identify 
behaviours and loads. Simulations 03-21-2019 and 03-17-2019 were used for this 
analysis. These two simulations were logged at a rate of 1-minute. Figure F.2 shows 12 
features as described above in the two load profiles. Table F.1 lists each of the features 
identified in Figure F.2 and their links to behaviour and/or load events. 
The features identified in Figure F.1 and Table F.2 can be identified as load events 
where the change in load is large enough to be distinguishable in the load profile. There 
are many smaller load events which are not significant enough to be identifiable. In the 
case of the two load profiles of Figure F.2 there are lighting events and small electronics 
such as computers and entertainment devices (TV, DVD) which are being switched on 
and off as well. These load events are difficult, if not impossible, to visually locate in the 
load profile plot. Even if we zoom in on a smaller window of samples the small load 
events cannot necessarily be differentiated within the profile. 
Another observation from the load profile of Figure F.2 is the existence of a base or 
“always on” load level. The base load level appears to be approximately 100 to 150 W. 
Table F.2 provides the summary statistics for these two load profiles. The statistics for 
both are similar with regard to minimum, mean, and median values. Load profile 03-17-
2019 has a much higher peak (maximum) load when compared with the 03-21-2019 
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profile. The skewness and kurtosis are both different suggesting there is a difference in 
the frequency distribution of power values across the samples. 
A line of best fit was calculated and plotted for each of the load profiles in Figure F.2. 
Both lines have a positive slope and y-intercept greater than zero indicating that the 
power is weighted to the second half of the 24-hour sampling period. The 03-21-2019 
load profile has a greater slope than the 03-17-2019 profile despite the second profile 
having a higher mean, median and greater spread of power values, and the much higher 
maximum power.  
A visual analysis can be used to examine the effect of different energy monitor sampling 
rates. Figure F.3 details the energy monitoring for load profile 03-17-2019 using the 
Open Energy and Smappee Home monitors for logging rates of 5, 10, 15, 20, and 30-
minutes. Figure F.3 (a) shows the profile logged at 1-minute using the SDM230 
reference energy meter. Sampling at a decreased rate will reduce the frequency response 
available from the load profile time-series. This is evident here and was observed with 
down sampling of load profile discussed in Chapter 6. 
Comparing the 1-minute profile with the 5,10,15,20 and 30-minute profiles there is a 
deterioration in the peaks and troughs of the profiles as logging rate decreases. There is 
also the same attenuation in the amplitude of peaks and flattening of troughs as 
observed with the down sampling analysis of Chapter 6.1 What is also evident is that the 
load profiles monitored by the Open Energy and Smappee monitors produce essentially 
different profiles, especially as the logging rate decreases. The two monitor profiles do 
not record the same events, there is an inconsistency between monitoring. Even at a 5-
minute logging rate there are events logged by the Smappee that do not appear in the 
Open Energy logged profile. At 15-minute logging rate the Smappee shows 9 large load 
events while the Open Energy monitor logs only two such load events. Any processing of 
these two profiles such as extracting features would result in  two very different  results, 
which would suggest that there were two different load profiles produced from different 
sets of load events. 
The inconsistency observed with decreased monitoring logging rates above can be 
illustrated using down sampling of a load profile. Figure F.4 (a) shows the load profile 
logged at 1-minute while Figure F.4 (b) and (c) show the same profile down-sampled to 
15-minutes but with two different sampling start points. Effectively sampling the same 
load profile with a low logging rate can produce what appears to be two completely 
 
1 Refer Chapter 6 section 6.3 page 197. 
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different load profiles. The implications of this for numerical/data processing of these 
load profiles is examined in the next sections of the thesis. 
There is a limited amount of information that can be obtained through a visual analysis 
of a building’s load profile. To undertake this task across a larger number of profiles 
would be exhausting and require a set of agreed features that are to be visually 
identified. More than one “expert” would also be required to help to eliminate any innate 








Figure F.2. Example load profiles showing visually identified features of the real power load for two samples. Refer to Table F.1 for explanation 




Table F.1. List of visual features identified in Figure F.2 and their associated behaviour and/or load event. 
 
Table F.2. Summary statistics for the 03-21-2019 and 03-17-2019 load profile of Figure F.2. 
 
 
Feature Type of Feature/Event Description Event duration Appliance/Load
1 Small level change Appliance turns on then off 5-10 minutes Refrigerator/freezer
2 Spike Large load turns on then off for short duration 1-3 minutes Kettle
3 Large level change Medium load turns on then off for longer duration 10-40 minutes Dishwasher
4 Very large level change Very large load turns on and off for longer duration 10-40 minutes Oven
5 Extended level change Extended duration of medium load running 60-180 minutes Airconditioner
6 Very large level change Very large load turns on and off for longer duration 10-40 minutes Oven
7 Small level change Appliance turns on then off - cyclic over extended period 5-10 minutes Refrigerator/freezer
8 Spike Large load turns on then off for short duration 1-3 minutes Kettle
9 Very large level change Very large load turns on and off for longer duration 10-20 minutes Oven grill element
10 Extended level change Extended duration of medium load running 60-180 minutes Airconditioner
11 Very large level change Very large load turns on and off for longer duration 10-40 minutes Oven and grill element




Std Dev 593.39 670.95
Minimum 39.57 39.95
Maximum 3374.22 5309.99
1st Quartile 117.71 161.34






Figure F.3. Comparison of 03-17-2019 load profiles logged at rates of (a) 1-minute with SDM230, (b) 5-minute, (c) 10-minute, 15-minute, 20-






Figure F.4. The same load profile logged at (a) 1-second logging rate, (b) 15-minute with 
start at sample 0, and (c) 15-minute with start at sample 150. 
 
 
 
 
