This paper analyses the role of a broad range of spatial externalities in explaining average labour productivity of Swedish manufacturing plants. The main findings show positive effects from general urbanization economies and labour market matching, as well as a negative effect from within-industry diversity. These results confirm previous research despite methodological differences, which implies wider generalizability. Additionally, the empirical findings support MAR and Porter externalities, i.e. positive effects from specialization and competition. No evidence is found of Jacobs externalities, neither when measured as between-industry diversity nor as within-industry diversity. Finally, plant-specific characteristics play a key role in explaining plant-level productivity.
INTRODUCTION
Agglomeration economies capture the benefits of the co-localization of firms. These benefits are commonly analysed in terms of externalities, such as knowledge spillovers affecting productivity in nearby firms.
1 This implies that the characteristics of the local economic environment provide determinants for the productivity of individual firms. In the literature on this subject four main sources of spillover effects can be identified. JACOBS (1969) argues that among geographically close firms diversity drives innovation and growth, which is part of urbanization economies. A second view, referred to as Marshall- Arrow-Romer (MAR) externalities by GLAESER et al. (1992) , is that specialization in only one industry promotes growth, which is part of localization economies. Third, PORTER (1998) maintains that the most important aspect for firms to innovate and become more productive is competition. The last source of externalities concerns the labour market, whose importance was acknowledged already by MARSHALL (1890). Labour market matching gives rise to knowledge spillovers since labour mobility plays an important role in knowledge diffusion (MASKELL and MALMBERG, 1999; POWER and LUNDMARK, 2004) .
Starting with the seminal papers by GLAESER et al. (1992) and HENDERSON et al. (1995) there are numerous studies on externality effects. GLAESER et al. (1992) find positive effects from diversity, and negative effects from specialization, while HENDERSON et al. (1995) find positive effects from both diversity and specialization, on employment growth in US industries. The inconclusiveness has continued throughout the research on spatial externalities.
As discussed by BEAUDRY and SCHIFFAUEROVA (2009) , among others, this is mainly due to differences in methodological approaches. Hence, despite a vast amount of research there are still difficulties to draw major conclusions. A particular issue concerns the unit of analysis. Like GLAESER et al. (1992) and HENDERSON et al. (1995) , most studies use aggregated data on, for instance, industry or regional level. These results cannot be applied to make inferences about the nature of firms, a problem referred to as ecological fallacy. In more recent years data availability has improved and there are studies on spatial externalities at firm-and plant level.
However, the inconclusiveness continues and there is still need for further research.
Sweden provides an excellent case to study, partly because it is a good example of an average industrialized country. Sweden has been a member of the European Union since 1995 and has had a right-wing government since 2006. This has reduced the historically strong welfare state and has led to privatization of public goods and services. In addition, in 2010, Sweden had the fastest growing economy, the highest level of innovation and was the most competitive economy in the European Union (WORLD ECONOMIC FORUM, 2010) . Furthermore, the unique data availability allows for micro-level analyses.
The purpose of the present paper is hence to analyse the role of spatial externalities in explaining the productivity levels of Swedish manufacturing plants, for the years 2002 to 2010. Fixed-and random-effects estimates are applied, in order to capture both shortterm and long-term effects. In addition, a broader than usual range of externalities is tested for.
The most robust results concern general urbanization economies and labour market matching, both of which are found to enhance productivity in the short term as well as in the long term.
The results also show that within-industry diversity has a negative long-term effect on productivity. These results are consistent with previous studies, despite methodological differences, which allows for a wider generalization. This is the main contribution of the present study. Additionally, region-wide industrial diversity significantly decreases productivity, both in the short term and the long term, while positive effects from specialization and competition are found for the long term only.
In addition, plant-specific characteristics, including the characteristics of the workforce, are important for explaining plant productivity. The employees have the potential to affect the way in which plants absorb and use potential spillover effects and they are therefore a crucial component for channelling knowledge to the plant as a whole. Tacit knowledge in particular is transferred through human interaction (GERTLER, 2003) . This reasoning is in line with COHEN and LEVINTHAL (1990) , who assert that a firm's ability to utilize external knowledge is dependent on its prior relevant knowledge, its absorptive capacity. This in turn depends on the absorptive capacity of the owners, managers and employees of the firm, which is determined by their different perceptive powers, divergent insights and dissimilar attitudes (MASKELL, 2001) . It is thus important to take account of the characteristics of the employees in a study such as the present one. The idea to include both internal (firm-specific or microeconomic) and external (regional or macroeconomic) determinants to explain firm performance is applied in BALDWIN et al. (2008) and ERIKSSON and LINDGREN (2009) , concerning labour productivity, and RODRÍGUEZ-POSE et al. (2013) , concerning export propensity and intensity, among others. Both JACOBS's (1969) and MAR's (GLAESER et al., 1992) views of externalities concern the effects of knowledge spillovers. JACOBS (1969) , in her historical account of cities, highlights diversity while the MAR theory supports industrial specialization. JACOBS (1969) claims that cities are the main driving force for the economy because it is in cities that innovation and technological progress take place. The reason for this is that cities are diverse; they are comprised of a wide variety of industries and people and, according to JACOBS (1969) , the most productive spillovers are those that transcend industry boundaries. There is a greater flow of different ideas in diversified environments and firms can learn from innovations in other industries.
EXTERNALITIES
However, diversity is but one particular aspect of urbanization economies.
Urbanization economies in more general terms concern knowledge spillovers arising from the concentration of economic activity per se, measured e.g. as population density. CICCONE and HALL (1996) and CICCONE (2000) find a significant positive relationship between average labour productivity and employment density for the USA and five European countries, respectively. Regarding Swedish municipalities KARLSSON and PETTERSSON (2005) find that access to own population is significant in explaining the regional gross domestic product (GDP)
per square kilometre.
Turning to localization economies and specialization, the first contributor to the theory of MAR externalities is MARSHALL (1890). According to MARSHALL (1890), industrial concentration promotes knowledge spillovers within the industry, which increases growth in the industry and the city as a whole. In ARROW's (1962) model, knowledge is created as a byproduct of ordinary production and learning is equal to gaining work experience. Hence, only firm-specific knowledge is accounted for. The last contribution to the MAR theory is by ROMER (1986, 1990) FRENKEN et al. (2007) took the question of regional diversification, or variety, one step further. It was argued that for knowledge spillovers to enhance growth there needs to be some cognitive proximity between firms. A distinction was thus made between related and unrelated variety where related variety is defined as within-industry diversity and unrelated variety as between-industry diversity. FRENKEN et al. (2007) argue that Jacobs externalities should be measured as related variety, which had not been the case in most previous studies.
Regarding Dutch regions, they find that related variety enhances employment growth while it decreases productivity growth. Other studies have followed in the footsteps of FRENKEN et al. (2007 ), such as BISHOP and GRIPAIOS (2010 ) and BOSCHMA et al. (2012 .
Another important externality that is embedded in both urbanization and localization economies concerns labour market matching. Already MARSHALL (1890) acknowledged the importance of the labour market, and this source of externalities is referred to as "Marshall labour pooling" (WORLD BANK, 2009 ). The link to urbanization economies springs from workers bringing innovations from one industry to another, which implies that the benefits arise from industrial diversity. Marshall labour pooling is related also to localization economies since workers with industry-specific skills cluster in locations specialized in the corresponding industry. According to COMBES and DURANTON (2006) , firms that localize in clusters have access to larger labour markets and to employees who already have the relevant knowledge, which reduces training costs. At the same time they face the costs of losing their own knowledge to other firms as well as the costs of having to pay higher wages in order to retain their workers.
Labour mobility is not directly considered in the present paper, but it is connected with labour market matching. Industrial performance and innovation are dependent on the movement of people between labour markets, sectors and firms (POWER and LUNDMARK, 2004) . Partly due to tacit knowledge being embedded in individuals rather than being "in the air", and partly due to labour mobility playing a key role in knowledge diffusion, labour mobility provides an important source for firms to acquire new knowledge (cf. MASKELL and MALMBERG (1999) , GERTLER (2003) , POWER and LUNDMARK (2004) and BOSCHMA et al.
(2009), among others). This is related to labour market matching since better matching increases the potential for beneficial labour mobility. ANDERSSON et al. (2007) show that the matching of firm and worker quality contributes to the urban productivity premium in the USA. BALDWIN et al. (2008) measure labour pooling in terms of similarity between the occupation mix of the metropolitan areas and the occupation mix of the industries in those areas. The results show that labour productivity is higher for plants located in areas with a stronger match between the local labour pool and the labour pool of the industry that the plant belongs to. Using Swedish data, ERIKSSON and LINDGREN (2009) find that externalities from the labour market are more important for firm productivity than externalities from concentration and diversity. It is argued that what is important is not labour mobility in itself but in combination with labour market matching.
In addition, the employment rate is a potential motivator for employee productivity. Low employment rates are associated with recessions, which implies decreasing real wages. According to AKERLOF and YELLEN (1990) , employees respond by lowering their effort, especially if the wage falls below the level considered to be fair. DARITY and GOLDSMITH (1996) argue that being unemployed has a negative effect on psychological well-being, which affects productivity if the unemployed person becomes employed. On the other hand, a higher employment rate might affect productivity negatively due to the entrance of lower-skilled workers. BELORGEY et al. (2006) find this effect when comparing 25 countries.
The sources of agglomeration economies can be connected to three types of mechanisms behind agglomeration economies, identified by DURANTON and PUGA (2004) as sharing, matching and learning. The agglomeration of firms increases the possibilities of sharing indivisible goods and facilities. This concerns investment and risk as well as labour pooling. Agglomerations of firms attract labour, and vice versa, which provides a market for skilled employees. Increased agglomeration also increases the quality of the matching on the labour market, which enhances productivity, innovation and growth. Finally, since urban environments gather a large number of firms and people, the potential for knowledge spillovers, human capital accumulation and thus learning increases.
DATA
This study was made possible through the use of micro-level data, obtained by Statistics Sweden, containing detailed information about all firms, plants and employees in Sweden.
These are connected by identity numbers, through which each employee is linked to both a plant and a firm. 98 per cent of the firms in Sweden comprise only one plant. However, the last two per cent account for 50 per cent of the firms' total value added, which makes it difficult to disregard them. Since most of these firms have plants in different municipalities it is also problematic to conduct the analysis at the firm level. What is the location of a firm with, for example, one plant in Stockholm and one in Jönköping? This is crucial for the present study.
Accordingly, productivity is measured at the plant level, which raises another issue since data such as value added are at the firm level. This is dealt with by using the plants' shares of employment in their respective firms as weights to distribute the firm value added, as done by MARTIN et al. (2011) . The regions referred to throughout this paper are, unless stated otherwise, the 290 Swedish municipalities. These are the smallest administrative units in Sweden used for self-governing purposes. Municipalities are chosen over the larger labour market areas as the unit for the calculation of the regional variables. This is due to recent research showing that agglomeration economies, in particular knowledge spillovers, are bounded in space (ANDERSSON et al., 2012; BALDWIN et al., 2008; ROSENTHAL and STRANGE, 2008) . This implies that externalities are local or neighbourhood effects rather than regional effects, which motivates a geographical unit smaller than labour market areas. At the time of this research, municipalities are the smallest geographical units identified in the data set. In addition, there is a large literature on the role of interaction and face-to-face contacts for learning and innovation, especially considering tacit knowledge (see e.g. MASKELL and MALMBERG (1999) and GERTLER (2003)). BOSCHMA (2005), in a conceptual discussion on different dimensions of proximity, states that even though geographical proximity is neither necessary nor sufficient for knowledge spillovers to occur, it facilitates interactive learning.
VARIABLES
The dependent variable in this study is average labour productivity, which is measured at the plant level as value added per employee.
Plant characteristics
To analyse plant performance it is necessary to account for plant-specific characteristics.
Capital and labour are the two original factors in production functions. In the present paper, capital is measured as the book value of material assets and labour as the number of full-time equivalent employees. In addition, number of years since establishment, average age of employees, percentage of females, and industry dummies at the two-digit level are introduced as control variables.
As discussed in the introduction, the employees play a prominent role in determining productivity levels. To assess the potential for absorptive capacity (COHEN and LEVINTHAL, 1990) at the plant level the abilities, in terms of skills and education, of the employees are taken into account. Education is measured as the share of employees at each plant with three or more years of university education. Regarding the skills, the division by JOHANSSON and KLAESSON (2011) Table 1 . who saw a need to distinguish worker skills in more aspects than differences in education levels.
Skills, measured as occupation, and education to some extent overlap. Table B1 shows that the percentage of highly educated employees is positively correlated with the percentage of employees using cognitive, management and social skills, while it is negatively correlated with the percentage of employees using motoric skills. The highest correlation is with cognitive skills, which is logical since these occupations commonly require a degree in higher education. However, even though there is a correlation between education and skills, it is not high enough to cause problems with multicollinearity, as shown by the VIF values in Table C1 . In addition, education and occupation measure different things. Education shows the formal background of the employees, while skills, in terms of occupation, measure what the employees are actually doing. Even though educational background influences the occupation of an individual, there are many more determinants, such as work experience and personal characteristics.
Regional characteristics
General urbanization economies are commonly measured by density, e.g. population per square kilometre. This is due to density being a measure of economic activity per se, irrespective of its composition. However, for a country like Sweden with a relatively large area and a relatively small population concentrated in urban areas, conventional density measures do not describe the real economic structure. The density of economic activity is instead measured as the size of the accessible market, in terms of wage sums (WS). JOHANSSON et al. (2002) divide the accessible market into a local, an intra-regional and an extra-regional part. The local market consists of the municipality in question and the intra-regional market is the functional economic region, which typically comprises four to five municipalities. The extra-regional market consists of the municipalities outside the functional region. The different accessibility measures are calculated as follows (ANDERSSON and KLAESSON, 2009 ):
in which denotes the local, the intra-regional and the extra-regional market accessibility for municipality r. R constitutes all the municipalities within a functional economic To capture Jacobs externalities, or industrial diversity, an entropy measure is commonly applied, see e.g. JACQUEMIN and BERRY (1979) , and ATTARAN (1986)):
in which Dr measures diversity in municipality r, ei,r the number of employees in two-digit industry i and municipality r and er the total number of employees in the manufacturing sector in municipality r. The entropy measure ranges from zero (no diversity) to ln (maximum diversity) where n is the total number of two-digit industries in the manufacturing sector in municipality r. However, in terms of FRENKEN et al. (2007) To measure localization economies, or more specifically industry specialization, a location quotient, LQi,r, is applied (as in FELDMAN and AUDRETSCH (1999) ):
in which ei measures the number of employees in two-digit industry i, e the total number of employees in the manufacturing sector in Sweden and ei,r and er as above. The location quotient is a relative measure in that it measures the regional share of workers relative to the national share of workers in a specific industry. If the location quotient is larger than one, the industry has a larger share of the employees in a region than the country as a whole, implying that the municipality is more specialized than average in that industry. Regarding knowledge spillovers, it could be argued that what matters is the absolute, and not the relative, concentration of people.
However, even though specialization and diversity are not mutually exclusive, absolute measures of them are correlated, which imposes problems with multicollinearity. A relative measure is thus chosen for specialization. On the other hand, Equation 4 can be regarded as a proxy for inverse industrial specialization. An increase in industrial diversity implies a decrease in industrial specialization, and vice versa. In addition, the related variety concept can be applied. Unrelated variety is then a proxy for inverse region-wide, or between-industry, specialization while related variety is a proxy for inverse within-industry specialization. The entropy measure is not as commonly applied to measure specialization as e.g. the Herfindahl index but the two are strongly correlated (PALAN, 2010).
Competition arises when there are many producers of similar products, and competition can thus be measured by the distribution of employees over plants in an industry.
Hence, an entropy measure at the industry level is constructed: A well-functioning labour market is crucial for both plants and potential employees. It is self-evident that productivity will be higher if the right person is in the right job. As well as finding suitable employees in the first place, plants need to be able to replace them if the circumstances change. Hence, the abilities of the potential employees, i.e. the regional workforce, need to match the requirements of the regional plants. In addition, labour market matching gives rise to knowledge spillovers due to labour mobility playing an important role in knowledge diffusion. How well labour market matching works at the plant level is assessed by measuring the concordance between the employees at a plant and the employees in the respective region regarding levels of education combined with types of skills. The skill categories are given by Table 1 and for education six levels are used. This means that for each plant and each region the share of employees for all twenty-four possible combinations of education levels and skills are calculated. To produce a single measure of labour market matching these are weighted together according to the following formula:
) ,
in which LMj gives the labour market matching value for plant j, sea r the combinations of education and skills at the municipal level and sea est the corresponding combinations of education and skills at the plant level. The interpretation of this measure is that the larger it is for a plant, the better that plant's employment needs match the regional labour pool. Hence, the higher is the probability that the right person is in the right place and the greater are the possibilities for labour mobility. This measure of labour market matching follows the same line of thinking as that of BALDWIN et al. (2008) . A difference is that Equation 7 uses the plant-level labour composition rather than the industry level. The motivation behind this is that it is the plant and not the industry that employs workers. In addition, this measure incorporates both education and occupation, while BALDWIN et al. (2008) consider the latter only. Finally, the employment rate is introduced as an explanatory variable.
Variable overview
A summary of the explanatory variables is given by Table 2 . A correlation matrix for all variables is presented in Table B1, while Table D1 provides descriptive statistics.
MODEL AND METHOD
Since the dependent variable is productivity, a natural point of departure is a production function, given by Equation 8:
in which Yj denotes value added, Kj capital, A the efficiency of the employees and Lj the number of employees, all for plant j. However, since productivity is measured as value added per employee, Equation 8 is divided by Lj:
The variables described in the above section are contained in Aj since they are all factors that have the potential to affect average labour productivity. The above model is therefore extended by substituting Aj for these variables. To facilitate the empirical estimates Equation 9 is linearized by transformation into logarithmic form. Hence, the model used as a basis for the estimations of parameters is given by Equation 10. The t subscript is added since the data are longitudinal.
Γjt contains the plant characteristics, Ζirt the industry-and region-specific characteristics and Ηrt the region-specific characteristics. Dt contains the industry and time dummies, of which the latter are introduced to control for year-specific effects. αj captures unobserved time-invariant plant-specific effects and εjt is the usual error term, which by assumption is uncorrelated with the explanatory variables. An advantage of the double-log form of Equation 10 is that the estimated coefficients can be interpreted as elasticities.
As Equation 10
indicates, all explanatory variables are measured at time t. 5 This raises the issue of reverse causality, i.e. that plant productivity is causing some of the righthand-side variables. Since it is intuitively unlikely that the productivity of an individual plant has a significant effect on the region as a whole, unless the plant constitutes a major part of the regional economy, this mostly concerns the plant-specific variables. It may be argued that the productivity of the plant has an effect on the composition of the plant labour force as well as the capital stock. However, even though these variables do not change as slowly over time as the region-specific variables, there are substantial time lags due to hiring and firing processes, as well as investment processes. This decreases the problem of reverse causality, an issue that, due to the nature of the world, cannot be fully eliminated.
There are various methods for the estimation of Equation 10. Considering the panel structure of the data two obvious choices are fixed and random effects. The fixed-effects model applies within transformation, which eliminates the αj's. Hence, an advantage of the fixed-effects model is that it allows for endogeneity in terms of correlation between the unobserved plant-specific effects and the explanatory variables. In the random-effects model the αj's are treated as random variables, and consequently correlation between them and the additional explanatory variables implies biased and inconsistent estimates. For the present case, the Hausman test rejects the hypothesis of no correlation. However, the choice between fixed and random effects is not clear-cut since random-effects estimation has advantages as well. One advantage is that random effects estimate the impact of explanatory variables with none or little within variation. Due to the within transformation, fixed effects do not work well for these types of variables. In the present case there are no completely time-invariant variables, but the regional characteristics have a tendency to change slowly over time, which implies low within variation when the period is rather short. Table E1 shows that the within variation is considerably lower than the overall and between variation for these variables. In addition, since αj is in the composite error term (αj + εjt) in every period, the residuals are serially correlated. This is an issue especially for datasets with a large number of cases over relatively few periods.
Random effects solve this by using feasible generalized least-squares estimators (FGLS)
(RODRÍGUEZ-POSE and TSELIOS, 2012). Moreover, random-effects coefficients can be interpreted as long-run effects since the cross-sectional variation is retained, while fixed-effects coefficients can be interpreted as short-run or time-series effects (DURLAUF and QUAH, 1999;
RODRÍGUEZ-POSE and TSELIOS, 2012). In other words, fixed effects models emphasize the within effect only, while random effects models also consider the between effect. This implies that random effects draw inferences based on more information, which increases the efficiency of the estimates.
Hence, there are advantages and disadvantages of both types of models. The discussion above shows that fixed and random effects are complements rather than substitutes, and therefore both models are estimated in the present case. 6 Random effects allows for a generalization of the results beyond the specific sample used to draw the inferences. This implies that the results in the present paper can be discussed in a broader context, especially if Swedish plants are regarded as representative for European, or even Western world, plants.
As mentioned in the section 'Variables', the accessibility measures have been shown to capture the spatial dependence between locations. However, as a further control for spatial autocorrelation of the error terms across plants, the standard errors are clustered on 93 labour market regions. KEZDI (2004) shows that cluster-robust estimators are both unbiased and consistent in a fixed-effects setting. The clustering of the standard errors does not alter the results. Table 3 presents the results from the estimations. Models 1-3 provide the results for the fixedeffects estimations (FE). Model 1 includes the variables describing plant characteristics only, while Model 2 introduces most of the regional characteristics. In Model 3 the accessibility measures are added as explanatory variables, to control for general urbanization economies as well as to model spatial interaction. Models 4-6 present the corresponding for the randomeffects estimations (RE). Since Models 1-2 and Models 4-5 exclude the accessibility variables, they suffer from omitted variable bias. Models 3 and 6 can hence be regarded as the full models for the present case. However, considering the rather low R-squares, especially for the fixedeffects estimations, there are omitted variables in all six models. Considering endogenous growth models (e.g. ROMER (1986 ROMER ( , 1990 , LUCAS JR. (1988) , and AGHION and HOWITT (1992)), missing variables concern technology and innovation. These are widely recognized as important drivers for productivity and growth. In the present case, technology and innovation are to some extent captured by industry belonging since certain industries are generally more high-tech and innovative than others. At the plant level, innovativeness is partly captured by the abilities variables since employees working with research and development are in general highly educated with cognitive skills. However, these are imperfect proxies and the models would benefit from direct plant-level measures of technology and innovation. Notes: Robust standard errors, clustered on 93 labour market regions, are given in parentheses. ***p < 0.01, **p < 0.05, and *p < 0.1. a within for FE, overall for RE.
REGRESSION RESULTS

Plant characteristics
The significance and sign of the coefficients for the plant characteristics are robust throughout all models, with the exception of the multi-firm dummy. Capital has, as expected, a positive impact on average labour productivity. Regarding labour, what is estimated is , which implies that is approximately equal to 0.7 using fixed effects and 0.8 using random effects ( = -1). Hence, diminishing marginal productivity of labour is found. Additionally the age of the plant influences productivity positively, which is expected since the maturity of the plant measures experience. Also the positive coefficient for females is logical due to the self-selection of females with greater than average abilities in the manufacturing sector, which is maledominated employment-wise. On the other hand, an increased average age of the employees has a negative impact on productivity. Regarding the multi-firm dummy, the results of the fixedeffects estimations in Models 1-3 show that belonging to a multi-plant firm has a negative impact on productivity. However, only the within variation is accounted for, which implies that the effect is for plants that change status during the period. Table E1 shows that the within variation is low for this variable, implying that this type of change does not frequently occur.
When the cross-sectional variation is retained, shown by the random-effects estimations in Models 4-6, the effect of belonging to a multi-plant firm is positive, larger in absolute terms, and has a higher level of significance. Hence, even though the short-run effect is slightly negative, the long-run effect of being part of a larger firm is strongly positive. As already touched upon, this difference is probably due to that fixed effects accounts for intra-plant variation over time while random effects also includes inter-plant differences.
Regarding the variables describing the abilities of the employees, the percentage with at least three years of higher education influences productivity positively. Education measures human capital, a key input factor in production functions. In addition, an increased share of employees with cognitive, management or social skills has a positive effect, the largest impact coming from employees with cognitive and management skills. This is logical since positions requiring cognitive and management skills are often filled with educated and/or experienced employees.
Regional characteristics
Regarding urbanization economies in general, both Models 3 and 6 show that the size of the local market influences productivity positively. Hence the results support the findings by CICCONE and HALL (1996) and CICCONE (2000), that density of economic activity increases average labour productivity. This result seems to be robust in more general terms since urbanization economies are here defined as accessibility rather than employment density and the analysis is conducted at the plant level, rather than at the regional level as in CICCONE and HALL (1996) and CICCONE (2000) . Despite these differences, the result goes in the same direction. In addition, the effects of intra-and extra-regional accessibility are insignificant in the fixed-effects estimation and significantly smaller in the random-effects estimation. This implies that geographical proximity is important for externalities to occur. BOSCHMA (2005) discusses the importance of geographical proximity in conjunction with four other dimensions of proximity; cognitive, organizational, social and institutional. Geographical proximity facilitates face-to-face interaction, which increases learning and knowledge spillovers.
According to BOSCHMA (2005) , this is mostly due to the strengthening of the other dimensions of proximity. A somewhat contradicting result in Model 6 is that the effect of extra-regional accessibility both has a higher level of significance and is significantly larger in magnitude than intra-regional accessibility. However, it could be argued that while the effect of local accessibility concerns interactive face-to-face learning and spatially bounded knowledge spillovers, the effect of extra-regional accessibility concerns productivity benefits from having a potential market that is broader than the own region. This involves reducing the risk of the problems of lock-in, which implies negative effects from a lack of openness and flexibility (BOSCHMA, 2005) .
Models 3 and 6 show that region-wide industrial diversity significantly reduces average labour productivity, using both fixed and random effects. In addition, under random effects, diversity at the industry level has a negative impact on productivity. This implies that a long-run negative effect is found for plants belonging to more diverse industries. Cognitive proximity in terms of industry belonging is hence not enough to give rise to Jacobs externalities.
This result is consistent with that of FRENKEN et al. (2007) , who find that related variety has a negative effect on productivity. This is a robust result, since in the present case productivity is measured in levels at the plant level, while FRENKEN et al. (2007) measure productivity growth at the regional level. As for general urbanization economies, the results are consistent despite the methodological differences.
Regarding specialization and competition, the coefficients are insignificant in the fixed-effects estimations, which implies that no short-term effects are found. This could be a result of low within variation in these variables, as discussed above. However, when the crosssectional variation is retained, the effect of specialization is highly significant, and robust to the inclusion of the accessibility variables. Specialization, in relative terms, is hence positively related to labour productivity in the long term. As discussed in the section 'Variables', the entropy measures for diversity are used as proxies for inverse absolute specialization. Hence the negative effects from diversity can be regarded as positive effects from both region-wide industrial specialization and within-industry specialization. This implies that all the results regarding specialization point to positive effects, and consequently evidence of MAR externalities is found. This is not unexpected since knowledge spillovers from localization economies occur between similar firms producing similar products, which implies that the innovations are more incremental in nature, affecting mostly productivity (FRENKEN et al., 2007) . In addition, previous empirical research on plant-level productivity points to positive effects from specialization (see section 'Externalities').
The opposite effects from diversity and specialization may seem intuitive at a first glance. However, the coexistence of diversity and specialization is possible due to these not being mutually exclusive, especially when measuring diversity in absolute terms and specialization in relative terms. A municipality can hence be highly diversified and at the same time incorporate a large part of a specific industry, making the municipality more specialized in that industry than the country average. In addition, a large region has greater possibilities to be both diverse and specialized. Diversity in such a region can imply many different specializations.
The result for competition is not as robust as for relative specialization, since when introducing the accessibility variables it is only weakly significant. There is also a significant decrease in the magnitude of the effect. However, the results still point to a positive impact from an increase in competition, which implies that evidence of Porter externalities is found. What should be kept in mind regarding competition is that it measures competition only at the local level. Many producers, especially in the manufacturing sector, are exposed to competition from regional, national as well as international actors.
The last group of externalities tested for concerns the labour market. In line with ERIKSSON and LINDGREN (2009) the results show that these externalities are important for productivity. The positive effect of an increased labour market matching proves to be the most robust result. There is no significant difference in the coefficient between the fixed-and random-effects estimates and no significant change from the inclusion of the accessibility variables. Hence, an increased match between the plant workforce and the regional workforce significantly enhances productivity, in both the short term and the long term. This result confirms the findings of BALDWIN et al. (2008) , even though the applied measure is somewhat different (see discussion in the section 'Variables'). Hence the importance of labour market matching seems to be robust to changes in methodology. There are both direct and indirect channels for the positive effect of labour market matching on productivity. The direct effect originates from having the right person at the right place, while the indirect effect concerns knowledge spillovers from increased labour mobility. In addition, the employment rate is highly significant and influences productivity positively. The results thus support the theories by AKERLOF and YELLEN (1990) and DARITY and GOLDSMITH (1996) regarding the behaviour and psychology of employees. In addition, a higher employment rate reflects that the plants in the region are doing well, or that the labour market matching works well.
CONCLUSIONS
This paper has analysed the impact of a broader than usual range of spatial externalities on average labour productivity in Swedish manufacturing plants. Short-term as well as long-term effects of four sources of externalities are tested for, urbanization economies with diversity in particular, specialization, competition and labour market matching. Positive effects from general urbanization economies, measured as access to the local market, and labour market matching, measured as the similarity between the plant's workforce and the regional workforce, are found to be the most robust results. In addition, the results show a negative long-term effect of diversity at the industry level. These effects point in the same direction as previous studies, despite methodological differences, which implies a generalizability of the results. This is the main contribution of the present study, especially considering the general inconclusiveness of previous research on spatial externalities. There are no short-term effects of diversity at the industry level, neither from specialization nor competition, which can be explained by low 3. The same procedure is used for distributing physical capital.
4. For some firms the reported capital level is zero. This is likely due to missing information rather than a non-existent capital stock. The plants belonging to these firms are excluded.
5. This makes sense especially for the plant-specific variables since output year t is produced by year t inputs. Regarding the regional variables, empirical estimations show that the results are robust when lagging them one year.
6. In addition, pooled ordinary least-squares (OLS) estimations are run. However, since a Breusch-Pagan Lagrange Multiplier test rejects the hypothesis of no differences between plants, random effects is preferred to pooled OLS. Notes: a Overall and between minimum is -10 due to missing values (the zeros in the nontransformed dataset) being replaced by this. Various values are tested without any changes in the results.
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