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Motivated by recent developments in the experimental study of superconducting graphene and
transition metal dichalcogenides, we investigate superconductivity of the Kane-Mele (KM) model
with short-range attractive interactions on the two-dimensional honeycomb lattice. We show that
intra-valley spin-triplet pairing arises from nearest-neighbor (NN) attractive interaction and the
intrinsic spin-orbit coupling. We demonstrate this in two independent approaches: We study su-
perconducting instability driven by condensation of Cooperons, which are in-gap bound states of
two conduction electrons, within the T -matrix approximation and also study the superconducting
ground state within the mean-field theory. We find that Cooperons with antiparallel spins condense
at the K and K′ points. This leads to the emergence of an intra-valley spin-triplet pairing state
belonging to the irreducible representation A1 of the point group C6v . The fact that this pairing
state has opposite chirality for K and K′ identifies this state as a “helical” valley-triplet state, the
valley-analog to the 3He-B phase in two dimension. Because of the finite center of mass momen-
tum of Cooper pairs, the pair amplitude in NN bonds exhibits spatial modulation on the length
scale of lattice constant, such that this pairing state may be viewed as a pair-density wave state.
We find that the pair amplitude spontaneously breaks the translational symmetry and exhibits a
p-Kekule´ pattern. We also discuss the selection rule for pairing states focusing the characteristic
band structure of the KM model and the Berry phase effects to the emergence of the intra-valley
pairing state.
PACS numbers: 74.78.-w,74.20.-z,74.70.Wz
I. INTRODUCTION
Since the discovery of graphene, electronic properties
of atomically thin two-dimensional (2D) materials have
attracted wide-spread interest. Indeed remarkable fea-
tures arise through the interplay of spin and valley de-
grees of freedom in the unusual band topology. Among
other properties also superconductivity has been studied,
despite great experimental difficulties in sample prepa-
ration and doping, particularly in graphene as well as
transition metal dichalcogenides (TMDs). Supercon-
ductivity has been observed in Li-decorated monolayer
graphene [1], ion gated MoSe2, MoTe2, WS2 [2], ion
gated MoS2 [3, 4], and monolayer NbSe2 [5]. In addition
to their potential impact on applications, the supercon-
ducting states in such 2D materials also stimulate theo-
retical studies. Although the superconducting state ob-
served in Li-decorated monolayer graphene is most likely
due to conventional BCS-pairing arising from enhanced
electron-phonon coupling by the adatoms [6], various ex-
otic superconducting states have been suggested for pure
and doped graphene [7–13]. Furthermore, unconven-
tional Ising pairing protected by spin-valley locking is
predicted for the superconducting state in NbSe2 atomic
layers [5] and ion-gated MoS2 [3, 4].
∗Electronic address: tsuchiya@tohtech.ac.jp
Motivated by these experimental advances, we inves-
tigate superconductivity in the 2D honeycomb lattice
structure that is common to graphene and TMDs. Our
main purpose in this paper is to analyze the structure
of the superconducting phase in the honeycomb lattice
with special emphasis on topological aspects. For this
purpose, we employ the Kane-Mele (KM) model [14] that
was proposed as a minimal model of topological insula-
tors [15, 16]. We assume generic short-range attractive
interactions and discuss the symmetry of superconduct-
ing ground states. In contrast to most studies on su-
perconductivity our starting point will be the insulating
state where we explore the pairing states that could arise
through Cooperon condensation for sufficiently strong
pairing interactions. As we will discuss below a partic-
ularly interesting case of unconventional Cooper pairing
appears for nearest-neighbour (NN) attractive interac-
tion.
The two possible pairing states on the honeycomb
lattice considering the valley-structure of the electronic
bands are illustrated in Fig. 1: Inter-valley pairing state
and intra-valley pairing state. The former is the simple
BCS pairing state involving electrons with opposite mo-
menta in the different valleys near the K and K ′ points.
In contrast, electrons form pairs within the same valley
in the latter case. Namely, they have opposite momenta
with respect to K or K ′ points, and, therefore, an elec-
tron pair has finite center of mass momentum equivalent
to K ′ and K, respectively. Because of the finite center
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FIG. 1: Schematic illustration of the inter-valley and intra-
valley pairing states. The gray circles represent the Fermi
circles. In the former, the center of mass momentum of a
pair is zero. In the latter, the pair has finite center of mass
momentum q =K or K′.
of mass momentum of Cooper pairs, this pairing state
may be viewed as a pair-density wave (PDW) state [17],
in which the gap function spatially modulates on length
scales of the lattice constant. The possibility of the intra-
valley pairing has been pointed out in graphene [9, 12] as
well as in doped Weyl semimetals [18].
In this paper, we show that the intra-valley spin-triplet
pairing state can arise due to the interplay of the NN
attractive interaction and the intrinsic spin-orbit (SO)
coupling in the KM model. The interesting feature of
the intra-valley pairing state is that it involves two gap
functions associated with Cooper pairs condensed at each
of the two valleys, K and K ′ point (see Fig. 1). In the
intra-valley spin-triplet pairing state, the gap functions
have both the components of s and p-wave symmetry in
the vicinity of K and K ′, and constitute a parity-mixed
superconducting state, as we will show. We demonstrate
the emergence of this exotic superconducting state by
employing two independent microscopic approaches: We
first study superconducting instability in the insulating
state within the T -matrix approximation, and then we
examine the most stable superconducting state within
the mean-field (MF) theory. In the former, we find that
bound states of two conduction electrons called “Cooper-
ons” [19–22] are formed within the band gap and the
intra-valley pairing state is preempted by condensation
of Cooperons at the K and K ′ points at the same inter-
action strength. We also discuss the origin and nature of
the intra-valley pairing state. We find that it may arise
due to the Berry phase effects associated with the Dirac
points, i.e., K and K ′ points.
The paper is organized as follows: In Sec. II, we de-
scribe the system and the model. In Sec. III, we discuss
the selection rule for pairing states based on the charac-
teristic feature of the energy band. In Sec. IV, we study
formation of Cooperons and their condensation in the
topological insulating state. In Sec. V, we study the su-
perconducting ground state within the MF theory and
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FIG. 2: The honeycomb lattice with the basis vectors. The
unit cell (gray region) consists of the sublattices A and B.
δi and ai (i = 1, 2, 3) are the bond vectors between NN and
NNN sites, respectively. We set the lattice constant unity
(|ai| = 1).
discuss its various aspects. We conclude in Sec. VI.
II. MODEL
We study the KM model [14] with short-range attrac-
tive interaction on the honeycomb lattice depicted in
Fig. 2. The Hamiltonian reads
H = HKM +Hint, (1)
HKM = −t
∑
〈i,j〉
∑
σ
(
c†iσcjσ + h.c.
)
− µ
∑
i,σ
niσ
−it′
∑
〈〈i,j〉〉
∑
σ,σ′
νij(σz)σσ′c
†
iσcjσ′ , (2)
Hint = −U
∑
i
ni↑ni↓ − V
∑
〈i,j〉
ninj , (3)
where ciσ annihilates an electron at site i with spin σ, µ
the chemical potential, and 〈i, j〉/〈〈i, j〉〉 denotes the sum-
mation over all the NN/next-nearest-neighbor (NNN)
sites. The first term in Eq. (2) describes the NN hop-
ping and the third term the intrinsic SO coupling [14],
where σρ (ρ = x, y, z) is the Pauli matrix of electron spin
and νij = 1 (-1) if electrons make a left (right) turn to
get to the site i from the site j. We consider the on-site
and NN attractive interactions in Eq. (3) and assume
U, V > 0.
Turning to k-space, we introduce
ciσ =
1√
M
∑
k
ckσe
−ik·ri , (4)
where M = N/2 is the total number of unit cells that is
half of the total lattice sites N . The KM Hamiltonian
(2) in momentum space reads
HKM =
∑
k
[
ψ†k↑
(
ζk γk
γ∗k −ζk
)
ψk↑ + ψ
†
k↓
( −ζk γk
γ∗k ζk
)
ψk↓
]
,
(5)
where, ψkσ = (akσ, bkσ)
T , γk = −t(e−ik·δ1 + e−ik·δ2 +
e−ik·δ3), and ζk = 2t
′(sink · a1+ sink ·a2 + sink · a3)−
3µ. Here, akσ (bkσ) annihilates an electron on the A (B)
sublattice with momentum k and spin σ. δi and ai (i =
1, 2, 3) are the bond vectors that connect the NN sites
and NNN sites, respectively, as shown in Fig. 2. We set
the lattice constant unity (|ai| = 1).
The dispersion relations of the conduction and valence
bands are obtained by diagonalizing Eq. (5) as
E = ±
√
|γk|2 + ζ2k = ±ǫk. (6)
γk is approximated in the vicinity of the K point
(4π/3, 0) =K as
γK+p ≃ vF (px − ipy), (7)
and the K ′ point (−4π/3, 0) =K ′ = −K as
γK′+p = γ
∗
K−p ≃ −vF (px + ipy), (8)
where p denotes momentum measured relative to the K
and K ′ points (p = k −K, k −K ′, p ≪ |K|). Here,
we introduced the Fermi velocity vF =
√
3t/2. Thus,
at half-filling (µ = 0) without the SO coupling (t′ = 0),
the conduction and valence bands have linear dispersions
ǫk = |γk| = vF p that describe massless Dirac fermions in
the vicinity of the K and K ′ points.
On the other hand, the diagonal elements in Eq. (5)
are approximated as
ζK+p ≃ ∆SO, ζK′+p ≃ −∆SO, (9)
where ∆SO = 3
√
3t′ (we assume t′ > 0 throughout the
paper). The dispersion in the vicinity of the K and K ′
points at half-filling is given by
E = ±
√
v2F p
2 +∆2SO . (10)
Figure 3 schematically shows the dispersion (10) that has
the energy gap 2∆SO at the K and K
′ points. Thus,
the low-energy physics is dominated by massive Dirac
fermions.
The effective Hamiltonian at half-filling linearized in
the vicinity of the K and K ′ points reads
HKM =
∑
p
ψ†Kp (vFτ · p+∆SOσzτz)ψKp
+
∑
p
ψ†K′p (−vFτ ∗ · p−∆SOσzτz)ψK′p, (11)
where ψKp = (ψK+p↑, ψK+p↓) and τρ (ρ = x, y, z) is the
Pauli matrix of sublattice-pseudospin. Precisely at the K
or K ′ point, since the off-diagonal terms vanish, Eq. (11)
is diagonalized in the sublattice basis. This means that
the wave functions at the bottom of the conduction band
and the top of the valence band localize on either A or
B sublattice. Figure 3 shows the sublattices assigned to
them. It exhibits a peculiar character of the wave func-
tion in momentum space: The sublattices assigned to the
K andK ′ points are different within the same band. This
↑ conduction band
valence band
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FIG. 3: Schematic illustration of the energy band of Dirac
fermions described in the KM model (11). The “A” or “B”
assigned to each valley means the sublattice at which the wave
function of the bottom of the valence band or top of the con-
duction band localizes. The symbols “+” and “−” denote
the sign of the Berry phase associated with adiabatic evolu-
tion within the energy band around the K or K′ point.
implies that the insulating state due to the SO coupling
described by the KM Hamiltonian (2) does not reduce to
the trivial band insulator with decoupled A and B sub-
lattices in the limit of large energy gap ∆SO ≫ t. Thus,
it is topologically distinct from the trivial band insulator
[14]. In this peculiar insulating state, the spin Hall con-
ductivity is quantized, which is characterized by the topo-
logical number called spin Chern number. The nonzero
spin Chern number guarantees the existence of the heli-
cal edge modes that are predicted by the bulk/boundary
correspondence [14–16].
Note that the Berry phase of Bloch electrons associated
with adiabatic evolution around the K and K ′ points in
momentum space has opposite signs. In particular, for
a massless Dirac fermion (t′ = 0), the Berry phase of
conduction band upon going around theK andK ′ points
are π and −π, respectively. This feature plays a crucial
role in the emergence of the intra-valley pairing state, as
we will discuss in Sec. IV.
III. SELECTION RULE FOR PAIRING STATES
The special character of the wave function of the KM
model described in the last section enables us to identify
possible pairing states induced by the local attractive in-
teractions which we choose to be of density-density type
to avoid any bias on the spin configuration. On the other
hand, through the choice of sublattices we select at the
outset different sublattice pseudo-spin configurations.
Figure 3 implies that in the inter-valley pairing state
two conduction electrons in different valleys form a pair.
With the on-site attractive interaction electrons pair on
the same sublattice with opposite spins, while the NN
interaction couples electrons on different sublattices and
favors pairing with parallel spins. On the other hand, in
the intra-valley pairing state the NN interaction prefers
opposite spins. The same applies to two holes in the
valence band.
We can extend the above observation further to more
4general attractive interactions to derive the following
selection rule: If the attractive interaction dominantly
works between electrons (holes) on the same sublattice,
it induces inter-valley pairing of electrons (holes) with
opposite spins or intra-valley pairing with parallel spins.
If the attractive interaction dominantly works between
electrons (holes) on different sublattices, it causes inter-
valley pairing of electrons (holes) with parallel spins or
intra-valley pairing with opposite spins.
Indeed, the on-site attractive interaction naturally in-
duces the inter-valley pairing, i.e., the conventional spin-
singlet s-wave BCS pairing. In contrast, the NN attrac-
tive interaction induces the unconventional intra-valley
pairing state with mixed parity, as we will see in the
next section.
IV. COOPERON CONDENSATION
In an insulator, superconducting fluctuation due to
attractive interaction leads to formation of Cooperons
within the band gap and a superconducting instability
could be driven by condensation of Cooperons [19–22].
In this section, to verify the selection rule of the previous
section from a microscopic approach, we study forma-
tion and condensation of Cooperons in the topological
insulating state at half-filling based on the tight-binding
Hamiltonian (1).
The Green’s function in a matrix form in the
sublattice-pseudospin space is given by
Gˆσ(k, t˜− t˜′) = −〈Tt˜ψkσ(t˜)ψ†kσ(t˜′)〉, (12)
where t˜ denotes imaginary time. The Green’s function
for spin-up electrons in momentum space reads
Gˆ↑(k) =
1
iωn −
(
ζk γk
γ∗k −ζk
)
+ µ
=
Pˆk↑
iωn − ǫk + µ +
Qˆk↑
iωn + ǫk + µ
, (13)
Pˆk↑ =
(
u2k ukvke
iθk
ukvke
−iθk v2k
)
, (14)
Qˆk↑ =
(
v2k −ukvkeiθk
−ukvke−iθk u2k
)
, (15)
where ωn is the fermionic Matsubara frequency and
eiθk = γk/|γk|. uk and vk are defined as
uk =
√
1
2
(
1 +
ζk
ǫk
)
, vk =
√
1
2
(
1− ζk
ǫk
)
. (16)
The Green’s function for spin-down electrons can be ob-
tained by substituting ζk → −ζk in Gˆ↑ as
Gˆ↓(k) =
1
iωn −
( −ζk γk
γ∗k ζk
)
+ µ
=
Pˆk↓
iωn − ǫk + µ +
Qˆk↓
iωn + ǫk + µ
, (17)
Pˆk↓ =
(
v2k ukvke
iθk
ukvke
−iθk u2k
)
, (18)
Qˆk↓ =
(
u2k −ukvkeiθk
−ukvke−iθk v2k
)
. (19)
Note that the phase factor in the off-diagonal elements is
associated with the flip of the sublattice-pseudospin.
The interaction Hamiltonian (3) in momentum space
reads
Hint =
1
2M
∑
k,k′,q
∑
σ,σ′
∑
τ,τ ′
gττ
′
σσ′(k
′ − k)
×c†kτσc†−k+qτ ′σ′c−k′+qτ ′σ′ck′τσ , (20)
gττ
′
σσ′(k) = −Uδσ′,σ¯δτ,τ ′
−V [δτAδτ ′Bf∗(k) + δτBδτ ′Af(k)] , (21)
where ckτσ annihilates an electron with momentum k
and spin σ at sublattice τ , σ¯ denotes opposite spin of σ,
and f(k) = γk/(−t).
We employ the T -matrix approximation that describes
the superconducting instability due to pair formation.
The Bethe-Salpeter (BS) equation for the T -matrix ap-
proximation diagrammatically represented in Fig. 4 is
given by
Γτ1τ2,τ3τ4σσ′ (k,k
′; q) = Γ0τ1τ2,τ3τ4σσ′ (k,k
′)
− 1
βM
∑
k′′,ω′′n
∑
ν5,ν6
gτ1τ2σσ′ (k
′′ − k′)Gτ1τ5σ (k′′)
×Gτ2τ6σ′ (q − k′′)Γτ5τ6,τ3τ4σσ′ (k′′,k′; q), (22)
where Γ is the vertex part. In lowest-order, it reduces to
the bare interaction:
Γ0τ1τ2,τ3τ4σσ′ (k,k
′) = δτ1,τ3δτ2,τ4g
τ1τ2
σσ′ (k
′ − k). (23)
We denote k = (k, iωn) and q = (q, iΩn), where Ωn is the
bosonic Matsubara frequency. Hereafter in this section,
we restrict ourselves within the insulating state at half-
filling and set µ = 0.
A. On-site attractive interaction
We first set V = 0 to examine pairing due to the on-
site attractive interaction. In this case, Eq. (22) greatly
simplifies to
Γˆ(q) = −UIˆ + U Πˆ(q)Γˆ(q), (24)
Πτ1τ2(q) =
1
βM
∑
k,ωn
Gτ1τ2σ (k)G
τ1τ2
σ¯ (q − k), (25)
5k k’
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FIG. 4: Diagrammatic representation of the BS equation for
the T -matrix approximation. The gray regions represent the
vertex part Γ.
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FIG. 5: Energy spectrum of Cooperons formed by the on-
site attractive interaction ((a) and (b)) and NN attractive
interaction ((c) and (d)) with t′ = 0.1 in all cases. Energies
are in units of t. The solid (dashed) lines show the dispersion
of a Cooperon composed of electrons with opposite (parallel)
spins. The gray region represents the two-particle continuum.
Cooperons have the minimum energy at the Γ point in (a) and
(b), which is denoted by ∆UΓ, while they have the minimum
energy at the K point in (c) and (d), which is denoted by
∆VK.
where Γτ1τ2,τ3τ4σσ′ (k,k
′; q) = δτ1,τ2δτ3,τ4δσ′,σ¯Γ
τ1τ3(q),
(Γˆ)τ1τ2 = Γ
τ1τ2 , and (Πˆ)τ1τ2 = Π
τ1τ2 . Eq. (24) is eas-
ily solved:
Γˆ(q) = (−U)
(
Iˆ − U Πˆ(q)
)−1
. (26)
From the condition for Γˆ(q) to have poles,
det[Iˆ − U Πˆ(q,Ω)] = 0, (27)
we obtain the energy spectrum of Cooperons.
Figures 5 (a) and (b) show the energy spectrum of
Cooperons obtained by solving Eq. (27). They illustrate
the formation of Cooperons below the edge of the two-
particle continuum. Any small U > 0 induces Cooperons
below the continuum. The on-site attractive interaction
boosts the formation of a Cooperon bound state, partic-
ularly, in the vicinity of the Γ point at which the disper-
sion has its minimum. This implies that the inter-valley
pairing of two electrons is energetically favorable.
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FIG. 6: Energy gap of Cooperons by the on-site attraction at
the Γ point (∆UΓ) as a function of U , and those of Cooperons
by the NN attraction at the K point (∆VK) and at the Γ
point (∆VΓ) for t
′ = 0.1 (see Fig. 5). Energies are in units of
t. Cooperons soften at the critical strength Uc and Vc.
The minimum energy gap at the Γ point (∆UΓ) is plot-
ted as a function of U in Fig. 6. ∆UΓ progressively de-
creases as U is increased and the Cooperon softens and
eventually reaches zero energy at the Γ point for the crit-
ical strength Uc, as shown in Fig. 5 (b) indicating an in-
stability. The condensation of Cooperons at the Γ point
leads to the proliferation of Cooper pairs with zero total
momentum, i.e., the inter-valley pairing state. Thus, the
conventional s-wave spin-singlet superconducting state is
realized due to the on-site attractive interaction.
B. NN attractive interaction
We next set U = 0 and examine pairing due to the NN
attractive interaction. Since Γτ1τ2,τ3τ4 vanishes if τ1 =
τ2 or τ3 = τ4, the nonzero matrix elements of Γ
τ1τ2,τ3τ4
are those with (τ1, τ2; τ3, τ4) = (A,B;A,B), (A,B;B,A),
(B,A;A,B), and (B,A;B,A). Thus, Eq. (22) can be
rewritten in a matrix form as
Γˆσσ′ (k,k
′; q) = Γˆ0(k,k′)
− 1
M
∑
k′′
Γˆ0(k,k′′)πˆσσ′ (k
′′; q)Γˆσσ′ (k
′′,k′; q). (28)
Here, we define
Γˆσσ′ (k,k
′; q) =
(
ΓAB,ABσσ′ (k,k
′; q) ΓAB,BAσσ′ (k,k
′; q)
ΓBA,ABσσ′ (k,k
′; q) ΓBA,BAσσ′ (k,k
′; q)
)
,(29)
πˆσσ′ (k; q)
=
1
β
∑
ωn
(
GAAσ (p)G
BB
σ′ (q − k) GABσ (p)GBAσ′ (q − k)
GBAσ (p)G
AB
σ′ (q − k) GBBσ (p)GAAσ′ (q − k)
)
,(30)
Γˆ0(k,k′) = −V
3∑
i=1
mˆikmˆ
i†
k′ , (31)
6where
mˆik =
(
e−ik·δi 0
0 eik·δi
)
. (32)
We then obtain
Xˆ iσσ′(k; q) = Xˆ
0i
σσ′ (k; q) + V
3∑
j=1
Πˆijσσ′ (q)Xˆ
j
σσ′ (k; q),(33)
where
Xˆ iσσ′(k; q) =
1
M
∑
k′
mˆi†k′ πˆσσ′ (k
′; q)Γˆσσ′ (k
′,k; q),(34)
Xˆ0iσσ′(k; q) =
1
M
∑
k′
mˆi†k′ πˆσσ′ (k
′; q)Γˆ0(k′,k), (35)
Πˆijσσ′ (q) =
1
M
∑
k
mˆi†k πˆσσ′ (k; q)mˆ
j
k. (36)
Eq. (33) can be further cast into the following form
X˜σσ′ (k; q) = X˜
0
σσ′(k; q) + V Π˜σσ′ (q)X˜σσ′ (k; q),(37)
X˜σσ′ (k; q) =

 Xˆ1σσ′ (k; q)Xˆ2σσ′ (k; q)
Xˆ3σσ′ (k; q)

 , (38)
X˜0σσ′ (k; q) =

 Xˆ01σσ′ (k; q)Xˆ02σσ′ (k; q)
Xˆ03σσ′ (k; q)

 , (39)
Π˜σσ′ (q) =

 Πˆ11σσ′ (q) Πˆ12σσ′ (q) Πˆ13σσ′ (q)Πˆ21σσ′ (q) Πˆ22σσ′ (q) Πˆ23σσ′ (q)
Πˆ31σσ′ (q) Πˆ
32
σσ′ (q) Πˆ
33
σσ′ (q)

 . (40)
Then, Eq. (37) can be solved by
X˜σσ′ (k; q) =
[
I˜ − V Π˜σσ′ (q)
]−1
X˜0σσ′(k; q). (41)
The condition for the matrix X˜ to have poles is given by
det
[
I˜ − V Π˜σσ′ (q)
]
= 0. (42)
Figures 5 (c) and (d) show the energy spectrum
of Cooperons obtained by solving Eq. (42). Multiple
branches of Cooperons appear below the edge of the
continuum, because the spin-orbit coupling breaks the
rotational symmetry in spin space and lifts the degen-
eracy between Cooperons with different spin configura-
tions. Figure 5 (c) illustrates that a bound state of elec-
trons with opposite spins appears in the vicinity of the
K point for any V > 0. The dispersion is symmetric
under a rotation of 60 degrees, so the bound state forms
also in the vicinity of the K ′ point. On the other hand,
electrons with parallel spins form a bound state in the
vicinity of the Γ point. This difference between pairs of
electrons with parallel and opposite spins can be quali-
tatively understood by the selection rule in the previous
section. Namely, the formation of Cooperons at the Γ
point corresponds to the inter-valley pairing and at the
K and K ′ points to the intra-valley pairing.
As V is increased, the minima of the dispersions of
Cooperons decrease progressively and the condensation
of Cooperons with opposite spins first takes place at the
K and K ′ points simultaneously, as shown in Fig. 5 (d).
If V is increased further, Cooperons with parallel spins
condense at the Γ point.
Figure 6 shows the gap of Cooperons with opposite
spins at the K point (∆VK) as well as that of Cooperons
with parallel spins at the Γ point (∆VΓ) as functions of
V . ∆VK < ∆VΓ indeed indicates that the NN interac-
tion favors formation of Cooperons in the vicinity of the
K point. The fact that ∆VK < ∆UΓ for a fixed t
′ and the
critical value Vc at the onset of the Cooperon condensa-
tion is smaller than Uc in Fig. 6 also shows that the NN
attractive interaction is more effective than the on-site
attractive interaction for pair formation. The conden-
sation of Cooperons with opposite-spin configuration at
the K point leads to the spin-triplet intra-valley pairing
state, as we will see in the next section.
The two branches within the same spin configuration in
Figs. 5 (c) and (d) correspond to singlet and triplet states
of sublattice-pseudospin, whose energy splitting increases
as V increases as shown in the figures. In the limit of t′ →
0, restoring the SU(2) symmetry in spin space, each of
the upper and lower branches becomes doubly degenerate
for different spin configurations and there remain two
branches of Cooperon bound states.
C. Berry phase effects
In this subsection, we illustrate Berry phase effects on
the Cooperon condensation at the K and K ′ points and
the intra-valley pairing. For simplicity, we set t′ = 0 and
U = 0.
The Green’s function, which is independent of electron
spin without the SO coupling (Gˆ↑ = Gˆ↓ = Gˆ), reads
Gˆ(k) =
1
iωn −
(
0 γk
γ∗k 0
)
=
1
2
(
1 eiθk
e−iθk 1
)
iωn − ǫk +
1
2
(
1 −eiθk
−e−iθk 1
)
iωn + ǫk
.(43)
The diagonal and off-diagonal elements of πˆ(k; q) dia-
grammatically shown in Fig. 7 are given by
πττ (k; q) =
1
4
2(ǫk + ǫq−k)
(ǫk + ǫq−k)2 − (iΩn)2 , (44)
π12(k; q) =
ei(θk−θq−k)
4
2(ǫk + ǫq−k)
(ǫk + ǫq−k)2 − (iΩn)2 , (45)
where π21 = (π12)∗. The phase factor of the off-diagonal
elements arises from the exchange of electrons in different
sublattices as described in Fig. 7(b).
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FIG. 7: Schematic illustration of the diagonal ((a)) and off-
diagonal ((b)) elements of the rung diagram πˆ(k; q). The off-
diagonal elements involve the phase factors associated with
the exchange of electrons in different sublattices.
We consider intra-valley pairing and set q = K. As-
suming the momenta of paired electrons are in the vicin-
ity of the K ′ point, i.e., k = K ′ + p, q − k = K ′ − p,
and by linearizing in the momentum p, the phase factor
in the off-diagonal elements reduces to
ei(θk−θq−k) = eipi = −1. (46)
The phase factors compensate each other such that the
off-diagonal elements of Πˆij(q) remain finite. This leads
to the interference of the direct and exchange processes
in Figs. 7 (a) and (b). As a result, the condition of poles
(42) with q =K reduces to
1
M
∑
p
vF p
4v2F p
2 − (iΩn)2 =
1
6V
. (47)
Evaluating the critical value of the interaction strength
Vc for Cooperon condensation with Ωn = 0, we obtain
Vc =
8πvF
3
√
3pc
, (48)
where pc is a momentum cut-off.
For comparison, we consider now the inter-valley pair-
ing and set q = 0. Assuming k =K ′+ p and linearizing
by p, the phase factor reduces to
ei(θk−θq−k) = e2iφp , (49)
where φp = arg(px + ipy) is the polar angle of p in the
x−y plane. The cancelation of phase factors is absent in
this case because of the opposite signs of the Berry phase
around K and K ′. The integration over p yields vanish-
ing off-diagonal elements of Πˆij(q), so the condition (42)
with q = 0 reduces to
1
M
∑
p
vF p
4v2F p
2 − (iΩn)2 =
1
3V
. (50)
Setting Ωn = 0, we find the interaction strength V
′
c for
Cooperon condensation as
V ′c =
16πvF
3
√
3pc
= 2Vc. (51)
The critical interaction strength for the onset of the inter-
valley pairing is twice as large as that of the intra-valley
pairing.
In comparison with the above two cases, we conclude
that the interference of the direct and the exchange pro-
cesses for the intra-valley pairing lowers the energy of
Cooperons and yields the Cooperon condensation at K
and K ′. This is consistent with the observation in the
previous subsection that the two branches of Cooperon
correspond to sublattice-pseudospin singlet and triplet
states for t′ = 0, which arise as an interference effect be-
tween the direct and exchange processes in Fig. 7. Note
that the same mechanism indeed works for the Cooperon
condensation atK andK ′ in the case of t′ 6= 0 due to the
phase factors in the off-diagonal elements of the Green’s
functions in Eqs. (13) and (17).
V. MEAN-FIELD THEORY
In the previous section, we demonstrated that Cooper-
ons composed of electrons with opposite spins condense
at K and K ′, if the NN attractive interaction domi-
nates. This implies the emergence of the intra-valley pair-
ing state in the superconducting phase. In this section,
we examine this unconventional superconducting ground
state of the KM model with the NN attractive interac-
tion within a mean-field theory. We confirm that the
Cooperon condensation at the K and K ′ points indeed
leads to the intra-valley pairing state. We use the mean
field approach to elucidate some remarkable properties of
this state. To simplify the discussion we set U = 0 and
assume only the NN attractive interaction throughout
this section.
The NN interaction in momentum space can be written
in a standard form [23] as
Hint =
1
2
∑
k,k′,q
∑
τ1∼τ4
∑
σ1∼σ4
V τ1τ2τ3τ4σ1σ2σ3σ4(k,k
′, q)
×c†kτ1σ1c
†
−k+qτ2σ2
c−k′+qτ3σ3ck′τ4σ4 , (52)
where q denotes the center of mass momentum of electron
pairs. The matrix element of the interaction reads
8V τ1τ2τ3τ4σ1σ2σ3σ4 (k,k
′, q) = − V
2M
[(f(k − k′)δABBA + f(−k + k′)δBAAB)(δ↑↑↑↑ + δ↑↓↓↑ + δ↓↑↑↓ + δ↓↓↓↓)
−(f(k + k′ − q)δABAB + f(−k− k′ + q)δBABA)(δ↑↑↑↑ + δ↑↓↑↓ + δ↓↑↓↑ + δ↓↓↓↓)] . (53)
Here, we define δσ′
1
σ′
2
σ′
3
σ′
4
≡ δσ1,σ′1δσ2,σ′2δσ3,σ′3δσ4,σ′4 and
δτ ′
1
τ ′
2
τ ′
3
τ ′
4
≡ δτ1,τ ′1δτ2,τ ′2δτ3,τ ′3δτ4,τ ′4 . The matrix element
satisfies the following relations due to the fermionic an-
ticommutation relations:
V τ1τ2τ3τ4σ1σ2σ3σ4(k,k
′, q) = −V τ2τ1τ3τ4σ2σ1σ3σ4(−k + q,k′, q)
= −V τ1τ2τ4τ3σ1σ2σ4σ3(k,−k′ + q, q). (54)
The condensation of Cooperons at K and K ′ with the
same interaction strength implies the emergence of two
distinct condensates of electron pairs with q = K and
K ′. To describe these condensates, we introduce the two
mean-field gap functions with total momentaKs (s = ±)
as
∆τ1τ2σ1σ2(k;Ks) =
∑
k′
∑
τ3,τ4
∑
σ3,σ4
V τ1τ2τ3τ4σ1σ2σ3σ4(k,k
′,Ks)
× 〈c−k′+Ksτ3σ3ck′τ4σ4〉, (55)
where we denote K+ = K and K− = K
′. From Eq. (54),
the gap functions are antisymmetric with respect to ex-
change of fermions
∆τ1τ2σ1σ2(k;Ks) = −∆τ2τ1σ2σ1(−k +Ks;Ks). (56)
We also set the components of the gap functions for equal
spins to be zero: ∆τ1τ2σσ (k;Ks) = 0, because only Cooper-
ons with opposite spins condense in the presence of the
SO coupling. Thus, the non-vanishing components of the
gap functions are
∆AB↑↓ (k;Ks) =
V
M
∑
k′
f(k − k′)〈ak′↑b−k′+Ks↓〉
=
2∑
j=0
∆sj↑↓(ej(ks)− ioj(ks)) , (57)
∆BA↑↓ (k;Ks) =
V
M
∑
k′
f(k′ − k)〈bk′↑a−k′+Ks↓〉
= −
2∑
j=0
∆sj↓↑(ej(ks) + ioj(ks)) , (58)
where s = ± and k± = k + K±. ej(k) and oj(k)
(j = 0, 1, 2) are basis functions within the tight-binding
approximation, whose definitions are given in Appendix
A. In deriving Eqs. (57) and (58), we use the decompo-
sition,
f(k − k′) = 1
3
{(e0(k)− io0(k))(e0(k′) + io0(k′))
+(e1(k)− io1(k))(e2(k′) + io2(k′)) (59)
+(e2(k)− io2(k))(e1(k′) + io1(k′))} .
Moreover, ∆sjσ1σ2 (j = 0, 1, 2) are coefficients given by
∆s0σ1σ2 =
V
3M
∑
k
(e0(ks) + io0(ks))〈akσ1 b−k+Ksσ2〉,(60)
∆s1σ1σ2 =
V
3M
∑
k
(e2(ks) + io2(ks))〈akσ1 b−k+Ksσ2〉,(61)
∆s2σ1σ2 =
V
3M
∑
k
(e1(ks) + io1(ks))〈akσ1 b−k+Ksσ2〉.(62)
Other matrix elements can be obtained using the anti-
symmetric relation (56).
Since ej(ks) (oj(ks)) are even (odd) functions of ks,
the gap functions in Eqs. (57) and (58) are in linear
combinations of even and odd functions of momentum
measured relative to −Ks. This is in contrast with
the conventional case where the gap function in a spin-
singlet (triplet) state is parity-even (odd) with respect to
k→ −k [23]. As first pointed out in Ref. [7], this parity
mixing occurs due to the sublattice degrees of freedom
that allows Eq. (56) to be satisfied by either even or odd
function of ks.
We keep the off-diagonal terms that annihilate and cre-
ate electron pairs with q = K or K ′ and neglect other
terms in Eq. (52) of the type,
Hint ≃
∑
s=±
HKs , (63)
HKs =
1
2
∑
k,k′
∑
τ1∼τ4
∑
σ1∼σ4
V τ1τ2τ3τ4σ1σ2σ3σ4(k,k
′,Ks)
×c†kτ1σ1c
†
−k+Ksτ2σ2
c−k′+Ksτ3σ3ck′τ4σ4 . (64)
The interaction term in the mean-field approximation
reads
HKs ≃
1
2
∑
k
∑
τ1,τ2
∑
σ1,σ2
(
∆τ1τ2σ1σ2(k;Ks)c
†
kτ1σ1
c†−k+Ksτ2σ2
+h.c.) + EcKs , (65)
EcKs =
3M
V
2∑
j=0
∑
σ1 6=σ2
|∆sjσ1σ2 |2. (66)
The mean-field Hamiltonian given in Appendix B is
diagonalized by the Bogoliubov transformation as
HMF =
2
3
∑
k
3∑
l=1
∑
ν
Eνl (k)α
†
klναklν + Eg , (67)
where Eνl (k) is the quasiparticle spectrum, where l(=
1, 2, 3) denotes the band index and ν(= p, h) denotes the
9particle (p) or hole (h) branch. αklν (α
†
klν) is the annihi-
lation (creation) operator of a quasiparticle. The ground
state energy Eg is thus given by
Eg = −1
3
∑
k
3∑
l=1
∑
ν
Eνl (k) +
∑
s=±
EcKs . (68)
A symmetry classification of the possible intra-valley
pairing states is summarized in Appendix C. To deter-
mine the irreducible representation Γ of the supercon-
ducting ground state, we numerically solve the gap equa-
tions (57) and (58) to evaluate Eg for possible states. We
obtain non-vanishing self-consistent solutions for Γ = A1
and B1 which are spin-triplet states with inplane equal-
spin pairing. The gap function of the A1 state is given
by
∆AB↑↓ (k;K) = ∆sc(e0(k+)− io0(k+)) , (69)
∆AB↑↓ (k;K
′) = −∆sc(e0(k−)− io0(k−)) , (70)
and the B1 state by
∆AB↑↓ (k;K) = ∆
′
sc(e0(k+)− io0(k+)) , (71)
∆AB↑↓ (k;K
′) = ∆′sc(e0(k−)− io0(k−)) . (72)
Note that following the Appendix C both spin-triplet
states, A1 and B1, are superpositions of sublattice-
pseudospin-singlet and -triplet configurations, such that
orbital parity can be mixed in these states.
Analogously we develop the mean-field theory and the
symmetry classification for the inter-valley pairing states
and find that the spin-triplet A1 state has the lowest
energy among the possible inter-valley pairing states.
Fig. 8 shows a comparison of the energies of the possi-
ble intra and inter-valley pairing states. It demonstrates
that the critical strength of V for the onset of the intra-
valley pairing states is smaller than that of the inter-
valley pairing state, which is consistent with the critical
strength of V for Cooperon condensation in Fig. 6. It
also shows that the intra-valley pairing states have lower
energy than the lowest inter-valley pairing state. The
ground state is thus found to be Γ = A1 of the intra-
valley spin-triplet pairing state. Note that the ground
state is quite close in energy with the intra-valley-pairing
spin-triplet B1 state.
Fig. 9 shows a plot of the amplitude ∆SC of the gap
function in Eqs. (69) and (70), which we take positive
and real without loss of generality, together with the en-
ergy gap of a Cooperon at the K and K ′ points ∆VK
as functions of V . Note that the interaction strength
for the Cooperon condensation precisely matches with
the onset of the superconducting phase. The consistency
of the two independent unbiased approaches shows that
the condensation of Cooperons with antiparallel spins at
the K and K ′ points leads to the intra-valley spin-triplet
pairing state.
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FIG. 8: Comparison of the energies of the possible super-
conducting states for a fixed value of t′ ((a)∼(c)). Energies
are in units of t. The solid (dashed) curve shows the energy
of the intra-valley-pairing spin-triplet A1 (B1) state, and the
dash-dotted curve shows the energy of the inter-valley-pairing
spin-triplet A1 state that has the lowest energy among the
possible inter-valley pairing states. Vc is the strength of the
attractive interaction at the onset of the intra-valley-pairing
spin-triplet A1 state. Comparison of the energies of the intra-
valley-pairing spin-triplet A1 state for different values of t
′
((d)).
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valley pairing spin-triplet A1 state (∆sc) as functions of the
strength of the NN attractive interaction V . Energies are in
units of t.
The expansions of the gap functions in the vicinity of
K and K ′ read
∆AB↑↓ (k;K) ≃


√
3
2
∆sc(px + ipy), (k ≃K),
3∆sc, (k ≃K ′),
(73)
∆AB↑↓ (k;K
′) ≃


−3∆sc, (k ≃K),√
3
2
∆sc(p
′
x − ip′y), (k ≃K ′),
(74)
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FIG. 11: (Color online) Quasiparticle band structure in the
intra-valley-pairing spin-triplet A1 state when t
′ = 0 ((a))
and t′ = 0.1 ((b)). Energies are in units of t. The solid
(dotted) curves in (a) and (b) are the energy spectrum in the
superconducting (normal) state. The panel (c) shows the 3D
plot of the lowest band in (b). The solid line in the contour
plot in (c) represents the BZ of the quasiparticle band in
the superconducting state, while the dashed line that of the
original lattice structure.
where p = k −K and p′ = k −K ′. The above expan-
sion shows that ∆AB↑↓ (k;K±) has a point node at K± due
to the dominant p-wave component and a Cooper pair
with center of mass momentum q = K (K ′) has angu-
lar momentum along the z-axis, Lz = 1 (-1), which is
schematically illustrated in Fig. 10. The superconduct-
ing state has time-reversal symmetry, because the total
angular momentum of the system is zero. The fact that
the pairing state has opposite chirality for K and K ′
identifies this state a “helical” valley-triplet state, the
valley-analog to the 3He-B phase in 2D [24, 25].
Figures 11 (a)∼(c) show the quasiparticle spectrum
in the intra-valley-pairing spin-triplet A1 state. In the
contour plot in Fig. 11 (c), the original Brillouin zone
(BZ) of the honeycomb lattice is folded into one third so
that the Γ, K, and K ′ points are identical in the super-
conducting state. As a result, the quasiparticle band in
the reduced BZ splits into the three bands and energy
gap opens between them as shown in Figs. 11 (a) and
(b). Note that the degeneracy of the lowest two bands
is not lifted at Γ, which is time-reversal invariant point
in the BZ, due to Kramers’ theorem. The folding of the
BZ implies the emergence of the spatial pattern of the
pair amplitude that spontaneously breaks the transla-
tional symmetry of the original lattice structure in the
superconducting phase, as we will discuss in the next
subsection. Figure 11 (a) shows that Dirac fermions are
gapped at Γ when t′ = 0 due to the s-wave component of
the gap function in Eq. (74). In Fig. 11 (b) when t′ 6= 0,
the energy gap at Γ gets larger in the superconducting
phase.
A. Spatial modulation of pair amplitude
The pair amplitude in NN bonds reads
〈aiσbjσ¯〉 = χ+σσ¯αeiK·ri + χ−σσ¯αeiK
′·ri ,
χ±σσ¯α =
1
M
∑
k
eik±·δα〈akσb−k±σ¯〉, (75)
where rj = ri+ δα. For each direction of the NN bonds,
the pair amplitude for the intra-valley-pairing spin-triplet
A1 state can be calculated as
〈ai↑bj↓〉 = 〈ai↓bj↑〉
∝


− sin(K · ri), (α = 1),
sin
(
K · ri + π
3
)
, (α = 2),
sin
(
K · ri − π
3
)
, (α = 3).
(76)
The above equation indeed demonstrates that the intra-
valley pairing state is a PDW state and it is analogous to
the Larkin-Ovchinikov state [26] in which the amplitude
of the gap function spatially modulates. Since the pair
amplitude in Eq. (76) does not involve phase modulation,
the ground state has no local supercurrents.
Figure 12 (a) shows the spatial modulation of the pair
amplitude in Eq. (76). It is remarkable that the pair am-
plitude spontaneously breaks the translational symmetry
of the honeycomb lattice and exhibits a Kekule´ pattern:
The honeycomb lattice consists of the linked hexagons
on which the pair amplitude alternates its sign on the
adjacent bonds and the pair amplitude has nodes on the
bonds that connect these hexagons. The superconduct-
ing state with the Kekule´ pattern in Fig. 12 (a) was re-
cently proposed in the context of superconductivity in
graphene due to NN attractive interaction in Ref. [9] and
referred to as the p-Kekule´ state. This exotic supercon-
ducting state recently attracts attention in the study of
graphene [27, 28]. Ref. [9] predicted the phase transi-
tion from the semimetallic phase into the p-Kekule´ state
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FIG. 12: Spatial modulation of the pair amplitude in the
intra-valley-pairing spin-triplet A1 ((a)) and B1 ((b)) states.
The thick solid (dashed) lines represent positive (negative)
pair amplitude, while the thin lines do nodes of the pair am-
plitude. The gray regions highlight the hexagons on which the
pair amplitude alternates its sign on the adjacent bonds. Note
that the symmetry of the honeycomb lattice C6v is lowered
to C3v in the Kekule´ patterns in (a) and (b).
in graphene. Thus, our present mean-field analysis is
consistent with that in Ref. [9] based on the variational
ansatz in the case of t′ = 0.
The pair amplitude of the spin-triplet intra-valley-
pairing B1 state that is competing with the ground state
can be calculated as
〈ai↑bj↓〉 = 〈ai↓bj↑〉
∝


cos(K · ri), (α = 1),
cos
(
K · ri + 2π
3
)
, (α = 2),
cos
(
K · ri − 2π
3
)
, (α = 3).
(77)
Figure 12 (b) shows the spatial modulation of the pair
amplitude in Eq. (77). It exhibits another Kekule´ pat-
tern where the pair amplitude is negative on the bonds
that connect the hexagons on which the pair amplitude
alternates its sign on the adjacent bonds and it is called
s-Kekule´ state in Ref. [9]. However, although a discontin-
uous transition between the s-Kekule´ and p-Kekule´ states
in the superconducting phase is predicted in Ref. [9], we
do not find such a transition when t′ = 0.
VI. CONCLUSIONS
To summarize, we investigated the possibility of the
intra-valley pairing state in the KM model with short-
ranged attractive interaction. We found that the NN
attractive interaction induces Cooperon condensation at
K and K ′ and leads to the emergence of the intra-valley-
pairing spin-triplet superconducting state with Γ = A1 of
the point group C6v. We found that the pair amplitude
spontaneously breaks the translational symmetry and ex-
hibit a p-Kekule´ pattern in this exotic PDW supercon-
ducting state. As a “valley-helical” state it is a topo-
logical superconducting phase. Although we restricted
our analysis to half-filling, the intra-valley-pairing spin-
triplet A1 state can be indeed realized, if the system is
lightly doped from half-filling.
Since the on-site interaction is repulsive in real ma-
terials due to the Coulomb interaction, the NN attrac-
tive interaction may play a dominant role for the su-
perconductivity in Li-decorated monolayer graphene and
TMDs. Our prediction could be confirmed in these sys-
tems by observing the p-Kekule´ patter in Fig. 12 that is a
clear signature of the intra-valley-pairing spin-triplet A1
state. For instance, it would be interesting to observe the
Kekule´ pattern by a probe that has resolution in atomic-
scale such as scanning tunneling microscope [29].
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Appendix A: Basis functions
The basis functions within the tight-binding approxi-
mation are given by
e0(k) =
3∑
n=1
cosk · δn, o0(k) =
3∑
n=1
sink · δn,(A1)
e1(k) =
3∑
n=1
zn−1 cosk · δn, e2(k) = e1(k)∗, (A2)
o1(k) =
3∑
n=1
zn−1 sink · δn, o2(k) = o1(k)∗, (A3)
where we denote z = ei2pi/3.
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Appendix B: Mean-field Hamiltonian
The mean-field Hamiltonian is given by
HMF = =
1
3
∑
k
Ψ†(k)Hˆ(k)Ψ(k), (B1)
Ψ(k) = (ψk↑, ψk+↑, ψk−↑, ψ
†
−k↓, ψ
†
−k+↓
, ψ†−k−↓)
T ,(B2)
Hˆ(k) =
( Hˆ↑↑(k) Hˆ↑↓(k)
Hˆ↓↑(k) Hˆ↓↓(k)
)
, (B3)
where k± = k±K. Hˆσ1σ2(k) (σ1, σ2 =↑, ↓) are the 6×6
matrices defined as
Hˆ↑↑(k) =

 ξˆk 0 00 ξˆk+ 0
0 0 ξˆk−

 , (B4)
Hˆ↓↓(k) =

 −ξˆk 0 00 −ξˆk+ 0
0 0 −ξˆk−

 , (B5)
Hˆ↑↓(k) =

 0 ∆ˆ(k;K−) ∆ˆ(k;K+)∆ˆ(k+;K+) 0 ∆ˆ(k+;K−)
∆ˆ(k−;K−) ∆ˆ(k−;K+) 0

 ,(B6)
Hˆ↓↑(k) = (Hˆ↑↓(k))†. (B7)
Here, we defined
ξˆk =
(
ζk − µ γk
γ∗k −ζk − µ
)
, (B8)
∆ˆ(k;Ks) =
(
∆AB↑↓ (k;Ks)
∆BA↑↓ (k;Ks)
)
. (B9)
Appendix C: Symmetry classification of intra-valley
pairing states
We present a symmetry classification of intra-valley
pairing states according to the irreducible representations
of the point group of the honeycomb lattice C6v. The
intra-valley-paring states, i.e., valley-pseudospin-triplet
states can be classified into (1) spin-singlet, sublattice-
pseudospin-singlet state, (2) spin-singlet, sublattice-
pseudospin-triplet state, (3) spin-triplet, sublattice-
pseudospin-singlet, and (4) spin-triplet, sublattice-
pseudospin-triplet states. The gap function for each of
(1)∼(4) can be written as
∆τ1τ2,s1s2σ1σ2 (k) =

(1) ψν(k)(iσy)σ1σ2(iτy)
τ1τ2(isνsy)
s1s2 ,
(2) ψνρ(k)(iσy)σ1σ2(iτντy)
τ1τ2(isρsy)
s1s2 ,
(3) dρν(k)(iσνσy)σ1σ2(iτy)
τ1τ2(isρsy)
s1s2 ,
(4) dρην (k)(iσνσy)σ1σ2(iτρτy)
τ1τ2(isηsy)
s1s2 ,
(C1)
where σρ, τρ, and sρ (ρ = x, y, z) are the Pauli matrices
of spin, sublattice-pseudospin, and valley-pseudospin, re-
spectively. Note that σi =↑, ↓, τi = A,B, and si = ±
(i = 1, 2). In Eq. (C1), summation is taken over repeated
indices. If electrons in the vicinity of K (K ′) form a pair,
the center of mass momentum of the pair is K ′ (K). In
Sec. V, we thus denote
∆τ1τ2,++σ1σ2 (k) = ∆
τ1τ2
σ1σ2(k;K
′), (C2)
∆τ1τ2,−−σ1σ2 (k) = ∆
τ1τ2
σ1σ2(k;K) (C3)
Eq. (56) restricts the parity of the order parameters as
ψ+(−k +K) = −ψ+(k), ψ−(−k +K ′) = −ψ−(k),
ψν+(−k +K) = ψν+(k), ψν−(−k +K ′) = ψν−(k),
d+ν (−k +K) = d+ν (k), d−ν (−k +K ′) = d−ν (k),
dρ+ν (−k +K) = −dρ+ν (k), dρ−ν (−k +K ′) = −dρ−ν (k),
(C4)
where we denote ψ± ≡ ψx ± iψy and d± ≡ dx ± idy in
valley-pseudospin space.
In Table I, we list the basis gap functions that sat-
isfy the above restriction for parity. Bold symbols are
vectors in spin space, whereas symbols with arrow and
tilde denote vectors in sublattice-pseudospin and valley-
pseudospin spaces, respectively. We denote x˜± = x˜± iy˜.
Note that in Table I, we assume inter-sublattice pairing of
electrons with opposite spins due to the NN attractive in-
teraction and the SO interaction. Therefore, the d-vector
of the sublattice-pseudospin-triplet state is parallel to ~z
(~ψ, ~d ‖ ~z) and that of spin-triplet state is parallel to z
(d ‖ z).
In Table I, both the sublattice-singlet and triplet states
have the basis gap functions in the same irreducible rep-
resentation. In general, mixing of basis functions is pos-
sible if they are in the same irreducible representation. In
fact, pairing with the NN attractive interaction induces
the mixing of sublattice-pseudospin-singlet and -triplet
states. The general form of the gap function of the mixed
states are given by
∆τ1τ2,s1s2σ1σ2 (k) =

(spin− singlet)
[ψν(k)τy + ψ
zν(k)τx]
τ1τ2 (iσy)σ1σ2(isνsy)
s1s2 ,
(spin− triplet)
[dνz(k)(iτy)− idzνz (k)τx]τ1τ2 (σx)σ1σ2(isνsy)s1s2 ,
(C5)
In Eq. (C5), the ratio of the mixing is fixed by the form
of the NN interaction. On the other hand, mixing of
spin-singlet and spin-triplet does not occur, though they
have the basis gap functions in the same irreducible rep-
resentations.
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