Abstract This paper presents a Genetic Programming (GP) approach to the design of Mathematical Morphology (MM) algorithms for binary images. The algorithms are constructed using logic operators and the basic MM operators, i.e. erosion and dilation, with a variety of structuring elements. GP is used to evolve MM algorithms that convert a binary image into another containing just a particular feature of interest. In the study we have tested three fitness functions, training sets with different numbers of elements, training images of different sizes, and 7 different features in two different kinds of applications. The results obtained show that it is possible to evolve good MM algorithms using GP.
Introduction
Many image processing tasks can simply be seen as functional transformations T of an original image o (or a set of images) into an ideal goal image g (or set of images) [22] . Figure 1 exemplifies this for the task of extracting/detecting those image pixels of a binary image that represent a mountain. Naturally this transformation can easily be done by a human via manual editing. This suggests that there must exist an algorithm that implements 
T.
A completely different question is, however, whether or not we can write down such an algorithm in a form that could be used by a computer.
Knowledge elicitation techniques, such as interviews, protocol analysis, etc., which have proven to be useful in other areas of artificial intelligence, are of a limited value in image analysis, in that vision is for humans a totally effortless automatic process involving the conscious mind only to limited extents [5, 19] . For this reason the design of image analysis algorithms is often a difficult task with no perfect solution, involving enormous amounts of trial and error. For example, despite all recent advances in image processing technology, it is effectively still impossible for a human to design algorithms capable of reliably solving problems such as the one sketched in Figure. 1.
Mathematical Morphology (MM) is a powerful image processing technique based on set theory concepts. Serra introduced this technique to develop operators suitable for direct shape processing [34, 35] . Two main factors need to be considered when designing MM algorithms: the morphological filters (also called structuring elements or kernels) to be used, and the morphological operators sequence. Morphological filters are an important class of non-linear digital signal processing filters, which have found a range of applications, giving excellent results in areas such as noise reduction, edge detection and object recognition [8, 10] . However, few design methods exist for morphological filters, the selection of the best type of filters to use and the order in which to apply them being very applica tion-specific.
The number of possible structuring elements from which to choose is very large (for binary images there are 2 n 2 structuring elements of size n × n). The number of structuring elements combined with the possible choices of morphological operator sequences makes morphological filter design something of a black art. This is why a few researchers have attempted to (at least partially) automatise MM algorithm design [6, 33, 42] . Some of that work has used Genetic Algorithms (GAs) [15] for this purpose. However, as we will discuss in Section 3, to the best of our knowledge previous research on this topic has been limited to the optimisation of a single filter for gray-level images, or to filter sequences using only a reduced number of structuring elements or only a restricted set of morphologic operators.
The process of assembling structuring elements and morphological operators into a filter is effectively very reminiscent of the process of putting together instructions to form a computer program. The main difference here is that, in MM, instructions are drawn from a really large instruction set, and, unlike ordinary computer programming, it is really difficult to predict the contributions that each instruction will make towards the goal image.
The general difficulty of image analysis problems, the unavailability of explicit domain knowledge on how to go about solving them, the difficulty of understanding the effects of different structuring elements and operator sequences in MM, and the large size of the MM search space suggest that MM is an ideal application area for Genetic Programming (GP) [3, 17, 18] . Indeed, GP has provided excellent results in programming environments, such as parallel algorithms [23, 32] and quantum algorithm [36] , where human programmers struggle. Furthermore, GP has been applied successfully to solve other difficult problems in the image analysis domain such as classification [37, 40, 46] , detection [2, 16, 31, 38, 43 ] , recognition [1, 41, 47] , segmentation [29] , analysis [22, 24] , compression [21] , feature construction [30] and stereo vision [11] . However, to date very limited work has been done on using GP in the important area of mathematical morphology algorithm design.
In this paper we will start filling this gap and we propose to use GP to explore the space of possible MM algorithms and automatically induce programs that, via sequences of MM operations, can extract features of interest in binary digital images.
1 GP has the potential to outperform previous GA-based approaches because it explores a bigger space of variable length solutions. In addition, GP is not limited by human biases in its choice of operators and kernels (e.g., it can easily use both regular and irregular structuring elements of mixed sizes), and, so, in principle, it might eventually even do better than humans, at least in certain specific domains of image analysis applications.
The paper is organised as follows. In Section 2 a brief introduction to MM operators is provided. In Section 3 we review previous work on using evolutionary algorithms for morphological image analysis. We describe our GP approach to morphological algorithm design, including results and analysis, in Section 4. Finally conclusions and suggestions for further research are presented in Section 5.
Mathematical morphology
MM is a relatively separate part of image analysis. Whereas many non-morphological approaches to image analysis are based on the concept of point-spread-function and on linear transformations such as convolution, MM is based on geometry and shape: morphological operations simplify images, and preserve the main shape characteristics of objects. MM is basically a tool for extracting image components, such as boundaries and skeletons, that are useful in the representation of image regions. Morphological techniques, such as morphological filtering, thinning and pruning, are also used for pre-or post-processing.
The language of MM is set theory. Thanks to this, morphology offers a unified and powerful approach to numerous image processing problems. Sets in MM represent the objects in an image. For example, in Figure. 2 the set of all black pixels (which corresponds to the 1's in the binary matrix representation on the left) is a complete description of the image on the right.
In binary images, the elements of the sets in question are members of the 2-D integer space Z 2 . Each element of a set is a tuple (x, y) representing the coordinates of a black pixel in the image. For example, the set of pairs { (5, 5) , (5, 6) , (5, 7) , (5, 8) , (5, 9) , (5, 10) , (6, 5) , (6, 6) , (6, 7) , (6, 8) , (6, 9) , (6,10), (7, 5) , (7, 6) , (7, 7) , (7, 8) , (7, 9) , (7, 10) , (8, 5) , (8, 6) , (8, 7) , (8, 8) , (8, 9) , (8, 10) , (9, 5) , (9, 6) , (9, 7) , (9, 8) , (9, 9) , (9, 10) , (10, 5) , (10, 6) , (10, 7) , (10, 8) , (10, 9) , (10,10)} represents the black square in Fig. 2 . Gray-scale digital images can be represented as sets whose components are in Z 3 . Each element of a set is a triplet (x, y, z) representing the coordinates of a pixel and its gray level. Sets in higher-dimensional spaces can represent other image attributes, such as colour and time varying components.
Basic morphological operations
Dilation and erosion are the two fundamental morphological operations in MM. Most of the morphological algorithms developed by human experts make heavy use of these operations.
Dilation and erosion are based on two set operations, translation and reflection. The translation of set B by point x = (x 1 , x 2 ), denoted as (B) x , is defined as
while the reflection of set C, denoted as C, can be defined as Figure 3 shows examples of translation and reflection. If A and K are sets of points in Z 2 and ∅ denotes the empty set, the dilation of A by K , A ⊕ K , requires performing the reflection of K about its origin, then shifting this reflection K by z ∈ Z 2 to obtain ( K ) z and finally calculating the set of all displacements z such that ( K ) z and A overlap by at least one element. That is: Usually the set K is called structuring element (or kernel). The structuring element is often small and its shape directly modifies the shape of set A. The origin of the structuring element is usually the centre. Dilation with different structuring elements produces different forms of thickening in the shapes in an image.
The erosion of A by K, A K , is defined as the set of all points z such that K translated by z is contained in A. That is:
Erosion with different structuring elements produces different forms of thinning of the shapes in an image. Equations (3) and (4) are not the only definitions for dilation and erosion, but they are usually preferred in practical implementations because of their analogy with the operation of convolution in linear filtering.
Many algorithms may be constructed using these two basic operations. Gonzalez and Woods [10] and Dougherty and Latufo [8] present several examples where morphological operations are used for image pre-processing (noise filtering, shape simplification), enhancing object structure (skeletonising, thinning, thickening, extraction of convex hull, object making) and quantitative description of objects (area, perimeter, projections, Euler-Poincaré characteristics).
GAs for MM filters and algorithm design
Morphological algorithm design requires that two sets of parameters are specified: the structuring elements and the sequence of morphological operations. As stated in the introduction, this is a difficult task. In this section we will review previous key work on the use of evolutionary algorithms applied to MM.
When using gray-level images, filter design (that is, structuring element design) is an optimisation problem in itself. Harvey and Marshall [12] demonstrated how simple GAs can be employed to search for (gray-level) morphological filters which provide good performance in a given image processing task. The authors did not limit themselves to evolving only the structuring element for one morphological operation. They also extended the search to sequences of four morphological operations. This work was a first step in the direction of using an evolutionary approach for morphological algorithm design. The search was limited to fixed-length sequences of morphological operators. However, a do-nothing operator was also available so as to effectively allow the evolution of variable-size (albeit, very short) sequences of operations. Interestingly, the do-nothing operator was reported to appear quite frequently in the chromosomes. Arguably, this suggests that the exploration of a variable length representations, such as those used in GP, would prove very beneficial.
In an attempt to automate morphological filter design for target detection in grey-scale images, Nong et al. [20] used chromosomes with a fixed number of components, and the pixel-wise Square Error as their fitness function, proposing also new crossover and mutation operators to improve convergence.
Yu et al. [45] proposed a simple approach to image segmentation using GAs in conjunction with morphological operations. The images considered were composed of objects with a constant intensity embedded in a homogeneous background. The images were corrupted by additive white Gaussian noise. Segmentation was performed on 16 × 16 non-overlapping sub-images. The segmented sub-images were then combined to obtain the segmentation of the entire image. The fitness function measured the similarity between the output produced by an individual and the original noisy image. It included a penalty function which was introduced in order to reduce high frequency noise in segmented results. The authors concluded that without a priori knowledge of the object shape, it is difficult to determine the optimum size of the structuring element.
Yoda et al. [44] went into a very interesting research direction when they explored the possibility of obtaining MM algorithms (they called them procedures) for binary images by means of GAs. Even though they restricted the search to fixed-length chromosomes and limited the structuring elements to four different regular structures, they showed that the proposed method could obtain good solutions, although the computational effort required increased sharply with the complexity of the image-analysis task to perform.
Two GP approaches to image analysis are of relevance for the work reported in this paper. The first is the approach used in GENIE, an evolutionary system for finding features of interest in multi-spectral remotely-sensed images [13, 14] . In this system a set of morphological operators was provided as part of a larger set of image processing primitives. The sizes and shapes of the structuring elements used by these operators were restricted to a pre-determined set of classical primitive shapes. So, although in this work the resulting programs made some use of MM operators and were of variable size, the algorithms evolved used only a small set of regular kernels.
The second relevant GP approach is the work by Rosin and Hervás [31] who used GP to threshold the gray-level difference image of a landslide. Similarly to the work in [22] , in this approach the original image was first preprocessed by using a variety of low-level image analysis operations, including Gaussian smoothing, morphological opening and closing with a small number of regular kernels, texture analysis, etc. GP was then used to evolve a function that, using arithmetic operators, maximum, minimum, absolute value and sigmoid could optimally combine the values stored in original image and the processed images. In order to process an entire image, the evolved program was applied to each pixel and its output was thresholded to obtain the pixel's classification. This work was limited to the processing of one single image of a particular landslide which was used both for training and for testing. In addition, the MM operators used, opening (an erosion followed by a dilation with the same kernel) and closing (a dilation followed by an erosion with the same kernel), are not atomic. So, most sequences of MM operations cannot be constructed using them. Finally, like the GENIE system, the algorithms evolved with this approach used only a small set of regular kernels, and there was no automatic kernel design. To summarise, although these two GP approaches to image analysis made some use of MM operations, they were not focused on MM algorithm design.
These ideas motivated our research and led us to explore the possibility of realising a GP system specialised to do MM algorithm design. We will describe our approach in the next section.
GP for mathematical morphology algorithm design
In our approach GP is used to find a sequence of morphological operators in the MM algorithm's search space capable of converting an input image into an output image containing only a particular feature of interest. The process includes several phases, some of which require human intervention or supervision. We describe them in the following subsections.
Training sets
The first step is to build a set of examples (original/target image pairs) to provide guidance to GP as to what the desired feature extraction behaviour is. In order to test our approach to MM programming, we decided to use two datasets: one which is computer-generated and, therefore, fully under experimental control, and one more realistic dataset of musical sheets. These are described in the following two subsections.
Artificial datasets
The use of computer-generated images makes it easy to create datasets of variable complexity without user intervention and time-consuming editing, which is very tedious for images containing a large number of features as our training images do.
Each of our artificial training sets is made up of two images, one source image and one target image both of size 640 × 480. The images are synthetic and have been created using a purpose-built program. Each source image includes four different features, namely squares, circles, stars and rings. A target image is identical to the corresponding source image except that only one of the four features is present. In this way there are four types of target images. Each source image contains 50 features of each type to make a total of 200. The features are distributed randomly in the image and they may overlap, thereby making their detection more difficult. Target images contain 50 features each.
In order to test how well GP is able to cope with different resolutions, we created datasets with features of three different sizes. Figure 4 shows an example of a source image. An example of a corresponding target image, which contains only squares, is shown in Fig. 5 .
In addition to these training sets, we also generated 10 test image pairs for each resolution and feature. These test images were not part of the training sets.
Musical sheet datasets
This second dataset includes images of musical sheets. The features we want to detect are noteheads, beams and staffs. The dataset is rather difficult because the features are often overlapping and because of the similarity between beams and staffs. Also, musical sheets contain other markings (e.g., clefs) that should not be picked up by the detectors for staffs, noteheads and beams.
To find out whether or not the size of the images in the training sets affects the quality of the results, we constructed (manually) training sets containing images of size 16 × 16, 32 × 32 and 64 × 64 for each one of the different features to look for. An image belonging to the 64 × 64 training set with examples of target images is shown in Figure. 6. To learn if the number of elements in the training set affected the quality of the results we used training sets of four different sizes: 1, 5, 15 and 25.
Fitness functions
When applying a machine learning method or an optimisation algorithm to image analysis, typically one finds that the objective function can only provide a rough indication of the quality of solutions. This is a well known problem which we have encountered before both in GP-based [22] and neural-network-based [25] image analysis algorithms, and has been reported by others as well (e.g., [31] ). No objective function and training set appear to distil either all the details of an image processing task or all perceptual qualities required in the output. In this, the human perceptual system is not only unbeatable but also a very severe critic.
To ensure that the results produced by GP are effective MM algorithms we need to attack the problem in two ways. Firstly, we need to test alternative fitness functions to identify which one provides the best indicator for a particular class of image analysis tasks. Secondly, we need to verify, a posteriori, with extensive testing and visual analysis, that the outcome (a MM algorithm) is indeed an acceptable solution to a given problem. All our experiments were performed using three different fitness functions which evaluate the similarity between images. These were used to compare the outputs produced by each GP program with the set of desired outputs for all the images in the training set.
Our first fitness function is the one proposed by Yoda et al. [44] , who defined the objective fitness function f A known as similarity (0 ≤ f A ≤ 1) as the normalised correlation coefficient between a goal and a processed image
where f and g are two digital images of size N × N and
The function f A intends to maximise the number of matching black pixels in the images f and g. Since in a binary image black pixels represent objects, this seems a reasonable choice of fitness function. The optimum is f A = 1 when all the pixels match. The worst case is f A = 0 when none of the pixels match. Our second fitness function, f B (0 ≤ f B ≤ 1), is related to the trade-off between sensitivity and specificity needed in detection algorithms. Before we introduce it formally we need to define some more elementary notions.
In our experiments the goal is to convert the original image, o, into the goal image, g. Let We can now define the notions of sensitivity (SV) and specificity (SP):
where TP is the number of true positives, FP is the number of false positives, TN is the number of true negatives and FN is the number of false negatives [9] . (These true/false positive/negative numbers are obtained by integrating over every pair of (x i , y i ) coordinates in the original image.)
We are now in a position to define our second objective function:
Unlike f A , the function f B intends to maximise both specificity (the ability to detect true negatives accurately) and sensitivity (the ability to detect true positives accurately). The optimal value is f B = 1 when SP = SV = 1; the closer both SP and SV are to 1 the closer f B will be to 1; the worst case is f B = 0 when SP = SV = 0.
Taking inspiration from the fitness function in [22] , which was specifically developed for segmentation tasks rather than detection tasks, we also define a third fitness function. This is effectively a modification of function f B where a variable α (0..1) allows tuning the bias of the search depending on whether we are looking for a program with high sensitivity (high α value) or with high specificity (low α value). The function is defined as:
where c 1 and c 2 are appropriate normalisation constants. As we mentioned above, the best evolved sequences need also be analysed visually to decide whether or not their high numerical fitness value really corresponds to high quality of results. If it is, the problem is solved. Otherwise one needs to run the algorithm again.
Primitive set

Structuring elements
In order to use GP to evolve MM algorithms, it is necessary to define the type, size and number of structuring elements to be made available to GP.
When an MM algorithm is designed manually, the programmer usually chooses a small number of regular structuring elements to be used in MM operations. There is no reason for choosing a regular structuring element except that humans are more likely to understand regularities such as squares, lines, triangles, etc. rather than irregular structures. However, the MM algorithm's search space does not have to be limited to regular structuring elements. There are many irregular structuring elements which could provide significant benefits for specific applications. We decided, therefore, to include also irregular structuring elements in the GP search space.
In order to explore the full space of morphologic operators of a given size, in the experiments with the artificial dataset we provided GP with all structuring elements of sizes 3 × 3. There are 2 3 2 = 512 of them, many of which are of irregular shape. We identified these by a number in the range 0..511. This is the decimal representation of the binary number obtained by reading out the bits in the kernel row by row and column by column. In the experiments with musical sheets, we anticipated the need to use structuring elements of a variety of sizes and used structuring elements of sizes 3 × 3, 5 × 5 and 7 × 7, examples of which are shown in Figure 7 . Since the resulting set includes approximately 5.6 × 10 14 different structuring elements, we could not allow them all to be used in the primitive set. Therefore, we provided a biased subset to GP by including 11 regular and 11 irregular (and randomly chosen) structuring elements of each size, for a total of 66 structuring elements. We identified these using the following code:
where y ∈ {R, I} represents the type of structuring element selected (regular and irregular), z ∈ {3, 5, 7} represents the size of structuring element and w∈{1..11} represents the structuring element index. For example, the primitive R3 [7] represents the seventh regular structuring element of size 3 × 3. 
Terminal set
Most of the "action" in our approach takes place in the terminal set, in that, unlike most other GP approaches, our terminals are not input variables, but primitives with side effects. These primitives act on a memory structure that initially contains the original image. At the end of program execution, the (transformed) image in the memory structure is read out and is returned as the output of the program. The most important operators are erosion and dilation, which we represent as e(k) or d(k), respectively, where k is a kernel. Depending on dataset, k is either an integer in 0..511 or one of the more complex operands in Eq. (11) . For example, the terminal e(R3 [7] ) represents erosion using the seventh regular structuring element of size 3 × 3, while d(7) represents dilation with a 3 × 3 structuring element containing a horizontal line.
In addition to these two MM operators, we also included logic operators in the terminal set (see Table 1 ). The reason for this is that when processing any realistically complicated images it is very rare to use MM operators alone. Most logic operations require two arguments. In our implementation the first argument is always the image currently being processed and the second input is provided by recalling the contents of a memory store, where the algorithm can save previous intermediate results via a store operator s. When this is executed, the current intermediate result of the computation overwrites the image currently saved in memory.
Function set
We use a function set including only two functions, EVAL1 and EVAL2 of arity 1 and 2, respectively, which simply execute their arguments. At fitness evaluation a GP tree is converted into a sequence of morphological/logic operators by reading out the leaves encountered in depth first traversals, one by one. The sequence of operators is executed from left to right. This MM algorithm is applied to the training set in order to evaluate the fitness of the corresponding tree. Before the sequence starts, we perform a store operation to save (462)se(185)∧. This is effectively our MM algorithm. When executed from left to right it leads to the following sequence of operations: the storage of the input image in the memory (default initial operation), followed by a logic NOT, followed by a dilation using kernel 238, followed by a logic AND, followed by a dilation using kernel 426, followed by the storage of the current image in memory, followed by an erosion using kernel 185 and finally a logic XOR of the current image with the image in memory.
Note that thanks to the use of a GP tree representation, the resulting MM algorithms are sequences of variable size.
GP setup
All the experiments were implemented using Lilgp [48] . In most of our experiments we used a Linux cluster with one master node (CPU dual Intel Xeon 2 GHz, 2 GB Memory) and 22 client nodes (CPU Dual Athlon MP 1900 + , 1.6 GHz, 1 GB Memory). Despite providing these significant resources to GP, because of the heavy computational load involved in fitness evaluation in image analysis applications, we had to make some compromises in our experimentation, performing either large sets of runs but with small populations of 50 individuals run for 100 generations, or fewer bigger runs with populations of 500 individuals run for 500 generations. 2 The GP parameters used in our experiments are similar to those suggested by Koza [17] . Specifically, a 0.9 crossover rate and 0.1-0.2 mutation rate were used. Mutation was based on the ramped-half-and-half initialisation method, which was also used to initialise the population. The method was slightly modified so as to allow biasing the choice of terminals. In particular, a parameter, β, was introduced which allows to change the balance between logic and morphological terminals. If β = 0.5 then logic and morphological operators are selected with equal probability. A higher value of β biases the search toward logic operators and vice versa. The reason for including this parameter is that logic and morphological 2 These types of compromises have been reported for a variety of different approaches in evolutionary image analysis. In [22] , for example, each run took between one and two weeks of CPU time to complete on a fast 64-bit DEC Alpha, in [4] runs took around one week on a powerful 12 processor server, while in [31] runs took 4 days on Sun Ultra-5 workstation. operators modify the image in a very different way. Whilst logic operators act equally on every pixel of an image, morphological operators perform local modifications to the shapes in the image, having an effect particularly at their edges. These two different types of behaviours may be appropriate for different applications. By tuning β we are able to match the primitive set to the application.
Results and analysis: artificial dataset
After a set of preliminary tests (not reported) aimed at determining which of the three different fitness functions described in Section 4.2 was best suited for the artificial dataset (see Section 4.1.1), we settled for function f C (Eq. (10)) with parameter α = 0.9 (setting α to this high value consistently led to better results than when α was low). Furthermore, we decided to allow the use of logic operators and memory by setting β = 0.7, although performance was not significantly affected by the precise value of this parameter. Subsequently, we performed a total of 108 GP "production" runs using the artificial dataset, one for each of the 3 different feature sizes, 4 different features and 9 different random seeds. Each run took between 4 and 7 hours to complete. The remaining parameters of the runs were: a crossover rate of 0.9, a mutation rate of 0.2, a population size of 500 individuals run for 500 generations. Table 2 provides the statistics for the best fitness values recorded in the runs. As can be seen, for all features, average fitness is relatively high, with at least one program at the end of 9 runs achieving a fitness value over 0.93. There seems to be no significant influence of feature type and sizes, which encouragingly suggests a generality of the approach.
Let us try to understand the meaning of the high fitness values reached in the experiments. In particular, to focus our discussion let us see what a fitness of 0.94 means in terms of sensitivity and specificity for a detector. By setting f C = 0.94 in Eq. (10) and solving for SV, it is easy to show that sensitivity and specificity are related by the following parabolic 
which is plotted in Figure 8 (similar relationships are obtained for different values of f C ). As illustrated in the figure, a GP program can achieve the fairly high fitness value of 0.94 with a wide range of sensitivities and specificities, some of which may be visually unacceptable. For example, in Figure 9 we can see the output produced by an evolved ring detector, which was trained to detect rings in the image in Figure 4 and attained a high fitness. Visual analysis reveals that while evolving this detector, GP generated an algorithm of high sensitivity, as specified by the parameter α (almost all pixels belonging to actual rings have been correctly detected). However, it is clear that this algorithm had too low a specificity. These experiments suggest that the fitness value alone is not a very good indicator of visual quality of the pictorial result. Higher fitness is likely to correspond to better detectors, but to judge the true quality of the end-of-run detectors evolved it is essential to visually analyse their output. Fundamentally, the reason for this is that in image analysis it is very difficult to clearly formalise the objective of an image processing task in terms of an objective function. It is then not surprising that, given such poor guidance, a machine learning method will have problems achieving exactly what was needed. This is one of the reasons why researchers have started exploring the possibility of using interactive evolutionary systems in image analysis with good success [7, 24, 39 ].
Results and analysis: musical sheet dataset
Due to the heavy computation and memory loads in the set of experiments using musical sheets (see Section 4.1.2) we used smaller populations (50 individuals) and shorter runs (100 generations) than for the artificial datasets. In this way we were able to do many more runs.
As before, we did preliminary tests aimed at determining the suitability of the three fitness functions described in Section 4.2. We excluded function f C , and used instead f A and f B (Eqs. (5) and (9), respectively). Furthermore, we decided to not allow the use of logic operators and memory by setting β = 0.
We did a total of 1512 GP runs combining the detection of 3 features (noteheads, beams and staffs), 4 training set sizes (1, 5, 15 and 25) Tables 3-6 . Analysing Table 3 we may observe that, in general, superior results are obtained when using larger structuring elements. The use of irregular kernels provides better performance than the use of regular kernels only (see Table 4 ). Also, on the basis of the results shown in Table 5 , it appears to be preferable to use bigger training images. For instance, the 64 × 64 examples obtained better results than the others. The number of images used in the training set did not affect the final results much, with the exception, perhaps, of the training set of size 15, which was slightly better according to the results in Table 6 .
We analysed visually the behaviour of the evolved MM algorithms. Although visual analysis cannot be exhaustive (we focused on those MM algorithms that had a high fitness value and those with interesting features) we observed that fitness f B produced programs with consistently balanced behaviour, while f A often had a tendency to be either overly sensitive or overly specific. Visual analysis also confirmed the aforementioned observation regarding Table 6 . Tables 7-9 show the results of a detailed visual analysis of the best evolved algorithms over 10 test images not included in the training set. Unlike the small images used in the training set, the images in the testing set are of size 512 × 512 to verify the effectiveness of the programs when applied to bigger images including the same features. The first column in each table represents the image ID, the second column the number of features actually present in the image, the third column the number of features correctly detected (true positives), the fourth column the number of features miss-detected (false negatives) and the fifth column the number of other regions present in the image (false positives). Note that we are evaluating regions not pixels.
GP easily found different algorithms to solve the noteheads extraction problem. Figure 10 shows an image not included in the training set and Figure 11 shows the result of an MM notehead-detector algorithm generated by GP. In Table 7 we may observe that the same algorithm applied to the test images obtained 100% sensitivity (having detected all true positives without false negatives) and high specificity (a small number of false positives).
The beams extraction problem is difficult. Beams can be mismatched with staffs, noteheads or other features present in a musical sheet. In spite of that, some GP algorithms generated good approximations to the desired outcome. Figure 12 shows a GP-generated program applied to the image Fig. 10 . In Table 8 we may observe a considerable number of missdetections and a large number of other regions present. Most of these regions are very small Table 7 Visual analysis of the notehead detector e(R3 [3] )e(R3 [9] )d(R3 [10] )e(I3 [9] ) generated using GP Table 9 Visual analysis of the staff detector e(R5 [9] )e(R7 [10] )d(R7 [10] ) generated using GP (many including just 3 pixels or less), and the visual quality of the results is only weakly affected by these misclassifications. Contrary to expectation, the staffs extraction problem presented many difficulties for the GP approach proposed. The programs evolved tended to either produce completely white images or to mismatch the staffs with other features. Table 9 shows a GP staffs-detector with 100% sensitivity but a high number of false positives (mostly due to beam-like structures). This is illustrated in Figure 13 where GP accurately finds the staffs, but also includes most of the beams present in the test image. 13 Output provided by the staff-detecting MM program e(R5 [9] )e(R7 [10] )d(R7 [10] ) evolved by GP when applied to the image in Fig. 10 
Conclusions
In this paper we have presented an approach to morphological binary image analysis based on GP. We have applied this approach to the extraction of geometrical features in synthetic images as well as beams, staffs and noteheads in musical score sheets obtaining promising results. In our approach, there are two phases where human intervention is required: the creation of a training set and the post-run evaluation of the results produced by GP. Apart from these two phases, the different MM feature extraction algorithms were obtained using GP in exactly the same way.
Since very little work has previously been done on the use GP in MM, the main objective of this paper was to charter this unexplored terrain rather than to develop any human-competitive MM algorithm. So, we have investigated the behaviour of different setups, studying three different fitness functions, a variety of regular and irregular structuring elements, three feature sizes, various image resolutions, several training set cardinalities, and different primitive sets.
As a result of this work we have identified a set of good GP setups for future MM applications and some promising directions for further research. For example, the use of irregular structuring elements has proved to be useful and so this should be explored in more depth, e.g. using larger kernel sizes. Bigger image sizes and larger training set sizes must be preferred, and we will therefore use these in future research. We have also seen that fitness function f A has a tendency to maximise either sensitivity or specificity, which is undesirable. However, the other two fitness functions, f B and f C , hold much more promise. Although in the present study the results of evolution had to be tested thoroughly and evaluated visually to determine if any of the best-of-run individuals provided results of sufficiently high quality for the tasks at hand, there is hope that further improvements to these two fitness functions will eventually lead to reliable, fully automated GP systems for MM and, possibly, other image analysis applications. on this paper. Marcos Quintana would like to thank the School of Computer Science of the University of Birmingham and SEP-Conacyt (Mexico) for financial support. Riccardo Poli would like to thank the members of the NEC (Natural and Evolutionary Computation) group at Essex for helpful comments and discussion.
