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Abstract:  Automatic generation of poetry has always been considered a hard nut in natural language generation. 
This paper reports some pioneering research on a possible generic algorithm and its automatic generation of 
SONGCI. In light of the characteristics of Chinese ancient poetry, this paper designed the level and oblique 
tones-based coding method, the syntactic and semantic weighted function of fitness, the elitism and 
roulette-combined selection operator, and the partially mapped crossover operator and the heuristic mutation 
operator. As shown by tests, the system constructed on the basis of the computing model designed in this paper is 
basically capable of generating Chinese SONGCI with some aesthetic merit. This work represents progress in the 
field of Chinese poetry automatic generation. 
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汉语古典诗词的计算化研究始于 20 世纪 90 年代中期,迄今为止,已在语料库建立[1−4]、词汇语义分析[5−7]、
创作风格辨析[8,9]、联语应对[9−11]等方面取得了一些初步的成果,但在诗歌的自动生成方面,除了一些民间的自
发研究外[12],尚无系统性的学术性研究.相比而言,国外有关机器诗歌自动生成的研究起步较早,目前已尝试了





表有 RACTER 和 PROSE[16],RETURNER,APPI,BORANPO,Masterman 俳句生成系统以及互联网上的





的 Cybernetic Poet 系统[18],其原理是以人类创作的诗歌为模式,从词汇、词汇结构及排列顺序、韵律模式、诗
歌整体结构等方面,对大量的已有诗作进行了基于统计的分析和建模.另一个较为典型的系统是 Rubaud 等人.




采用 CBR 技术的系统通常包括搜索(retrieve)、重用(reuse)、修正(revise)、保留(retain)4 个处理步骤, 有代表






的原型系统 POEVOLVE[24],能够生成 Limerick(一种起源于欧洲诗体,五行打油诗);以及 Hisar Maruli Manurung
的 MCGONAGALL 系统 ,在该系统中将诗歌生成问题看成一个状态空间搜索问题 , 并提出了语义





























其中上句若是奇数字句,则首字往往是单字领;句字数多于 2 时,则可进行细分,给出进一步的层次句法分析. 
通过对大量宋词语句构成的分析,我们发现,组成句子的有效模式的数目是有限的,并且呈现出了层次化的
结构,因此比较适合采用 DFA(deterministic finite automata)或者 NFA(nondeterministic finite automata)来表示,具
体策略如下: 
(1) 随机组合的词语,在产生大量的备选个体后,逐个进行 DFA 分析测试,通过留下,没通过则剔除. 
(2) 发挥 NFA 的优势,在句子产生的初期就运用 NFA,以不同的概率产生不同模式的句子. 
显然,这两种策略既相互矛盾又相互补充,理想情况应该结合两种策略.但考虑到采用第 2 种策略需要较大
的词库支持,比较耗时,因此本文采用第 1 种策略.图 1 给出的 DFA 判断树,描述的就是字数为 7,分词模式为

















Fig.1  The DFA representation of the right syntax pattern of seven character sentence 
图 1  七字词句合法句法模式的 DFA 表示 
有了句法的形式规范,接着要解决的是宋词的语义计算问题,包括词义相关度计算、词义相似度计算,以及




































































利用潜在语义分析(latent semantic analysis,简称 LSA)计算词义相关度的基本假设是:如果给予大规模的文
本语料库,词义相关的词语由于有一定的共现规律,一个词可以用一些有共现规律的词来代表它们的语义.在
《全宋词》语料库的基础上,我们可以构造频率矩阵,将所有的待测词(t 个)都用在待测文献(d 句)中的出现频率
表示出来,形成 X=t×d 的矩阵,且其均可以被分解成 3 个矩阵的积,称为 X 的奇异值分解: 
0 0 0t d t r r d
X T S D
× × ×
′＝ . 
其中,T ′ 0T0=T0T ′ 0=I,D′0D0=D0D′0=I,S0=diag[σ1,…,σr],是单值的对角矩阵,r 是 X 的秩,σ1≥σ2≥…≥σr>0.于是,由于
词 ti 可以表示为 ti=(n1,n2,…,nd)的向量,两个词的相关度就可以用 cosine 距离表示,而 cosine 距离又可以利用任
意 X(=TSD′)的两个相应行向量的点积来求得,由于 T,D 是正规矩阵,S 的对角元素大于 0,我们就有: 
XX′=TS(TS)′=TS2T′ 
其中,XX′的第(i,j)个元素是词 titj 向量的点积. 
第 2 种计算词义相关度的方法是基于互信息(mutual information,简称 MI)的方法[38].如果 s 为句子,w 为候
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得到词语间语义关系的度量,其中,ε是为避免出现分母为 0 而设的辅助数. 
对 MI与 LSA 两种方法的计算结果进行对比,我们发现两种方法计算出的相关词有相当多的重叠但又有不
同.因此,对于 终的计算结果,我们首先选取两种算法的重叠部分,相关度则用两者各占 50%的加权和表示;其
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关性的特征词向量,然后利用这些向量之间的相似度(一般用向量的夹角余弦来计算)作为这两个词的相似度. 
设在给定的语料库Ω和词表δ中,特定词语 x 在Ω上的语义 Sx 定义为如下五元组: 
{ }, , , ,x x x xS L R C δ= Ω , 
其中,Lx 为 x 的左同现词汇特征向量,Rx 为 x 的右同现词汇特征向量,Cx 为对仗词汇特征向量.特征向量的元素为
特征词与特征值组成的二元组(y,Vxy),有: 
log ( )
log ( )log ( )xy
f xyV
f x f y
= . 
其中,f(xy)为 y 在对应的 x 的相对位置上出现的频度(同一句的左边、右边或对仗位置上);x,y∈δ,f(x),f(y)分别是






k L k R k C
=
⋅ Δ + ⋅ Δ + ⋅ Δ
, 
其中 k1,k2,k3 是可以根据语料库实际情况进行调整的加权参数,Δ为欧氏向量距离算子,其计算公式为 
2
1




x y x y
=
Δ = −∑ . 
在给定的语料库中,当 Sim(x,y)超过特定的阈值 R 时,就定义这两个词语 x,y 在该语料库中具有相似关系,x
的所有相似词组成的集合为 x 的相似词集 Lx.考虑到计算的复杂性和词义相似度在应用中较强的针对性,在实




强烈 3 个子集,然后递归地对各个子集进行相应的操作, 后将词语集分为 7 个不同意味的子集,用数字分别表
示为−3、−2、−1、0、+1、+2、+3 这 7 种水平,分数越高,代表该词语能够体现某种风格的贡献度越强.类似地,
对于词语情感意义的量化也参照风格量化的标准,从悲哀到快乐分为(−3,3)的 7 个等级. 
总之,通过上述各个方面的形式分析和量化计算,我们可以为遗传算法自动生成宋词提供基本的句法和语
义形式与量化计算手段,为利用遗传算法来进行宋词的自动生成铺平技术上的道路. 
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*0 / *1,*1 / 0 / 01.*1 / *0 / 0 / 11,*1 / *0 / *1. 
*0 / *1 / 00,*0 / *1 / 00.*1 / *0 / *1,*0 / *1 / 00. 
相应地,词语库中的单字词和双字词也用 0、1 来编码,因此单字词分为平、仄两类,对应编码 0、1;双字词分为









基础上,随机选词填充剩余的位置.重复上述操作,生成含 N 个个体的初始种群. 
(3) 适应度函数:是问题约束条件反映,因此其设计不但与遗传算法中选择操作直接相关,而且还直接影响
遗传算法的迭代终止条件.针对宋词生成问题,我们对个体适应性的评判主要依据以下 4 个指标: 
1) 句法合法性 G:通过 DFA 检验的得分为 1,否则为 0. 
2) 主题相关性 R:为所有语词与主题词的相关度之和. 
3) 词句搭配的适当性 P:为所有两个连续语词的相关度之和. 
4) 风格和情感统一性 S:追求高的风格和情感统一性,就是要求同一首宋词中出现词汇的风格和情感得分
都趋于一致.因此,S 等于所有词语情感得分的方差与风格得分的方差之和的倒数. 
适应度函数 F 定义为以上 4 个量归一化的加权和,即 
F=λ1G+λ2 R+λ3P+λ4 S. 
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个或某些基因位. 
步骤 3:否则,随机选取句中一个基因位 Wn,获取其邻位基因 Wn−1 的词性 P,查找与 Wn 相关度 大且词性为
P 的词,替换 Wn−1(若 n=1,改对 Wn+1 进行操作). 
到此为止,我们完成了宋词自动生成的遗传算法的全部核心部分的设计.于是我们就可以进一步给出完整
的具体算法并进行系统实现. 
3   宋词生成的系统实现与实验结果分析 
当我们完成了宋词自动生成遗传算法中主要原理各部分的设计构造,还要完整给出对应的实现算法,只需
在此基础上具体给出宋词自动生成的遗传算法流程及主要参数确定即可.算法主要由初始种群生成、适应度计
算、选择、交叉、变异 5 个主要步骤组成.算法主要流程如下: 
算法. 生成初始种群,大小为 k1. 
置代数 gen=0,若 gen<k2 或进化停止,则反复执行以下操作: 
计算种群中各个个体的适应度; 
将适应度 大的个体复制到子代; 







置 m＝0,若 m<k4,反复执行以下操作: 
对子代执行变异操作, 
若新的适应度比原来的小,将适应度置为新的适应度,更新子代; 








分析上述算法,我们不难看出算法终止的两个条件:(1) 完成了预先给定的 大进化代数;(2) 种群中的
优个体在连续若干代没有改进或平均适应度在连续若干代基本没有改进.算法中 k1~k6 为 6 个可调参数:k1 为种
群大小,一般取值在 30∼200 之间;k2 为设定的 大进化代数,取经验值 5 000;k3 为交叉概率,一般取值在 0.3∼0.9
之间;k4 为变异操作次数,取值 3 000;k5 为变异概率,一般取值范围在 0.001∼0.2 之间;k6 为父代接受概率,取值 0.3. 
有了具体的宋词生成算法,就可以构建宋词自动生成系统,按用户输入的关键词(要求输入 1∼3 个关键词)
和词牌名自动生成宋词.实际系统共分数据库建立、句法语义处理、基于遗传算法的生成 3 个基本模块.实际
系统是在普通微机的 Windows 平台上采用 VisualC++ 6.0 开发实现的,测试机器基本参数为:CPU 1.83GHz,内存 
512 MB.目前系统仅支持 10 个常见词牌的宋词生成,这 10 个词牌分别是《蝶恋花》、《青玉案》、《清平乐》、《浣
溪纱》、《西江月》、《点绛唇》、《鹧鸪天》、《江城子》、《长相思》、《浪淘沙》. 
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Table 1  Computational results of synonyms and correlated words of “JU” (chrysanthemum) 
表 1  “菊”的词义相似和词义相关计算结果 
Synonyms 
of “JU” 黄菊 紫菊 嫩菊 槛菊 兰菊 菊花 金菊 菊蕊 野菊 松菊 晚菊 庭菊 细菊 篱菊 赏菊 丛菊 新菊 菊香 白菊  
Firstly correlation 
轻寒 登高 秋色 重阳 晓寒 离恨 雁 黄 管弦 香 秋 晚秋 微雨 萧疏 零乱 凄然 
黯淡 凄楚 憔悴 萦绊 愁颜 梦 影 夜 西风 零落 幽怨 微凉 斜日 馨香 鸿雁  金 




(excerpt) Secondly correlation 
情 舞 携手 竟 金尊 忆 轻轻 朱阑 残 难忘 红烛 朦胧 寒 烛影 无端 明镜 雁 梧
桐 燕 吹 扁舟 故国 潇湘 残荷 露 叠翠 晨星 浩渺 清泪 回首 遥看 人间 笙歌 














测验性方式进行,因此我们也采用评判专家组来进行宋词生成结果的评测.表 3 则给出了对 50 次生成实验进行
测评的结果分析,其中用户对所生成宋词的满意率是衡量该系统性能的 重要指标,尽管测试具有较大的主观
性,我们还是针对主题相关度评判、风格情感一致性评判和总体质量评判这 3 个指标进行评测.评判专家组由 5
名中文系本科生组成,评判采用 5 分制. 
Table 2  Three typical examples of the automatic generation of SONGCI poetry system 
表 2  宋词自动生成系统 3 个典型示例 
Input 
Key word Ci Pai 
Output Style 
菊 清平乐 相逢缥缈,窗外又拂晓.长忆清弦弄浅笑,只恨人间花少. 
黄菊不待清尊,相思飘落无痕.风雨重阳又过,登高多少黄昏. 风格婉约
饮酒 西江月 饮酒开怀酣畅,洞箫笑语尊前.欲看尽岁岁年年,悠然轻云一片. 
赏美景开新酿,人生堪笑欢颜.故人何处向天边,醉里时光渐渐. 
风格豪放
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Table 3  Systemic testing results 
表 3  系统性能测评结果 
Duration on the average Scale of satisfaction (0~5) 
Theme relevance Consistency in style and tone Overall satisfaction 23m 37s 4.13 3.42 3.86 
实验结果表明,系统基本实现了自动生成宋词目的,生成作品的质量大部分是可接受的,偶尔也有较为出色
的诗作生成(如实例分析中的《清平乐》).但在系统的运行效率和风格情感计算方面还有待改进. 
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