Recently graph-cut optimization has been extensively explored for interactive image segmentation. In this paper we propose Discriminative Gaussian Mixtures (DGMs) to boost the performance of graph-cut-based segmentation. Given the user specified pixels, our algorithm analyzes their distributions in color, texture and spatial spaces and produces optimized Gaussian mixtures to set the data cost in the image graph, under the criteria of maximizing the discriminant power. We also show how to assemble novel training data to train DGMs for the link cost in the graph. Experimental results demonstrate that DGMs can noticeably improve the performance of graph-cut segmentation on texture-rich images.
INTRODUCTION
As shown in Figure 1 , in the interactive segmentation scenario, the user first roughly specifies a few foreground and background pixels using scribbles, then invoke automatic procedures to generate the final fine mask for the foreground.
Using graph-cut-based optimization for interactive image segmentation was first introduced in [1] , where segmentation was achieved by minimizing a "Gibb" energy
where z = (z 1 , ..., z n ) are pixels in the image, L are binary labels(foreground or background) for pixels and θ are parameters of models describing the distributions of the foreground and background in the chosen feature space. U (L, θ, z) is the data cost which evaluates the fit of labels L to pixels z, given the statistical models θ. V (L, z) is the link cost which penalizes discontinuities of labels in locally smooth regions. The total energy can be minimized by solving a graph-cut problem with very efficient algorithms. Recently many approaches have been proposed to improve the original graph-cut-based approach for better performance, such as the GMMRF method [2] , the GrabCut system [3] , the LazySnapping system [4] and the multilevel banded approach [5] . Surprisingly, these approaches mainly focus on parameter estimation and energy minimization in Equation 1 , and leave the problem of feature and model selection to their Fig. 1 . Top: original image with user input. Left: Segmentation by graph-cut using traditional GMMs. Right: Segmentation by graph-cut using DGMs proposed in this paper. simplest solutions. For instance, [3] used Gaussian Mixture Models(GMMs) in RGB space with 5 components for both foreground and background; [4] used K-means with 64 components in RGB space; and [1] and [5] used single 1D Gaussian in the histogram of grayscale pixel values. Also, these approaches trained their models separately on foreground and background samples and paid no attention to the discriminant power of these models.
On the other hand, applying clustering algorithms, especially GMMs in multiple feature spaces has been extensively studied for traditional non-interactive image segmentation. Permuter et al. [6] studied GMMs in color and texture spaces for image retrieval. Chen et al. [7] used K-means in color and texture spaces for unsupervised image segmentation. In [8] GMMs were trained with spatial constraints under a modified expectation-maximization(EM) framework for segmentation. Although these approaches were successful, optimizing GMMs for interactive segmentation has not been studied.
This paper aims at optimizing GMMs for graph-cut based interactive image segmentation. Specifically, we maximize the discriminative power of GMMs so that the optimization result of graph-cut can lead to more satisfying segmentation. The Discriminant Guassian Mixtures we propose here employ a modified EM framework to achieve automatic feature selection, mixture number selection and parameter estimation, under the criteria of maximizing the discriminant power of the models. 
DISCRIMINANT GAUSSIAN MIXTURES

Formulations
Given the fact that any single feature may not be sufficient to segment the foreground in difficult images such as the one shown in Figure 1 , for a pixel z we extract features from color, texture and spatial spaces, denoted as x z is an 8 dimensional vector computed from 38 filter banks by using the the rotationally invariant, multi-scale, Maximum Response MR8 filter bank [9] , which has been proven to be efficient for texture classification tests [10] . The final feature vector
] has a dimension of 13. User specified foreground and background pixels are used to train a positive and a negative GMM. Our GMM is defined as
where g() is a modified multi-dimensional Gaussian function by introducing a new parameter vector w k . Specifically,
is a three dimensional vector consisting of three weights for each of the feature subspace. By assuming the three feature subspaces are orthogonal so that the covariance
, the modified Gaussian can be written as
where M d (x, m, σ) is the Manhattan distance from a vector x to a Gaussian G(m, σ), and C is a constant for normalization. The underlying idea for introducing w k into the gaussian mixture is to allow the model to automatically choose the best combination of features which can maximize its discriminant power. A synthetic example is shown in Figure 2 for better demonstration of the idea. In this example the foreground object contains two distinct regions F a and F b while the background B is a solid texture region. Clearly F a and F b will form two modes (g a and g b ) for the foreground GMM, and the background will have a single mode g c in the feature space, as shown in Figure 2b .
Parameter Estimation
Introducing weights w k into Eqn. 3 brings discriminant power into Gaussian mixtures, however it complicates the parameter estimation procedure. In the traditional EM framework, foreground and background GMMs are trained separately to only minimize the fitting error of the models to the corresponding samples. In our formulation, we estimate the parameters for positive and negative Gaussian mixtures jointly to minimize the fitting errors as well as maximize the separability. To achieve this we propose a modified EM algorithm as described as follows.
• Initialization: We apply K-Means to foreground and background samples separately to form initial modes for two Gaussian mixtures and calculate the means and covariance matrices of Gaussians. For each Gaussian the weights w c , w s and w t are set equally to be 1/3.
• Repeat the following EM steps until convergence:
-E-step: Calculate the membership probabilities of each sample based on the modified Gaussian in Equation (3).
-M-step 1: Calculate the mean and covariance matrix of each Gaussian based on membership probabilities of samples. I 602 -M-step 3: Update the weights for each background Gaussian using the same method.
• End.
Selecting Number of Modes
Setting the number of modes properly is another key issue to the success of our segmentation algorithm. In general, too few modes will result in large fitting errors, while too many modes will lead to over-fitting. To automatically adjust the number of modes to achieve the best possible segmentation results, we define a foreground model performance descriptor as F is the foreground DGM we obtained from training. Essentially, I f is defined as the ratio of the fitting error of background samples to the fitting error of foreground samples using the same foreground model. Apparently, a small I f value indicates a better discriminant power of the foreground model.
We initially set K f , the number of foreground modes to be 1, and gradually increase it. In the meanwhile, we calculate the corresponding I f values. We stop at iteration t when abs I f (t + 1) − I f (t) < , where is a predefined threshold, and choose current K f value as the final number of foreground modes. Similarly, we define a background model performance descriptor and use it to choose the proper number for the background modes. Figure 3 shows the K f vs. I f curve and K b vs. I b curve for the image shown in Figure 1 . Both curves have a waterfall shape. For this example the proper numbers of foreground and background modes are both chosen to be 6. 
DGM FOR GRAPH-CUT
We use the Discriminant Gaussian Mixture we described above to set both the data cost and the link cost in the image graph, and use graph-cut to compute a final segmentation.
Setting Data Cost
Using DGMs for setting data cost is straightforward. Given the user specified foreground and background pixels, we train a foreground and background mixture f F and f B , and use them to set a data cost for a new pixel z as
For user marked pixels the data cost is set to be infinite as in previous approaches.
Setting Link Cost
The link cost encourages graph-cut to cut through the foreground edges. In previous approaches [1, 3, 4] this term is set to be a static exponential function under the assumption that large gradients in the image correspond to the foreground edges. This is true when the image is smooth, however for highly textured images strong gradients are all over the image thus cannot be used to identify the foreground boundary. We use the proposed DGMs to train a foreground edge model to better identify the foreground boundary. Suppose we obtain some foreground edge pixels as positive samples, and some pixels inside the foreground and background as negative samples, we can train an On-the-Edge DGM f e and an Offthe-Edge DGM f ne , using the same method as we train f F and f B . Thus for a pair of neighboring pixels z and v, the link cost between them is set to be
where
The only problem left is that in the interactive segmentation scenario the user only marks some pixels inside the foreground and background, thus we only have negative samples to train the model f ne . For the model f e , we instead generate some synthetic foreground edge patches as training samples. As shown in Figure 4 , we create eight 7 × 7 edge patch templates to model the smooth transitions from foreground (white) to background (black) in eight directions. The values in each patched are normalized between 0 and 1. given a pair of foreground and background patches, we can generate a synthetic edge patch by linearly combining these two patches using one of the edge templates. These synthetic edge patch are then used to fit the On-the-Edge model f e .
RESULTS
In figure 1 we show DGMs significantly outperforms traditional GMMs for segmenting a very difficult image. Figure  5 visualizes the corresponding data and link costs computed from previous approaches and the proposed DGMs. It shows that DGMs can identify foreground pixels and edges much more accurately. Two more segmentation results are shown in Figure 6 . These results demonstrate that even the foreground and background contain similar textures and colors, our algorithm can still generate good results given the discriminant power embedded in the underlying statistical models.
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