Abstract A novel Hilbert-curve is introduced for parallel spatial data partitioning, with consideration of the huge-amount property of spatial information and the variable-length characteristic of vector data items. Based on the improved Hilbert curve, the algorithm can be designed to achieve almost-uniform spatial data partitioning among multiple disks in parallel spatial databases. Thus, the phenomenon of data imbalance can be significantly avoided and search and query efficiency can be enhanced.
Introduction
With the rapid development of GIS applications, especially in multi-dimensional dynamic GIS and WebGIS, the demand for capability and high efficiency of huge-amount data processing is ever increasing and has given rise to parallel GIS as well as parallel spatial databases.
The parallel spatial database is one of the foundations of the parallel GIS in both theory and application [1] . This database has the advantages of high performance, high reliability and good scalability, which enable it to meet requirements of various thick-data applications. However, many challenges emerged when applying the parallel database theory to construct the spatial databases [2] [3] [4] . In this study, we address the data partitioning problem in parallel spatial databases and present an improved Hilbert curve and a new spatial data partitioning method based on it. The aim is a relatively uniform distribution among multiple disks, thus increasing the parallelization degree and improving the efficiency of searching and querying.
relationships, and metrical relationships, which should be taken into full account when the spatial data is partitioned [5] . The existing data partitioning algorithms are usually designed for general relational databases, without consideration of the data amount of each item itself. Generally, these algorithms put emphasis on the relatively uniform distribution of the amount of items among multiple disks, i.e., the number of items on each disk is kept balanced. However, for spatial data partitioning, the uniform distribution of item numbers might lead to high asymmetry of the total storage amount on each disk, thus giving rise to the severe data-imbalance phenomenon.
The Oracle Spatial is a typical method utilizing relation-oriented databases to manage spatial data. It provides two range partitioning schemes based on spatial positions, including: ① partitioning based on the range of the X coordinate or Y coordinate; ② partitioning based on the ranges of the X coordinate and Y coordinate. Such partitioning schemes are only concerned with position attributes of the spatial objects represented with MBR (minimal boundary redangle) and ignore the impact of physical storage size of the object. Suppose there are two regions of comparable area, in one where there are mainly point objects, while in the other there are mostly polygon objects. Obviously in this case the item numbers of the two regions could be very close, while the aggregate storage amount might differ very much and lead to load imbalance among disks.
Existing work in the area of parallel GIS mainly focuses on the study of mechanisms of parallel searching [6] , while research on parallel partitioning of spatial data is rare. For example, Kamel and Faloutsos proposed a method of compact R-tree construction by utilizing the space filling curve as the one-dimensional sequence code and provided a spatial data partitioning scheme for multi-machine systems. But one shortcoming of the method is the possibility of the mainframe being the bottleneck when the number of users concurrently accessing the database increases. Meanwhile, because of the incapability of multiple datasets to implement partitioning according to the same boundary, the efficiency of parallel searching for multiple datasets is low. To address the above problem, we propose a Hilbert space filling curve for spatial data partitioning (HCSDP).
Hilbert space filling curve (HSFC)
The main idea of the space fitting curve, such as the Z curve and Hilbert curve, is to map an object in a multi-dimensional space onto a one-dimensional curve via a linear sequence [7, 8] . Due to its excellent spatial clustering performance [9] , the Hilbert space filling curve researched is the main tool of spatial partitioning.
Hilbert space filling curve
Hilbert space filling curve is derived from the classical Peano curve family, which is sequential mapping from the close interval cell I = [0, 1] to close rectangle cell S = [0,1] 2 . The spatial relationship among all the spatial entities will be held to a certain extent as the Peano curve transforms from one dimension to N dimensions.
As one of the Peano curve family, HSFC has higher spatial clustering performance as the Z order and can gradually partition the sequential space, in which the array order is correlative of the degree of space subdivision. The process of gradually subdividing the Hilbert curve is that an atom is set to recursion to produce the HSFC, as shown in Fig.1 . 
The generation of Hilbert value
In GIS, spatial objects include the point, line, polyline, and polygon. Without loss of generality, we choose the type of spatial dataset as polygons. As the Hilbert curve is designed for the point objects, the datasets need to be pre-processed to assign the poly-
