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ABSTRACT
Improving Crowd Simulation with Optimal Acceleration Angles,
Movement on 3D Surfaces, and Social Dynamics
Brian C. Ricks
Department of Computer Science, BYU
Doctor of Philosophy
Crowd simulation plays a critical role in modern films, games, and architectural
design. However, despite decades of algorithmic improvements, crowds use sub-optimal
heuristics, are primarily constrained to 2D surfaces, and show few if any social dynamics.
This dissertation proposes that a solution to these problems lies in altering how each agent
perceives its environment as opposed to new obstacle avoidance algorithms. First, this
dissertation presents a theoretical look at optimal agent movement. Next, in order to place
crowds on arbitrary 3D manifolds, algorithms are proposed that change how each agent
perceives its environment. The resulting crowds move naturally across a large range of
surfaces with up to 100,000 triangles in real-time. Additionally, these algorithms are shown
to work in real-time strategy game settings by using the GPU to determine which parts of
the surface are visible to each agent. Results show that these algorithms can do visibility
testing for up to 200 agents in real-time. Lastly, these same principles are used to create
believable social dynamics with crowds based on the transactional analysis area of psychology.
These social dynamics allow agents to stop and talk, pair walk, and have repeated social
interactions. All this is done by changing how agents perceive the world based on their social
reward.

Keywords: crowd simulation, optimal crowd simulation, 3D crowd simulation, social dynamics,
transactional analysis, fog of war
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Chapter 1
Introduction

“It’s to die for.”
With those words Scar turns, leaving his helpless nephew abandoned in a lonely,
wind-swept gorge. A vulture calls out somewhere above. The pebbles start to rock back and
forth. The ground starts to shake. A cloud of dust appears at the top of the horizon. Then,
one after another, stampeding wildebeests come tumbling over the edge of the cliffs, as if
an off-screen dam has burst. Simba turns to run but is soon overtaken by the rising tide of
brown and gray monsters, each oblivious to his plight. Even his hither-to omnipotent father
is powerless to save him, and he soon finds himself swept under the current of hooves and
horns.
The stampede ends, leaving Simba and the audience in a state of absolute wonder.
The scene is the turning point in the movie as feelings of guilt and regret clash with Simba’s
prior feelings of importance and superiority. This spurs him on to flee from his home, giving
him a chance to come back as a king instead of the son of a king. This pivotal scene relies
entirely on the presence of the wildebeest stampede. Not only does the charging herd bring
about the crucial plot changes that lead to deeper character changes, the violence and chaos
of the surging animals contrasts starkly with the deathly silence that follows. This contrast
invokes deep emotions in the audience, many of whom have lived the chaos of a tragedy
followed by the utter emotional silence that follows the ultimate loss. The script writers
could have used dozens of other events to kill Mufasa and force Simba into the wilderness,

1

but the carefully orchestrated storytelling element of the stampede breathes life both into
the film and the hearts of the viewers.
Not surprisingly, the combination of top voice actors, Elton John’s memorable soundtrack, and Disney magic combined to make The Lion King [96] a resounding success. The
Lion King places in the top-20 highest grossing films of all time [97] and in many ways
represents the peak of the Disney Renaissance. However, for visual effect artists, the legacy
of The Lion King will be best remembered not for its prominent place in Disney’s portfolio,
but for the technologies that combined to bring the wildebeest stampede to the silver screen.
For decades, movie makers have relied on massive crowd scenes for crucial story telling
moments in their films. A classic example is Cecil B. DeMille’s The Ten Commandments,
released in 1956. This film features the Exodus of the Israelites from Egyptian bondage. The
Exodus scene is lengthy and is a pivotal scene in the movie—three dramatic hours lead up
to the departure, followed by an hour of epic aftermath. To produce the desired effect in
the film, Cecil B. DeMille shot the exodus scene on location in Egypt, hiring upwards of
12,000 Egyptian extras to come in costume and march out of his elaborate set. The memoirs
of those who worked on the film [63] describe shooting this scene as excruciating. Despite
shooting all day, the film unit could only take three shots since it took two full hours for the
crowd to move back to its initial position. The process was so stressful that Cecil B. DeMille
collapsed halfway through with a heart attack, and his assistant producer had to direct the
remainder of the shooting process. Yet despite the magnitude of the endeavor and a heart
attack, the massive exodus scene worked as a crucial story telling element in the The Ten
Commandments.
Forty years later, and only one year before the release of The Lion King, Hollywood
introduced new technology for creating crowd scenes with computers with the release of
Jurrasic Park. Breaking barriers in the world of visual effects, Steven Spielberg and Industrial
Light and Magic brought dinosaurs to life in Jurassic Park [94] by integrating live action
footage and computer generated models in a way never before imagined. However, despite the
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stunning realism of ILM’s computer-generated prehistoric beasts, there were no algorithms
to help coordinate the movements in dinosaurs in groups. As a result, all the dinosaurs were
hand animated [1, 84]. Thus hampered with the tedium of manually moving each creature,
the biggest stampede scene in Jurrasic Park features a mere two dozen gallimimuses traveling
in a loose pack that leaves the audience largely unmoved. The animators for The Lion King,
on the other hand, were able to leverage their novel crowd motion algorithm to send hundreds
of wildebeests down the gorge in a tightly-formed group, which lengthened out the stampede
scene and heightened its tension. Thus, the storytelling abilities of the animators of The Lion
King were increased by the power of their crowd simulation algorithms and they were able to
create a scene with the sense of magnitude and drama that the script called for.
Hollywood was not long in catching the vision of how computer crowd simulation
could enhance the power of film making. The Lord of the Rings series, kicked off with The
Fellowship of the Ring [59], relied heavily on computer generated crowds, not just to give the
audience a sense of the magnitude of Middle Earth, but to control the human-orc interaction
in the enormous battle sequences [86]. Stephen Regelous, the visual effects artist working
for Peter Jackson on The Lord of the Rings, created a new visual effects company called
Massive [54] and packaged his crowd generation software for use outside the fantasy trilogy.
The creation of Massive meant that crowd simulation was cheaper, easier to control, and
didn’t involve hiring 12,000 extras or heart attacks anymore. Computer generated crowds
are now a standard visual effect in countless movies.
Starting with these early successes in film visual effects, computer generated crowds
have proved commercially viable and important in major industries. They continue to play a
critical role in film production. As the believability of CG crowds grows, directors are using
crowds not only for grandiose distance shots, but to fill in the gaps and reduce the cost of
extras in close-up shots. Crowd simulation also plays a growing role in the computer game
industry as more and more titles seek to distinguish themselves with immersive environments
full of interactive agents. As opposed to the ephemeral crowds in film, generating crowds for

3

games adds a whole new set of challenges since these crowds are regularly viewed up close
and for extensive periods of time. Thus, the movement of the people in the crowd must be
believable at close range and for long exposure times. Commercial architecture packages
are also using crowd simulation to validate designs and provide guidance on the layout of
structures. For example, the commercial crowd simulation tool MassMotion was recently
used in the design of the Toronto Union Station, San Francisco Transbay Terminal, and
Montreal Trudeau Airport [53]. Other areas that are interested in crowd simulation include
emergency planning, city design, epidemiology, and entomology.

1.1

Problem Statement

The academic world had been working seriously on computer generated flocking a full seven
years before the debut of The Lion King. Craig Reynold’s seminal work on CG flocking [72]
sparked a deep interest in the topic which quickly grew to include simulating crowds of
various articulated objects, including humans. Researchers quickly moved from the full-3D
motion of flocking birds to the difficult task of simulating 2D motion of humans on a plane.
However, in the decades since crowd simulation research began in earnest, several key aspects
of crowd simulation have been overlooked or unsolved by the research community. We state
these issues here briefly in the form of the following problem statement and then give more
detail for each issue.
Current crowd simulation algorithms struggle since they rely on sub-optimal heuristics,
do not work on arbitrary 3D surfaces, and do not display the social dynamics seen in real
crowds.

1.1.1

Heuristics

Crowd simulation algorithms focus their research energy on obstacle avoidance and path
planning, but often ignore some of the fundamental problems in crowd movement. These
fundamental problems include the optimal acceleration angle threshold of agents, or the angle
4

at which an agent begins accelerating linearly while turning toward a destination. Since this
topic has never been investigated, algorithms either explicitly or implicitly use sub-optimal
heuristics. As a result, the agents reach their destinations slower than normal and their paths
can appear awkward and unrealistic. If crowd simulation algorithms had access to optimal
values for the acceleration angle threshold for agents, crowds would move quicker to their
destinations.

1.1.2

2D Surfaces

Most crowd simulation algorithms focus on crowds moving on 2D surfaces. Although these
algorithms can produce believable motion in the plane, they cannot work directly on the many
3D surfaces where they are needed. Such surfaces include 3D buildings such as multistory
structures, parking garages, houses, airports, and subway stations; natural structures such as
caves and arches; science fiction scenarios such as space stations, spaceships, and asteroids;
and surfaces where insects swarm such as in their colonies. If crowd simulation algorithms
could move agents on these 3D surfaces, then all the uses of crowd simulation algorithms on
2D planes would have application in 3D environments as well.

1.1.3

Lack of Social Dynamics

Almost all crowd simulation algorithms assume that the only reward agents receive while
moving comes from avoiding collisions while heading to their destinations. This assumption
has led to algorithms that successfully create collision-free crowds, but not ones that create
the realistic clumping seen in real crowds. This clumping comes since people also find a
reward from interacting socially—they want to stop and talk to their friends or walk in groups
to their destinations. If crowd simulation algorithms would simulate crowds with accurate
social dynamics they could both create more believable crowds and be used to study human
interaction.
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1.2

Thesis Statement

The goal of this dissertation is to address each of these problems. Interestingly, the fundamental solution to all these problems relies mainly on agent perception as described in the
following thesis statement.
Computer generated human crowds can be improved to have optimal behavior, work
on arbitrary 3D manifolds, and to display realistic social behavior by changing how the agents
perceive optimal acceleration angle thresholds, the relative offsets and visibility of obstacles,
and social rewards of interacting with other agents.

1.2.1

Optimality

By giving agent access to the optimal path from their location to their destination, agents can
make better choices about which obstacle-free path will guide them the best. This optimal
perception, as opposed to using sub-optimal heuristics, will allow crowds to move faster and
more realistically. Chapter 2 of this dissertation lays groundwork in this area by presenting a
theoretical look at the optimal path an agent should take when heading to a destination in an
obstacle-free environment. This initial research has the working title of Optimal Acceleration
Angle Thresholds for Simulated Agents.

1.2.2

3D Surfaces

By altering how agents perceive their static and dynamic obstacles, agents can be moved
from the 2D plane to 3D surfaces without introducing new obstacle avoidance algorithms. By
altering how agents perceive their environment, this work creates a natural bridge between
3D surfaces and previous work in 2D crowd simulation. Chapter 3 introduces algorithms for
placing agents on arbitrary 3D manifolds. This chapter started as a paper that appeared
in the proceedings of Eurographics 2012 under the title of Improved Obstacle Relevancy,
Distance, and Angle for Crowds Constrained to Arbitrary Manifolds in 3D Space [75]. The
chapter as it appears in this dissertation is the journal-length version of the paper that is
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currently under review at a major computer graphics journal. Chapter 4 builds on Chapter
3 and covers the manner in which our crowd simulation system can be used to power realtime strategy computer games, focusing primarily on agent visibility. Although this paper
focuses on user-controlled agents, the broader contribution of this work is its contribution to
visibility testing for agents exploring new environments autonomously. This paper appeared
in the proceedings of Computer Graphics International 2012 [77] under the title of Real-time
Synthetic Vision Visibility Testing on Arbitrary Surfaces.

1.2.3

Social Dynamics

By altering how agents perceive their immediate destinations, agents can be led naturally
into rewarding social interactions including stopping to talk interactions and pair walking
interactions. This use of perception naturally adds social interactions into algorithms that
lack social dynamics. Chapter 5 details work in social dynamics in crowd simulation using our
3D crowd simulation engine. This work was first published in the Visual Computer journal
under the title of More Realistic, Flexible, and Expressive Social Crowds Using Transactional
Analysis [76]. Chapter 5 is an extension to this work that was published as a peer-reviewed
book chapter in Intelligent Computer Graphics 2012 under the title of Social Crowds Using
Transactional Analysis [78].
These perception-based findings break dramatically with previous crowd simulation
that has tried to move the field through new crowd simulation algorithms. Instead, our
premise is that dramatic improvements in arrival times, topology, and socializing will come
as we focus instead how each agent perceives the world in which it moves. This dissertation
shows that agents can display realistic behavior using different underlying obstacle avoidance
algorithms as long as perceptions about distance and visibility are adjusted to account for
the location of destinations, the 3D nature of the environment, and the social rewards of each
agent.
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Chapter 2
Optimal Acceleration Angle Thresholds for Simulated Agents

This chapter comprises initial research with the working title of Optimal Acceleration
Angle Thresholds for Simulated Agents. It has been authored by Brian Ricks and Parris
Egbert.

2.1

Introduction & Previous Work

Virtual worlds with human agents, such as crowd simulation algorithms, are very impactful
in the creation of visual effects for films and immersive worlds for video games. From the
foundational work done by Reynolds with instantaneous forces [72], crowd simulation work has
grown to include such notable models as social forces approaches (e.g. [29, 30]), velocity-space
approaches (e.g. [3, 17]), vision-based approaches (e.g. [62]), and fluid-based approaches
(e.g. [58]). In an attempt to compare and contribute to this growing research field, we began
studying optimal crowd simulation to see if we could show mathematically which algorithms
produce the best agent paths. As part of this, we started studying some of the most basic
parts of agent movement in order to create a sound mathematical model of point-based agent
motion. In doing so, we discovered a critical part of agent motion has been overlooked by
previous work that has the potential to significantly improve the performance of current and
future crowd simulation work.
When people at rest turn to start walking toward a goal, they usually start accelerating
before their torsos are perfectly in line with their destinations. When viewed from above,
this means that the paths people take from one point to another are generally curved instead
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Figure 2.1: The acceleration angle threshold of a virtual agent is the angle where the agent
begins accelerating linearly while still turning towards its destination. Here are the paths
of three agents using different acceleration angle thresholds (at). Agents start at the origin
(short black line) and move to destinations marked A-F. (a) at = 0, (b) at = π/2, and (c)
at = π. The agent reaches A the quickest for at = π/2, reaches B the fastest for at = π,
and reaches C and D the quickest for both at = π/2 and π since the agents take the same
path in both cases. All agents take the same path to E regardless of at. Lastly, the agent
reaches F the quickest for at = 0. This simple example shows that no one angle threshold
always produces shortest arrival times and that it is non-trivial to choose angle thresholds
for arbitrary destinations.
of a straight line. One reason for this is that it is usually faster to start accelerating while
turning instead of waiting to face a destination to take a first forward step. We call the
difference between the angle to a person’s destination and the person’s current heading as
he starts accelerating linearly toward the destination the acceleration angle threshold. In
simulating virtual people, crowd simulation algorithms either intentionally or unintentionally
assign their agents an acceleration angle threshold at which they start accelerating on their
way to their destinations. Reviewing previous work shows that this angle threshold is hardly
if ever mentioned, probably because it seems so inconsequential. However, in studying the
acceleration angle threshold in obstacle-free environments, we have discovered that this
threshold is very important, that it can dramatically change the time it takes an agent to
reach its destination, and that choosing the optimal acceleration angle threshold for a given
destination is non-trivial.
For example, consider the case of an agent facing down the positive x-axis with no
nearby obstacles and with a destination on the negative x-axis (see Figure 2.2). Every crowd
simulation algorithm would simply tell the agent to turn around and move to this destination.
Since crowd simulation algorithms take discrete timesteps, the movement engine would have
to make a decision about which accelerations to apply to this agent at each timestep. The
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engine could choose to only apply a rotational acceleration until the agent is facing its
destination and then apply a linear acceleration (this corresponds to the paths in Figure 2.1a
and the red path in Figure 2.2). On the other hand, the engine could try to match the desired
velocity as quickly as possible, thus giving the agent both a rotational and linear acceleration
immediately (see Figure 2.1c and the blue path in Figure 2.2). Or the engine could use some
other acceleration angle threshold, such as π/2, and apply a rotational acceleration until the
agent is at a 90 degree angle to its destination, at which point the engine would apply both
rotational and linear accelerations (see Figure 2.1b and the green path in Figure 2.2).
The caption of Figure 2.1 details which acceleration angle thresholds get an agent
to its destination quickest, given various destinations and the choice of only one of three
acceleration angle thresholds. The results in this figure show that the angle threshold has a
dramatic impact on both the paths the agents take and the time it takes the agents to reach
their destinations. Notice that all three of the examples, each agent in Figure 2.1 reaches
at least one destination faster than any of the others. Figure 2.2 overlays three agent paths
and shows that the difference in arrival time between the agent with an acceleration angle
threshold of π/2 (green agent) and the agent with an acceleration angle threshold 0 (red
agent) is over 1.3 seconds.
Additionally, as implied in Figure 2.1 and demonstrated later in this paper (see
Figure 2.8), the decision surface for choosing optimal angle thresholds for different destinations
is non-trivial. Combined, our research into acceleration angle thresholds has led us to two
key observations. First, acceleration angle thresholds can dramatically affect the arrival
time of agents and simply choosing hard-coded thresholds can result in agents reaching
their destinations significantly slower than they need to. Second, while choosing optimal
acceleration angle thresholds can improve agent arrival times, the process for this is non-trivial.

To address these issues, we derive a method for finding the optimal acceleration angle
threshold for an agent based on the offset to its destination. The first contribution of this
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Figure 2.2: Close up of three paths generated by three agents with three different acceleration
angle thresholds. The red, green, and blue lines correspond to agents with acceleration
angle thresholds of 0, π/2, and π radians respectively. The agent with an acceleration angle
threshold of π/2 (green) reaches the destination the fastest of the three, followed by the
agent with an angle threshold of π (blue), followed by the agent with an angle threshold of 0
(red) (who reaches the destination a full 1.33 seconds after the first agent). An agent with an
acceleration angle threshold of approximately 2 radians would reach this destination faster
than any other threshold.
work is a closed-form solution for the arrival time of an agent to its destination without
having to simulate the motion of the agent using individual time steps (see Equation 2.26).
The point of finding this equation is to help us find optimal acceleration angle thresholds,
but this equation by itself is very versatile and will be useful in future crowd simulation
optimizations. In deriving this arrival time equation, we also show that trajectories can be
divided into three main areas, including an area that is unreachable by agents (see Section 2.3.1
and Figure 2.3). As our second contribution, we use this function to numerically derive a
surface for choosing optimal acceleration angle thresholds based on one set of movement
parameters (see Figure 2.10). For our third contribution, we show how to use regression
to find a close functional approximation to this curve for any set of movement parameters
(see Section 2.5). These functional approximations allow an algorithm to quickly find a
near-optimal acceleration angle threshold for a given destination location.
Our results have the potential for broad impact. Since almost every crowd simulation
algorithm implicitly or explicitly chooses an acceleration angle threshold for its agents,
algorithms that change to use our functional approximation instead of hard-coded values
should see an immediate improvement in arrival times for their agents. Second, a growing
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body of work is using A* algorithms to do local navigation for agents (with Singh et al. [89]
and Levine et al. [51] recently showing the power of A* for character motion). Our results
mean that future A* algorithms for traditional point-based crowds can use a very accurate
and tight search heuristic, thus reducing computation time. Lastly, our work can act as the
foundation for future work in provably-optimal crowd simulation. Since optimal acceleration
angle thresholds are key to any such work in optimal crowds, we are laying the groundwork
for the future in this area.

2.2

The Acceleration Angle Threshold

Before formally defining our problem, we give the parameters used in our environment. We
use an agent-centric approach in this work and orient the world around the agent in question
with the agent looking down the x-axis. Further, we assume that the agent starts with no
initial velocity. This means the initial configuration of an agent can be uniquely defined by a
0
5-tuple: hDx , Dy , rm , rm
, θm i where Dx and Dy are values of the destination relative to the

agent (with Dr and Dθ being the destination’s polar radius and angle respectively), rm is the
0
highest velocity the agent can attain, rm
is the agent’s maximum acceleration, and θm is the

agent’s rate of rotation. Without loss of generality, we assume that Dy is positive, resulting
in a counter-clockwise turn by the agent to reach its destination. Paths to destinations with
a negative Dy can be found by simply reflecting the agent’s path.
2.2.1

Problem Definition

In an obstacle-free environment, the path of an agent to its destination can be thought of
as having three distinct steps. In the first step the agent turns in place without any linear
velocity or linear acceleration. We call this the turn in place step. In the second step the
agent begins to accelerate while turning. The agent may reach its maximum velocity, rm
during this phase, in which case it continues to turn at this velocity. We call this the turning
with velocity step. Lastly, when the agent is looking directly at its destination, it stops
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turning and continues to accelerate (or if it has already reached rm , it continues at that
speed), until it reaches its destination. We call this the straight motion step.
It is simple for an algorithm to transition an agent from the turning with velocity
step to the straight motion step by simply stopping the agent’s angular rotation when it is
looking at the destination. The moment at which an agent transitions between the first two
steps is an arbitrary time chosen by the underlying algorithm, and the best choice for this
transition is the focus of this paper. We call the angle between the agent’s current heading
and the agent’s destination at the moment it transitions between the turning in place and
turning with velocity step the acceleration angle threshold.
A simple example may clarify. Consider an agent whose relative destination is at
(Dx , Dy ) = (−8, 0) (see the green path in Figure 2.2). If the agent’s acceleration angle
threshold is π/2, the agent will turn in place without any linear velocity or acceleration until
the difference between its heading and the destination is π/2. In this case this transition
will occur when the agent has a heading of π/2, i.e. looking down the positive y-axis. At
this point the agent will start to accelerate while turning. As the agent does so, it will leave
the origin and move in an arc toward the destination. When the agent’s heading is looking
directly at (−8, 0) the agent will stop turning, but continue forward until it has reached its
destination.
Formally, the goal of this work is to answer the following question: Given an agent
0
with a configuration hDx , Dy , rm , rm
, θm i, how far should the agent turn in place before

accelerating in order to reach the destination (Dx , Dy ) in the least amount of time? To
help in our equations we introduce a function ArrivalT , for arrival time, that gives the
arrival time of an agent based on its choice of acceleration angle threshold. Formally
0
ArrivalT : at ∈ [0, π], Dx , Dy , rm , rm
, θm → t where at is the chosen acceleration angle

threshold and t is the amount of time it takes an agent to reach its destination using that
threshold. As we will discuss later, not all angle thresholds will reach all destinations. In this
case ArrivalT returns t = +∞. We derive ArrivalT in Sections 2.3 and 2.4.
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Using ArrivalT , we find the acceleration angle threshold that results in the lowest
arrival time for a given agent configuration. Thus, we introduce another function, BestAT ,
for best angle threshold, that takes a configuration and gives the value of at that produces
0
the quickest path to the destination. Formally, BestAT : Dx , Dy , rm , rm
, θm → at s.t. ∀b ∈
0
0
[0, Dθ ], ArrivalT (at, Dx , Dy , rm , rm
, θm ) ≤ ArrivalT (b, Dx , Dy , rm , rm
, θm ). We show how to

find a very close functional approximation to BestAT in Section 2.5.

2.3

Acceleration Angle Threshold = π

In order to derive the equation for ArrivalT for an arbitrary at, we begin with the equation
for ArrivalT for at = π. We will show in the next section that deriving ArrivalT for any at
can be achieved by a slight modification to the following equations.
Setting the acceleration angle threshold of at agent to π means that the agent will
never turn in place when heading toward a destination. Instead, since Dθ ≤ π, the agent
will skip the turn in place step and proceed to the turning with velocity step. Figure 2.1(c)
and the blue agent in Figure 2.2 give examples of paths generated by agents following paths
with at = π. We have found that deriving the equation for ArrivalT depends on whether or
not the agent reaches full velocity before transitioning from the turning with velocity step
to the straight motion step. We call destinations that an agent will look at directly before
reaching full velocity pre-full velocity destinations and destinations that the agent will not
see until after reaching full velocity post-full velocity destinations. In this section we begin by
discussing how to determine whether a point is a pre- or post-full velocity destination, then
how to find the arrival time to each of these types of destinations in turn.

2.3.1

Three Areas of the Surface

In order to determine whether or not an agent reaches full velocity before it transitions from
the turning with velocity step to the straight motion step, we must first discuss the layout of
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Figure 2.3: The three main surface subdivisions when an agent has an acceleration angle
0
threshold of at = π (θm = 1, rm = 1, rm
= 1). The light green and medium green areas show
pre- and post-full velocity destinations respectively. The dark green area in the middle is
unreachable since the agent walks around this circle and cannot reach these destinations with
its movement constraints. The solid dark green line shows the trajectory of the agent up to
time t = rrm
0 .
m

the environment in which the agent walks and how its trajectory partitions the space into
three distinct areas (see Figure 2.3).
We begin by finding the location of the agent when it reaches full velocity. We know
0
that until the agent reaches its maximum velocity, its acceleration is constant at rm
and it
0
will be turning at a constant rate of θm . Thus, the agent’s velocity at time t is rm
· t and its

heading is θm · t. Converting to x and y velocity:
0 ·t
x0 (t) = Cos(θm · t) · rm

(2.1)

0 ·t
y 0 (t) = Sin(θm · t) · rm

By integrating, we can determine the position of the agent with constant acceleration after
time t:
x(t) =
x(t) =

R
R

0
x0 (t) = rm



0
y 0 (t) = rm



Cos(θm ·t)
2
θm
Sin(θm ·t)
2
θm

+
−

t·Sin(θm ·t)
θm



+C

t·Cos(θm ·t)
θm



+C

(2.2)

We are interested in the position of the agent when it reaches its maximum velocity for the
0
first time. Since the maximum velocity is rm and the acceleration is rm
, the agent reaches

full velocity at time t =

rm
0 .
rm

Using Equation 2.2 and taking the definite integral between time
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t and 0, we learn that the position of a constantly-accelerating agent at time t is:
0
x(t) = rm



Cos(θm ·t)
2
θm

+

t·Sin(θm ·t)
θm

0
y(t) = rm



Sin(θm ·t)
2
θm

−

t·Cos(θm ·t)
θm

−


1
2
θm


(2.3)

We can find the location of the agent when it reaches its full velocity by replacing t with

rm
0
rm

in Equation 2.3. We call this point the full velocity point, the x and y coordinates of which
we abbreviate as follows:
FV X =

0
rm


·

0 ·
F V Y = rm

Cos( rrm
0 ·θm )
m
(θm ·θm )



+

Sin(rorp·θm )
(θm ·θm ) −

rm
rm
0 ·Sin( r 0 ·θm )
rm
m

θm
rm
rm
0 ·Cos( r 0 ·θm )
rm
m

θm

−


1
2
θm


(2.4)

−0

In order to determine which destinations are pre- and post-full velocity destinations, we can
think of an agent walking from the origin to the full velocity point. Every point the agent
looks at directly is a pre-full velocity destination. If we draw a line through the agent at time
θm ·rm
0
rm

parallel to the agent’s heading, it is easy to prove that all points to the right of that

line (or returning a negative distance) will be pre-velocity destinations. This is true since all
these points are visible to the agent as it moves from the origin to the full velocity point. We
thus use this line to segregate pre-full velocity destinations and post-full velocity destinations.
In order to find this segregating line we need a point and a tangent. We know the
full velocity point is on this line and we can derive it using Equation 2.3. We also know the
vector of the tangent of this segregating line, since it is the direction the agent is facing at
time

rm
0 .
rm

The non-unit vector version of this tangent can be found by taking the velocity

of the agent at time

rm
0
rm

using Equation 2.1. If we drop the scaling factor in Equation 2.1

rm
we have the unit length tangent: tangent = (Cos( rrm
0 · θm ), Sin( r 0 · θm )). An orthogonal
m

vector to this is (OrthogonalX =

−Sin( rrm
0
m

m

· θm ), OrthogonalY = Cos( rrm
0 · θm )). Thus, the
m

equation of the segregating line running through the agent at time t =
rm
−Sin( rrm
0 · θm ) · x + Cos( r 0 · θm ) · y + C = 0
m

m
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rm
0
rm

is:
(2.5)

Using the full velocity point, we can solve for C:
C=

0 Sin((r ·θ )/r 0 )
rm ·θm −rm
m m
m
0 ·θ 2
rm
m

(2.6)

Combining these two, the full equation of this segregating line is:
−Sin



θm ·rm
0
rm



x + Cos



θm ·rm
0
rm



y+



0 Sin θm ·rm
rm θm −rm
r0
0 θ2
rm
m

m

=0

(2.7)

To determine if a point is a pre-velocity destination, we can plug Dx and Dy into Equation 2.7.
If the result is less than 0, we know that the point is a pre-velocity destination. Interestingly,
this line does not guarantee that points below it are post-velocity destinations. As we will
discuss later, there is an area of unreachable destinations. Destination points must be checked
to make sure they are not in this unreachable area to ensure that the agent can reach them
at all. Additionally, the trajectory of the agent forms a curve below this dividing line that
contains pre-velocity destinations. Using this segregating line, these points are incorrectly
identified as post-full velocity points. However, as all these points have low Dθ and Dr , the
arrival time to these points is low and this mislabeling is inconsequential as our error results
show (see Section 2.3.4).

2.3.2

Post-Full Velocity Destinations

Once we can segregate pre- and post-full velocity destinations, we can derive the time required
by an agent to reach the post-full velocity destinations. Since we know we are dealing with a
post-full velocity destination, we know the agent will reach the full velocity point. Since it
takes

rm
0
rm

time for the agent to reach this point, we already have the first part of our answer.

Once an agent reaches full velocity it stops accelerating and continues at the same
speed while turning. Thus, the agent follows a perfect circle from the time it reaches full
velocity to the time it is looking directly at its destination (see the dotted circle in Figure 2.3).
Finding the point where the agent is looking directly at the destination becomes a problem
of finding this circle and then finding the point on this circle where the agent changes from
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the turning with velocity step to the straight motion step. Since this is the point where the
agent leaves the perfect circle trajectory, we call this the departure point.
To find the departure point, we first have to find the circle the agent follows while at
its full velocity. Since the agent reaches its full velocity at the full velocity point, we know this
2·π
θm

point is on the circle. We can calculate the radius of the this circle since it takes

seconds

for an agent to turn 2π radians, in which time the agent will go around this circle exactly
once. Since the time to go around the circle once is t =
the agent will travel

2·π
θm

· rm =

2·π·rm
θm

2·π
θm

and the agent’s velocity is v = rm ,

meters if it followed this circle all the way around. Thus,

the circumference of the circle is

2·π·rm
.
θm

compute the radius of the circle:

2·π·rm
θm

Using the definition of circle circumference, we can
= 2 · πRadius. It follows that Radius =

rm
.
θm

We can find the center of this circle by moving in the opposite direction of (OrthogonalX,
OrthogonalY ) a distance of Radius starting from the full velocity point. Thus, the center of
the circle (CCX, CCY ) is:
0

m)
CCX = (( rm ·(Cos(rorp·θ
+
(θ2 )
m

0

m)
CCY = (( rm ·(Sin(rorp·θ
−
(θ2 )
m

rorp·Sin(rorp·θm )
))
θm

− 1) + OrthogonalX · Radius

rorp·Cos(rorp·θm )
))
θm

− 0) + OrthogonalY · Radius

(2.8)

Circumf erence = 2 · P i · Radius

We can now find the exact departure point since we know that the destination, circle
center, and departure point form a right triangle with the hypotenuse of the triangle running
from the destination to the circle center. Using this information we can find the angle
between the vectors running from the destination to the circle center and departure point
AngleDepDestCC and thence the angle of the vector running from the circle center to the
departure point.
AngleDepDestCC = ASin(Radius/DistDestCC)
(2.9)
AngleDep = AngleDestCC + AngleDepDestCC

Now finding the departure point is a matter of finding the distance from the destination to
the departure point DistDestDep and using that to find the exact location of the departure
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point (DP X, DP Y ).
Dif f CCDestX = −DX + CCX
Dif f CCDestY = −DY + CCY


Dif f CCDestY
AngleDestCC = Atan Dif
f CCDestX
DistDestCC 2 = (CCX − DX)2 + (CCY − DY )2
√
DistDestCC = DistDestCC 2
√
DistDestDep = DistDestCC 2 − Radius2

(2.10)

DP X = Cos(AngleDep) · DistDestDep + DX
DP Y = Sin(AngleDep) · DistDestDep + DY

Now that we have the location of the departure point we can find how long the agent is on
the circle. We do this by taking the angles from the circle center to the full velocity point and
then from the circle center to the departure point. The angle difference between these over
2π will give us the percentage of the circumference that the agent followed between the full
velocity point and the departure point. To find this angle difference without conditionals, we
translate the circle center to the origin and rotate both vectors so the vector from the circle
center to the full velocity point has an angle of 0 radians. We can use this new translated
and rotated departure point (DepXT ransRot, DepY T ransRot) to see how long we are on
the circle.
AngleF V CC = Atan



AngleDepCC = Atan

F V Y −CCY
F V X−CCX





DP Y −CCY
DP X−CCX



DepXT rans = DP X − CCX
(2.11)

DepY T rans = DP Y − CCY
RotAmount = −P i − AngleF V CC
DepXT ransRot = Cos(RotAmount)DepXT rans − Sin(RotAmount)DepY T rans
DepY T ransRot = Sin(RotAmount)DepXT rans + Cos(RotAmount)DepY T rans
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Next, we divide the angle the agent spends on the circle AngleF V Dep by 2π, multiply by
the circumference, and divide by rm to get the total time on the circle T imeOnCircle.
AngleF V Dep = Atan



DepY T ransRot
DepXT ransRot



+ Pi

LenF V Dep = (AngleF V Dep/2 ∗ P i) · Circumf erence

(2.12)

T imeOnCircle = LenF V Dep/rm

To find the time the agent spends on the straight motion step we take the distance from the
departure point to the destination we found earlier (DistDestDep) and divide by rm .
(2.13)

T imeDepDest = DistDestDep/rm

Combining all these results we can find the total time for the agent to reach its destination
by summing the time for the agent to reach the full velocity point ( rrm
0 ), the time from the
m

full velocity point to the departure point (T imeOnCircle), and the time from the departure
point to the destination (T imeDepDest). Formally:
0 ,θ ) =
ATP ost (π, Dx , Dy , rm , rm
m

2.3.3

rm
0
rm

+ T imeOnCircle + T imeDepDest

(2.14)

Pre-Full Velocity Destinations

Thus far we have talked about how to find ATP ost , or the time required for an agent to reach
its post-full velocity destination where at = π. Now we address the issue of reaching pre-full
velocity destinations. In this case the total time to the destination then becomes the time to
this transition point plus the time to the destination.
In order to find this transition point, we need to find the time when the angle of the
vector running from the agent to the destination has the same heading as the agent. The
heading of the agent at time t is simply t · θm . The angle of the vector running from the agent
Dy −y(t)
at time t to the destination is: T an( D
) where x(t) and y(t) are defined in Equation 2.3.
x −x(t)
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Thus, we can find the transition point if we can solve the following for t:
θm · t = T an



Dy −y(t)
Dx −x(t)



(2.15)

0
, and θm :
Replacing x(t) and y(t), we can express this equation in terms of rm , rm

 
Sin(θm ·t)
t·Cos(θm ·t)
Dy −
−
2
θm
θm


T an 
Cos(θm ·t)
t·Sin(θm ·t)
1
Dx −
+
−
2
2
θ



θ(t) =

θm

m

(2.16)

θm

There is no analytical solution to this equation and the Taylor Series approximation
to this equation has too high of an error to be useful. However, by re-framing the scenario,
we can arrive at a much simpler equation. This too has no analytic solution, but its Taylor
Series approximation is tractable and we can use it to derive a close approximation of t.
To find this simpler solution, instead of thinking of an agent moving towards its
destination over time, we think of the destination moving around and toward the agent over
time. We still start with an agent centered about the origin looking down the x-axis, but with
each time step the destination moves, not the agent. Notice that this frame of reference is
best defined using polar coordinates where the polar coordinates give the distance and angle
offset to the destination. In this frame of reference, the agent will look at its destination
when the y coordinate of the rotating destination is 0. We can define the evolution of the
destination’s position using difference equations as follows, with ∆ being the timestep:
Dr (0) = Dr
Dθ (0) = Dθ

(2.17)

Dr (t) = Dr (t − ∆) −

0
rm

·∆

Dθ (t) = Dθ (t − ∆) − θm · ∆

Converting Equation 2.17 to Euclidean values, the y value of the rotating destination with
respect to time is:
0 · t · θ + D · θ 2 Cos(t · θ ) − (r 0 + D · θ 2 )Sin(t · θ )
rm
m
y
m
x
m
m
m
m
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(2.18)

Similar to Equation 2.17, Equation 2.18 has no analytical solution and the Taylor Series
approximation has too high of an error to give us reliable information. However, if we
replace the Sine and Cosine functions in Equation 2.18 with their second-degree Taylor Series
approximations, Equation 2.18 becomes tractable (Section 2.3.4 shows that the error of this
and our other equations is minute). The new function with the Taylor Series approximations
is:
0 · t · θ − t · θ (r 0 + D θ 2 ) + D θ 2 (1 −
rm
m
m m
x m
y m

2
t2 ·θm
2 )

(2.19)

Solving for t = 0, we know the agent will look directly at its destination when:
t=

−Dx · θm +

p
2 + 2Dy 2 θ 2
Dx2 · θm
m
2
Dy θm

(2.20)

Starting from here, we can find the total time for the agent to reach the destination.
Equation 2.20 gives us the time for the agent to look directly at is destination and transition
from the turning with velocity step to the straight motion step, which we call T ransitionT ime.
Since we already know that the agent will reach this point before reaching its full acceleration,
we can use Equation 2.3 to find its position at T ransitionT ime. Subtracting this location
from the destination, we know how much further the agent needs to travel, which remaining
0
distance we call RDistance. The velocity at the transition time will be V T rans = rm
· t and

that the agent will reach full speed in F ullSpeedT ime =

rm
0
rm

− T ransitionT ime.

There are two cases we need to deal with to find the time the agent requires to reach
its destination. The agent could reach the destination before reaching its full speed or it
could reach the destination after reaching its full speed. To determine which case we are
in, we begin by finding the distance the agent has to travel to reach full speed. We then
choose our case based on whether or not that distance is greater or less than RDistance.
The remaining distance the agent will travel before it reaches full speed is:
0 · F ullSpeedT ime2 + V T rans · F ullSpeedT ime
F ullSpeedP os = 1/2 · rm
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(2.21)

If F ullSpeedP os ≥ RDistance, then the agent does not reach full speed before reaching the
destination. In this case, we solve the position equation for the remaining distance and find
that the remaining time is:
RT =

p
0 · RDistance − V T rans/r 0
V T rans + 2rm
m

(2.22)

In the case that we do reach full velocity before reaching the destination, we already know
how long it will take the agent to reach full speed (F ullSpeedT ime). We also know how
much further it will progress linearly in that time (F ullSpeedP os). Thus, the only remaining
item to calculate is how long the agent travels at full speed, which is F ullSpeedT ime =
(RDistance − F ullSpeedP os)/rm . Thus the remaining time is:
RT = F ullSpeedT ime +

RDistance−F ullSpeedP os
rm

(2.23)

Combined, we can find the arrival time for an agent with a pre-full velocity destination:
0 ,θ ) =
ATP re (π, Dx , Dy , rm , rm
m
p
2
2
2
−Dx · θm + Dx · θm + 2Dy 2 θm
+ RT
2
Dy θ m

(2.24)

We can combine Equation 2.14 and Equation 2.24 to get the full definition of ArrivalT
where at = π. For this equation we introduce a new function P re : x, y → true, f alse which
returns true if the destination is to the right of the segregating line defined in Equation 2.7
and f alse otherwise. We also define a new function P ost : x, y → true, f alse that returns
true if a destination is to the left of the segregating line defined in Equation 2.7 and not in
the unreachable area defined in Equation 2.8.
0 ,θ ) =
ArrivalT (π, Dx , Dy , rm , rm
m



0 , θ ),

ATP re (π, Dx , Dy , rm , rm
if P re(Dx , Dy )
m




0
ATP ost (π, Dx , Dy , rm , rm , θm ),






∞,

if P ost(Dx , Dy )
otherwise
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(2.25)

2.3.4

Validation and Error Analysis

In order to define ArrivalT with at = π in Equation 2.25, we broke down destinations into
two sets, pre-full velocity destinations and post-full velocity destinations. For the post-full
velocity destinations we were able to derive the full analytic solution. For pre-full velocity
destinations, we derived the formula for when the agent sees its destination using a Taylor
Series approximation to find the solution. In the course of that discussion we said that this
approximation resulted in a low error. To verify this claim, we compare our equation for
agent arrival time ArrivalT to actual simulations of agent arrival times. In doing so we show
that there is very low error and that the simulation converges to our function as its timestep
converges to 0.
0
Figure 2.4 shows ArrivalT where at = π and rm , rm
, and θm all equal 1. Before we

compare this surface to the surface generated by simulating an agent, notice that this surface
has several key features we would expect. First, arrival times grow as destinations move away
from the origin. We would expect this since destinations further from the origin will take
longer to reach. Second, the surface is almost radially symmetric, but not quite. You can tell
by counting contour lines that destinations with higher Dθ values take longer to reach. We
expect this since these destinations require the agent to turn in order to reach them, thus
increasing the arrival time. Third, there are no seams or jumps where ArrivalT transitions
between ATP re and ATP ost in Equation 2.25. This is because the equations are accurate
enough that slight changes in the destination around the segregating line in Equation 2.7
do not dramatically change the calculated arrival time. Note also that there is a gap in
the surface to the left of the origin. This corresponds to the unreachable circle shown in
Figure 2.3. Since agents cannot reach these points when at = π, they have an infinite arrival
time and thus these points have been culled from the surface.
Our validation thus far has been qualitative. As a quantitative comparison, we
generated a similar arrival time surface using the agent simulator from our crowd simulation
algorithm. This simulator took time steps, moving the agent forward based on its current
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Figure 2.4: 3D plot showing how long it will take an agent whose acceleration angle threshold
0
is π to arrive at different destinations (rm = rm
= θm = 1). The x and y axes correspond to
the x and y values of destinations. The height of the curve corresponds to the time required
by an agent to reach each destination. The higher the curve, the longer it will take for an
agent to arrive at the destination below the curve. Contour lines are placed every 1s on the
surface to help discern the surface’s height.
linear velocity and heading, and then updating the heading to turn toward the destination.
The simulator continued to take steps until the agent came within a small threshold of the
destination, at which time it reported the accumulated time. Since Equation 2.25 is supposed
to return the same result as a simulated agent, by comparing the results of the simulation
and Equation 2.25 we can quantitatively validate our results.

Figure 2.5: Difference between arrival time calculated using Equation 2.25 and simulated
arrival time across over 3,300 samples. To calculate these results, we used an angle threshold
of π and the simulation timestep was .1. The average difference was -.0015 seconds.
Figure 2.5 shows the error difference between our calculated surface using Equation 2.25
and our simulated agent with a timestep of .1s. The average arrival time for the samples on
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our surface was 8.93 seconds. Thus, with an average error of -.0015 between the simulated
and predicted surfaces, the average error was only 1/5953 the size of our average arrival
time. These error results further validate the power of our predictive method when taken in
light of how our simulation works. When running a simulation with an agent taking discrete
steps, it is almost impossible for the agent to arrive exactly at the destination. Thus, in
the simulation we treat the destination as a circle with a radius of the timestep times rm .
Thus, in this error analysis, we would expect the simulated arrival times of an agent to a
destination to be within ±.1 seconds of the true arrival time if there were infinite simulation
steps. Note that in over 99% of the comparisons in Figure 2.5 the difference between our
calculated arrival time and the simulated arrival time was within this ±.1 second threshold.
Also, almost 98% of the comparisons are within half of that threshold. We believe this result
gives further evidence that Equation 2.25 is a very close approximation to the actual arrival
time of an agent to its destination.
We further looked at the error as the timestep decreases. Since we use integration to
calculate the movement of the agent in Equation 2.25, we are using infinitely small timesteps
for our agent. Thus, we would expect that there would be some small difference between
our calculated surface and the simulated surface, but that this difference should decrease
exponentially as the timestep decreases. In other words, if our calculated surface is the true
surface of arrival time, then as the timestep of the simulated surface decreases, the error
between the simulated surface and our calculated surface should approach 0. Figure 2.6
shows how the error between our calculated surface and the simulated surface decreases as
the timestep approaches 0. This figure gives two graphs, one with a linear scale and one with
a logarithmic scale for greater detail. Notice that the error decreases exponentially as we
expect, and that it decreases approximately linearly when viewed with a log scale.
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Figure 2.6: Two graphs showing the absolute average difference between the calculated
and simulated arrival times of agents as the timestep of the simulated agents decreases
exponentially. Over 3,300 samples were used in each comparison. We would expect this error
to drop to zero as the timestep approaches zero, which it appears to do. The information in
these graphs is the same, but the top graph has a linear vertical axis while the bottom one
has a logarithmic vertical axis.
2.4

Arbitrary Angle Thresholds

Thus far we have found an equation for finding ArrivalT of an agent where at = π. We have
also shown that our solution in Equation 2.25 gives results similar to simulated agents and
that the simulated arrival time of agents approaches our calculated results as the timestep
of the simulation approaches 0. We now use this to derive the solution for ArrivalT for
arbitrary values of at.
Recall from our section on definitions (Section 2), that the movement of agents in an
obstacle free environment can be broken down into three steps: the turn in place step, the
turn with velocity step, and the straight motion step. When at = π, agents skip the turn
in place step since all destinations have a Dθ ≤ at = π. However, for all acceleration angle
thresholds less than π, there will be some destinations for which the agent will turn in place
before it begins to accelerate.
Consider an agent whose acceleration angle threshold is π/2. For all destinations
where Dθ < π/2, the path of the agent to the destination would be the same as an agent
with an acceleration angle threshold of π since in this case Dθ falls underneath both of these
thresholds. Thus, the ArrivalT for at = π/2 would be the same as ArrivalT for at = π
for all Dθ ≤ π/2. The trajectory layout for at = π shown in Figure 2.3 would be the same
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Figure 2.7: Example of how destinations with Dθ > π/2 would rotate during the turn in
place step of an agent with at = π/2. Notice that this can move destinations that were
unreachable for an agent with at = π into a reachable space and move reachable destinations
into an unreachable space.
for at = π/2 for all destinations in the first quadrant. The only difference is how the agent
reaches destinations with Dθ > π/2. In these cases the at = π/2 agent would turn in place
until the difference between its heading and the destination is π/2. At that point it would
then proceed to the turn with velocity step.
Mathematically, it is easiest to think about the destination rotating about the agent
instead of the agent rotating in place. Returning to the case where at = π/2, the agent turns
until destinations with Dθ > π/2 are π/2 radians away. Figure 2.7 shows how destinations
rotate on Figure 2.3 before the agent begins to accelerate. Notice that some destinations that
were unreachable to an agent with at = π are reachable to an agent with at = π/2 agent and
vice versa. Once the destination has been rotated, the agent proceeds as if the acceleration
angle threshold were at = π.
Thus, we can use ArrivalT with at = π as the key component of our solution to
ArrivalT for any at. First, if Dθ > at, we rotate destinations about the origin until they
have a polar angle of at. The amount that the destination needs to turn is (Dθ − at). It will
take the agent (Dθ − at)/θm seconds to complete this turn in place step. We then proceed
as if the acceleration angle threshold were π, using the rotated destination instead of the
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original one. The final arrival time for the agent is the sum of these two times. Formally:
0 , θ , D , D → T ime
ArrivalT : at, rm , rm
m
x
y

DestAT Dif f = Dθ − at








T urnT ime = (Dθ − at)/θm , if DestAT Dif f > 0






0,
otherwise



Cos(at)Dr , if DestAT Dif f > 0
0
Dx =


Dx ,
otherwise



Sin(at)Dr , if DestAT Dif f > 0
0
Dy =


Dy ,
otherwise

(2.26)

0 , θ , D0 , D0 )
RemainingT ime = ArrivalT (π, rm , rm
m
x
y

T ime = T urnT ime + RemainingT ime

Note that we have just derived the arrival time for an agent to reach its destination without
having to do any simulation. Our goal is to use this derivation to find optimal acceleration
angle thresholds. This results is a significant contribution in and of itself. For example, it
can be used as a tight A* heuristic when doing a search over crowd simulation behavior. As
another example, a traditional crowd simulation algorithm could use this equation when
choosing which collision-free path is best for an agent to follow.

2.5

Optimal Angle Thresholds

The goal of this work is to find a function BestAT that returns the optimal acceleration
angle threshold for agents in terms of its arrival time. In the previous section we arrived at
a definition of ArrivalT , the function that gives the arrival time for a specific acceleration
angle threshold. In this section we use ArrivalT to find a low error, functional approximation
to BestAT . First, note that given a destination with a polar angle of Dθ , all angle thresholds
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whose values are greater than Dθ will produce the same path since the agents will all
immediately start accelerating while turning. Thus, if the best angle threshold for a destination
is Dθ , BestAT could return any value in the range [Dθ , π]. For clarity and to make BestAT
a clearly defined function, we say that BestAT never returns a value greater than Dθ .
Since we have a definition of ArrivalT , we did an offline computation to find the
numeric approximation of the decision surface for finding the best acceleration angle threshold
for a set of destinations. To do this, we iterated across a dense set of destinations in the
area x ∈ [−10, 10], y ∈ [0, 10]. For each destination we iterated across acceleration angle
thresholds, starting with 0 and ending at Dθ . This process returned the best acceleration
angle threshold for each sample in our area, which we show in Figure 2.8. Similar surfaces
0
can be shown for other values of rm , rm
, and θm . Areas of this surface where BestAT = Dθ

are highlighted in green. Notice that this decision surface is not perfectly flat, i.e., there
is no one, hard-coded acceleration angle threshold that will result in the best arrival time
for all destinations. This further reinforces our claim that hard-coded acceleration angle
thresholds are suboptimal and that using the best acceleration angle threshold can improve
the performance of almost any crowd simulation algorithm.
Unfortunately, this numerical approach to finding the optimal acceleration angle
threshold for a given destination is computationally expensive and will not work in real-time
for a crowd simulation with thousands of agents. Instead, we seek to find a functional
approximation of BestAT that will produce this same decision surface.
One approach to finding BestAT would be to take Equation 2.26 and find its derivative
with respect to at. The zero-crossings of the derivatives that correspond to local minima
would determine which angle thresholds produce the shortest arrival times. Equation 2.26
is composed of a series of closed form equations, so we are able to find the derivatives for
each branch case using a computational mathematics package. Unfortunately, the resulting
derivatives are so long that we estimate that transcribing them into this paper would take
approximately 30 pages. In addition, these derivatives do not have closed-form solutions for
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Figure 2.8: Example of a BestAT , or the optimal acceleration angle decision surface where
0
rm , rm
, and θm all equal 1. Notice that this surface has two distinct regions: one where
BestAT equals Dθ (the plateau region, highlighted green) and the sub-plateau region, where
the contour lines form circles.

Figure 2.9: Plot of Dθ vs. Dr of the plateau points that define the plateau region in Figure 2.8.
These points are key to our functional approximation to BestAT .
their zero-crossings. We therefore have derived a functional approximation to BestAT based
on empirical observation.

2.5.1

Plateau Region

Based on our observations, we have found several key features of this surface that hold
0
regardless of the underlying values of rm , rm
, and θm . As yet we have been unable to prove

these assertions, but we have not found a case that contradicts them. We leave it to future
0
work to show mathematically that these features are true for all values of rm , rm
, and θm .
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The primary features of this set of curves are best described using the polar definition
of destinations (Dr , Dθ ). Using this polar form of the BestAT function, we have observed
0
0
that ∀rg > r, BestAT (rg , Dθ , rm , rm
, θm ) >= BestAT (r, Dθ , rm , rm
, θm ). Thus, following

destinations out from the agent that have the same polar angle, the optimal acceleration
angle threshold monotonically increases as the polar radius of the destination increases. At
some radius, the optimal acceleration angle threshold will reach Dθ , which is the maximum
acceleration angle threshold that an agent can choose, and all values of optimalat for radii
after that point will all have the same value of Dθ . Thus, the optimal acceleration angle
threshold always reaches a plateau. We call the minimum polar radius for which destinations
of a given polar angle have an optimal acceleration angle threshold of Dθ the plateau point,
or simply plateau. Figure 2.8 shows BestAT with the plateau region highlighted in green.
Our second observation is how the polar radius where these plateau points occur
changes as the polar angle of destinations increase. If P lateauRadius(Dθ ) is a function
0
that gives the radius for plateau for a given angle, then regardless of rm , rm
, and θm , ∀θg >

θ, P lateauRadius(θg ) >= P lateauRadius(θ). Thus, the radius at which plateau points occur
monotonically increases as the angle of the destination increases. The highlighted region in
Figure 2.8 gives evidence of this observation.
The location of these plateau points is key to approximating BestAT . Once we have
a function for P lateauRadius, we can define half of the optimal acceleration angle threshold
decision surface precisely, since we know that any destination point whose Dr is greater than
that of the plateau point will always have an optimal acceleration angle threshold of Dθ . As
noted earlier, the derivative Equation 2.26 is too unwieldy to provide guidance as to where
these points are. Instead, we have numerically found plateau point pairs (r, θ) for set values
0
of rm , rm
, and θm . We then did a curve fit across these points to find an approximation to

where these plateau points are located.
0
For example, consider the case where rm , rm
, and θm all equal 1, which have been the

movement constraints we have used in all our figures. Fitting a fifth-degree polynomial to
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the plateau points in Figure 2.9, we get:
−4.68 + 30.72Dθ − 73.08Dθ2 + 84.00Dθ3 − 45.23Dθ4 + 9.26Dθ5

(2.27)

To find the optimal acceleration angle threshold for a destination (Dr , Dθ ), we plug Dθ into
Equation 2.27 to get the plateau point for this angle. If Dr is greater than or equal to the
value returned by Equation 2.27, then we know the optimal acceleration angle threshold is
Dθ .
2.5.2

Sub-Plateau Region

Since Equation 2.27 only gives us an approximation to part of BestAT , we still need a
definition for the rest of the surface for destinations whose polar radius is less than the
plateau point. We call this region the sub-plateau region as opposed to the plateau region
0
just discussed. Again, we return to our observation of surfaces with different rm , rm
, and

θm values with an example shown in Figure 2.8. Notice that in the sub-plateau region, the
contour lines on the surface form perfect circles. Further empirical observation shows that
0
if BestAT (r, Dθ , rm , rm
, θm ) < Dθ (i.e. the pair (Dr , Dθ ) is not in the plateau region), then
0
0
∀θ > Dθ , BestAT (r, θ, rm , rm
, θm ) = BestAT (rm , rm
, θm , Dθ , r). Thus, if we find the optimal

acceleration angle threshold for a point not on the plateau region, all destinations with
the same Dr and higher Dθ s will have the same optimal acceleration angle threshold. This
optimal acceleration threshold value is the value of the plateau point whose radius is Dr .
Another way to think about this is that each plateau point “gives” its value to all destinations
whose Dr is the same and whose Dθ is greater. This results in the perfectly circular contour
lines on the optimal acceleration angle threshold surfaces.
Thus, in order to find the optimal acceleration angle threshold for a destination in
the sub-plateau region, we can find its value by rotating around the origin until we find
the plateau point whose radius matches the current Dθ . We could do this by incrementally
decreasing Dθ and checking for plateau points, but it is easier to simply invert the plateau
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point function (e.g. Equation 2.27). Based on our second observation above (that the radius
of plateau points increase monotonically with their angles), we know that we can invert these
0
functions. Returning to the case where rm , rm
, θm all equal 1, the fifth-degree polynomial fit

to the points is:
0.12 + 1.18Dr − 0.31Dr2 + 0.041Dr3 − 0.002Dr4 + 0.00006Dr5

(2.28)

Thus, given a destination (Dr , Dθ ), our functional approximation to BestAT where
0
rm , rm
, and θm all equal 1 is:

P = P lateauP oint(Dr , Dθ )
SP = SubP lateauP oint(Dr , Dθ )



Dθ ,
0 =θ =1 (Dr , Dθ ) =
BestATrm =rm
m


P S,

(2.29)
if Dr ≥ P
otherwise

As we show later, this approximate functional solution to BestAT has very low error.
The drawback is that it requires fitting a fifth-degree polynomial to the plateau points for
0
different values of rm , rm
, and θm . Fortunately, in most crowd simulation algorithms all agents

have the same motion constraints or there is a limited set of possibilities. Thus, by doing
these fits offline, a crowd simulation algorithm would be able to solve BestAT for agents
very quickly.

2.5.3

Error

Similar to how we validated Equation 2.25, we validate our functional approximation to
BestAT in Equation 2.29 by comparing our calculated decision surface to the one we generated
numerically (shown in Figure 2.8). By taking the difference between our numerical solution
and Equation 2.29 across a range of destination points, we can find the distribution and
average of our error. The average error was .009 radians with a standard deviation of .017
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Figure 2.10: Distribution of error between the numerical solution to BestAT and our
approximation from Equation 2.29 measured in radians.
radians. We took over 3,300 samples in the polar region Dr ∈ [.38, 12], Dθ ∈ [0, π]. We took
samples starting at .38 because of numerical issues close to the origin. Figure 2.10 shows the
distribution of the error. Note that this error is very low giving us high confidence in our
functional approximation to BestAT .

2.6

Future Work

Clearly, we have just scratched the surface of the area of optimal acceleration angle thresholds
in this paper. In looking forward, we are interested in comparing our mathematically optimal
results with the actual trajectories of real people to find out how close our predictions are to
the paths people take in real life. To do this we want to place an array of cameras above
subjects to track their rotation and acceleration. We could then compare their motion to
our predicted motion. We are interested in adding our optimal acceleration angle threshold
results to current crowd simulation research to give quantitative results on how much this
speeds up the rate at which agents reach their destinations. We are also currently focused
on using ArrivalT and BestAT to derive further proofs about optimal crowd simulation
behavior in the presence of obstacles. Our initial attempts in this area were hindered because
we did not have a definition of BestAT . Now we can start answering questions about what is
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provably optimal in crowd simulation by building on these equations. We are also interested
in a more generic solution to BestAT that do not require curve fitting.

36

Chapter 3
A Whole Surface Approach to Crowd Simulation on Arbitrary Topologies

This chapter contains material from the paper Improved Obstacle Relevancy, Distance,
and Angle for Crowds Constrained to Arbitrary Manifolds in 3D Space [75], original published
in the proceedings of Eurographics 2012, authored by Brian Ricks and Parris Egbert [75].
The version that appears here is based on the journal-length version that is under review
with at a major computer graphics journal and is authored by Brian Ricks and Parris Egbert.

3.1

Introduction

Animated films, special effect scenes, and games rely heavily on crowd simulation algorithms.
Previous research has produced believable crowds in full 3D environments (such as flocks
of birds) and 2D environments (such as crowds of people on planar surfaces). However, in
between full 3D and 2D motion lies the important and emerging field of crowd simulation on
arbitrary manifolds. Unlike full 3D environments, crowds on arbitrary surfaces are constrained
to a manifold, and, unlike traditional 2D crowds, the geometry of arbitrary surfaces adds
new and largely unsolved problems, such as path planning and dynamic obstacle avoidance.
Crowd algorithms on arbitrary manifolds are of immediate application on any surface
that cannot be approximated by a plane plus a height map. These surfaces include multistory
structures such as skyscrapers, subways, and cruise ships; natural structures such as caves
and arches; extraterrestrial surfaces such as asteroids, space stations, and spaceships; and
surfaces where insects swarm, such as nests, colonies, floors, walls, or ceilings. Movies with
these types of crowds include the blockbuster Inception, movies centering around multistory
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Figure 3.1: Our test surfaces: ants on a tree, a globe, the Stanford bunny, a
mobius strip with holes, a torus, an asteroid, ants on a concave surface, the inside of a house, and people in a building.
Bunny courtesy Stanford Computer
Graphics Laboratory. Asteroids courtesy Scott Hudson, Washington State University,
http://users.tricity.wsu.edu/˜hudson/Research/Asteroids/models.html.
structures such as Titanic, and science fiction films set on asteroids such as Armageddon and
Deep Impact or in spacecraft such as 2001: A Space Odyssey. Even the video game industry
has seen the rise of characters on complex topologies as in the Mario Galaxy series.
Simulating crowds on arbitrary surfaces introduces new challenges to both path
planning and obstacle avoidance. Recent academic and commercial middleware algorithms
address these problems by breaking arbitrary surfaces into a series of 2.5D planes. This
proves effective on some surfaces, but does not work on surfaces without distortion-free
mappings from 3D to 2D. Also, the 2.5D crowd simulation literature does not address the
added complexity of dynamic obstacle avoidance on arbitrary topologies when agents can
walk on floors or ceilings. The goal of our research is to explore more generic methods of
path planning and dynamic obstacle avoidance that will expand the set of surfaces on which
we can accurately simulate crowds to include meshes of any topology or curvature. Thus, we
propose a path planning algorithm on arbitrary surfaces, including surfaces that do and do
not have distortion-free mappings from 3D to 2.5D. In addition, we propose an approximate
vision algorithm that allows for improved dynamic obstacle avoidance behavior on these
surfaces.
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Our work differs from previous crowd simulation work since we take a ”whole surface”
approach that does not break surfaces into slices. We also propose an approximate vision
algorithm that allows for robust obstacle avoidance on arbitrary surfaces and resolves issues
with collision false positives and negatives in addition to the non-spherical shape of agents.
Our results show that this whole surface approach handles crowds on surfaces that are highly
curved even when they have tight turns and sharp corners. Additionally, our algorithm
produces dramatic improvement in stalling and runs in real-time on surfaces of over 100,000
polygons with 1,000 agents. Our obstacle avoidance algorithm removes the inherent collision
false positives and false negatives of previous work and addresses the non-spherical nature of
agents on complex surfaces.

3.2

Previous Work

Our approach to crowd simulation is best understood in the context of the current stateof-the-art techniques in path planning, obstacle avoidance, and arbitrary surface crowd
simulation.

3.2.1

Global Path Planning

Most 2D path planning algorithms have their roots in graph-based path planners. These
algorithms run quickly, but if left unimproved, the resulting paths are inherently jagged.
In terms of this work, the most relevant improvements to 2D graph-based path planning
methods include using line-of-sight smoothing [88] or moving to a more accurate algorithm
such as fast marching methods [81].
Improved 2D path planning algorithms for crowd simulation take into account the
need for clearance around static obstacles and a sense of path width for avoiding jams. These
are often called navigation mesh approaches. Such works include Geraert’s work with corridor
maps [19, 20], Kallman’s navigation queries on planar triangular meshes [38], Kamphuis et al.’s
roadmaps [39], Pettré et al.’s navigation graphs [70], Lamarche and Donikian’s constrained
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Delaunay triangulation [49], Hale’s use of watershed partitioning [26], and Curtis et al.’s way
portals [14]. These algorithms also work well on surfaces that have a distortion-free map
from 3D to 2.5D.
The success of The Lord of the Rings Trilogy spawned the Massive company whose
crowd algorithms have been used in several blockbuster films [54]. Crowd simulation’s
commercial applicability is further shown in other middleware packages such as Autodesk’s
Kynapse [2], Havok’s AI [28], and Golaem’s crowd software [21]. These packages have
algorithms that move crowds on rough terrain, create automatic navigation meshes, and
populate scenes with thousands of agents. Some special effect scenes do show crowds on very
complex topologies, but as far as we can tell from the literature there is no general-purpose
algorithm that handles both multistory surfaces and highly complex surfaces such as those
shown in Figure 3.1.
Based on our experience in performing path planning on complex 3D surfaces, handling
highly curved surfaces requires more than simply applying traditional 2D or 2.5D path planners
on arbitrary surfaces. Reasons include the fact that complex manifolds have spherical or
hyperbolic vertices (i.e. vertices whose incident edges do not sum to π) and such vertices
violate the distance assumptions of 2.5D planners. Additionally, expanding paths into wider
corridors does not work the same on complex surfaces as it does on 2D or 2.5D surfaces. Part
of this has to do with the problematic geometry just mentioned. Also, many 3D surfaces,
such as spheres, lack boundaries since the surfaces wraps around infinitely. Many corridor
algorithms rely on surface boundaries to construct corridors. These boundary-free surfaces
still need paths since their 3D nature still gives them local minima where agents easily stall.
Other researchers have looked at path planning on 3D surfaces, but not in the context
of crowd simulation applications. One of the earliest exact solutions came from Mitchell et
al. [55] who could guarantee finding the shortest path on a surface (i.e. the descrete geodesic)
with a complexity of O(n2 log n). This time bound was improved by Chen and Han [10].
Other unique approaches include Martinez et al. [52] and Kanai and Suzuki [40] who find
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geodesics by starting with an approximation to the shortest path and iteratively refine it.
Other work such as that of Torchelsen et al. [91] breaks down the mesh into quasi-developable
regions and then finds paths. A quite powerful discrete geodesic method was proposed by
Kimmel and Sethian [44] based on the fast marching method. Our framework is designed to
optimize results from any such discrete geodesic algorithm for crowd simulation. There are
numerous other algorithms, with Bose et al. [8] providing an excellent survey.

3.2.2

Local Obstacle Avoidance

In terms of published research, most 2D local obstacle avoidance techniques trace their roots
to Reynolds’ work on flocking dynamics [72] that used instantaneous forces to avoid collisions.
Helbing and Molnár [29, 30] proposed a similar instantaneous forces method called social
forces. To address the jamming and stalling inherent with instantaneous forces methods,
several authors have proposed methods that allow agents to look ahead in time and then
perform obstacle avoidance in velocity space. Fiorini and Shiller [17] proposed velocity
obstacles, which searches a discretized space of velocities and rotations around each agent
to find collision-free paths. This method has numerous extensions including work done by
van den Berg et al. [3] who proposed reciprocal velocity obstacles (RVO) to remove agent
oscillations. Shiller et al. [85] further extended velocity obstacles to deal with objects with
arbitrary trajectories. More recently, Guy et al. [24] changed RVO to optimize over agent
effort. This change in the optimization function produces global effects such as agents walking
faster near walls. Further improvements have come again from van den Berg et al. [95] with
their improved velocity algorithm, ORCA.
Footstep navigation is another approach to generating realistic 2D crowds. Singh et
al. [89] created a crowd simulation algorithm that used A? planning to find footstep patterns
for each agent. By representing each agent as a set of five circles instead of simply one, their
algorithm can create both realistic animations and allow for very dense crowds. Other work
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has focused on looking at crowds as a flow or continuum. Based on the work of Hughes [31],
both Treulle et al. [93] and Jiang et al. [36] have created large crowds using this new approach.
Additional work has focused on improving the efficiency or believability of 2D crowd
simulation methods. Courty and Musse [12] proposed a GPU-based implementation of social
forces. Narain et al. [58] simulated tens of thousands of agents at interactive rates in dense
settings by combining both Euclidean and Lagrangian methods. Karamouzas et al. [42]
achieved similar speed results with their collision prediction model. Pelechano et al.’s HiDAC
algorithm [68] produced believable results in large panic situations. Reynold’s work with the
PlayStation 3 can simulate 10,000 agents at 60 frames per second [74]. Kulpa et al. [47] uses
an LOD model to change how much computation time is spent doing collision avoidance for
each agent.
All of this obstacle avoidance work has culminated in crowds that deftly avoid collisions
on 2D planes and arbitrary surfaces that break down easily into 2D subsections. However,
we have found numerous unaddressed issues when agents are placed on complex surfaces of
different topologies. These problems include collision false positives and false negatives and
the failure to address the non-spherical shape of agents.

3.2.3

Crowds on Arbitrary Topologies

As mentioned earlier, most previous work that deals with surfaces more complex than single
planes breaks surfaces into 2.5D surfaces. For example, Shao and Terzopoulos [83] manually
created a model of New York City’s original Pennsylvania station where “The representation
assumes that the walkable surface in a region may be mapped onto a horizontal plane...thereby
enhancing the simplicity and efficiency of environmental queries.” More recently, Lamarche [48]
proposed a method for character motion and animation with advanced features such as ducking
under ceilings. However, like Shao and Terzopoulos, the algorithm approximates the 3D
surface with a 2D plane. Similarly, Jiang et al. [35, 36] break down complex environments into
blocks, each of which can be mapped to a regular grid. Since flattening cannot robustly handle
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arbitrary surfaces, there is still a need for a framework that can handle any surface, even if it
cannot be flattened. Authors van Toll et al. [90] have also expanded navigation meshes for
multistory structures, but our research is focused on a general solution for arbitrary meshes,
not just multistory structures. Jund et al. [37] present a method for using a multiresolution
grid to find dynamic obstacles on surfaces, but their approach only judges distances of the
surface, which would result in collision false positives, and they do not deal with corridors
around sharp edges and turns. Other work that is not constrained to planar surfaces includes
Fischer et al. [18] who propose a planning algorithm for factories with ramps and stairs, but
the work’s focus on planning for automated factories means it is not immediately applicable
to our goal of simulating large groups of people for film and games on surfaces like spheres.
Levine et al.’s work [51] provides an algorithm for character locomotion through
complex environments with dynamic obstacles. The resulting agent movement is impressive
even in complex scenes, but their algorithm breaks the agent-based paradigm of crowd
simulation algorithms (as does the work of Singh et al. [89] discussed above). Crowd
simulation algorithms seek to match the behavior of real people by allowing each virtual
agent access only to information that the agent could gain in real life. Specifically, agents
do not know the exact planned path of other agents. We assert with previous works that
this agent-based approach will produce more realistic crowds than those created with an
omniscient planner.
The work with a focus most closely tied to ours is that done by Torchelsen et al. [92].
This work uses a discrete geodesic method to move agents across smooth meshes while doing
local obstacle avoidance on the GPU. While these results are pioneering, all the meshes used
in the paper are devoid of the edges and sharp curves that are often the hardest parts of a
surface for crowds to navigate, and it is not clear that the algorithm can handle the complexity
of a multistory building. Additionally, it only allows a limited number of destinations for
agents, the algorithm uses a very simple obstacle avoidance method that is tied closely to the
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GPU, and the algorithm as explained would struggle from clear false positive artifacts on
multistory structures.
In summary, current research does very well with 2D and 2.5D surfaces, but we have
found no previous algorithms that can robustly handle crowds on both highly curved surfaces
(such as asteroids and tree branches) and multilevel buildings (such as apartment buildings
or offices). Algorithms also suffer from speed issues with large crowds, are not flexible in
their choice of 3D path planning and obstacle avoidance algorithms, or have problems at
corners and edges. Our proposed framework addresses each of these issues and produces
natural motion on a large array of surfaces.

3.3

Path Planning

Our path planning algorithm is designed to move crowds naturally on any surface, including
surfaces that cannot be represented by a 2.5D set of planes. In this section we discuss how we
perform the path planning piece of our system. In next section we discuss our local obstacle
avoidance algorithm.
Before addressing path planning directly, we briefly describe our surface definition.
Similar to previous crowd simulation work, we use two mesh inputs into our algorithm. The
surface mesh represents the where agents can move. The render mesh is used to render the
scene. For example, if we were simulating people in an office building, the surface mesh

Figure 3.2: Causes of stalling. a) The path leads through an obstacle. b) The path leads
through the surface. c) The path is not on the surface. d) Agents jam because their paths
have no width.
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would only contain triangles that belong to the floor while the render mesh would contain
the walls, ceiling, etc. If we were simulating ants in that same office building we would give
the full office building mesh as both the surface and render meshes. In this work we do not
address the problem of automatically finding the walkable areas of a given mush since these
algorithms exist in commercial packages and have been addressed in other academic work
(consider Lamarche [48]).

3.3.1

Stalling

The goal of a path planning algorithm is to find a path from the current position of an agent
to another point on the surface, which we call the agent’s destination. Paths are often defined
as a series of waypoints (more on this later) that also lie on the surface. Thus, we can define
a function P lan that takes the current agent’s position, ap , the current agent’s destination,
ad , and the surface mesh, mesh, and produces an ordered list of waypoints, W as follows:

P lan : ap , ad , mesh → W

(3.1)

The goal of the path planning piece of a crowd simulation algorithm is to find an implementation of P lan that produces natural motion.
Having defined P lan we can now define what types of paths will lead to natural motion
and unnatural motion. In our crowd simulation work, we have found the most frequent type
of unnatural motion is stalling. For our empirical test, we define stalling as an agent not
moving more than a shoulder’s breadth in 5 seconds. When an agent has not moved for this
long it is almost always because the agent’s path is incorrect (see Figure 3.2).
In studying ways to prevent stalling, we have found that a path should have several
key properties. Many of these have been discussed less formally in previous work and current
crowd simulation algorithms handle some of these on 2D and 2.5D surfaces, but we feel it
is important to list them explicitly here for clarity and as a guide for our work. First, if
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followed, the path should lead form ap to ad . It follows that the last element of W should
be ad . Second, each waypoint on the path should be on our surface. If S is the set of all
points on our triangular mesh with S ∈ P(R3 ), then it follows that we want W ∈ P(S).
Third, the path should not cross static obstacles, e.g. W should not lead our agent through
walls. Fourth, the path planner should work on a large range of surfaces including both
multistory structures and highly curved surfaces. If W has these four attributes then the
path should lead a single agent from its current position to its destination. In multiagent
scenarios, particularly when there are many agents and tight corners or halls, agents will
likely have to deviate from W to avoid other agents. Thus, we add a fifth property for a
useful path planner, that P lan should produce a path that is flexible enough to allow the
agent to deviate from the path to avoid dynamic obstacles and still reach its destination. Also
note that we want crowds to have hundreds if not thousands of agents running in real-time
without any offline computation, so we want to be able to calculate P lan once for each agent
at the start of the simulation and only have to recompute W when the agent’s destination
changes.
In reviewing previous work, most 2D and 2.5D algorithms fail to meet the fourth
or fifth properties listed above. 2.5D crowd planning algorithms that work on multistory
structures such as [35, 36] would fail on curved surfaces such as ants on a tree or astronauts
on an asteroid and fail to meet the fourth criteria. On the other hand, algorithms that do
focus on highly curved surfaces such as [92] would not handle the complexities of multistory
structures, especially around corners and up stairs and would fail the fifth criteria. We
propose an algorithm that has all five of these path planning attributes and works well
with agents moving in multistory structures and highly-curved surfaces without changing
parameters from simulation to simulation.
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Figure 3.3: Improvements to path planning. a) Scenario with an agent going up stairs. b)
Initial graph-based path. c) Line of sight smoothing (see Section 3.3.3). d) Moving the path
away from the edge (see Section 3.3.4). e) Corridors (see Section 3.3.5).
3.3.2

Discrete Geodesics

We propose that the best approach to path planning on arbitrary surfaces is to leverage the
area of discrete geodesics and add key improvements designed for crowd simulation. There
are several advantages of leveraging the discrete geodesics literature as opposed to expanding
the current navmesh or corridors approaches. First, discrete geodesic algorithms have been
studied for decades and can quickly find shortest paths on 3D surfaces, whether the surface is
a highly curved surface or a multistory building. Second, expanding paths using traditional
corridor methods on 3D surfaces would fail since many surfaces have local minima (thus the
need for a path) yet have no static obstacles to serve as corridor boundaries. Thus, a corridor
algorithm on a sphere would expand the corridor to fill the whole sphere, and as a result
negate the purpose of the corridor in the first place. Third, when implementing P lan with a
discrete geodesic algorithm, we immediately gain the first four desired properties of W : the
path leads to the destination, the path stays on the surface, the path does not cross static
obstacles, and the path planning algorithms works across a huge set of surfaces. Note that in
this work we do vertex-based path planning. Although a triangle-based approach could aid
in corridor creation, it can also add artifacts. Additionally, we have no guarantee about the
size of triangles in our surface. If the size of the triangles is small, then the path returned
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by a triangle-based planner would still needed a corridor algorithm to expand paths so that
agents will not jam.
Despite the fact that discrete geodesic algorithms immediately fill many of the needs
of a crowd simulation path planner, such algorithms fail on the fifth criteria and lead to
frequent stalling in areas where agents can jam, such as around corners or in tight halls. This
happens because discrete geodesic paths can be jagged, discrete geodesic paths do not allow
extra space around corners, and discrete geodesic paths do not width. For each of these
problems we provide a significant improvement, as shown in Figure 3.3.
The first problem, jagged paths, comes since not all 3D path planners produce perfectly
smooth paths. Using a fast but slightly inaccurate method in a production environment would
not be surprising given the real-time demands of crowd simulation. Our first improvement
quickly straightens out agent movement even if a path has unnatural turns (see Section 3.3.3).
The next problem is that an agent can get confused or stall near edges even with a perfect
path. For example, in a two-story building every path running up or down the stairs overlaps
on the inside of the stairway since this is always the shortest path up the building. This
results in stalling as agents try to follow a path right along an edge or wall. Our second
improvement analyzes the geometry of the 3D environment to push the path away from
edges (see Section 3.3.4). The last problem is that around corners and bottlenecks paths
of multiple agents tend to lie on top of each other, leading to congestion and jams. Our
third improvement resolves this by giving agents corridors, which gives them the additional
freedom they need to form lanes and pass naturally (see Section 3.3.5).
Many previous algorithms have dealt with these problems in the 2D or 2.5D space.
What differentiates our work from previous work is that our approach not only works on
surfaces that map from 3D to 2D with distortion (e.g. multistory buildings such as those
in Figure 3.6) but also works on surfaces that are too curved to have a distortion-free mapping
from 3D to 2D (e.g. Figure 3.7).
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Figure 3.4: Comparing paths without and with our line of sight optimization. The white agent
follows the turn-prone A* path. The darker green agent uses our line of sight improvement
and heads directly to the destination (blue 1).
3.3.3

Line of Sight

To handle possibly jagged paths (for example, from a discrete geodesic algorithm that only
finds paths between mesh vertices), our algorithm optimizes paths by applying a line of sight
algorithm. Each agent heads to the furthest point away on its current path that it can see.
A precise ray-tracing line of sight solution would run too slow for a thousand agents running
in real-time, so an approximation is needed. We assert that an agent cannot see past a point
w ∈ W if w is at a corner or if the normal of w diverges too far from the agent’s normal.
This first condition is intuitive because if the path is going around a corner the agent cannot
see around this static obstacle in its path. The second condition is determined by looking for
divergent normals. If the cosine of the difference in angle between w’s normal and the agent’s
normal is too low (less than .5 in our work) then we know the surface is curving quickly and
the agent’s vision will be blocked. For example, if an ant is going around a tree branch this
normal test would stop the ant’s line of sight where the branch curves away from its vantage
point.
This improvement runs quickly and the improvement provided is dramatic. Consider
the comparison of two agents as shown in Figure 3.4, both of whom start with the same
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weighted A* generated path (our heuristic was a weighted Euclidean distance measure) and
and heading to the same destination. The agent without the improvement (white trail) has a
clearly jagged path since it is only following mesh edges on the surface. The improved agent
(green trail) takes the direct route to the destination regardless of the local tessellation of the
surface by using our improvements.

3.3.4

Away From Edges

The next shortcoming with discrete geodesic algorithms is found around surface edges such as
walls in a building. In these cases, shortest paths tend to lie right along the edges of a surface.
Consider the case of an agent with a destination on the next floor up. The shortest path
runs to the very corner of the stairs and then runs on the very inside of the stairs. This can
lead to two very unnatural motions depending on the 2D local obstacle avoidance algorithm
used. It either leads to stalling since the force attracting the agent to the waypoint matches
the repulsive force away from the obstacle, or it can result in agents who do not get around
the corner of the stairs but still try to reach their next waypoint.
To remove these unnatural motions, our algorithm optimizes paths by pushing them
away from edges, removing edge entries in W and replacing them with additional waypoints
away from the edges. Conceptually, this is similar to placing a sphere around each corner
and winding paths around these spheres or a using a Minkowski sum to shrink the surface
around edges. Formally, we implement a function Away that takes a waypoint on an edge
and replaces it with an improved list of waypoints.

Away : wi ∈ W → Wimproved =< w1 , w2 , ..., wn >

(3.2)

The goal is to find points for Wimproved that maintain our desired path planning
properties but do not lie on the surface edge (see Figure 3.5). This is a more complex process
in 3D than it is in 2D because we are dealing with a surface of arbitrary tessellation and do
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Figure 3.5: Replacing problematic edge points in W with a list of new points Wimproved .
a) Find vertices on edges and b) add waypoints that are pushed away. c) Again remove
waypoints that are on edges and d) wind around so waypoints lead to the destination.
not have a regular grid or any assurance of right angles. Fortunately, if wi ∈ S is an vertex
that lies on an edge we can find a set of triangle edges that have wi at one of their ends. If
the set of these edges is E then we can move away from wi in the direction of e ∈ E and
be pushing our path both away from the corner point and in a direction tangential to the
surface. This step is shown in Figure 3.5b. Since this process can add waypoints along edges
to Wimproved we add a check that removes edge waypoints in this improvement as seen in
Figure 3.5c. This step effectively replaces edge waypoints in W with new waypoints that are
away from corners, but as seen in Figure 3.5c, the resulting path is not necessarily straight or
natural since it can force an agent to make a circle around the corner starting at one edge.
To remove unnatural jagged turns like these, we further remove waypoints in Wimproved that
do not lead to the destination. If wi is the waypoint being replaced by Wimproved , we find the
triangle that contains wi−1 . We then wind around wi following the mesh lines in E until we
arrive at the triangle that contains wi+1 . Any waypoints in Wimproved that are not contained
in these triangles are removed from the path. As shown in Figure 3.5, the resulting list of
waypoints Wimproved results in a very natural path that leads around the problematic corner.
In our work we pushed paths approximately one stride’s width away from edges, enough that
if agents follow the path their feet will not bump into walls regardless of their heading.
Empirically, adding this away from edges improvement decreased stalling in our
simulations by over an order of magnitude as shown in Figure 3.8. However, there is still
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Figure 3.6: Lane formation with our algorithm. Our optimizations create believable crowds
on this surface and the surface is Figure 3.7 without changing parameters.
noticeable stalling and our path requires an additional improvement to prevent stalling in
crowded areas.

3.3.5

Corridors

Although the previous two improvements create smooth movement with only a few agents,
agents in large crowds are still susceptible to stalling. In a multistory building, each agent
who is going to a different floor has a shortest path that runs on the inside of the stairs. Thus,
almost all paths overlap on the inside of the stairs, resulting in massive jams and stalling
as agents try to walk across the same line. These types of tight corners can be found in
other surfaces such as caves, subway stations, and surfaces where insects swarm. Our final
improvement resolves this problem by creating a corridor to give each agent more freedom in
its path. There are many approaches for creating corridors on 2D surfaces (see our previous
work section) but these algorithms are not designed for the complexity of 3D surfaces. We
do, however, follow their lead in changing our definition of W to allow for waypoints that are
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Figure 3.7: Ant agents moving on a soccer ball with the pentagons removed. Since there
is no distortion-free way to map a sphere to 2D planes, previous work would struggle with
natural motion on this surface. Our algorithm handles this surface as easily as the crowds in
Figure 3.6 without changing parameters.
larger than single points. Formally, we let W contain either points in R3 or line segments in
R3 × R3 where the line segments are our corridors.
Finding line segments that are oriented correctly for the curvature of the surface is
non-trivial since we are not on a 2D plane. However, much of the math to do so has already
been done in our previous step, which pushes waypoints away from corners. Since jamming
almost universally occurs around edges, we know that the points that should be turned into
lines are all the points added in the previous improvement. We also know the orientation
of the surface based on the tangents of the mesh lines, so we know what direction the line
segment corridors should have. Thus, if Wimproved is the set of waypoints we want to replace
corner waypoint wi with, then we change each waypoint wl ∈ Wimproved to be a line segment.
If el is the mesh edge that corresponds to wl and l is the new line segment, then lα is wl
and lβ is w1 + tangent(e1 ). In constructing these corridors we make them approximately
four agent’s width in length. This allows up to four lanes to develop within the corridor.
If the actual surface is smaller than this amount, agent can still move naturally since their
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local obstacle avoidance algorithms will repel them from edges. We do not allow corridors
to expand beyond this width since shortest paths lie along edges and if agents move too
far from the ideal path their travel time can increase greatly. In this way our corridors add
sufficient latitude for multiple lanes to form without agents wandering off. With this corridor
improvement, we change Away to AwayCorridor as follows:

AwayCorridor : wi ∈ W → Wimproved =< l1 , l2 , ..., ln >

(3.3)

When an agent needs to find the direction to its next waypoint and the next waypoint is a
line, the agent simply heads to the nearest point on that line. The addition of corridors in
this way results in realistic global crowd dynamics such as lane formation (see Figure 3.6).
Empirically, these three improvements dramatically decrease the amount of jamming and
stalling in an environment with edges. As shown in Figure 3.8, we ran three large crowds in
a multistory building, one with only the line of sight improvement, one with the line of sight
and the away from walls improvement, and one with all improvements including the corridor
improvement. For each crowd we considered an agent stalled if it had not moved more than
a shoulder’s width in five seconds (as discussed above). Being stalled was almost always the
result of being in a crowd jam or becoming lost by not getting around the corner of the stairs.
For each crowd we averaged the percent of stalled agents for each frame. Without the away
from edges improvement, almost five percent of the agents stalled in 80 seconds. With the
away from edges improvement, the amount dropped to less than one and a half percent, but
jamming was still noticeable. With all improvements, the percentage dropped to one tenth of
one percent. Both visually and numerically the improvement was dramatic.
Figure 3.7 emphasizes the differences between our ”whole surface” approach to path
planning and traditional 2.5D path planners. Unlike previous work that produces natural
agent movement only on surfaces that break easily into a 2.5D problem, our algorithm works
just as well on surfaces that have no simple 3D to 2.5D mapping. In Figure 3.7 ants are
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Figure 3.8: Stalling against time over 80 seconds in an environment similar to Figure 3.6. Each
of our optimizations reduced stalling, but the line of sight and away from edges improvements
still shows exponential growth. Combined with our corridors improvements, stalling is reduced
to near 0 throughout the simulation.
crawling around a soccer ball with the pentagons removed. Since this surface is highly curved,
it is difficult to map it to a 2.5D problem. Since our algorithm takes a whole surface approach
to path planning, we are able to prevent stalling on both the soccer ball and traditional
surfaces like multistory buildings.
We used a variety of different path planning algorithms to validate the flexibility of
our framework. These included a potential forces model which, as expected, often led agents
into local minima where they would get stuck. We also used a variety of graph-based methods
including Dijkstra’s, A*, and weighted A*. We also used the iterative algorithm proposed by
Martinez et al. [52]. Although Martinez’s method worked well, we found that optimizing a
graph-based algorithm, as just described, ran faster than using this iterative method without
any noticeable change in agent behavior.

3.4

Obstacle Avoidance

As previously mentioned, crowd simulation algorithms are composed mainly of two functions,
a path planning function and an obstacle avoidance function. The previous section gave the
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details of our path planning algorithm that optimizes discrete geodesic algorithms to remove
agent stalling and produce realistic motion. In this section we give the details of our obstacle
avoidance algorithm, which improves significantly upon related ideas from [75] by removing
collision false positives and false negatives and improving on the single sphere representation
of agents.

3.4.1

2D Obstacle Avoidance Abstraction

At the heart of 2D crowd simulation algorithms is a function that takes each agent and finds
the best heading and linear velocity for collision-free movement. If we call this function
2DM ove, then this function can be written as:

2DM ove : O ∈ (R2 ), a → θ0 , v 0

(3.4)

Where O is a set of tuples in R2 that represent the heading and distance to obstacles (including
static obstacles like walls and dynamic obstacles such as other agents) and a is the location
and heading of an agent. 2DM ove uses the heading and distance to obstacles to choose
a change in motion for collision free movement. This change in motion is represented by
the outputs of 2DM ove, with θ0 and v 0 representing the agent’s change in angle and linear
velocity respectively.
The set of 2D agent-based crowd algorithms that implement the function ObstacleAvoidance
(or a very similar function) includes social forces [30], RVO [3], HiDAC [68], and anticipation [62]. Almost all 2D crowd simulation algorithms start their implementations of 2DM ove
by doing two things: they optimize the process by ignoring obstacles that are too far away
and they change the absolute locations of obstacles into relative radial offset values about a.
Both of these processes are important because they also play important roles in producing
realistic crowd movement on arbitrary surfaces.
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Determining relevant obstacles can be done using a 2DRelevant function that quickly
finds a subset of all the obstacles in a scene that are relevant to the current agent. Formally,
2DRelevant can be defined as:

2DRelevant : a, O → ORelevant ⊆ O

(3.5)

where a is the agent in question, O is the set of all obstacles, and the result ORelevant ⊆ O gives
us obstacles that are relevant to 2DM ove. Without a Relevant function, crowd simulation
algorithms can be O(n2 ) since the angle and distance between each pair of agents must
be calculated. A constant-time 2DRelevant function that returns a maximum number of
obstacles reduces this to O(n) since each agent only uses the angle and distance to a fixed
number of agents in its 2DM ove function. A classic example of a 2DRelevant function is
presented by Reynolds [74] who proposed a grid structure for quickly finding obstacles around
a given agent. (Note that although Reynolds’ work has a relevant function, the problem of
flocking in 3D space is very different than our problem in the domain of crowds constrained
to arbitrary triangular surfaces.)
Once the 2DRelevant function has found a small subset of obstacles, the Offset
function loops over each obstacle in ORelevant and finds the angle and distance to the obstacle
where Off is a set containing a tuple in the power set of angles and distances. (We have a
set containing a tuple for reasons that will be explained shortly.)

2DOffset : a, o ∈ ORelevant → Off ∈ (θ × d)

(3.6)

Once all the offsets to all relevant obstacles are calculated, we put them in a set
R. Using R, collision-free movement for agents can be found using some 2DM oveRelevant
function which looks like the following:

2DM oveRelevant : R ∈ (θ × R), a → θ0 , v 0
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(3.7)

3.4.2

3D Obstacle Avoidance Abstraction

It is not surprising that previous 3D crowd simulation work (see for example [92]) has taken
a similar approach to the 2D crowd simulation work. Starting with a 3D movement function,
algorithms focus on relevant obstacles and do obstacle avoidance with values centered about
the current agent’s location. This approach is especially powerful since it means an algorithm
can use 2DM oveRelevant to find an agent’s optimal heading and velocity given the radial
offsets to relevant agents. Using 2DM oveRelevant means the algorithm can leverage the
very successful work in 2D obstacle avoidance without starting from scratch. Formally, we
can define the 3D obstacle avoidance problem as follows:

3DM ove : a, O ∈ R3 , mesh → θ0 , v 0

(3.8)

Previous work follows this pattern and usually provides some sort of relevancy and offset
function similar to the ones in 2D work as follows:

3DRelevant : a, O → ORelevant ⊂ O

(3.9)

3DOffset : a, o ∈ ORelevant → Of f ∈ (θ × d)

(3.10)

Notice that unlike 2D surfaces, finding the set of relevant obstacles and the radial offsets to
their locations becomes a difficult problem on a 3D surface. Since agents and obstacles can be
in every direction, determining which ones are relevant to the current agent and how to move
locally to avoid these obstacles is non-trivial. Most previous approaches have not focused
on the details of implementing 3DRelevant and the results have contained clear artifacts.
There are two main approaches to implementing 3DOffset: a surface distance approach and
a Euclidean approach.
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3.4.3

Artifacts in Current Approaches

One can implement 3DOffset using a surface distance algorithm (A*, fast marching methods [81], etc.) and calculate the distance to an obstacle as the sum of each segment in the
path and the angle as the angle of the first segment of the path. Unfortunately, this fails to
produce realistic crowd simulation since agents can collide even when their surface distance
is extremely high. Figure 3.9a depicts an agent in question (the orange agent on the floor)
and the obstacle agent (the blue agent on the ceiling). The orange agent is at most a few
meters from the blue agent, but the surface distance is the distance from the orange agent
to the nearest wall, up the wall, and back across the ceiling. Even with an accurate surface
distance algorithm, we would incorrectly think that the orange and blue agents are not about
to collide even though they really are. The angle output of a surface path implementation of
3DOffset will produce similar artifacts.
The other method for determining angles and distances is to use a Euclidean distance
(similar to Torchelsen et al. [92]). Given a vector v that is the vector between the agent in
question a and obstacle, Euclidean distance is the length of v. Euclidean angle is found by
projecting v onto the plane with the same normal as a. Projecting a vector v onto a plane
with normal N can be done as follows:

P ro : v, N → vpro = N × (v × N )

(3.11)

Using P ro, we can calculate the angle if we know the agent’s up (aU ), forward (aF ), and
right (aR ) vectors.

EuclideanAngle = atan

aF · P ro(w, aU )
aR · P ro(w, aU )


(3.12)

Torchelsen et al. [92] accurately point out that Euclidean offset does not struggle with the
false negative issues of a surface distance algorithm. However, instead of suffering from false
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negatives like the surface implementations, a Euclidean implementation of 3DOffset suffers
from the opposite problem: collision false positives. Consider Figures 3.9b and 3.9c. In both
cases a Euclidean distance approach will inaccurately report that the orange agent is about
to collide with the blue agent, and the agents will evade each other even though there is no
imminent collision. This unnatural effect is very obvious in multistory buildings, ants on a
tree, or people in a subway station.
Neither the surface path nor the Euclidean implementation of 3DOffset addresses
the last issue with crowds constrained to arbitrary surfaces in 3D space: the non-spherical
shape of virtual characters. On arbitrary surfaces in 3D space, two agents can be on surfaces
that are perpendicular to each other. If the crowd simulation algorithm only represents
characters with a small sphere near each agent’s feet, the heads of the two agents may be on
a collision course even if the spheres are not. This is just another example of why moving
from 2D surfaces to 3D surfaces requires new algorithms. Unfortunately, simply enlarging
the spheres removes this problem but makes each person have an enormous personal space
bubble, causing jams even when agents could easily pass each other.

Figure 3.9: Surface distance or Euclidean distance can produce false positives or negatives. a)
Surface distance produces a false negative. b&c) Euclidean distance produces a false positive.
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Figure 3.10: Our improvement to the Relevant function. The relevant agent (orange) checks
if the vector to possible obstacle agents penetrates an approximate surface at each agent’s
feet (dotted blue line). If the vector penetrates these surfaces (dashed red arrow) the obstacle
agent is not considered relevant. If the vector does not penetrate (lighter green arrow) the
agent is considered relevant.
3.4.4

Removing Artifacts

We propose key improvements to the 3DRelevant and 3DOffset functions that significantly
enhance the believability of crowd simulation of surfaces in 3D space. Instead of combining
both a surface path and Euclidean implementation into 3DOffset, we have found that a more
effective solution lies in an improved Relevant function. Notice that in all false positive cases
(see Figure 3.9b and 3.9c), the obstacle agent that the relevant agent incorrectly avoids is
not visible to the relevant agent. Thus, by improving 3DRelevant to discard agents that are
not visible to the agent in question, a Euclidean implementation of 3DOffset would not have
false positives. This approach of resolving collision detection issues in 3DRelevant instead of
3DOffset is one of the key contributions of this work.
A full synthetic vision algorithm could be used to determine which agents are mutually
visible, such as the ray tracing algorithm used by Massive [54] or the one used in Ondrej
et al.’s 2D crowd simulation paper [62]. We do not embrace the ray tracing approach of
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Figure 3.11: A surface with agents close together on the ceiling and floor. Without an
accurate distance and angle function, agents will run into each other.
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Massive since our system is designed to run in real-time. Similarly, since we are placing
agents on large meshes with up to 100,000 triangles, rendering the viewport of each agent to
do synthetic vision on the GPU has proven impractical.
Fortunately, we have found that we can leverage what we know about the position
of agents to make a close approximations of their visibility (see Figure 3.10). The key fact
is that since each agent is constrained to a manifold, we know there is a surface at the feet
of each agent. Using this fact, we add two additional checks to our 3DRelevant function
for each obstacle agent. We find the vector from the agent in question to the agent that is
proposed as an obstacle. We call the vector from our agent’s head to the other agent vhead
and the vector from our agent’s feet to the other agent vf eet . We then assume that the surface
the obstacle agent is standing on can be locally approximated by a one to two meter radius
circle at its feet and that the normal of this circle is the same as the obstacle agent’s normal.
Using this approximation, we look at two cases. If the vhead and the agent’s up vector have
a positive dot product (the agent has to look up to see the other agent), we check to see if
vhead penetrates the circle about the other agent’s feet. If vhead penetrates this circle, then
we remove this agent from the set ORelevant . We further assert that if the other agent’s head
is a full body length above our agent, then they are not visible. We then check to see if our
agent’s up vector and vf eet have a negative dot product. If so, our agent would have to look
through the floor to see the other agent, so we remove the other agent from ORelevant . This
approximation is not guaranteed to exactly match a full synthetic vision algorithm, but in
practice there are no false positives or false negatives in the crowd movement. In theory, such
conditions could exists, but as far as we can determine they would only exist in degenerate
geometry, unrealistic user parameters, or extremely tight floors.
The choice of a one to two meter disc sounds arbitrary, but it is not. Since two meters
is approximately the height of our agents (the virtual model we use is quite tall) the disc has
the same radius as the height of our agent. This is important because if it were larger than
the height of our agent, then two agents approaching at a right angle (such as the corner of a
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Figure 3.12: A single sphere agent representation leads to unnatural motion and our solution.
a) One sphere that is too small leaves a false negative area (red). b) A large sphere adds a
large false positive area. c) Using multiple spheres removes these issues.
cube) would incorrectly remove each other from the relevant obstacle set when they could
actually see each other. On the other hand, stride length is generally at least a meter, which
provides a logical lower bound on local flatness of the surface at an agent’s feet. Any radius
smaller than this amount would mean the agent would not be able to plant its feet on the
surface. We thus used values between the lower bound of 1 meter and this upper bound of
2 meters for our disc radius, and we have seen no visible difference in behavior within this
range. Note also that in cases where the height of the agents or their stride differs from these
bounds, the size of the disc can be trivially changed.
This improvement to 3DRelevant does not handle the non-spherical nature of agents.
In the 2D case, the fact that agents are taller than they are wide is irrelevant, but in the
3D case this becomes important. There are two simple but error-prone ways of handling
this problem. One solution is to represent the collision area of an agent with a small sphere
about its feet. Unfortunately this leaves a large collision area where the agent could collide
without the obstacle avoidance algorithm realizing the agent was in the collision. Another
extreme occurs when the agent is surrounded by a giant that whose diameter is the height
of the agent. Again, this produces clear artifacts as the personal space around each agent
represented by the sphere makes it difficult for agents to pass each other in hallways.
To handle this additional complication and produce very realistic crowd motion,
we further improve the definition of 3DOffset to let the collision surface of each agent be
composed of multiple volumes instead of just one. This idea has been previously used in 2D
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crowd simulation to allow very dense crowd simulations and to account for an agent’s stride
(see [89]), but has never been used in 3D crowd simulation to deal with the height of each
agent. Instead of one small sphere or one giant sphere, we define each character with multiple
spheres in a way that approximates a cylinder and covers the agent completely. We choose
spheres over other geometric primitives since spheres allow for simple collision detection and
avoidance. Additionally, it is trivial to change the placement and number of of the spheres to
match the shape of agents (i.e. more for taller agents or fewer for shorter agents).
For the center of each of these spheres, we use a traditional implementation of 3DOffset
and return the union of tuples. This is the reason we defined 3DOffset as returning a set in
Equation 3.10. Formally, if oup is the normal of the obstacle agent for which we want a more
realistic representation, then our implementation of 3DOffset is as follows:

3DOffset Improved =

2
[

Offset(a, o + i · oup )

(3.13)

i=0

These improvements have a minuscule computational footprint, have a clear impact on the
motion of the agents in a crowd, and can handle intentionally complex scenes such as that in
Figure 3.11.
To validate that our algorithm did not suffer from the false negatives and false positives
of previous work and that our approach did not suffer from collisions in general, we ran our
algorithm using three very different 2D local obstacle avoidance algorithms: a social forces
model based on Helbing and Molnar’s work [30], an anticipation model based on Ondrej
et al. [62], and reciprocal velocity obstacles (RVO) [3]. We ran each of these on all 30 of
our surfaces, detailed in our results section (Section 3.5) and Figure 3.15. For each 2D
obstacle avoidance algorithm we found the median collision percentage for the simulation.
The only algorithm with a noticeable collision rate was our implementation of the anticipation
model, which we found also had noticeable collision rates in our purely 2D crowd simulation
framework. Thus, even though the timing results mirror those of velocity obstacles, we do
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not include them in our table. We calculated collision rates by summing the total number of
agents in collision in each frame of the simulation divided by the number of frames times
agents. Thus, the collision rate gives the probability of an agent being in collision on any
given frame. Using social forces or RVO resulted in negligible collision rates of .05% and
.009% respectively. Visually, we found that our agent did not have the clear collision false
positives and false negatives of a surface distance or Euclidean distance approach. We believe
these results validate our obstacle avoidance algorithm for agents on arbitrary 3D surfaces.

Figure 3.13: Our whole surface approach to simulation produces sponteneous global effects
seen in real crowds, such as the swirl pattern shown here.

3.4.5

Density

Every crowd simulation has a density limitation, or a point at which agents will stall simply
because there are too many agents in a choke point to proceed without collisions. Since our
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Figure 3.14: We produce natural crowds on surfaces that can readily map to 2.5D (Figure 3.6)
as well as on surfaces where there is no such distortion-free mapping.
algorithm does not propose a new obstacle avoidance algorithm but runs on top of almost any
previous 2D crowd simulation algorithm, the density limitations of our implementation depend
on the current underlying 2D crowd simulation. As we would expect, when we use a social
forces model as the underlying 2D obstacle avoidance algorithm, it takes fewer agents to reach
this density limitation than a more advanced algorithm like velocity obstacles. Our algorithm
could run using methods that allow for advanced jamming resolution using techniques like
pushing (e.g. Pelechano et al. [68]) or the use of complex jamming resolution rules (e.g. Singh
et al. [87]). In this case the number of agent required to create an unbreakable jam would be
even higher. This is one of the reasons we believe our approach is flexible—it can run on top
of almost any a 2D obstacle avoidance algorithm without forcing the user into one particular
algorithm.
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3.5

Results

We validate our framework and our algorithms using two of the validation methods enumerated
by Kapadia et al. [41], manual inspection and statistical analysis.
The results of several of our tests have been reported earlier in this paper. In Section
3.3, our path planning section, we reported that our path planning algorithm allows us to
have naturally-moving crowds on surfaces seen in the 2.5D literature and on highly curved
surfaces that do not have distortion-free mappings to 2.5D. In Section 3.4, our local obstacle
avoidance section, we reported that our obstacle avoidance framework resulted in practically
collision-free results and lacked the collision false positives and negatives of a surface or
Euclidean distance approach. For every test (except the stalling tests), we generated crowds
of 1,000 agents across an array of surfaces inspired by architecture, nature, outer space,
surfaces where insects swarm, and topologically unique surfaces (see Figures 3.1 and 3.14).
These models range from a dozen triangles to over a hundred thousand (see Figure 3.15),
which surpasses the highest triangle count model used in Torchelsen et al. [92] and which we
believe is the highest triangle count models reported in the 3D crowd simulation literature.
All of our tests were run on an Intel 17-2600 processor. All computation was done on the
CPU (as opposed to previous work that is designed specifically for the GPU) using managed
code written in C#.
In terms of manual inspection we found that our algorithm produced many of the global
effects that occur in real crowds. For example, as shown in Figure 3.6, agents spontaneously
form lanes even on 3D surfaces. Similarly, as shown in Figure 3.13, our agents produce the
swirling effect noted in real crowds. Notice that we had the agents converge at one of the
poles of the globe where the tessellation of the surface is the highest and the computation is
the most difficult. Despite the high density of triangles, the agents moved naturally around
each other and reached their destinations.
Our final tests calculated the speed of our framework. The results in Figure 3.15 give
the frame rates using our improvements running a weighted A* algorithm for path planning
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and two different 2D obstacle avoidance algorithms: social forces and reciprocal velocity
obstacles (see Figure 3.15). The results are sorted by the number of triangles in each mesh.
All of our models ran at 33 frames per second or faster, including the Stanford bunny with
over 69,000 triangles and our abstract art, Olympic rings, and huge cube models, all of which
had more than 100,000 triangles. Each trial had 1,000 agents.
One of the more interesting results from this table is that speed and triangle count
are not directly related. This happens since the majority of our algorithm’s computation
comes when we use a discrete geodesic algorithm to find a new path for our agents. Our path
planning improvements add almost no appreciable computational cost (see Section 3.3), but
the discrete geodesic algorithm consumes a large amount of computational time. It therefore
follows that the best predictor of run time is the amount of time required to find a new path
using a discrete geodesic algorithm (weighted A* for these results) and the frequency with
which agents need a new path. Agents get new paths when they reach their destinations,
so surfaces with lower frames per second tended to be ones where the A* algorithm took
longer to run and agents reached their destinations more frequently. Consider the last two
entries in our table, the Olympic rings and the huge cube. The Olympic rings ran appreciably
slower since it took longer to find A* paths on the surface and the agents in this example
were larger. Since they were larger, they moved faster and reached their destinations more
frequently, causing more A* computation. Since finding paths on a huge cube is trivial and
the agents were smaller, the huge cube ran much faster. Other surfaces with noticeable large
faster rates included our asteroid models and the reverse torus, all of which lended themselves
to simple path finding.

3.6

Conclusion and Future Work

To resolve problems with previous work in 3D crowd simulation, we have proposed a whole
surface crowd simulation algorithm on arbitrary 3D surfaces with a novel approach for both
path planning and obstacle avoidance. Our approach moves crowds naturally around tight
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corners and sharp curves, does not have artifacts of previous work, and runs in real-time even
with crowds of 1,000 agents without any offline computation. Our algorithm runs on highly
curved surfaces (such as people on terrain, astronauts on an asteroid, or ants on a tree branch)
and multistory structures (such as people in an apartment building or office), something no
other crowd simulation system has been able to do. We validate our work by giving results
showing that our approach reduces stalling to near zero, reduces collisions to near zero, and
runs in real-time on our 30 test surfaces with up to 100,000 triangles. We believe these results
show our work has the potential to simplify the process of crowd simulation on 3D surfaces
where it can make a major contribution to film, games, architecture, and planning.
Our future work is focused in several areas. For example, the complex 3D surfaces
we used for crowd simulation, such as our multistory buildings, often presented camera
navigation problems. We are interested in researching camera navigation techniques for
complex structures such as buildings because we believe our framework could be the backbone
of the next generation of real-time strategy games where agents move across non-planar
surfaces. We are also interested in extending the work on objectively comparing local obstacle
avoidance algorithms to 3D surfaces as well as research on foot placement for highly curved
surfaces.
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Name (Triangles)
One Triangle (1)
Cube (12)
Building (68)
Soccer Ball (80)
Bucky (108)
Building 1 (174)
Building w/ Exit (2226)
Building 2 (232)
CubeHoles (864)
InverseCube (1,200)
Crush (1,600)
Globe (1,740)
Golevka (2,046)
Kleopatra (2,046)
Swiss (2,304)
Mobius w/ Holes (3,184)
Torus (3,200)
Mobius Strip (3,200)
ReverseTorus (3,200)
Room2 (3,568)
Room1 (3,616)
Asteroid (6,398)
Tree (14,050)
Medium Cube (19,200)
Twisted Wire (40,000)
Tetrahedron (58,564)
Stanford Bunny (69,606)
Abstract Art (101,568)
Huge Cube (108,300)
Olympic Rings (109,728)

FPS with 1,000 agents
Social Forces
RVO
514.25
330.83
155.01
60.56
172.32
66.67
185.46
95.07
192.89
87.86
129.33
43.02
149.35
55.72
310.29
206.05
202.34
92.31
189.61
96.39
160.3
73.97
178.04
50.86
232.21
153.84
430.89
274.08
198.48
88.36
170.19
78.87
158.6
61.41
170.07
77.94
193.9
90.87
160.23
55.29
180.1
57.51
211.19
100.63
175.22
79.3
143.72
80.82
55.51
49.49
170.19
147.05
69.94
51.79
128.81
120.38
115.87
105.68
47.93
41.4

Figure 3.15: Speed results using 1,000 agents.
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Chapter 4
Real-time Synthetic Vision Visibility Testing on Arbitrary Surfaces

This chapter is the paper entitled Real-time Synthetic Vision Visibility Testing on
Arbitrary Surfaces published in the proceedings of Computer Graphics International 2012
authored by Brian Ricks and Parris Egbert [77]. Thus, this material is a direct application of
the work discussed in Chapter 3.

4.1

Introduction

One of the key elements that computers brought to the gaming world is visibility testing.
Unlike board games, which often give both players perfect information about the position of
all characters, computer games can limit the visibility of each player, leading to a captivating
gaming experience.
Visibility testing is most commonly recognized in a game’s fog of war. In a real-time
strategy game (RTS) or similar serious game, the player can only see the terrain and enemy
characters that are within the line of sight of player-controlled agents. Visibility testing and
fog of war create games that mimic the true uncertainty and confusion of search and rescue
missions and warfare. This realism leads to a variety of intriguing strategies since players
must use resources and agents to disperse the fog of war and may use the fog of war to
their advantage against their opponent. Without the fog of war, RTS games would lose their
attraction and serious games would lose their ability to model the confusion and uncertainty
of the training experience.
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Figure 4.1: Examples of visibility testing in the form of fog of war on complex 3D surfaces.
Our algorithm uses synthetic vision to do real-time visibility testing for hundreds of agents,
allowing for an immersive and realistic gaming experience, even on non-planar surfaces.
This example shows results using the Stanford bunny, a highly-convex surface, a torus, and
a fifteen-story building all with our algorithm. More examples can be seen in Figure 4.7.
(Stanford bunny data courtesy Stanford University Computer Graphics Laboratory.)
The importance of visibility testing has lead to its ubiquity in RTS and serious games.
However, most of these games focus on essentially flat, 2D environments since this makes
it easy to do path planning, obstacle avoidance, and similar computations in real-time.
Unfortunately, restricting RTS and serious games to a plane or a plane plus height map
means the virtual environments of these games cannot reflect many of the complex surfaces
we walk on every day. For example, a planar environment cannot capture the complexity
of architectural structures like multi-story buildings, parking garages, subway stations, and
houses; environmental features like intertwining caves, overhangs, and arches; outer-space
environments like asteroids and space stations; nor the various surfaces where insects swarm
like their colonies or on the inside of houses.
Moving from the 2D plane to fully-3D environments totally revolutionized the firstperson shooter experience. Going from the repetitive, flat levels of Wolfenstein 3D to the
complexity and realism of Doom and its successors spawned one of the most successful video
games genres in history. With the advent of algorithms for real-time path planning and crowd
simulation on arbitrary 3D surfaces, RTS and serious games are poised to make a similar
dramatic change. However, even with new algorithms for moving crowds of people, troops, or
animals on complex surfaces, the move from 2D RTS games to 3D ones will be impossible
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without visibility testing. To remedy this, we propose a real-time method for visibility testing
for RTS-style games using synthetic vision.
Our proposed synthetic vision algorithm for visibility testing is unique since it is
designed for non-planar surfaces. Unlike other slower options, such as ray-casting, our GPUbased implementation provides both a fast and accurate method for determining visibility. As
a result, it handles visibility testing across a wide range of complex 3D surfaces in real-time
(see Figure 4.1). By leveraging the features of modern GPUs, our visibility testing can work
with up to 200 agents, creating a dramatic and believable fog of war experience on arbitrary
surfaces. Although the focus of this work is on visibility testing for fog of war, the visibility
testing algorithm proposed is capable of extension for a variety of other uses such as NPC
activation and realistic artificial intelligence.

4.2

Previous Work

To set the context for visibility testing on arbitrary surfaces, we begin with the evolution
of path planning and obstacle avoidance algorithms from 2D to 3D followed by specific
algorithms for crowds on 3D surfaces like those needed in a 3D RTS game. We then compare
and contrast previous synthetic vision algorithms.

4.2.1

Global Path Planning

Dijkstra’s or A* have been used as the base for global path planning on both planar and
arbitrary surfaces. These algorithms can run quickly, but usually produce noticeably jagged
paths. Some algorithms moved to more accurate planners like fast marching methods [44]
while others straighten paths using line-of-sight smoothing [88]. As Geraert concludes, even
with an accurate path planner, agent motion is most natural when it is a corridor, not just a
line [20]. Such algorithms work very well for essentially 2D games, but not for arbitrary 3D
surfaces.
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Early 3D path planning solutions came from Mitchell et al. [55] and Chen and Han [10],
both of which have had countless extensions proposed in the intervening years (with Bose
et al. [8] writing an excellent survey). Martinez et al. [52] and Kanai and Suzuki [40] find
geodesics by starting with an approximation and slowly refining the path. Torchelson et
al. [91] break meshes into quasi-developable regions and then find paths. As we discuss later
in Section 4.3, if these 3D path planning algorithms are not optimized, they unfortunately do
not provide natural crowds for RTS or similar serious games on arbitrary surfaces.

4.2.2

Local Obstacle Avoidance

Another key component of RTS games are local obstacle avoidance techniques that keep
agents from running through each other or into walls. Most 2D local obstacle avoidance
techniques get their origins from Reynolds’ work on flocking dynamics [72]. Helbing and
Molnár [29, 30] extended this to social forces for human crowds on a 2D plane. To address
the jamming inherent in spring-based methods, Fiorini and Shiller [17] proposed velocity
obstacles as a more realistic method, which was further improved by van den Berg et al.
[3] who proposed reciprocal velocity obstacles (RVO) to remove agent oscillations. Guy et
al. [24] changed RVO to optimize over agent effort, which accurately produces global effects
like agents walking faster near walls.
Other steering algorithms have been based on observing humans. Lee et al. [50] used
video to learn group interactions and local obstacle avoidance behavior. Olivier et al. [61]
evaluated how people moved in response virtual characters and used this data to create an
anticipation algorithm [62]. Other work has focused on the speed of crowd simulation. For
example, Narain et al. [58] combined both Euclidean and Lagrangian methods to simulate
tens of thousands of agents in real-time. Karamouzas et al. [42] achieve similar speed results
with their collision prediction model. Pelechano et al.’s HiDAC algorithm [68] produces
believable results in huge crowd situations. Reynold’s work with the Play Station 3 can
simulate 10,000 agents at 60 frames per second [74].
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Like path planning algorithms, 2D obstacle avoidance algorithms are mature, but
need to be extended to work on 3D surfaces if they are to be used in RTS games on complex
surfaces. Fortunately, some recent work has begun to do 3D path planning and obstacle
avoidance for crowd simulation on arbitrary surfaces.

4.2.3

Crowds on Arbitrary Topologies

Building on 3D path planning and 2D obstacle avoidance work, recent years have seen a
rising interest in crowd simulation on arbitrary topologies. As mentioned in the introduction,
crowd algorithms for arbitrary topologies would be able to model crowds on such relevant
and diverse surfaces as office buildings, subways, homes, and stadiums. An effective 3D crowd
simulation algorithm could then be used as the backbone for RTS games on arbitrary surfaces
by providing realistic path planning and movement controls.
Most algorithms that put crowds on arbitrary surfaces break down the scene into
separate 2D pieces that are connected at edges. Shao and Terzopoulos [83] created a model
of New York City’s original Pennsylvania station where “The representation assumes that
the walkable surface in a region may be mapped onto a horizontal plane...thereby enhancing
the simplicity and efficiency of environmental queries.” Lamarche [48] proposed a character
motion and animation algorithm that allows agents to duck under walls and ceilings. However,
like Shao and Terzopoulos, this work approximates the 3D surface with a 2D plane. Cupec et
al. [13] break down surfaces into 2.5 dimensions, but this cannot be used to model multistory
buildings. Since flattening cannot robustly handle arbitrary surfaces, these algorithms are
limited in their ability to be the core of RTS games. Fischer et al. [18] proposed a planning
algorithm for factories with ramps and stairs, but we are interested in the more general
problem of crowds on any surface. Similarly, Levine et al.’s work [51] for moving a character
through complex environments with dynamic obstacles is not designed for the large agent
requirements of games.
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A more successful and general approach to crowds on 3D surfaces was done by
Torchelsen et al. [92]. This work uses a discrete geodesic method to move agents across
smooth meshes while doing local obstacle avoidance on the GPU. Unfortunately, this algorithm
only allows a limited number of destinations for all the agents. This makes it difficult for RTS
games where the player can assign arbitrary destinations to agents. To resolve these issues,
we have developed a new 3D crowd simulation algorithm that does not flatten surfaces, works
with hundreds of agents in real-time on high-polygon count surfaces, and allows for surfaces
with sharp turns and corners (see [75]). This is the engine we used for moving agents in our
RTS scenario, which we describe in context of 3D RTS games in Section 4.3.

4.2.4

Previous Synthetic Vision Work

Synthetic vision has been a consistent theme in crowd simulation for over a decade. Unlike
most previous work, we are not using synthetic vision for the path planning or local obstacle
avoidance parts of our work. Instead, synthetic vision plays a key role in informing the user
about the state of the game. For example, [60] use synthetic vision for global navigation via
an oct tree and local navigation.
Kuffner et al. [46] use synthetic vision to find and update the positions of obstacles in
their environment. Each object has a unique identifier that is precomputed and the synthetic
view of each agent is colored based on the id of the object present. The colors are processed
to determine which objects can be seen where, and the memory of the agent is updated
accordingly.

4.3

3D Crowd Simulation Implementation

The foundation of any RTS game is an engine for agent path planning and obstacle avoidance.
In order to have groups of agents on arbitrary arbitrary surfaces, we use our algorithm for 3D
crowds simulation, which we review briefly in this section (see [75] for a detailed description).
This 3D framework mirrors the traditional 2D crowd simulation framework shown in Figure
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Figure 4.2: Classic 2D crowd simulation framework (top) and our proposed framework for
3D surfaces (bottom). This framework provides the backbone to our RTS simulation.
4.2 with a path planning piece and a local obstacle avoidance piece followed by a movement
piece. This algorithm is flexible enough to allow for almost any 3D path planning algorithm
and 2D obstacle avoidance algorithm, as long as the results are optimized for crowd simulation.
As we discuss in our results section, use of this engine provides believable, real-time movement
for our RTS strategy agents.

Figure 4.3: How our framework converts 3D offsets to 2D values. The agent highlighted in
blue responds to agents in front of him, which are highlighted different colors. The colored
arrows correspond to the calculated 2D distance and angles to the agent of the respective
color and become the 2D values used by the local obstacle avoidance algorithm.
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4.3.1

Optimized 3D Path Planning

Our simulation engine optimizes 3D path planning algorithms since unoptimized algorithms
fail to naturally move agents in real-time. Symptoms of unoptimized path planning include
paths that are jagged, agents that get confused around corners, and agents that easily jam.
For each of these problems we provide an optimization. The first problem, jagged paths,
comes since not all 3D path planners produce perfectly smooth paths. Needing a fast but
slightly inaccurate method would not be surprising given the real-time demands of RTS
games. Our first optimization quickly straightens out agent movement even if a path has
unnatural turns. The next problem is that an agent can get confused or stall near edges even
with a perfect path. For example, in a two-story building every path running up or down the
stairs overlaps on the inside of the stairway. This results in stalling as agents try to follow a
path right along an edge or wall. Our second optimization analyzes the geometry of the 3D
environment to push paths away from edges. The last problem is that around corners and
bottlenecks paths from multiple agents tend to lie on top of each other, leading to congestion
and jams. Our third optimization resolves this by giving agents corridors, which gives them
the additional freedom they need to form lanes and pass naturally.
Empirically, these three optimizations dramatically decrease the amount of jamming
and stalling in an environment with edges. In our tests, without the away from edges
optimization, five percent of the agents stalled in the first 80 seconds of run time. With the
away from edges optimization, the percent dropped to less than one and a half percent, but
jamming was still noticeable. With all optimizations, the percentage dropped to one tenth of
one percent. Both visually and numerically the improvement was dramatic. This meant that
the player-controlled characters and NPCs in our RTS game moved naturally and quickly to
their destinations.
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Figure 4.4: The flow of our visibility testing algorithm. The viewport of each agent is
rendered using our false coloring shader. The visibility texture is then calculated based on
these viewports. The visibility texture is then used to render the surface and determine which
agents are visible.
4.3.2

Local Obstacle Avoidance

The second major piece of our framework required for our RTS games does local obstacle
avoidance. To do this on arbitrary surfaces, our algorithm converts the location and offsets
of nearby obstacles around an agent from their true 3D values to simplified 2D values (as
shown in Figure 4.3). The resulting 2D values are fed into any of a number of traditional 2D
obstacle avoidance algorithms. The resulting 2D change in position and heading are then
optimized for the curvature of the 3D surface. Empirically, this leads to real-time crowd
movement even on surfaces with over 100,000 triangles.
All of the 3D path planning and obstacle avoidance optimizations are done without
flattening, so the resulting crowds move smoothly and without distortion even around
complicated parts of surfaces such as the corners of stairs. For our RTS scenario, we used
these optimizations on top of an A* weighted algorithm for 3D path planning and RVO for
our local obstacle avoidance algorithm. The resulting crowds moved quickly towards their
destinations and had an almost zero percent collision rate.

4.4

Visibility Testing Implementation

Using our crowd simulation as the engine for moving both player-controlled and computercontrolled characters, we were able to do realistic visibility testing for agents in real-time in

80

an RTS scenario. In this section we discuss our visibility testing algorithm in general, and in
the next section (Section 4.5) we discuss how we used this testing to implement fog of war
and other features.
The goal of visibility testing is to determine what player-controller agents can see
and what they have been able to see in the past. As previously discussed, this allows for
accurate fog of war, NPC activation, and computer artificial intelligence. Some options for
doing visibility testing on 2D surfaces, such as ray-casting, are too slow in the 3D case since
the number of ray casts required for 3D surfaces is too large. Similarly, merely assuming that
agents can see everything within a distance threshold is unrealistic since it does not account
for self-occluding surfaces such as ones with corners, turns, and walls. To resolve these issues
of speed and accuracy, we propose a synthetic vision solution that is both fast and accurate.
As an overview of our visibility testing algorithm, see Figure 4.4. As shown on the
left, we use a false coloring shader to color the surface when it is rendered by the virtual
camera’s place at the heads of player-controlled agents. Shown in the middle are examples of
what individual agents may see as rendered to a texture. On the right is shown the resulting
visibility map that is generated on the GPU and can be used either on the CPU or GPU for
various needs like fog of war, NPC activation, and artificial intelligence. In the next three
subsections we discuss each part of this process in turn.

4.4.1

False Coloring

Synthetic vision allows us to calculate a realistic view of what each agent sees in real-time. To
do this we built a shader that colors each pixel of the surface based on its position in world
space. Unlike Kuffner and Latombe [46] and others, we do not label each piece of the surface
and render each piece with a unique color since this may require some manual intervention in
terms of labeling and since we do not want whole pieces of the surface to become visible if
just one corner can be seen. Instead, we use a positional false coloring shader that colors
each part of the surface based solely on its position in space.
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Figure 4.5: Three surfaces shaded with our false coloring scheme: a cube, the asteroid 216
Kleopatra, and a 15-story building. Asteroid models courtesy Scott Hudson, Washington
State University, http://users.tricity.wsu.edu/˜hudson/Research/ Asteroids/models.html
Our positional shader divides the surface bounding box into a 16x16x16 grid and
assigns each voxel in that grid a unique color (see Figure 4.5). In the pixel shader routine of
our false coloring shader, the 3D world space position of the current pixel is stored. This
position is converted into percentages in x, y, and z based on the bounding volume that
encompasses the surface. Thus, if a pixel represents a part of our scene that is near the
bottom left back of our surface, the percentages will all be near 0, and if a pixel is near the
top right front of our surface then the percentages will all be near 1. These percentages are
then converted into numbers between 0 and 15 inclusively, which give the voxel coordinates of
the pixel. This 3D coordinate is converted into 2D space and a lookup is done in a reference
texture, which stores the color for that voxel. The pixel is then assigned that color without
consideration of lighting, etc.

4.4.2

Synthetic Vision Shader and Multiple Agents

Key to our algorithm is the synthetic vision piece that renders the viewport of each agent to
a texture which is then interpreted by the visibility shader. To create synthetic vision, our
algorithms placed a virtual camera above the player-controlled agent pointing slightly down.
The world was then rendered using our false coloring shader onto a low resolution texture.

82

Figure 4.6: Process for soft fog of war shadows. We begin by rendering the scene without
any fog. We then render the surface again with our fog of war shader. We blur the fog of
war horizontally and vertically, using the original surface render as our clipping bounds. The
surface, the soft fog of war, and the background are then combined for the final image.
Visibility testing is most interesting and useful when it combines the visibility of many
agents working together as a team. For example, in a military RTS game, certain units can
be positioned to reveal areas of the map so other units can fire long-range weapons. In a
serious game scenario, different units can be used to search different parts of the map for a
missing person or a bomb. To reproduce this effect in our algorithm, we allowed multiple
user-controlled agents to contribute to the visibility map.
To allow multiple contributing viewports, each player-controlled agent renders its own
view. Once all the viewports are rendered, the visibility map shader loops over each viewport
looking for visible voxels. This was done in a cumulative way so that if a voxel is visible in
any viewport, it is flagged as visible in the final visibility map.

4.4.3

Visibility Map

In the next step of our synthetic vision algorithm, a visibility texture is generated, that stores
which voxels are visible to any agent. In the simple case, voxels which have been seen at any
time are colored white while the rest are colored black. At the beginning of the program
the visibility map is initialized to all black. On each frame the visibility shader loops over
each agent’s viewport. Since each pixel in the visibility map represents a voxel in space, the
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shader first determines the color that would be present if any of the agents can see that voxel.
The shader then samples the viewports looking for that color. If the color is found (or was
seen in a previous frame), the current pixel is colored white. If not it remains black.
This process creates a very realistic visibility map in real-time. To determine if a part
of the surface is visible, the GPU or CPU only needs to consult this visibility map texture
and check for black and white pixels. Note also that this process does not depend on the
tessellation of the surface, nor are parts of the surface manually colored or numbered as in
other synthetic vision approaches. Additionally, this algorithm accurately calculates visibility
even on self-occluding surfaces, such as around corners and walls in a building.

4.5

Fog of War Implementation

As a direct application of our visibility testing, we used the visibility map to draw fog of war
on our surfaces and to determine the visibility of NPCs in our RTS scenario.

4.5.1

Fog of War Shader

The final shader in our synthetic vision algorithm shades the surface using a fog of war
algorithm. We were faced with two options in this process: rewrite all the surface shaders
we already had and change them to consult the visibility texture or find a way to draw the
surface twice, once with our unchanged previous surface shaders and once with a new shader.
The former idea would be tedious and would not result in a flexible algorithm. Instead, we
followed the latter course and developed a final shader for changing the appearance of the
surface based on the visibility map.
The fog of war shader takes the surface geometry and the visibility texture and colors
the playing surface black if that area corresponds to a black pixel in the visibility texture or
it draws a transparent pixel if the area corresponds to a white pixel in the visibility texture.
The black pixels obscure the underlying surface where the fog of war is, and the transparent
pixels allow the surface to show through where the surface is revealed. To prevent z-buffer
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fighting, the fog of war is drawn with a small z bias that brings it slightly closer to the
viewing plane.

4.5.2

Softening the Fog of War

This fog of war process is accurate, but the results look unnatural since it has sharp edges
where the fog of war starts and ends. To enhance the idea that the fog of war is fuzzy,
we provide a series of shaders that soften the fog of war much like shadows are softened
by rendering the surface and the fog of war separately (see Figure 4.6). First, the scene is
rendered using the normal shader. In a separate buffer the visibility map is used to render
the fog of war. Next, the fog of war is blurred both horizontally and vertically. To make sure
the fog does not get softened outside the boundaries of the surface, pixels are not blurred if
they are background pixels. Finally, the background is rendered to its own buffer and the
surface, the fog of war, and the background are all composed.
Notice that when a similar approach is used for softened shadows in video games, the
shadow often struggles with bleeding as the shadow is blurred onto foreground objects. In
the context of fog of war, this often is a feature, not a problem. With our blurring shaders,
NPC characters that are on the edge of the fog of war are partially obscured by the blur.
This is exactly the effect we want since it gives a clear visual cue that these agents are on the
boundary of the known and unknown.

4.5.3

Other Fog of War Types

The fog of war described so far is simplistic in the sense that once a part of the surface has
been revealed, it stays revealed permanently. The approach taken in more modern RTS
games (e.g. StarCraft II ) is slowly fade out areas that have not been seen for several seconds.
In order to account for time in our visibility texture, we have to store visibility values as a
gray-scale value instead of a binary value. In the gray-scale case black means an area has
never been seen, shades of gray means the area has been seen but cannot be seen now, and
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Figure 4.7: Examples of our fog of war using our visibility map as a base. The dark areas on
the surfaces represent the areas that are not visible to any agents, or are in the fog. The
lighter areas are visible to at least one agent. These include astronauts inside a space station,
agents on a cube, shoppers in a two-story mall, and astronauts on the asteroid Kleopatra.
More examples can be seen in Figure 4.1.
white means the area is visible on this frame. To calculate gray-scale values, the visibility
map from the previous frame is darkened slightly unless a voxel is currently visible, in which
case it is colored white. In this way, areas that are not seen for a long time slowly return to
a black color.
We are also able to easily alter other aspects of the fog of war. For example, in some
RTS games the fog of war is totally black and thus obscures the underlying terrain. In other
games the fog of war obscures NCPs, but shows the layout of the underlying terrain. We
mimic both of these features by tweaking the alpha value of our fog of war: for total obscurity
the fog of war has an alpha of 0, for partial terrain visibility the alpha is set to .2. We further
emphasized which parts of the surface are obscured by the fog of war by coloring obscured
parts of the surface in gray scale instead of full RGB.

4.5.4

Other Features

In addition to revealing visible terrain, our algorithm also uses our visibility testing to
determine which NPC characters are visible at a given frame. Unlike our fog of war, this
process was done on the CPU, showing our algorithm’s flexibility in terms of both CPU and
GPU use.
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In order to mimic modern RTS games, we added two features for hiding and revealing
NPC characters: NPC characters should only be visible if they are within the revealed part
of the map and NPC characters on the very border of the fog of war should be partially
shaded. To accomplish this first goal, on every frame we query the GPU for the texture data
of the visibility map. When each NPC character is drawn, the CPU code finds the NPC’s
voxel and then finds the color on the visibility map corresponding to that location. If the
color is black or gray, the NPC is not drawn. If it is white, the NPC is in a revealed part of
the map and it is drawn. As mentioned earlier, the second feature—shading agents on the
edge of the fog of war—comes for free since we draw the fog of war after NPCs are drawn. If
the NPC is on the edge, it is partially obscured, creating a very believable effect as they walk
in and out of the revealed area.

4.6

Results

To validate our synthetic vision algorithm for visibility testing on arbitrary surfaces, we used
it on a suite of surfaces using varying numbers of agents. Some of our results were qualitative,
as shown in Figures 4.1 and 4.7. These figures show that our fog of war results were accurate,
believable, and that NPC agents could only be seen where the map was revealed. The results
are even more impressive in a time series as the fog of war gradually dissipates around the
player-controlled agents. Another key result is that our algorithm determines visibility using
the GPU, but the results can be read in real-time by the CPU. In our algorithm this is seen in
the fact that the CPU determines which NPCs are visible based on a GPU calculated texture.
This means that an RTS game built on our algorithm does not need to move all computation
to the GPU. Additionally, our qualitative results include the fact that our algorithm for
crowds on arbitrary surfaces works naturally as the engine for a RTS scenario with believable
movement and with practically no jamming. We believe this further validates our 3D path
planning and 2D local obstacle avoidance optimizations.
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Figure 4.8: Graph of our synthetic vision’s performance based on the number of agents doing
synthetic vision in real-time. Notice that even on high-triangle count surfaces, run-times
were at or near real-time with at least a hundred agents.
For a more quantitative analysis, we ran our algorithm on a benchmark of surfaces to
determine the run-time of our visibility testing algorithm. Figure 4.8 shows a sampling of
the most indicative results. For lower triangle-count surfaces, like the asteroid 216 Kleopatra
with a little over 2,000 triangles, we could run our synthetic vision algorithm at 24 frames
per second with up to 200 hundred agents. Moving to a higher-polygon count surface such as
our cube with 19,000 triangles, the run time stayed real-time up to about 150 agents. The
Stanford bunny (with over 69,000 triangles) ran near real-time up to 100 agents. Some of our
most interesting surfaces (see the 15-story building in Figure 4.1) had less than a thousand
polygons, so even though it was a very large and intriguing playing field, it achieved high
frames even with hundreds of agents.
We also profiled our results to see where the computation time of our algorithm is
spent. The pie chart in Figure 4.9 shows profiling results from running our visibility testing
algorithm on the Stanford bunny with 100 agents contributing to visibility. Notice that only
a little more than a quarter of our run-time was dedicated to the synthetic vision algorithm.
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Figure 4.9: Pie chart of where computation time was spent using our synthetic vision
algorithm on the Stanford bunny with 100 agents. Notice that the synthetic vision piece only
required a little more than a quarter of the computation time.
This meant that almost 75 percent of the time was left over for other computation such as
path planning and obstacle avoidance.
All tests were run on our quad-core, 2.33GHz processor with one ATI Radeon HD
4600 series graphics card. All CPU code was written in managed C# and our shaders were
written in HLSL. Our synthetic vision viewports were 16x16 pixels in size and visibility map
was 64x64 pixels in size. This meant that we did not come close to using all the available
memory on our GPU.
From these results we conclude that synthetic vision provides a fast and realistic
method for visibility testing on complex surfaces for RTS games. When used to create fog of
war, the results are very believable and can be rendered in real-time.

4.7

Conclusion and Future Work

We have presented a real-time algorithm for visibility testing on arbitrarily complex 3D
surfaces. This technology has the potential to compliment existing 3D crowd simulation
algorithms in the creation of RTS and serious games on complex surfaces by allowing fog
of war, NPC activation, and line-of-sight based artificial intelligence. Our synthetic vision
89

approach leverages the GPU and could have up to 200 agents contributing to the visibility
map in real-time.
There are a variety of ways to speed up our synthetic vision algorithm even further.
One approach would be to poll agents every few frames for visibility testing instead of checking
each agent on ever frame. Similarly, the full visibility texture could be updated periodically
instead of every frame.
Our future work is focused on additional technologies that would aid in the creation of
3D RTS games including intelligent camera movement. In most 2D games the camera moves
by panning across a flat plane. With the addition of the 3D dimension to the playing surface
simply panning is not sufficient. We are interested in intuitive and easy camera controls
that allow the player to move around complex surfaces rapidly. Similarly, many RTS games
are augmented with a mini-map that shows a small 2D view of the entire surface. Since
most 3D surfaces cannot be flattened without distortion, we are also investigating mini-map
technologies for complex surfaces.
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Chapter 5
More Realistic, Flexible, and Expressive Social Crowds using Transactional
Analysis

This chapter contains material from the journal paper More Realistic, Flexible, and
Expressive Social Crowds Using Transactional Analysis, which appeared in the Visual Computer journal in June 2012 authored by Brian Ricks and Parris Egbert [76]. The text of this
chapter is based on follow up work to that journal paper, a peer-reviewed book chapter from
Intelligent Computer Graphics 2012 entitled Social Crowds Using Transactional Analysis
authored by Brian Ricks and Parris Egbert [78].

5.1

Introduction

The film and game industries rely heavily on simulated crowds to populate special effect scenes
and virtual worlds (see [23] for a game-focused survey). Modern algorithms produce crowds
with infrequent or no collisions, but agents often look stiff and artificial since they treat other
characters as obstacles and don’t stop to talk or walk together as friends. Scientific observation
has shown that up to 70% of pedestrians show social interaction as they move [11, 32, 56].
Recent research has recognized the need for social interaction in crowds, but most of
the proposed solutions are very inflexible: they do not allow for changes in who is interacting
with whom, they require a specific obstacle avoidance algorithm, or they are designed for
specific scenarios and not for artist directed social changes. We propose addressing each of
these limitations to create a highly realistic and flexible social crowd simulation algorithm.
Our contributions are:
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Figure 5.1: Example of a crowd with social dynamics using our algorithm with transactional
analysis. Notice how the agents form into pairs, stop to talk, and walk together as they move
to their goals.
• A realistic social crowd algorithm with agents that move in and out of conversations
with different agents and have repeated interactions with the same agent. This is more
expressive than many previous algorithms that keep agents in fixed groups or do not
allow multiple interactions. We base our implementation on the transactional analysis
area of psychology which studies these types of interactions.
• A flexible framework for social crowds that works with any obstacle avoidance algorithm
and allows agents to stop and talk and pair walk.
• An expressive method for making the social nature of our crowds artist directed. Using
our method it is easy to change the environment to have the different feel of a work place,
a school campus, a public park, etc. This art direction can change the environment in
real-time to create a panic situation or to reflect changing in socializing patterns, such
as when a class break ends.
We validate the realistic, flexible, and expressive nature of our work by demonstrating
the existence of key features, including agents interacting with multiple agents using transactional analysis, a framework that does not require a specific obstacle avoidance algorithm,
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and artist directed socializing. Our approach runs in real-time even with crowds of 3 to 4
thousand agents.

5.2

Previous Work

Crowd simulation has long looked to psychology and sociology to understand current research
about human behavior and group dynamics. Durupinar et al. [15, 16] use the OCEAN
personality method [22] to create variation in their crowds. These variations include how the
agents move (such as speed) and how they interact with obstacles (such as a preference to
move to the right). Pelechano et al. [69] use a presence measure to judge the realism of their
crowds. We join this research approach by looking to current psychological and sociological
understanding when formulating algorithms for realistic crowd simulation. Unlike previous
work, we draw on the psychological field of transactional analysis (see Section 5.3), which
specifically looks at how people interact over multiple social encounters.
Looking directly at social crowds, Musse and Thalmann [57] present a sociologicalbased algorithm for agents changing groups while traveling between fixed goals. They give
results for a museum scenario where such fixed goals would be expected. Yeh et al. [98]
use proxy agents to model the inter-personal influence of authority and protection. This is
achieved by the creation of proxy agents, or spaces that are considered occupied by the crowd
simulation engine but which are not rendered to the screen. Pedica et al. [66, 67] proposed
an algorithm for agents talking in groups based on human territoriality theory. Carstendottir
et al. [9] focus on where agents in a crowd will choose to sit in a cafe or restaurant.
Traum et al. have done extensive work on dialog for immobile agents. Early research [64, 65] forced agents to be in constant conversation and all in the same conversation.
Later work allows people to join and leave conversations [33] followed by work which allowed
agents to move to engage a different people [34]. This work creates believable dialogs but is
not designed for large crowds with agents moving more than small distances.
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Popelová et al. [71] present research focused purely on two people meeting and then
walking together to a destination. The agents involved wait for each other when needed
and walk abreast by using a social forces-style approach. They show empirically that this
type of grouping is more believable than the simple leader-follower social setup proposed
by Reynolds [73]. Karamouzas and Overmars [43] look at how small groups (2-3 members)
change their formation as they weave around other groups and obstacles. Their work is
primarily based on the work of Moussaı̈d et al. [56] who took an empirical look at groups
in crowds filmed in public places. Moussaı̈d et al.’s work verifies the prevalence of social
interaction within crowds.
Previous work in socializing and group formation in crowds is diverse and successful;
however, it lacks several key aspects for the creation of realistic social crowds. First, in
real situations, such as those at work, school, or a public park, people constantly move in
and out of social encounters. Many recent approaches designed for large crowds are not
flexible enough to handle both large crowds and fluid changes in social interactions. Second,
most approaches enforce a specific obstacle avoidance method, forcing users to the specific
advantages and disadvantages of their choice. Third, each social scenario has its own set of
specific social interactions. People interact differently at work, the bus stop, on a date, or
in a panic situation. Almost all previous work has been tuned to handle a specific social
situation as opposed to letting the user choose the social feel. This means that if a user wants
a different social scenario, a different algorithm must be implemented.
In order to respond to these issues, we present a new algorithm which increases the
realism, flexibility, and expressiveness of social crowds. Our approach is realistic since it
allows for constant pairing and unpairing and uses transaction analysis to determine how
these interactions evolve over time. Our approach is flexible since it does not require a specific
obstacle avoidance algorithm in order to run and allows agents to both stop to talk and pair
walk. Lastly, our approach is more expressive in the types of environments it can simulate
and allows for easy, artist directed tuning to produce a desired social environment.
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5.3

Theory of Improved Social Crowds

One way to differentiate between traditional, non-social crowd algorithms and social crowd
algorithms is by looking at the type of reward function the algorithm tries to maximize.
Traditional research often presents algorithms for crowds that maximizes a reward function
that gives rewards for reaching destinations quickly and avoiding obstacles. Variations to
this theme include additional rewards based on agent effort or acceleration (consider [24] and
[88]).
On the other hand, the reward function for a social crowd algorithm also includes
a reward for social interactions. The movement required for social interactions and the
movement required to head towards a destination are often different. Thus, in order to
optimize a social reward function, agents must identify when and for how long socializing is
more rewarding than heading straight for the destination. One type of common social reward
function is as follows:

SocialReward : a, b, Rel(a, b) → reward

(5.1)

where a and b are the agents in question and Rel is a function that determines the relationship
between the agents (are they friends, married, office mates, enemies, etc.). Some papers
can be thought of as having a social reward function that returns a binary value to the Rel
function. This results in agents who are really good friends with only a specific small set
of agents and who have no relationship to the remaining agents. For example, agents in
Popelová et. al’s work [71] and Karamouzas and Overmars’s work [43] only have relationships
with a specific small set of other agents. In this case SocialReward could be implemented as
follows:



 High
SocialReward(a, b) =

 0

95

if Rel(a, b)
otherwise

(5.2)

This type of reward function results in agents that socialize only with a specific set of
people and that never change friends. While this can create believable results for settings
where people are on dates or tourists who do not know anyone else in the country, it fails
to create the realism of common social situations. As studied scientifically by James and
Coleman [11, 32], in most cases people move in and out of different social interactions and
social grouping frequently. Examples of this include office workers who stop multiple times to
talk with different people as they go down a hall, students who walk together with different
groups of friends as they go to class, or friends at a park who stop and talk to different
people.
Allowing this type of social interaction in a crowd simulation significantly contributes
to its realism but adds several new complications. Since friends are no longer rigid and
exclusive groups, we need a way of choosing a new reward function that changes over time
and accounts for the various relationships between people. Additionally, it means that agents
need to walk together, to join and part easily, and to stop to talk if they are heading in
different directions.
In this section we describe the theory that allows us to address these issues. We first
discuss the area of transactional analysis which gives formal guidance on how to create a
more realistic reward function. We then cover our flexible architecture for moving agents
into stopping to talk interactions and pair walking interactions.

5.3.1

Transactional Analysis

We propose that far more realistic crowds will be generated by an implementation of
SocialReward (see Equation 5.1) that gives a reward based on psychological and sociological research into interpersonal social interactions. In order to design a more flexible
SocialReward in this way, we turned to the psychological area of transactional analysis.
Introduced by Eric Berne in the late 1950s [4], the area of transactional analysis
has grown to include its own association and scholarly journal. Transactional analysis has
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also produced a large range of scholarly and popular psychology books (including [5–7, 27]).
Among other psychological issues, transactional analysis studies what the expected length of
a spontaneous social activity “ritual” will be. The length of the conversation is determined
by the number of social “strokes” that are expected between a pair of talkers based on their
relationship and past history. In the context of transactional analysis, a social stroke occurs
when one party gives social attention to another party as they interact.
The transactional analysis literature (as noted specifically in [6]) gives two main
variables that affect the expected number of strokes in a conversation: the relationship of
the agents and the history of recent interactions. For example, agents that have known each
other for a long time would feel highly rewarded by a long conversation, while such a lengthy
conversation may not be culturally appropriate for people who are not as well acquainted.
Additionally, according to transactional analysis, the number of strokes, or the length of the
conversation, is related to past interactions. If two people have not seen each other for a
long time, regardless of how strong their relationship is, then the number of strokes would be
expected to increase. For example, the short greeting between coworkers who last talked a day
ago would be expected to be longer than if they had seen each other in the hall five minutes
before. In our work we think about this past history as an “interest in conversation level”
between two agents that rises and falls depending on whether or not they are interacting.
Using transactional analysis principles, a more realistic social reward function than
that in Equation 5.1 would depend both on relationship and past interactions as follows:

SRewardta : a, b, Rel(a, b), P ast(a, b) → reward

(5.3)

Where P ast(a, b) gives the interest in conversation level for a given set of agents. Using
Rel and P ast, we can determine the length of a conversation between two agents based
on their friendship level and conversation interest, as shown in Figure 5.2. We detail our
implementation of transactional analysis-based social crowds in Section 5.4.
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Figure 5.2: The expected conversation times based on the two variables we derive from
transaction analysis: friendship and conversation interest. Agents with high interest that are
friends will have a long conversation. Those with lower interest (because they have talked
recently) or a lesser friendship will have shorter conversations.
5.3.2

Flexible Architecture

Previous research has pointed out that when agents socialize there is a mutually understood
center of the conversation, called the formation nucleus (see Scheflen and Ashcraft [79] and
Pedica and Vilhjálmsson [67]). When agents socialize they usually are within a small radius
of this formation nucleus. Social crowd algorithms move agents toward this formation nucleus
so they can interact. Note that this formation nucleus may not be stationary if the agents
are walking as a group.
Once we have identified which social interactions are rewarding, we need to move
agents toward these social nuclei. We focus on two main social interactions where there is a
social nucleus: stopping to talk and pair walking. In stopping to talk, agents with divergent
destinations stop to chat before moving on. In pair walking agents talk as they move toward
destinations with similar headings. Both of these have been implemented in previous work,
but we have not seen them combined in the same flexible framework.
More importantly than combining stopping to talk and pair walking, we propose a
more flexible architecture for moving agents in social situations. Previous work has moved
agents so they can interact by manually altering a specific obstacle avoidance algorithm
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Figure 5.3: Abstraction of previous social crowds architecture (left) as compared to our
proposed architecture (right). Notice that our approach does not enforce a specific obstacle
avoidance algorithm.
(for example, social forces [71] or a velocity approach [43]). Since each obstacle avoidance
algorithm has its respective advantages and disadvantages, users of these previous crowd
algorithms are not at liberty to choose the obstacle avoidance algorithm that fits their needs.
Figure 5.3 shows the abstraction of previous approaches that wrap their implementation
around a specific algorithm (left) as compared to our approach, which leaves the decision
about the obstacle avoidance algorithm to the user (right).
To allow this flexibility, we propose an algorithm which temporarily changes an agent’s
waypoint. We explain how we use this to create two common effects, stopping to talk and pair
walking, in the next section. We discuss the specifics of how we implement this architecture
in Section 5.5.

5.4

Implementation: Transactional Analysis

As discussed in Section 5.3.1, transactional analysis presents a scientific method of determining
the appropriate length of a rewarding conversation between two agents. Specifically, the
length can be determined using two primary factors: the friendship of the agents and their
past history of interaction. Using these transactional analysis principles as a base, we assign a
social state to each agent that changes as time progresses. An agent’s social state is composed
of two parts, a friendship variable and an interest in conversation variable for each other
agent with whom it has interacted recently.
99

In real life, friendships have the property of being reflexive and intransitive. Since
relationships are built through mutual interaction, the accumulative relationship for a pair
of agents should be the same, i.e. ∀a, b ∈ A : Rel(a, b) = Rel(b, a) where A is the set of all
agents. Furthermore, if a and b have a relationship, and b and c have a relationship, then a
and c do not necessarily have a relationship, i.e. ∀a, b, c ∈ ARel(a, b) ∧ Rel(b, c)¬ ⇒ Rel(a, c).
However, the probability of Rel(a, c) being higher should grow if we know a and b are friends
and b and c are friends.
In our implementation, each agent’s friendship is defined by an angle in [0, 2π]. The
relationship between two agents, Rel(a, b) in Equation 5.3, is determined by the angle distance
between their friendship angles. If the angle distance is low, the friendship between the
agents is higher. If the angle distance is high, the friendship between the agents is lower or
nonexistent. We leave it as an artist directed option how large the angle distance can be
for agents to still be friends. It follows that this approach has the desired characteristics of
reflexivity and intransitivity, with the advantage that friends of friends are more likely to be
friends than not.
The friendship angle of each agent is the first half of its social state. The second half
is a list of interest values for each other agent. The more recently agents have interacted, the
lower their mutual interest level will be. As time passes this interest will increase leading to
longer conversations when they meet again (see Figure 5.4). Formally, we write the interest
of agent a towards agent b as Iab . If N ear is a function that determines if agents are close
enough to notice each other and S is a function that returns true if agents are socializing, we
can define the change in interest from time k to k + 1 as follows:

Iab,k+1 =




Iab,k + .01 if ¬N ear(a, b)





 Iab,k − .01 if N ear(a, b) ∧ ¬S(a, b, k + 1)


Iab,k − .03 if S(a, b, k + 1)





 I
if S(a, b, k) ∧ ¬S(a, b, k + 1)
ab,k − .5
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(5.4)

Figure 5.4: Example of how an agent’s (a) conversation interest with another agent (b)
changes over time. The black line represents the interest level of a in socializing with b.
Areas highlighted blue are times when agent a and b can see each other. Areas highlighted in
green are when a and b are talking. The top part of the graph highlighted in white is where
a’s interest in talking is rewarding enough to make it worth socializing. The bottom part
highlighted in gray represents interest levels that are too low for a to find it worthwhile to
talk. Notice as a and b meet frequently, the interest level (and corresponding social reward)
drops, so the conversation length shortens and eventually they stop talking. Later when they
meet again, the interest level has returned. See Equation 5.4 and Figure 5.7.
In other words, the interest level increases when agents are not near each other,
socializing agents lose interest as they talk, and when they stop talking the interest drops
dramatically. This creates the effects expected in transactional analysis which say that people
are less likely to socialize when they have just done so.
Notice that the second line of Equation 5.4 has agents lose a little interest when they
are next to each other but not socializing. This accounts for the non-verbal communication
that occurs when people are near each other and not talking directly. Without this slight
decrease in interest, agents can get into a social jam where a and b talk while c and d talk
until both sets lose interest and then a and c talk while b and d talk until they all lose interest
again only to return to the initial social setup. In this case, no one moves and the behavior
is unrealistic.
When agents first interact, the social interest value is at its maximum of 1. Since the
list of an agent’s interest relative to every other agent can grow to be n2 , we instead store
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interest as a sparse list. If an agent has an interest of 1 toward another agent, then we do not
store that interest level in the list. Thus, if agent a comes near agent b and a does not have a
stored interest value for b, a adds a new interest level and assigns it a value of 1. After a and
b socialize and the interest level returns to 1, the entry for b is removed. As we discuss in
our results section, Section 5.7, using transactional analysis in this way creates believable
crowds where agents socialize with many different agents and can interact with the same
agent multiple times.
Using these friendship and interest variables we can formally define the reward two
agents have in talking to each other. Formally, the reward for socializing, SReward, for
agents a and b is:

SReward(a, b) = Rel(a, b) · min(Iab , Iba ) · GlobalI

(5.5)

where I is the interest of one agent to talk to another agent based on previous interactions
(see Equation 5.4). The two interest levels should be the same, but we take the minimum in
case they are not. We are interested in future work where some agents may regain interest
slower than others, in which case this function will still be viable. Notice also the presence of
variable GlobalI, which is the global interest parameter that can increase or decrease every
agents’ interest in talking. This allows our simulation to be artist directed (see Section 5.6). If
the interest level returned by SReward ever drops below .5, then the agents consider heading
to their destinations more rewarding than talking, and the conversation ends.

5.5

Implementation: Flexible Architecture

As noted in our section on the theory of more flexible social crowds, Section 5.3.2, one of
our key contributions is that our algorithm directs agents to the formation nucleus without
requiring a specific obstacle avoidance function. To do this, our social algorithm directs
agents by giving them temporary waypoints instead of altering any of the obstacle avoidance
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code. Once the interaction ceases to be rewarding, our algorithm returns the waypoint to
its original location, and the agent continues on its way. During the entire algorithm the
obstacle avoidance function never knows that our agents are socializing.
We can simulate two main types of social interactions: stopping to talk and pair walking.
Stopping to talk occurs when two friends meet but their destinations lie in significantly
different directions. Thus, the most rewarding experience is to stop and talk instead of going
way off course from a destination. Pair walking occurs when two agents have destinations
in roughly the same direction. In this case the agents walk together until their destinations
diverge.

5.5.1

Stopping to Talk

Our goal with stopping to talk is to move agents using only changes in their waypoint into
the formation nucleus where they can have a rewarding conversation. If two agents, a and
b, can see each other and a conversation will be rewarding, our engine creates temporary
waypoints for a and b. If initially the agents are not within the range of a formation nucleus
(about 1.5m in our work), then the temporary waypoint is in the direction of the other agent.
This leads the agent towards each other. Once they are close to the nucleus, our algorithm
changes the temporary waypoint to the agent’s current location pointing in the direction
of the other agent. This makes the agent stop and look in the direction of the other agent.
Once the social reward from talking (see Equation 5.5) drops too low, the conversation ceases
to be rewarding, the temporary waypoint is removed, and the agent returns to its course.
Formally, if Stopped is the function that gives the waypoint for agent a who is going
to stop to talk with b, then we have:


 a + ||b − a||
Stopped(a, b) =

 a
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if |a − b| > 1.5m
otherwise

5.5.2

Pair Walking

When agents are heading in the same direction, their formation nucleus moves with them.
As mentioned earlier, previous work creates this behavior but usually assumes permanent
relationships (i.e. certain agents are always walking together), which is less realistic and
simpler to implement. Thus, our approach is flexible in the obstacle avoidance algorithm
used and expressive in allowing more types of social interactions than previous work.
Once agents have recognized that they will be rewarded by socializing and that they
have waypoints in the same direction, the pair needs a mutual destination. Instead of heading
to the average of the waypoints, we chose one agent whose path both agents will use as a guide
until the angle to the other agent’s destination grows too high. We choose this dominant
agent by picking the agent whose internal ID is lower. In the future we are interested in more
psychologically-based approaches for choosing dominance. Using this approach agents hardly
if ever end up in a stuck position when pair walking, something that could happen frequently
if a simple average of waypoints was used.
Additionally, we move agents in pairs using only waypoints. Our algorithm must deal
with two different situations when agents walk together: times when the agents are close
together (within the formation nucleus) and times when an obstacle has split the agents (and
they are not within the formation nucleus). In the former case, the agents move together
towards their mutual goal. In the latter, the agent that is further ahead waits for the return
of the one behind. As noted by Popelová et al. [71], stopping and waiting generally looks
more realistic than heading backwards to reunite. Additionally, we have found that it looks
unnatural for an agent that gets ahead to start and stop suddenly as the lagging agent’s
distance falls in and then out of the formation nucleus. Instead we throttle the speed of the
agent in front based on angle from the agent ahead to the agent behind. If the dot product
of the vector to the agent’s waypoint and the friend agent is above 0, the agent will walk at
full speed. If not, the agent will slow down proportional to the dot product (see Figure 5.5).

104

Figure 5.5: Pair walking improvements for more realistic pairing. This figure shows how a
pair walking agent slows down to let a friend catch up. The cosine of the angle to the other
agent is used to choose a speed (green represents full speed, red represents slowing down.)
Agents using this method speed and slow down naturally when a friend is gets waylaid as
shown in our results, specifically Figure 5.8.
We have also found that if agents walking together share the exact some waypoint,
there can be oscillations as they get closer to the destination. This comes because as
they approach their destination, they get pulled together and then repelled by the obstacle
avoidance algorithm to prevent a collision with themselves. To resolve this, we assign the
less dominant agent a temporary waypoint that is a shoulder’s width way from the direction
the dominant agent is heading. We do this by finding the line from the dominant agent to
the dominant agent’s waypoint. We then geometrically determine which side of that line the
other agent is on. We assign the other agent’s temporary waypoint to be offset from the
dominant direction in that direction (see Figure 5.6). As we discuss in our results section,
this method proves very flexible since it prevents oscillations even if the dominant agent
switches from the left to right (or vice versa) of the other agent.
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Table 5.1: Table of scenarios that can easily be generated using our two-variable approach to
social crowds. Notice we can create simple scenarios where the distribution of variables are
consistent, bi-modal scenarios where the distribution is split between two distinct groups,
and changing scenarios where the user can change the social environment in real-time.
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Figure 5.6: Pair walking improvements for more realistic pairing. This figure shows how the
less dominant agent (green) finds a waypoint based on the heading of the dominant agent
(blue). The less dominant agent finds a waypoint a shoulder’s width away from the blue
agents direction to destination.
5.6

Implementation: Art Directed Socializing

Many of the papers noted in our previous work section, Section 5.2, focus on particular
social situations. For example, Musse and Thalmann [57] model agents in a museum-like
environment, Popelová et al. [71] focus on situations where people are paired off on dates,
and Karamouzas and Overmars [43] look at small groups with an emphasis on shoppers at
a mall. Each one of these algorithms is successful in its goals, but none of them is able to
handle a large range of different social environments.
We assert that these varied social interactions do not require their own special algorithm
but that with the right parameters a simulation can easily be altered to represent almost
any social environment. This environment expressiveness is critical for applications of our
algorithm in film, games, and planning where an artist wants to produce a specific social
feeling. In order to facilitate this, we have made our social crowds algorithm artist directed
using only a few parameters.
In adding this expressiveness to our algorithm, we rely on transactional analysis and
the variables which define an agent’s friends and interest in socializing. As shown in Table 5.1,
a large array of social environments can be created by changing the distribution of friends
and interest levels. For example, an office or workplace environment can be reproduced by
giving each agent a large group of friends but a lower interest level in talking. The resulting
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agents will be very likely to stop to talk, but only briefly on their way to their meetings or
offices. To allow for artist directed content, we have buttons which allow the user to easily
move the distribution of friends and interest from high to low (see Equation 5.3).
Our algorithm can be used to create three different categories of social environments:
simple, bi-modal, and real-time changing. Simple distributions give the same distribution of
friend and interest values to all the agents and they do not change with time. The resulting
environments include offices or workplaces, school campuses, or parks. We also allow for
bi-modal distributions where there are two types of agents. For example, agents attending a
party will have a high interest in talking to other party goers while the waiter agents have a
much lower interest as they focus on their job. Lastly, we allow for real-time changes in the
interest levels as time passes to reflect changes in the environment. We do this simply by
giving the user control over the global interest level. For example, we have a panic button
which immediately drops the global interest to 0 (see Figure 5.9). We can also reproduce
smaller changes in the environment, like students who talk until just before class break ends
or the fluctuations in socializing at work based on the time of day.
Combined, this straightforward ability to create simple, bi-modal, and real-time
changing social environments makes our algorithm expressive in the set of social environments
it can simulate.

5.7

Results

Our contributions are three fold: a more realistic social crowd algorithm that allows agents
to interact with multiple agents over time using transactional analysis, a more flexible
implementation that allows for almost any obstacle avoidance algorithm, and a more expressive,
artist directed way of creating many different social environments. In order to determine
if our algorithm indeed achieved these goals, we ran our algorithm with large crowds in a
variety of different situations (see Figure 5.1) including 2D surfaces and 3D surfaces using an
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Figure 5.7: Four images showing four encounters between two agents (one in green and one
in purple). In the first encounter they have a lengthy conversation (conversation length is
indicated by the number of word bubbles above each agent). The second image shows the
next encounter where they have a shorter conversation (notice that the green and purple
agents have switched positions). The next image shows a later encounter where they do
not have a conversation, reflecting the reduced reward from socializing due to their previous
encounters. The last image shows a much later time when their interest in socializing has
returned and they engage in a longer conversation. Figure 5.4 shows the change in interest
level graphically from a similar scenario.
algorithm similar to that of Ricks and Egbert [75]. We discuss the results of each of these
areas and then give the performance for the system in general.

5.7.1

Transactional Analysis Results

We verified our social crowd algorithm by looking for agents who move naturally in and
out of conversations and who have multiple social interactions with the same agent using
transactional analysis principles. In each of our scenarios our algorithm naturally moved
agents in and out of multiple conversations, with each having a duration proportional to the
social reward of the interaction.
An example of our transactional analysis-based principles is shown in Figure 5.7. On
the left are three images showing successive encounters of two agents. With each encounter
the interest level drops and the conversation length shortens (conversation length is noted
by the number of words appearing above each agent’s head). On the right is a later image
showing a longer conversation since the interest has grown with the passing of time. Notice
that this simple example follows the principles outlined in our theory and implementation
sections about transactional analysis (see Sections 5.3.1 and 5.4, respectively).
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5.7.2

Flexible Implementation Results

Our contribution of flexibility in the underlying obstacle avoidance algorithm (see Sections 5.3.2 and 5.5) is the most straightforward to validate. We ran our simulation using
three different obstacle avoidance algorithms, each of which is distinctly different in its implementation. Specifically, we used social forces based on Helbing and Molnar [30], reciprocal
velocity obstacles based on van Den Berg et al. [3], and an anticipation model based on
the work of Ondřej et al. [62]. Our crowds were able to move smoothly and exhibited the
same key features with each underlying obstacle avoidance algorithm. We believe that other
obstacle avoidance algorithms would produce equally valid results with our approach.
A clear example of our stopping to talk algorithm is shown in Figure 5.7 where two
agents stop three times to hold a conversation. Our pair walking approach is shown in
Figure 5.8. Notice in Figure 5.1 that our results have the global dynamics we expect from
social crowds, including clear clumping patterns as agents socialize.

5.7.3

Generating Different Social Situations

We can alter our distribution of relationships and conversation interest to model a huge range
of social environments or real-time changes in the social environment. Figure 5.1 gives an
example of several different social environments created using the artist directed features of
our algorithm.
For a more specific example, consider Figure 5.9 which shows how we can alter the
nature of the social environment in real-time. This figure shows agents in an office talking
and the changes that happen when the fire alarm goes off. We simulate this by reducing the
global interest to 0, which stops the conversations, and giving each agent a destination at the
nearest exit. Later the alarm stops, and we get the agents talking again by raising the global
interest level back to 1.
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Figure 5.8: Two agents pair walking through a crowd using our flexible method for pair
walking. The agents wait for each other (left), walk together (middle two images), and part
when their destinations diverge (right).
5.7.4

Performance

We ran our social crowds algorithm doing performance analysis as shown it Table 5.2. Notice
that even with thousands of agents, our algorithm still runs at real-time speeds. All tests
were done on an Intel i-7 2600 chip at 3.4Ghz with our program consuming only 10-15 percent
of the CPU time. We believe improved parallelization could increase the CPU usage to
100 percent and our results would run even faster. Profiling our program showed that our
additional social algorithm used only 2.28% of the computation time for our run with 1000

Table 5.2: Performance results without render time. The social crowd part of our implementation consumed 2.28% of the computation time of our program.
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Figure 5.9: Example of the artist directed nature of our algorithm. We simulate a fire alarm
in an office hall by dropping the global interest to 0 (top image) and giving everyone a
destination at the nearest exit. The conversations end (second image) and the agents move to
the exits. We change the global interest value to 1 to give the all clear (bottom two images),
and the employees return to socializing.
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agents. Notice that our flexible architecture makes this value very easy to compute since
our algorithm is modular. We believe both of these results verify our approach as creating a
method for realistic results while consuming minimal computational resources.

5.8

Future Work and Conclusion

In terms of future work, our algorithm is limited by group size since we currently can only
generate groups of up to two people. Sociological work consistently has found that the
equilibrium nature of crowds tends toward smaller groups of two or one, with less than 12% of
observations showing groups of size three or more (see James [32] and Coleman [11]), Further,
in larger groups people tend to break into smaller subgroups [11]. We believe this means our
current results are still relevant and generally applicable, but we are still looking at ways of
generalizing our work to larger groups.
We have presented our algorithm that addresses three consistent issues with previous
crowd simulation work: unnatural socializing, inflexible implementations, and limited social
environments. To address these, our algorithm uses the area of transactional analysis to
create believable socializing between agents. Additionally, our simulation is built on a very
flexible architecture that allows for almost any obstacle avoidance algorithm. Lastly, we allow
for easy, real-time artist direction, allowing the user to choose the desired social environment
and even change this mid-simulation.
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Chapter 6
Conclusion

In the introduction, the importance of crowd simulation algorithms in facilitating
storytelling in The Lion King was discussed. In the almost twenty years since the release of
that masterpiece, crowd simulation algorithms have continued to be an influential part of film
creation, computer game interaction, architectural design, city planning, emergency planning,
epidemiology, and the study of animals. The algorithms presented in this dissertation
strengthen the power of crowd simulation algorithms in all these areas.
Chapter 2 laid critical ground work for optimal crowd simulation, focusing on how
agents should turn while approaching their destinations. These results break from previous
research, which largely ignores the acceleration angle threshold. Thus, the agents in previous
work are not turning at the right time to reach their destinations as quickly as possible.
The results from this chapter are of immediate impact to any crowd simulation algorithm
since they can tell agents the exact moment to start accelerating to reach their destinations
the quickest. These results also lay the groundwork for future research into optimal crowd
simulation.
Chapter 3 presented a novel technique for placing crowd agents on arbitrary surfaces.
Previous research has been almost exclusively constrained to 2D surfaces or 3D surfaces that
can be easily broken down into 2D subsections. By doing crowd simulation directly on the
surface, our techniques allow crowd simulation to be done on environments of any topology.
Thus, crowd simulation is now possible on an array of surfaces where it was previously difficult
or impossible. New surface types handled by our approach that fall into this category include
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multistory buildings, caves, science fiction structures such as space ships and asteroids, and
areas where insects swarm such as their colonies.
Chapter 4 presented new algorithms for visibility testing on arbitrary surfaces. The
focus of this chapter was on visibility testing for real-time strategy games, which have
previously been constrained to 2D surfaces. The algorithms presented in this chapter open
up a whole new set of possibilities for these games by increasing the types of surfaces on
which they can be played. Additionally, these algorithms could be used in future research for
agents autonomously exploring unknown areas or for predator-prey scenarios.
Chapter 5 presented novel algorithms for social dynamics based on transactional
analysis. Previous work in crowd simulation largely ignored the social interaction of agents.
As a result, previous crowds tend to spread out evenly to avoid collisions and lack the
clumping that social interactions bring. By relying on transaction analysis, the algorithms
in Chapter 5 bring people together in realistic ways and allow people to stop and talk and
pair walk. The resulting crowds show much more realistic grouping patterns and are artist
directable.
The algorithms presented in this dissertation address the issues inherent in today’s
crowd simulation systems, as outlined in the problem statement contained in Chapter 1. These
algorithms allow agents to reach their destinations faster, work on arbitrary surfaces, and
show realistic social dynamics. These improvements mean that crowd simulation algorithms
will now be both more useful and more available to the industries that rely on them.

6.1

Future Work

Each area discussed in this dissertation opens up many areas of future possibilities, in addition
to other areas unexplored by this work.
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6.1.1

Optimal Crowd Simulation

The ultimate goal with optimal crowd simulation is to determine the best crowd pattern for
agents to reach their destination, regardless of the number and configuration of the agents.
Such an algorithm would provide a good framework comparing obstacle avoidance algorithms
and path planning algorithms. Even small modifications in this area could significantly
improve crowd simulation algorithms. For example, if this work were extended to allow
agents to have any initial starting velocity, the resulting algorithm could provide a tight A*
heuristic that could be used in planning all segments of an agent’s path. This could be used
to speedup A*-based obstacle avoidance algorithms, such as those used by Singh et al. [89]
and Levine et al. [51]. Another area of research that these results open up is comparing real
human motion to mathematically optimal motion (similar to [25]). If there are discrepancies
then there could be significant follow-up work on why these discrepancies exist and how to
make crowd simulation algorithms more realistic.

6.1.2

Crowds on 3D Surfaces

The 3D crowd simulation algorithms proposed in Chapters 3 & 4 take a low-level, surfacebased approach to path planning. This proves very effective, but in the last two decades of
2D path planning work, there has been a constant pull toward higher-level path planning.
This higher-level path planning tends to break surfaces into larger sections than points on a
grid or vertices on triangles. These algorithms are preferred because they tend to run faster
and often provide corridors easily and automatically for the agents in a crowd simulation.
However, moving from the 2D plane to arbitrary 3D surfaces renders most of these algorithms
obsolete. Thus, further 3D crowd simulation research will most likely follow this trend of
moving from low-level planning to high-level planning.
One possible method for breaking surfaces down into larger logical sections might
involve a random seed approach. In such an algorithm, random triangles would be chosen
and then regions would be expanded based on certain criteria. For example, a region might
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expand if neighboring triangles do not have divergent normals, do not have static obstacles,
and keep the area convex. In this case, path planning could be done on the graph of these
areas instead of over each triangle. However, the main problem is that adding triangles to a
region while maintain convexity is non-trivial on a highly curved surface. This research area
is excited and promising, but still poses many interesting geometric challenges.

6.1.3

Social Crowds

Chapter 5 presented a social crowds algorithm that successfully integrates the psychological
area of transactional analysis into social crowd dynamics. The results are very promising and
can be expanded in many ways. For example, the algorithms in Chapter 5 are constrained
to work on pairs of interacting agents. This constraint is in place because transactional
analysis does not address interactions of groups of more than two. However, people do
interact in groups of more than two, even if these interactions are less frequent (see James
and Coleman [11, 32]). Thus, the results in Chapter 5 could be enhanced by moving to
other psychological theories of social interaction. Also, Karamouzas and Overmars [43]
presented work on the movement of people in groups of two or three that show more dynamics
than allowed by the work in Chapter 5. Integrating their work is non-trivial since they
constrain their crowds to only use one obstacle avoidance algorithm, but the principles could
be extended in a more generic way to fit our model.

6.1.4

Crowds and Articulated Motion

This dissertation, and the crowd simulation research area in general, does not address the
promising area of crowd simulation and articulated motion. Spurred by Kovar et al.’s work
in motion graphs [45], articulated motion has been a very successful technique for simulating
realistic human motion. However, this work has grown independent of crowd simulation,
which still relied primarily on the point-based model of agent motion. Unfortunately, this
point-based model leads to foot sliding and other unrealistic motions when combined naively
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with an animated walk cycle. Combining articulated motion research with crowd simulation
research could resolve these issues and produce crowds that move naturally when viewed at a
distance and produce agents that move smoothly when viewed up close.
Moving from a point-based model to an articulated motion model of human motion
is non-trivial, however. Primary issues include that fact that real people have subtle but
important lateral movement in their stride that a point-based model does not capture. Thus,
using articulated motion means moving to a higher-dimensional model of movement for
which current obstacle avoidance algorithms are not designed. As a result, this research area
has vast opportunities to rethink many of the fundamental assumptions of current crowd
simulation algorithms.

6.1.5

Other Future Work

There are several other areas of future work opened up by this research that deserve attention.
One of the frequent justifications for crowd simulation work is its application to the
design of buildings and cities. Such justifications are valid, since crowd simulation is frequently
used in building and city design both in academic venues [80] and commercially [53]. With
the results in Chapters 3 & 4, new areas of design are opened up in the area of arbitrary 3D
crowd simulation. These range from traditional problems, such as hall design in multistory
buildings, to fascinating questions in entomology, such as how insects build colonies.
Another application of this research is in the realm of epidemiology (see Shao et
al. [82]). With the advent of very realistic crowd simulation algorithms, epidemiologists
can now study the spread of disease using actual simulations instead of purely theoretical
approaches. With the addition of crowds on 3D surfaces, the research in this dissertation
could further enhance this area. Additionally, traditional crowd simulations do not account
for social dynamics, and agents usually spread out to create an even distribution across a
surface. By adding social dynamics, crowds show distinctly different patterns that match
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those in real crowds. By adding social dynamics to crowd simulation for the study of the
spread of disease, the results may be far more reliable.
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