We study the pointwise regularity of solutions to parabolic equations. As a first result, we prove that if the modulus of mean oscillation of ∆u − u t at the origin is Dini (in L p average), then the origin is a Lebesgue point of continuity (still in L p average) for D 2 u and ∂ t u. We extend this pointwise regularity result to the parabolic obstacle problem with Dini right hand side. In particular, we prove that the solution to the obstacle problem has, at regular points of the free boundary, a Taylor expansion up to order two in space and one in time (in the L p average). Moreover, we get a quantitative estimate of the error in this Taylor expansion. Our method is based on decay estimates obtained by contradiction, using blow-up arguments and Liouville type theorems. As a by-product of our approach, we deduce that the regular points of the free boundary are locally contained in a C 1 hypersurface for the parabolic distance x 2 + |t|.
Introduction

The heat equation
In this paper, we are interested in the pointwise regularity of solutions to parabolic problems. We first consider the solutions to the following heat equation It is well-known that if f is Hölder continuous in the cylinder Q − 1 , then so are the spatial second derivatives of u and the time first derivative of u (see for instance [11] ). Let us introduce the following parabolic modulus of continuity of f on the cylinder Q |f (x, t) − f (y, s)|.
Definition 1.1 (Dini function)
A function σ is said to be Dini if It is well-known (see [15] ) that if σ is Dini, then the second derivatives of u are continuous in the cylinder Q Notice that the modulus of continuity of u t then follows from equation (1.1) itself.
Up to our knowledge, such results are usually obtained assuming a modulus of continuity in an open set. Here we change the point of view, and only consider pointwise modulus of mean oscillation, like for instance [16] . For any p ∈ (1, +∞), we define a kind of modulus of mean oscillation (in L p average) of the function f at the origin as (1.2)ω(r) =ω(f, r) = inf
Furthermore, we denote byP 2 the set of polynomials of degree less than or equal to two in space and of degree less than or equal to one in time. Let iii) Pointwise control on the solution Ifω is Dini, thenÑ(u, ·) is Dini, and there exists a caloric polynomial P 0 (i.e., a solution of (P 0 ) t = ∆P 0 ) of degree less than or equal to two in space and of degree less than or equal to one in time, such that for every r ∈ (0, r * ] there holds Remark 1.5 Notice that our definition ofω(r) differs from the analogue given in [13] , not only because we consider here the parabolic problem instead of the elliptic one, but also because there is no supremum in this new definition. From that point of view, estimate (1.5) is finer than the one given in [13] , and than the ones that can be found in the classical literature.
We would like to emphasize that the result of Theorem 1.2 is completely pointwise, which does not seem to be so usual in the literature.
The model obstacle problem
In the second part of this article we are in particular interested in the regularity of the free boundary for solutions to the parabolic obstacle problem. The model problem is the following. Consider a function u satisfying
for p ∈ ((n+2)/2, +∞), where Q − 1 is the past unit cylinder as before and χ {u>0} is the characteristic function of the set {u > 0}, which is equal to 1 if u > 0 and 0 if u = 0. From classical parabolic estimates joint with Sobolev embeddings with our assumption p > (n + 2)/2, every solution u is in particular continuous, which allows us to consider the boundary of the open set {u > 0}. Here ∂ {u > 0} is called the free boundary. Moreover, we assume that (0, 0) is a Lebesgue point for f in order to define f (0).
There is a vast literature on the above problem. In the special case when f = 1 and in a slightly more general setting, it is proved in [1] , that the solution enjoys the optimal C 1,1
regularity. Moreover, in [2] , it is proved that the free boundary ∂{u > 0} is, close to the part of the fixed boundary where u satisfies a homogeneous Dirichlet condition, the graph of a Lipschitz function. This was extended to a more general problem in [7] , where it is proved that the free boundary is at regular points a C 1 regular graph. Some partial regularity results are also proved in [8] , under the assumptions that f is Hölder continuous.
In the one dimensional setting, and under the assumption that f is Dini continuous, there is a series of paper, [3] , [5] and [4] , where this problem is studied. There it is proved that the free boundary is C 1 regular at certain regular (see the next page) points, and also that the free boundary enjoys a certain structure at the other points, the so called singular points.
Let us introduce the following kind of pointwise modulus of continuity (in L p average) of the function f at the origin:
We have the following general regularity result.
Proposition 1.6 (Quadratic growth)
Let p ∈ ((n + 2)/2, +∞). Then there exists a constant C > 0 such that if u is a solution of (1.6) with σ bounded given by (1.7), then
, where C 1 = C (1 + σ(1)).
In order to present our main result, we need to introduce the quantity
Notice that as a consequence of Proposition 1.6, M reg (u, ρ) is bounded for ρ ≤ 1/2. Recall that if the free boundary is smooth (or regular) around the origin, then it is known that the blow-up limit of the solution (i.e., the limit of certain rescalings of the solution) at the origin is unique and is an element of the set P reg . Therefore we have in particular
More generally, we define the set of regular points as
Our main result is the following: Theorem 1.7 (Modulus of continuity at a regular point of the free boundary) Let p ∈ ((n + 2)/2, ∞). There exist α ∈ (0, 1] and constants C > 0,M 0 , r 0 ∈ (0, 1) such that, given u satisfying (1.6), we have the following property. If the modulus of continuity σ defined in (1.7) is assumed Dini, and if
then there exists P 0 ∈ P reg such that for every r ∈ (0, r 0 )
Remark 1.8 With the same methods, it would be possible to get a similar estimate for any p ∈ (1, +∞), but under the stronger assumption that the coefficient of the right hand side of the equation is bounded from above and from below, i.e., 0
Remark that under the assumptions of Theorem 1.7, we recover in particular (1.8). As a corollary of Theorem 1.7 and using a Weiss type monotonicity formula, we will show in a companion paper [12] the result below. Theorem 1.9 (Regularity of the regular set of the free boundary, [12] ) Consider a solution u of (1.6), and assume that σ defined in (
is locally a C 1 hypersurface with respect to the parabolic distance. More precisely, up to a rotation of the spatial coordinates
In [12] we will also present a theory for the singular points of the free boundary, that is, for the complement of the regular part.
Organization of the paper
The organization of the paper is as follows. First, in Section 2, we recall certain classical results concerning parabolic Sobolev spaces and parabolic equations. This is followed by Section 3, where we, by contradictory and blow-up type arguments, prove our main result for the heat equation, namely Theorem 1.2.
In Section 4 we turn our attention to the obstacle problem. We prove, using mainly standard techniques, quadratic growth estimates for the obstacle problem and in Section 5, we exploit a standard non-degeneracy result and obtain a related, somewhat more technical result, refered to as weak non-degeneracy. In the following section, namely Section 6, we provide a compactness result that we strongly use to prove the main theorem (Theorem 1.7) for the obstacle problem, which is proved, using contradictory and blow-up type arguments, in Section 7.
Notation
Throughout the whole paper we will use the notation below:
-polynomials of parabolic degree less than or equal to two
Classical results for parabolic equations
Here we recall the following classical results that will be of constant use in the rest of the paper.
where W 2,1
The result above is a special case of Theorem 7.22 on page 175 in [11] .
and where C α (Q − r ) refers to the parabolic Hölder space.
This result is contained in Lemma 3.3 on page 80 in [10] .
where
. Then there exists a constant C > 0 (depending only on p, the dimension n and r > 0) such that
This result can be found in Proposition 7.18 on page 173 in [11] .
Proof of Theorem 1.2
In order to give the proof of Theorem 1.2, we show a basic decay estimate in a first subsection and some routine results in a second subsection. The proof of Theorem 1.2 is done in the third subsection.
A basic decay estimate
Given a function f , we consider a (unique) constant c r such that
We define the particular set of caloric polynomials:
of degree less than or equal to 2 in space of degree less than or equal to 1 in time
Considering a particular polynomial P * ∈P 2 which satisfies ∆P * − (P * ) t = 1 (for instance
and for a function u solving (1.1) we let
Forω(f, r) andN(u, r) respectively defined in (1.2) and (3.1), we now define for 0 < a < b
Then we have the decay estimate below.
Proposition 3.1 (Basic decay estimate)
Given p ∈ (1, +∞), there exist constants C 0 > 0 λ, µ ∈ (0, 1) (depending on p and the dimension n) such that for every function u and f satisfying (1.1) with the notation given in (3.2), there holds
In order to prove this proposition, we will need the following result whose proof is postponed to subsection 3.2.
Lemma 3.2 (Estimates ofN in larger balls)
Let u be a solution of
Proof of Proposition 3.1
The proof is done by contradiction. If this is not true, we can find sequences
3) fails with the corresponding functions u k and f k satisfying (1.1). This means that
Step 1: Construction of sequences and a priori estimates Let us consider a (not necessarily unique)
Moreover, define the rescaled functions
where P k ∈ P 2,cρ k is one polynomial realizing the infimum definingN(u k , ·) at the level ρ k . Now, we wish to pass to the limit, but first we need to control the sequence w k . By definition (3.7) inf
In addition, sinceN
we also have for s ∈ (1,
Notice that from (3.5) we deducê
This implies for s ∈ (1,
Furthermore, one can easily check that for H = ∆ − ∂ t and s ∈ (1,
Step 2: Identifying the limit and contradiction From (3.8) and the interior parabolic estimate (Theorem 2.1), it follows that there is a subsequence again labeled w k , converging in L p loc (R n × R − ) to a caloric function w 0 . By passing to the limit in (3.7) we get (3.9) inf
Similarly, passing to the limit in (3.8) yields for all s ≥ 1
Hence, w 0 is a caloric function in R n × R − that grows at most quadratically in space and linearly in time (up a logarithmic correction). This implies that w 0 is a caloric polynomial of degree at most two in space and one in time, i.e. w 0 ∈P 2 . This clearly contradicts (3.9) . This ends the proof of Proposition 3.1.
Some routine results
Proof of Lemma 3.2
The proof of this lemma is similar to the proof of Lemma 2.9 in [13] .
Step 1: Statement of (3.10) On the one hand, we use the fact that there exists a constant C 2 > 0 such that for any P ∈P 2 and for any r ≥ 1 there holds
Following the proof of Lemma 2.9 in [13] , we consider a dyadic decomposition of the cylinder Q − ρ , and estimate the quantities in each sub-cylinder. More precisely, we get for 1 ≤ ρ = 2 k r with r ∈ [1/2, 1) that
Step 2: Proof of estimate (3.11) On the other hand, for any γ > 1, we also notice that for α ∈ [1, γ], we have for any r > 0
Therefore, for any γ > 1, there exists a constant C γ > 0 such that
Step 3: Conclusion Using (3.11) with γ = 2, we get the result (3.4) with the integral onN replacing the sum in the right hand side of (3.10). This ends the proof of Lemma 3.2.
Given (u, f ) and λ ∈ (0, 1), let us introduce the notation
r).
Contrarily to what is done in [13] , the functions N and ω are not necessarily monotone in r. Nevertheless, we have the following routine result (the analogue to Lemma 3.4 in [13] ). for some constants C 0 > 0, λ, µ ∈ (0, 1) and assume that ω is Dini. Then there exists a constant C ′ 0 > 0 depending only on C 0 , λ, µ > 0, such that for every ρ ∈ (0, λ/2] and with α = ln µ/ ln λ there holds
Remark 3.4 Notice that the quantities N and ω defined in (3.12) satisfy (3.13) because of the basic estimate (Proposition 3.1) and do also satisfy (3.14) because of (3.11) with γ = 1/λ (with C 0 = max(C 0 , C 1/λ )).
Proof of Proposition 3.3
Step 1: Estimate on N(r) We claim that we have for all r ∈ (0, λ]
The proof is the same as Lemma 3.3 in [13] with r 0 = 1, except that we estimate for r 1 ∈ (λ, 1]
This gives the new value to the constant (3.16)
Here we have replaced the lack of monotonicity of N by the first line of assumption (3.14).
Step
where in the second line we have used the second line of assumption (3.14) (because of the lack of monotonicity of ω). The remaining part of the proof of Lemma 3.4 in [13] is unchanged and then implies the result. This ends the proof of Proposition 3.3.
Proof of Theorem 1.2 Proof of Theorem 1.2 Proof of i)
Using definition (3.12) of N and ω, and estimate (3.15) with the constant C 2 given in (3.16), we deduce that for r ∈ (0, λ]
From (3.11) with γ = 1/λ, we deduce that for all r ∈ (0, 1]
which implies (1.4) because we always havẽ
.
Proof of ii)
This follows from (3.15).
Proof of iii)
Step 1: Dini property Proposition 3.3 implies that N is Dini if ω is Dini. Then we deduce thatN(u, r) (and theñ N (u, r)) is Dini, ifω(f, r) is Dini.
Step 2: Estimate (1.5) The proof of Lemma 3.5 in [13] is straightforward to adapt to our case. Using our Lemma 3.2 instead of Lemma 2.9 in [13] , this shows that there exists a polynomial P 0 ∈P 2 such that for all ρ ∈ (0, r * ] with r * = λ/2
We deduce (1.5) using Proposition 3.3 joint with (3.11).
Step 3: P 0 is caloric From (1.5) and the interior estimates (Theorem 2.1) we also deduce that
converges, as ε → 0, to a function v ≡ 0, which is a solution of
Since f (0) = 0, this shows that P 0 is caloric.
Step 4: Bound on the coefficients of P 0 We simply apply (1.5) for r = λ/2 and this implies the bound on the coefficients of P 0 . This ends the proof of the theorem.
Growth estimates for the obstacle problem
In this section we will prove some growth estimates of solutions to (1.6). Some of the results are of independent interest while some are needed in the sequel.
Proposition 4.1 (Quadratic growth in mean)
Let u be a solution of (1.6) with p ∈ ((n + 2)/2, ∞). Then there are positive constants r 0 and
whenever r < r 0 .
Proof of Proposition 4.1 Define for r ∈ (0, 1]
By iteration it is sufficient to prove that there exists C > 0 and r 0 ∈ (0, 1] such that for all solutions u of (1.6), for all r ≤ r 0 either
In order to prove that this holds we argue by contradiction. If this does not hold, there are sequences u j , f j and r j → 0,C j → ∞ such that
Define the rescaled functions
Observing that for ρ ≤ 1/r j we have This contradicts the strong maximum principle for caloric functions (see Theorem 11 on page 375 in [9] ) and ends the proof of the proposition.
Using Proposition 4.1 we prove the following corollary that implies Proposition 1.6. 
Proof of Corollary 4.2 Define
Then Proposition 4.1 implies that for r < r 0 ,
Moreover, there holds
Therefore, by interior estimates (Theorem 2.1)
and thus, by the Sobolev embedding (Theorem 2.2)
Scaling back to u yields the desired result.
Non-degeneracy
In this section we prove that solutions of (1.6) cannot decay too fast close to the origin, and the rate at which this can happen, naturally depends on f .
Proposition 5.1 (Non-degeneracy)
Let p ∈ ((n + 2)/2, ∞). In addition, assume that u solves
Then there exists a constant C 0 > 0 such that
Proof of Proposition 5.1 Let v be the solution of
, we see that
The classical parabolic estimates (Theorem 2.3) imply
. Applying the Sobolev embedding (Theorem 2.2) and scaling back to v, we deduce
Therefore, by the maximum principle, w attains its positive maximum > λ on ∂ p (Q d (x 0 , t 0 ) ∩ {u > 0}). Whenever u = 0 we have w ≤ λ. Thus, the maximum is attained on {u > 0} ∩ ∂ p Q d (x 0 , t 0 ) and we have λ < sup
The result follows. A corollary from this non-degeneracy follows below.
Corollary 5.2 (Weak non-degeneracy)
Let p ∈ ((n + 2)/2, ∞). Assume that u m and f m verify
as m → ∞.
Then for any compact
• denotes the interior of the set {u ∞ = 0}), there exists a constant C > 0 (independent of τ m ) such that
Proof of Corollary 5.2
We argue by contradiction. Choose d such that
Suppose that u m (P m ) ≥ C m τ m for P m ∈ K and C m → ∞. Clearly, for m large enough we have
and thus
Then, from Proposition 5.1, we know that
where P m → P ∞ ∈ K. This is a contradiction.
A compactness result
The main result of this section will be Corollary 6.7 which shows the compactness in L p of certain sequences. This result will be applied in the next section.
Lemma 6.1 (Cacciopoli type estimate) Let u be a solution of
and P be a solution of (6.1) with f replaced by the constant function f (0). Furthermore, set w = u − P and W = w|w| p 2 −1 for p ∈ (1, +∞). Then for any η ∈ C ∞ 0 (R n+1 ) such that supp η ⊂ Q r with 0 < r ≤ 1, we have
), and η = 1 on B 1 2 × {t = 0}. We now apply the proof of Lemma 6.1 to W t 0 together with Young's inequality applied to the last term of (6.2). This gives
this implies the result.
x -estimates for w) Under the same assumptions as in Lemma 6.1, there is q ∈ (1, p] such that for any 0 < r < 1, we have
Proof of Corollary 6.3
We divide the proof into two cases, depending on whether p > 2 or not. In order to clarify the dependence of ω on p, we write it ω p . Case 1: p ≥ 2. In this case we can simply apply Lemma 6.1 with p = 2 to obtain for 0 < r < 1:
We compute for 0 < r < 1:
The first factor can be estimated using Lemma 6.1 and the second one by C||w|| L p (Q − r ) . This is due to the fact that (2/q) ′ = (1 − q/2) −1 which implies that the exponent of w is −q(p/2 − 1)/(1 − q/2) = −q(p − 2)/(2 − q). We realize that for q = 1 this equals 2 − p < p, and hence if we take q > 1 small enough the exponent will be less than p.
Lemma 6.4 (Partial L
1 -estimates of the right hand side) Under the same assumptions as in Lemma 6.1, for any 0 < r < 1 there holds
and h ε = f (0)(χ {u>0} − χ {P >0} ) sgn ε (w). As before we have
We observe that sgn ε (w) is the derivative of a convex function β ε (w) ≥ 0. Therefore
and
Adding up, this gives
Observing that |β ε (w) − |w|| ≤ ε/2, we see
Hence, the Dominated convergence theorem implies
. Thus, by Corollary 6.3,
which gives (6.3) . This ends the proof of the lemma.
Below we state a result of Simon we will be using (see Theorem 6 on page 86 in [14] ) and a small lemma that we will need.
Theorem 6.5 (Compactness in Banach spaces)
Let X 0 ⊂ X ⊂ X 1 be Banach spaces such that X 0 is compactly embedded in X and X is continuously embedded in X 1 . Moreover, assume that u k is a sequence of functions such that for some
where I ⊂ R is a compact interval. Then there is a subsequence u k j that converges in L p (I; X) for all 1 ≤ p < q.
Lemma 6.6 (Inclusion in dual spaces) For any r there holds
Proof of Lemma 6.6
We first we prove the inclusion
where 
whenever s ′ > n, which is equivalent to s < n n−1 . This ends the proof of the lemma.
Combining these two results with the previous section, we can conclude to the following compactness result.
Corollary 6.7 (Compactness)
Assume we have sequences of functions u k and P k such that
Assume further that with w k = u k − P k there holds for some p ∈ (1, +∞)
Then there is a subsequence of w k converging in
). Moreover there is q > 1 such that
Proof of Corollary 6.7
The proof is divided into two parts. Part 1: (Convergence a.e.) From Lemma 6.2 and Corollary 6.3 it follows that (for q > 1)
Moreover,
By Lemma 6.6, up to reducing q < n n−1 , we have ∇L q (B r ) ⊂ W −1,q (B r ) for any B r . Then Corollary 6.3, Lemma 6.4 and (6.4) imply that
Now we wish to apply Theorem 6.5.
) and
). We can then conclude that there is a subsequence of
). Hence, there is a subsequence that converges a.e..
Part 2: (L p -convergence) We wish to apply Theorem 6.5 to the sequence |w k | p . In order to be able to do that, we need estimates.
Step A: Bound on ∇|w k | p We set W k = w k |w k | p 2 −1 . We observe that from Lemma 6.2 and (6.4), we have
On the other hand, Lemma 6.1 implies
Therefore, from the elliptic Sobolev embedding (with an abuse of notation if n = 1)
Then the interpolation between (6.7) and (6.9) gives for any α ∈ (0, 1) (this is a classical result which can for instance be easily deduced from the L p -interpolation in Brezis [6] 
This implies the existence of some p 0 > 2 such that
Then, with the q given in Part 1
is increasing in q with value 2 for q = 1. Therefore, under our assumptions, and up to reducing q > 1, we can chose q such that q(
We then use (6.8) and (6.10) to conclude that
Step B: Using the PDE to conclude In order to obtain some information about ∂ t |w k | p we need to play with the equation for w k again. Multiplication by |w k | p−1 sgn(w k ) gives
Rearranging a bit this yields
An observant reader might see that a priori, the calculations above are not valid other than in some formal sense. However, a simple approximation argument can make this rigorously justified. Now, Lemma 6.1, the bound (6.4) and Hölder's inequality imply that
Estimate (6.11) and Lemma 6.6 imply
) and estimate (6.12) and Lemma 6.6 imply
Hence,
) ≤ C. ).
Part 3: (Proof of (6.5)) Finally, (6.5) follows from Corollary 6.3 and the bound (6.4) . This ends the proof of the corollary.
7 Decay estimates and the proof of Theorem 1.7
The aim of this section is to prove Theorem 1.7. The key result is Proposition 7.2. We define N(u, ρ) = inf which is nothing else than the quantity M reg (u, r) defined in the introduction. We will need the following result: 
Proof of Lemma 7.1
The proof of this lemma is similar to the proof of Lemma 2.9 in [13] , which is proved by decomposing B ρ into dyadic balls and estimating the quantities in each of the balls. We notice in particular that for α ∈ [1, 2], we have
which is used in order to get the result with the integral of N on the right hand side.
Proposition 7.2 (Decay estimate)
Let u be a solution of (1.6). Then there are constants M 0 , C 0 > 0, r 0 , λ, µ ∈ (0, 1) such that for all r < r 0 M(u, r) ≤ M 0 =⇒ M(u, λr) < µM(u, r) or M(u, r) < C 0 σ(f, r).
Proof of Proposition 7.2
Step 1: Construction of sequences and a priori estimates We argue by contradiction. If this is not true, we can find C k → ∞, M k , r k , λ k → 0 and µ k → 1 such that the statement above fails with the corresponding functions u k and f k , i.e., we have M(u k , r k ) ≤ M k but still
We note that by our assumption, M(u k , λ k r k ) → 0. This implies that we can, passing to another subsequence if possible, assume that for some 0
where P k ∈ P reg is a half-space function realizing the infimum defining N(u k , ·) at the level ρ k . Now, we wish to pass to the limit, but before doing that we need to gather up some informative estimates mainly on the functions w k . By definition (7.2) inf
Moreover, with sρ k ≤ r k , we have
part of w ∞ would make the right hand side of (7.7) blow up as s → 0. Since w * vanishes on {x 1 = 0}, we have α = 0 and w * must be a spatial harmonic polynomial homogeneous of degree two. Therefore, as in [13] (Step 3 of the proof of Proposition 6.2), we see that w * ∈ T P∞ P reg which contradicts (7.6) . This ends the proof of the proposition.
Proof of Theorem 1.7
The theorem follows by combining Proposition 3.2 in [13] with the present Proposition 7.2.
