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Abstract—We consider the revenue management
problem of finding profit-maximising prices for de-
livery time slots in the context of attended home
delivery. This multi-stage optimal control prob-
lem admits a dynamic programming formulation
that is intractable for realistic problem sizes due to
the so-called “curse of dimensionality”. Therefore,
we study three approximate dynamic program-
ming algorithms both from a control-theoretical
perspective and in a parametric numerical case
study. Our numerical analysis is based on real-
world data, from which we generate multiple sce-
narios to stress-test the robustness of the pricing
policies to errors in model parameter estimates.
Our theoretical analysis and numerical benchmark
tests show that one of these algorithms, namely
gradient-bounded dynamic programming, domi-
nates the others with respect to computation time
and profit-generation capabilities of the delivery
slot pricing policies that it generates. Finally, we
show that uncertainty in the estimates of the model
parameters further increases the profit-generation
dominance of this approach.
I Introduction
Online grocery sales have been on the rise for the past
few years. U.S. households are predicted to spend over
$100 billion per year on online grocery shopping in 2022
according to the Food Marketing Institute [1] and up to
$133.8 billion per year according to GlobalData [15]. Sim-
ilar developments take place in Europe where, e.g. in the
Netherlands, online grocery sales are predicted to grow an-
nually by 14% to reach a share of 16% of all grocery sales
in 2030 [4].
One of the main holdbacks for growth of online super-
markets is the increased cost of home delivery compared
with the logistics of brick-and-mortar supermarkets [8].
Moreover, another logistical problem for online supermar-
kets is that they have to fulfil attended home delivery, i.e.
to deliver groceries to customers in pre-agreed delivery
time windows. To this end, customers are asked to se-
lect a delivery time window as part of the purchase on the
sales website. From the side of the product-selling com-
pany, this poses an optimisation question: How should
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one optimally adjust prices for delivery slots over time to
maximise profits, by taking into account how customers
respond to price changes and how customer choice affects
delivery costs? We denote this question as the revenue
management problem in attended home delivery.
Broadly speaking and independently of any specific
problem characteristics, revenue management problems in
attended home delivery can be viewed as optimal control
problems. The dynamics of customers choosing delivery
time windows on the booking website form the plant that
we seek to control. We can measure the customer choice
behaviour by keeping track of placed orders, which we can
use as state feedback. An optimal control law would then
use information from the states to update delivery slot
prices, which serve as control inputs to our plant as shown
schematically in Fig. 1 below.
Figure 1: A feedback control view of the revenue manage-
ment in attended home delivery problem.
In principle, the exact state of orders is high-
dimensional. For example, it would need to represent loca-
tions of all customers and their chosen delivery time slot,
if any. For industry-sized problems the number of states
required to compute the optimal pricing policy exactly for
all states becomes prohibitively large. Therefore, several
model simplifications have been proposed in the literature;
see [17] for an overview.
In this paper, we focus on the state-space representation
of [20, 21]. In this set-up, we split the delivery area into
several sub-areas, each of which is served by a single de-
livery vehicle. We can then solve the optimal delivery slot
pricing problem for each delivery sub-area separately. In
that case, the dimensionality of the state is the number of
delivery time slots of any delivery day. The state of orders
can then be thought of as a vector whose entries represent
the number of deliveries for every delivery time slot in a
particular sub-area.
For this problem, [20] proposes a dynamic programming
(DP) formulation and an approximate DP scheme. Their
algorithm approximates the exact value function of the DP
as an affine function in the vector of states. In its conclu-
1
ar
X
iv
:2
00
8.
00
78
0v
1 
 [m
ath
.O
C]
  3
 A
ug
 20
20
sions, [20] suggests that a possible direction for further
research would be to explore non-linear approximate value
functions. This direction is also proposed for future ex-
ploration in the conclusions of [9]. The recently developed
approximate DP algorithm in [22] was derived outside the
attended home delivery literature and it provides such non-
linear approximate value functions. However, we show in
this paper that both of these algorithms suffer from the-
oretical limitations from an optimal control view. These
can be overcome by a third approximate DP algorithm,
presented in [13], termed gradient-bounded DP. The main
contributions of this paper are thus:
1. We explain the theoretical limitations of the affine
value function approximation algorithm from [20] by
showing that it results in an open loop controller, thus
motivating the use of non-linear value function ap-
proximations, which provide state feedback.
2. We adapt the non-linear stochastic dual DP algorithm
from [22] to the revenue management problem in at-
tended home delivery and show we can use a simpli-
fied version of the algorithm, which neglects a reg-
ularisation term that is redundant for the problem
under study in this paper. However, despite it being
able to work as a closed loop controller, we show that
non-linear stochastic dual DP imposes difficulties in
the computation of the optimal control policy since
it requires the solution of a non-convex optimisation
problem.
3. We then show that our gradient-bounded DP algo-
rithm from [13] can overcome the limitations of the
other two algorithms, since it provides non-linear
value function approximations, which can be com-
puted using convex optimisation. We demonstrate
the efficacy of this approach by means of a multi-
scenario case study based on data from [20], in which
we benchmark the performance of all three algorithms
when the model parameters are known exactly. Fur-
thermore, we include a detailed model parameter sen-
sitivity analysis, which stress-tests the robustness of
the algorithms against modelling errors, thus seeking
to provide a balanced view on how these algorithms
are likely to perform in practice. Such a comparative
numerical case study is new for the problem as formu-
lated in the next section and hence, it complements
the numerical studies on attended home delivery con-
ducted on different problem formulations, e.g. in [9].
The structure of the remaining paper is as follows: We
formally define the underlying optimisation problem and
its DP formulation in Section II. Section III presents a
general, sample-based approximate DP algorithm and we
explain how the three algorithms considered in this paper
are special cases of this general algorithm. In that section,
we also elaborate on the main theoretical limitations of
the first two algorithms and how the third overcomes these.
Since the profits generated by all three algorithms are ran-
dom variables, we explain how we quantify their profit-
generation performance in Section IV. We then demon-
strate how the gradient-bounded DP algorithm dominates
the two other algorithms by means of a multi-scenario nu-
merical case study and robustness to uncertainty analysis
in Section V. Finally, we conclude the paper and provide
some directions for future research in Section VI.
Notation: Given some s ∈ N, let 1s be a column vec-
tor of all zeros apart from the s-th entry, which equals 1.
Furthermore, we define the convention that 10 is a vec-
tor of zeros, i.e. 10 := 0. Let 1 denote a vector of ones.
Let 〈·, ·〉 denote the standard inner product of its argu-
ments. Let E denote the expectation operator, let Pr(·)
denote the probability of its argument and let 1(·) denote
the indicator function.
II Problem statement
A Multi-stage optimal control problem formulation
Revenue management in attended home delivery can be
formulated as the following multi-stage optimal control
problem for any delivery sub-area served by a single de-
livery vehicle: Customers are assumed to be allowed to
make bookings in a finite time horizon and there is only a
finite number of times that the online vendor can change
delivery slot prices. Therefore, we consider a finite and
discrete time horizon T := {1, 2, . . . , t¯}. There is an ad-
ditional time step t¯ + 1, at which no bookings happen
anymore, which we will use to define the terminal con-
dition of the problem. Suppose that the delivery day is
split into n delivery time slots. Denote the set of de-
livery time slots by S := {1, 2, ..., n}. As mentioned in
Section I, we focus on an aggregated state-space repre-
sentation, where for any time step t ∈ T ∪ {t¯ + 1} we
define a state vector xt ∈ X ⊂ Zn, whose entries are the
number of orders placed in the respective delivery time
slots. The set X is defined by the maximum state vector
x¯, i.e. X := {xt ∈ Zn | 0 ≤ xt ≤ x¯}. For any t ∈ T , we
define the delivery charge vector dt := [d1,t, d2,t, . . . , dn,t]
ᵀ.
Let the set of admissible delivery charge vectors be
D :=
{
dt
∣∣ ds,t ∈ [d, d¯ ] ∪ {∞} for all s ∈ S }.
For any s ∈ S, define the transition probability between
two states xt and xt+1 = xt + 1s under delivery price
vector dt as Ps(dt), where we require Ps(dt) ≥ 0 for all
(s, dt) ∈ S × D. We impose that
∑
s∈S Ps(dt) < 1, such
that the probability of the customer not choosing any slot
is defined as P0(dt) = 1−
∑
s∈S Ps(dt). This requirement
implies that transitions from xt to xt+1 are only possible
in the positive direction and by at most a unit step along
one dimension. Such models are typical for order-taking
processes (see [2, 18, 20, 21]). For the purpose of the case
study, we will assume that the customer choice model fol-
lows a multinomial logit model, like in [7, 20, 21], i.e.
Ps(dt) :=
exp(βc + βs + βdds,t)∑
k∈S exp(βc + βk + βddk,t) + 1
, (1)
for all (s, d) ∈ S × D, where βc ∈ R denotes a con-
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stant offset, βs ∈ R represents a measure of the pop-
ularity for all delivery slots and βd < 0 is a parameter
for the price sensitivity. Note that the no-purchase util-
ity is normalised to zero, i.e. for the no-purchase “slot”
s = 0, we have a no-delivery “charge” d0,t = 0, such that
βc + β0 + βdd0,t = βc + β0 = 0 and hence, the 1 in the de-
nominator of (1) arises from exp(βc + β0) = 1. Further-
more, note that the constant offset βc is not necessary,
since it can be absorbed in the {βs}s∈S∪{0} parameters.
However, βc is often kept in practice to normalise one of
the {βs}s∈S∪{0} parameters to zero (see e.g. [20]). Finally,
we define an average revenue per order r ∈ R, an expected
customer arrival rate (on the booking system) per time
step λ ∈ (0, 1] and an approximate delivery cost function
C : Zn → R∪∞, which we assume is Lipschitz continuous.
The role of infinite delivery costs is to indicate infeasible
states. We construct a multi-stage optimal control prob-
lem of the following form:
max
{dt∈D}t¯t=1
− C(xt¯+1) +
∑
t∈T
〈xt+1 − xt, dt + r〉,
subject to xt+1 = xt + ξt, for all t ∈ T, (2)
where ξt = 1s with probability λPs(dt) and ξt = 0 with
probability 1−λ∑s∈S Ps(dt), if xt + 1s ∈ X for all s ∈ S.
In the opposite case when xt + 1s /∈ X, we have ξt = 0 for
all s ∈ S, i.e. we do not allow orders that increase the state
x beyond the feasible set X. From an economic perspec-
tive, the objective value is the total expected operational
contribution margin, i.e. revenue from sales and delivery
charges minus delivery costs. For simplicity, we will refer
to this objective as simply the expected profit that we seek
to maximise.
B Dynamic programming formulation
The above multi-stage optimal control problem is stage-
wise independent, which makes it possible to derive the
following DP recursion, analogously to [20], by introducing
the value function Vt : Zn → R∪−∞, which represents the
expected profit-to-go for any state-time pair (x, t) ∈ X×T
as follows:
Vt(x) := max
d∈D
{
λ
∑
s∈S
Ps(d) (r + ds + Vt+1(x+ 1s))
+
(
1− λ
∑
s∈S
Ps(d)
)
Vt+1(x)
}
∀(x, t) ∈ X × T, where
Vt¯+1(x) = −C(x) ∀x ∈ X. (3)
We assume that Vt(x) = −∞ for all infeasible states x /∈
X. Notice that we have dropped subscripts t for x and d to
simplify notation and since the time step is evident from
the value function. Furthermore, we adopt the convention
that when for any s ∈ S, it happens that ds = ∞ and
Vt+1(x+1s) = −∞, we have Ps(d)(r+ds+Vt+1(x+1s)) =
0. This corresponds to the additional profit of accepting an
unavailable slot, which is mathematically undefined in (3),
but practically it is zero. To represent the DP in a more
compact form, we define the Bellman operator T through
the relationship
Vt = T Vt+1, for all t ∈ T. (4)
Since for realistic problem instances, the above DP formu-
lation in (3) cannot be solved by direct computation of
the exact value function due to a prohibitively large num-
ber of states, one needs to approximate the value function
of the DP. However, given an approximate value function,
finding optimal prices is relatively easy. For example, for
the multinomial logit model, [7] determines approximately
optimal prices using a simple Newton root search.
III General, sample-based, iterative approxima-
tion algorithm
As mentioned in the previous section, a key to solving the
revenue management problem in attended home delivery
is to approximate the value function of the DP in (3) effec-
tively. A popular strategy, not only for this problem (see
[9, 20]), but also for other stochastic multi-stage problems
(see [14, 16]), is to use a sample-based approach and to
refine the value function along states that are likely to
be visited under the approximately optimal decision pol-
icy. Approximations can then be improved by iterating
between generating samples and refining the value func-
tion along the obtained sample paths.
We now state a general, sample-based, iterative approx-
imate DP procedure in Algorithm 1 below. The three al-
gorithms that we investigate in this paper are special cases
of this general algorithm and they differ only in step 11 of
Algorithm 1. We detail how this step is computed for each
of the individual specific algorithms further below.
Algorithm 1 General sample-based, iterative approxima-
tion algorithm
1: Initialise parameters: X,D,Ps, T, r, λ, C and imax
2: Initialise Q0t (x) ← (d¯ + r)〈1, x¯− x〉 − C(x¯), for all
(x, t) ∈ X × T
3: Initialise Q0t¯+1(x)← −C(x), for all x ∈ X
4: for i ∈ {1, 2, . . . , imax} do
5: xi1 ← 0
6: for t ∈ T do . “Forward sweep”
7: dit ← d∗(xit), the solution of (6)
8: xit+1 ← xit + sample
xit+1
{
Ps
(
dit
)}
9: end for
10: while t > 1 do . “Backward sweep”
11: Qit ← update Qi−1t
12: t← t− 1
13: end while
14: end for
We first initialise all parameters of the DP in (3) (step
1). Denote the maximum number of iterations by imax ∈ N
3
and let I := {0, 1, . . . , imax}. Let the value function ap-
proximation be denoted by Qit for all (i, t) ∈ I × T . We
could initialise Q0t to any value as long as that does not
violate any assumptions on the approximation algorithm
used, as discussed further below. However, one effective
way to satisfy the assumptions of all three algorithms con-
sidered and to speed up computation, is to initialise Q0t for
all t ∈ T using the unique fixed point of DP, V ∗ (step 2).
In [10], it is shown that the fixed point is given analytically
(under mild technical assumptions) as
V ∗(x) := (d¯+ r)〈1, x¯− x〉 − C(x¯), for all x ∈ X. (5)
Note that V ∗ is an upper bound to Vt for all t ∈ T , since T
is a monotone operator (see [5, Chapter 3]). Furthermore,
notice that the fixed point is affine in x and that the com-
ponents of the gradient are given by d¯+ r. Using the Bell-
man equation in (3), we can use this gradient to compute
the optimal delivery slot prices at the fixed point. This
leads to the optimal delivery charge being d¯ for all feasible
time slots. The intuition behind this is that the fixed point
corresponds to the limit of the value function as t tends to
−∞. Hence, going backwards infinitely many time steps,
the probability of selling out the entire delivery capacity
across all delivery slots tends to one for all prices d ∈ D.
The profit-maximising behaviour in this hypothetical sce-
nario would then be to charge customers the maximum
admissible delivery charge d¯ for all delivery time slots. Fi-
nally, we also initialise Qit¯+1(x) := Vt¯+1(x) = −C(x) for
all (x, i) ∈ X × I (step 3).
For the next steps, fix any iteration i ∈ I \ {0}. In each
“forward sweep”, we solve an approximate version of the
Bellman equation in (3) forward in time, i.e. by replacing
Vt with its approximation Q
i−1
t (step 7), i.e.
d∗(xit) := argmax
d∈D
{
λ
∑
s∈S
Ps(d)
(
r + ds +Q
i−1
t+1(x
i
t + 1s)
)
+
(
1− λ
∑
s∈S
Ps(d)
)
Qi−1t+1(x
i
t)
}
. (6)
Notice that [7, Theorem 1] have shown that for the multi-
nomial choice model, the maximisers are unique for the
above expression, hence we use equality in (6). By (6), we
compute a suboptimal dit for all t ∈ T and simulate state
transitions by sampling from the transition probability dis-
tribution given the approximately optimal decisions (step
8). This defines a sample path xit for all t ∈ T ∪ {t¯+ 1}.
In each “backward sweep”, we update the value func-
tion approximation using the particular mechanism of the
chosen algorithm (step 11). These two sequences – “for-
ward sweep” and “backward sweep” – are repeated for
imax iterations. In the next sections, we describe the ex-
act mechanisms of the three algorithms considered in this
paper, making step 11 in Algorithm 1 explicit.
A Affine value function approximation update
This approach is proposed in [20]. The idea is to approxi-
mate the value function by an affine function of the form
Qit(x) := γ
i
0 + (t¯+ 1− t)θi −
∑
s
γisxs, (7)
for all (x, i, t) ∈ X × I × T and where γis, for all
s ∈ S ∪ {0} and θi are scalar, real-valued parameters,
for all i ∈ I. Then, the updating rule in step 11
of Algorithm 1 is a gradient descent step to minimise(
Qi−1t (x
i
t+1)− T Qi−1t+1(xit+1)
)2
, which thus becomes
γi0 = γ
i−1
0 − α1
(
Qi−1t (x
i
t+1)− T Qi−1t+1(xit+1)
)
γis = γ
i−1
s − α2
(
Qi−1t (x
i
t+1)− T Qi−1t+1(xit+1)
)
xis,t+1,
for all s ∈ S
θi = θi−1 − α3
(
Qi−1t (x
i
t+1)− T Qi−1t+1(xit+1)
)
(t¯+ 1− t),
(8)
where α1, α2 and α3 are (positive) step sizes, which are
chosen to be sufficiently small for convergence of the above
iterative procedure (see e.g. [3, Lemma 8.2]).
One important observation from a control perspective is
that a value function approximation that is affine in x im-
plies that the pricing control will have no state feedback for
all states x such that x+ 1s ∈ X for all s ∈ S. To see this,
notice that (6) can be re-written in terms of differences
Qi−1t+1(x
i
t)−Qi−1t+1(xit + 1s) for all s ∈ S as follows:
d∗(xit) = argmax
d∈D
{
λ
∑
s∈S
Ps(d) (r + ds
+ Qi−1t+1(x
i
t + 1s)−Qi−1t+1(xit)
)
+Qi−1t+1(x
i
t)
}
= argmax
d∈D
{
λ
∑
s∈S
Ps(d)
(
r + ds − γi−1s
)
+Qi−1t+1(x
i
t)
}
= argmax
d∈D
{
λ
∑
s∈S
Ps(d)
(
r + ds − γi−1s
)}
, (9)
for all x ∈ X, such that x+1s ∈ X for all s ∈ S, and where
we have first substituted for Qi−1t+1 from (7) and then can-
celled the term that is independent of d since it is irrelevant
for the argmax operator. Hence, the approximately opti-
mal pricing policy does not depends on the state xit for all
(x, t) ∈ X×T such that x+1s ∈ X for all s ∈ S. This ulti-
mately means that the affine value function approximation
generates a feedforward pricing policy, which is incapable
of adjusting prices based on changes in the vector of or-
ders. This insight also provides theoretical support for
the suggestions of [9] and [20] to explore non-linear value
function approximations: The preceding discussion shows
that allowing the value function to be non-linear makes it
possible to include state feedback in the pricing policy.
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B Non-linear stochastic dual dynamic programming up-
date
In contrast to the affine value function update above, the
non-linear stochastic dual DP update generates non-linear
value function approximations, which by the above dis-
cussion make it possible to include state feedback in the
pricing policy. Similarly to [22] and [23], this update is
computed in step 11 of Algorithm 1 as
Qit ← min{H∗, Qi−1t }, (10)
where the minimum is taken pointwise and the so-called
Lagrange dual cut H∗ is defined as
H∗(x) := v∗ − 〈µ∗, xit+1 − x〉, for all x ∈ X (11a)
and where
v∗ := min
µ∈M
max
d∈D,z∈X
{
λ
∑
s∈S
Ps(d)
(
r + ds +Q
i−1
t+1(z + 1s)
)
+
(
1− λ
∑
s∈S
Ps(d)
)
Qi−1t+1(z) + 〈µ, xit+1 − z〉
}
(11b)
and where µ∗ is the minimiser of (11b). We now formally
establish that the Lagrangian cut from (11) generates an
upper bound on the exact value function. Notice that this
means that the entire approximate value function Qit is an
upper bound on the exact value function Vt if we addi-
tionally assume that the initialiser Q0t is an upper bound.
Using the unique fixed point of the DP for Q0t at the ini-
tialising step, as discussed at the beginning of Section III,
satisfies this assumption.
Proposition 1. Fix any (i, t) ∈ (I \ {0}) × T . The La-
grangian cut H∗, generated at a sample xit+1, produces an
upper bound on the exact value function, i.e.
H∗(x) ≥ Vt(x), for all x ∈ X. (12)
Proof. Fix any x0 ∈ X. Note that in the base case at i = 0,
we have Qit(x) ≥ Vt(x) for all (x, t) ∈ X × T , since Q0t is
initialised at the fixed point V ∗, which is an upper bound
to Vt. Suppose by means of an induction hypothesis that
for some (i, t) ∈ (I\{0})×T , Qi−1t+1(x) ≥ Vt+1(x) for all x ∈
X. Fix any x ∈ X and any compact set M ⊂ Rn. Then
we can upper bound the right-hand-side of the Bellman
equation in (3) by introducing an auxiliary variable z and
by replacing Vt+1(y) by Q
i−1
t+1(y) for all y ∈ {z + 1s}S∪{0},
which yields
Vt(x) ≤ max
d∈D,z∈X
{
λ
∑
s∈S
Ps(d) (r + ds + Vt+1(z + 1s))
+
(
1− λ
∑
s∈S
Ps(d)
)
Vt+1(z) + 〈µ, xit+1 − z〉
}
− 〈µ, xit+1 − x〉
≤ max
d∈D,z∈X
{
λ
∑
s∈S
Ps(d)
(
r + ds +Q
i−1
t+1(z + 1s)
)
+
(
1− λ
∑
s∈S
Ps(d)
)
Qi−1t+1(z) + 〈µ, xit+1 − z〉
}
− 〈µ, xit+1 − x〉, (13)
for all µ ∈ M. Note that the first inequality holds since
we maximise over z ∈ X, but choosing z = x ∈ X, results
in equality. To see this, notice that setting z = x yields
the original Bellman equation in (3) because the added
and subtracted 〈µ, xit+1 − z〉 terms cancel. The second in-
equality in (13) holds due to the induction hypothesis that
Qi−1t+1(x) ≥ Vt+1(x) for all x ∈ X. Since the above expres-
sion holds for all µ ∈ M, we can minimise over µ ∈ M to
arrive at
Vt(x) ≤ min
µ∈M
max
d∈D,z∈X
{
λ
∑
s∈S
Ps(d)
(
r + ds +Q
i−1
t+1(z + 1s)
)
+
(
1− λ
∑
s∈S
Ps(d)
)
Qi−1t+1(z) + 〈µ, xit+1 − z〉
}
− 〈µ∗, xit+1 − x〉
= v∗ − 〈µ∗, xit+1 − x〉 = H∗(x) (14)
where µ∗ ∈ M denotes the minimiser of the maximised
expression in curly brackets above, and where v∗ as well
as H∗ are found from (11), as required.
The proof of this proposition is based on a similar result
in [22, Proposition 5], where an additional regularisation
term is included in the approximate version of the forward
problem in (6). The regularisation is needed for general
multi-stage non-linear stochastic problems to guarantee
that the approximate value function is Lipschitz continu-
ous. For the specific revenue management problem under
study, [10] have shown that the DP can be re-written as a
so-called stochastic shortest path problem (see [5, Chapter
3]), where the Bellman operator T is known to be mono-
tonic. Since the terminal condition of the DP and the
fixed point are Lipschitz continuous functions, this implies
that the value function is Lipschitz continuous for all time
steps t ∈ T ∪ {t¯ + 1} and that we do not need regularisa-
tion in the cut definition. Hence, our proof shows that the
regularisation term can be dropped for the problem under
study in this paper, which simplifies the computation of
the Lagrange dual cut H∗.
From a control perspective, the benefit of having a non-
linear value function approximation – in comparison with
the affine value function approximation from Section III-
A – comes at a different cost: The problem of finding the
optimal cut coefficients µ in (11b) is a non-convex optimi-
sation problem and there are consequently no guarantees
that it can be solved to global optimality. For the par-
ticular form of the problem in this paper, we can find the
cut coefficients from a reformulation of the problem, which
results in a bi-concave objective function, which can be ex-
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ploited to solve this problem as outlined in Appendix A.
Nevertheless, since global optimality is required to ensure
that the approximate value function constitutes an up-
per bound on the exact value function in accordance with
Proposition 1, we cannot guarantee that a cut is indeed
an upper bound on the exact value function. We illustrate
how this may result in computational problems in Section
V.
C Gradient-bounded dynamic programming update
Gradient-bounded DP was introduced in [13] for the spe-
cific application of revenue management in attended home
delivery. This manifests itself in the assumptions on the
types of value function that the algorithm can approxi-
mate. In short, the exact value function of the DP needs
to satisfy two assumptions:
First, the value function needs to be concave extensible.
This means that its concave closure V˜t : Rn → R, defined
as the smallest concave upper bound on the exact value
function, coincides with the exact value function for all
state-time pairs, i.e. V˜t(x) = Vt(x) for all (x, t) ∈ X ×
(T ∪ {t¯ + 1}). Second, the exact value function needs to
be submodular. This is satisfied if and only if
Vt(max(y1, y2)) + Vt(min(y1, y2)) ≤ Vt(y1) + Vt(y2), (15)
for all (y1, y2, t) ∈ X ×X × (T ∪ {t¯+ 1}).
These two assumptions result in a particular segmenta-
tion of the convex hull of Vt: For any t ∈ T , construct the
unique hyperplane H through the set of pairs (y, Vt(y))
for all y ∈ Y+(xit+1) := {xit+1 + 1s}s∈(S∪{0}). Then H is
a separating hyperplane, i.e. H(x) ≥ Vt(x) for all x ∈ X,
where the inequality holds with equality for all y ∈ Y+(x).
The gradient-bounded DP algorithm exploits this prop-
erty. We refer the interested reader to [13] for details on
the above-mentioned assumptions and to [11] for proofs
that these assumptions hold for the revenue management
problem under study.
For gradient-bounded DP, let the value function approx-
imation Qit for all (i, t) ∈ I×T be the pointwise minimum
of a finite number of affine functions, i.e.
Qit(x) := min
j∈{0,1,...,i}
Hjt (x), for all x ∈ X, (16)
where Hjt : X 7→ R describes a hyperplane, i.e.
Hjt (x) := 〈ajt , x〉+ bjt , for all x ∈ X, (17)
with ajt ∈ Rn, bjt ∈ R for all (t, j) ∈ T × I. Furthermore,
this approximation is an upper bound on the exact value
function, i.e. Qit(x) ≥ Vt(x) for all (x, t, i) ∈ X × T × I.
To this end, it is important to initialise Q0t for all t ∈ T at
an upper bound. The gradient-bounded DP update then
ensures that the approximate value functions remain up-
per bounds to the exact value function for all iterations
i ∈ I as shown in [13, Proposition 1]. In step 11 of Algo-
rithm 1, gradient-bounded DP generates updates for the
approximate value function as shown in Algorithm 2 and
explained further below.
Algorithm 2 Gradient-bounded dynamic programming
update
1: Z(xit+1)← {xit+1 + 1s + 1′s}s∈S∪{0},
s′∈S∪{0}
2: if Qi−1t+1 is submodular on Z(x
i
t+1) then
3: H∗ ← unique hyperplane through{(
y, (T Qi−1t+1)(y)
)}
y∈Y+(xit+1)
4: else
5: j∗ ∈ argmin
j∈Ji−1t+1
{(
T Hj−1t+1
) (
xit+1
)}
6: H∗ ← T Hj∗−1t+1
7: end if
8: Qit ← min
{
H∗, Qi−1t
}
Fix any iteration i ∈ I. We first check if Qi−1t+1 is sub-
modular (see (15)) on the set Z(xit+1) := {xit+1 +1s+1s′},
for all (s, s′) ∈ (S ∪ {0})× (S ∪ {0}), i.e if and only if
0 ≤ Qi−1t+1(y1) +Qi−1t+1(y2)
−Qi−1t+1(min{y1, y2})−Qi−1t+1(max{y1, y2}) (18)
holds for all (y1, y2) ∈ Z(xit+1)× Z(xit+1) (steps 1 and 2).
Note that this is not necessarily the case for the approx-
imate value function, even if the exact value function is
submodular. We then distinguish between two cases:
Case I: If Qi−1t+1 is submodular on Z(xt+1i), we lo-
cally compute the exact DP stage problem on the set
Y+(xt + 1)
i−1, i.e. {T Qi−1t+1(y)}y∈Y+(xit+1), to construct the
hyperplane through
{(
y, (T Qi−1t+1)(y)
)}
y∈Y+(xit+1)
(step 3).
Case II: If Qi−1t+1 is not submodular on Z(xt+1i), we need
to compute a submodular upper bound on Qi−1t+1, which
is readily given by the hyperplanes from which Qi−1t+1 is
constructed. Therefore, we select the hyperplane Hj
∗−1
t+1
that minimises the value at the evaluation point xit, i.e.
Qit = min
{
T Hj∗−1t+1 , Qi−1t
}
, where
j∗ ∈ argmin
j∈Ji−1t+1
{(
T Hj−1t+1
) (
xit+1
)}
(19)
and where J i−1t+1 is the set of supporting hyperplanes, i.e.
J i−1t+1 (x) := argmin
j∈{0,1,...,i−1}
Hjt+1(x), (20)
for all (i, t, x) ∈ I ×T ×X (steps 5 and 6). Therefore, this
creates the locally tightest upper bound. Finally, we take
the pointwise minimum of the approximate value function
at the previous iteration Qi−1t and the newly created hy-
perplane H∗ to obtain the new value function approxima-
tion (step 8).
Similarly to the non-linear stochastic dual DP update
from Section III-B and in contrast to the affine value func-
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tion approximation update from Section III-A, the approx-
imate value function generated by the gradient-bounded
DP update is non-linear in x as it is given by the point-
wise minimum of affine functions in x. Assuming that
the initialiser is an upper bound on the exact value func-
tion, which can be satisfied if we choose the fixed point
for this purpose (as discussed at the beginning of Section
III), the approximate value function is an upper bound to
th exact value function as shown in [13, Proposition 1].
Finally, the advantage of gradient-bounded DP over non-
linear stochastic dual DP is that only convex optimisation
problems need to be solved to compute the update, which
makes gradient-bounded DP more resilient against compu-
tational stability problems than non-linear stochastic dual
DP as shown in Section V.
IV Profit-generation performance criterion
Since the profits that all three algorithms generate are
random variables, we can quantify their performance with
probabilistic guarantees by performing validation runs, i.e.
by simulating customer decisions forward in time and pric-
ing based on the most refined approximate value function.
Let the profit that we obtain in each of kmax validation
runs be lv(k) for all k ∈ K := {1, . . . , kmax}. Let [l−, l+]
denote the (finite) support of the distribution of lv(k) for
any k ∈ K. In our case, l+ = V ∗(0) = (d¯+r)〈1, x¯〉−C(x¯),
where we use the fixed point from (5) and l− = −C(0). We
then compute the empirical mean l¯v and empirical stan-
dard error σv as
l¯v := k
−1
max
kmax∑
k=1
lv(k), (21a)
σv :=
√√√√(kmax − 1)−1 kmax∑
k=1
(
lv(k)− l¯v
)2
. (21b)
For any of the three algorithms considered, we can then
quantify the performance of a pricing policy using the max-
imum of the two following bounds, presented in [12, Propo-
sition 7], which state the expected profit which can be
guaranteed with confidence (1−α) ∈ (0, 1) after observing
kmax validation samples. Recall that E denotes the expec-
tation operator and that Pr(·) denotes the probability of
its argument.
Proposition 2. Fix any significance level α ∈ (0, 1).
Then Pr(El¯v ≥ l∗) ≥ 1− α, for all l∗ ∈ {lB, lD}, where:
lB := l¯v −
√
2σv ln(
2
α )
kmax
− 7(l+ − l−) ln(
2
α )
3(kmax − 1) and (22a)
lED :=
∫ ∞
l=0
1−min
1, FK(l) +
√
ln( 1α )
2kmax
dl, (22b)
where FK denotes the empirical cumula-
tive distribution function of {lv(k)}k∈K , i.e.
FK(l) := k
−1
max
∑
k∈K 1(lv(k) ≥ l), where 1 denotes
the indicator function.
The proof can be found in [12, Appendix A.6]. Strictly
speaking, we assume non-positive fixed costs C(0) for the
bounds to hold (see [12, Assumption 5]). Hence, we set
l− = −C(0) = 0 for our case study. However, since the
fixed costs do not impact the pricing policy of any of the al-
gorithms considered, these become irrelevant for our anal-
ysis.
V Case Study
In the following three sections, we present the numerical
analysis that compares the three value function approxi-
mation algorithms stated and analysed in Section III. To
this end, we generate particular instances of the revenue
management problem in attended home delivery presented
in Section II. We use the parameter values in [20] as a base
case and modify these parameters to simulate various sce-
narios and conduct a sensitivity analysis. In Section V-A,
we analyse the performance of the three algorithms under
the assumption that the model parameters are known ac-
curately. Then, we simulate how well the algorithms per-
form when they are trained on the data in V-A, but being
tested on scenarios, where the expected demand (Section
V-B 1) or customer choice parameters (Section V-B 2) dif-
fer from the model.
A Exact model analysis
In this section, we adapt the numerical case study param-
eters from [20] to arrive at the set-up defined in Table
1 below. We also use the same step sizes for the affine
value function update (see (8) in Section A) as in [20], i.e.
α1 := 0.0001, α2 := 0.00025, α3 := 0.00014. In addition to
these fixed parameters, we consider two more parameters,
which we will vary as described further below.
First, we vary the delivery capacity of each time slot by
varying the size of the delivery sub-area under consider-
ation to simulate an urban, suburban and rural scenario.
Each scenario has a different value of capacity per delivery
time slot x¯, which influences the variable delivery cost. In
practice, the mapping between the characteristics of the
Table 1: Exact model parameters.
S {1, 2, . . . , 17}
λ 0.8[
d, d¯
]
[£0,£10]
βc, βd −2.5087,−0.0766
{βs}s∈S {−1.0305,−0.3591, 0.3107, 0.5922, 0.6154,
0.0796, 0.5356,−0.2415,−0.6286,−1.6736,
−0.4351,−0.161, 0, 0.2533, 0.0736, 0.562,
0.2346}
r £34.53
7
delivery-subarea and the delivery capacity for all delivery
time slots may depend on a lot of factors like infrastruc-
ture, traffic and weather conditions, however for the pur-
pose of our case study, we use a simplified model from
[6, 20], which derives the delivery slot capacity as follows:
Suppose that the delivery sub-area is rectangular and has
length L and width W as shown in Fig. 2.
Figure 2: Delivery subarea schematic with length L and
width W . Crosses indicate customer locations served in a
particular delivery time slot.
We further suppose an average delivery truck velocity
of ω = 25 mph and a cost per mile of ξ = £0.25. We
assume that in each delivery time slot, the truck travels
back and forth along the length L of the delivery sub-
area; along the half-width [0,W/2] of the delivery sub-area
in one direction and along the other half-width [W/2,W ]
in the other direction. We then assume that customer
locations are random, uniformly distributed in the delivery
sub-area and that the truck travels Manhattan distances.
This implies that the average distance travelled between
two customers along the axis aligned with the width of the
sub-area is 1/3 times the half-width W/2. This results in
a variable delivery cost of
cvar := ξ ×W/6, (23)
as shown in [6]. We find W from the condition that, in
any delivery slot, the delivery truck must be able to make
x¯ deliveries and an additional assumption that L = 2W .
The last choice is arbitrary and our results do not change
qualitatively for other ratios between L and W . The total
travelling distance in every delivery time slot thus becomes
ω × 1h = 2L+ x¯W
6
⇒W = ω
4 + x¯/6
. (24)
This finally implies that
cvar :=
ξω
24 + x¯
. (25)
Second, we vary the expected demand, i.e. the expected
number of customer arrivals on the booking website. This
quantity is given by λt¯. Since it is reasonable to keep
λ ≈ 0.8 for customer choice parameter estimation purposes
(see [21]), we fix λ = 0.8 and vary t¯ to achieve a total
demand level corresponding to φnx¯, where nx¯ is the total
delivery capacity for all slots and φ ∈ R is a demand factor,
such that φ ∈ Φ := {1/8, 1/4, 1/2, 1, 2, 4, 8}. Hence, we
find t¯ as
t¯ ≈ φnx¯
λ
, (26)
for all φ ∈ Φ and where the approximation comes from
rounding t¯ to the nearest integer. For all these scenarios,
we compute the profit that is reached in expectation with
confidence 99%, by computing 100 validation samples for
each scenario and each algorithm and using the tighter of
the two bounds from Section IV.
In general, we observe that the non-linear stochastic
dual DP algorithm produces higher expected profits than
the affine value function approximation algorithm, while
taking more time to compute a good solution. However,
the gradient-bounded DP algorithm exhibits the strengths
of both other algorithms: very similar profit generation
performance to non-linear stochastic dual DP and simi-
lar speed to the affine value function approximation algo-
rithm. For example, Fig. 3 below shows the computation
time that it takes for the three algorithms to reach at least
95% of their maximum expected profit with 99% confi-
dence for various demand factors and delivery time slot
capacities. Non-linear stochastic dual DP always takes
longest to compute out of the three algorithms. Compu-
tation time also tends to increase for non-linear stochastic
dual DP as demand factor or slot capacity increase. For
capacity 20, it takes about 4 times longer to compute the
solution for demand factor 8, compared with the other two
algorithms. This time factor increases to about 10 as we
decease the demand factor to 1/8.
Affine value function approximation and gradient-
bounded DP take similar time to converge to their respec-
tive optimal solutions. Computation time does not vary
Figure 3: Computational time to reach 95% of the maxi-
mum expected profit with 99% confidence for each of the
three algorithms against demand factor and delivery slot
capacities.
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across slot capacities for these algorithms for all but one
scenario: For demand factor 1 and slot capacity 6, affine
value function approximation takes twice as long to con-
verge compared with gradient-bounded DP. One possible
explanation for this is that for this particular scenario,
it might be computationally involved to find the optimal
affine value function approximation since for a medium de-
mand factor it is difficult to find a single affine value func-
tion approximation that works well for all sample paths.
Some slots might sell out, some might not, which increases
the need for a more flexible solution that gradient-bounded
DP can provide.
Another issue observed is that the non-linear stochas-
tic dual DP algorithm becomes computationally unstable
under certain conditions. For example, for demand factor
8 and slot capacity 12, its profit generation performance
decreases over time as can be seen in Fig. 4 below. This
might appear counter-intuitive at first, but is in line with
our theoretical analysis from Section III-B: We conjecture
that this is due to the difficulty of finding global maxima of
non-convex optimisation problems. If the algorithm con-
verges to a local maximum, the value function approxima-
tion is no longer guaranteed to be an upper bound on the
exact value function (see Proposition 1). Over time, this
then leads to a compounding of errors caused by subop-
timality, i.e. instead of increasing, the expected profit de-
creases as more cuts are added to the approximate value
function. A practical way to circumvent this problem is
to compute the expected profit with 99% confidence af-
ter each iteration and to pick the iteration which produces
the maximum expected profit with 99% confidence. In
the example of Fig. 4, the best solution is found after the
first iteration – the optimal policy is dominated by pric-
ing all slots at the maximum charge d¯ for all time steps,
since the high demand factor 8 almost guarantees that all
slots will be sold out for any choice of admittable prices.
Hence, over time invalid cuts accumulate, which results in
a degradation of the profit performance.
Comparing the expected profits obtained between the
Figure 4: Expected profits of non-linear stochastic dual
DP for demand factor 8 and slot capacity 12 decrease as
more iterations are added over time.
three algorithms, we observe that gradient-bounded DP
always generates the highest expected profit with 99% con-
fidence or is within 1% of the optimal value, when the
demand factor is so high that demand saturates and all
three algorithms perform very similarly. This saturation
behaviour can be seen in Fig. 5 below, where we also show
that for demand factors 1 and lower, gradient-bounded DP
produces between 10 and 15% more expected profit with
99% confidence than affine value function approximation.
At the same time, gradient-bounded DP performs simi-
larly to non-linear stochastic dual DP in most scenarios.
However, gradient-bounded DP generates up to 10% more
profit than non-linear stochastic dual DP for small demand
factor 1/8 and capacity 6 as well as for large demand factor
8 across all slot capacities.
Overall, we conclude that gradient-bounded DP per-
forms best in this exact model experiment, because it out-
performs affine value function approximation in terms of
profit generation while being similarly fast and at the same
time, gradient-bounded DP is more than four times faster
than non-linear stochastic dual DP while generating very
similar profit.
B Parameter sensitivity analysis
We assume in the previous section that the parameters,
in particular the customer arrival rate λ and the customer
choice model parameters βc, βd and {βs}s∈S , are known
exactly, which is not the case in practice. Hence, we now
investigate how well the pricing policies obtained by the
three algorithms in the previous section perform on per-
Figure 5: Expected profits with 99% confidence of the
three algorithms against demand factor and for all delivery
slot capacities.
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turbed models.
1) Uncertain demand analysis
Consider the case that we derive value function approx-
imations on the assumption that λ = 0.8, but actually,
this value differs, i.e. more or less customers arrive on the
booking website than anticipated. We model one scenario
where demand is 25% lower, hence λ = 0.6, and a second
scenario where demand is 25% higher, hence λ = 1. The
resulting behaviour is very similar for all algorithms, as
can be seen in Fig. 6.
The numerical results are almost identical to the ones
obtained in the exact model analysis experiment in Section
V-A. The relative performance in terms of profit genera-
tion and computational time across all three algorithms is
very similar. The only difference to the results from Sec-
tion V-A are the absolute profit levels obtained for demand
factors 2 and smaller, which scale proportionally with the
customer arrival rate λ, as one would expect intuitively.
For larger demand factors, the expected profit saturates
across all λ ∈ {0.6, 0.8, 1}. This is because almost all slots
are expected to sell out at the maximum delivery charge
before the end of the time horizon. In conclusion, all three
algorithms are equally capable of compensating for varia-
tions in the customer arrival rate and their relative perfor-
mance remains unchanged in comparison with the exact
model experiment in Section V-A.
2) Uncertain customer choice parameters
Consider the case that customer preferences across slots
and prices are misspecified. To model this, we now cor-
rupt the parameter estimates βc, βd and {βs}s∈S∪{0} by
additive Gaussian noise. This choice of distribution is jus-
tified because, in the limit as the number of data points
used for estimating the customer choice parameters tends
to infinity, the error between estimated and true customer
choice parameter value vector is a Gaussian with zero mean
[19, Chapter 8.6].
We consider three scenarios in which we vary the level
of estimation error by setting the variance of the Gaussian
to σ2 ∈ {0.01, 0.1, 1}. With these three noise levels, we
sample the sets of customer choice parameters, which we
hold fixed for all validation runs in this experiment. Note
that we do not have to worry about normalising the prob-
ability distribution, since the multinomial choice model is
normalised for all possible parameter values. The numer-
ical values used in our analysis are documented in Table
2 in Appendix B. In practice, we could estimate the value
of σ2 from the data to test the robustness of candidate
value function approximation algorithms with respect to
uncertainty in the customer choice model. We document
how the profit generation performance of the three algo-
rithms degrades in comparison with the ideal scenario in
the previous section in Fig. 7 below.
As we see in Fig. 7(b) and (c), non-linear stochastic
dual DP and gradient-bounded DP are both very robust
against uncertainty in the customer choice model. Only
(a)
(b)
(c)
Figure 6: Expected profits with 99% confidence for affine
value function approximation (a), non-linear stochastic
dual DP (b) and gradient-bounded DP (c) under per-
turbed customer arrival rate. Shaded regions indicate how
expected profit with 99% confidence increases when the
customer arrival rate increases from 0.6 to 1. The lines
correspond to an arrival rate of 0.8.
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(a)
(b)
(c)
Figure 7: Expected profits with 99% confidence for affine
value function approximation (a), non-linear stochastic
dual DP (b) and gradient-bounded DP (c) under perturbed
customer choice model parameters from Table 2. Lines in-
dicate performance at σ2 = 0.01 and shaded regions indi-
cate performance as σ2 increases to 0.1 and 1.
for σ2 = 1, there is a substantial degradations in profit
generation performance. In contrast, Fig. 7(a) shows that
even small uncertainties in the customer choice model have
substantial negative impact on the profit generation per-
formance of the affine value function approximation al-
gorithm, decreasing expected profit with 99% confidence
by about an order of magnitude for σ2 = 1. We conjec-
ture that this is due to the lack of state feedback in the
affine value function approximation solution as detailed in
Section III-A: For any t ∈ T , the suggested optimal slot
price vector is identical for all x strictly inside the set of
feasible states X, because the affine value function approx-
imation has constant gradient for all these points. Since
the other two algorithms both generate a piecewise affine
approximate value function, gradients and hence optimal
delivery prices vary depending on the particular state-time
pair (x, t) ∈ X × T .
Overall, we conclude that both gradient-bounded DP
and non-linear stochastic dual DP increase their relative
profit-generation advantage over affine value function ap-
proximation when the parameter estimates of the customer
choice model are not known exactly.
VI Conclusions and future work
In this paper, we analysed – theoretically and numer-
ically – three approximate dynamic programming algo-
rithms to find approximately optimal delivery slot prices
in the revenue management problem in attended home de-
livery. From a control-theretical perspective, we identified
limitations in the affine value function approximation al-
gorithm and the non-linear stochastic dual dynamic pro-
gramming algorithm. Through our numerical analysis, we
showed how gradient-bounded dynamic programming can
overcome these limitations. In our case study, we com-
pared the performance of all three algorithms, i.e. profit-
generation capabilities and computational time, in a num-
ber of scenarios. Overall, our numerical analysis shows
that the gradient-bounded dynamic programming algo-
rithm exhibits superior performance, since the affine value
function approximation algorithm cannot reach its profit-
generation capabilities and since the non-linear stochas-
tic dual dynamic programming algorithm cannot reach its
computational speed and computational stability proper-
ties.
Possible directions for future work include investigating
the numerical performance of these algorithms for other
network revenue management problems and extending the
promising gradient-bounded dynamic programming ap-
proach to other customer decision models than multino-
mial logit.
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Appendix A Problem reformulation for non-
linear stochastic dual dynamic pro-
gramming
In this section, we show that we can re-write (11b), a non-
convex optimisation problem, such that the resulting ob-
jective function is biconcave in two newly introduced vari-
ables as follows.
Equation (11b) depends on z, which is defined to be
integer-valued. Since Qi−1t+1 is the pointwise minimum of
a finite number of affine functions in z, we can make the
objective function in (11b) concave in a new variable y ∈
Rn, which we restrict to be in the convex hull of the original
state-space conv(X), i.e.
v∗ = min
µ∈M
max
d∈D,
y∈conv(X)
{
λ
∑
s∈S
Ps(d)
(
r + ds +Q
i−1
t+1(y + 1s)
)
+
(
1− λ
∑
s∈S
Ps(d)
)
Qi−1t+1(y) + 〈µ, xit+1 − y〉
}
.
(27)
This does not change the optimal solution since opti-
mality can only be reached when y = xit+1, such that
〈µ, xit+1 − y〉 = 0 for all µ ∈ M. Moreover, by a sim-
ilar argument z = xit+1 for optimality in (11b). Hence,
introducing y does not change the overall solution. Fur-
thermore, as shown in [7, 11], the maximisation over d can
be expressed as a maximisation over transition probabili-
ties, denoted by p ∈ [0, 1)n, by inverting the function Ps(d)
for all (x, s, d) ∈ X × S × D. Writing Ps(d) now as the
elements ps of the variable p and replacing d by the inver-
sion of Ps(d) as a function of ps for all s ∈ S, results in an
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objective function that is concave in p, i.e.
v∗ = min
µ∈M
max
p∈P,
y∈conv(X)
{
λ
∑
s∈S
ps
(
r
+
1
βd
(
ln
(
ps
p0
)
− βc − βs)
)
+Qi−1t+1(y + 1s)
)
+
(
1− λ
∑
s∈S
ps
)
Qi−1t+1(y) + 〈µ, xit+1 − y〉
}
, (28)
where P is formed by imposing the constraints that ps ≥ 0,
for all s ∈ S ∪ {0}, ∑s∈S∪{0} ps = 1 and ps ≤ p0 exp(βc +
βs + βdd), for all s ∈ S. One more constraint is given
by ps ≥ p0 exp(βc + βs + βdd¯), for all s ∈ S, if xs < x¯s,
for all (x, s) ∈ X × S. We can express this constraint
together with the non-negativity constraint on ps as ps ≥
p0 exp(βc+βs+βdd¯)−exp(α(xs− x¯)), for all s ∈ S, where
α > 0 is sufficiently large to make the exponential term in
the constraint negligible for xs < x¯, e.g. we use α = 10 for
our numerical studies.
Notice that for any fixed p ∈ P , the objective function
is concave in y, because y only appears in Qi−1t+1, which is
concave in y and in the affine term 〈µ, xit+1 − y〉. Similarly
to [7, Theorem 1] and [11, Lemma 3(i)], it can be shown
that for any y ∈ conv(X), the objective function is concave
in p. It follows that the resulting objective function is
biconcave in (p, y), but has non-linear constraints.
In general, this is a difficult problem. However, since
the optimal solution is at y = xit+1, we can fix y to this
value and find the optimal value of p in the maximisation
in (28). We then use these values for y and p to initialise a
non-linear solver, which produces quite reliable results as
shown in the numerical example in Section V.
Appendix B Tables
Table 2: Estimation error-corrupted customer choice pa-
rameters.
σ2 βc βd {βs}s∈S
0.01 -2.5143 -0.0821 {−1.0232,−0.3546, 0.3127,
0.5860, 0.6211, 0.1056,
0.5179,−0.2563,−0.6204,
−1.6762,−0.4313,−0.1621,
−0.0037, 0.2453, 0.0732,
0.5590, 0.2192}
0.1 -2.5078 -0.1337 {−1.0866,−0.3378, 0.3152,
0.6729, 0.6802, 0.1164,
0.5365,−0.3083,−0.4778,
−1.7180,−0.3431,−0.0674,
−0.0291, 0.1821, 0.0411,
0.6579, 0.2281}
1 -2.6071 -1.2039 {−0.2242,−0.3338,−0.6643,
0.9198,−0.1940,−1.068,
−0.5910, 0.9239,−1.0473,
−1.8225,−0.6845, 1.8887,
0.7644,−1.4806, 0.4730,
0.2706, 1.1856}
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