The power output capacity of a local electrical utility is dictated by its customers' cumulative peak-demand electrical consumption. Most electrical utilities in the United States maintain peak-power generation capacity by charging for end-use peak electrical demand; thirty to seventy percent of an electric utility's bill. To reduce peak demand, a real-time energy monitoring system was designed, developed, and implemented for a large government building. Data logging, combined with an application of artificial neural networks (ANNs), provides short-term electrical load forecasting data for controlled peak demand. The ANN model was tested against other forecasting methods including simple moving average (SMA), linear regression, and multivariate adaptive regression splines (MARSplines) and was effective at forecasting peak building electrical demand in a large government building sixty minutes into the future. The ANN model presented here outperformed the other forecasting methods tested with a mean absolute percentage error (MAPE) of 3.9% as compared to the SMA, linear regression, and MARSplines MAPEs of 7.7%, 17.3%, and 7.0% respectively. Additionally, the ANN model realized an absolute maximum error (AME) of 8.2% as compared to the SMA, linear regression, and MARSplines AMEs of 26.2%, 45.1%, and 22.5% respectively.
rates. All players, including the district grid operators, load-serving entities, and/or utilities, dictate such incentives. End-users that fail to respond during a peak event in a manner previously agreed upon are penalized financially. There are six typical incentive-based DR programs: Direct Load Control (DLC), Interruptible/Curtailable Service (ICS), Demand Bidding/Buyback (DBB), Emergency Demand Response (EDR), Capacity Market (CM), and Ancillary Services Market (ASM) [2] .
Currently, there are several univariate time series and casual exogeneous factors models for short-term (minutes to days ahead) electrical load forecasting: multiplicative autoregressive models, dynamic linear or nonlinear models, threshold autoregressive models, Kalman filtering methods, Box and Jenkins transfer functions, ARMAX models, optimization techniques, nonparametric regression, structural models, and curve-fitting procedures [10] . In addition to these established models and in the past few decades, however, ANNs, similar to fuzzy inference and fuzzy-neural models, have been applied to the load forecasting problem [11] [12] [13] [14] . As opposed to traditional computational programs, ANNs provide an adaptive learning approach to predicting future peak demand allowing for more flexibility with new and/or unknown data patterns. Several utilities have even implemented ANNs into operational general practice [15] .
ANNs attempt to simulate complex biological neural networks via advanced data manipulation. In a neural network, learning occurs when the network adjusts itself in response to a stimulus in an effort to produce a valued response. Being a continuous classification process, a stimulus is both recognized and matched to a current classification in the network or if it is not recognized, a new classification set is created. An ANN learns dynamically and responds to a stimulus by adjusting its synaptic weights in an effort to make the output response converge towards the anticipated response. In an ANN, learning has thus occurred and knowledge gained when actual response equals the anticipated response.
The leading characteristic of neural and adaptive systems is their adaptability. Rather than being derived by specification, neural and adaptive systems use external data to automatically set their parameters [16] . This means that neural systems are parametric. It also means that they are made "aware" of their output through a performance feedback loop that includes a cost function. The performance feedback is utilized directly to change the parameters through systematic procedures called learning or training rules, so that the system output improves with respect to the desired goal [16] .
With ANNs, a feed-forward (typical) non-linear dynamic system must be specified, numerical training samples that are adequately represented must be assimilated, and training samples must be encoded in the dynamic system via multiple rounds of repetitive learning [17] . The ANN proposed here uses heating ventilation and air-conditioning (HVAC) electrical consumption, type of day, time of day, outdoor temperature, and humidity as inputs with total building electrical demand as its output.
The research presented in this paper focuses primarily to augment current ICS DR programs by giving localized peak-demand forecasting of the end-user to the end-user. Currently ICS DR is initiated based on utility side supply constraints in an effort to better manage total system-wide peak power production capability. This research, however, fosters a real-time approach to curtailment whereby action is taken by the end-user when forward predicted demand by the end-user approaches some predetermined peak. Such action would thereby empower the end-user to lessen their overall peak-demand and its corresponding cost during each billing cycle.
The goal of this paper is to develop a new method for forecasting peak demand in large buildings using ANNs and a specified period of training days. The approach is intended for medium to large-scale building systems, including government and corporate building campuses, where overall forward demand knowledge is of interest in order to facilitate effective and efficient building electrical utilization and loading. A developed real-time electrical monitoring system prototype capable of forecasting using ANNs is applied to a large government building.
The paper is organized as follows: Section 2 presents the description of the building. Section 3 details the methodology including the data collection system design (hardware, software, and measurement and verification) as well as the proposed ANN architecture. Experimental results are analyzed and discussed in Section 4. Lastly, Section 5 concludes the paper.
Description of the Building
The county courthouse under study sits on a 2.11 acre parcel of government land and serves the community with the following services:
1. Criminal Court-Felony Cases; 2. District Court-Hearings; 3. Jury Service; 4. Traffic Violations and Misdemeanor Cases. Figure 1 depicts the exterior façade of the justice building. It is an eleven story building comprised of approximately 500,000 square feet of internal air-conditioned space described in Table 1 . Due to its size, the building utilizes industrial sized equipment to service the building. Industrial sized equipment meets all of the industrial needs of the building. The building's HVAC system includes one 300-ton centrifugal chiller, two 300-ton screw chillers, two 300-ton cooling towers, ten 75-horsepower (HP) air handling units, four 25-HP chiller water pumps, four 7.5-HP air compressors for pneumatic control, and four 5-HP water pumps. The building also utilizes three main elevators, two freight elevators, and two sets of escalators.
The building is powered by three main electrical service entrances which were three phase, three wire Delta configuration, 480 Volt. Two entrances supply 3000 amp service, while another supplies 1200 amp service. The main service entrances supply power to two motor control centers (MCCs) which power the HVAC system. One MCC is rated at 1600 amp capacity while the second is rated at 600 amp capacity. The original service entrance, Main Service Entrance #1 (MSE1-480 volt/3000 amp), installed when the building was first built, services the entire building excluding the building's HVAC and backup generator systems. The MSE1 service entrance provides lighting and receptacle power to all floors of the building. It also powers the elevators and escalators. Main Service Entrance #2 (MSE2-480 volt/3000 amp), services the entire HVAC system including the chillers and Motor Control Center #1 (MCC1-480 volt/600 amp) located on the basement floor as well as Motor Control Center #2 (MCC2-480 volt/1600 amp) located on the tenth floor. MCC1 services chiller and water pumps in the utility basement while MCC2 services the air handlers and cooling towers on the 10th floor. Main Service Entrance #3 (MSE3-480 volt/1200 amp) services the emergency backup generator and respective support equipment.
Methodology
In order to predict the building's electrical demand, a real-time high-resolution monitoring system comprised of hardware and software was first designed, developed, and installed. The monitoring system utilized current transducers, a thermocouple, and data acquisition devices in order to capture comprehensive main service and HVAC electrical consumption data and exterior temperature over a ninety day period in the building. Using the captured HVAC electrical data and temperature data, an ANN was then designed, trained, tested, and analyzed in an effort to forward predict building electrical demand and thus forecast overall peak electrical demand.
Hardware Design
Electrical consumption data were captured for the main service entrances as well as every building circuit servicing the HVAC system using National Instruments data acquisition hardware and Magnelab current sensor transformers. At each main service entrance and HVAC circuit breaker, a current sensor transformer was installed around each phase of power. The Magnelab current sensor transformers used for this research were single turn current transformers (CTs) with burden resistors to produce a low-voltage output.
Using National Instruments (NI) data acquisition hardware, the voltages produced by the current sensor transformers were accurately metered. Specifically, NI Compact Real Time Input & Output (cRIO) 9022 and 9014 data acquisition devices (DAQs), configurable embedded control and acquisition systems, together with NI C-Series 9206 16-channel analog input modules and a 9211 4-channel thermocouple input module, were used for electrical power and temperature data capture.
Twenty-gauge insulated and shielded twisted-pair copper wire was used to connect the physical leads from the Magnelab current transformer sensors to the NI data acquisition hardware. Additionally, Cat 6 Ethernet cable was used to connect the NI data acquisition hardware over a local area network (LAN) to the main computer workstation running the National Instruments software (see next section). Figure 2 depicts the National Instruments hardware configuration block diagram. 
Software Design
The software employed to meter and record data emanating from the Magnelab current transformer sensors and NI data acquisition hardware was NI LabVIEW 2011 SP1. For this application, LabVIEW was installed on a Dell OptiPlex 990 64-bit Intel Core i5-2400 CPU@3.10 GHz, 8 GB RAM, running Windows 7 64-bit operating system. Several steps were required when programming LabVIEW to acquire data from all of the sensors. The first step involved setting up the data acquisition hardware. All data acquisition hardware devices were connected to the Dell workstation via Ethernet over a LAN. The second step involved software programming which controlled the data acquisition hardware. The final step in LabVIEW was the creation of virtual instruments (VIs); program files using National Instruments LabVIEW's graphical programming interface. Multiple VIs served to precisely capture and record data.
Electrical consumption data for the main service entrances and every HVAC circuit were captured and recorded every 15 s for a 90-day continuous non-interrupted period. In each 15-s data capture loop, line voltages emanating from each current sensor transformer were calculated by taking the root-mean-square (RMS) of periodic line voltage signal input which was captured using a sampling rate of 500 ms (5 Hz). Based on the current sensor line voltage, and the amp rating of the current sensor, line amperage was calculated and recorded. Given each circuit's known voltage, electrical consumption in kilowatts (kW) was then calculated and recorded for each sensor. Every 15 s, amperage data for the three phases of each circuit, total circuit kW, and a timestamp were written to a respective circuit data file located on the NI cRIO DAQ devices.
Measurement & Verification
Measurement and verification took place upon hardware installation of the system. A Fluke 434 Power Quality Analyzer was employed to measure and verify each individual current transformer sensor against the observed sensor reading within the LabVIEW environment. A few sensors and/or lead wires had to be adjusted and/or replaced. Additionally, throughout the 90-day data capture, a random sampling of circuits was periodically conducted to verify that the sensor readings being captured in the LabVIEW environment were accurate. During the 90-day data capture, no sensors required adjusting or replacing.
Proposed ANN Architecture
The ANN was developed as part of the proposed method for forecasting building electrical demand. The prediction methodology relies on the acquisition of 5760 fifteen second data values of all inputs for each day type during a ninety day data period. The desired objective is to forecast cumulative building kW demand with enough time for the building's management to take corrective action. Initially, almost all building circuits were included as input variables. As part of the initial data analysis, a statistical analysis was conducted on the data sets collected for all inputs in order to determine the statistical significance (p < 0.05) on the outcome (peak demand). Only those inputs demonstrating statistical significance were included in the developed model. Input variables chosen as having a direct impact on building electrical peak load are detailed as follows:
• Heating, Ventilation and Air-Conditioning kW: The large government building under study has two basic building loads. First, the base load consists of all lighting and receptacle power throughout the building. Given the building's purpose and usage schedule, the base load was observed as being mostly static. The second load, or variable load, is comprised entirely of the building's HVAC system. The HVAC load with its inherent variability, coupled with additional factor inputs listed below, resulted in accurate forecasting using the ANN strategy.
• Day Type: Intuitively, an electrical load forecast is contingent on the time and the day for which the prediction is being made. In the proposed model, type of day served as an input. Day type was established as a number input of 1-7 where 1 represents Monday and 7 represents Sunday.
By doing so, input data were thus classified according to day type. In the building being studied, all Mondays were mostly similar, as were Tuesdays, Wednesdays, and so on. Day types also help classify weekends separate from weekdays, and holidays which fall on a weekday are classified as a weekend day type. Also, any day types that were entirely abnormal (i.e., power blackout, major HVAC failure, etc.) were filtered out.
• Time of Day: As with type of day, time of day also served as a unique classifier. Since electrical building loading varies throughout the day, time of day is an effective input.
• Exterior Temperature: There are several possible inputs related to weather which could be used as predictive indicators in the ANN architecture. Exterior weather conditions including but not limited to solar intensity, cloudiness, temperature, humidity, precipitation, wind speed, and barometric pressure are possibilities. Of these, however, exterior temperature is of most interest since it affects power consumption throughout the HVAC system [18] . The proposed ANN structure therefore only considers exterior temperature.
• Humidity: Due to the specific local climate of the test building, humidity was also included as an input. Humidity data was acquired from the U.S. National Climate Data Center.
The output variable is detailed as follows:
• Total Building Electrical kW Demand: Comprised of total electrical load, the building's kW demand is the ultimate forecast goal. Figure 3 represents the final structure of the developed neural network, in which the inputs for the developed neural networks are: HVAC kW, day type, time of day, exterior temperature, and humidity. The output of the network is the total building electrical demand kW. The second hidden layer was added during initial testing of the ANN in order to reduce the output error during training. Up to this point, the developed neural network was designed to forecast total building electrical kW demand at time given time 's day type, time period, HVAC kW, and exterior temperature. In order to avoid a peak electrical demand occurrence through preemptive building management action, however, sixty-minute forecasting had to be built into the ANN. This was accomplished by shifting the recorded total electrical kW demand data in the 90-day ANN data set by one hour. More specifically, for each HVAC kW, day type, time of day, and exterior temperature input given to the ANN, the corresponding electrical demand output fed to the ANN training and cross-validation procedures was the total electrical kW demand of the building one hour into the future. Or put another way, for every kW demand output fed to the ANN training process, its corresponding HVAC kW, day type, time of day, exterior temperature, and humidity inputs are from one hour prior. By doing so, sixty-minute forward prediction is built into the developed ANN model. Using NeuroSolutions version 6.2, a neural network development software environment, a widely implemented multilayer perceptron (MLP) topology was employed as part of this research. The MLP is capable of approximating arbitrary functions which has been important in the study of nonlinear dynamics, and other function mapping problems. The multilayer perceptron is trained with error correction learning, which means that the desired response for the system must be known. In pattern recognition, this is normally the case by labeling input data. More specifically, it is known which data belongs to which experiment.
Error correction learning works in the following way: From the system response at the nonlinear processing element, PE at iteration , ( ), and the desired response ( ) for a given input pattern an instantaneous error ( ) is defined by:
Using the theory of gradient descent learning, each weight in the network can be adapted by correcting the present value of the weight with a term that is proportional to the present input and error at the weight, i.e.,:
The local error ( ) can be directly computed from ( ) at the output PE or can be computed as a weighted sum of errors at the internal PEs. The constant is called the step size. This procedure is called the back propagation algorithm. Back propagation computes the sensitivity of a cost function with respect to each weight in the network, and updates each weight proportional to the sensitivity.
The advantage of back propagation is that it can be efficiently implemented with local information and requires just a few multiplications per weight. Momentum learning is an improvement to the straight gradient descent in the sense that a memory term (the past increment to the weight) is used to speed up and stabilize convergence. In momentum learning the equation to update the weights becomes:
where is the momentum. Normally should be set between 0.1 and 0.9. Training can be implemented by presenting all the patterns in the input file (an epoch), accumulate the weight updates, and then update the weights with the average weight update. This is called batch learning.
Loading an initial value for each weight (normally a small random value) to start back propagation and then proceeding until one of these three stopping criterion is met: to cap the number of iterations, to threshold the output mean square error, or to use cross validation. Cross validation is the most powerful of the three; since, it stops the training at the point when best generalization (i.e., the performance in the test set) is obtained. In this research, cross validation was used; thus, a small part of the training data was used to see how the trained network was doing. Cross validation computes the error in a test set at the same time that the network is being trained with the training set. When the performance starts to degrade in the validation set, training is stopped.
A learning curve is developed during the training procedure to show how the mean square error evolves with the training iteration. When the learning curve is flat, the step size is to be increased to speed up learning. When the learning curve moves up and down the step size should be decreased. An important point that should be considered in order to decrease the training time and provide better performance is the normalization of the training data.
The performance of the MLP in the test set is to be limited by the relation N > W/e, where N is the number of training epochs, W the number of weights, and e is the performance error. Training continues until the mean square error is less than e/2 [19] . Figure 4 shows the mean squared error (MSE) of the network after each epoch of data. The epoch number is shown on the X-axis and the MSE is shown on the Y-axis. The MSE of the training set is shown in blue and the MSE of the cross-validation set is shown in red. The cross validation MSE tracks the training MSE closely after an approximate epoch of 75. A network that is trained well should have a constantly decreasing slope of the training MSE (typically an exponential decay). As long as the training set learning curve is decreasing, the network is still training. If the training set learning curve is increasing or bouncing up and down, the network is probably not training well (learning rates may need to be decreased) [16] . 
Training vs. Cross Validation MSE
The specified data sets are training, cross validation and testing. Training data are the portion of the data used to actually train the network and are normally the largest portion of data. Cross validation data are used to intermittently validate the training. Periodically testing the network (no weight changes during cross validation) during training can help avoid overspecializing on the training data.
Cross validation data are data set aside to test the network during training (the network parameters are not directly updated/trained with this data). It is used to stop the network training when the network starts to specialize too much on the training data. Testing data are used to further validate the results of a trained network. Although the network was not trained with the cross validation data, the training may have been stopped using it. Therefore, the cross validation data are not truly "out-of-sample". The testing data are data set aside to test the network after it has been trained and is truly "out-of-sample".
Cross-validation is a practical, reliable, well documented approach for testing the performance of forecasting models and is used for most machine learning techniques. Unfortunately, one can never eliminate the possibility of getting stuck in a local optimum. Here it was necessary in the developed neural network's training and testing to obtain the mean performance value across n trials. Additionally, cross-validation was used to make sure that the model was not over trained. Without cross-validation, neural networks tend to be easily overly trained, reproducing training set observations thereby rendering the model ineffective. A classical technique of gradually reducing the learning rate, then increasing it and then slowly drawing it down was employed. This approach was repeated several times. Raising the learning rate reduces the stability of the algorithm but gives the algorithm the ability to jump out of a local optimum. Each neural component encapsulates the functionality of a particular piece of the neural network. A working neural network simulation requires the interaction of many different components. As mentioned before, adaptive learning using gradient descent and focuses on using the error between the system output and the desired system output to train the system. The learning algorithm adapts the weights of the system based on the error until the system produces the desired output.
The goal of the developed network is for the system output to be the same as the desired output. This is accomplished by minimizing the mean squared error, and the method used is called error back-propagation. This is done through three main steps; first, the input data are propagated forward through the network to compute the system output. Next, the error is computed and propagated backward through the network. And lastly, the error is used to modify the weights.
In the proposed methodology approximately 2/3 of the 90-day recorded data on all inputs and output were used as training data. Approximately 1/3 of the 90 recorded data on all inputs and output were used for cross validation. And finally, two work weeks were used for testing the network performance.
Experimental Results
The performance of the proposed forecast method for predicting total building kW demand in a large government building is presented in this section. Ninety days of uninterrupted data, at a sample rate of 15 s, were captured at the large government building. Due to nature of the building's daily operations schedule, peak demand events were only observed occurring during the work week; specifically Monday through Friday. Since there was never a chance of a peak event occurring on a weekend day, it was only necessary to test the ANN for peak demand on working weekdays.
Using the testing data set, a sixty-minute forward forecast using the ANN model was tested for each workday day type in a given work week (Monday-Friday) for two weeks. In an effort to validate the neural network performance during unique periods of experienced demand of each workday day type, testing was conducted every hour (240 data points, 15 s sampling) beginning Monday 12:00 am through Friday 11:59 pm. Two weeks were tested and Table 2 depicts the average sixty-minute ANN forecasting errors realized for both work weeks. Also using the same test data, the ANN model's performance was compared against three other benchmark models: SMA, linear regression, and MARSplines. Table 2 also depicts the entire work week's sixty-minute forecasting errors for the SMA, linear regression, and MARSplines benchmark models for both weeks. The average of both testing work week's sixty-minute forecasting errors for all models are also plotted in Figure 6 . Table 3 depicts twenty-four hour period MAPEs and AMEs for the ANN and benchmarking models during both testing weeks. For the developed ANN model, the MAPE and AME for all tested day types was 3.9% and 8.2% respectively. The benchmark models and their respective forecast errors are detailed next.
A SMA benchmark model was created for comparison. The moving average was limited to sixty minutes of past data to predict sixty minutes into the future. The average and maximum forecast error for all tested day types using a SMA was 7.7% and 26.2% respectively.
For another benchmark comparison model, linear regression using Minitab version 16. The regression equation was then applied to the same twenty-four hour data test periods with respective forecast errors depicted in Table 2 . The average and maximum forecast error for all tested day types using linear regression was 17.3% and 45.1% respectively. Additionally, the residual regression plots for the 90-day data set demonstrated acceptable randomness of the data. Also, for ANN model performance testing, Multivariate Adaptive Regression Splines (MARSplines) were implemented using StatSoft's STATISTICA version 12 and were applied to the original 90-day data set. MARSplines, developed by Friedman in 1991, were used here as a nonparametric regression procedure and do not assume any functional relationship between the dependent and independent variables. Rather, MARSplines relate the dependent and independent variables using a set of coefficients and basic functions derived directly from the regression data. MARSplines create regression equations for multiple unique regions within the input space. Furthermore, when the relationship between the predictors and the dependent variables is non-monotone and difficult to approximate with parametric models, MARSplines are capable of creating effective forecast models.
The The MARSplines equation was then applied to the same twenty data test periods with respective forecast errors depicted in Table 2 . The average and maximum forecast error for all tested day types using MARSplines was 7.0% and 22.5%, respectively. 
Conclusions
This paper proposes a real-time energy monitoring system prototype to forecast peak demand in a large government building in an effort to augment current ICS DR programs. The proposed methodology aims to predict total building power kW demand sixty minutes into the future, thereby giving building management ample time to temporarily curtail a portion of building power consumption in order to minimize experienced peak demand (kW) during a given billing cycle. To achieve this, the model collects detailed electrical consumption data in a large government building over a ninety-day time period which are then fed to an ANN for training, cross-validation, and finally prediction.
The approach in this paper used ANNs because of the extraordinary ability of ANNs to make sense of complicated or imprecise non-linear, non-stationary, and/or chaotic data which cannot be easily modeled. ANNs can extract patterns, detect complex trends, do not require a priori problem space assumptions, and do not require information regarding statistical distribution. ANNs also demonstrate adaptability to new situations through adaptive learning. ANNs produce unique representations of the information during its learning process, operate in real-time, and are capable of parallel computation. Furthermore, ANNs have inherent built-in fault tolerance as a result of redundant information coding.
The real-time energy monitoring system developed to capture the building's electrical consumption demonstrated high resolution capability of recording every main service entrance and HVAC circuit's (3-phase) power consumption in the building under study with a sample rate of 15 s. Operating within a customized LAN, Magnelab current transformer sensors, National Instruments DAQ devices, and National Instruments LabVIEW served as the backbone of the developed real-time energy monitoring system.
To examine and demonstrate the effectiveness of this research approach, experimental analysis was conducted on electrical consumption data recorded over a three-month period. Dynamic HVAC kW loads were able to offer accurate forecasting of total building demand. By also incorporating day type, time of day, exterior temperature, and humidity data into the developed ANN, the forecast error was minimized even further. Model performance was consistent throughout the test runs. Also, the developed ANN model was compared with alternate methods of prediction including SMA, linear regression and multivariate adaptive regression splines (MARSplines) and consistently performed better with an MAPE of 3.9% and AME of 8.2%. The SMA model performed well due to the static nature of the building's power consumption, but the MAPE was quite high at 26.2%. Performing similarly, the MARSplines approach had an MAPE of 7.0% and AME of 22.5%. Finally, linear regression had the highest MAPE of 17.3% and highest AME of 45.1%.
Given sixty-minute forecast ability with low error using the ANN approach, it is theoretically possible for building management to temporarily curtail a portion of the building load whenever approaching a predetermined peak in demand. Due to seasonality effects on the building's HVAC load, acceptable peak demand loads differ from month to month. It is thus necessary for building management to determine an acceptable peak demand load maximum for each billing cycle. The real-time energy monitoring system together with the sixty-minute ANN forecast signals an upcoming breach of the predetermined peak demand load maximum. Building curtailment policy sheds unnecessary loads during these events in order to control overall peak loading and prevent an unwanted peak demand occurrence. Depending on building management, curtailment is manual and/or automated. This ANN model would be particularly useful for efficient and cost-effective peak demand energy management of multiple government or corporate building complexes (i.e., municipalities, corporate campuses, hospitals, universities, etc.) already under or capable of operating under one centralized energy management or building management system. The proposed model is entirely scalable and can be implemented for multi-building peak demand control. Existing sub-meters at such sites would serve to provide pertinent real-time and historical data to the ANN model and control procedures. Overall reduced peak demand would have a noticeable and beneficial financial impact on such building systems. If implemented on a large scale across many building systems including city municipalities and other large energy end-users, there would be added benefit to the electric utility provider and environment through efficient and reduced power generation capacity. Such reduction and efficient usage of power generation would undoubtedly contribute to the energy sustainability of local municipalities and their communities.
Finally, the model developed in this paper was implemented and tested during one of two major local weather periods. The model proved effective during the particular weather period studied with similar performance expected during similar future weather periods. In order to measure the model's robustness during a dissimilar weather period, additional testing and data capture during the other weather period type is necessary.
