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Abstract
In this paper we consider partial actions of groups on algebras and partial skew group rings. After some
general results we prove two versions of Maschke’s theorem and then we study von Neumann regularity,
the prime radical and the Jacobson radical of partial skew group rings. In this way we extend many results
which are known for skew group rings.
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Introduction
Partial actions of groups have been introduced in the theory of operator algebras giving pow-
erful tools of their study (see [6] and [7] and the literature quoted therein). Also in [6] the authors
introduced partial actions on algebras in a pure algebraic context. Let G be a group and R a unital
k-algebra, where k is a commutative ring. A partial action α of G on R is a collection of ideals
Dg , g ∈ G, of R and isomorphisms of (non-necessarily unital) k-algebras αg : Dg−1 → Dg such
that:
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(ii) D(gh)−1 ⊇ α−1h (Dh ∩Dg−1), for any g,h ∈ G;
(iii) αg ◦ αh(x) = αgh(x), for any x ∈ α−1h (Dh ∩Dg−1) and g,h ∈ G.
Using (iii) we can easily see that αg−1 = α−1g , for every g ∈ G. Also the property (ii) can be
written as αg(Dg−1 ∩Dh) = Dg ∩Dgh, for all g,h ∈ G.
Let α be a partial action of G on R. The partial skew group ring R α G (see [6]) is defined
as the set of all finite formal sums
∑
g∈G agug , ag ∈ Dg for every g ∈ G, where the addition is
defined in the usual way and the multiplication is determined by
(agug)(bhuh) = αg
(
αg−1(ag)bh
)
ugh.
Given a partial action α of a group G on R an enveloping action is an algebra T together with
a global action β = {βg | g ∈ G} of G on T , where βg is an automorphism of T , such that the
partial action is given by restriction of the global action (see [6, Definition 4.2], for a more precise
definition). From [6, Theorem 4.5] we know that a partial action α has an enveloping action if
and only if all the ideals Dg are unital algebras, i.e., Dg is generated by a central idempotent
of R, for any g ∈ G. In this case the partial skew group ring R α G is an associative algebra (this
is not true in general, see [6, Example 3.5]).
By the results in [6], when α has an enveloping action (T ,β) we may consider that R is an
ideal of T and the following properties hold:
(i′) the subalgebra of T generated by ⋃g∈G βg(R) coincides with T and we have T =∑
g∈G βg(R).
(ii′) Dg = R ∩ βg(R), for every g ∈ G.
(iii′) αg(x) = βg(x), for all g ∈ G and x ∈ Dg−1 .
Throughout this paper R is an associative k-algebra with an identity element 1R , G is a group
and α = {αg : Dg−1 → Dg} is a partial action of G on R. We assume, unless otherwise stated,
that the partial action has an enveloping action denoted by (T ,β). Then any of the ideals Dg is
generated by a central idempotent of R which we denote by 1g . By the condition (ii′) above we
have that 1g = 1Rβg(1R). This fact and conditions (i′) and (iii′) above will be used freely in this
paper. Also a k-algebra will be called frequently simply a ring.
In general, T do not necessarily have an identity element, but it has an identity if G is a finite
group.
Natural examples of partial actions can be easily given:
Example. Assume that T is a ring and G is a group acting on T as automorphisms {βg | g ∈ G}.
Let R be an ideal of the ring T , and put Dg = R ∩ βg(R), for any g ∈ G, and let αg be the
restriction of βg to Dg−1 . Then it is easy to see that α = {αg | g ∈ G} is a partial action of G
on R. If, in addition, R is generated by a central idempotent of T , then the partial action α has
an enveloping action which can be assumed to be contained in T and the partial skew group ring
R α G is an associative ring. This partial action is called the restriction of the global action β
to R.
In the first section we study partial actions α which possesses enveloping action (T ,β) and
obtain elementary relations between R and T .
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factoring out the prime radical of R from the partial skew group ring we obtain an associative
ring. In Section 3 we prove two versions of Maschke’s theorem for the partial skew group ring
RαG. In Section 4 we find conditions under which the partial skew group ring is a von Neumann
regular ring.
Section 5 is devoted to describe prime ideals of R α G and the prime radical. Finally, in
Section 6 we consider primitive ideals and the Jacobson radical.
1. Elementary properties of partial actions and enveloping actions
In this section we give some general results on partial actions which possess an enveloping
action.
Let R be a ring with identity 1R and α a partial action of a group G on R. We assume that
there exists an enveloping action of α denoted by (T ,β). Thus the ideal Dg is generated by a
central idempotent denoted by 1g , for any g ∈ G. First we introduce a finiteness condition.
1.1. Definition. We say that α is of finite type if there exists a finite subset {g1, . . . , gn} of G such
that
∑
1in Dggi = R, for any g ∈ G.
Partial actions of finite type have been first defined in Section 3 of [4] when the group G is
an infinite cyclic group and R is a semiprime ring. The general definition we give here and some
properties may be found also in [2]. We include here some facts for the sake of completeness.
It is clear that if G is a finite group any partial action of G on R is of finite type. We have the
following characterization.
1.2. Proposition. Assume that α is a partial action of G on R with enveloping action (T ,β). The
following conditions are equivalent:
(i) α is of finite type;
(ii) There exists g1, . . . , gn ∈ G such that T =∑1in βgi (R);
(iii) T has an identity element.
Proof. (i) ⇒ (ii) Under the same notation as in 1.1 we have R =∑1in Dg−1gi , for any g ∈ G.
Thus βg(R) =∑1in βg(Dg−1gi ) and so T =
∑
g∈G βg(R) =
∑
1in
∑
g∈G βg(Dg−1gi ) =∑
1in βgi (R), since βg(Dg−1gi ) ⊆ βgi (R), for any g ∈ G.
(ii) ⇒ (iii) Since all the ideals βgi (R) of T have identity element, under the assumption (ii)
T has also identity element.
(iii) ⇒ (i) Denote by 1T the identity element of T . Since 1T ∈ T =∑g∈G βg(R) there exists
g1, . . . , gn in G with 1T =∑1in βgi (ai), for some ai ∈ R. Hence, for any g ∈ G we have 1T =
βg(1T ) =∑1in βggi (ai), thus 1R =
∑
1in βggi (ai)1R ∈
∑
1in Dggi and (i) follows. 
If α is a partial action of finite type of G on R with enveloping action (T ,β), by (ii) of
the above proposition there exists a smallest integer n  1 and g1, . . . , gn ∈ G such that T =∑
βg (R). In this case the order of α is defined as n.1in i
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enveloping action (T ,β). Then T is right (left) noetherian (artinian) if and only R is right (left)
noetherian (artinian) and α is of finite type.
Proof. If R is right noetherian (artinian) and α is of finite type, by 1.2 T is a sum of a finite
number of right T -modules which are all noetherian (artinian), so T is right noetherian (artinian).
Conversely, if T is right noetherian (artinian), then R is right noetherian (artinian) since RT is a
submodule of TT . It remains to see that T is a finite sum of the ideals βg(R). This is clear if T
is right noetherian. If T is right artinian and there is no finite sum of ideals βg(R) equal to T ,
there is an infinite increasing sequence of these sums in which any term is generated by a central
idempotent of T . Thus the annihilators of these idempotents give an infinite decreasing sequence
of ideals. Thus in both cases α is of finite type. 
1.4. Example. A partial action on an artinian ring which is not of finite type and T is neither
artinian nor noetherian.
Take R = Ke1 ⊕ Ke2, a direct sum of two copies of a field K , and G an infinite cyclic
group generated by g. We define a partial action of G on R by taking Dg0 = R, αg0 = idR ,
and Dgi = Ke2, αgi = idKe2 , for any i = 0. Then it is easy to see that this is in fact a partial
action and the enveloping action β of α is defined on the ring T =∑i∈ZKei by βg(e2) = e2,
βg(e1) = e3 and βg(ej ) = ej+1 for any j = 1,2. It is clear that α is not of finite type.
The following is an immediate consequence of 1.2 and Theorem 5.4 of [6].
1.5. Corollary. If α is a partial action of finite type of G on R, the partial skew group ring Rα G
and the skew group ring T β G are Morita equivalent.
It is well known that if T is left (right) noetherian (artinian) and G is finite, then T β G is
left (right) noetherian (artinian) [12, 3.2]. Thus the following is immediate from 1.5.
1.6. Proposition. If R is left (right) noetherian (artinian) and G is finite, then R α G is left
(right) noetherian (artinian).
Recall that a ring with identity S is said to have a finite block decomposition if S is a finite
sum of indecomposable rings [13, §22]. Also this is equivalent to the existence of a finite set
of primitive central orthogonal idempotent {e1, . . . , em} of S such that ∑1jm ej = 1S . By
definition a ring having a finite block decomposition is always a ring with identity.
1.7. Proposition. Assume that α is a partial action of G on R with enveloping action (T ,β).
Then T has a finite block decomposition if and only if R has a finite block decomposition and α
is of finite type.
Proof. First note that if e ∈ R is a primitive central idempotent of R, then e is a primitive central
idempotent of T . In fact, if e = e1 + e2, where e1, e2 are central idempotents of T with e1e2 = 0,
then ei = eei ∈ Z(R), i = 1,2, and so either e1 = 0 or e2 = 0.
Assume that R has a finite block decomposition and α is of finite type. Then T =∑
1in βgi (R), for some g1, . . . , gn in G and βgi (R)  R. Hence T has a finite number of
primitive central idempotents and we are done in this case.
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summand Ti is an indecomposable ring and R T generated by the central idempotent 1R , then
R has a finite block decomposition. 
The following is an easy consequence of the above results.
1.8. Corollary. Assume that α is a partial action of a group G on R with enveloping action
(T ,β). Then T is semisimple if and only if R is semisimple and α is of finite type.
Proof. If R is semisimple and α is of finite type, then T is a finite sum of semisimple rings, thus
is semisimple. Conversely, if T is semisimple, then R is semisimple since R is an ideal of T and
α is of finite type because T has an identity. 
1.9. Remark. Assume that T is a ring with identity element which has a finite block decompo-
sition and R is an ideal of T which is generated by a central idempotent. If G is any group and
β is a global action of G on T , then the restriction α of β to R is a partial action of finite type,
since the enveloping action of α is either T or an ideal of T .
To study relations between the properties of R and T we use the fact that T is a sum of
ideals all of which are isomorphic to R. So first we consider a ring S which is a sum of ideals
{Bi | i ∈ I}.
1.10. Proposition. Assume that S =∑i∈I Bi , where Bi is an ideal of S which has an identity 1i
as a ring, for any i. Then
(i) 1i is a central idempotent of S and Bi = S1i , for any i ∈ I .
(ii) S has an identity element if and only if there exists a finite subset J of I with S =∑i∈J Bi .
In addition, if I = {1,2, . . . , n} then the identity element of S can be written as 1S =∑
1ln
∑
i1<i2<···<il (−1)l+11i11i2 . . .1il .
Proof. For any t ∈ S we have t1i ∈ Bi and so t1i = 1i t1i = 1i t . From this (i) easily follows.
To show (ii) assume that I = {1, . . . , n} and suppose, by induction, that Sn−1 =∑1in−1 Bi
has identity
1Sn−1 =
∑
1ln−1
∑
i1<i2<···<il<n
(−1)l+11i11i2 . . .1il .
Then the ring S = Sn−1 +Bn has the identity 1S = 1n+1Sn−1 −1n1Sn−1 and we have the required
expression for 1S .
Conversely, if S has an identity 1S we can write 1S =∑1jm aij , for some aij ∈ Bij , and
we easily obtain S =∑1jmBij . 
1.11. Remark. The identity of S in 1.10 can be written as a sum of mutually orthogonal central
idempotents 1S = e1 + e2 + · · · + en, where e1 = 11, . . . , ej = (1S − 11)(1S − 12) . . . (1S −
1j−1)1j , for 2 j  n.
Recall that a ring S is said to be a ring with local units if for any finitely many s1, . . . , sk ∈ S
there exists an idempotent e ∈ S with {s1, . . . , sk} ⊆ eSe [17, Ch. 10]. Also, S is a right (left)
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a right and left s-unital ring.
Since any finite subset of T is contained in a subring which is a finite sum of the ideals βg(R),
g ∈ G, the following is an easy consequence of 1.10.
1.12. Corollary. Assume that α is a partial action of a group G on a ring R with enveloping
action (T ,β). Then T is a ring with local units.
The following observation is well known and will be used in the paper (see [13, Ex. 1.7
and 1.8]):
1.13. Remark. Assume that S =∑i∈I Bi , where Bi is an ideal of S which has an identity 1i as
a ring, for any i. Then the following hold:
(i) If A is a left (right, two-sided) ideal of S, then A1i is a left (right, two-sided) ideal of Bi .
(ii) If A is a left (right, two-sided) ideal of Bi , then A is a left (right, two-sided) ideal of S.
(iii) If A is a left (right, two-sided) ideal of S, then A1i = A∩Bi .
(iv) If A,B are left (right, two-sided) ideals of S and A1i = B1i , for any i ∈ I , then A = B . In
particular, if A1i = 0, for any i ∈ I , then A = 0.
(v) If Ei is an essential left (right, two-sided) ideal of Bi , for any i ∈ I , then E =∑i∈I Ei is
essential in S.
Recall that a radical γ is said to be hereditary if for any ring R and ideal I of R we have
γ (I) = γ (R)∩ I [5, p. 125].
1.14. Proposition. Assume that α is a partial action of a group G on R with enveloping action
(T ,β). If γ is a hereditary radical, then R is γ -semisimple if and only if T is γ -semisimple.
Proof. If γ (T ) = 0, then γ (R) = γ (T ) ∩ R = 0. Conversely, if γ (R) = 0, then γ (βg(R)) = 0,
for any g ∈ G, since βg(R)  R. Thus γ (T )βg(1R) = γ (T )∩ βg(R) = 0, for any g ∈ G. Hence
γ (T ) = 0 by the above remark. 
As a particular case of the 1.14 we immediately have
1.15. Corollary. Under the above assumption, R is semiprime (semiprimitive) if and only if T is
semiprime (semiprimitive).
It is not true, in general, that a ring which is a sum of ideals which are semiprime rings is also
a semiprime ring. The next example was given to us by E. Puczyłowski.
1.16. Example. Let A be a semiprime ring such that A2 = A (for example, A = xF [x] where F
is a field), and put S = A⊕A/A2 and B = {(a, a +A2) | a ∈ A}. Then the mapping φ : A → B
defined by φ(a) = (a, a + A2), for any a ∈ A, is an isomorphism from A onto B . Hence A and
B are ideals of S which are semiprime rings and S = A+B is not semiprime.
If R is prime, then R does not have non-zero central idempotents. Thus any ideal Dg must
be either R or zero (this possibility is not excluded in [6] for partial actions with enveloping
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then clearly T = R and the partial action is a global action on R.
Recall that R is said to be von Neumann regular if for any a ∈ R there exists b ∈ R such that
aba = a. For equivalent conditions of the definition see Theorem 4.23 of [13].
1.17. Proposition. Assume that α is a partial action of G on R with enveloping action (T ,β).
Then R is von Neumann regular if and only if T is von Neumann regular.
Proof. If T is von Neumann regular, then R is von Neumann regular since R is an ideal of T .
Conversely, if R is von Neumann regular, since T is a sum of ideals the βg(R)  R any element
of T is in a finite sum of von Neumann regular rings. Hence the result follows from the fact that
a ring S which is a sum of von Neumann regular ideals A and B is also von Neumann regular
[11, Lemma 1.3]. 
We denote by udimS S the uniform dimension of S as left S-module.
1.18. Proposition. Let R be a ring and α a partial action of finite type of G on R with enveloping
action (T ,β). Then udimR R  udimT T  o(α)udimR R, where o(α) is the order of α. In
particular, if G is a finite group of order |G| we have udimT T  |G|udimR R.
Proof. The first part of the inequality follows from the fact that left ideals of R are left ideals of
T and the second part from the additivity of uniform dimension. 
Denote by Z(S) the left singular ideal of S.
1.19. Lemma. Assume that S =∑i∈I Bi , where Bi is an ideal of S which has identity 1i as a
ring, for any i. Then we have Z(Bi) =Z(S)∩Bi , for any i.
Proof. If a ∈Z(Bi), then Ha = 0 for an essential left ideal H of Bi . Then H ′ = H +∑j =i Bj ej
is an essential left ideal of S, where ej = 1j − 1i1j , for any j = i, and H ′a = 0. This shows that
a ∈ Z(S). Conversely, if t ∈ Z(S) ∩ Bi there exists an essential left ideal I of S with I t = 0.
Thus (I ∩Bi)t = 0, where I ∩Bi is an essential left ideal of Bi . 
1.20. Corollary. Let R be a ring and α a partial action of G on R with enveloping action (T ,β).
Then R is left non-singular if and only if T is left non-singular.
Proof. It follows directly from 1.19 and 1.13(iv). 
Putting together 1.18, 1.15 and 1.20 we have the following
1.21. Corollary. Assume that R is a ring and α is a partial action of G on R with enveloping
action (T ,β). Then T is a semiprime left Goldie ring if and only if R is semiprime left Goldie
and α is a finite type.
Proof. It remains only to show that if T is a left Goldie ring, then T must be a finite sum of the
ideals βg(R), g ∈ G. But this is clearly true since in the contrary case the left uniform dimension
of T would not be finite. 
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have m-additive torsion, for a positive integer m, if for any s ∈ S we have ms = 0 implies s = 0.
1.22. Proposition. Let R be a ring, α a partial action of a group G on R with enveloping action
(T ,β) and m a positive integer. Then
(i) R does not have m-additive torsion if and only if T does not have m-additive torsion.
(ii) If, in addition, T has an identity element, then m is invertible in R if and only if m is invertible
in T .
Proof. (i) If R does not have m-additive torsion the same holds for βg(R). If t ∈ T and mt = 0
we have that mβg(1R)t = 0, for any g ∈ G. It follows from 1.13(iv), that t = 0. The converse is
clear.
(ii) Now assume that T has an identity 1T . If m1T l = 1T , for some l ∈ T , we have that
m1Rl1R = 1R , which shows one implication. For the other assume that 1T = e1 + e2 + · · · + en,
for orthogonal idempotents ei ∈ βgi (R). If m1R is invertible in R, then mβg(1R) is invertible in
βg(R), for any g ∈ G. Thus mei is invertible in eiβgi (R) and using the above representation for
1T we can easily find an inverse for m1T in T . 
2. Induced partial actions and associativity question
Hereafter rad(A) will denote the prime radical of the ring A.
Let R be a ring and α be a partial action of G on R. The partial skew group ring R α G
is not always associative [6, Example 3.5]. In [6] the authors studied conditions for R α G to
be associative. The associativity of R α G was also studied in [10] when R is a modular group
algebra.
If α possesses an enveloping action, then the partial skew group ring is associative. Also, if R
is a semiprime ring the partial skew group ring is associative [6, Corollary 3.4]. From this result
it is natural to conjecture that R α G/ rad(R) α G is associative for any partial action α of G
on R. However to show this we have to show that rad(R) α G and the factor ring make sense
and this will be so if we can define an induced partial action on the semiprime ring R/ rad(R).
We were unable to prove this directly but we will show, instead, a related result which shows that
the factor ring is well defined and is associative.
We need a related notion. A family {(Dg,αg) | g ∈ G} of partial isomorphisms as above is
said to be a quasi partial action if the following conditions are satisfied
(iq ) D1 = R and α1 is the identity mapping of R;
(iiq ) D(gh)−1 ⊇ α−1h (DhDg−1), for any g,h ∈ G;
(iiiq ) αg ◦ αh(x) = αgh(x), for any x ∈ α−1h (DhDg−1) and g,h ∈ G;
(ivq ) α−1g = αg−1 , for any g ∈ G.
Note that any partial action is a quasi partial action. Also, if all the ideals Dg , g ∈ G, have
an identity element, then DhDg = Dh ∩ Dg , for any h,g ∈ G. Hence a quasi partial action is a
partial action in this case. In the rest of the section, unless otherwise stated, α is a quasi partial
action.
M. Ferrero, J. Lazzarin / Journal of Algebra 319 (2008) 5247–5264 5255It is easy to check that if α is a quasi partial action of G on R, then the partial skew group
ring R α G, as defined above, is an algebra as well. In fact, conditions (iiq)–(ivq) show that the
product augbuh = αg(αg−1(a)b)ugh is well defined.
2.1. Definition. An ideal I of R is said to be α-invariant if αg(I ∩ Dg−1) ⊆ I ∩ Dg , for any
g ∈ G.
Equivalently, I is α-invariant if αg(I ∩Dg−1) = I ∩Dg , for any g.
If I is an α-invariant ideal of R we define I α G as the set of all the elements
∑
g∈G agug ∈
R α G such that ag ∈ I ∩Dg , for every g ∈ G.
2.2. Lemma. Let R be a ring, α a quasi partial action of a group G on R and I an α-invariant
ideal of R. Then
(i) I α G is an ideal of R α G.
(ii) α induces a quasi partial action α¯ on R/I .
(iii) There is a natural isomorphism R α G/I α G  (R/I)α¯G.
Proof. (i) is obvious. We prove (ii). Since αg(I ∩ Dg−1) = I ∩ Dg , for any g ∈ G, αg induces
an isomorphism from Dg−1 + I/I  Dg−1/(Dg−1 ∩ I ) onto Dg/(Dg ∩ I )  Dg + I/I given by
αg(a + I ) = αg(a)+ I , for any a ∈ Dg−1 . It is easy to see that this defines a quasi partial action
on R/I .
Finally, the isomorphism of (iii) is induced by aug → (a + I )ug , for any aug ∈ R α G. 
2.3. Remark. If γ is any hereditary radical of rings and α is a quasi partial action of G on R,
then γ (R) is an α-invariant ideal of R. In particular, rad(R) is an α-invariant ideal of R.
In fact, αg is an isomorphism from Dg−1 onto Dg . Thus αg(γ (Dg−1)) = γ (Dg) and so for any
g ∈ G we have αg(γ (R)∩Dg−1) = αg(γ (Dg−1)) = γ (Dg) = γ (R)∩Dg , since γ is hereditary.
Now we are able to prove the main result of this section.
2.4. Theorem. Let α be a quasi partial action of a group G on R. Then R α G/ rad(R) α G is
an associative ring.
Proof. We consider the quasi partial action α¯ induced on R/ rad(R) and follow the lines of
Theorem 3.1 of [6]. We put D¯g = Dg + rad(R)/ rad(R), for g ∈ G. Also in the proof we use
freely the properties (iq )–(ivq ) defining quasi partial actions.
Take a¯ ∈ D¯h, b¯ ∈ D¯g and c¯ ∈ D¯f . Then
(a¯uhb¯ug)c¯uf = α¯hg
(
α¯−1hg
(
α¯h
(
α¯h−1(a¯)b¯
))
c¯
)
uhgf .
Note that α¯h(α¯h−1(a¯)b¯) ∈ α¯h(D¯h−1D¯g). Thus we have
α¯−1hg
(
α¯h
(
α¯h−1(a¯)b¯
))= α¯g−1 α¯h−1
(
α¯h
(
α¯h−1(a¯)b¯
))= α¯g−1
(
α¯h−1(a¯)b¯
)
.
On the other hand,
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(
α¯−1h (a¯)
(
α¯−1g (b¯)c¯
))
uhgf .
Thus the ring R α G/ rad(R) α G is associative if and only if
α¯hg
(
α¯g−1
(
α¯h−1(a¯)b¯
)
c¯
)= α¯h
(
α¯−1h (a¯)
(
α¯−1g (b¯)c¯
))
,
for any a¯ ∈ D¯h, b¯ ∈ D¯g , c¯ ∈ D¯f and h,g,f ∈ G.
The elements in the above equality belong to D¯hg and α¯h(α¯−1h (a¯)(α¯−1g (b¯)c¯)) ∈ α¯h(D¯h−1D¯g−1).
It follows that
α¯g−1
(
α¯h−1(a¯)b¯
)
c¯ = α¯−1g α¯−1h
(
α¯h
(
α¯
−1
h (a¯)
(
α¯−1g (b¯)c¯
)))= α¯−1g
(
α¯−1h (a¯)
(
α¯−1g (b¯)c¯
))
.
Thus R/ rad(R) α¯ G is associative if and only if
α¯g
(
α¯g−1
(
α¯h−1(a¯)b¯
)
c¯
)= α¯−1h (a¯)α¯g
(
α¯−1g (b¯)c¯
)
holds for any a¯, b¯, c¯ as above and g,h,f ∈ G.
Note that α¯h−1(a¯) runs over D¯h−1 , then the above condition is equivalent to the following:
α¯g
(
α¯g−1(a¯b¯)c¯
)= a¯α¯g
(
α¯−1g (b¯)c¯
)
, (A)
for every a¯ ∈ D¯h−1 , b¯ ∈ D¯g , c¯ ∈ D¯f and h,g,f ∈ G. Taking h = f = 1G, then D¯h−1 = D¯f =
R/ rad(R) and consequently R/ rad(R) α¯ G is associative if and only if (A) holds for arbitrary
g ∈ G, a¯, c¯ ∈ R/ rad(R) and b¯ ∈ D¯g . This is equivalent to say that
(α¯g ◦Rc¯ ◦ α¯g−1) ◦La¯ = La¯ ◦
(
α¯g ◦Rc¯ ◦ α¯g−1
)
is valid on D¯g , for every g ∈ G and all a¯, c¯ ∈ R/ rad(R), where Lu and Ru denote left and right
multiplication by u, respectively. However the last relation holds since D¯g is (L,R)-associative,
for any g ∈ G, because R/ rad(R) is a semiprime ring (Proposition 2.6 of [6]). 
The following is immediate.
2.5. Corollary. R α G/ rad(R) α G is associative, for any ring R and partial action α of G
on R.
Now we consider a condition which implies that a partial action induces a partial action on
the factor ring R/I , when I is α-invariant.
2.6. Definition. An ideal I of R is said to be α-distributive if
(Dg + I )∩ (Dh + I ) = (Dg ∩Dh)+ I,
for any g,h ∈ G.
It is clear that if R is a right (left) distributive ring, then any α-invariant ideal is α-distributive.
Another example is given by the following
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α-invariant ideal is α-distributive.
Proof. We know that under the assumption the ideal Dg is generated by a central idempotent 1g .
If y ∈ (Dg + I ) ∩ (Dh + I ) we can write y = a + I = b + I , a ∈ Dg and b ∈ Dh. Thus a =
b + i, where i ∈ I , and so a = a1g = b1g + i1g , where b1g ∈ Dg ∩ Dh and i1g ∈ I . Hence
y = b1g + I ∈ (Dg ∩Dh)+ I . 
2.8. Corollary. If α is a partial action of G on R and I is an α-invariant and α-distributive ideal
of R, then the induced quasi partial action α¯ on R/I is a partial action.
Proof. Put D¯ = D+I/I . Condition (ii) of partial actions can easily be proved in this case: if x¯ ∈
D¯h∩D¯g−1 we can chose a representative x of x¯ with x ∈ (Dh+I )∩(Dg−1 +I ) ⊆ (Dh∩Dg−1)+
I ⊆ αh(D(gh)−1)+ I and so x¯ ∈ α¯h(D¯(gh)−1). From this condition (iii) also follows. 
We are able to give more information when the partial action has an enveloping action.
2.9. Lemma. Assume that α possesses an enveloping action (T ,β) and I is an α-invariant ideal
of R. Then I e = {t ∈ T | βg(t)1R ∈ I , for any g ∈ G} is a G-invariant ideal of T with I e ∩R = I .
Proof. It is clear that I e is a G-invariant ideal of T . If a ∈ I e ∩R, then a = a1R ∈ I . Conversely,
if a ∈ I , then βg(a)1R = βg(a)βg(1R)1R = βg(a)1g = αg(a1g−1) ∈ I . Thus a ∈ I e ∩R. 
2.10. Proposition. If α is a partial action of G on R with enveloping action (T ,β) and I is an
α-invariant ideal of R, then α induces a partial action on R/I with enveloping action (T /I e, β¯),
where β¯ denotes the global action induced by β on T/Ie .
Proof. The first part is a consequence of 2.7 and 2.8. Now we show that (T /I e, β¯) is the
enveloping action of the induced partial action. It is clear that the inclusion mapping is a
monomorphism from R/I into T/Ie and the partial isomorphisms defined on R/I are the re-
striction of the automorphisms β¯g of T/I e . Also T/I e is equal to
∑
g∈G β¯g(R/I). Finally
(Dg + I e)/I e = ((R ∩ βg(R)) + I e)/I e = (R + I e)/I e ∩ (βg(R) + I e)/I e (note that the last
equality holds since R and βg(R) have identity element and so the intersection is equal to the
product). This completes the proof (cf. [6, Section 4]). 
3. Maschke’s theorem
For the remainder of the paper we assume that the partial action α has an enveloping action
(T ,β).
First we recall some notions from [7]. For a partial action α of a group G on R, the invariant
subring Rα has been defined by the following:
Rα = {a ∈ R ∣∣ αg(a1g−1) = a1g, for any g ∈ G
}
.
When G is finite, also the trace map trα : R → Rα has been defined in [7] by
trα(a) =
∑
g∈G
αg(a1g−1),
for any a ∈ R. It is proved that trα : R → Rα is a (left and right) Rα-linear map.
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straightforward.
3.1. Theorem. Let R be ring and α a partial action of a finite group G on R. If R is semisimple
and |G| is invertible in R, then R α G is semisimple.
Proof. By 1.8 and 1.22 T is semisimple and |G| is invertible in T . Then T β G is semisimple
(Corollary 0.2 of [14]). Then R α G is semisimple by 1.5. 
The proof of the second version follows the lines of Theorem 0.1 of [14].
3.2. Theorem. Let α be a partial action of a finite group G on R, V a left R α G-module and W
a submodule of V . If trα(1R) is invertible in R and W is a direct summand of V as an R-module,
then W is a direct summand of V as an R α G-module.
Proof. Assume that π : V → W is an R-projection. Define the map ψ on V by ψ(v) =
l
∑
g∈G 1g−1ug−1π(1gugv), for any v ∈ V , where l = (trα(1R))−1. It is clear that ψ(V ) ⊆ W .
Now we prove that ψ is a left R α G-projection onto W .
First note that for v ∈ V and h ∈ G we have
l−1ψ(1huhv) =
∑
g∈G
1g−1ug−1π(1gug1huhv) =
∑
g∈G
1g−1ug−1π
(
αg(1g−1 1h)ughv
)
=
∑
g∈G
1g−1ug−1αg(1g−11h)π(1ghughv)
=
∑
g∈G
αg−1
(
1gαg(1g−1 1h)
)
ug−1π(1ghughv)
= 1h
∑
g∈G
1g−1ug−1π(1ghughv) = 1h
∑
f∈G
1hf−1uhf−1π(1f uf v)
=
∑
f∈G
αh
(
αh−1(1h)1f−1
)
uhf−1π(1f uf v)
=
∑
f∈G
1huh1f−1uf−1π(1f uf v) = l−11huhψ(v).
The relation l−1ψ(rv) = l−1rψ(v) is proved similarly. This shows that ψ is an R α G-linear
map. Finally, if g ∈ G and w ∈ W , then 1gugw ∈ W and so π(1gugw) = 1gugw. Consequently
ψ(w) = l∑g∈G 1g−1ug−11gugw = l
∑
g∈G αg−1(1g)u1w = w. 
The following is immediate.
3.3. Corollary. If R is semisimple, α is a partial action of a finite group G on R and trα(1R) is
invertible in R, then R α G is semisimple.
The example below shows that the assumptions of Theorems 3.1 and 3.2 are independent.
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central idempotents of R. Let G be the cyclic group of order 4 with generator g and define a
partial action of G on R by α1 = idR ,
αg : Ke2 ⊕Ke3 → Ke1 ⊕Ke2, αg(e2) = e1 and αg(e3) = e2;
αg2 : Ke1 ⊕Ke3 → Ke1 ⊕Ke3, αg2(e1) = e3 and αg2(e3) = e1;
αg3 : Ke1 ⊕Ke2 → Ke2 ⊕Ke3, αg3(e1) = e2 and αg3(e2) = e3.
Take K equal to the ring of integers modulo 15. Then |G| = 41R is invertible in R and
trα(1R) = 31R is not invertible.
Now take K equal to the ring of integers module 2. Then |G| is not invertible R and trα(1R)
is invertible. Note that in both cases R is a semisimple ring.
3.5. Remark. It is easy to see that trα(1R) is invertible in R if and only if there exists c ∈ Rα such
that trα(c) = 1R . However the condition “there exists a central element c ∈ R with trα(c) = 1R”
is not a sufficient condition for trα(1R) being invertible in R.
4. von Neumann regularity
We can obtain similar results to the ones in the former section for von Neumann regularity.
4.1. Theorem. Assume that R is a von Neumann regular ring, α is a partial action of a finite
group G on R and |G| is invertible in R. Then R α G is von Neumann regular.
Proof. By 1.17 and 1.22 T is von Neumann regular and |G| is invertible in T . Hence by Proposi-
tion 17.2 of [16] T β G if von Neumann regular. Hence R α G is von Neumann regular because
is Morita equivalent to T β G. 
Now we prove a similar result using the assumption that trα(1R) is invertible in R. The proof
is inspired in the one in [1, Theorem 1.3] for skew group rings.
4.2. Lemma. Let R be a von Neumann regular ring and α a partial action of a finite group G
on R. If I is a left principal ideal of R α G, then I is an R-direct summand of R α G.
Proof. Note that for any g,h ∈ G and a ∈ Dg , Dhuhaug = αh(Dh−1a)uhg = Dhαh(a1h−1)uhg .
Suppose that I = (R α G)y, where y =∑g∈G agug . Then
I =
∑
g∈G,h∈G
Dhuhagug =
∑
g∈G,h∈G
Dhαh(ag1h−1)uhg =
∑
f∈G
If uf ,
where If = ∑h∈GDhαh(ah−1f 1h−1) =
∑
h∈GR1hαh(ah−1f 1h−1) is a finitely generated left
ideal of R which is contained in Df . Since R is von Neumann regular If is a direct sum-
mand of RR. Hence there exists a left ideal Hf of R such that If ⊕ Hf = R and consequently
If ⊕ (Hf ∩Df ) = Df . It follows that R α G = I ⊕∑f∈G(Hf ∩Df )uf as R-modules and we
are done. 
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group G on R where trα(1R) is invertible in R. Then R α G is von Neumann regular.
Proof. Let I be a principal left ideal of R α G, then by 4.2 I is an R-direct summand of R α G.
Consequently I is an R α G-direct summand by 3.2 and it follows that R α G is von Neumann
regular. 
5. Prime ideals and the prime radical
In [6, Theorem 5.4] the authors proved that R α G and T β G are Morita equivalent, under
the assumption that T has an identity element. Even in case that T has not an identity element
there is a Morita context between these rings and this is enough to relate their prime ideals. This
has been done in [3, Corollary 2.3] for partial actions of an infinite cyclic group on R using the
Morita context constructed in [6]. It was shown that there is a one-to-one correspondence, via
contraction, between prime ideals of R α G and T β G, where G is an infinite cyclic group.
The same result holds in general.
Following [6] we put M = {∑g∈G agug | ag ∈ R, for all g ∈ G} and N = {
∑
g∈G agug | ag ∈
βg(R), for all g ∈ G}. Thus it can easily be seen, as in [3], that (R α G,T β G,M,N, θ,ψ) is
a Morita context, where θ and ψ are obvious.
We use [15, Theorem 3.6.2] to obtain a one-to-one correspondence between prime ideals of
R α G and T β G. This result is proved for rings with identity elements, but it is easy to see that
the same proof works for rings without identity. So Theorem 3.6.2 of [15] holds for the Morita
context above. Hence, as in [3] we have
5.1. Proposition. There is a one-to-one correspondence, via contraction, between the set of all
prime ideals of R α G and the set of all prime ideals of T β G.
Proof. Using Dg = R ∩ βg(R) we can easily see that M(R α G) ⊆ R α G and (R α G)N ⊆
R α G. Let P be a prime ideal of R α G. Since the identity element of R is in MN we have
that MN  P . Thus by Theorem 3.6.2 of [15] P ′ = {x ∈ T β G | MxN ⊆ P } is a prime ideal
of T β G. Then P ⊆ P ′ because
MPN = M(R α G)P (R α G)N ⊆ (R α G)P (R α G) ⊆ P.
Hence P ′ ∩R α G ⊇ P .
On the other hand, if y ∈ P ′ ∩ R α G we have NyM ⊆ P ′, since P ′ is an ideal of T β G.
Thus y ∈ P by Theorem 3.6.2 of [15].
Now, if P ′ is a prime ideal of T β G we have that NM  P ′. In fact, in the contrary case,
for any a ∈ R and g ∈ G we have βg(a)ug ∈ P ′. Thus βg(a)ug1Rug−1 ∈ P ′ and so βg(a) ∈ P ′.
This gives βg(R) ⊆ P ′, for any g ∈ G, a contradiction. Hence P = {x ∈ R α G | NxM ⊆ P ′} is
a prime ideal of R α G and we easily get, as above, that P ′ ∩R α G = P . 
From the above proposition we immediately have
5.2. Corollary. rad(R α G) = rad(T β G)∩R α G.
Another consequence which follows directly from [6, Theorem 5.4] is the following
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R α G is semiprime.
Proof. By 1.15 and 1.22 T is semiprime without |G|-torsion. Hence from Corollary 18.12 of
[16] it follows that T β G is semiprime and hence the result follows since R α G is Morita
equivalent to T β G. 
5.4. Question. Based on other results we proved in this paper we conjecture that if R is semiprime
and trα(1R) is not a zero divisor in R, then R α G is also semiprime. However we were not able
to prove this result.
5.5. Remark. In this paper we use the Morita context constructed in [6], and this is enough for
our purposes. However as it was proved in [8, Theorem 4.1] the rings R α G and T β G are
left s-unital rings (thus they are idempotent rings) which are also Morita equivalent [9]. Hence
probably we could use this more general situation to obtain several results of this paper.
6. Primitive ideals and the Jacobson radical
Denote by J (A) the Jacobson radical of a ring A.
Consider again the Morita context (R α G,T β G,M,N, θ,ψ) above, and suppose that
P R α G and P ′  T β G are corresponding prime ideals, i.e., P ′ ∩R α G = P . From [15,
Proposition 3.6.5] it follows that P is a left primitive ideal of R α G if and only if P ′ is a left
primitive ideal of T β G. From this the following is immediate.
6.1. Proposition. J (R α G) = J (T β G)∩R α G.
Let H be a subgroup of G and denote by αH the partial action defined on R by restriction of
the partial action α by taking all the partial isomorphisms αh : Dh−1 → Dh, for h ∈ H . Then the
partial skew group ring R αH H is a subring of the partial skew group ring R α G.
It is easy to see that the enveloping action of αH may be assumed to be equal to the ideal
T ′ = ∑h∈H βh(R) of T with global action given by βH = {βh | h ∈ H }. Also T is invariant
under βH and the skew group ring T βH H is well defined. Finally, T ′ βH H is an ideal of
T βH H ⊆ T β G.
The global version of the next result is surely well known and from this we could prove the
partial version, using 6.1. However we do not have a reference for the global version, so we will
give a direct proof. First we need a lemma.
Denote by U(A) the group of units of the ring A. We have
6.2. Lemma. Let R be a ring, α a partial action of G on R and let H be a subgroup of G. Then
U(R αH H) = U(R α G)∩R αH H .
Proof. One inclusion is clear. For the other we use the projection trH : R α G → R αH H
defined by trH (
∑
g∈G agug) =
∑
h∈H ahuh. It is easy to see, as in the global case, that trH is a
left and right R αH H -module homomorphism. Thus, if u ∈ U(R α G)∩R αH H there exists
v ∈ R α G with uv = vu = 1R (recall that 1RαG = 1R). It follows that u trH (v) = trH (v)u = 1R
and so u ∈ U(R αH H). 
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J (R α G)∩R αH H ⊆ J (R αH H).
In particular, J (R α G)∩R ⊆ J (R).
Proof. If u ∈ J (RαG)∩RαH H , then 1R−xuy ∈ U(RαG), for any x, y ∈ RαG. It follows
from 6.2 that 1R − xuy ∈ U(R αH H), for any x, y ∈ R αH H . Hence u ∈ J (R αH H). 
Now we assume that G is finite. The following result extends to partial skew group rings a
result which is known for skew group rings (Theorem 4.2 of [16]):
6.4. Theorem. Assume that α is a partial action of a finite group G on the ring R. Then
J (R α G)
|G| ⊆ J (R) α G ⊆ J (R α G).
In addition, if |G| is invertible in R, then J (R α G) = J (R) α G.
Proof. From Theorem 4.2 of [16] we have
J (T β G)
|G| ⊆ J (T ) β G ⊆ J (T β G).
Then by 6.1 we have J (R α G)|G| = (J (T β G) ∩ R α G)|G| ⊆ J (T β G)|G| ∩ R α G ⊆
J (T ) β G∩R α G ⊆ J (R) α G.
Also, J (R) α G ⊆ J (T ) β G∩R α G ⊆ J (T β G)∩R α G = J (R α G).
Now assume that |G| is invertible in R. Then by 1.22 |G| is invertible in T and so by
Theorem 4.2 of [16] J (T β G) = J (T ) β G. Hence J (R α G) = J (T β G) ∩ R α G =
J (T ) β G∩R α G = J (R) α G. 
6.5. Corollary. Assume that R is a ring and α is a partial action of a finite group G on R. Then
(i) J (R α G)∩R = J (R).
(ii) J (R α G) is nilpotent if and only if J (R) is nilpotent.
Proof. (i) Follows directly from 6.3 and 6.4.
(ii) Since J (R) is an α-invariant ideal of R it can easily be seen that if J (R)s = 0, then
(J (R) α G)
s = 0 and so J (R α G) is nilpotent by 6.4. The converse is clear from (i). 
Finally we show that the equality J (RαG) = J (R)αG, proved in 6.4 when |G| is invertible
in R, also holds under the assumption trα(1R) ∈ U(R). First we need the following lemma.
Assume that W is a left R-module and suppose that G is a finite group. Put V = RαG⊗RW .
We have
6.6. Lemma. Under the above assumption, if W is a simple R-module, then V is a semisimple
R-module.
Proof. Note that the left R-module Dgug ⊗R W = Dgug ⊗R 1g−1W is isomorphic to Wg =
1g−1W as an abelian group and this isomorphism is an isomorphism of R-modules if we define
the action of R on Wg by r.v = αg−1(r1g)v, for any r ∈ R and v ∈ Wg . Since W is simple over R
and Wg is an R-submodule of W either Wg = W of Wg = 0 as an abelian group. Also it is easy to
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of RW . Consequently either Wg a simple R-module or is equal to 0.
We have V =∑g∈G ⊕(Dgug ⊗R W). Then V is a finite sum of the simple R-modules Wg ,
where 1g−1W = 0. Hence V is a semisimple R-module. 
Now we can prove the following
6.7. Proposition. Assume that R is a ring and α is a partial action of a finite group G on R with
trα(1R) ∈ U(R). Then J (R α G) = J (R) α G.
Proof. Assume that W a simple left R-module, V =∑g∈G ⊕(Dgug ⊗R W) as in 6.6 and sup-
pose that X is an R α G-submodule of V . Then X is a direct summand of V as an R-module,
since V is semisimple. Consequently by 3.2 X is also a direct summand of V as an R α G-
module. It follows that V is a semisimple R α G-module and so J (R α G)V = 0.
Now take y = ∑g∈G agug ∈ J (R α G). Thus yV = 0 and so for any w ∈ W we have
y(1R ⊗ w) = 0. An easy computation gives αg−1(ag)w = 0, for any g ∈ G. This shows
that αg−1(ag) annihilates W , for any g ∈ G, and consequently αg−1(ag) ∈ J (R). Therefore
ag ∈ J (R) since J (R) is α-invariant and thus y ∈ J (R) α G. The proof is complete because
the other inclusion follows from 6.4. 
We finish the paper with the following
6.8. Corollary. Assume that R is a ring and α is a partial action of a finite group G on R. If R
is Jacobson semisimple and at least one of the elements trα(1R) or |G| is invertible in R, then
R α G is also Jacobson semisimple.
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