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Abstract
We describe the extent to which Ionel-Parker’s proposed refinement of the standard relative
Gromov-Witten invariants sharpens the usual symplectic sum formula. The key product oper-
ation on the target spaces for the refined invariants is specified in terms of abelian covers of
symplectic divisors, making it suitable for studying from a topological perspective. We give
several qualitative applications of this refinement, which include vanishing results for Gromov-
Witten invariants.
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1 Introduction
Gromov-Witten invariants of symplectic manifolds, which include nonsingular projective varieties,
are certain counts of pseudo-holomorphic curves that play prominent roles in symplectic topology,
algebraic geometry, and string theory. The decomposition formulas, known as symplectic sum
formulas in symplectic topology and degeneration formulas in algebraic geometry, are one of the
main tools used to compute Gromov-Witten invariants; they relate Gromov-Witten invariants
of one symplectic manifold to Gromov-Witten invariants of two simpler symplectic manifolds.
Unfortunately, the formulas of [15, 16] do not completely determine the former in terms of the
latter in many cases because of the so-called vanishing cycles: second homology classes in the
first manifold which vanish when projected to the union of the other two manifolds; see (1.12).
A refinement to the usual relative Gromov-Witten invariants of [14, 16] is sketched in [11]; the
aim of this refinement is to resolve the unfortunate deficiency of the formulas of [15, 16] in [12].
In [5], we formally constructed the refinement to relative invariants suggested in [11] and discussed
the invariance and computability aspects of the resulting curve counts. In this paper, we describe
the extent to which it sharpens the usual symplectic sum formula and obtain some qualitative
applications.
1.1 Relative GW-invariants
Let (X,ω) be a compact symplectic manifold and J be an ω-tame almost complex structure on X.
For g, k∈Z≥0 and A∈H2(X;Z), we denote byMg,k(X,A) the moduli space of stable J-holomorphic
k-marked degree A maps from connected nodal curves of genus g. By [18, 6, 2], this moduli
space carries a virtual class, which is independent of J and of representative ω in a deformation
equivalence class of symplectic forms on X. If V ⊂X is a compact symplectic divisor (symplectic
submanifold of real codimension 2), ℓ ∈ Z≥0, s ≡ (s1, . . . , sℓ) is an ℓ-tuple of positive integers
such that
s1 + . . .+ sℓ = A · V, (1.1)
and J restricts to an almost complex structure on V , let M
V
g,k;s(X,A) denote the moduli space
of stable J-holomorphic (k+ℓ)-marked maps from connected nodal curves of genus g that have
contact with V at the last ℓ marked points of orders s1, . . . , sℓ. According to [16, 14], this moduli
space carries a virtual class, which is independent of J and of representative ω in a deformation
equivalence class of symplectic forms on (X,V ).
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There are natural evaluation morphisms
evX≡ev1×. . .×evk : Mg,k(X,A),M
V
g,k;s(X,A) −→ X
k, (1.2)
evVX≡evk+1×. . .×evk+ℓ : M
V
g,k;s(X,A) −→ Vs ≡ V
ℓ, (1.3)
sending each stable map to its values at the marked points. The (absolute) GW-invariants of (X,ω)
are obtained by pulling back elements of H∗(Xk;Q) by the morphism (1.2) and integrating them
and other natural classes on Mg,k(X,A) against the virtual class of Mg,k(X,A). The (relative)
GW-invariants of (X,V, ω) are obtained by pulling back elements of H∗(Xk;Q) and H∗(Vs;Q) by
the morphisms (1.2) and (1.3), and integrating them and other natural classes on M
V
g,k;s(X,A)
against the virtual class of M
V
g,k;s(X,A).
As emphasized in [11, Section 5], two preimages of the same point in Vs under (1.3) determine an
element of
RVX ≡ ker
{
ιXX−V ∗ : H2(X−V ;Z) −→ H2(X;Z)
}
, (1.4)
where ιXX−V : X−V −→X is the inclusion; see [5, Section 2.1]. The elements of R
V
X , called rim tori
in [11], can be represented by circle bundles over loops γ in V ; see [5, Section 3.1]. By standard
topological considerations,
RVX ≈ H1(V ;Z)X ≡
H1(V ;Z)
HVX
, where HVX ≡
{
A∩V : A∈H3(X;Z)
}
; (1.5)
see [5, Corollary 3.2].
The main claim of [11, Section 5] is that the above observations can be used to lift (1.3) over some
regular (Galois), possibly disconnected (unramified) covering
πVX;s : V̂X;s −→ Vs; (1.6)
the topology of this cover is specified in [5, Section 6.1]. Its group of deck transformations is
Deck
(
πVX;s
)
=
RVX
R′VX;s
×R′VX;s (1.7)
for a certain submodule R′VX;s of R
V
X . For example,
R′VX;s =
{
{0}, if ℓ=0;
gcd(s)RVX , if |π0(V )|=1.
As discussed in [5, Section 1.1], the topology of the covering (1.6) is usually very complicated.
Since
evVX=π
V
X;s◦e˜v
V
X : M
V
g,k;s(X,A) −→ Vs (1.8)
for some morphism
e˜vVX : M
V
g,k;s(X,A) −→ V̂X;s , (1.9)
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the numbers obtained by pulling back elements of H∗(V̂X;s;Q) by (1.9), instead of elements of
H∗(Vs;Q) by (1.3), and integrating them and other natural classes on M
V
g,k;s(X,A) against the vir-
tual class of M
V
g,k;s(X,A) refine the usual GW-invariants of (X,V, ω). We will call these numbers
the IP-counts for (X,V, ω). These numbers generally depend on the choice of the lift (1.9).
The construction of the coverings (1.6) is recalled in Section 2.2. The lifts (1.9) can be chosen
systematically in a manner suitable for use in the symplectic sum context; see Proposition 2.2.
In [5], we deduced vanishing results for the standard GW-invariants of (X,V, ω) from the existence
of the lifts (1.9). We use a very basic case of these vanishing results in Section 6 to streamline the
proof of [12, (15.4)], after correcting its statement; this formula computes the GW-invariants of
the blowup P̂29 of P
2 at 9 points.
1.2 Symplectic sum formulas
Let (X,ωX) and (Y, ωY ) be compact symplectic manifolds with a common compact symplectic
divisor V ⊂X,Y . If
e(NXV ) = −e(NY V ) ∈ H
2(V ;Z), (1.10)
then there exists an isomorphism
Φ: NXV ⊗NY V ≈ V ×C (1.11)
of complex line bundles. A symplectic sum of symplectic manifolds (X,ωX) and (Y, ωY ) with a
common symplectic divisor V such that (1.10) holds is a symplectic manifold (Z,ωZ)=(X#VY, ω#)
obtained from X and Y by gluing the complements of tubular neighborhoods of V in X and Y
along their common boundary as directed by Φ. In fact, the symplectic sum construction of [8, 23]
produces a symplectic fibration π : Z −→∆ with central fiber Z0=X∪V Y , where ∆⊂C is a disk
centered at the origin and Z is a symplectic manifold with symplectic form ωZ such that
• π is surjective and is a submersion outside of V ⊂Z0,
• the restriction ωλ of ωZ to Zλ ≡ π
−1(λ) is nondegenerate for every λ∈∆∗,
• ωZ |X=ωX , ωZ |Y =ωY .
The symplectic manifolds (Zλ, ωλ) with λ ∈ ∆
∗ are then symplectically deformation equivalent
to each other and denoted (X#VY, ω#). However, different homotopy classes of the isomor-
phisms (1.11) give rise to generally different topological manifolds; see [7]. There is also a retraction
q : Z−→Z0 such that qλ≡q|Zλ restricts to a diffeomorphism
Zλ − q
−1
λ (V ) −→ Z0 − V
and to an S1-fiber bundle q−1λ (V )−→V , whenever λ∈ ∆
∗. We denote by q# : X#VY −→X∪V Y a
typical collapsing map qλ.
The symplectic sum formulas of [16, 15] for GW-invariants relate the absolute GW-invariants of a
smooth fiber Zλ=X#VY to the GW-invariants of a singular fiber Z0=X∪V Y and to the relative
GW-invariants of the pairs (X,V ) and (Y, V ). The first relation is often called a degeneration
formula for GW-invariants in symplectic topology and an invariance property of GW-invariants in
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relation for GWs ST name AG name
X#VY vs. X∪VY degeneration formula invariance property
X#VY vs. (X,V ) and (Y, V ) decomposition formula degeneration formula
Table 1: ST and AG terminology describing the two types of symplectic sum formulas for GW-
invariants; our terminology is in sans-serif.
algebraic geometry; the formula [16, (5.7)] and the second formula at the bottom of [15, p201] fall
under this category. The second relation is often called a decomposition formula for GW-invariants in
symplectic topology and a degeneration formula for GW-invariants in algebraic geometry; the three
formulas [16, (5.4),(5.7),(5.8)] together and the first formula at the bottom of [15, p201] fall under
this category. In order to reduce confusion, we will call the first relation an invariance property and
the second a decomposition formula; see Table 1. As indicated below, a decomposition formula for
GW-invariants is an immediate consequence of an invariance property in the basic symplectic sum
settings of [16, 15]. However, the difference between the two formulas turns out to be insurmount-
able in the refined setting of [12] and substantial in the (unrefined) multifold degeneration settings
of [24, 10, 1].
With V ⊂X,Y as above, let
RVX,Y = ker
{
q#∗ : H2(X#VY ;Z) −→ H2(X∪VY ;Z)
}
, (1.12)
H2(X;Z)×V H2(Y ;Z) =
{
(AX , AY )∈H2(X;Z)×H2(Y ;Z) : AX ·XV = AY ·Y V
}
.
As recalled in [5, Section 2.2], there is a natural homomorphism
H2(X;Z)×V H2(Y ;Z) −→ H2(X#VY ;Z)/R
V
X,Y , (AX , AY ) −→ AX#VAY . (1.13)
It is obtained by representing AX and AY by cycles in X and Y with the same contacts with V
and smoothing out the nodes of the resulting cycle into X∪VY ⊂Z. Let η∈H2(X#VY ;Z)/R
V
X,Y
be an RVX,Y -coset of H2(X#VY ;Z) and g∈Z
≥0. According to the invariance formulas of [16, 15],
the sum of the genus g GW-invariants of X#VY with degrees A∈η is the same as the sum of the
genus g GW-invariants of X∪VY of degrees
(AX , AY ) ∈ H2(X;Z)×V H2(Y ;Z) s.t. AX#VAY = η
with the same cohomological insertions. The allowed cohomological insertions consist of intrinsic
classes on moduli spaces of stable maps, such as ψ- and λ-classes, and pullbacks of cohomology
classes on Z by the evaluation morphism (1.2); we will call such insertions Φ-admissible inputs.
Two characterizations of cohomology classes on a smooth fiber Zλ=X#VY that are restrictions of
cohomology classes on Z are provided in [5, Section 4.4]. By Gromov’s Compactness Theorem for
J-holomorphic curves, both sums have only finitely many possibly nonzero terms for each fixed g
and η (independently of the cohomological insertions).
The GW-invariants of X∪VY count curves that lie in X and Y and meet the divisor V at the same
points of V and with the same order of contact; see Figure 1. The contacts of such a curve with V
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VX
Y
1
2
3
(gX , AX)
(gY ;1, AY ;1) (gY ;2, AY ;2)
1
2
3
(gX , AX)
(gY ;1, AY ;1) (gY ;2, AY ;2)
2 2
Figure 1: A curve inX∪VY possibly contributing to the genus gX+gY ;1+gY ;2 degree (AX , AY ;1+AY ;2)
GW-invariant of X∪VY and the corresponding bipartite graph.
can be described by a tuple s∈Zℓ+, where ℓ∈Z
≥0 is the number of nodes on V . Its contribution to
the corresponding GW-invariant of X∪VY is the product of the orders of contacts,
〈s〉 ≡ s1 · . . . · sℓ .
The combinatorial structure of such a curve is described by a bipartite graph Γ. The vertices of Γ
specify the genus and degree of each maximal connected curve mapped into X and Y ; its edges
determine the meeting pattern between the components and the degrees of contacts with V . In
the terminology of [15], Γ corresponds to a triple (Γ1,Γ2, I), with Γ1 and Γ2 specifying the com-
ponents mapped into X and Y , respectively, and I determining the distribution of the marked
points between the components. Each graph Γ and an ordering of ℓ= ℓ(Γ) relative contact points
determine moduli spaces M
V
Γ (X) and M
V
Γ (Y ) of relative stable maps into (X,V ) and (Y, V ) from
disconnected domains with the same relative contact vector s=s(Γ). These moduli spaces are quo-
tients of products of moduli spaces of stable maps into (X,V ) and (Y, V ) from connected domains
by Aut(Γ1, I|Γ1) and Aut(Γ2, I|Γ2), respectively.
The morphisms (1.2) and (1.3) induce morphisms on M
V
Γ (X) and M
V
Γ (Y ). Let
M
V
Γ (X∪VY ) ⊂M
V
Γ (X)×M
V
Γ (Y )
denote the preimage of the diagonal ∆V
s
⊂V 2
s
under the product evaluation morphism
evVX×ev
V
Y : M
V
Γ (X)×M
V
Γ (Y ) −→ V
2
s
. (1.14)
The moduli space of curves into X∪VY of type Γ is the quotient of M
V
Γ (X∪VY ) by the action of the
symmetric group Sℓ permuting the relative marked points. The number of such maps is computed
by pulling back the Poincare dual PDV
s
∆ of ∆V
s
by (1.14) and integrating it over the product of
the moduli spaces along with the original cohomology insertions. By the Kunneth formula for
cohomology [22, Theorem 60.6],
PDV
s
∆ =
N∑
i=1
κX;i⊗κY ;i ∈ H
(n−1)ℓ(V 2
s
;Q) (1.15)
for some κX;i, κY ;i∈H
∗(Vs;Q). Thus, the contribution to the GW-invariant of X∪VY from maps
of type Γ is the sum of N products of relative invariants of (X,V ) and (Y, V ) with relative inser-
tions κX;i and κY ;i, times 〈s(Γ)〉/ℓ(Γ)!. So, in this case, a decomposition formula for GW-invariants
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is a direct consequence of an invariance property for GW-invariants.
An obvious deficiency of the decomposition formulas of [16, 15] is that they express sums of GW-
invariants of X#VY over degrees differing by elements of R
V
X,Y in terms of relative GW-invariants
of (X,V ) and (Y, V ); it would of course be preferable to express individual GW-invariants of X#VY
in terms of relative GW-invariants of (X,V ) and (Y, V ). The rim tori refinement of relative invari-
ants is introduced in [11] with the aim of resolving this deficiency in [12].
For ℓ∈Z≥0 and s∈Zℓ+, let
V̂X,Y ;s = V̂X;s×Vs V̂Y ;s ≡
{
πVX;s×π
V
Y ;s
}−1(
∆V
s
)
. (1.16)
The idea of [12] is that there is a continuous map
gAX ,AY : V̂X,Y ;s −→ AX#VAY ⊂ H2(X#VY ;Z) (1.17)
such that its composition with the restriction of
e˜vVX×e˜v
V
Y : M
V
Γ (X)×M
V
Γ (Y ) −→ V̂X;s×V̂Y ;s (1.18)
to M
V
Γ (X ∪V Y ) is the homology degree of the glued map into X#VY ; see Proposition 4.2 and
Figure 2. Thus, the space of maps into X∪VY contributing to the GW-invariant of X#VY of a
degree A∈AX#VAY is the preimage of
V̂ AX,Y ;s ≡ g
−1
AX ,AY
(A) (1.19)
under the morphism (1.18).
Each V̂ AX,Y ;s determines an intersection homomorphism and thus a class
PDV,AX,Y ;s∆ ∈ H
∗
(
V̂X;s×V̂Y ;s;Q
)
, (1.20)
as suggested by [12, Definition 10.2]. The contribution to the IP-count of X∪VY from maps of
type Γ is computed by pulling back the cohomology class PDV,AX,Y ;s∆ by the morphism (1.18). Thus,
the approach of [12] expresses GW-invariants of X#VY of each degree A∈H2(X#VY ;Z) in terms
of IP-counts of X∪VY , i.e. provides a refined invariance property for GW-invariants. It can be
summarized as follows.
Theorem (Refined Invariance Property for GW-Invariants). Let (X,ωX) and (Y, ωY ) be compact
symplectic manifolds with a common compact symplectic divisor V ⊂X,Y and Φ be an isomor-
phism of complex line bundles as in (1.11). For all g∈Z≥0, A∈H2(X#VY ;Z), and Φ-admissible
insertions κ,
GWX#V Yg,A (κ) =
∑
(AX ,AY )∈H2(X;Z)×V H2(Y ;Z)
A∈AX#V AY
∑
s∈Zℓ+
ℓ≥0
G˜W
X∪V Y
g,(AX ,AY );s
(
κ; PDV,AX,Y ;s∆
)
, (1.21)
where G˜W denotes an IP-count for X∪V Y .
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If the Q-homology of either V̂X;s or V̂Y ;s is finitely generated, then
PDV,AX,Y ;s∆ =
N∑
i=1
κ˜X;i⊗κ˜Y ;i ∈ H
(n−1)ℓ(V̂X;s×V̂Y ;s;Q) (1.22)
for some κ˜X;i ∈H
∗(V̂X;s;Q) and κ˜Y ;i ∈H
∗(V̂Y ;s;Q). This is also the case if the submodule R
V
X,Y
of H1(X#VY ;Z) is finite; see Corollary 4.3. In such cases, the approach of [12] provides a refined
decomposition formula for GW-invariants of X#VY in terms of IP-counts for (X,V ) and (Y, V ).
However, in general the homologies of V̂X;s and V̂Y ;s are not finitely generated and a Kunneth
decomposition (1.22) need not exist; see Example 3.7. In these cases, the approach of [12] does not
provide a decomposition formula for GW-invariants of X#VY in terms of any kind of invariants
of (X,V ) and (Y, V ).
1.3 Vanishing applications
Even in cases when a Kunneth decomposition (1.22) exists (and RVX;Y 6= {0}, |s| 6= 0), the use of
the refined decomposition formula of [12] for quantitative applications does not appear practical
outside of rare cases, in part because of the dependence of the IP-counts for (X,V ) and (Y, V ) on
the lifts (1.9). However, we are able to extract some qualitative applications from the approach of
[11, 12].
Let (X,ω) be a symplectic manifold and V ⊂X be a common symplectic divisor with connected
components V1, . . . , VN . Denote by
V̂X −→ V1×. . .×VN
the covering projection corresponding to the preimage of HVX under the natural homomorphism
π1(V1×. . .×VN ) −→ H1(V1×. . .×VN ;Z) =
N⊕
r=1
H1(Vr;Z) = H1(V ;Z),
i.e. V̂X;(1)N in the notation of Section 2.2. We will call V ⊂X virtually connected if the cokernel of
the composition homomorphism
H1(Vr;Z) −→ H1(V ;Z) −→ H1(V ;Z)X (1.23)
is finite for every component Vr⊂V . For example, this is the case if V is connected orX=P
1×F and
V ={0,∞}×F for some connected symplectic manifold F ; the homomorphism (1.23) is surjective
in both cases. We will call a class A∈H2(X−V ;Z) ω-effective if for every ω-tame almost complex
structure J on (X,V ) there exists a J-holomorphic map u : Σ−→X−V from a compact Riemann
surface such that
u∗[Σ] = A ∈ H2(X−V ;Z) .
We denote by Effω(X,V )⊂H2(X−V ;Z) the subset of effective classes.
Theorem 1.1. Let (X,ωX) and (Y, ωY ) be compact symplectic manifolds with a common compact
symplectic divisor V ⊂X,Y and Φ be an isomorphism of complex line bundles as in (1.11). Suppose
RVX,Y is infinite, V ⊂X is virtually connected, and H∗(V̂X ;Q) is finitely generated. If
A ∈ H2(X#VY ;Z)− ι
X#V Y
X−V ∗
(
EffωX (X,V )
)
− ιX#V YY−V ∗
(
EffωY (Y, V )
)
, (1.24)
then all degree A GW-invariants of X#VY with Φ-admissible inputs vanish.
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By [5, Corollary 4.2(1)], RVX,Y is infinite if either of the homomorphisms
ιXV ∗ : H2(V ;Z) −→ H2(X;Z) or ι
Y
V ∗ : H2(V ;Z) −→ H2(Y ;Z)
is injective and
H1(V ;Q) 6=
{
B∩XV : B∈H3(X;Q)
}
+
{
B∩Y V : B∈H3(Y ;Q)
}
.
In light of [20, Assertion 6] in the case H1(V ;Z) is of rank 1 and its extension [21], the finite
generation condition can be satisfied only if χ(V )=0 (assuming RVX,Y is infinite). All covers of the
fibrations in [5, Theorem 1.1] have finitely generated homology. A characterization of abelian cov-
ers with finitely generated homology for an arbitrary compact base is provided by [4, Theorem 1],
though it appears difficult to use in practice.
In a typical situation, most classes A∈H2(X#VY ;Z) with potentially nonzero GW-invariants sat-
isfy (1.24). For example, if X and Y are Kahler, V ⊂X is ample, and V ⊂Y is anti-ample, then
X−V and Y −V contain no curves and the restriction (1.24) is no longer necessary. The same is
the case if PDXV and PDY V are nonzero multiples of the cohomology classes represented by ωX
and ωY , respectively. Remark 4.8 describes a generalization of Theorem 1.1.
If X −→ Σ1 and Y −→ Σ2 are possibly singular fibrations over curves with the same smooth
fiber F and V ⊂X,Y is a union of finitely many fibers, all elements A in the image of H2(F ;Z)
in H2(X#VY ;Z) fail the condition (1.24). For example, T
2n with n> 1 is the symplectic sum of
P1×T2n−2 with itself along V ={0,∞}×T2n−2 with respect to the canonical isomorphism (1.11). By
Theorem 1.1, the GW-invariants of T2n in classes A not contained in a fiber vanish. By changing
the projection, we recover the vanishing of all GW-invariants of T2n with n>1, except in degree 0.
The K3 surface K3 is the symplectic sum of the blowup P̂
2
9 of P
2 at 9 points with itself along a
smooth fiber V =F of the fibration P̂29−→P
1 with respect to the canonical isomorphism (1.11). In
this case, Theorem 1.1 recovers the vanishing of the GW-invariants of K3 except in degrees that
are multiples of a fiber of the fibration K3−→P
1 (all GW-invariants of K3 are known to vanish).
The symplectic sum of P1×F with itself along V = {0,∞}×F with respect to the canonical
isomorphism (1.11) is T2×F . Applying Theorem 1.1 in this case to the genus 1 GW-invariants in
the section class A=[T2×pt], we obtain the following statement about the maximal abelian cover
F̂ −→F , i.e. the covering projection corresponding to the commutator subgroup of π1(F ).
Corollary 1.2. Let (F, ω) be a compact connected symplectic manifold. If H1(F ;Q) 6= {0} and
χ(F ) 6=0, then H∗(F̂ ;Q) is not finitely generated over Q.
By [20, Assertion 6] in the case H1(F ;Z) is of rank 1 and its extension [21], the conclusion of this
corollary holds for all finite simplicial complexes F (not just compact symplectic manifolds) and for
all infinite abelian covers (not just the maximal one). Thus, its conclusion is not surprising. What
perhaps is surprising is that this purely topological property is detected by the refined invariance
property for GW-invariants arising from [12].
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1.4 GW-invariants and the flux group
We next describe qualitative applications of the refined decomposition formula of [12] that equate
GW-invariants of the symplectic sum in classes differing by some rim tori. In certain cases, these
observations suffice to express individual GW-invariants of the symplectic sum in terms of the usual
relative GW-invariants of the two pieces.
If V is any topological space, a loop of homeomorphisms
Ψt : V −→ V, t ∈ [0, 1], Ψ0 = Ψ1,
and a point x∈V determines a loop t−→Ψt(x) in V and thus an element of H1(V ;Z). The latter
is independent of the choice of x∈ V . We denote the set of all elements of H1(V ;Z) obtained in
this way by Flux(V ). It is a subgroup of H1(V ;Z), usually called the flux subgroup (or group). If in
addition V ⊂X is a compact oriented submanifold of a compact oriented manifold and H1(V ;Z)X
is as in (1.5), let
Flux(V )X ⊂ H1(V ;Z)X
denote the image of Flux(V ) under the quotient projection.
Let V ⊂X be a symplectic divisor with topological components V1, . . . , VN . For each r=1, . . . , N ,
denote by fX,Vr ∈H1(SXVr;Z) the homology class of a fiber of the circle bundle in NXVr−→Vr. If
Y is another symplectic manifold containing V and Φ is an isomorphism of complex line bundles
as in (1.11), let
δΦ : H2(X#VY ;Z) −→ H1(SXV ;Z)
be the connecting homomorphism of the Mayer-Vietoris sequence forX#VY =(X−V )∪(Y−V ), i.e. as
in the first exact sequence in the proof of [5, Lemma 4.1] with m=c=2. For each A∈AX#VAY ,
δΦ(A) =
N∑
r=1
|A|Vr fX,Vr ∈ H1(SXV ;Z), where |A|Vr≡ AX ·XVr ∈ Z . (1.25)
If NXVr≈Vr×C, fX,Vr 6=0 and so the number |A|Vr depends only on AX#VAY ⊂H2(X#VY ;Z).
Proposition 1.3. Let (X,ωX) and (Y, ωY ) be compact symplectic manifolds, V ⊂X,Y be a com-
mon compact connected symplectic divisor such that NXV ≈V×C and Flux(V )X=H1(V ;Z)X , and
Φ be an isomorphism of complex line bundles as in (1.11). If
A1, A2∈H2(X#VY ;Z) and A1−A2 ∈ |A1|VR
V
X,Y , (1.26)
then the GW-invariants of X#VY of degrees A1 and A2 with Φ-admissible inputs are the same.
Proposition 1.4. Let (X,ωX) and (Y, ωY ) be compact symplectic manifolds, V ⊂X,Y be a com-
mon compact symplectic divisor with topological components V1, . . . , VN such that NXV ≈V×C and
Flux(V )X=H1(V ;Z)X , and Φ be an isomorphism of complex line bundles as in (1.11). If
A1, A2 ∈ H2(X#VY ;Z), A1−A2 ∈ R
V
X,Y , (1.27)
and |A1|Vr is prime relative to |R
V
X,Y | for every r, then the GW-invariants of X#VY of degrees A1
and A2 with Φ-admissible inputs are the same.
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If the vanishing cycles module RVX,Y is infinite, we call the numbers |A1|Vr and |R
V
X,Y | relatively
prime if |A1|Vr =±1. Propositions 1.3 and 1.4 are special cases of Theorem 4.9. The latter also
leads to a vanishing result for the GW-invariants of X#VY in the spirit of Theorem 1.1, but with
different assumptions; see Corollary 4.10.
The flux condition in the above propositions is automatically satisfied if V is a union of the
tori T2n−2. The relevant covers V̂X;s and V̂Y ;s are then of the form R
m×Tm
′
; the groups of
deck transformations act trivially on them and thus on the Poincare duals (1.20) of the diagonals
components (1.19). This approach provides a direct justification of Propositions 1.3 and 1.4 from
the refined invariance property for GW-invariance arising from [12] when V is a union of tori.
1.5 Miscellaneous considerations
The algebraic approach of [15] considers only Kahler fibrations π : Z −→∆ which come with an
ample line bundle L −→Z. Since every element of RVX,Y in Zλ can be represented by a totally
real submanifold, its homology intersection with every complex hyperplane in Zλ is zero. Thus, by
the Lefschetz Theorem on (1, 1)-classes [9, p163], an element of RVX,Y in Zλ determines a class in
Hn−2,n(Zλ)⊕H
n,n−2(Zλ), where n is the complex dimension of Zλ, X, and Y . In particular, curve
classes in H2(Zλ;Z) differing by an element of R
V
X,Y differ by a torsion class. This observation and
Theorem 1.1 suggest the following conjecture about non-Kahler symplectic sums.
Conjecture 1.5. Let (X,ωX) and (Y, ωY ) be compact symplectic manifolds with a common com-
pact symplectic divisor V ⊂X,Y and Φ be an isomorphism of complex line bundles as in (1.11). If
A1, A2 ∈H2(X#VY ;Z), A1−A2∈R
V
X,Y , and some GW-invariants of X#VY of degrees A1 and A2
are nonzero, then A1−A2 is a torsion class.
Remark 1.6. The reasoning above Corollary 1.5 does not apply outside of the Kahler setting. For
example, let X=P1×T2, V ={0,∞}×T2,
f1, f2 : T
2 −→ X−V, f1(e
iθ1 , eiθ2) = (2, eiθ1 , eiθ2), f2(e
iθ1 , eiθ2) = (eiθ1 , eiθ1 , eiθ2).
Since the images of the embeddings f1 and f2 are disjoint symplectic submanifolds of X, we can
choose an almost complex structure JX on X which is standard around V and makes these images
JX -holomorphic. The two maps f1 and f2 differ by a rim torus. Since both maps miss V , they
induce J-holomorphic maps into Z=X#VX, which differ by a non-trivial element of R
V
X,X≈Z
2.
1.6 Outline of the paper
We review the notation for abelian covers from [5] in Section 2.1 and the definition of the cover-
ings (1.6) in Section 2.2. In Section 4.1, we define the map (1.17) as a special case of the map (3.4)
for arbitrary abelian covers constructed in Section 3.1. In Section 4.2, the map (3.4) is used to con-
struct and study the diagonal components (3.6) and their cohomology classes (3.9), which specialize
to (1.19) an (1.20), respectively, in the symplectic sum context. Theorem 1.1 and Corollary 1.2 are
established in Section 4.3. A rim tori refinement of (1.17) is defined in Section 5.2 as a special case
of the convolution product on abelian covers defined in Section 5.1; see (5.24) and (5.5). Section 6
streamlines the computation of some GW-invariants of P̂29 in [12] by making use of a vanishing
result for relative GW-invariants, which is an immediate consequence of the existence of IP-counts,
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and corrects some statements in [12] concerning these counts.
The purpose of this paper is to investigate the topological aspects of the rim tori refinement to
the standard symplectic sum formula. We pre-suppose that the latter has been established and
describe the necessary steps to implement the suggestion of [12] as an enhancement on an existing
analytic proof. We deduce some qualitative applications arising from this refinement and discuss
its usability for quantitative purposes. A significant number of examples are included in Section 4
for illustrative purposes; some of them are also used in Section 6.
The authors would like to thank E. Ionel, D. McDuff, M. McLean, J. Milnor, and J. Starr for
enlightening discussions.
2 Review of preliminaries
The coverings (1.6) are special cases of the abelian covers described in Section 2.1. The former
are constructed in [5, Section 6.1] and reviewed in Section 2.2. We also recall a crucial statement
concerning choices of the lifts (1.9) established in [5]; see Proposition 2.2.
2.1 Abelian covers of topological spaces
Let Z±⊂Z denote the nonzero integers. For a tuple s=(s1, . . . , sℓ) ∈ Z
ℓ
± with ℓ∈Z
≥0, we denote
by gcd(s) the greatest common divisor of s1, . . . , sℓ; if ℓ=0, we set gcd(s)=0.
Let V be a topological space. For any submodule H⊂H1(V ;Z), let
qH : H1(V ;Z) −→ RH ≡
H1(V ;Z)
H
(2.1)
be the projection to the corresponding quotient module. If V1, . . . , VN are the topological compo-
nents of V , ℓ1, . . . , ℓN ∈Z
≥0, and s1∈Z
ℓ1
± , . . . , sN ∈Z
ℓN
± , then the topological space
Vs1...sN ≡ V
ℓ1
1 ×. . .×V
ℓN
N
is connected.
With V and s1, . . . , sN as above, define
ΦV ;s1...sN : H1
(
Vs1...sN ;Z
)
=
N⊕
r=1
H1(Vr;Z)
⊕ℓr −→ H1(V ;Z), (2.2)
ΦV ;s1...sN
(
(γr;i)i≤ℓr ,r≤N
)
=
N∑
r=1
ℓr∑
i=1
sr;iγr;i .
For any submodule H⊂H1(X;Z), let
Hs1...sN = Φ
−1
V ;s1...sN
(H) ⊂ H1
(
Vs1...sN ;Z
)
, (2.3)
R′H;s1...sN = Im
{
qH ◦ΦV ;s1...sN
}
⊂ RH , RH;s1...sN =
RH
R′H;s1...sN
×R′H;s1...sN . (2.4)
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If gcd(sr)=1 for every r=1, . . . , N , then
R′H;s1...sN = RH;s1...sN = RH .
If V is connected, then R′H;s=gcd(s)RH for any s∈Z
ℓ
± and H(1)=H.
For each r=1, . . . , N , let V̂r−→Vr be the maximal abelian cover of Vr, i.e. the covering projection
corresponding to the commutator subgroup of π1(V ). The group of deck transformations of this
regular covering is H1(Vr;Z). The maximal abelian cover of Vs1...sN is given by
V̂s1...sN ≡
N∏
r=1
V̂ ℓrr −→ Vs1...sN ; (2.5)
there is a natural action of H1(Vs;Z) on this space. For any submodule H⊂H1(V ;Z), let
π′H;s1...sN : V̂
′
H;s1...sN
≡ V̂s1...sN
/
Hs1...sN −→ Vs1...sN ,
πH;s1...sN : V̂H;s1...sN ≡
RH
R′H;s1...sN
×V̂ ′H;s1...sN −→ Vs1...sN .
(2.6)
The groups of deck transformations of these regular coverings are
Deck
(
π′H;s1...sN
)
= R′H;s1...sN and Deck
(
πH;s1...sN
)
= RH;s1...sN , (2.7)
respectively. We will write elements of the second covering in (2.6) as(
[γ]H;s1...sN , [x̂]H
)
∈
RH
R′H;s1...sN
×V̂ ′H;s1...sN , (2.8)
with the first component denoting the image of γ∈H1(Vs1...sN ;Z) under the homomorphism
H1(V ;Z) −→ RH −→
RH
R′H;s1...sN
and the second component denoting the image of x̂∈ V̂s1...sN .
A collection {γj}⊂H1(V ;Z) of representatives for the elements of RH/R
′
H;s1...sN
induces a homo-
morphism
H1(V ;Z) −→ Deck(πH;s1...sN
)
, η −→ Θη ,
as follows. For every η ∈ H1(V ;Z) and a coset representative γj , let γj(η) be the unique coset
representative from the chosen collection such that
γj + η − γj(η)− ΦV ;s1...sN (ηj) ∈ H (2.9)
for some ηj ∈H1(Vs1...sN ;Z). Define
Θη : V̂H;s1...sN −→ V̂H;s1...sN , Θη
(
[γj ]H;s1...sN , [x̂]H
)
=
(
[γj(η)]H;s1...sN , [ηj ·x̂]H
)
. (2.10)
Since (2.9) determines ηj up to an element of Hs1...sN , the last component of Θη is well-defined.
The coverings Vs1...sN often do not have finitely generated homology groups. Some cases when their
homology groups are finitely generated are described in [5, Section 5.2].
The next example underlines most examples in Section 4.
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Example 2.1 ([5, Example 5.1]). If V =T2, ℓ∈Z+, and H={0}, then
V̂H;s = C×T
2(ℓ−1)
s , where T
2(ℓ−1)
s =
{
(zi)i≤ℓ∈C
ℓ :
ℓ∑
i=1
sizi ∈ Z⊕iZ
}/
Z2ℓ ⊂ T2ℓ=Vs.
The second covering in (2.6) can be written as
C×T
2(ℓ−1)
s −→ T
2ℓ,
(
z, [zi]i≤ℓ
)
−→
[
zi−
z
si
]
i≤ℓ
. (2.11)
Under the standard identification of H1(T
2;Z) with Z⊕iZ, the action of H1(T
2;Z)⊕ℓ on this cover
is given by
(γi′)i′≤ℓ ·
(
z, [zi]i≤ℓ
)
=
(
z+
1
ℓ
ℓ∑
i′=1
si′γi′ ,
[
zi+
1
ℓsi
ℓ∑
i′=1
si′γi′
]
i≤ℓ
)
. (2.12)
The group of deck transformations of this cover is Z 2gcd(s)⊕gcd(s)Z
2. The action of the second
component is induced by the action of H1(T
2;Z)⊕ℓ via the surjective homomorphism
H1(T
2;Z)⊕ℓ −→ gcd(s)H1(T
2;Z), (γi′)i′≤ℓ −→
ℓ∑
i′=1
si′γi′ . (2.13)
2.2 The rim tori covers and lifts
The coverings (1.6) are defined below as special cases of the abelian covers (2.6). The relative
evaluation morphisms (1.3) lift over these coverings, though not uniquely. Fixing lifts of these
morphisms (as is essentially done in [11]) corresponds to choosing base points in certain spaces; see
[5, Remark 6.7]. These choices can be made in a systematic manner; see Proposition 2.2.
Let X be a manifold and V ⊂X be a closed submanifold of codimension c. Denote by SXV ⊂NXV
the sphere subbundle of the normal bundle of V in X, which we will view as a hypersurface in X,
and let
RVX ≡ ker
{
ιXX−V ∗ : Hc(X−V ;Z)−→Hc(X;Z)
}
. (2.14)
If in addition X and V are compact and oriented, we define
∩V : H∗(X;Z) −→ H∗−c(V ;Z), A ∩ V = PDV
(
(PDXA)|V
)
,
∆VX : Hm(V ;Z) −→ Hm+c−1(SXV ;Z), ∆
V
X(γ) = PDSXV
(
qV
∗
X (PDV γ)
)
,
where qVX : SXV −→V is the projection map. Let
HVX =
{
A∩V : A∈Hc+1(X;Z)
}
⊂ H1(V ;Z), H1(V ;Z)X =
H1(V ;Z)
HVX
. (2.15)
By [5, Corollary 3.2], the homomorphism
ιX−VSXV ∗◦∆
V
X : H1(V ;Z)X −→ R
V
X ⊂ Hc(X−V ;Z) (2.16)
is well-defined and is an isomorphism.
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With notation as in (2.1),
RHVX
≡ H1(V ;Z)X ≈ R
V
X .
Let V1, . . . , VN be the topological components of V . For ℓ1, . . . , ℓN ∈Z
≥0 and s1∈Z
ℓ1
± , . . . , sN ∈Z
ℓN
± ,
define
HVX;s1...sN =
(
HVX
)
s1...sN
⊂ H1(Vs1...sN ;Z),
R′VX;s1...sN = R
′
HVX ;s1...sN
⊂ H1(V ;Z)X , R
V
X;s1...sN
= RHVX ;s1...sN
.
The rim tori covers (1.6) are the abelian covers
π′VX;s1...sN ≡π
′V
HVX ;s1...sN
: V̂ ′X;s1...sN ≡ V̂
′
HVX ;s1...sN
−→ Vs1...sN ,
πVX;s1...sN ≡π
V
HV
X
;s1...sN
: V̂X;s1...sN ≡ V̂HVX ;s1...sN
−→ Vs1...sN .
(2.17)
By (2.7), the groups of deck transformations of these regular coverings are
Deck
(
π′VX;s1...sN
)
= R′VX;s1...sN and Deck
(
πVX;s1...sN
)
= RVX;s1...sN , (2.18)
respectively. We will write elements of the second covering in (2.17) as
(
[γ]X;s1...sN , [x̂]X
)
∈
RVX
R′VX;s1...sN
×V̂ ′X;s1...sN , (2.19)
with notation as in (2.8) for H=HVX .
If Σ is a compact oriented m-dimensional manifold, A ∈ Hm(X;Z), k ∈ Z
≥0, and p>m, let
XΣ,k(X,A) be the space of tuples (z1, . . . , zk, f) such that f ∈L
p
1(Σ;X), f∗[Σ]=A, and z1, . . . , zk ∈ Σ
are distinct points. If m=c and r=1, . . . , N , each isolated point z∈f−1(Vr) has well-defined order
of contact with Vr, ord
Vr
z f ∈Z; see the beginning of [5, Section 2.1]. If in addition s1, . . . , sN are as
before and (1.1) holds for each (V, s)=(Vr, sr), let
X
V1,...,VN
Σ,k;s1...sN
(X,A) ⊂ XΣ,k+ℓ1+...+ℓN (X,A)
be the subspace of tuples (z1, . . . , zk+ℓ1+...+ℓN , f) such that
f−1(Vr) =
{
zk+ℓ1+...+ℓr−1+1, . . . , zk+ℓ1+...+ℓr
}
∀ r = 1, . . . , N,
ordVrzk+ℓ1+...+ℓr−1+i
f = sr;i ∀ i=1, 2, . . . , ℓr, r=1, . . . , N.
We denote by
evVX=evk+1×. . .×evk+ℓ1+...+ℓN : X
V1,...,VN
Σ,k;s1...sN
(X,A) −→ Vs1...sN (2.20)
the total relative evaluation morphism. Any pair f , f ′∈XV1,...,VNΣ,k;s1...sN (X,A) with
evVX
(
f) = evVX(f
′) ∈ Vs
determines an element [f#(−f ′)] of RVX⊂Hc(X−V ;Z); see [5, Section 2.1].
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By [5, Lemma 6.3], the morphism (2.20) lifts over the coverings (2.17). Such lifts can be chosen so
that they are compatible with the morphisms between the configuration spaces of maps obtained
by dropping some of the components of V and the corresponding relative contact points; see
[5, Figure 1]. They can also be chosen compatibly with the isomorphism (2.16), in the sense
described below.
Proposition 2.2 ([5, Theorem 6.5]). Suppose X is a compact oriented manifold, V ⊂X is a com-
pact oriented submanifold of codimension c with connected components V1, . . . , VN , A∈Hc(X;Z),
and sr∈Z
ℓr
± for r=1, . . . , N . Let {γj}⊂H1(V ;Z) be a collection of representatives for the elements
of RVX/R
′V
X;s1...sN
. If Σ is a compact oriented c-dimensional manifold and k∈Z≥0, there exists a lift
e˜vVX : X
V1,...,VN
Σ,k;s1...sN
(X,A) −→ V̂X;s1...sN (2.21)
of the morphism evVX in (2.20) over the covering π
V
X;s1...sN
in (2.17) with the following property.
For any f , f ′∈XV1,...,VNΣ,k;s1...sN (X,A) with
e˜vVX(f) =
(
[γj ]X;s1...sN , [γ ·x̂]X
)
and e˜vVX(f
′) =
(
[γj′ ]X;s1...sN , [x̂]X
)
(2.22)
for some x̂ ∈ V̂s1...sN , γ ∈ H1(Vs1...sN ;Z), and j, j
′ indexing the coset representatives, the map
components of f and f ′ satisfy[
f#(−f ′)
]
= ιX−VSXV ∗
(
∆VX
(
ΦV ;s1...sN (γ)+γj−γj′
))
∈ Hc(X−V ;Z). (2.23)
Furthermore, e˜vVX(f
′) is the unique point in πV −1X;s1...sN (ev
V
X(f
′)) so that (2.23) holds for a given value
of e˜vVX(f).
3 Diagonal components for abelian covers
In Section 3.1, we define diagonal components for arbitrary abelian covers that specialize to (1.19)
in the symplectic sum setting. Each diagonal component V̂ ηH1,H2;s1...sN in (3.6) determines an inter-
section homomorphism (3.7) on the product of two abelian covers of Vs1...sN and thus a cohomology
class (3.9), as suggested by [12, Definition 10.2]; in the symplectic sum context, this class specializes
to (1.20). In Section 3.2, we describe cases when these classes split into products of cohomology
classes from the two factors and when these classes are the same for different choices of η; see
Lemmas 3.4 and 3.8.
3.1 Notation and examples
We continue with the notation for the abelian covers of a topological space V with connected
components V1, . . . , VN introduced in Section 2.1. For s1∈Z
ℓ1
± , . . . , sN ∈Z
ℓN
± , denote by
∆V
s1...sN
⊂ V 2
s1...sN
≡Vs1...sN×Vs1...sN
the diagonal. For any submodules H1,H2⊂H1(V ;Z), define
V̂ ′H1,H2;s1...sN = V̂
′
H1;s1...sN
×Vs1...sN V̂
′
H2;s1...sN
≡
{
π′H1;s1...sN×π
′
H2;s1...sN
}−1(
∆V
s1...sN
)
,
V̂H1,H2;s1...sN = V̂H1;s1...sN×Vs1...sN V̂H2;s1...sN ≡
{
πH1;s1...sN×πH2;s1...sN
}−1(
∆V
s1...sN
)
.
(3.1)
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Thus,
V̂ ′H1,H2;s1...sN =
⋃
γ∈H1(Vs1...sN ;Z)
{(
[γ ·x̂]H1 , [x̂]H2
)
: x̂∈ V̂s1...sN
}
,
V̂H1,H2;s1...sN =
RH1
R′H1;s1...sN
×
RH2
R′H2;s1...sN
×V̂ ′H1,H2;s1...sN .
If H12⊂H1(V ;Z) is a module containing H1 and H2, define
Ψ′H12H1,H2: V̂
′
H1,H2;s1...sN
−→ R′H12;s1...sN ⊂ RH12 , Ψ
′H12
H1,H2
(
[γ ·x̂]H1 , [x̂]H2
)
=
[
ΦV ;s1...sN (γ)
]
H12
,
where [γ′]H12 denotes the coset of γ
′ ∈H1(V ;Z) modulo H12. Since γ above is well-defined up to
an element of
(H1)s1...sN + (H2)s1...sN ⊂ (H12)s1...sN ,
the map Ψ′H12H1,H2 is well-defined. Combining Ψ
′H12
H1,H2
with the homomorphism,
RH1
R′H1;s1...sN
×
RH2
R′H2;s1...sN
−→
RH12
R′H12;s1...sN
,(
[γ1]H1;s1...sN , [γ2]H2;s1...sN
)
−→ [γ1−γ2]H12;s1...sN ,
(3.2)
we obtain a continuous map
ΨH12H1,H2: V̂H1,H2;s1...sN −→ RH12;s1...sN ;
its target is a discrete set.
The map (3.2) can be lifted to a map (not a homomorphism) to RH12 by choosing collections
{γ1;j1}, {γ2;j2} ⊂ H1(V ;Z) (3.3)
of representatives for the elements of RH1/R
′
H1;s1...sN
and RH2/R
′
H2;s1...sN
, respectively:(
[γ1;j1 ]H1;s1...sN , [γ2;j2 ]H2;s1...sN
)
−→ [γ1;j1−γ2;j2 ]H12 .
We can then “lift” ΨH12H1,H2 to a continuous map
Ψ˜H12H1,H2: V̂H1,H2;s1...sN −→ RH12 , (3.4)
Ψ˜H12H1,H2
((
[γ1;j1 ]H1;s1...sN , [γ ·x̂]H1
)
,
(
[γ2;j2 ]H2;s1...sN , [x̂]H2
))
=
[
ΦV ;s1...sN (γ)+γ1;j1−γ2;j2
]
H12
.
The latter gives rise to the refined gluing degree map (1.17) in the symplectic sum context;
see (4.10). This map is compatible with the deck transformations (2.10) associated with the
collections (3.3), i.e.
Ψ˜H12H1,H2
(
Θη(x˜1), x˜2
)
= Ψ˜H12H1,H2
(
x˜1, x˜2
)
+ [η]H12 ,
Ψ˜H12H1,H2
(
x˜1,Θη(x˜2)
)
= Ψ˜H12H1,H2
(
x˜1, x˜2
)
− [η]H12
(3.5)
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for all (x˜1, x˜2)∈ V̂H1,H2;s1...sN and η∈H1(V ;Z).
For η∈RH12;s1...sN and η˜∈RH12 , let
V̂ ηH1,H2;s1...sN =
{
ΨH12H1,H2
}−1
(η), V̂ η˜H1,H2;s1...sN =
{
Ψ˜H12H1,H2
}−1
(η˜). (3.6)
These subsets of V̂H1;s1...sN×V̂H2;s1...sN are closed.
If in addition V is an oriented manifold, then so are the subsets (3.6). Thus, they define intersection
homomorphisms
H∗
(
V̂H1;s1...sN×V̂H2;s1...sN ;Q
)
−→ Q, h −→ h · V̂ ηH1,H2;s1...sN , h · V̂
η˜
H1,H2;s1...sN
, (3.7)
as follows. On the homology of dimension different from half the dimension, we take these ho-
momorphisms to be zero. A (rational multiple of a) homology class of half the dimension can be
represented by a smooth map
h : Z−→ V̂H1;s1...sN×V̂H2;s1...sN (3.8)
from a compact oriented manifold which intersects the submanifolds (3.6) transversely. Thus,
their preimages in Z are closed zero-dimensional submanifolds of Z. We take the intersection
numbers in (3.7) to be the signed cardinalities of these finite sets (divided by the appropriate
multiple if necessary). A cobordism between two representatives for the same homology class
provides cobordisms between the preimages of the submanifolds (3.6) with respect to the two
representatives; thus, the intersection homomorphisms (3.7) are well-defined. By the Universal
Coefficient Theorem [22, Theorem 53.5], these homomorphisms correspond to some elements
PDηH1,H2;s1...sN∆,PD
η˜
H1,H2;s1...sN
∆ ∈ H∗
(
V̂H1;s1...sN×V̂H2;s1...sN ;Q
)
, (3.9)
respectively. Since the homologies of V̂H1;s1...sN and V̂H2;s1...sN may not be finitely generated, these
classes need not admit finite Kunneth decompositions as in (1.22). By Examples 3.1-3.3 and
Lemma 3.4 below, they do admit such decompositions in some interesting cases.
Example 3.1. Let V =T2, ℓ∈Z+, and s∈Zℓ±. We identify H1(V ;Z) with Z⊕iZ and denote by
0⊂H1(V ;Z) the zero submodule. By Example 2.1,
V̂0,0;s =
{(
x, [zi+s
−1
i x]i≤ℓ, y, [zi+s
−1
i y]i≤ℓ
)
∈C×T
2(ℓ−1)
s ×C×T
2(ℓ−1)
s
}
.
Let {γj} ⊂ Z⊕ iZ be a collection of representatives for the elements of Zgcd(s)⊕ iZgcd(s). It is
convenient to identify base points for the components of V̂0;s as(
[γj ]0;s, [x̂s]0
)
=
(
ℓ−1γj , [ℓ
−1s−1i γj]i≤ℓ
)
∈ V̂0;s = C×T
2(ℓ−1)
s .
The map (3.4) with H1,H2,H12=0 is then given by
Ψ˜00,0;s : V̂0,0;s −→ Z⊕iZ, Ψ˜
0
0,0;s
(
x, [z], y, [z′]
)
= ℓ (x−y);
see (2.12) and (2.13). The diagonal components V̂ η˜0,0;s are naturally indexed by Z⊕iZ and
V̂ η˜0,0;s = ∆
η˜
C×∆
η˜
T2ℓ
∩ C×T
2(ℓ−1)
s ×C×T
2(ℓ−1)
s ⊂ C×T
2ℓ×C×T2ℓ , (3.10)
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where
∆η˜C = {(x+η˜, x)∈C
2
}
and ∆η˜
T2ℓ
=
{(
[zi+s
−1
i η˜]i≤ℓ, [zi]i≤ℓ
)
∈(T
2(ℓ−1)
s )
2
}
are translates of the diagonals. In particular,
h ·
(
∆η˜C×∆
η˜
T2ℓ
)
= 0 ∀ h∈H∗
(
C×T2ℓ×C×T2ℓ;Q
)
, η˜∈Z⊕iZ.
Combining the last observation with (3.10),
PDη˜0,0;s∆ = 0 ∈ H
∗
(
C×T
2(ℓ−1)
s ×C×T
2(ℓ−1)
s ;Q
)
∀ η˜∈Z⊕iZ. (3.11)
This is consistent with the vanishing of the GW-invariants of K3; see Example 4.4.
Example 3.2. For V =T2, ℓ∈Z+, s∈Zℓ±, and H=H1(V ;Z),
Ψ˜H0,H;s : V̂0,H;s =
{(
z, [zi]i≤ℓ, [zi−s
−1
i z]i≤ℓ
)
∈C×T
2(ℓ−1)
s ×T
2ℓ
}
−→ RH={0}.
The preimage of V̂0,H;s= V̂
0
0,H;s under the automorphism
Θs : C×T
2(ℓ−1)
s ×T
2ℓ −→ C×T
2(ℓ−1)
s ×T
2ℓ, Θs
(
z, [zi]i≤ℓ, [z
′
i]i≤ℓ
)
=
(
z, [zi]i≤ℓ, [z
′
i−s
−1
i z]i≤ℓ
)
,
is the intersection
C×∆T2ℓ ∩C×T
2(ℓ−1)
s ×T
2ℓ ⊂ C×T2ℓ×T2ℓ .
Since Θs induces the identity on the cohomology, it follows that
PD00,H;s∆ = 1×
(
PD(T2ℓ)2∆T2ℓ
)∣∣
T
2(ℓ−1)
s
×T2ℓ
∈ H∗
(
C×T
2(ℓ−1)
s ×T
2ℓ;Q
)
. (3.12)
In the ℓ=1 case, T
2(ℓ−1)
s consists of |s|2 points and (3.12) reduces to
PD00,H;(s)∆ = 1×PDT2(pt) ∈ H
∗
(
{1, . . . , s2}×C×T2;Q
)
. (3.13)
In the symplectic sum decomposition for P̂29 = P̂
2
9#V(P
1×V ), (3.13) corresponds to putting the
whole fiber on the X-side and a point on the Y -side; see Example 4.6.
Example 3.3. Let F be a compact connected oriented manifold, V = {0,∞}×F , ℓ1, ℓ2 ∈ Z
≥0,
s1∈Z
ℓ1
± , and s2∈Z
ℓ2
± . We take
H1 = H2 = H12 = H∆ ⊂ H1(V ;Z) = H1(F ;Z)⊕H1(F ;Z)
to be the diagonal subgroup. By [5, Example 6.2], V̂H∆;s1s2= F̂0;s, where s is the merged tuple of
s1 and −s2. With the identifications of [5, Examples 3.6,4.7], the map (3.4) becomes
H1(F ;Z)
gcd(s)H1(F ;Z)
×
H1(F ;Z)
gcd(s)H1(F ;Z)
× F̂ ′0;s×Fs F̂
′
0;s −→ H1(F ;Z),
Ψ˜H∆H∆,H∆;s1s2
(
[γj1 ]0;s, [γj2 ]0;s, [γ ·x̂]0, [x̂]0
)
= ΦF ;s(γ)+γj1−γj2 .
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If F = T2 and ℓ≡ ℓ1+ℓ2 > 0, we associate representatives γj for the elements of Zgcd(s)⊕ iZgcd(s)
with base points for the connected components of C×T
2(ℓ−1)
s as in Example 3.1. Then,
V̂H∆,H∆;s1s2 =
{(
x,
(
[z1;i+s
−1
1;ix]i≤ℓ1 , [z2;i−s
−1
2;ix]i≤ℓ2
)
, y,
(
[z1;i+s
−1
1;i y]i≤ℓ1 , [z2;i−s
−1
2;i y]i≤ℓ2
))
:
x, y∈C,
(
[z1;i+s
−1
1;ix]i≤ℓ1 , [z2;i−s
−1
2;ix]i≤ℓ2
)
,
(
[z1;i+s
−1
1;i y]i≤ℓ1 , [z2;i−s
−1
2;i y]i≤ℓ2
)
∈ T
2(ℓ−1)
s
}
,
Ψ˜H∆H∆,H∆;s1s2 : V̂H∆,H∆;s1s2 −→ Z⊕iZ, Ψ˜
H∆
H∆,H∆;s1s2
(
x, [z], y, [z′]
)
= ℓ (x−y).
The diagonal components V̂ η˜H∆,H∆;s1s2 are again indexed by Z⊕iZ and have the same structure as
in Example 3.1. Thus,
PDη˜H∆,H∆;s1s2∆ = 0 ∈ H
∗
(
V̂H∆;s1s2×V̂H∆;s1s2 ;Q
)
∀ η˜∈Z⊕iZ. (3.14)
This is consistent with the vanishing of the GW-invariants of T2×T2; see Example 4.5.
3.2 Some properties
We begin this section by describing cases when the diagonal classes (3.9) split into products of
cohomology classes from the two factors. We then show in certain cases these classes are the same
for different choices of η.
Lemma 3.4. Suppose V is a compact oriented manifold with topological components V1, . . . , VN ,
H1,H2 ⊂ H12 ⊂ H1(V ;Z)
are submodules, sr ∈ Z
ℓr
± , η ∈RH12;s1...sN , and η˜ ∈RH12 . The classes (3.9) admit finite Kunneth
decompositions as in (1.22) if either RH12 is finite or V is connected and H∗(V̂H12 ;Q) is finitely
generated.
Proof. The inclusions Hi⊂H12 induce projections
Θ′H12,Hi : V̂
′
Hi;s1...sN
≡ V̂s1...sN
/
(Hi)s1...sN −→ V̂
′
H12;s1...sN
≡ V̂s1...sN
/
(H12)s1...sN .
Combining them with the restrictions of the homomorphism (3.2) to each component of the domain,
we obtain a covering projection
Θ: V̂H1;s1...sN×V̂H2;s1...sN −→ V̂H12;s1...sN×V̂H12;s1...sN
such that
πH1;s1...sN×πH2;s1...sN = πH12;s1...sN×πH12;s1...sN ◦Θ,
ΨH12H1,H2 = Ψ
H12
H12,H12
◦Θ
∣∣
V̂H1,H2;s1...sN
. (3.15)
Thus,
PDηH1,H2;s1...sN∆ = Θ
∗
(
PDηH12,H12;s1...sN∆
)
(3.16)
for every η∈RH12;s1...sN .
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If RH12 is finite, then V̂H12;s1...sN is a finite cover of a compact manifold and so its homology is
finitely generated. By the Kunneth formula for cohomology [22, Corollary 60.7],
H∗
(
V̂H12;s1...sN×V̂H12;s1...sN ;Q
)
≈ H∗
(
V̂H12;s1...sN ;Q
)
⊗H∗
(
V̂H12;s1...sN ;Q
)
.
Thus, PDηH12,H12;s1...sN admits a Kunneth decomposition in this case. By (3.16), so does the class
PDηH1,H2;s1...sN∆. In light of [5, Lemma 5.2], the same reasoning applies if V is connected and
H∗(V̂H12 ;Q) is finitely generated.
The identity (3.16) holds with Ψ and η replaced by Ψ˜ and η˜ if the relevant collections
{γ1;j1}, {γ2;j2}, {γ12;j}⊂H1(V ;Z)
are compatible, i.e. {
[γ1;j1 ]H12
}
,
{
[γ2;j2 ]H12
}
=
{
[γ12;j ]H12
}
.
Changing the first or second collection would change a Kunneth decomposition of the cohomol-
ogy class PDη˜H1,H2;s1...sN∆ by pulling back the cohomology classes involved by diffeomorphisms of
the topological components of the factors of the domain. Thus, the existence of a Kunneth de-
composition for this class is independent of the three collections. We can thus assume that these
collections are compatible and (3.16) holds. The reasoning in the previous paragraph then also
applies to PDη˜H1,H2;s1...sN∆.
Remark 3.5. The statement of Lemma 3.4 for a connected V and its proof can be adapted to a
disconnected V . For each r=1, . . . , N , let
RH;r = qH
(
H1(Vr;Z)
)
⊂ RH ;
these modules span RH . The first factor in the definition of V̂H;s1...sN in (2.6) is finite if and only if
the submodule
|RH;s1...sN ≡
∑
1≤r≤N
ℓr 6=0
RH;r ⊂ RH
has finite index. This index is finite if ℓr 6= 0 whenever H1(Vr;Q) 6= {0} or if V = {0,∞}×F for
some connected F and
H=H∆ ⊂ H1(V ;Z) = H1(F ;Z)⊕H1(F ;Z)
is the diagonal. If this index is finite for H = H12, the argument in the proof of Lemma 3.4
concerning connected V applies via [5, Remark 5.3], which extends [5, Lemma 5.2] to this setting.
Remark 3.6. By [4, Theorem 1], H∗(V̂H12 ;Q) is finitely generated ifH∗(V̂H ;Q) is finitely generated
for some submodule H ⊂H12. Thus, the last condition in Lemma 3.4 could instead require that
H∗(V̂H ;Q) be finitely generated for some submodule H⊂H12. The approach in the proof applies
directly, without use of [4, Theorem 1], if in addition H contains either H1 or H2.
The next example indicates that the cohomology classes (3.9) of the diagonal components (3.6)
generally do not admit a Kunneth decomposition as in (1.22) if (RH12 is infinite and) the homology
of V̂H12 is not finitely generated. By [26, Corollary], the manifold V appearing in Example 3.7 is
not symplectic. We use this particular V for the sake of simplicity. The complex blowup of T4 at
a point could be used instead, but the notation would become a bit more involved.
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Example 3.7. The maximal abelian cover V̂ of V ≡ (S1×S3)#P2 is R×S3 with copies of P2
connected at (i,pt) ∈ R×S3, with i ∈ Z. If P1i is a P
1 in the i-th P2, {P1i : i ∈ Z} is a basis for
H2(V̂ ;Q). The topological components of V̂0,0;(1)≡ V̂ ×V V̂ are described by
V̂ γ0,0;(1) =
{
(γ ·x̂, x̂) : x̂∈ V̂
}
, γ∈Z.
For example, V̂ 00,0;(1)=∆V̂ is the diagonal and
P1i×P
1
j · V̂
0
0,0;(1) =
{
1, if i=j;
0, if i 6=j.
(3.17)
If e1, . . . , eN is a basis for Q
N , then the element
e1⊗e1 + . . . + eN⊗eN ∈ Q
N⊗Q Q
N
cannot be written as a sum of fewer than N products αj⊗βj. Along with (3.17), this implies that the
cohomology class on V̂ ×V̂ determined by V̂ 00,0;(1) does not admit a finite Kunneth decomposition.
Let V , V1, . . . , VN , and H12 be as in Lemma 3.4. For each r=1, . . . , N , denote by
Flux(Vr)H12 ⊂ RH12
the image of Flux(Vr) under the homomorphism
H1(Vr;Z) −→ H1(V ;Z) −→
H1(V ;Z)
H12
= RH12 .
Lemma 3.8. Suppose V , V1, . . . , VN , H1,H2,H12, and sr are as in Lemma 3.4. If
η˜1, η˜2∈RH12 and η˜1−η˜2 ∈
N⊕
r=1
gcd(sr)Flux(Vr)H12 ,
then
PDη˜1H1,H2;s1...sN∆ = PD
η˜2
H1,H2;s1...sN
∆ ∈ H∗
(
V̂H1;s1...sN×V̂H2;s1...sN ;Q
)
. (3.18)
Proof. Let
γ ≡ (γr;i)i≤ℓr ,r≤N ∈
N⊕
r=1
Flux(Vr)
⊕ℓr
be such that
η˜1 − η˜2 =
[
ΦV ;s1...sN (γ)
]
H12
∈ RH12 . (3.19)
For each r=1, . . . , N and i=1, . . . , ℓr, let Ψr;i;t : Vr−→Vr be a loop of diffeomorphisms generat-
ing γr;i such that Ψr;i;0=id. These loops lift to paths of diffeomorphisms
Ψ̂r;i;t : V̂r −→ V̂r, t ∈ [0, 1], Ψ̂r;i;0 = idV̂r , Ψ̂r;i;1(x̂r;i) = γr;i · x̂r;i,
Ψ˜t : V̂H1;s1...sN −→ V̂H1;s1...sN , t ∈ [0, 1], Ψ˜t
([
(x̂r;i)i≤ℓr,r≤N
]
H12
)
=
[(
Ψ̂r;i;t(x̂r;i)
)
i≤ℓr,r≤N
]
H12
.
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In particular, Ψ˜1=ΘΦV ;s1...sN (γ)
. By (3.5) and (3.19),
V̂ η˜1H1,H2;s1...sN =
{
Ψ˜1×idV̂H2;s1...sN
}(
V̂ η˜2H1,H2;s1...sN
)
.
Thus, the smooth proper map
[0, 1]×V̂ η˜2H1,H2;s1...sN −→ V̂H1;s1...sN×V̂H2;s1...sN , (t, x˜1, x˜2) −→
(
Ψ˜t(x˜1), x˜2
)
,
is a cobordism between V̂ η˜1H1,H2;s1...sN and V̂
η˜2
H1,H2;s1...sN
. Its intersection with a smooth map h
as in (3.8) is a compact cobordism between the intersections of h with V̂ η˜1H1,H2;s1...sN and with
V̂ η˜2H1,H2;s1...sN . Thus, the intersection homomorphisms on the homology induced by the two diagonal
components are the same; this establishes (3.18).
4 The refined invariance property
We now provide the details needed to refine the usual symplectic sum formula, as suggested in [12,
Sections 3,10] and outlined in Section 1.2. Once the lifts (1.9) of (1.3) are chosen systematically
as in Proposition 2.2, the fiber products (1.16) of the coverings (1.6) for (X,V ) and (Y, V ) over
the diagonal in Vs×Vs can be split into unions of topological components (1.19), as suggested
by [12, (3.10)]. We define the crucial refined degree-gluing map (1.17) in Section 4.1 as a special
case of the map (3.4) for arbitrary abelian covers. It is used in Section 4.2 to define the diagonal
components (1.19). Corollary 4.3 describes cases when the Poincare duals of these components
split as in (1.22). The approach of [11, 12] can then be used to distinguish the GW-invariants of
X#VY in degrees differing by elements of R
V
X,Y in terms of the IP-counts of (X,V ) and (Y, V ).
Otherwise, they can be distinguished only in terms of the IP-counts of the singular fiber X∪V Y .
The assertions made in Sections 1.3 and 1.4 are established in Section 4.3.
4.1 The refined gluing degree map
We begin this section by defining the refined gluing degree map (1.17) as a special case of the con-
tinuous map (3.4) on the diagonal fiber product of two abelian covers of the divisor V . We then
show that its composition with the lifted evaluation morphisms (2.21) gives the degree of the glued
map, provided the coset representatives in the constructions of (3.4) and (2.21) are chosen in the
same way; see Figure 2 and Proposition 4.2.
Throughout this section, X and Y denote compact oriented manifolds, V ⊂ X,Y is a compact
oriented submanifold of codimension c, and ϕ : SXV −→SY V is an orientation-reversing diffeomor-
phism commuting with the projections to V . With
qV : SXV =SY V −→ V
denoting the bundle projection map, define
Hc(SV ;Z)X,Y =
{
ASV ∈Hc(SV ;Z) : qV ∗(ASV )∈ker ι
X
V ∗ ∩ ker ι
Y
V ∗
}
. (4.1)
Let
Hc(X;Z)×V Hc(Y ;Z) =
{
(AX , AY )∈Hc(X;Z)×Hc(Y ;Z) :
AX ·XVr = AY ·Y Vr ∀ r=1, . . . , N
}
,
(4.2)
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where ·X and ·Y are the homology intersection pairings in X and Y , respectively.
Let X#ϕY be the manifold obtained by gluing the complements of tubular neighborhoods of V
in X and Y by ϕ along their common boundary. We denote by
qϕ : X#ϕY −→ X∪V Y
a continuous map which restricts to the identity outside of a tubular neighborhood of SXV =ϕSY V ,
is a diffeomorphism on the complement of q−1ϕ (V ), and restricts to the bundle projection SXV −→V .
Let
RVX,Y ≡
{
ι
X#ϕY
X−V ∗ (AX−V )+ι
X#ϕY
Y−V ∗ (AY−V ) : (AX−V , AY−V ) ∈ R
V
X⊕R
V
Y
}
. (4.3)
By [5, Lemma 4.1], this definition of RVX,Y agrees with (1.12) in the c=2 case.
Define
∆VX,Y : H1(V ;Z)X ⊕H1(V ;Z)Y −→
H1(V ;Z)
HVX+H
V
Y
,
(
[γX ]HVX
, [γY ]HVY
)
−→
[
γX−γY
]
HVX+H
V
Y
.
Denote by H
V
X,Y the image of the composition
Hc(SV ;Z)X,Y
(ιX−V
SV ∗
,−ιY−V
SV ∗
)
−−−−−−−−→ RVX⊕R
V
Y
≈
−→ H1(V ;Z)X ⊕H1(V ;Z)Y
∆VX,Y
−−−−→
H1(V ;Z)
HVX+H
V
Y
,
with the second arrow above given by the isomorphisms in (2.16). Let HVX,Y ⊂H1(V ;Z) be the
preimage of H
V
X,Y under the quotient projection
H1(V ;Z) −→
H1(V ;Z)
HVX+H
V
Y
.
By [5, Corollary 4.4(1)], there is a commutative diagram
H1(V ;Z)
HVX
⊕ H1(V ;Z)
HVY
ιX−VSXV ∗
◦∆VX⊕ι
Y−V
SY V ∗
◦∆VY

∆
V
X,Y // H1(V ;Z)
HVX,Y
RVX,Y≈

RVX ⊕R
V
Y
ι
X#ϕY
X−V ∗ +ι
X#ϕY
Y−V ∗ // RVX,Y
(4.4)
of homomorphisms, with both vertical arrows being isomorphisms.
Let V1, . . . , VN be the topological components of V , s1∈Z
ℓ1
± , . . . , sN ∈Z
ℓN
± , and
V̂ ′X,Y ;s1...sN = V̂
′
HV
X
,HV
Y
;s1...sN
, V̂X,Y ;s1...sN = V̂HVX ,H
V
Y ;s1...sN
;
see (3.1). Choose collections {
γX;j
}
,
{
γY ;j
}
⊂ H1(V ;Z) (4.5)
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of coset representatives for the elements ofRVX/R
′V
X;s1...sN
andRVY /R
′ V
Y ;s1...sN
. As described above (3.4),
these collections determine a smooth map
Ψ˜VX,Y : V̂X,Y ;s1...sN
Ψ˜
HVX,Y
HV
X
,HV
Y
−−−−→ RHVX,Y
RVX,Y
−−−−→
≈
RVX,Y ⊂ Hc(X#ϕY ;Z),
with RVX,Y as in (4.4).
Let ΣX ,ΣY be compact oriented c-dimensional manifolds, kX , kY ∈ Z
≥0, and (AX , AY ) be an
element of Hc(X;Z)×V Hc(Y ;Z). Denote by
e˜vVX : X
V1,...,VN
ΣX ,kX ;s1...sN
(X,AX) −→ V̂X;s1...sN and e˜v
V
Y : X
V1,...,VN
ΣY ,kY ;s1...sN
(Y,AY ) −→ V̂Y ;s1...sN
the lifted relative evaluation morphisms of Proposition 2.2 for (X,V ) and (Y, V ) compatible with
the coset representatives (4.5). Let
X
V1,...,VN
(ΣX ,ΣY ),(kX ,kY );s1...sN
(
(X,Y ), (AX , AY )
)
=
{
e˜vVX×e˜v
V
Y
}−1
(V̂X,Y ;s1...sN )
=
{
evVX×ev
V
Y
}−1
(∆V
s1...sN
) .
(4.6)
Each element (fX , fY ) of this space gives rise to a marked map
fX#ϕfY ∈
⊔
A#∈AX#ϕAY
XΣX#ΣY ,kX+kY (X#ϕY,A#); (4.7)
see [5, Section 2.2].
Fix a base point xs1...sN ∈Vs1...sN . Suppose
X
V1,...,VN
ΣX ,kX ;s1...sN
(X,AX ),X
V1,...,VN
ΣY ,kY ;s1...sN
(Y,AY ) 6= ∅.
Choose
f•X ≡ (z
•
X;1, . . . , z
•
X;kX+ℓ1+...+ℓN
, f•X) ∈ X
V1,...,VN
ΣX ,kX ;s1...sN
(X,AX ),
f•Y ≡ (z
•
Y ;1, . . . , z
•
Y ;kY+ℓ1+...+ℓN
, f•Y ) ∈ X
V1,...,VN
ΣY ,kY ;s1...sN
(Y,AY )
(4.8)
such that
evVX
(
f•X), ev
V
Y
(
f•Y ) = xs1...sN ∈ Vs1...sN .
These two marked maps correspond to the initially chosen base points, denoted by f0, in the proof
of [5, Theorem 6.5]. Let
AX,Y =
[
f•X#ϕf
•
Y
]
∈ Hc(X#ϕY ;Z), (4.9)
and define
gAX ,AY : V̂X,Y ;s1...sN −→ Hc(X#ϕY ;Z) by
gAX ,AY (x˜, y˜) = AX,Y − Ψ˜
V
X,Y
(
e˜vVX
(
f•X), e˜v
V
Y
(
f•Y )
)
+ Ψ˜VX,Y
(
x˜, y˜
)
.
(4.10)
The last map is the intended refined gluing degree map of [12, (3.10)]. By Proposition 4.2 below,
it gives the degree A# of each glued map (4.7). The statement of Proposition 4.2 is illustrated in
Figure 2, where we abbreviate s1 . . . sN as s and ignore the absolute marked points.
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XV(ΣX ,ΣY );s
(
(X,Y ), (AX , AY )
) e˜vVX×e˜vVY //
#ϕ

evVX×ev
V
Y
❘❘
❘❘
❘
))❘❘
❘❘
❘
V̂X,Y ;s
gAX,AY

πVX;s×π
V
Y ;s
ss
ss
yysss
s
∆V
s
⊔
A#∈AX#ϕAY
XΣX#ΣY (X#ϕY,A#)
deg
// Hc(X#ϕY ;Z)
Figure 2: The evaluation and gluing maps of Proposition 4.2.
Remark 4.1. The map component fX#ϕfY of fX#ϕfY depends on the choices made in the con-
struction of [5, Section 2.2]. However, the degree (homology class) of fX#ϕfY does not depend on
these choices.
Proposition 4.2. Suppose X and Y are oriented manifolds, V ⊂X,Y is a compact oriented sub-
manifold of codimension c with connected components V1, . . . , VN , ϕ : SXV −→SY V is an orientation-
reversing diffeomorphism commuting with the projections to V , and
(AX , AY ) ∈ Hc(X;Z)×V Hc(Y ;Z), sr ∈ Z
ℓr
± with r=1, . . . , N.
Then, [
fX#ϕfY
]
= gAX ,AY
(
e˜vVX(fX), e˜v
V
Y (fY )
)
(4.11)
for all pairs (fX , fY ) in X
V1,...,VN
(ΣX ,ΣY ),(kX ,kY );s1...sN
(
(X,Y ), (AX , AY )
)
.
Proof. Let x̂ ∈ V̂s1...sN , γ
• ∈H1(Vs1...sN ;Z), and γ
•
X , γ
•
Y ∈H1(V ;Z) be elements of the collections
in (4.5) such that
e˜vVX(f
•
X) =
(
[γ•X ]X;s1...sN , [γ
• ·x̂]X
)
and e˜vVY (f
•
Y ) =
(
[γ•Y ]Y ;s1...sN , [x̂]X
)
. (4.12)
Thus,
Ψ˜VX,Y
(
e˜vVX
(
f•X), e˜v
V
Y
(
f•Y )
)
= RVX,Y
([
ΦV ;s1...sN (γ
•)+γ•X−γ
•
Y
]
HVX,Y
)
. (4.13)
Since the two sides of (4.11) take discrete values and are continuous in (fX , fY ), it is sufficient to
verify (4.11) under the assumption that
evVX
(
fX), ev
V
Y
(
fY ) = xs1...sN ∈ Vs1...sN .
Let γ, γ′∈H1(Vs1...sN ;Z), and γX , γY ∈H1(V ;Z) be elements of the collections in (4.5) such that
e˜vVX(fX) =
(
[γX ]X;s1...sN , [γγ
′ ·x̂]X
)
and e˜vVY (fY ) =
(
[γY ]Y ;s1...sN , [γ
′ ·x̂]X
)
. (4.14)
Thus,
Ψ˜VX,Y
(
e˜vVX
(
fX), e˜v
V
Y
(
fY )
)
= RVX,Y
([
ΦV ;s1...sN (γ)+γX−γY
]
HVX,Y
)
. (4.15)
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By (4.12), (4.14), and (2.23),[
fX#(−f
•
X)
]
= ιX−VSXV ∗
(
∆VX
(
ΦV ;s1...sN (γ+γ
′−γ•)+γX−γ
•
X
))
∈ Hc(X−V ;Z),[
fY#(−f
•
Y )
]
= ιY−VSY V ∗
(
∆VY
(
ΦV ;s1...sN (γ
′)+γY −γ
•
Y
))
∈ Hc(Y −V ;Z).
Thus, [
fX#ϕfY
]
−
[
f•X#ϕf
•
Y
]
= ι
X#ϕY
X−V ∗
([
fX#(−f
•
X)
])
+ ι
X#ϕY
Y−V ∗
([
fY#(−f
•
Y )
])
= ι
X#ϕY
SXV ∗
(
∆VX
(
ΦV ;s1...sN (γ−γ
•)+γX−γY − γ
•
X+γ
•
Y
))
.
(4.16)
From (4.9) and (4.16), we find that[
fX#ϕfY
]
= AX,Y −R
V
X,Y
([
ΦV ;s1...sN (γ
•)+γ•X−γ
•
Y
]
HVX,Y
)
+RVX,Y
([
ΦV ;s1...sN (γ)+γX−γY
]
HV
X,Y
)
.
Comparing this with (4.10), (4.13) and (4.15), we obtain the claim.
4.2 Diagonal components for rim tori covers
We now use the refined gluing degree map (4.10) to split fiber products of rim tori covers into diag-
onal components and describe some of their properties. This completes the details needed to refine
the usual symplectic sum formula, as suggested in [12, Sections 3,10] and outlined in Section 1.2.
We include three examples of applying the refined invariance property for GW-invariants in simple
cases when the diagonal splits and its Kunneth decomposition can be easily determined.
Similarly to (3.6), we define
V̂ AX,Y ;s1...sN ≡ g
−1
AX ,AY
(A) = V̂
A−AX,Y
HVX ,H
V
Y ;s1...sN
∀ A ∈ AX#ϕAY ⊂ Hc(X#ϕY ;Z). (4.17)
Similarly to (3.9), let
PDV,AX,Y ;s1...sN∆ ≡ PD
A−AX,Y
HVX ,H
V
Y ;s1...sN
∆ ∈ H∗
(
V̂X;s1...sN×V̂Y ;s1...sN ;Q
)
(4.18)
denote the cohomology class determined by the closed submanifold (4.17). Lemma 3.4 gives the
following description of some cases when this class admits a finite Kunneth decomposition.
Corollary 4.3. Suppose X, Y , V , ϕ, (AX , AY ), and sr ∈ Z
ℓr
± are as in Proposition 4.2 and
A∈AX#ϕAY . The class (4.18) admits a finite Kunneth decomposition as in (1.22) if either R
V
X,Y
is finite or V is connected and H∗(V̂HVX,Y
;Q) is finitely generated.
Example 4.4. We take X,Y = P̂29 to be the blowup of P
2 at 9 points and V =F to be a smooth
fiber of the fibration P̂29−→P
1; see the beginning of Section 6. By [5, Examples 3.5,4.6],
HVX ,H
V
Y ,H
V
X,Y = {0} ⊂ H1(V ;Z) ≈ Z
2 .
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Let |A|V ∈Z be as in (1.25). By (3.11),
PDV,AX,Y ;s∆ = 0 ∈ H
∗
(
V̂X;s×V̂Y ;s;Q
)
(4.19)
for all s ∈ Zℓ with ℓ > 0 and A ∈ H2(X#ϕY ;Z) with |A|V = |s|. Since the contribution to the
GW-invariant of X#ϕY in a degree A ∈ AX#ϕAY from its splitting as AX#ϕAY is obtained by
pulling back the classes (4.19) with |s|= |A|V by e˜v
V
X× e˜v
V
Y , this contribution vanishes if |A|V 6=0.
If C⊂ P̂29 is a holomorphic curve disjoint from V , its projection to P
1 misses a point and thus C is a
union of fibers. Therefore, the fiber class of P̂29 and its multiples are the only classes that have zero
intersection with V and a priori may have nonzero GW-invariants. By (4.19), all GW-invariants
of X#ϕY in non-fiber classes vanish. This is a direct illustration of the vanishing statement of
Theorem 1.1. For the standard identification ϕ, X#ϕY = K3. By [13, Theorem 2.4], K3 admits
an almost complex structure J with no J-holomorphic curves. Thus, (4.19) is consistent with the
vanishing of all GW-invariants of K3.
Example 4.5. We take X,Y =P1×T2 and V ={0,∞}×T2. By [5, Examples 3.6,4.7],
HVX ,H
V
Y ,H
V
X,Y = H∆ ⊂ H1(V ;Z) = H1(T
2;Z)⊕H1(T
2;Z) ≈ Z2 ⊕ Z2 ,
where H∆ is the diagonal subgroup. By (3.14),
PDV,AX,Y ;s1s2∆ = 0 ∈ H
∗
(
V̂X;s1s2×V̂Y ;s1s2 ;Q
)
(4.20)
for all s1 ∈ Z
ℓ1 , s2 ∈ Z
ℓ2 with ℓ1+ℓ2 > 0 and A ∈H2(X#ϕY ;Z) with |A|V = |s1|+ |s2|. Similarly
to Example 4.4, this implies that all GW-invariants of X#ϕY in non-fiber classes vanish and
provides another direct illustration of the vanishing statement of Theorem 1.1. For the standard
identification ϕ, X#ϕY =T
2×T2. By [13, Theorem 2.4], T2×T2 admits an almost complex structure J
with no J-holomorphic curves. Thus, (4.20) is consistent with the vanishing of all GW-invariants
of T2×T2.
Example 4.6. We now take X= P̂29, Y =P
1×T2, and V =F ⊂X,Y to be a smooth fiber. By [5,
Examples 3.5,3.6],
HVX = {0}, H
V
Y ,H
V
X,Y = H1(V ;Z) ≈ Z
2.
Since RVX,Y =H1(V ;Z)/H
V
X,Y , there are no rim tori in X#ϕY in this case. By (3.13),
PDV,A
X,Y ;(1)∆ = 1×PDT2(pt) ∈ H
∗
(
V̂X;(1)×V̂Y ;(1);Q
)
= H∗
(
C×T2;Q
)
(4.21)
for all A∈H2(X#ϕY ;Z) with |A|V =1. Let s1, . . . , s9, f∈H2(X;Z) denote the homology classes of
the 9 sections corresponding to the exceptional divisors and of the fiber class and s, f∈H2(Y ;Z)
denote the homology classes of the section class and of the fiber class. Let
Ai;d = (si+df)#ϕs ∈ H2(X#ϕY ;Z) .
The only decompositions Ai;d=AX#ϕAY into classes AX , AY with possibly nonzero GW-invariants
are of the form
Ai;d = (si+d1f)#ϕ(s+d2f) with d1, d2∈Z
≥0, d1+d2=d.
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Thus, the refined invariance property for GW-invariants of [12], the decomposition (4.21), and
dimensional considerations give
GW
X#ϕY
g,Ai;d
(
ptg
)
=
∑
d1,d2∈Z≥0
d1+d2=d
G˜W
P̂29,F
g−1,si+d1f;(1)
(
ptg−1; 1
)
G˜W
P1×T2,F
1,s+d2f;(1)
(
pt; PDT2(pt)
)
, (4.22)
where ptg denotes g point constraints (pullback of PD(X#ϕY )g (pt) by the evaluation map at g
absolute points) and G˜W denotes the IP-counts with the relative constraints
1 ∈ H0
(
V̂X;(1);Q) = H
0
(
C;Q) and PDT2(pt) ∈ H
2
(
V̂Y ;(1);Q) = H
2
(
T2;Q).
Since the first class above is the pullback of the cohomology class 1 on T2 by the covering map,
(4.22) reduces to
GW
X#ϕY
g,Ai;d
(
ptg
)
=
∑
d1,d2∈Z≥0
d1+d2=d
GW
P̂29,F
g−1,si+d1f;(1)
(
ptg−1; 1
)
GWP
1×T2,F
1,s+d2f;(1)
(
pt; PDT2(pt)
)
, (4.23)
with the standard relative GW-invariants on the right-hand side above. Since RVX,Y = {0}, the
standard symplectic sum formulas of [16, 15] leave nothing to be refined in this case. In the proof
of Lemma 6.12, (4.23) is deduced from (6.15) and (6.16). The last statement is a consequence
of (1.8) and V̂
P̂29;(1)
≈ C. The same conclusions are obtained in the proof of [12, Lemma 15.2]
through a simultaneous triple induction with three separate applications of the standard symplectic
sum formula.
We next turn to connections with the flux group defined in Section 1.4. Let X, Y , V , V1, . . . , VN ,
c, and ϕ be as in Proposition 4.2. For each r=1, . . . , N , define
Flux(Vr)X,Y = R
V
X,Y
(
Flux(Vr)HVX,Y
)
⊂ RVX,Y ⊂ Hc(X#ϕY ;Z). (4.24)
In particular,
Flux(Vr)X,Y = ι
X#V Y
X−V ∗
(
∆VX
(
Flux(Vr)
))
= ιX#V YY−V ∗
(
∆VY
(
Flux(Vr)
))
.
Since RVX,Y is an isomorphism, the next statement follows immediately from (4.10) and Lemma 3.8.
Corollary 4.7. Suppose X, Y , V , ϕ, (AX , AY ), and sr∈Z
ℓr
± are as in Proposition 4.2. If
A1, A2 ∈ AX#ϕAY and A1−A2 ∈
N⊕
r=1
gcd(sr)Flux(Vr)X,Y ⊂ Hc(X#ϕY ;Z), (4.25)
then
PDV,A1X,Y ;s1...sN∆ = PD
V,A2
X,Y ;s1...sN
∆ ∈ H∗
(
V̂X;s1...sN×V̂Y ;s1...sN ;Q
)
.
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4.3 Proofs of qualitative implications
In this section, we establish the assertions made in Sections 1.3 and 1.4. We first obtain Theo-
rem 1.1 and deduce Corollary 1.2 from it. We then state and prove Theorem 4.9, which includes
Propositions 1.3 and 1.4 as special cases, and conclude with Corollary 4.10.
Proof of Theorem 1.1. Let V1, . . . , VN be the connected components of V . Suppose g ∈ Z
≥0,
A is as in (1.24), and κ# is a Φ-admissible input for the GW-invariants of X#VY such that the
corresponding GW-invariant is nonzero,
GWX#V Yg,A (κ#) 6= 0. (4.26)
In light of (1.21), (4.26) implies that there exist an element (AX , AY ) of (4.2) and relative contact
vectors s1∈ Z
ℓ1 , . . . , sN ∈ Z
ℓN such that
A ∈ AX#VAY , G˜W
X∪V Y
g,(AX ,AY );s1...sN
(
κ#; PD
V,A
X,Y ;s1...sN
∆
)
6= 0, (4.27)
where G˜W is an IP-count for X∪V Y as described in Section 1.2.
By (4.27) and (1.24), ℓr 6=0 for some r=1, . . . , N . Reordering the components of V1, . . . , VN , we
can assume that
ℓr 6= 0 ∀ r=1, . . . , N
′ and ℓr = 0 ∀ r=N
′+1, . . . , N,
for some N ′ = 1, . . . , N . Let W denote the union of the first N ′ components of V . By (2.17)
and (2.6),
V̂X;s1...sN×V̂Y ;s1...sN =
RVX
R′VX;s1...sN
×
RY
R′VY ;s1...sN
× Ŵ ′X;s1...sN′×Ŵ
′
Y ;s1...sN′
. (4.28)
Since H1(V1;Z) is finitely generated, the index of gcd(s1)H1(V1;Z) in H1(V1;Z) is finite. If V ⊂X
is virtually connected, the cokernel of the homomorphism (1.23) with r = 1 is finite and so the
image of gcd(s1)H1(V1;Z) under this homomorphism is of a finite index. Thus, the first quotient
on the right-hand side of (4.28) is finite if V ⊂X is virtually connected.
For each element [γ] in the product of the two quotients on the right-hand side of (4.28), let
PDV,A;γX,Y ;s1...sN∆ ∈ H
∗
({
[γ]
}
×Ŵ ′X;s1...sN′×Ŵ
′
Y ;s1...sN′
;Q
)
⊂ H∗
(
V̂X;s1...sN×V̂Y ;s1...sN ;Q
)
be the cohomology class obtained by restricting PDV,AX,Y ;s1...sN∆ to the topological component{
[γ]
}
×Ŵ ′X;s1...sN′×Ŵ
′
Y ;s1...sN′
⊂ V̂X;s1...sN×V̂Y ;s1...sN
and then extending it by zero over the remaining components. By (4.27),
G˜W
X∪V Y
g,(AX ,AY );s1...sN
(
κ#; PD
V,A;γ∗
X,Y ;s1...sN
∆
)
6= 0 (4.29)
for some γ∗.
30
Suppose the homology of V̂X is finitely generated. The natural projections
N∏
r=1
V̂r −→
N ′∏
r=1
V̂r and H
V
X −→ H
W
X
induce covering maps
V̂X −→ ŴX ×
N∏
r=N ′+1
Vr −→
N∏
r=1
Vr .
By [4, Theorem 1], the Q-homology of the middle space above is finitely generated; thus, so is
H∗(ŴX ;Q). From [5, Remark 5.3], we then conclude that H∗(Ŵ
′
X;s1...sN′
;Q) is finitely generated
as well. By the Kunneth formula for cohomology [22, Corollary 60.7], this implies that
PDV,A;γ
∗
X,Y ;s1...sN
∆ =
m∑
i=1
κ˜X;i⊗κ˜Y ;i ∈ H
∗(Ŵ ′X;s1...sN′×Ŵ
′
Y ;s1...sN′
;Q) (4.30)
for some κ˜X;i∈H
∗(Ŵ ′X;s1...sN′
;Q) and κ˜Y ;i∈H
∗(Ŵ ′Y ;s1...sN′
;Q). By (4.29) and (4.30),
ContrA;γ
∗
Γ
(
κ#;X , κ#;Y
)
≡
m∑
i=1
G˜W
X,V
Γ
(
κ#;X ; κ˜X;i
)
G˜W
Y,V
Γ
(
κ#;Y ; κ˜Y ;i
)
6= 0 (4.31)
for some absolute insertions κ#;X for X and κ#;Y for Y , with G˜W
X,V
Γ and G˜W
Y,V
Γ denoting the
disconnected IP-counts associated with the moduli spaces in (1.14).
Since RVX,Y is infinite, H1(V ;Z) contains an infinite cyclic subgroup G≈Z on which the quotient
projection
H1(V ;Z) −→
H1(V ;Z)
HVX,Y
RVX,Y
≈ RVX,Y
is injective. In particular, all classes
A−η ≡ A−RVX,Y
(
[η]HVX,Y
)
∈ H2(X#V Y ;Z), η ∈ G,
are distinct. Since the first quotient on the right-hand side in (4.28) is finite, G contains an infinite
cyclic subgroup G0 so that the deck transformation
Θη : V̂X;s1...sN −→ V̂X;s1...sN
maps each topological component of V̂X;s1...sN to itself whenever η∈G0. In light of (4.10) and (3.5),
this implies that
PDV,A−η;γ
∗
X,Y ;s1...sN
∆ =
{
Θη×id
}∗(
PDV,A;γ
∗
X,Y ;s1...sN
∆
)
=
m∑
i=1
(
Θ∗ηκ˜X;i
)
⊗κ˜Y ;i
and that the (Γ, γ∗, κ#;X , κ#;Y ) contribution to GW
X#V Y
g,A−η (κ#) is given by
ContrA−η;γ
∗
Γ
(
κ#;X , κ#;Y
)
≡
m∑
i=1
G˜W
X,V
Γ
(
κ#;X ; Θ
∗
ηκ˜X;i
)
G˜W
Y,V
Γ
(
κ#;Y ; κ˜Y ;i
)
. (4.32)
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Since H∗(ŴX;s1...sN′ ;Q) is finitely generated and G˜W
X,V
Γ is linear in its (relative) inputs, (4.31)
implies that infinitely many of the numbers (4.32) with η ∈G0 are nonzero (if the dimension of
H∗(ŴX;s1...sN′ ;Q) is d, every set of d consecutive numbers (4.32) contains at least one nonzero
number). However, this contradicts Gromov’s Compactness, since all classes A−η have the same
symplectic energy. Therefore, (4.26) cannot hold.
Remark 4.8. Let W be the union of the first N ′≤N connected components of V . The conclusion
of Theorem 4.8 remains valid if
A ∈ H2(X#VY ;Z)− ι
X#V Y
X−V ∗
(
EffωX (X,W )
)
− ιX#V YY−V ∗
(
EffωY (Y, V )
)
and the cokernel of the homomorphism (1.23) is surjective for every r=1, . . . , N ′.
Proof of Corollary 1.2. Let
A = [T2×pt] ∈ H2(T
2×F ).
The moduli space of genus 1 degree A stable morphisms for a product almost complex structure
on T2×F and its obstruction bundle are described by
M1(T
2×F ;A) ≈ F and Obs ≈ H0,1
T2
⊗TF,
where H0,1
T2
is the space of harmonic (0, 1)-forms on T2. Thus, the genus 1 degree A GW-invariant
of T2×F is
GWT
2×F
1,A () =
〈
TF,F
〉
= χ(F ). (4.33)
On the other hand, T2×F is the symplectic sum of P1×F with itself along V = {0,∞}×F with
respect to the canonical isomorphism (1.11) and
A 6∈ ιX#V YX−V ∗
(
H2(X−V ;Z)
)
+ ιX#V YY−V ∗
(
H2(Y −V ;Z)
)
,
where X,Y are the two copies of P1×F . By [5, Example 3.6], the homomorphism (1.23) is surjective
for r=1, 2 and so V ⊂X is virtually connected. By [5, Example 6.2],
V̂X = F̂×F̂ /H1(V ;Z),
(
x̂1, x̂2
)
∼
(
γ ·x̂1, γ ·x̂2
)
,
where F̂ −→ F is the maximal abelian cover. By Serre’s Spectral Sequence (e.g. Theorem 9.2.1,
9.2.17, or 9.3.1 in [25] applied with Z2-coefficients in the last two cases) for the fiber bundle
F̂ −→ V̂X −→ F,
the Q-cohomology of V̂X is finitely generated if this is the case for Q-cohomology of F̂ . By [5,
Example 4.7],
RVX,Y ≈ H1(F ;Z);
thus, RVX,Y is infinite if H1(F ;Q) 6=0. Combining these observations with Theorem 1.1, we conclude
that
GWT
2×F
1,A () = 0
if H1(F ;Q) 6=0 and H∗(F̂ ;Q) is finitely generated. Comparing with (4.33), we conclude that the
latter is not the case if χ(F ) 6=0.
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We next turn to the assertions made in Section 1.4. With X, Y , V , and Φ as in Propositions 1.3
and 1.4, let
Flux(Vr)X,Y ⊂ R
V
X,Y ⊂ H2(X#VY ;Z)
be as in the c=2 case of (4.24).
Theorem 4.9. Let (X,ωX) and (Y, ωY ) be compact symplectic manifolds, V ⊂X,Y be a common
compact symplectic divisor with topological components V1, . . . , VN , and Φ be an isomorphism of
complex line bundles as in (1.11). Suppose NXVr≈Vr×C for all r=1, . . . , N
′ and some N ′≤N . If
A1, A2 ∈ H2(X#VY ;Z) and A1−A2 ∈
N ′⊕
r=1
|A1|VrFlux(Vr)X,Y , (4.34)
then the GW-invariants of X#VY of degrees A1 and A2 with Φ-admissible inputs are the same.
Proof. By (1.21), GW
X#ϕY
g,A1
(κ#) and GW
X#ϕY
g,A2
(κ#) are sums of the IP-counts forX∪VY of the form
G˜W
X∪V Y
g,(AX ,AY );s1...sN
(
κ#; PD
V,A1
X,Y ;s1...sN
∆
)
and G˜W
X∪V Y
g,(AX ,AY );s1...sN
(
κ#; PD
V,A2
X,Y ;s1...sN
∆
)
, (4.35)
respectively. These sums are taken over all (AX , AY ) in (4.2) and s1∈Z
ℓ1 , . . . , sN ∈Z
ℓN such that
A1, A2 ∈ AX#VAY , |sr| = AX ·XV = AY ·Y V = |A1|Vr = |A2|Vr ∀ r=1, . . . , N
′ . (4.36)
By the second assumptions in (4.34) and (4.36), the second assumption in (4.25) is satisfied.
By Corollary 4.7, the two numbers in (4.35) are thus the same for all relevant (AX , AY ) and
s1∈Z
ℓ1 , . . . , sN ∈Z
ℓN .
Under the assumptions of Proposition 1.3, N,N ′=1 and Flux(V1)X,Y =R
V
X,Y . Thus, the second
condition in (4.34) reduces to the second condition in (1.26) in this case. Under the assumptions
of Proposition 1.4,
|A1|VrFlux(Vr)X,Y = Flux(Vr)X,Y ∀ r=1, . . . , N,
N⊕
r=1
Flux(Vr)X,Y = R
V
X,Y .
Thus, the second condition in (4.34) reduces to the second condition in (1.27) in this case. Com-
bining Theorem 4.9 with Gromov’s Compactness, we obtain the following statement.
Corollary 4.10. Let (X,ωX) and (Y, ωY ) be compact symplectic manifolds, V ⊂X,Y be a common
compact symplectic divisor with topological components V1, . . . , VN , and Φ be an isomorphism of
complex line bundles as in (1.11). Suppose NXVr∗≈Vr∗×C and Flux(Vr∗)X,Y is infinite for some
r∗ = 1, . . . , N . If A ∈H2(X#VY ;Z) is such that |A|Vr∗ 6= 0, then all degree A GW-invariants of
X#VY with Φ-admissible inputs vanish.
5 The convolution product on covers
In Section 5.1, we describe a convolution-like operation on abelian covers that takes a product
of covers for V ′∪V and for V ∪V ′′ to a cover for V ′∪V ′′. In the symplectic sum context, this
operation takes a product of rim tori covers for (X,V ′∪V ) and (Y, V ∪V ′′) to a rim tori cover for
(X#VY, V
′∪V ′′); see Section 5.2. This operation is needed to make sense of [12, (10.8)], which
expresses GW-invariants of (X#VY, V
′∪V ′′) in terms of GW-invariants of (X,V ′∪V ) and (Y, V∪V ′′).
Throughout Sections 5.1 and 5.2, we let H1(V )=H1(V ;Z) for any topological space V . We continue
with the notation of Section 2.
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5.1 Abelian covers
Let V, V ′, V ′′ be topological spaces,
W = V ′⊔V ′′, W ′ = V ′⊔V, W ′′ = V ⊔V ′′ ,
and H∆ be the diagonal submodule of H1(V )⊕H1(V ). Denote by
ι : H1(V
′)⊕H1(V
′′) −→ H1(V
′)⊕H1(V )⊕H1(V )⊕H1(V
′′),
πV : H1(V
′)⊕H1(V ) −→ H1(V ), πV : H1(V )⊕H1(V
′′) −→ H1(V ),
πV : H1(V
′)⊕H1(V )⊕H1(V )⊕H1(V
′′) −→ H1(V )⊕H1(V )
the canonical inclusion and projections.
Fix submodules
H1,H2 ⊂ H1(V ),
•
H12 ⊂ H1(V )⊕H1(V ),
◦
H12 ⊂ H1(V
′)⊕H1(V
′′),
H˜1 ⊂ H1(V
′)⊕H1(V ), H˜2 ⊂ H1(V )⊕H1(V
′′), H˜12 ⊂ H1(V
′)⊕H1(V )⊕H1(V )⊕H1(V
′′),
such that
H1⊕H2,H∆ ⊂
•
H12, H˜1⊕H˜2, 0⊕H∆⊕0 ⊂ H˜12, (5.1)
ι(
◦
H12) ⊃ H˜12 ∩ ker πV , πV (H˜1) ⊂ H1, πV (H˜2) ⊂ H2, πV (H˜12) ⊃
•
H12. (5.2)
Choose a collection of representatives{
•
γj
}
⊂ H1(V )⊕H1(V ) (5.3)
for the cosets of
•
H12.
Let V1, . . . , VN , V
′
1 , . . . , V
′
N ′ , and V
′′
1 , . . . , V
′′
N ′′ be the topological components of V , V
′, and V ′′,
respectively, and
s ≡ (sr;i)i≤ℓr,r≤N ∈
N∏
r=1
Zℓr± , s
′ ≡ (s′r;i)i≤ℓ′r ,r≤N ′ ∈
N ′∏
r=1
Z
ℓ′r
± , s
′′ ≡ (s′′r;i)i≤ℓ′′r ,r≤N ′′ ∈
N ′′∏
r=1
Z
ℓ′′r
± . (5.4)
Denote by
πs : W
′
s
′
s
≡V ′
s
′×Vs −→ Vs and πs :W
′′
ss
′′≡Vs×V
′′
s
′′ −→ Vs
the projection maps. Let
Ŵ
H˜1,H˜2;s′ss′′
= Ŵ ′
H˜1;s′s
×Vs Ŵ
′′
H˜2;ss′′
≡
{
πs◦πH˜1;s′s×πs◦πH˜2;ss′′
}−1(
∆V
s
)
.
We will describe a continuous map
ΞH12,H˜12
H˜1,H˜2
: Ŵ
H˜1,H˜2;s′ss′′
−→ Ŵ ◦
H12;s′s′′
(5.5)
so that the diagram in Figure 3 commutes.
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V̂
H˜1,H˜2;s
πH1;s×πH2;s

Ŵ
H˜1,H˜2;s′ss′′
q˜∆
soo
Ξ
H12,H˜12
H˜1,H˜2 //
π
H˜1;s
′
s
×π
H˜2;ss
′′

Ŵ ◦
H12;s′s′′
π ◦
H12;s
′
s
′′

∆s V
′
s
′×∆Vs ×V
′′
s
′′
πs×πsoo // V ′
s
′×V ′′
s
′′
Figure 3: The convolution product and related morphisms.
Choose collections
{(γ′j1 , γ1;j1)} ⊂ H1(V
′)⊕H1(V ), {(γ2;j2 , γ
′′
j2
)} ⊂ H1(V )⊕H1(V
′′), (5.6){
◦
γj
}
⊂ H1(V
′)⊕H1(V
′′) (5.7)
of representatives for the elements of
R
H˜1
R′
H˜1;s′s
,
R
H˜2
R′
H˜2;ss′′
,
R ◦
H12
R′◦
H12;s′s′′
,
respectively. Suppose
x ≡
((
[γ′j1 , γ1;j1 ]H˜1;s′s, [x̂
′, γ ·x̂]
H˜1
)
,
(
[γ2;j2 , γ
′′
j2
]
H˜2;ss′′
, [x̂, x̂′′]
H˜2
))
for some γ ∈ H1(Vs). Let
•
h ∈
•
H12 and
•
γ be a coset representative from the collection in (5.3)
such that (
γ1;j1 , γ2;j2
)
+
(
ΦV ;s(γ), 0
)
=
•
γ +
•
h . (5.8)
By the last assumption in (5.2), (
h′,
•
h, h′′
)
∈ H˜12 (5.9)
for some (h′, h′′). Let (γ′, γ′′)∈H1(V
′
s
′)⊕H1(V
′′
s
′′),
◦
h∈
◦
H12, and
◦
γ be a coset representative from the
collection in (5.7) such that(
γ′j1−h
′, γ′′j2−h
′′
)
=
(
ΦV ′;s′(γ
′),ΦV ′′;s′′(γ
′′)
)
+
◦
γ +
◦
h . (5.10)
We set
Ξ
•
H12,H˜12
H˜1,H˜2
(
x
)
=
(
[
◦
γ] ◦
H12;s′s′′
, [γ′ ·x̂′, γ′′ ·x̂′′] ◦
H12
)
. (5.11)
Below we show that the right-hand side of the above expression depends only on x.
With the tuple (5.9) fixed, (γ′, γ′′) is defined by (5.10) up to an element of (
◦
H12)s′s′′ ; such an
element has no effect on the right-hand side of (5.11). By the first assumption in (5.2), (5.9) is
determined by the left-hand side in (5.8) up to an element of
◦
H12; such an element has no effect
on (γ′, γ′′) in (5.10).
Suppose (α, β)∈(H˜1)s′s and so
x =
((
[γ′1;j1 , γ1;j1 ]H˜1;s′s, [α·x̂
′, βγ ·x̂]
H˜1
)
,
(
[γ2;j2 , γ
′′
2;j2 ]H˜2;ss′′ , [x̂, x̂
′′]
H˜2
))
.
35
By the second assumption in (5.2), ΦV ;s(β) ∈H1. By the first inclusion in the first assumption
in (5.1), this change thus adds (ΦV ;s(β), 0) to
•
h in (5.8). By the first inclusion in the second
assumption in (5.1), it adds ΦV ′;s′(α) to h
′ in (5.9) and subtracts α from γ′ in (5.10). Thus, (5.11)
becomes
Ξ
•
H12,H˜12
H˜1,H˜2
(
x
)
=
(
[
◦
γ] ◦
H12;s′s′′
, [γ′α−1 ·(α·x̂′), γ′′ ·x̂′′] ◦
H12
)
,
which agrees with (5.11).
Suppose (α, β)∈(H˜2)ss′′ and so
x =
((
[γ′1;j1 , γ1;j1 ]H˜1;s′s, [x̂
′, γ ·x̂]
H˜1
)
,
(
[γ2;j2 , γ
′′
2;j2 ]H˜2;ss′′ , [α·x̂, β ·x̂
′′]
H˜2
))
.
By the third assumption in (5.2), ΦV ;s(α)∈H2. By the first assumption in (5.1), this change thus
subtracts (ΦV ;s(α), 0) from
•
h in (5.8). By the second assumption in (5.1), it adds ΦV ′′;s′′(β) to h
′′
in (5.9) and subtracts β from γ′′ in (5.10). Thus, (5.11) becomes
Ξ
•
H12,H˜12
H˜1,H˜2
(
x
)
=
(
[
◦
γ] ◦
H12;s′s′′
, [γ′ ·x̂′, γ′′β−1 ·(β ·x̂′′)] ◦
H12
)
,
which agrees with (5.11). It follows that the right-hand side of (5.11) depends only on x.
Let H12⊂H1(V ) denote the image of
•
H12 under the homomorphism
H1(V )⊕H1(V ) −→ H1(V ), (γ1, γ2) −→ γ1−γ2.
Thus, the homomorphism
∆
H12,
•
H12
:
H1(V )⊕H1(V )
•
H12
−→ RH12≡
H1(V )
H12
, ∆
H12,
•
H12
(
[γ1, γ2] •
H12
)
=
[
γ1−γ2
]
H12
, (5.12)
is well-defined and is an isomorphism. By the middle two assumptions in (5.2), there is a natural
projection map
π˜s×π˜s : Ŵ ′H˜1;s′s×Ŵ
′′
H˜2;ss′′
−→ V̂H1;s×V̂H2;s,
which restricts to a map
q˜∆
s
: Ŵ
H˜1,H˜2;s′ss′′
−→ V̂H1,H2;s;
see [5, (5.11)]. If the (unparametrized) collections {γ1;j1}, {γ2;j2}⊂H1(V ) obtained from (5.6) are
the same as the collections (3.3) used in the construction of (3.4), then
Ψ˜H12H1,H2
(
q˜∆
s
(x)
)
= ∆
H12,
•
H12
(
[
•
γ] •
H12
)
∈ RH12 ,
with
•
γ≡
•
γ(x) given by (5.8).
The collections (5.6) can be chosen so that the induced collections {γ1;j1} and {γ2;j2} contain
precisely one representative for each coset in RH1/R
′
H1;s
and RH2/R
′
H2;s
, respectively, if and only
if the inclusions in the two middle conditions in (5.2) are equalities. In such a case,
Ŵ η˜
H˜1,H˜2;s′ss′′
≡
{
q˜∆
s
}−1(
{Ψ˜H12H1,H2}
−1(η˜)
)
⊂ Ŵ ′
H˜1;s′s
×Ŵ ′′
H˜2;ss′′
(5.13)
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is a closed subset for every η˜∈RH12 . If in addition V, V
′, V ′′ are oriented manifolds, then so is the
subset (5.13). The cohomology class determined by this submanifold as in Section 3.1 satisfies
PDη˜
H˜1,H˜2;s′ss′′
∆ =
{
π˜s×π˜s
}∗(
PDη˜H1,H2;s∆
)
∈ H∗
(
Ŵ ′
H˜1;s′s
×Ŵ ′′
H˜2;ss′′
;Q
)
, (5.14)
with PDη˜H1,H2;s∆ as in (3.9).
Example 5.1. Let F be a connected topological space, V, V ′′=F , V ′=∅,
H1,
◦
H12, H˜1 = 0, H2=H1(V ),
•
H12=H1(V )⊕H1(V ), H˜2=H∆ ⊂ H1(V )⊕H1(V
′′),
H˜12 =
{
(0, α, α+β, β) : α, β∈H1(F )
}
⊂ H1(V
′)⊕H1(V )⊕H1(V )⊕H1(V
′′).
In this case, the collection (5.3) consists of a single element, which we can take
•
γ=0. Let s1∈Z
ℓ1
± ,
s2∈Z
ℓ2
± , and
{γ1;j1}, {γ2;j2}, {γ12;j12} ⊂ H1(F ) (5.15)
be collections of representatives for the cosets of gcd(s1)H1(F ), gcd(s2)H1(F ), and gcd(s1, s2)H1(F ),
respectively. With identifications as in Example 3.3, the map (5.11) becomes
H1(F )
gcd(s1)H1(F )
×
H1(F )
gcd(s1, s2)H1(F )
× F̂ ′0;s1×Fs1 F̂
′
0;s1(−s2)
−→
H1(F )
gcd(s2)H1(F )
× F̂ ′0;s2 ,(
[γ1;j1 ]0;gcd(s1), [γ12;j12 ]0;gcd(s1s2), [γ ·x̂]0, [x̂, x̂
′′]0
)
−→
(
[γ2;j2 ]0;gcd(s2), [γ
′′ ·x̂′′]0
)
,
where γ′′∈H1(Fs2) and γ2;j2 is an element of the second collection in (5.15) such that
ΦF ;s1(γ)+γ1;j1−γ12;j12 = ΦF ;s2(γ
′′)+γ2;j2 ∈ H1(F ).
Example 5.2. Suppose in addition that F = T2 and ℓ1, ℓ2 ≥ 1. With the identifications as in
Examples 2.1 and 3.1 and in the second half of Example 3.3,
F̂0;s1×Fs1 F̂0;s1(−s2)
=
{(
x, [zi+s
−1
1;ix]i≤ℓ1 , y,
(
[zi+s
−1
1;i y]i≤ℓ1 , [z2;i−s
−1
2;i y]i≤ℓ2
))
∈C×T
2(ℓ1−1)
s1 ×C×T
2(ℓ−1)
s1(−s2)
}
,
where ℓ=ℓ1+ℓ2. The map (5.11) becomes(
x, [zi+s
−1
1;ix]i≤ℓ1 , y,
(
[zi+s
−1
1;i y]i≤ℓ1 , [z2;i−s
−1
2;i y]i≤ℓ2
))
−→
(
ℓ−12
(
ℓ1x−ℓy
)
,
[
z2;i+ℓ
−1
2 s
−1
2;i
(
ℓ1x−ℓy
)]
i≤ℓ2
)
∈ C×T
2(ℓ2−1)
s2 .
(5.16)
By (5.14),
PD00,H∆;()s1s2∆ =
{
id×π˜s1
}∗(
PD00,H;s1∆
)
∈ H∗
(
C×T
2(ℓ1−1)
s1 ×C×T
2(ℓ−1)
s1(−s2)
;Q
)
, (5.17)
where H=H1(F ),
π˜s1 : C×T
2(ℓ−1)
s1(−s2)
−→ T2ℓ1 , π˜s1
(
y, [z1;i]i≤ℓ1 , [z2;i]i≤ℓ2
)
=
[
z1;i−s
−1
1;i y
]
i≤ℓ1
,
and
PD00,H;s1∆ ∈ H
∗
(
C×T
2(ℓ1−1)
s1 ×T
2ℓ1 ;Q
)
is described by (3.12).
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5.2 Rim tori covers
We begin this section by defining the rim tori convolution [12, (10.8)] as a special case of the
continuous map (5.5); see (5.24). We then show that its composition with the lifted evaluation
morphisms (2.21) for the input divisors is compatible with lifted evaluation morphisms for the out-
put divisor, provided the relevant coset representatives are chosen consistently; see Proposition 5.3
and Figure 4. We continue with the notation introduced at the beginning of Section 4.1.
Throughout this section, X and Y denote compact oriented manifolds, V, V ′ ⊂X and V, V ′′ ⊂ Y
are compact oriented disjoint submanifolds of codimension c, and
W = V ′⊔V ′′, W ′ = V ′⊔V, W ′′ = V ⊔V ′′ .
Let ϕ : SXV −→SY V be an orientation-reversing diffeomorphism commuting with the projections
to V and X#ϕY be the manifold obtained by gluing the complements of tubular neighborhoods
of V in X and Y by ϕ along their common boundary. Define
R˜WX#ϕY = ker
{
qϕ∗◦ι
X#ϕY
X#ϕY−W∗
: Hc(X#ϕY −W ;Z)−→Hc(X∪V Y ;Z)
}
,
where qϕ : X#ϕY −→X∪V Y is a smooth map obtained by collapsing circles in the boundaries of
the two complements; see [5, Section 2.2].
With Hc(SV ;Z)X,Y given by (4.1), denote by
•
HSVX,Y and H˜
SV
X,Y the images of the homomorphisms
Hc(SV ;Z)X,Y
(ιX−VSV ∗ ,−ι
Y−V
SV ∗ )
−−−−−−−−−−−→ RVX⊕R
V
Y
≈
−→
H1(V )
HVX
⊕
H1(V )
HVY
and
Hc(SV ;Z)X,Y
(ιX−W
′
SV ∗ ,−ι
Y−W ′′
SV ∗ )
−−−−−−−−−−−→ RW
′
X ⊕R
W ′′
Y
≈
−→
H1(V
′)⊕H1(V )
HW
′
X
⊕
H1(V )⊕H1(V
′′)
HW
′′
Y
,
respectively; the second homomorphisms above are the isomorphisms of [5, Corollary 3.2]. Let
•
HVX,Y and H˜
V
X,Y be the preimages of
•
HSVX,Y and H˜
SV
X,Y , respectively, under the quotient projections
H1(V )⊕H1(V ) −→
H1(V )
HVX
⊕
H1(V )
HVY
and
H1(V
′)⊕H1(V )⊕H1(V )⊕H1(V
′′) −→
H1(V
′)⊕H1(V )
HW
′
X
⊕
H1(V )⊕H1(V
′′)
HW
′′
Y
.
In particular,
HVX⊕H
V
Y ,H∆ ⊂
•
HVX,Y , H
W ′
X ⊕H
W ′′
Y , 0⊕H∆⊕0 ⊂ H˜
V
X,Y , πV
(
H˜VX,Y
)
=
•
HVX,Y . (5.18)
By (2.15),
πV
(
HW
′
X
)
= HVX ⊂ H1(V ), πV
(
HW
′′
Y
)
= HVY ⊂ H1(V ). (5.19)
Define
◦
HVX,Y = H˜
V
X,Y ∩H1(V
′)⊕0⊕0⊕H1(V
′′) .
Thus, the modules
H1 = H
V
X , H2 = H
V
Y ,
•
H12 =
•
HVX,Y ,
◦
H12 =
◦
HVX,Y , H˜1 = H
W ′
X , H˜2 = H
W ′′
Y , H˜12 = H˜
V
X,Y
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satisfy the conditions (5.1) and (5.2); all four inclusions in (5.2) are in fact equalities in this case.
By [5, Proposition 4.9],
◦
HVX,Y =H
W
X#ϕY
and there is a natural isomorphism
R˜VX,Y :
H1(W
′)⊕H1(W
′′)
H˜VX,Y
−→ R˜WX#ϕY ⊂ Hc(X#ϕY −W ;Z) ;
the V ′, V ′′ = ∅ case of this isomorphism is the composition of the right vertical arrow in (4.4)
with (5.12). Let {
γ#;j
}
⊂ H1(V )⊕H1(V ) (5.20)
be a collection of coset representatives for
H1(V )⊕H1(V )
•
HVX,Y
≈ RVX,Y ⊂ Hc(X#ϕY ;Z) .
With s, s′, s′′ as in (5.4), let
ŴX,Y ;s′ss′′ = ŴHW ′
X
,HW
′′
Y
;s′ss′′ .
Choose collections{
γX;j1
}
,
{
γY ;j2
}
⊂ H1(V ) and
{
◦
γj
}
⊂ H1(V
′)⊕H1(V
′′) (5.21)
of representatives for the elements of
RVX
R′VX;s
≈
RHVX
R′
HVX ;s
,
RVY
R′VY ;s
≈
RHVY
R′
HVY ;s
, and
RWX#ϕY
R′WX#ϕY ;s′s′′
≈
R ◦
HVX,Y
R′◦
HVX,Y ;s
′
s
′′
.
By (5.19),
πV
(
HW
′
X +ImΦW ′;s′s
)
= HVX+ImΦV ;s ⊂ H1(V ),
πV
(
HW
′′
Y +ImΦW ′′;ss′′
)
= HVY +ImΦV ;s ⊂ H1(V ).
Thus, there exist collections{
(γ′j1 , γX;j1)
}
⊂ H1(V
′)⊕H1(V ),
{
(γY ;j2 , γ
′′
j2
)
}
⊂ H1(V )⊕H1(V
′′) (5.22)
of representatives for the elements of
RW
′
X
R′W
′
X;s′s
≈
R
HW
′
X
R′
HW
′
X ;s
′
s
and
RW
′′
Y
R′W
′′
Y ;ss′′
≈
R
HW
′′
Y
R′
HW
′′
Y ;ss
′′
so that the corresponding (unparametrized) collections {γX;j1}, {γY ;j2} ⊂H1(V ) are the same as
the first two collections in (5.21). As described in Sections 4.1 and 5.1, the collections (5.20), (5.21),
and (5.22) determine smooth maps
Ψ˜VX,Y≡R
V
X,Y ◦Ψ˜
HVX,Y
HVX ,H
V
Y
: V̂X,Y ;s −→ R
V
X,Y ⊂ Hc(X#ϕY ;Z), (5.23)
ΞV
′,V,V ′′
X,Y ≡Ξ
•
HVX,Y ,H˜
V
X,Y
HW
′
X ,H
W ′′
Y
: ŴX,Y ;s′ss′′ −→ ŴX#ϕY ;s′s′′ . (5.24)
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We show below that the second map can be compatible with the lifted evaluation morphisms of
Proposition 2.2.
Let ΣX ,ΣY be compact oriented c-dimensional manifolds, kX , kY ∈ Z
≥0, and (AX , AY ) be an
element of Hc(X;Z)×V Hc(Y ;Z). Denote by
e˜vV
′∪V
X : X
V ′,V
ΣX ,kX ;s′s
(X,AX) −→ Ŵ ′X;s′s, e˜v
V ∪V ′′
Y : X
V,V ′′
ΣY ,kY ;ss′′
(Y,AY ) −→ Ŵ ′′Y ;ss′′ ,
and e˜vV
′∪V ′′
X#ϕY : X
V ′,V ′′
ΣX#ΣY ;s′s′′
(
X#ϕY,A#
)
−→ ŴX#ϕY ;s′s′′
(5.25)
the lifted relative evaluation morphisms of Proposition 2.2 for the relative pairs
(X,V ′∪V ), (Y, V ∪V ′′), and (X#ϕY, V
′∪V ′′)
compatible with the two collections in (5.22) and the last collection in (5.21). Let
X
V ′,V,V ′′
(ΣX ,ΣY ),(kX ,kY );s′ss′′
(
(X,Y ), (AX , AY )
)
=
{
e˜vV
′∪V
X ×e˜v
V ∪V ′′
Y
}−1
(ŴX,Y ;s′ss′′)
=
{
πs◦ev
V ′∪V
X ×πs◦ev
V ∪V ′′
Y
}−1
(∆V
s
) .
(5.26)
Each element (fX , fY ) of this space gives rise to a marked map
fX#ϕfY ∈
⊔
A#∈AX#ϕAY
X
V ′,V ′′
ΣX#ΣY ,kX+kY ;s′s′′
(X#ϕY,A#); (5.27)
see [5, Section 2.2].
Proposition 5.3. Suppose X, Y , V ⊂X,Y , ϕ, and (AX , AY ) are as in Proposition 4.2, V
′⊂X−V
and V ′′⊂Y −V are compact oriented submanifolds of codimension c, and s, s′, s′′ are as in (5.4).
Let e˜vV
′∪V
X , e˜v
V ∪V ′′
Y , and e˜v
V ′∪V ′′
X#ϕY be the lifted evaluation morphisms as in (5.25) compatible with
the two collections in (5.22) and the last collection in (5.21). Then there exists a collection
{η#;j} ⊂ H1(V
′)⊕H1(V
′′)
indexed as the collection in (5.20) with the following property. If (fX , fY ) is an element of the fiber
product (5.26) such that
Ψ˜VX,Y
(
e˜vV
′∪V
X (fX), e˜v
V ∪V ′′
Y (fY )
)
= [γ#;j] •
HVX,Y
∈ RVX,Y , (5.28)
then
ΞV
′,V,V ′′
X,Y
(
e˜vV
′∪V
X (fX), e˜v
V ∪V ′′
Y (fY )
)
= Θη#;j
(
e˜vV
′∪V ′′
X#ϕY (fX#ϕfY )
)
. (5.29)
Proof. Fix base points xs∈Vs, x
′
s
′ ∈V ′
s
′ , x′′
s
′′ ∈V ′′
s
′′ . Let
f•X ≡
(
z•X;1, . . . , z
•
X;kX+ℓ1+...+ℓ
′
N+ℓN
, f•X
)
∈ XV
′,V
ΣX ,kX ;s′s
(X,AX),
f•Y ≡
(
z•Y ;1, . . . , z
•
Y ;kY +ℓ1+...+ℓN+ℓ
′′
N
, f•Y
)
∈ XV,V
′′
ΣY ,kY ;ss′′
(Y,AY )
be such that
evV
′∪V
X (f
•
X) =
(
x′
s
′ , xs
)
, evV ∪V
′′
Y (f
•
Y ) =
(
xs, x
′′
s
′′
)
, (5.30)
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X
V ′,V,V ′′
(ΣX ,ΣY );s′ss′′
(
(X,Y ), (AX , AY )
) e˜vV ′∪VX ×e˜vV ∪V ′′Y //
#ϕ

evV
′∪V
X ×ev
V ∪V ′′
Y
❯❯❯
❯❯
**❯❯❯
❯❯
ŴX,Y ;s′ss′′
gAX,AY ×Ξ
V ′,V,V ′′
X,Y

πV
′∪V
X;ss′
×πV ∪V
′′
Y ;ss′′
❥❥
❥❥
uu❥❥❥
❥
V ′
s
′×∆Vs ×V
′′
s
′′

V ′
s
′×V ′′
s
′′
⊔
A#∈AX#ϕAY
X
V ′,V ′′
ΣX#ΣY ;s′s′′
(
X#ϕY,A#
) deg×e˜vV ′∪V ′′X#ϕY //
evV
′∪V ′′
X#ϕY❥❥❥❥❥
44❥❥❥❥❥❥❥
Hc(X#ϕY ;Z)×ŴX#ϕY ;s′s′′
πV
′∪V ′′
X#ϕY ;s′s′′
◦π2
❙❙❙❙
ii❙❙❙❙❙
Figure 4: The evaluation and gluing maps of Proposition 5.3; see Remark 5.4 regarding the com-
mutativity of this diagram.
and (5.28) holds for (fX , fY )=(f
•
X , f
•
Y ). We choose η#;j so that (5.29) holds for (fX , fY )=(f
•
X , f
•
Y ).
We then show that (5.29) holds for all (fX , fY ) satisfying (5.30), with (f
•
X , f
•
Y ) replaced by (fX , fY ),
and (5.28). Since both sides of (5.29) are continuous lifts of the evaluation morphism
X
V ′,V,V ′′
(ΣX ,ΣY );s′ss′′
(
(X,Y ), (AX , AY )
)
−→ V ′
s
′×V ′′
s
′′ , (fX , fY ) −→
(
evV
′
X (fX), ev
V ′′
Y (fY )
)
, (5.31)
over the covering projection
ŴX#ϕY ;s′s′′ −→ V
′
s
′×V ′′
s
′′
and this morphism is surjective on every topological component of the domain, it follows that
(5.29) holds for all (fX , fY ) satisfying (5.28). If a pair (f
•
X , f
•
Y ) satisfying (5.30) and (5.28) does not
exist, then the value of η#;j does not matter.
By (5.30)
e˜vV
′∪V
X (f
•
X) =
(
[γ′•j , γ
•
X;j ]X;s′s, [x̂
′, γ ·x̂]X
)
, e˜vV ∪V
′′
Y (f
•
Y ) =
(
[γ•Y ;j, γ
′′•
j ]Y ;ss′′ , [x̂, x̂
′′]Y
)
(5.32)
for some γ∈H1(Vs) and elements (γ
′•
j , γ
•
X;j) and (γ
•
Y ;j, γ
′′•
j ) of the two collections in (5.22). Since
(5.28) holds for (fX , fY )=(f
•
X , f
•
Y ), there exists (h
′•, h•, h′′•)∈H˜VX,Y such that
h•∈
•
HVX,Y ,
(
γ•X;j , γ
•
Y ;j
)
+
(
ΦV ;s(γ), 0
)
= γ#;j + h
• . (5.33)
Let (γ′•, γ′′•)∈H1(V
′
s
′)⊕H1(V
′′
s
′′),
◦
hj ∈
◦
HVX,Y , and
◦
γj be a coset representative from the last collection
in (5.21) such that (
γ′•j −h
′•, γ′′•j −h
′′•
)
=
(
ΦV ′;s′(γ
′•),ΦV ′′;s′′(γ
′′•)
)
+
◦
γj +
◦
hj . (5.34)
By (5.11) and (5.32)-(5.34),
ΞV
′,V,V ′′
X,Y
(
e˜vV
′∪V
X (f
•
X), e˜v
V ∪V ′′
Y (f
•
Y )
)
=
(
[
◦
γj ]X#ϕY ;s′s′′ , [γ
′• ·x̂′, γ′′• ·x̂′′]X#ϕY
)
. (5.35)
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Since both sides of (5.29) are lifts of (5.31), there exist α∈H(V ′
s
′) and β∈H(V ′′
s
′′) such that
e˜vV
′∪V ′′
X#ϕY (f
•
X#ϕf
•
Y ) =
(
[
◦
γ′j ]X#ϕY ;s′s′′ , [αγ
′• ·x̂′, βγ′′• ·x̂′′]X#ϕY
)
(5.36)
for some α∈H1(V
′
s
′), β∈H1(V
′′
s
′′), and a coset representative
◦
γ′j from the last collection in (5.21).
By (2.10), (5.35), and (5.36), (5.29) with
η#;j =
◦
γj −
◦
γ′j −
(
ΦV ′;s′(α),ΦV ′′;s′′(β)
)
∈ H1(V
′)⊕H1(V
′′) (5.37)
holds for (fX , fY )=(f
•
X , f
•
Y ).
Let (fX , fY ) be any pair satisfying (5.30) and (5.28). By the first assumption and (5.32),
e˜vV
′∪V
X (fX) =
(
[γ′j, γX;j ]X;s′s, [α
′ ·x̂′, αγ ·x̂]X
)
,
e˜vV ∪V
′′
Y (fY ) =
(
[γY ;j , γ
′′
j ]Y ;ss′′ , [β ·x̂, β
′′ ·x̂′′]Y
)
,
(5.38)
for some α, β∈H1(Vs), α
′∈H1(V
′
s
′), β′′∈H1(V
′′
s
′′), and elements (γ′j , γX;j) and (γY ;j, γ
′′
j ) of the two
collections in (5.22). By (5.28), there exists (h′, h, h′′)∈H˜VX,Y such that
h∈
•
HVX,Y ,
(
γX;j , γY ;j
)
+
(
ΦV ;s(γ+α−β), 0
)
= γ#;j + h . (5.39)
Let (γ′, γ′′)∈H1(V
′
s
′)⊕H1(V
′′
s
′′),
◦
h∈
◦
HVX,Y , and
◦
γ be a coset representative from the last collection
in (5.21) such that (
γ′j−h
′, γ′′j −h
′′
)
=
(
ΦV ′;s′(γ
′),ΦV ′′;s′′(γ
′′)
)
+
◦
γ +
◦
h . (5.40)
By (5.11) and (5.38)-(5.40),
ΞV
′,V,V ′′
X,Y
(
e˜vV
′∪V
X (fX), e˜v
V ∪V ′′
Y (fY )
)
=
(
[
◦
γ]X#ϕY ;s′s′′ , [γ
′α′ ·x̂′, γ′′β′′ ·x̂′′]X#ϕY
)
. (5.41)
By (2.23), (5.32), and (5.38),[
fX#(−f
•
X)
]
= ιX−W
′
SXW ′∗
(
∆W
′
X
(
ΦV ′;s′(α
′)+γ′j−γ
′•
j ,ΦV ;s(α)+γX;j−γ
•
X;j
))
,[
fY#(−f
•
Y )
]
= ιY−W
′′
SYW ′′∗
(
∆W
′′
Y
(
ΦV ;s(β)+γY ;j−γ
•
Y ;j,ΦV ′′;s′′(β
′′)+γ′′j −γ
′′•
j
))
.
(5.42)
By (5.42), (5.33), and (5.39),[
(fX#ϕfY )#(−(f
•
X#ϕf
•
Y ))
]
= ι
X#ϕY−W
X−W ′∗
([
fX#(−f
•
X)
])
+ ι
X#ϕY−W
Y−W ′′∗
([
fY#(−f
•
Y )
])
= R˜VX,Y
((
ΦV ′;s′(α
′)+γ′j−γ
′•
j ,ΦV ;s(β),ΦV ;s(β),ΦV ′′;s′′(β
′′)+γ′′j −γ
′′•
j
)
+ (0, h−h•, 0)
)
= R˜VX,Y
(
ΦV ′;s′(α
′)+(γ′j−h
′)−(γ′•j −h
′•), 0, 0,ΦV ′′;s′′(β
′′)+(γ′′j −h
′′)−(γ′′•j −h
′′•)
)
;
the last equality makes use of the second inclusion in the middle statement in (5.18). Combining
the above with (5.34) and (5.40), we find that[
(fX#ϕfY )#(−(f
•
X#ϕf
•
Y ))
]
= ι
X#ϕY−W
SWX#ϕY ∗
(
∆WX#ϕY
(
ΦW ;s′s′′(α
′+γ′−γ′•, β′′+γ′′−γ′′•)+
◦
γ−
◦
γj
))
.
(5.43)
By [5, Proposition 6.6], Proposition 2.2 applied to (X#ϕY,W ), (5.35), and (5.43),
Θη#;j
(
e˜vV
′∪V ′′
X#ϕY (fX#ϕfY )
)
=
(
[
◦
γ]X#ϕY ;s′s′′ , [γ
′α′ ·x̂′, γ′′β′′ ·x̂′′]X#ϕY
)
.
Comparing with (5.41), we obtain (5.29).
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Remark 5.4. In order to make the diagram in Figure 4 fully commutative, the second component
in the bottom morphism should be twisted by suitable deck transformations ΘηA# of ŴX#ϕY ;s
′
s
′′ .
By [5, Proposition 6.6], these deck transformations correspond to the differences between the
possible lifts for (X#ϕY,W ). An intention of [11, Section 5] is to take ΘηA# =id by choosing the
lifts (1.9) consistently across different relative pairs. This property, which is used in [12, (10.8)],
is implicit in the two set-theoretic descriptions of the rim tori covers; see [5, Remark 6.7] for
more details.
For each A∈AX#ϕAY , let
ŴAX,Y ;s′ss′′ =
{
π˜s×π˜s
}−1(
V̂ AX,Y ;s
)
⊂ Ŵ ′X;s′s×Ŵ ′′Y ;ss′′ , (5.44)
with V̂ AX,Y ;s as in (4.17) and
π˜s : Ŵ ′X;s′s −→ V̂X;s and π˜s : Ŵ ′′Y ;ss′′ −→ V̂X;s
being the natural projection maps; see [5, (6.4)]. The cohomology class determined by the sub-
manifold (5.44) satisfies
PDV,AX,Y,W ;s′ss′′∆ =
{
π˜s×π˜s
}∗(
PDV,AX,Y ;s∆
)
∈ H∗
(
Ŵ ′X;s′s×Ŵ ′′Y ;ss′′ ;Q
)
, (5.45)
with PDV,AX,Y ;s∆ as in (4.18).
Example 5.5. With X= P̂29, Y =P
1×T2, and V =F ⊂X,Y as in Example 4.6, we take V ′=∅ and
V ′′=F ′′⊂Y to be a fiber different from F . In this case,
HVX ,
◦
HVX,Y ,H
W ′
X = 0 H2=H1(V ),
•
HVX,Y =H1(V )⊕H1(V ), H
W ′′
Y =H∆ ⊂ H1(V )⊕H1(V
′′),
H˜VX,Y =
{
(0, α, α+β, β) : α, β∈H1(F )
}
⊂ H1(V
′)⊕H1(V )⊕H1(V )⊕H1(V
′′).
The smooth map (5.24) can be described as in Example 5.2. By (5.17) and (4.21),
PDV,A
X,Y,V ′′;()(1)(1)∆ = 1×1×PDT2(pt) ∈ H
∗
(
C×C×T2;Q
)
, (5.46)
if the (Y, V ∪V ′′) covering is written as
C×T2 −→ T2×T2, (z1, [z2]) −→
(
[z2−z1], [z2+z1]
)
.
Applying (5.46) to the decomposition
(P̂29, F ) = (P̂
2
9, F )#F
(
P1×T2, {0,∞}×T2
)
as in Example 4.6, we obtain
G˜W
P̂29,F
g,si+df;(1)
(
ptg; 1
)
=
∑
d1,d2∈Z≥0
d1+d2=d
G˜W
P̂29,F
g,si+d1f;(1)
(
ptg; 1
)
G˜W
P1×T2,{0,∞}×F
0,s+d2f;(1),(1)
(
; PDT2(pt), 1
)
.
By the same considerations as in Example 4.6, this identity reduces to
GW
P̂29,F
g,si+df;(1)
(
ptg; 1
)
=
∑
d1,d2∈Z≥0
d1+d2=d
GW
P̂29,F
g,si+d1f;(1)
(
ptg; 1
)
GW
P1×T2,{0,∞}×F
0,s+d2f;(1),(1)
(
; pt, 1
)
.
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This equation is consistent with
GW
P1×T2,{0,∞}×F
0,s+d2f;(1),(1)
(
; pt, 1
)
=
{
1, if d2=0;
0, if d2 6=0;
the last statement can be seen directly from the moduli space consisting of the sections in the first
case and being empty in the second case. Putting one point on the Y side, we similarly obtain
GW
P̂29,F
g,si+df;(1)
(
ptg; 1
)
=
∑
d1,d2∈Z≥0
d1+d2=d
GW
P̂29,F
g−1,si+d1f;(1)
(
ptg−1; 1
)
GW
P1×T2,{0,∞}×F
1,s+d2f;(1),(1)
(
pt; pt, 1
)
.
In light of Theorem 6.1 and Lemma 6.7, this identity is consistent with
∞∑
d=0
GW
P1×T2,{0,∞}×F
1,s+df;(1),(1)
(
pt; pt, 1
)
qd = qG′(q),
with G(q) given by (6.3). A direct reason for the last equation, which corrects the statement in
the middle case of the last claim in [11, Lemma 14.5], is indicated in the proof of this lemma; see
Remarks 6.5 and 6.8 for related comments.
6 The Bryan-Leung formula
One of the three applications of the symplectic sum formula appearing in [12] is an alternative proof
of [3, Theorem 1.2], a closed formula for the GW-invariants of the blowup P̂29 of P
2 at 9 points.
The approach of [12] is significantly more efficient than the original proof in [3], though less direct,
as it relies heavily on the symplectic sum formula. Unfortunately, the argument in [12] contains
some unnecessary statements and several incorrect statements, including one which results in the
incorrect main conclusion, [12, (15.4)]. It is also missing a crucial intermediate observation; see
Lemma 6.4 and Remark 6.13. Some of the incorrect claims in [11] concern basic points regarding
IP-counts. The approach in [12] in fact indicates an effective proof of [3, Theorem 1.2] via the
standard symplectic sum formula. In this section, we correct and slightly streamline the argument
in [12] by making use of the vanishing result of [5, Theorem 1.1] in a case when it is an obvious
consequence of the existence of the lift (1.9); see (6.16).
Let P̂29 be a blowup of P
2 at the 9 intersection points of a general pair of smooth cubic curves C1
and C2 and π : P̂
2
9−→P
1 be the projection to the pencil parametrizing the cubics spanned by C1
and C2. This fibration has 9 sections S1, . . . , S9 corresponding to the 9 exceptional divisors. The
homology classes s1, . . . , s9 of S1, . . . , S9 and the homology class f of a smooth fiber F form a basis
for an index 3 sublattice of H2(P̂
2
9;Z)≈Z
10. For g∈Z≥0, define
Fg(q) =
∞∑
d=0
GW
P̂29
g,si+df
(ptg)qd, (6.1)
where the summand denotes the genus g degree si+df GW-invariant of P̂
2
9 with g point constraints.
Since s2i =−1, there is only one holomorphic curve in the homology class si and thus
F0(q) ∈ 1 + qQ[[q]], Fg(q) ∈ qQ[[q]] ∀ g∈Z
+. (6.2)
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Let
G(q) =
∞∑
d=1
σ(d)qd, where σ(d) =
∑
r|d
r. (6.3)
Theorem 6.1 ([3, Theorem 1.2]). For every g∈Z≥0,
Fg(q) =
( ∞∏
d=1
(1−qd)
)−12(
qG′(q)
)g
. (6.4)
6.1 Genus 1 GW-invariants of P1×T2
We begin with some observations concerning the genus 1 GW-invariants of P1×T2 and (P1×T2, F ),
where F = p×T2 is a fiber of the projection to the first component. We denote by s and f the
homology classes of P1×q and F , respectively.
Lemma 6.2 ([12, Lemma 14.4]). The genus 1 GW-invariants of P1×T2 satisfy
∞∑
d=1
dGWP
1×T2
1,df ()q
d = 2G(q).
Proof. Let L=OT2(p−q) −→ T
2 be a non-torsion line bundle (L⊗k 6≈OT2 for all k∈Z
+). The only
holomorphic maps in P(L⊕OT2)≈P
1×T2 in the homology class df are then covers of
F0 ≡ P
(
0⊕OT2
)
and F∞ ≡ P
(
L⊕0
)
,
and these maps are regular. Since the number of degree d covers T2 −→ T2 (or equivalently of
subgroups of Z2 of index d) is σ(d), M1,0(P
1×T2, df) consists of 2σ(d) elements. Since the order of
the automorphism group of each of these elements is d, we conclude that
GWP
1×T2
1,df () = 2σ(d)/d,
as claimed.
Lemma 6.3 ([12, Lemma 14.5]). The genus 1 GW-invariants of (P1×T2, F ) with two point con-
straints satisfy
∞∑
d=0
GWP
1×T2,F
1,s+df;(1)
(
pt; pt
)
qd = qG′(q).
Proof. Suppose Σ is a connected nodal genus 1 curve and u : Σ−→P1×T2 is a degree s+df stable
map. Since π1 ◦u : Σ −→ P
1 has degree 1 and every holomorphic map P1 −→ T2 is constant, Σ
contains a unique irreducible component Σ0≈P
1 such that u : Σ0−→P
1×q2 is an isomorphism for
some q2 ∈ T
2. If Σi is another irreducible rational component of Σ, then u|Σi is constant. Since
Σ is of genus 1, Σ contains at most one (precisely one if d>0) irreducible genus 1 component Σ1;
furthermore, u|Σ1 is a degree d (unbranched) cover of q1×T
2 for some q1∈P
1. Every such stable
map is regular.
Thus, the subspace{
[u, x1, y1]∈M
F
1,1;(1)(P
1×T2, s+df) : u(x1)=pt1, u(y1)=pt2}
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consists of maps u : Σ0∪Σ1 −→ P
1×T2 such that u : Σ0 −→ P
1×π2(pt2) is an isomorphism and
u : Σ1 −→ π1(pt1)×T
2 is a degree d cover. There are σ(d) such maps u, each of which has an
automorphism of order d. For each choice of the map u, there are d choices for the preimage of pt1
and d choices for the nodes on Σ1. Thus,
GWP
1×T2,F
1,df;(1)
(
pt; pt
)
= σ(d)/d · d · d = dσ(d);
this establishes the claim.
For any compact symplectic manifold X, we denote by
ψ1 ∈ H
2
(
Mg,k(X,A);Q
)
the first chern class of the universal cotangent line bundle for the first marked point. For each
d∈Z≥0, let
GWP
1×T2
1,s+df
(
τ1[f],pt
)
=
∫
[M1,2(P1×T2,s+df)]vir
ψ1
(
ev∗1PDP1×T2f
)(
ev∗2PDP1×T2pt
)
,
GWP
1×T2,F
1,s+df;(1)
(
τ1[f]; pt
)
=
∫
[M
F
1,1;(1)(P
1×T2,s+df)]vir
ψ1
(
ev∗1PDP1×T2f
)(
ev∗2PDFpt
)
.
Lemma 6.4. For every d∈Z≥0,
GWP
1×T2,F
1,s+df;(1)
(
τ1[f]; pt
)
= GWP
1×T2
1,s+df
(
τ1[f],pt
)
. (6.5)
Proof. As we explained below,{
[u, x, y]∈M
F
1,1;(1)(P
1×T2, s+df) : u(x)∈ f, u(y)=pt
}
≈
{
[u, x1, x2]∈M1,2(P
1×T2, s+df) : u(x1)∈ f, u(x2)=pt
}
,
where pt∈F is a fixed point. Both spaces contain three irreducible components, which we describe
below and which have essentially the same deformation/obstruction theory (after capping with ψ1
in the third case); see Figure 5. This implies the claim.
One of the components common to both spaces is isomorphic to
P1 ×
{
[u, x′1]∈M1,1(T
2, d) : u(x′1)=pt2
}
,
if pt ≡ (pt1,pt2) ∈ P
1×T2. A generic element of this component is a morphism from a smooth
genus 1 curve and a rational tail carrying the two marked points which restricts to a degree d
morphism to a fiber of π1 (specified by P
1) on the genus 1 curve and an isomorphism from the tail
to the section spt through pt.
Another component is isomorphic to{
[u, x1, x
′
2]∈M1,2(f, d) : u(x
′
2)=pt2
}
.
A generic element of this component is a morphism from a smooth genus 1 curve carrying the first
marked point and a rational tail carrying the second marked point which restricts to a degree d
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Figure 5: The three components of M1,2(P
1×T2, s+df)
morphism to the fiber f of π1 on the genus 1 curve and an isomorphism from the tail to spt.
The last component of the absolute moduli space is isomorphic to{
[u, x′1, x2]∈M1,2(F, d) : u(x2)=pt
}
.
A generic element of this component is a morphism from a smooth genus 1 curve carrying the
second marked point and a rational tail carrying the first marked point which restricts to a degree d
morphism to the fiber F of π1 on the genus 1 curve and an isomorphism from the tail to a section of
π1 (through the image of the first marked point of an element of M1,2(F, d)). The last component
of the relative moduli space is described in the same way, except the morphism on the genus 1
component above is replaced by the C∗-equivalence class of a morphism into the rubber P1×T2
from a smooth genus 1 component with a rational tail carrying two marked points which restricts
to a degree d morphism into a fiber of π1, but not over 0,∞∈P
1, and an isomorphism from the tail
to a section of π1. The restriction of ψ1 to this component of the moduli space is the pullback of
the first chern class of the conormal bundle to f by the first evaluation map. Thus, this restriction
vanishes in the absolute and relative cases.
Remark 6.5. Lemma 6.2 corrects the first statement of [12, Lemma 14.4]; the other two, one of
which is similarly off, are never used. Lemma 6.3 is the second statement of [12, Lemma 14.5];
the other two are never used. The proof of [12, Lemma 14.5] has two mutually canceling errors,
ignoring the automorphisms of the cover and the choices of the node on the genus 1 component.
The statement at the end of the first paragraph of the proof in [12] is true only generically or
after imposing the constraints; otherwise, there could be maps with a component mapped into the
rubber. The third statement of [12, Lemma 14.5] and its proof incorrectly describe the IP-counts
of (P1×T2, V ≡ F0∪F∞) as being indexed by the rim tori, suggesting that the rim tori cover
V̂P1×T2;(1),(1) is Z
2×F0×F∞. As explained in [5, Example 6.9], V̂P1×T2;(1),(1)≈C×T
2 and there is
only one IP-count of each type appearing in the third statement of [12, Lemma 14.5]; there is no
indexing by the rim tori.
6.2 GW-invariants of P̂29
We next make some observations concerning absolute GW-invariants of P̂29 and relative GW-
invariants of (P̂29, F ), where F ≈T
2 is a fiber of the projection P̂29−→P
1. From
(si+df) · f = 1,
〈
c1(T P̂
2
9), f
〉
= 0, and
〈
c1(T P̂
2
9), si
〉
= 1,
we find that
dimCM1,0(P̂
2
9, df) = 0 + (2−3)(1−1) = 0,
dimCMg,0(P̂
2
9, si+df) = dimCM
F
g,0;(1)(P̂
2
9, si+df) = 1 + (2−3)(1−g) = g.
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Thus, GW
P̂29
1,df(), GW
P̂29
g,si+df
(ptg), and GW
P̂29,F
g,si+df;(1)
(ptg), where ptg denotes g absolute point con-
straints, are rational numbers. These invariants are independent of the choice of the complex
structure on P̂29 and (P̂
2
9, F ).
Lemma 6.6 ([12, p1019]). The genus 1 GW-invariants of P̂29 in the fiber classes are described by
∞∑
d=1
dGW
P̂29
1,df()q
d = G(q).
Proof. If P̂29 is obtained by blowing up P
2 at 9 general points, there is only one degree f holomorphic
curve; this is the proper transform of the unique cubic passing through the 9 points. In this case,
M1,0(P̂
2
9, df) consists of the σ(d) unbranched covers of this cubic, all of which are regular and have
an automorphism of order d. Thus,
dGW
P̂29
1,df = σ(d),
as claimed.
Lemma 6.7 ([12, Lemma 14.8]). Let d, g ∈Z≥0. The absolute and relative degree si+df genus g
GW-invariants of P̂29 and (P̂
2
9, F ) with g point insertions satisfy
GW
P̂29,F
g,si+df;(1)
(ptg; f) = GW
P̂29
g,si+df
(ptg).
Proof. Let J be a generic almost complex structure on (P̂29, F ). Suppose Σ is a connected nodal
genus g curve and u : Σ−→ P̂29 is a degree si+df J-holomorphic stable map. If Σi is an irreducible
component of Σ such that u : Σi−→F is not constant, then the genus of Σi is at least one and the
sum of the genera of the remaining components of Σ is at most g−1. Therefore, if the g points are
in general position, u(Σ) does not contain all of them. It follows that all of the maps contributing
to the absolute invariant with g point insertions are F -regular and thus contribute in the same way
to the relative invariant.
Remark 6.8. Lemma 6.7 corrects the statement of [12, Lemma 14.8]. The latter and its proof
incorrectly describe the IP-counts of (P̂29, F ) as being indexed by the rim tori, suggesting that the
rim tori cover F̂
P̂29;(1)
is Z2×F . As explained in [5, Example 6.8], F̂
P̂29;(1)
≈C and there is only one
IP-count appearing in the statement of [12, Lemma 14.8]; it is the count appearing in (4.22). Its
relative constraint is the pullback of 1∈H0(F̂
P̂29;(1)
;Q) by a lifted evaluation map (1.9); there is no
indexing by the rim tori.
6.3 Proof of Theorem 6.1
For each d∈Z≥0, let
GW
P̂29
1,si+df
(
τ1[f]
)
= deg
(
[M1,1(P̂
2
9, si+df)]
vir∩ψ1∩ev
∗
11
)
≡
∫
[M1,1(P̂29,si+df)]
vir
ψ1ev
∗
11 .
The g=0 case of (6.4) is proved in [12] by obtaining two different expressions for
H(q) ≡
∞∑
d=0
GW
P̂29
1,si+df
(
τ1[f]
)
qd (6.6)
and setting them equal.
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Figure 6: The genus 1 TRR on M1,2(X,A)
Lemma 6.9 ([12, Lemma 15.1]). Let X be a symplectic 4-manifold with canonical class KX .
(a) For every f ∈H2(X;Q),
GWX1,0(f) =
1
24
KX ·f .
(b) For every A∈H2(X;Z) with A·KX<0 and f ∈H
2(X;Q),
GWX1,A
(
τ1(f),pt
−KX ·A−1
)
=
f ·A
24
(
A·A+KX ·A
)
GWX0,A
(
pt−KX ·A−1
)
+
∑
A0,A1∈H2(X;Z)−0
A0+A1=A
(
−KX ·A−1
−KX ·A0−1
)
(f ·A0)(A0 ·A1)GW
X
0,A0
(
p−KX ·A0−1
)
GWX1,A1
(
p−KX ·A1
)
.
Proof. (a) If h : Y −→X represents the Poincare dual of f (after passing to a multiple if necessary),{
(y, [u, x1])∈Y ×M1,1(X, 0): h(y)=u(x1)
}
≈ Y ×M1,1
and the obstruction bundle is isomorphic to π∗1h
∗TX⊗π∗2E
∗, where E−→M1,1 is the Hodge line
bundle. Thus,
GWX1,0(f) =
〈
e
(
π∗1h
∗TX⊗π∗2E
∗
)
, Y ×M1,1
〉
= −〈h∗c1(TX), Y 〉〈c1(E),M1,1〉 =
1
24
KX ·f.
(b) Let k=−KX·A and {Hi}, {Hˇi}⊂H
2(X;Q) be dual bases. Choose a representative F ⊂X for f
and k−1 general points pt2, . . . ,ptk∈X. By the genus 1 topological recursion relation, illustrated
in Figure 6 and explained in [17],
ψ1 =
1
12
∆0 +∆;1 ,
where ∆0,∆;1 ⊂ M1,k(X,A) are the virtual divisors whose virtually generic elements are mor-
phisms from the genus 1 irreducible nodal curve and from a smooth genus 1 curve with a rational
tail which carries the first marked point.
By the Kunneth decomposition of the diagonal in X2 and the divisor relation, the degree of the
intersection of
M
′
1,k(X,A) ≡
{
[u, x1, . . . , xk]∈M1,k(X,A) : u(x1)∈f, u(x2)=pt2, . . . , u(xk)=ptk
}
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with ∆0 is
1
2
∑
i
GWX0,A(Hi, Hˇ
i, f,ptk−1) =
1
2
∑
i
(Hi ·A)(Hˇi ·A)(f ·A)GW
X
0,A(pt
k−1)
=
1
2
(A·A)(f ·A)GWX0,A(pt
k−1).
This gives the first term in our formula.
The intersection of M
′
1,k(X,A) with the components of ∆;1 whose generic element restricts to a
morphism of degree A1=0 on the genus 1 component is the same as with the subset of these com-
ponents consisting of morphisms from domains with no marked points on the genus 1 component
(since the virtual complex dimension of M1,1(X, 0) is 1, it contains no elements passing through
any of the points pt2, . . . ,ptk). Thus, similarly to the above, the degree of this intersection is∑
i
GWX0,A(Hi, f,pt
k−1)GWX1,0(Hˇ
i) =
∑
i
(Hi ·A)(f ·A)GW
X
0,A(pt
k−1)
1
24
KX ·Hˇi
=
1
24
(f ·A)(KX ·A)GW
X
0,A(pt
k−1);
the first equality follows from part (a). This gives the second term in our formula. The intersection
of M
′
1,k(X,A) with the components of ∆;1 whose generic element restricts to a morphism of degree
A1=A on the genus 1 component is empty, since the domain of any morphism in the intersection
would contain a union of irreducible components on which the morphism is of degree 0 and which
carries at least one of the last k−1 points (for stability), but F does not contain any of the points
pt2, . . . ,ptk.
For dimensional reasons, the intersection of M
′
1,k(X,A) with the components of ∆;1 whose generic
element restricts to a morphism of degree A1 6= 0 on the genus 1 component and A0 6= 0 on the
genus 0 tail consists of morphisms from the domains so that the rational tail carries −KX ·A0−1
of the last k−1 marked points. Thus, similarly to the above, the degree of this intersection is∑
i
(
−KX ·A−1
−KX ·A0−1
)
GWX0,A0
(
Hi, f,pt
−KX ·A0−1
)
GWX1,A1
(
Hˇi, p
−KX ·A1
)
=
∑
i
(
−KX ·A−1
−KX ·A0−1
)
(Hi ·A0)(f ·A0)GW
X
0,A0
(
pt−KX ·A0−1
)
(Hˇi ·A1)GW
X
1,A1
(
pt−KX ·A1
)
=
(
−KX ·A−1
−KX ·A0−1
)
(f ·A0)(A0 ·A1)GW
X
0,A0
(
pt−KX ·A0−1
)
GWX1,A1
(
pt−KX ·A1
)
.
This gives the last term in our formula.
Corollary 6.10 ([12, (15.7)]). The genus 0 and 1 GW-invariants of P̂29 satisfy
H(q) =
1
12
(
qF ′0(q)−F0(q)
)
+ F0(q) ·G(q) . (6.7)
Proof. We apply Lemma 6.9(b) with X= P̂29 and A=si+df. In this case,
−KX ·(si+df) = −1, (si+df)
2 = 2d−1, M0,k(X, df) = ∅ ∀ d∈Z
+ .
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Thus,
H(q) =
∞∑
d=0
d−1
12
GW
P̂29
0,s+df()q
d +
∑
d0∈Z≥0,d1∈Z+
d0+d1=d
GW
P̂29
0,s+d0f
()qd0 · d1GW
P̂29
1,d1f
()qd1 .
The claim now follows from the g=0 case of (6.1) and Lemma 6.6.
Corollary 6.11. The genus 1 relative GW-invariants of (P1×T2, F ) satisfy
GWP
1×T2,F
1,s+df;(1)
(
τ1[f]; pt
)
=
{
− 112 , if d = 0;
dGWP
1×T2
1,df (), if d>0.
Proof. We apply Lemma 6.9(b) with X=P1×T2 and A=s+df to the right-hand side of (6.5). In
this case,
−KX ·(s+df) = −2, (s+df)
2 = 2d, ∀ d∈Z.
Thus,
GWP
1×T2
1,s+df
(
τ1[f],pt
)
=
d−1
12
GWP
1×T2
0,s+df (pt) +
∑
d0∈Z≥0,d1∈Z+
d0+d1=d
GWP
1×T2
0,s+d0f
(pt) · d1GW
P1×T2
1,d1f
(). (6.8)
Since the composition of a degree s+df morphism to P1×T2 with the projection to the second
factor is a degree d morphism to T2 and there are no such morphisms from P1 if d∈Z+,
M0,1(P
1×T2, s+df),M
F
0,1;(1)(P
1×T2, s+df) = ∅ ∀ d∈Z+. (6.9)
Thus, the first genus 0 term on the right-hand side of (6.8) vanishes unless d=0 and the second
unless d0=0; in the exceptional cases, they equal 1. The claim now follows from Lemma 6.4.
We next obtain a second expression for H(q) by applying the symplectic sum formula to the
decomposition
P̂29 = P̂
2
9#F (P
1×T2) (6.10)
and moving the fiber constraint to the P1×T2 side. Since RF
P1×T2=0, the homomorphism
#: H2(P̂
2
9;Z)×FH2(P
1×T2;Z) −→ H2(P̂
2
9;Z)
is well-defined; see [5, Corollary 4.2(2)]. Since
(a1s1+. . .+a9s9 + d
′f) · F = (as+ d′′f) · F
if and only if a1+. . .+a9 =a and si#s=si, the symplectic sum formula gives
GW
P̂29
1,si+df
(
τ1[f]
)
=
∑
d′,d′′∈Z≥0
d′+d′′=d
GW
P̂29,F
0,si+d′f;(1)
(; f)GWP
1×T2,F
1,s+d′′f;(1)
(
τ1[f]; pt
)
+
∑
d′,d′′∈Z≥0
d′+d′′=d
GW
P̂29,F
1,si+d′f;(1)
(; pt)GWP
1×T2,F
0,s+d′′f;(1)
(
τ1[f]; f
)
,
(6.11)
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where the relative constraints are listed after the semi-columns.
By (6.9),
GWP
1×T2,F
0,s+d′′f;(1)
(
τ1[f]; f
)
= 0 ∀ d′′∈Z+ .
On the other hand, the morphism{
[u, x, y]∈M
F
0,1;(1)(P
1×T2, s) : u(x)∈ f
}
−→ f, [u, x, y] −→ u(x),
is an isomorphism and the restriction of ψ1 under this isomorphism is the first chern class of the
conormal bundle to a fiber T2 in P1×T2, i.e. 0. Thus, the second sum in (6.11) vanishes.
Combining (6.11) with the above conclusion, the g=0 case of Lemma 6.7, and Corollary 6.11, we
find that
GW
P̂29
1,si+df
(
τ1[f]
)
= −
1
12
GW
P̂29
0,si+df
() +
∑
d′∈Z≥0,d′′∈Z+
d′+d′′=d
GW
P̂29
0,si+d′f
() d′′GWP
1×T2
1,d′′f ().
Along with (6.6), the g=0 case of (6.1), and Lemma 6.2, this identity gives
H(q) = −
1
12
F0(q) + F0(q) · 2G(q). (6.12)
By (6.2), (6.7), and (6.12),
F0(0) = 1, q
d
dq
logF0(q) = 12G(q). (6.13)
Since
1
12
q
d
dq
log
( ∞∏
d=1
(1−qd)
)−12
=
∞∑
d=1
dqd
1− qd
=
∞∑
d=1
σ(d)qd = G(q),
(6.13) implies the g = 0 case of (6.4). The full statement of (6.4) follows from this case and the
next lemma.
Lemma 6.12. For every g∈Z+,
Fg(q) = Fg−1(q) · qG
′(q). (6.14)
Proof. In light of Lemmas 6.3 and 6.7, this statement is equivalent to (4.23), which was obtained
based on the approach to the symplectic sum formula in [12]. We now give a proof by applying
the usual symplectic sum theorem to the splitting (6.10) and moving one point to the P1×T2 side.
Since g−1 points stay on the P̂29 side, the genus on the P̂
2
9 side in the symplectic sum formula must
be at least g−1 for the invariants not to vanish. Thus, similarly to (6.11), we obtain
GW
P̂29
g,si+df
(
ptg
)
=
∑
d′,d′′∈Z≥0
d′+d′′=d
GW
P̂29,F
g−1,si+d′f;(1)
(
ptg−1; f
)
GWP
1×T2,F
1,s+d′′f;(1)(pt; pt)
+
∑
d′,d′′∈Z≥0
d′+d′′=d
GW
P̂29,F
g,si+d′f;(1)
(
ptg−1; pt
)
GWP
1×T2,F
0,s+d′′f;(1)(pt; f).
(6.15)
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By [5, Theorem 1.1],
GW
P̂29,F
g,si+d′f;(1)
(
ptg−1; pt
)
= 0 , (6.16)
This particular statement holds because the relative evaluation morphism (1.3) factors through the
lift to F̂
P̂29;(1)
≈C; see [5, Example 6.8]. Combining (6.15) with (6.16) and Lemma 6.7, we find that
∞∑
d=0
GW
P̂29
g,si+df
(
ptg
)
qd =
∑
d′,d′′∈Z≥0
GW
P̂29
g−1,si+d′f
(
ptg−1
)
qd
′
·GWP
1×T2,F
1,s+d′′f;(1)(pt; pt)q
d′′ .
The claim now follows from (6.1) and Lemma 6.3.
Remark 6.13. Lemma 6.9(b) extends [12, Lemma 15.1(b)] from the KX ·A=−1 case, using the
same argument; the KX ·A=−2 case is needed to obtain the crucial identity [12, (15.8)], i.e. (6.12)
above. Our use of (6.16) avoids the need for [12, Lemma 15.2(c)] and directly establishes the last
equation in [12, Section 15.3]. The statement of the symplectic sum formula in the middle of [12,
p1020] is wrong, as it should involve relative GW-invariants; as stated, the last factor is not even
zero-dimensional. The next displayed expression in [12] has the same problem and does not lead
to [12, (15.8)]. Because of problems with these formulas, Lemma 6.4 never even arises in [12].
Simons Center for Geometry and Physics, SUNY Stony Brook, NY 11794
mtehrani@scgp.stonybrook.edu
Department of Mathematics, SUNY Stony Brook, Stony Brook, NY 11794
azinger@math.sunysb.edu
References
[1] D. Abramovich and Q. Chen, Stable logarithmic maps to Deligne-Faltings pairs II, Asian
J. Math. 18 (2014), no. 3, 465-488.
[2] K. Behrend and B. Fantechi, The intrinsic normal cone, Invent. Math. 128 (1997), no. 1,
45–88.
[3] J. Bryan and N.-C. Leung, The enumerative geometry of K3 surfaces and modular forms,
J. Amer. Math. Soc. 13 (2000), no. 2, 371–410.
[4] W. Dwyer and D. Fried, Homology of free abelian covers I, Bull. London Math. Soc. 19 (1987),
no. 4, 350-352.
[5] M. Farajzadeh Tehrani and A. Zinger, On the rim tori refinement of relative Gromov-Witten
invariants, pre-print.
[6] K. Fukaya and K. Ono, Arnold conjecture and Gromov-Witten invariant, Topology 38 (1999),
no. 5, 933–1048.
[7] R. Gompf, Some new symplectic 4-manifolds, Turk. J. Math 18 (1994), no. 1, 7–15.
53
[8] R. Gompf, A new construction of symplectic manifolds, Ann. of Math. 142 (1995), no. 3,
527–595.
[9] P. Griffiths and J. Harris, Principle of Algebraic Geometry, Wiley, 1978.
[10] M. Gross and B. Siebert, Logarithmic Gromov-Witten invariants, J. Amer. Math. Soc. 26
(2013), no. 2, 451–510.
[11] E. Ionel and T. Parker, Relative Gromov-Witten invariants, Ann. of Math. 157 (2003), no. 1,
45–96.
[12] E. Ionel and T. Parker, The symplectic sum formula for Gromov-Witten invariants, Ann. of
Math. 159 (2004), no. 3, 935–1025.
[13] J. Lee, Family Gromov-Witten invariants for Kahler surfaces, Duke Math. J. 123 (2004), no. 1,
209-233.
[14] J. Li, Stable morphisms to singular schemes and relative stable morphisms, J. Diff. Geom. 57
(2001), no. 3, 509–578.
[15] J. Li, A degeneration formula for GW-invariants, J. Diff. Geom. 60 (2002), no. 1, 199–293.
[16] A.-M. Li and Y. Ruan, Symplectic surgery and Gromov-Witten invariants of Calabi-Yau 3-
folds, Invent. Math. 145 (2001), no. 1, 151–218.
[17] X. Liu, Gromov-Witten invariants and moduli spaces of curves, ICM 2006, Vol. II, 791–812.
[18] J. Li and G. Tian, Virtual moduli cycles and Gromov-Witten invariants of general symplectic
manifolds, in Topics in Symplectic 4-Manifolds, 47–83, Internat. Press, 1998.
[19] D. McDuff and D. Salamon, J-Holomorphic Curves and Symplectic Topology, AMS Colloquium
Publications 52, 2012.
[20] J. Milnor, Infinite cyclic coverings, in Conference on the Topology of Manifolds, 115-133,
Prindle, Weber & Schmidt, 1968.
[21] J. Milnor, note, 2014.
[22] J. Munkres, Elements of Algebraic Topology, Addison-Wesley 1984.
[23] J. McCarthy and J. Wolfson, Symplectic normal connect sum, Topology 33 (1994), no. 4,
729–764.
[24] B. Parker, Gromov-Witten invariants of exploded manifolds, math/1102.0158.
[25] E. Spanier, Algebraic Topology, Springer 1994.
[26] C. Taubes, The Seiberg-Witten invariants and symplectic forms, Math. Res. Lett. 1 (1994),
no. 6, 809-822.
54
