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Abstract
We present a computational method for the solution of the third-order boundary value problem characterized by
the well-known Falkner–Skan equation on a semi-inﬁnite domain. Numerical treatments of this problem reported in
the literature thus far are based on shooting and ﬁnite differences. While maintaining the simplicity of the shooting
approach, the method presented in this paper uses a technique known as automatic differentiation, which is neither
numerical nor symbolic. Using automatic differentiation, a Taylor series solution is constructed for the initial value
problems by calculating theTaylor coefﬁcients recursively. The effectiveness of themethod is illustrated by applying
it successfully to various instances of the Falkner–Skan equation.
© 2004 Elsevier B.V. All rights reserved.
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1. Introduction
The Falkner–Skan equation describes a nonlinear, one-dimensional third-order boundary value prob-
lem,whose solutions are the similarity solutions of the two-dimensional incompressible laminar boundary
layer equations. No closed-form solutions are available for this two-point boundary value problem.
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We wish to compute the solution of the Falkner–Skan equation given by
d3f
d3
+ 0f
d2f
d2
+ 
[
1−
(
df
d
)2]
= 0, 0< <∞, (1)
subject to the boundary conditions
f = 0, at = 0, (2)
df
d
= 0, at = 0, (3)
df
d
= 1, as  →∞, (4)
where 0 and  are constants. Eq. (1), introduced by Falkner and Skan [8], has been researched extensively
in many of its forms, as characterized by varying the values of 0 and .
The purpose of this paper is to develop a shooting algorithm which is much more straightforward
and simpler than the existing algorithms and which requires much less computational effort. A shooting
algorithm for the solution of (1)–(4) involves solving repeatedly the InitialValue Problem (IVP) described
by (1)–(3), along with the condition
d2f
d2
= , at = 0. (5)
Since different values of  in (5) will lead to different values of df/d as  → ∞, we seek that value
of  which will yield an f that satisﬁes (4). The value of  is used to characterize solutions of different
instances of the Falkner–Skan equation, and it will be used to compare the results of the present method
to those reported previously in the literature.
Previous work on this equation includes the mathematical treatments due to Weyl [24], Coppel [7],
and Rosenhead [18]. These works have mainly focused on obtaining existence and uniqueness results.
The most signiﬁcant of these works is that of Coppel [7] in which an elegant proof of the existence,
uniqueness, and detailed analyses of solutions to the Falkner–Skan equation, for 0, with more general
initial conditions are given. In addition, Coppel also shows that = d2f (0)/d2 is an increasing function
of . This work has been extended for < 0 by Veldman and Van der Vooren [23]. Some new existence
and uniqueness results for the solution of the Falkner–Skan equations are also given in [15].
The ﬁrst computational treatment of the problem was presented in [10]. Smith [22], Cebeci and Keller
[6], and Na [14] have considered other numerical treatments. These approaches have used shooting and
invariant imbedding. Finite-difference methods for this problem are presented in [2,3]. A differential
transformation method, which obtains a series solution of the Falkner–Skan equation is presented in [12].
A new approach to solving this problem by shooting from ∞ (instead of from 0), using some simple
analysis of the asymptotic behavior of the solution at ∞, is presented in [21]. Salama [19] develops a
one-step method of order 5.
The strength of themethod of this paper comes from the fact that it does not use numerical differentiation
or other approximations for the derivatives involved in the calculations. It uses a technique known as
automatic differentiation, which is neither numerical nor symbolic, and which computes exact derivatives
using recursive formulas.
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Note that problem (1)–(4) is described on a semi-inﬁnite physical domain. Since this is not very
convenient for computations, it is customary to replace condition (4) with the condition
df
d
= 1, at = ∞, (6)
for some “sufﬁciently large” ∞, which must be determined as part of the computational solution. The
introduction of this additional unknown ∞ in the problem warrants the need to impose the “asymptotic
boundary condition”
d2f
d2
= 0, at = ∞. (7)
Previous numerical treatments of this problem, such as those described in [6], attempted to solve
(1)–(3) and (5)–(7) directly, thus requiring the asymptotic boundary condition to be imposed at a changing
unknown boundary in the process of the computation. As a result, they have experienced convergence
difﬁculties, which were overcome by moving towards more complicated methods. In addition, they also
demand the use of a “small enough” step-size for the solution of the IVP to guarantee reasonable accuracy,
thereby requiring extensive computation. The method of this paper will eliminate these concerns without
compromising the simplicity of the shooting approach, in the following manner:
1. Using a coordinate transformation to map the changing physical domain [0, ∞] to a ﬁxed computa-
tional domain [0,1] so that the need to use a “small enough” step-size is eliminated.
2. Using a suitable changeof variables so that factors of the form 2∞ and 3∞ donot enter the computations.
3. Using automatic differentiation to evaluate Taylor coefﬁcients recursively, so that the computational
effort required in the solution of the IVP is greatly reduced.
2. Coordinate transformation
We use the coordinate transformation
= /∞, (8)
and transform (1) to
1
3∞
d3f
d3
+ 1
2∞
f
d2f
d2
+ 
[
1− 1
2∞
(
df
d
)2]
= 0. (9)
Under this transformation, the boundary conditions (2) and (3) are transformed to
f = 0, at = 0, (10)
df
d
= 0, at = 0. (11)
Finally, conditions (5)–(7) transform to
d2f
d2
= 2∞, at = 0, (12)
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df
d
= ∞, at = 1, (13)
d2f
d2
= 0, at = 1. (14)
3. Change of variables
As is evident, the third-order IVP represented by (9)–(12) involves factors of the form 2∞ and 3∞ at
several places. In order to avoid ﬂoating-point overﬂows, and in order to facilitate the use of initial-value
techniques, we convert the single third-order initial value problem to a system of three ﬁrst-order initial
value problems by the change of variables
u= 1
∞
df
d
, v = 1
2∞
d2f
d2
. (15)
With these changes of variables, (9) is transformed to the system
df
d
= ∞u, (16)
du
d
= ∞v, (17)
dv
d
=−∞[0f v + (1− u2)]. (18)
The initial conditions (10)–(12) are transformed to
f (0)= 0, u(0)= 0, v(0)= . (19)
The boundary conditions (13) and (14) are transformed to
u(1)= 1, (20)
v(1)= 0. (21)
4. Recursive evaluation of Taylor coefﬁcients
Before we proceed to describe the method of solution for the Falkner–Skan equation, we introduce
some notation and develop the mechanics of evaluating coefﬁcients in Taylor series expansions.
Suppose x(t) is analytic in t in some neighborhood of t0. We deﬁne
(x)0 = x(t0), (22)
(x)k = 1
k!
dkx
dtk
(t0), k = 1, 2, . . . . (23)
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Then, we can write the Taylor series expansion for x(t) about t = t0 in the form
x(t)=
∞∑
k=0
(x)k(t − t0)k. (24)
Thus, (x)k is the coefﬁcient of (t − t0)k in the Taylor series expansion for x(t) about t = t0. We call (x)k
the kth Taylor coefﬁcient. Also, it follows from the above deﬁnition, that
(x)k+1 = 1
k + 1 ((x)1)k. (25)
Finally, if u and v are any two functions, then
(u+ v)k = (u)k + (v)k, (26)
(uv)k =
k∑
i=0
(u)i(v)k−i . (27)
A more extensive treatment of the recursive evaluation of Taylor coefﬁcients may be found in [13].
Thus, in order to solve an IVP of the form x′(t)=g(x, t), subject to x(t0)=c, if we are able to determine
(x)k for k = 0, 1, . . . , r for some r , then we could advance the solution from t = t0 to t0 + h using
x(t0 + h)=
r∑
k=0
(x)kh
k. (28)
This is known as the rth order Taylor series method. Once the solution is advanced to t= t0+h, the same
procedure may be used to advance it to t= t0+2h. It is important to emphasize that the actual calculation
of the Taylor coefﬁcients (x)k will depend on the nature of g(x, t). We are now ready to present the
computational procedure for system (16)–(18).
Using the notation for the Taylor coefﬁcients, we rewrite system (16)–(18) as
(f )1 = ∞u, (29)
(u)1 = ∞v, (30)
T1 = f · v, (31)
T2 = u · u, (32)
T3 = 1− T2, (33)
(v)1 =−∞(0T1 + T3). (34)
Wehave introduced the variablesT1,T2, andT3 to permit the rewriting of the system as a list of equations
allowing for easy formulation of the recursive evaluation of the Taylor coefﬁcients. From (29)–(34), we
obtain, for k > 0,
(f )k+1 = 1
k + 1 ∞(u)k, (35)
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(u)k+1 = 1
k + 1 ∞(v)k, (36)
(T1)k =
k∑
i=0
(f )i(v)k−i , (37)
(T2)k =
k∑
i=0
(u)i(u)k−i , (38)
(T3)k =−(T2)k, (39)
(v)k+1 =− 1
k + 1 ∞[0(T1)k + (T3)k]. (40)
5. Method of solution
Beginning with (f )0 = f (0)= 0, (u)0 = u(0)= 0, and (v)0 = v(0)= , we can compute f (h), u(h),
and v(h) as
f (h)=
K∑
k=0
(f )kh
k, u(h)=
K∑
k=0
(u)kh
k, and v(h)=
K∑
k=0
(v)kh
k, (41)
in which, for example, (f )k = dkf/dk(0)/k!. The Taylor coefﬁcients required in (41) can be obtained
using (35)–(40). Then, beginning with (f )0=f (h), (u)0=u(h), and (v)0= v(h), the Taylor coefﬁcients
of the form (f )k = dkf/dk(h)/k! can be then computed so that the values of f (2h), u(2h), and v(2h)
can be computed. This way, the solution may be marched from = 0 to 1 in steps of h.
This procedure can be used to determine the solution of the IVP for a chosen initial value , and a
chosen ∞, both of which are unknowns yet to be determined. However, we are interested in obtaining
the proper values for  and ∞ that would result in a solution that satisﬁes the boundary conditions (20)
and (21). Thus, in order to solve completely the nonlinear Falkner–Skan equation, these quantities need
to be obtained iteratively.
For this purpose, we let p(, ∞)=u(1; , ∞)−1, where u(1; , ∞) denotes the value of u obtained
by marching the solution from = 0 to = 1 as described previously in (41).We also let q(, ∞) denote
the value of v obtained by marching from  = 0 to  = 1, using (41). Thus, the quantities we expect to
calculate must satisfy the equations
p(, ∞)= 0, q(, ∞)= 0. (42)
In principle,  and ∞ may be calculated by solving the nonlinear equations (42) by means of an iterative
technique such as Newton’s method. However, since the functions p(, ∞) and q(, ∞) are not known
explicitly, the partial derivatives p/, p/∞, q/, and q/∞ needed for Newton’s method must
be obtained by solving a larger system of IVPs involving these derivatives, and this would constitute what
is normally known as nonlinear shooting method. See, for example, Asaithambi [4].
We simplify matters by ﬁrst considering p(, ∞) as a function of  only, for a ﬁxed value of ∞. Thus,
with a starting guess for ∞, the method will ﬁrst determine iteratively the appropriate value  for which
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the equation p(, ﬁxed∞ )=0 is satisﬁed, while keeping the ∞ ﬁxed. Next, corresponding to the converged
, we consider q(, ∞) as a function ∞ alone. Then, we obtain an improved ∞ by solving the equation
q(ﬁxed, ∞)= 0. Thus, we will have a nested iteration method consisting of two iterative procedures: a
procedure for , nested within a procedure for ∞.We will use the secant method for obtaining successive
iterates for  and ∞, which reduces considerably the amount of computations required per iteration.
Let (j)∞ denote the j th iterate for ∞. Let 
(l)
j denote the lth iterate for  corresponding to 
(j)∞ . Then,
the secant iterates are obtained using
(l)j =−p((l)j )
[
(l)j − (l−1)j
p((l)j )− p((l−1)j )
]
, (43)
(j)∞ =−q((j)∞ )
[
(j)∞ − (j−1)∞
q((j)∞ )− q((j−1)∞ )
]
(44)
and
(l+1)j = (l)j + (l)j , (45)
(j+1)∞ = (j)∞ + (j)∞ . (46)
The iterative procedures are terminated when the conditions
|u(1; (l)j , (j)∞ )− 1|< 1, (47)
and
|v(1; ∗j , (j)∞ )|< 2, (48)
satisﬁed, for some prescribed error tolerances 1 and 2. In (48), ∗j denotes the converged value of the
iterates (l)j with a ﬁxed ∞.
We are now ready to present the method of solution in the form of an algorithm.
Algorithm Falkner–Skan–Taylor Series
1. Input N , K , (0)∞ , (0)0 ; h ← 1/N .
2. j ← 0; repeat through step (7) until condition (48) is satisﬁed.
3. l ← 0; repeat through step (6) until condition (47) is satisﬁed.
4. (f )0 ← 0; (u)0 ← 0; (v)0 ← (l)j ;
5. Advance solution from = 0 to = 1 using (35)–(41).
6. Compute (l)j and 
(l+1)
j using (43) and (45); l ← l + 1.
7. Compute (j)∞ and (j+1)∞ using (44) and (46); j ← j + 1.
6. Numerical results and discussion
Several instances of the Falkner–Skan equation have been investigated in the literature by varying the
values of 0 and . For example, the case corresponding to = 0, = 1 has been solved in [16]. This is
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most probably the only case for which an analytical solution has been obtained. As another example, the
case corresponding to 0 = 12 ,  = 0, is known as the Blasius [5] equation, which is discussed in some
detail by Schlichting [20]. Reported in [1] is the case corresponding to 0=2, =1, which represents the
problem of Homann [11], describing the steady ﬂow in the boundary layer along a surface of revolution
near the forward stagnation point. Finally, with 0 = 1, solutions corresponding to a wide variety of
values for  have been studied extensively. In particular, the solutions corresponding to > 0 represent
what are known as accelerating ﬂows; the solution for  = 0 represent constant ﬂow; and the solutions
corresponding to < 0 represent decelerating ﬂows. In these cases, it is known that physically relevant
solutions exist only for −0.19884< <∞.
Although the literature contains extensive treatments of the theory involved in the solution of differential
equations by Taylor series expansions and automatic differentiation, and although it is known that Taylor
seriesmethods aremuch faster than the correspondingRunge–Kuttamethods of same order, there has been
only a limited use and reporting of the direct use of Taylor series methods and automatic differentiation.
It is important to realize that the use of recursive formulas for the evaluation of Taylor coefﬁcients has
deﬁnite advantages over the use of the traditional Runge–Kutta type methods and/or any other multistep
methods for the marching of the solution of the IVPs involved. The main advantages are that there
are no explicit repeated function evaluations or approximations, and that an arbitrary number of Taylor
coefﬁcients can be calculated fairly easily. Thus, the initial-value problems that arise when using the
shooting method for solving boundary-value problems can be solved to high accuracies by employing
Taylor series methods of arbitrarily high order without much additional effort.
First, we illustrate that the numerical results obtained indeed exhibit an order of accuracy r , when a
Taylor series of order r is used. For this purpose, we let ˆ denote the exact solution, and h denote the
computed solution with a mesh size of h. Then, we assume that the error eh in the computed value h
behaves like
eh = ˆ− h ≈ Khp, (49)
where K and p are constants. We need to estimate p, the order of accuracy of the results obtained. For
example, if an order 4 Taylor series is used, then p must be close to 4.
Ames [1, p. 112] shows the Pohlhausen [16] solution (0 = 0, = 1), as
f ′()= 3 tanh2
[
√
2
+ tanh−1
√
2
3
]
− 2, (50)
from which it is easy to obtain
ˆ= f ′′(0)= 2√
3
≈ 1.154700538 (correct to 8 decimal places). (51)
In this case, where the exact solution ˆ is known, by measuring the errors in the computed solutions
corresponding to mesh sizes of h1 and h2, we can estimate the order of accuracy p as follows:
We have,
eh1 = ˆ− h1 ≈ Khp1 , (52)
eh2 = ˆ− h2 ≈ Khp2 . (53)
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Table 1
Estimating order of accuracy when ˆ is known
r h1 h1 eh1 h2 eh2 p
2 0.010 1.155532 8.316× 10−4 1.154907 2.068× 10−4 2.0
3 0.010 1.154667 3.363× 10−5 1.154696 4.236× 10−6 3.0
4 0.010 1.154701 5.628× 10−7 1.154701 3.978× 10−8 3.8
5 0.050 1.154778 7.737× 10−5 1.154702 1.961× 10−6 5.3
6 0.050 1.154677 2.342× 10−5 1.154700 3.457× 10−7 6.1
7 0.050 1.154703 2.598× 10−6 1.154701 2.517× 10−8 6.7
Dividing (52) by (53) and solving for p, we obtain
p ≈ log(eh1/eh2)/ log(h1/h2). (54)
Shown in Table 1 are the results obtained with 0= 0, = 1, 1= 10−6, 2= 10−4, (0)∞ = 1, and (0)= 1,
using mesh sizes of the indicated h1 and h2 = h1/2.
We may also estimate the order of accuracy when the solution ˆ is unknown. In this case, we measure
the differences between the computed values of  and estimate the order as follows. Let h1 be an arbitrary
mesh size, h2= h1/2, and h3= h2/2. Let h1 , h2 , and h3 denote the corresponding computed values of
. As before, we have
ˆ− h1 ≈ Khp1 , (55)
ˆ− h2 ≈ Khp2 , (56)
ˆ− h3 ≈ Khp3 . (57)
Subtracting (56) from (55), and subtracting (57) from (56), we obtain
h2 − h1 ≈ Khp2 (2p − 1), (58)
h3 − h2 ≈ Khp3 (2p − 1). (59)
Dividing (58) by (59) and solving for p, we obtain
p ≈ log
(
h2 − h1
h3 − h2
)/
log 2. (60)
Summarized in Table 2 are results obtained and corresponding orders of accuracy estimates with 0 = 1,
= 2, 1 = 10−10, 2 = 10−6, (0)∞ = 0.1, (0) = 1, h1 = 0.01, h2 = h1/2, and h3 = h2/2.
Next, as pointed out in [19], the accuracy of the computed solutions depend on the tolerance 2 that we
allow for the asymptotic boundary condition v(1)= 0. Table 3 shows the results obtained by the present
method for the Blasius [5] equation, in comparison to those obtained in [19]. For these computations, we
have used h= 0.005, r = 5 (ﬁfth order Taylor series, so that results may be compared with Salama [19]),
1= 10−10, 0= 0.5, = 0, (0)∞ = 1, (0)= 1. Note that the present result is also in good agreement with
= 0.3320573362, reported in [9].
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Table 2
Estimating order of accuracy when ˆ is unknown
r h1 h2 h3 p
2 1.6882549156 1.6874774573 1.6872830681 2.0
3 1.6871927899 1.6872149406 1.6872177630 3.0
4 1.6872183754 1.6872181818 1.6872181710 4.2
5 1.6872181789 1.6872181703 1.6872181701 5.1
Table 3
Effect of 2 on the solution of the Blasius [5] equation
2  (Present)  [19]
10−3 0.332 0.332
10−5 0.33206 0.33205
10−7 0.3320573 0.3320573
10−9 0.332057336 0.332057336
10−11 0.33205733629 0.33205733663
Table 4
Comparison of computed  for 10
 Present Salama [19]
40 7.314785 7.314785
30 6.338209 6.338208
20 5.180718 5.180718
15 4.491487 4.491487
10 3.675234 3.675234
Finally, we compare the numerical results obtained by the present method for 0 = 1 and
−0.1988< <∞, with those reported previously in the literature. In this experiment, we observed
that as  is increased, the initial guess for ∞ needed to be smaller. This behavior is consistent with
the discussion in [17]. In Table 4, we compare the present results corresponding to 10, with those
of Salama [19]. The present results were obtained using h = 0.005, r = 5 (ﬁfth order Taylor series),
1 = 10−10, 2 = 10−6, (0) = 1 and (0)∞ = 0.1.
In Table 5, we compare the present results corresponding to −0.1988< < 10, with those of Salama
[19], and Asaithambi [2,3]. The present results were obtained using the h = 0.005, r = 5 (ﬁfth order
Taylor series), 1 = 10−10, 2 = 10−6, (0) = 1, and (0)∞ = 1.
The present method is also able to calculate the case of Homann [11] ﬂow, 0 = 2,  = 1, yielding
 ≈ 1.3119377173 for this case.
Unlike ﬁnite-difference methods for nonlinear problems, shooting methods do not require the solution
of a large system of nonlinear equations during each iteration; there are only two nonlinear equations,
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Table 5
Comparison of computed  for −0.1988< < 10
 Present Salama [19] Asaithambi [2] Asaithambi [3]
20000 1.687218 1.687218 1.687222 1.687218
10000 1.232589 1.232588 1.232589 1.232588
05000 0.927680 0.927680 0.927682 0.927680
00000 0.469600 0.469600 0.469601 0.469600
−01000 0.319270 0.319270 0.319270 0.319269
−01500 0.216361 0.216362 0.216360 0.216358
−01800 0.128637 0.128638 0.128637 0.128624
−01988 0.005225 0.005226 0.005218 0.005239
each consisting of only one unknown, and these equations are considered independently. Since the secant
method requires two initial guesses, we have used  and  for the ﬁrst iteration to be some ﬁxed
quantities instead of using formulas (43) and (44). As the order of the Taylor series is increased, larger
mesh sizes can be used. Increased accuracy is achieved as the tolerance allowed for the asymptotic
condition v(1) = 0 is made smaller and smaller. The tolerance allowed for u(1) = 1 determines the
precision to which the computed values of  can be trusted, provided the asymptotic condition is satisﬁed
to a ﬁner tolerance. The effect of the initial guess (0)∞ has been studied in some detail in [17, pp. 300–302]
for the case 0 = 1,  = 1. According to Rogers [17], for small values of  the trial solutions for even
poor estimates of  = f ′′(0) behave approximately in the same manner as the correct solution. On the
other hand, for large values of , convergence requires initial guesses for  that are very close to the
correct solution. Thus, using an initially small value for ∞ works better than using large initial values of
∞, so that the initial guesses for  may be chosen arbitrarily. The present method behaves in a manner
consistent with this observation. In addition, as the value of  is increased, the initial value of ∞ leading
to convergence becomes smaller and smaller. Once a small enough initial ∞ is chosen, the initial value
of  has no effect on the convergence.
The amount of computational effort needed depends on the tolerances allowed for  and ∞. With
1= 10−10 and 2= 10−6, for each ﬁxed value of ∞, the method required, on the average 4–7 iterations
to obtain a converged . The number of iterations required to obtain a converged ∞, on the average,
was around 18–20. All computations were carried out on a 601MHz Intel Pentium III processor, and the
execution time required for each case reported here varied from 100 to 150ms.
In conclusion, we have developed an efﬁcient shooting method for the solution of the Falkner–Skan
equation in its general form (1). Our method employs direct Taylor series method(s) of arbitrary order for
the solution of the initial-value problems that arise while shooting. The method successfully computes
the Pohlhausen, Blasius, and Homann ﬂows, accelerating, constant, and decelerating ﬂows, as well as
boundary layer ﬂows in supersonic nozzles (large values of ). The solutions obtained presently are in
excellent agreement with those reported previously in the literature.
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