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Abst ract - -P ropagat ion  f plane waves is studied in the vertical inhomogeneous half-space, the 
mechanical properties of which depend only on depth. The theorems on the solvability of the cor- 
responding direct initial-boundary value problems are formulated. The class of 1D inverse problems 
including, in particular, the classical inverse problem of the scattering theory is also considered. The 
equivalence of all these problems is proved and an effective method to solve them is presented. 
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1. INTRODUCTION 
Let us consider the process of propagat ion of plane SH-waves in the elastic half-space z > 0 of the 
Eucl idean space •3, the mechanical propert ies of which depend only on the depth z. I t  will be 
considered that  the waves are polarized along some axis paral lel  to the plane z = 0, and normal  
stresses at the boundary  of the half-space are absent. Under these conditions, d isplacements 
of the medium points depend only on the t ime t and the depth z, and the general system of 
equations of the elast ic ity theory reduces to the unique relation (see [1-4]): 
(pV2Wz)z = pwtt.  (1) 
Here w(z, t) is displacement,  p(z) is density, and v(z) is propagat ion speed of per turbat ions  at the 
depth  z. Throughout  his paper it is supposed that  p and v are twice continuously differentiable, 
and for z > h > 0, they are constant and equal to some known values Po and vo. 
Determinat ion of mechanical parameters  of the medium using the results of measurements of
wave fields is one of the main problems in the interpretat ion of seismic observations. The wave 
fields are caused by the external  sources that  can be either at the surface of the medium or inside 
of the medium. The character  of initial boundary  condit ions for equation (1) depends on the 
locat ion of these sources and their physical nature. We consider several typical  boundary  value 
problems arising in geophysics. 
Assume that  there are no external  influences at the surface z = 0, i.e. 
 ZIz=o = o, (2) 
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and the plane wave wo(z, t) = ~(t + z/vo) moving from the domain z > h is the cause of 
oscillations. It is considered that the function ~(t) is equal to zero outside of some interval 
(a, oo). This means that w0 has a leading edge moving at the speed v0 in the negative direction 
of the axis z. It is evident that the full wave field in the medium will coincide with Wo until 
the leading edge reaches the domain z _< h. In other words, there exists such moment o that 
w(z , t )  = wo(z, t )  for all t _< to, z > 0. We assume, without loss of generality, that to = 0. Then 
the support of ~(z/vo)  will be in the domain z > h, and the relation 
<0 = \ 
will be valid. The system (1)-(3) obtained will be called the problem with internal sources, or 
simply the internal problem. It will be denoted by (i). 
If the sources of oscillations are outside of the half-space or at its boundary, then the condi- 
tion (2) should be replaced by the inhomogeneous condition 
wz}z=0 = ¢(t) ,  (4) 
where ¢(t) is considered to be equal to zero at t < 0. As the medium must be at rest before the 
action of (4), then 
0 -= 0. (5) 
The problem (1), (4), (5) will be called the external problem in accordance with the location of 
the sources. It will be denoted by (e). 
Equation (1) can be conveniently rewritten in the canonical form. Let us assume that 
x(z) = [v(~)] -1 d~, a(z(x))  = p(z (x) ) ,  v(z(x)) ,  
and pass fi'om (z, t) to the new independent variables (x, t), and from the unknown function w(z,  t) 
to the function u(x, t) = X/a(x)w(z(x) ,  t). After simple transformations we obtain, instead of (1), 
the following: 
Uxx-q(x )u=ut t ,  x >O, teN;  q (x )=( lnx /~)"  + [(lnv/-a) ']2, (6) 
and the conditions (2) and (3) will have the form 
(ux - ku)lx= 0 = 0, u] <0 =/( t  + x). (7) 
Here 2k = a'(O)/a(O), f ( t )  = vfS-5 . ~(t - l + h/vo), l = x(h), a0 = ~(1). Recall that p, v and, 
consequently, a are twice continuously differentiable, and a(x) -~ ao for x > I. So, the coefficient 
q(x) is continuous on the semi-axis x > 0 and vanishes at x > I. The support of the function f ( t )  
is in the interval [l, oc). 
Using the similar transformation, the problem (e) reduces to equation (6) with the initial 
boundary conditions 
(ux - ku)l~_ 0 = g(t), %_<0 - 0; g(t) = v(0)q~(65¢(t  ). (8) 
2. D IRECT PROBLEMS 
The problems (i) and (e) have been well-studied in the mathematical literature. Nevertheless, 
some revision of the known properties of their solutions is desirable. Let us introduce the func- 
tional spaces that will be required. Let X and T be intervals (probably infinite) on the axes x 
and t, and Q = X x T - -a  rectangle in the plane (x, t). V(Q)  will denote the set of functions 
u(x, t) continuous in Q and such that 
(a) mappings x ~ u(x, .) and t ~-* u(. ,t) take the values in the spaces L2(T) and L2(X)  and 
are continuous along x E X and t c T, correspondingly; 
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(b) I1~11~ = supz fT lu(x't)] 2dr + supt fx lu(x,t)l 2 dx < oo. 
The closure of V(Q) over the norm [1. [[Q will be called the space V2(Q). 
The symbol Vn(Q) will denote the set of functions u(x, t), all the derivatives u (k,m) = D~D'~u 
2 of which belong to V(Q) at 0 < k + m < n. The closure of yn(Q) over the norm Ilulln,q = 
~+m=o IIu(k'm)ll~ will be called the space V~(Q). It is clear that the elements of V~(Q) have 
generalized derivatives in Q up to the order n, and the continuous mappings x ~-+ u (k,m) (x, .), t ~-* 
u (k'm) (., t) with the values in the Sobolev spaces W~ -k-m (T) and W~ -k-m (X), correspondingly, 
are determined for each such derivative u(k,m). The space V ° is identified with V2, and the norm 
I1" II0,Q--with the norm I1" IIQ. The norm in the Sobolev space W~ will be denoted by I" In. 
o 
THEOREM 1. For any f(t) C W2(l, oo), there exists the unique solution of the problem (6), (7) 
belonging to the space V 2 in the half-plane Q = {(x, t) : x > 0}. This solution satisfies the 
inequality Ilull2,Q <_ C.  [f12, where C does not depend on f . 
The proof of this theorem will be published in [4], and therefore we do not give it here. 
o 
THEOREM 2. For any g(t) E WI~(O, oo), there exists the unique solution of the problem (6), (8) 
belonging to the space V2(Q~), Q~ = {(x,t) : z >_ o, t _< ~-} at any finite T. The derivative ut of 
this solution belongs to V~ in the haft-plane Q = {(x,t) : x >_ 0}, and the following estimates 
Ilull2,Q  - Ig!l, II ,II1,Q c .  Igll (9) 
hold. 
Let us give the scheme of proof for Theorem 2. First, let g be a smooth finite function. Let 
v(x,t) denote the solution of the problem (6), (8), in which the flmction g is replaced by the 
derivative gt. Existence of the solution to this auxiliary problem in the space V2(Q) and the 
estimate IIvlll,Q <_ c .  Igll are proved in the same way, as [4, Theorem 1]. It is clear that the 
function u(x, t) = fo v(x, 8) dO, for which the both inequalities (9) are valid, will be the solution 
to the original system (6), (8). In the general case, g should be approximated by the smooth 
finite functions gn. Then the corresponding solutions un will be found, and we shall pass on to 
the limit using the estimates (9) that have already been proved for un. 
A useful representation f solutions to the problems (i) and (e) is obtained with the help of 
the Fourier transform over the variable t. This can be done very easily for (i), as Theorem 1 
makes it possible to apply the Fourier transform directly to equation (6) and to the first condition 
from (7). Denoting the Fourier image of the function u(x, t) by U(x, w), we obtain 
Uzx - q(x)U = -w2U, x > 0; (10) 
ux  - ku  = 0,  x = 0. (11)  
As the coefficient q(x) vanishes on the semiaxis x > l, the equation (10) has the special solution 
e(x, w) coinciding with exp (iwx) at x > 1. This solution is holomorphic over the variable w in 
the whole complex plane. Together with the derivatives # and e" on x, it can be represented in
the form 
e(k)(x,w) = e i~x [(iw) k ÷~k(x ,~)]  , k = 0, 1, 2; (12) 
J" Ck( Iw l+l )k - lexp[a( ] Imwl - - Imw)] ,  x<l ,  
I~k(x,~)l 
- ~ O, x>_ l .  
Ck and c~ are positive constants (see [4--6]). 
At any w -# 0, the functions e(x, w) and e(x, -w) form a pair of linearly independent solutions 
to the equation (10) that are called Jost solutions [5,6]. Their Wronskian el(x,w)e(x,-w) - 
#(x , -w)e(x ,w)  does not depend on x and is equal to 2iT. The Jost solutions are complex 
adjoint for the real w, i.e. e(x, -w) = e(x, w). 
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Let us decompose the function U(x, w) into the linear combination 
U(x,w) = a(w)e(x,w) + b(w)e(x,-w) (13) 
and compute the coefficients of this decomposition. Passing on to the Fourier originals in the 
both parts of (13) and taking into account hat e(x, =t=w) = exp (+iwx) for x > l, we obtain 
u(x, t) = u+ (t + x)+ u_ ( t -  x), x >_ l, where u+ is the Fourier original of the coefficient a(w), and 
u_ is the Fourier original of the coefficient b(w). On the basis of the second condition from (7), we 
have u+(t) -- f(t). Consequently, a(w) coincides with the Fourier image F(w) of the function f(t). 
Substituting the decomposition (13) into the boundary condition (11), we obtain the equation 
Ux(O,w) - kU(O,w) = F(w)j(w) + b(w)j(-w) = 0 (14) 
over the coefficient b(w). Here the so-called Jost function e'(O,w) - ke(O, w) is denoted by j(w). 
It is known [5-7] that j(w) is the entire function that does not have zeroes at {Imw _> 0, w ¢ 0}. 
However, it has a zero of the first order at w = 0, due to the specific connection between the 
coefficients k and q(x) (see [4]). Thus, the equation (14) is uniquely solvable in the domain 
{Imw ~ 0, w ~ 0}, and the formula (13) has the form 
V(x, w) = F(w)e(x, w) - [ j(w) ] F(w)e(x, -w). (15) 
Generally speaking, the solution u(x, t) for (e) does not belong to any Lp(-C~, co) over the 
variable t. Therefore its Fourier transform exists only in terms of the theory of distributions. 
Nevertheless, as it follows from Theorem 2, the Fourier image of the derivative ut can be under- 
stood in the ordinary sense. Denoting it by V(x, w) and modifying, correspondingly, the reasoning 
given above, we obtain 
Here, as before, {Imw _< 0, w ~ 0}; G(w) is the Fourier image of the boundary data g(t) from 
the condition (8). 
3. INVERSE PROBLEMS 
Now let us study the inverse problems for the wave processes (i) and (e). Our main purpose is 
to reconstruct the coefficient q(x) in the equation (6). Values of the solutions to the corresponding 
problems (i) or (e) measured at some fixed point x = ~ at all real t, apart from the right-hand 
sides of the initial boundary conditions (7) or (8), serve as initial data. The point of observation 
can be either at the surface of the medium (~ = 0) or inside of it (~ > 0). In the latter case, we 
shall assume that this point is in the domain x > 1 where the parameter values of the medium 
are known. 
Only four types of inverse problems are possible within the framework of this concept. They 
differ by the location of the sources and the recording equipment. It is necessary to find the 
coefficient of the equation (6) if one of the following conditions is fulfilled: 
(ie) the function f(t) and the values u(0, t) of the corresponding solution to the problem (i) 
are known; 
(ii) the function f(t) and the values u(~,t), (4 -> l) of the corresponding solution to the 
problem (i) are known; 
(ee) the function g(t) and the values u(0, t) of the corresponding solution to the problem (e) 
are known; 
(ei) the function g(t) and the values u(~,t), (~ ___ l) of the corresponding solution to the 
problem (e) are known. 
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The first symbol of the abbreviations ie, ii, etc. characterizes the location of the source, and the 
second symbol--the location of the receiver of perturbations (i denotes the internal position and 
c cxternal position). 
From the problems listed above, only (ie) is new. All the other problems arose earlier in 
different areas of mathematical physics. However, they were considered as problems which are 
independent but close to each other. For example, the problem (ii) in the equivalent formulation 
was studied long ago in the scattering theory [5-7]. The problem (ee) was basically solved by 
A. S. Alekseev [1] as early as 1962. And, finally, the problem (ie) is considered in our paper [4]. 
The main aim of the given paper is to establish the complete quivalence between all these four 
problems and to formulate the unique approach to their solution. 
Let the functions f and g satisfy the conditions of Theorems 1 and 2, correspondingly. Let 
us substitute the data of the problems (ii) and (ie) into the formula (15), and the data of the 
problems (ei) and (ee)--into (16). As a result, we obtain four relations: 
U(~,w) = Pii(~,w)F(w), Pii = e i~( - e -i"¢ [ j(co) ]" 
L j ( -• ) J  ' 
-2ico 
U(O,w) = P~e(w)F(w), P~ =/ ( -w) ;  
V(~,w) = P~,(~,w)C(co), P~ = j(_co) , 
The factors Pii, Pi~, etc. will be called transition functions. These functions are determined 
directly from the data of the inverse problem--we need only divide the both parts of the cor- 
responding equality by F(co) or G(co). The only incorrectness arising here, i.e., the presence of 
zeroes of F(w) or G(co), can be regularized in the following way. 
Data supports of any inverse problem are located on some ray going to +c~. In accordance 
with the Paley-Wiener theorem, the Fourier images of these data are determined at all complex co 
from the half-plane Imw < 0 and are analytical functions there. Consequently, F  G, U and V 
have only isolated zeroes for Imco < 0. Every zero of F will simultaneously be the zero of U, 
and every zero of G will be the zero of V of the same multiplicity. Therefore the relations U/F  
or V/G are holomorphic in the half-plane Im co < 0. As the transition functions are continuous 
in the closed half-plane Imco _< 0, their values on the real axis can be interpreted as the limits of 
the given relations at Imw --~ -0.  
The equivalence of all the studied inverse problems implies that, with the help of any of the 
transition functions, it is possible to find the remaining three functions. Moreover, each of the 
transition functions is uniquely determined by the Jost function j(w), and vice versa. As far as 
Pi~ and P~i are concerned, this is evident, and for Pig this is established in the scattering theory 
[7]. It remains to consider P~. 
The peculiarity of the transition function P~ lies in the fact that the relation between this 
function and j ( -w)  includes one more unknown value e(0,-co). Let us pass to Re Pee in order 
to exclude e(0, -co). The values Pee at the points co and -co of the real axis are complex adjoint, 
and therefore, 
ico 2co 2 
2 ReP~(co) = Pe~(co) + P~.e(-co) - ij(co)12 [e'(O, co)e(O,-co) - e'(0,-co)e(0, co)] - Ij(w)l 2 
Consequently, the function RePee(w) at all real w ~ 0 is expressed as [j(w)[, and vice versa. 
Now, we need only show that Pee and j (w) are uniquely determined by the values Re Pee(w) and 
[J(co)t on the real axis. 
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For this purpose, let us consider the function P¢e(w) ÷ 1. It is analytical in the half-plane 
Imw < 0 and, owing to (12), it has asymptotics Pee(w) ÷ 1 = O(1/[w[) at Iw[ --* oo. According 
to the Paley-Wiener theorem [8], the integral representation 
1 f0~° P¢e(W) + 1 - Vz ~ e-i~tp(t) dr, haw < 0, (17) 
where p(t) is a real-valued function from L2(0, co), is valid. Hence, 
Re P~(w) + 1 - ~ coswt .p(t)dt, Imw = 0. (18) 
If the values Re Pee on the real axis are known, then p(t) can be computed, by means of inversion of 
the cosine transformation i  the right-hand side of (18). After this, P~e can be easily reconstructed 
by the formula (17). 
The function l og( - iw/ j ( -w) )  possess similar properties: it is analytical in the half-plane 
Imw < 0, and, at Iwl --. co, it has the asymptotics l og( - iw/ j ( -w) )  = log(1 + O(1/Iwl) = 
O(1/Iwl). Consequently, this function can be uniquely reconstructed by its real part at Imw = 0, 
i.e., using the values Re log( - iw/ j ( -w) )  = ln(Iwl/Ij(w)l ). But then j(w) can also be found, if the 
values Ij(w)l on the real axis are known. 
Hence, the data of any of the considered inverse problems uniquely determine the Jost func- 
tion j(w) that, in its turn, makes it possible to reconstruct the coefficient q of the original 
equation (6). Let us consider the self-adjoint operator A:  u(x) ~-* -u"  +qu acting in L2(0, co) to 
make sure that this is so. Operator A is defined for all elements of the space W2(0, co) satisfying 
the condition (11). The classical Sturm-Liouville inverse problem is in the determination of q(x) 
by the so-called spectral distribution function p(A) corresponding to operator A. There exist sev- 
eral effective methods for the solution of this problem. They were developed by V. A. Marchenko, 
M. G. Krein, I. M. Gelfand and B. M. Levitan. We shall not dwell on the description of these 
well-known results (see the review in [6]), but give the last theorem establishing the relation 
between j(w) and p(A). 
THEOREM 3. The spectral function p(A) of operator A is equal to zero for A <_ O; if A > O, then 
p(A) is infinitely differentiable, and 
vq 
p'(A) - ~[j(x/X)12 (19) 
The formula (19) was proved by L. D. Faddeyev [7] for Sturm-Liouville operators with Dirichlet 
boundary conditions. The different case of conditions (11) was considered in [1] with the help of 
results of M. G. Krein [9]. The full proof of this formula based on some other ideas can be found 
in our paper [4] to be published shortly. 
In conclusion, it should be noted that Theorem 3 can serve for the construction of new numerical 
algorithms for the solution of inverse problems of seismic sounding. Such algorithms already exist 
for the problem (ie) and they were successfully tested (see [4]). 
REFERENCES 
1. A.S. Alekseev, Some inverse problems of wave propagation theory, I (in Russian), Izv. AN SSSR Ser. geofiz. 
(11), 1515-1522 (1962). 
2. A.S. Alekseev, Inverse dynamic problems of seismics, In Some Methods and Algorithms .for Interpretation 
of Geophysical Data, (in Russian), pp. 9-84, Nauka, Moscow, (1967). 
3. A.S. Alekseev and A.G. Megrabov, Direct and inverse problems of scattering of plane waves on inhomoge- 
neous transition layers, (in l~ussian), Mathematical Problems of Geophysics 3,8-36 (1972). 
Plane Waves in Inhomogeneous Half-Space 19 
4. A.S. Alekseev and V.S. Belonosov, Direct and inverse problems associated with inclined passing of SH-waves 
through 1D inhomogeneous medium, Bulletin of the Novosibirsk Computing Center, series: Numerical 
Analysis (1) (1994) (to appear). 
5. M. Reed and B. Simon, Methods of Modern Mathematical Physics, III: Scattering Theory, Academic Press, 
New York, (1979). 
6. B.M. Levitan, Inverse Sturm-Liouville Problems, (in Russian), Nauka, Moscow, (1984). 
7. L.D. Faddeyev, An inverse problem of quantum scattering theory, (in Russian), UMN 14 (4), 57-119 (1959). 
8. R.E.A.C. Paley and N. Wiener, Fourier Transforms in the Complex Domain, AMS, New York, (1934). 
9. M.G. Krein, On transition function of one-dimensional second-order boundary problem, (in Russian), Dokl. 
AN SSSR 88 (3), 405-408 (1953). 
