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A KLR GRADING OF THE BRAUER ALGEBRAS
GE LI
Abstract. We construct a naturally Z-graded algebra Gn(δ) over R with KLR-like relations and give an explicit isomor-
phism between Gn(δ) and Bn(δ), the Brauer algebras over R, when R is a field of characteristic 0. This isomorphism
allows us to exhibit a non-trivial Z-grading on the Brauer algebras over a field of characteristic 0. As a byproduct of the
proof, we also construct an explicit homogeneous cellular basis for Gn(δ).
1. Introduction
Richard Brauer [2] introduced a class of finite dimensional algebras Bn(δ) over a field R, which are called
Brauer algebras, in order to study the n-th tensor power of the defining representations of orthogonal groups and
symplectic groups. It is well known that the symmetric group algebras RSn is a subalgebra of Bn(δ).
Khovanov and Lauda [11, 10] and Rouquier [16] have introduced a remarkable new family of algebras Rn,
the quiver Hecke algebras, for each oriented quiver, and they showed that they categorify the positive part of the
enveloping algebras of the corresponding quantum groups. The algebras Rn are naturally Z-graded. Brundan and
Kleshchev [3] proved that every degenerate and non-degenerate cyclotomic Hecke algebra HΛn of type G(r, 1, n)
over a field is isomorphic to a cyclotomic quiver Hecke algebra RΛn of type A by constructing an explicit isomor-
phisms between these two algebras. Hu and Mathas [9] gave another proof of Brundan and Kleshchev’s result
using seminormal forms. Moreover, Hu and Mathas [8] defined a homogeneous basis of the cyclotomic quiver
algebras RΛn which showed that HΛn is a graded cellular algebra.
Because RSn is a special case of HΛn , all above results hold in RSn. It is natural to ask the question that whether
Brauer algebras Bn(δ) are graded cellular algebras. Ehrig and Stroppel [4] proved this result, but they were unable
to give a presentation of the graded Brauer algebras similar to the KLR presentation of cyclotomic quiver Hecke
algebras.
Let R be a field of characteristic 0. The main purpose of this paper is to construct a Z-graded algebra over R with
a parameter δ ∈ R analogues to the cyclotomic quiver Hecke algebras and to prove that this algebra is isomorphic
to Bn(δ). In Section 3 we define a Z-graded algebra, Gn(δ), by generators and relations. It is generated by elements
Gn(δ) = { e(i) | i ∈ Pn } ∪ { yk | 1 ≤ k ≤ n } ∪ {ψk | 1 ≤ k ≤ n − 1 } ∪ { ǫk | 1 ≤ k ≤ n − 1 } , (1.1)
and the relations are similar to the KLR relations for the cyclotomic quiver Hecke algebras of type A. In Section 4
we construct a set of homogeneous elements in Gn(δ)
{ψst | (λ, f ) ∈ B̂n, s, t ∈ T udn (λ) } , (1.2)
with degψst = deg s + deg t, which are the Brauer-algebra-analogue of the graded cellular basis of the cyclotomic
quiver Hecke algebras [8]. In Section 5 we prove:
Theorem A. The algebra Gn(δ) is spanned by the elements {ψst | (λ, f ) ∈ B̂n, s, t ∈ T udn (λ) }.
We prove Theorem A via showing that
(1) 1R is a linear combination of (1.2) (cf. Proposition 4.39).
(2) For any (λ, f ) ∈ B̂n, s, t ∈ T udn (λ) and a ∈ Gn(δ), we have
ψsta =
∑
v∈T udn (λ)
cvψsv +
∑
(µ,ℓ)>(λ, f )
u,v∈T udn (µ)
cuvψuv, (1.3)
where cv, cuv ∈ R and > is a total ordering on B̂n (cf. Proposition 5.27).
Theorem A shows that dim Gn(δ) ≤ (2n − 1)!! = dim Bn(δ) and as a byproduct, (1.3) shows that (1.2) has a
cellular-like property.
In Section 6 we construct a new set of generators of the Brauer algebra Bn(δ)
{ e(i) | i ∈ In } ∪ { yk | 1 ≤ k ≤ n } ∪ {ψk | 1 ≤ k ≤ n − 1 } ∪ { ǫk | 1 ≤ k ≤ n − 1 } , (1.4)
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and in Section 7 we prove that the map Gn(δ) −→ Bn(δ) given by sending the generators in (1.1) to those in (1.4)
is a surjective algebra homomorphism. To show that the generators in (1.4) satisfy the relations of Gn(δ) we make
extensive use of seminormal forms of Bn(δ), following the Hu-Mathas [9] approach in type A. In turn this relies
Naz [14], or Rui-Si [17]. By construction our map Gn(δ) −→ Bn(δ) is surjective and it is injective by Theorem A,
we obtain the main result of this paper:
Theorem B. Suppose R is a field of characteristic p = 0 and δ ∈ R. Then Bn(δ)  Gn(δ).
By given Gn(δ)  Bn(δ), (1.2) is a basis of Gn(δ) because it spans Gn(δ) by Theorem A and it has the right
number of elements(= (2n − 1)!!). Because we proved the cellularity of (1.2) by (1.3), it is a graded cellular basis
of Gn(δ):
Theorem C. The algebra Gn(δ) is a graded cellular algebra with a graded cellular basis (1.2).
Because Gn(δ)  Bn(δ) and RΛn  RSn, similar to the Brauer algebras, by removing the elements ǫk for
1 ≤ k ≤ n, the quotient of Gn(δ) is isomorphic to RΛn with weight Λk for any k ∈ Z.
Finally we remark that the strategy that we use in this paper can be extended to the Brauer algebra over fields
of positive characteristic, the degenerate cyclotomic Nazarov-Wenzl algebras and partition algebras. As this paper
is already long enough, the details will appear in subsequent papers.
2. Preliminaries
2.1. The symmetric groups and Brauer algebras
Let Sn be the symmetric group acting on the integers {1, 2, . . . , n}. For 1 ≤ k ≤ n − 1, define sk = (k, k + 1) as
the elementary transpositions in Sn. Hence Sn is generated by
{ sk | 1 ≤ k ≤ n − 1 }
subject to the relations:
s2k = 1, for 1 ≤ k ≤ n − 1,
sk sr = sr sk, for 1 ≤ k, r ≤ n − 1 and |k − r| > 1,
sk sk+1sk = sk+1sk sk+1, for 1 ≤ k ≤ n − 2.
An expression w = si1 si2 . . . sim for w in terms of elementary transpositions is reduced if w cannot be expressed
as a proper sub-expression of si1 si2 . . . sim . For example, w = s2 s3s2 is a reduced expression and w = s2s3 s2 s3 is
not a reduced expression, because w = s2 s3s2 s3 = s3s2 s3 s3 = s3 s2. Notice that generally there are more than one
reduced expressions for an element of Sn. For example, s2 s3 s2 = s3 s2 s3 and both of expressions are reduced.
Let R be a commutative ring with identity 1 and δ ∈ R. The Brauer algebra Bn(δ) is a unital associative
R-algebra with generators
{s1, s2, . . . , sn−1} ∪ {e1, e2, . . . , en−1},
associated with relations
(1) (Inverses) s2k = 1.
(2) (Essential idempotent relation) e2k = δek.
(3) (Braid relations) sk sk+1 sk = sk+1 sk sk+1 and sk sr = sr sk if |k − r| > 1.
(4) (Commutation relations) skel = elsk and eker = erek if |k − r| > 1.
(5) (Tangle relations) ekek+1ek = ek, ek+1ekek+1 = ek+1, skek+1ek = sk+1ek and ekek+1sk = ek sk+1.
(6) (Untwisting relations) skek = ek sk = ek.
The symmetric group algebra RSn can be considered as a subalgebra of the Brauer algebra Bn(δ) for any δ.
The Brauer algebra Bn(δ) (cf. [2], [18]) has R-basis consisting of Brauer diagrams D, which consist of two rows
of n dots, labelled by {1, 2, . . . , n}, with each dot joined to one other dot. See the following diagram as an example:
D =
1 2 3 4 5 6
1 2 3 4 5 6
Two diagrams D1 and D2 can be composed to get D1 ◦ D2 by placing D1 above D2 and joining corresponding
points and deleting all the interior loops. The multiplication of Bn(δ) is defined by
D1·D2 = δn(D1,D2)D1 ◦ D2,
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where n(D1, D2) is the number of deleted loops. For example:
1 2 3 4 5 6
1 2 3 4 5 6
×
1 2 3 4 5 6
1 2 3 4 5 6
=
1 2 3 4 5 6
1 2 3 4 5 6
1 2 3 4 5 6
1 2 3 4 5 6
= δ1·
1 2 3 4 5 6
1 2 3 4 5 6
It is easy to see that we have 2n − 1 possibilities to join the first dot with another one, then 2n − 3 possibilities
for the next dot and so on. So there are (2n − 1)!! = (2n − 1)·(2n − 3)· . . . 3·1 number of Brauer diagrams, which
implies the dimension of Bn(δ) is (2n − 1)!!.
2.2. (Graded) cellular algebras
Following [7], we now introduce the graded cellular algebras. Reader may also refer to [8]. Let R be a commu-
tative ring with 1 and let A be a unital R-algebra.
2.1. Definition. A graded cell datum for A is a triple (Λ, T,C, deg) where Λ = (Λ, >) is a poset, either finite or
infinite, and T (λ) is a finite set for each λ ∈ Λ, deg is a function from ∐λ T (λ) to Z, and
C :
∏
λ∈Λ
T (λ) × T (λ)−→A
is an injective map which sends (s, t) to aλst such that:
(1) { aλst | λ ∈ Λ, s, t ∈ T (λ) } is an R-free basis of A;
(2) for any r ∈ A and t ∈ T (λ), there exists scalars cvt (r) such that, for any s ∈ T (λ),
aλst·r ≡
∑
v∈T (λ)
cvt (r)aλsv mod A>λ
where A>λ is the R-submodule of A spanned by { aµxy | µ > λ, x, y ∈ T (µ) };
(3) the R-linear map ∗ : A−→ A which sends aλst to aλts, for all λ ∈ Λ and s, t ∈ T (λ), is an anti-isomorphism
of A.
(4) each basis element aλst is homogeneous of degree deg aλst = deg s + deg t, for λ ∈ Λ and all s, t ∈ T (λ).
If a graded cell datum exists for A then A is a graded cellular algebra. Similarly, by forgetting the grading we
can define a cell datum and hence a cellular algebra.
Suppose A is a graded cellular algebra with graded cell datum (Λ, T,C, deg). For any λ ∈ Λ, define A≥λ to be
the R-submodule of A spanned by
{ c
µ
st | µ ≥ λ, s, t ∈ T (µ) } .
Then A>λ is an ideal of A≥λ and hence A≥λ/A>λ is a A-module. For any s ∈ T (λ) we define Cλs to be the
A-submodule of A≥λ/A>λ with basis { aλst + A>λ | t ∈ T (λ) }. By the cellularity of A we have Cλs  Cλt for any
s, t ∈ T (λ).
2.2. Definition. Suppose λ ∈ PΛn . Define the cell module of A to be Cλ = Cλs for any s ∈ T (λ), which has basis
{ aλt | t ∈ T (λ) } and for any r ∈ A,
aλt ·r =
∑
u∈T (λ)
crua
λ
u
where cru are determined by
aλst·r =
∑
u∈T (λ)
crua
λ
su + A>λ.
We can define a bilinear map 〈·, ·〉 : Cλ × Cλ−→Z such that
〈aλs , a
λ
t 〉a
λ
uv = a
λ
usa
λ
tv + A
>λ
and let rad Cλ = { s ∈ Cλ | 〈s, t〉 = 0 for all t ∈ Cλ }. As 〈·, ·〉 is homogeneous of degree 0, rad Cλ is a graded A-
submodule of Cλ.
2.3. Definition. Suppose λ ∈ PΛn . Let Dλ = Cλ/rad Cλ as a graded A-module.
Exactly as in the ungraded case [7, Theorem 3.4], we obtain the following:
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2.4. Theorem (Hu-Mathas [8, Theorem 2.10]). The set {Dλ〈k〉 | λ ∈ Λ, Dλ , 0, k ∈ Z } is a complete set of pair-
wise non-isomorphic graded simple A-modules.
In particular, the symmetric group algebra RSn is a graded cellular algebra. The details of the graded cellular
structure of RSn will be introduced in Section 2.5. It is well-known that the Brauer algebras Bn(δ) are (ungraded)
cellular algebras [7, Theorem 4.10]. In the following two subsections we will construct the cellular basis of the
Brauer algebras.
2.3. Combinatorics
In this subsection we introduce the combinatorics of up-down tableaux, which will be used to index the cellular
basis of the Brauer algebras. Throughout the rest of this paper, we fix R to be a field with characteristic 0 and
δ ∈ R.
Recall that a partition of n is a weakly decreased sequence of nonnegative integers λ = (λ1, λ2, . . .) such that
|λ| := λ1 + λ2 + . . . = n. In such case we denote λ ⊢ n. Because |λ| < ∞, there are finite many nonzero λi for
i ≥ 1. Because λ1 ≥ λ2 ≥ . . ., there exists k ≥ 1 such that λk ≥ 0 and λk+1 = λk+2 = . . . = 0. Usually we will write
λ = (λ1, . . . , λk) instead of an infinite sequence.
Let Ĥn be the set of all partitions of n. We can define a partial ordering E on Ĥn, which is called the dominance
ordering. Given λ, µ ∈ Ĥn, we say λ E µ if for any k ≥ 1, we have |
∑k
i=1 λi| ≤ |
∑k
i=1 µi|. Write λ ⊳ µ if λ E µ and
λ , µ. The dominance ordering can be extended to a total ordering ≤, the lexicographic ordering. We write λ < µ
if there exists k such that λi = µi for all i < k and λk < µk. Define λ ≤ µ if λ < µ or λ = µ. Then λ E µ implies
λ ≤ µ.
The Young diagram of a partition λ is the set
[λ] := { (r, l) | 1 ≤ l ≤ λr } .
For example, λ = (3, 2, 2) is a partition of 7, and the Young diagram of λ is
[λ] = .
Define α = ±(r, l) to be a node for positive integers r and l, and denote α > 0 if α = (r, l) and α < 0 if α = −(r, l).
In this paper we allow to work with linear combination of nodes. In more details, suppose α and β are two nodes,
we write α + β = 0 if α = (r, l) and β = −(r, l), or vise versa. Similarly, we write α = −β if α + β = 0.
Suppose α = (r, l). We say α is a node of λ in row r and column l if α ∈ [λ]. For example, let α = (2, 2),
β = (2, 3) and λ = (3, 2, 2). Then α is a node of λ in row 2 and column 2, and β is not a node of λ.
Suppose λ is a partition. A node α > 0 is addable if λ ∪ {α} is still a partition, and it is removable if λ\{α}
is still a partition. Let A (λ) and R(λ) be the sets of addable and removable nodes of λ, respectively, and set
A R(λ) = A (λ) ∪R(λ).
A λ-tableau is any bijection t : {1, 2, . . . , n} −→ [λ]. We identify a λ-tableau t with a labeling of the diagram of
λ. That is, we label the node (r, l) ∈ [λ] with the integer t−1(r, l). We say a tableau t has shape λ if it is a λ-tableau.
A tableau t is standard if the entries of each row and each column of t increase. Suppose λ ⊢ n. Denote Std(λ) to
be the set of all standard tableau of shape λ.
Define B̂n := { (λ, f ) | λ ∈ Ĥn−2 f and 0 ≤ f ≤ ⌊ n2 ⌋ } and B̂ to be the graph with
(1) vertices at level n: B̂n, and
(2) an edge (λ, f ) → (µ,m), (λ, f ) ∈ B̂n−1 and (µ,m) ∈ B̂n, if either µ is obtained by adding a node to λ, or by
deleting a node from λ.
We can extend the dominance ordering and lexicographic ordering of partitions to B̂n by defining (λ, f )E (µ,m)
if f < m, or f = m and λ E µ; and (λ, f ) ≤ (µ,m) if f < m, or f = m and λ ≤ µ. We define ⊳ and < similarly.
2.5. Definition. Let (λ, f ) ∈ B̂n. An up-down tableau of shape (λ, f ) is a sequence
t = ((λ(0), f0), (λ(1), f1), . . . , (λ(n), fn)), (2.1)
where (λ(0), f0) = (∅, 0), (λ(n), fn) = (λ, f ) and (λ(k−1), fk−1) → (λ(k), fk) is an edge in B̂, for k = 1, . . . , n. We write
Shape(t) = (λ, f ). If k = 0, 1, . . . , n, we denote tk = λ(k) and define the truncation of t to level k to be the up-down
tableau
t|k = ((λ(0), f0), (λ(1), f1), . . . , (λ(k), fk)).
For any 0 ≤ f ≤ ⌊ n2 ⌋ and λ ⊢ n − 2 f , define
T
ud
n (λ) := { t | t is an up-down tableau of shape (λ, f ) ∈ B̂n } .
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Suppose s, t ∈ T udn (λ). We define the dominance ordering s E t if sk E tk for any k with 1 ≤ k ≤ n and s ⊳ t if
s E t and s , t.
An up-down tableau t = ((λ(0), f0), (λ(1), f1), . . . , (λ(n), fn)) can be identified with a n-tuple of nodes:
t = (α1, α2, . . . , αn), (2.2)
where αk = (r, l) if λ(k) = λ(k−1)∪{(r, l)} and αk = −(r, l) if λ(k) = λ(k−1)\{(r, l)} for 1 ≤ k ≤ n. Therefore an up-down
tableau t can be identified as a map t : {1, 2, . . . , n} −→ {±(r, l) | r, l ∈ Z>0 }. Note that the range of t is all (positive
and negative) nodes and t is not necessary injective. We have t(k) = αk for 1 ≤ k ≤ n.
We define a right action of Sn on the up-down tableaux of n. Suppose t = (α1, . . . , αn) and 1 ≤ k ≤ n − 1.
Define t·sk = (α1, . . . , αk−2, αk, αk−1, αk+1, . . . , αn). We note that t·sk is not necessarily an up-down tableau, and
when t ∈ T udn (λ), then t·sk ∈ T udn (λ) if t·sk is an up-down tableau.
Two nodes α = (i, j) > 0 and β = (r, l) > 0 are adjacent if i = r ± 1 and j = l, or i = r and j = l ± 1. The
next Lemma can be verified directly by the construction of up-down tableaux. It gives conditions for t·sk to be an
up-down tableau.
2.6. Lemma. Suppose (λ, f ) ∈ B̂n and t ∈ T udn (λ). For 1 ≤ k ≤ n − 1, t·sk is an up-down tableau if and only if one
of the following conditions hold:
(1) t(k) > 0, t(k + 1) > 0, and t(k) and t(k + 1) are not adjacent.
(2) t(k) < 0, t(k + 1) < 0, and −t(k) and −t(k + 1) are not adjacent.
(3) t(k) > 0, t(k + 1) < 0, and t(k) + t(k + 1) , 0.
(4) t(k) < 0, t(k + 1) > 0, and t(k) + t(k + 1) , 0.
Recall δ ∈ R and let x be an indeterminate. Suppose α = (r, l) is a positive node. The content of α is cont(α) =
x−1
2 + l − r and the residue of α, res(α), is the evaluation of the content at x = δ. Set cont(−α) = − cont(α) and
res(−α) = − res(α).
Suppose t = (α1, α2, . . . , αn) is an up-down tableau. Define ct(k) = cont(αk) and rt(k) = res(αk) for 1 ≤ k ≤ n.
We define the residue sequence of t to be it = (i1, i2, . . . , in) such that ik = rt(k) for any 1 ≤ k ≤ n. Let P = δ−12 + Z.
One can see that res(α) ∈ P for any node α. Therefore one can see that the residue sequence it ∈ Pn. Suppose
i ∈ Pn. Let T udn (i) be the set containing all the up-down tableaux with residue sequence i.
Here we give the notations for subtraction and concatenation of n-tuples in Pn. For i = (i1, . . . , in) ∈ Pn, denote
i|k = (i1, . . . , i j) ∈ Pk for 1 ≤ k ≤ n; and denote i ∨ i = (i1, . . . , in, i) ∈ Pn+1 for i ∈ P.
We now introduce the degree function of the set of up-down tableaux. Ultimately this degree function will
describe the grading on Bn(δ).
Suppose we have (λ, f ) → (µ,m). Write λ ⊖ µ = α if λ = µ∪ {α} or µ = λ∪ {α}. For any up-down tableau t and
an integer k, with 1 ≤ k ≤ n, let λ = tk−1, µ = tk and α = (r, l) = λ ⊖ µ. Define
At(k) = { β = (k, c) ∈ A (λ) | res(β) = res(α) and k > r } , if µ = λ ∪ {α},
Ât(k) = { β = (k, c) ∈ A (µ) | res(β) = − res(α) and k , r } , if µ = λ\{α};
Rt(k) = { β = (k, c) ∈ R(λ) | res(β) = res(α) and k > r } , if µ = λ ∪ {α},
R̂t(k) = { β = (k, c) ∈ R(µ) | res(β) = − res(α) } , if µ = λ\{α}.
2.7. Definition. Suppose t is an up-down tableau of size n. For integer k with 0 ≤ k ≤ n − 1, write λ = tk−1, µ = tk
and α = λ ⊖ µ. Define
deg(t|k−1 ⇒ t|k) :=
|At(k)| − |Rt(k)|, if µ = λ ∪ {α},|Ât(k)| − |R̂t(k)| + δres(α),− 12 , if µ = λ\{α},
and the degree of t is
deg t :=
n∑
k=1
deg(t|k−1 ⇒ t|k).
2.8. Remark. We note that when the characteristic of the field is 0, we have |At(k)| = |Rt(k)| = 0 for any 1 ≤ k ≤ n.
Therefore, we always have deg(t|k−1 ⇒ t|k) = 0 when µ = λ ∪ {α}.
2.9. Example. Let n = 6, λ = (1, 1), δ = 1 and t =
(
∅, , , , , ,
)
∈ T udn (λ). By Remark 2.8,
we have deg t = ∑k deg(t|k−1 ⇒ t|k), where k take values such that t|k is obtained by removing a node from t|k−1.
Therefore, we have deg t = deg(t|4 ⇒ t|5) + deg(t|5 ⇒ t|6).
By the definitions, we have Ât(5) = R̂t(5) = ∅, Ât(6) = ∅ and R̂t(6) = {(2, 1)}. Because δ = 1, for any node α,
we have res(α) ∈ Z, which implies δres(α),− 12 = 0. Hence, the degree of t is
deg t = deg(t|4 ⇒ t|5) + deg(t|5 ⇒ t|6) = 0 − 1 = −1.
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2.10. Example. Let n = 6, λ = (1, 1), δ = 0 and t =
(
∅, , , , , ,
)
∈ T udn (λ). Following the same
argument as in Example 2.9, we have deg t = deg(t|4 ⇒ t|5) + deg(t|5 ⇒ t|6).
By the definitions, we have Ât(5) = ∅ and R̂t(5) = {(1, 2)}. If we set λ = t4 and µ = t5, we have µ = λ\{α}
where α = (2, 2). Because res(α) = − 12 , we have
deg(t|4 ⇒ t|5) = |Ât(5)| − |R̂t(5)| + δres(α),− 12 = 0 − 1 + 1 = 0.
Similarly, we have Ât(6) = R̂t(6) = ∅. If we set λ = t5 and µ = t6, we have µ = λ\{α} where α = (1, 2). Because
res(α) = 12 , we have
deg(t|5 ⇒ t|6) = |Ât(6)| − |R̂t(6)| + δres(α),− 12 = 0.
Hence, the degree of t is deg t = deg(t|4 ⇒ t|5) + deg(t|5 ⇒ t|6) = 0 + 0 = 0.
2.4. Jucys-Murphy elements and Cellularity of Brauer algebras
In the Brauer algebra Bn(δ), Nazarov [14] defined Jucys-Murphy elements Lk for 1 ≤ k ≤ n by L1 = δ−12 and
Lk+1 = sk − ek + skLk sk, for 1 ≤ k ≤ n − 1.
2.11. Lemma (Nazarov [14]). The following relations hold in the algebra Bn(δ):
skLr = Lr sk, ekLr = Lrek; r , k, k + 1;
skLk − Lk+1sk = ek − 1, Lk sk − skLk+1 = ek − 1;
ek(Lk + Lk+1) = 0, (Lk + Lk+1)ek = 0.
Graham and Lehrer [7] proved that Bn(δ) is a cellular algebra over any commutative ring R. Enyang [5, 6]
constructed another cellular basis indexed by pairs (s, t), where s, t ∈ T udn (λ) and (λ, f ) ∈ B̂n. We will only state
the Theorem here.
2.12. Theorem (Enyang [6]). Let Bn(δ) be a Brauer algebra over a commutative ring R and ∗ : Bn(δ)−→Bn(δ)
be the R-linear involution which fixes sk and ek for 1 ≤ k ≤ n − 1. Then Bn(δ) has a cellular basis
{mst | s, t ∈ T udn (λ), (λ, f ) ∈ B̂n }
such that
mstLk = rt(k)mst +
∑
v∈T udn (λ)
v⊲t
cvmsv +
∑
u,v∈T udn (µ)
(µ,m)∈B̂n
(µ,m)⊲(λ, f )
cuvmuv.
2.5. Seminormal forms and idempotents
In this subsection we develop the theory of seminormal forms for Brauer algebras, summarizing results that are
in the literature, such as [12, 17].
Recall that Bn(δ) is a R-algebra, where R is a field of characteristic 0. Define F = R(x) to be the rational field
with indeterminate x and O = R[x](x−δ) = R[[x − δ]]. Let m = (x − δ)O ⊂ O . Then m is a maximal ideal of O and
R  O/m.
Let BFn (x) and BOn (x) be the Brauer algebras over F and O , respectively. Then BFn (x) = BOn (x) ⊗O F and
Bn(δ)  BOn (x) ⊗O R  BOn (x)/(x − δ)BOn (x). In order to avoid confusion we will write the generators of BOn (x)
and BFn (x) as sOk and eOk and generators of Bn(δ) as sk and ek. Hence for any element w ∈ Bn(δ), we write
wO = w ⊗R 1O ∈ BOn (x), so that w = wO ⊗O 1R.
Because Bn(δ)  BOn (x)⊗O R  BOn (x)/(x−δ)BOn (x), if x, y ∈ BOn (x) and we have x ≡ y (mod (x−δ)BOn (x)),
then x ⊗O 1R = y ⊗O 1R as elements of Bn(δ). This observation will give us a way to extend the results of BOn (x)
to Bn(δ).
The next Lemma says that an up-down tableau t is completely determined by its contents ct(k) for 1 ≤ k ≤ n.
2.13. Lemma. Suppose s, t are up-down tableaux of size n. Then s = t if and only if cs(k) = ct(k) for all 1 ≤ k ≤ n.
Hence BFn (x) and F satisfies the separation condition in the sense of Mathas [12, Definition 2.8] or Rui-Si [17,
Assumption 3.1]. The results we have in the rest of this subsection are already included in Mathas [12, Section 3,
4] and Rui-Si [17, Section 3].
2.14. Definition. Suppose BFn (x) is the Brauer algebra over F and {mst | T udn (λ), (λ, f ) ∈ B̂n } is the basis of BFn (x).
(1) For any 1 ≤ k ≤ n, define C (k) = { ct(k) | t ∈ T udn (λ), (λ, f ) ∈ B̂n }.
(2) Ft =∏nk=1 ∏c∈C (k)
ct(k),c
LOk −c
ct(k)−c .
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(3) fst = FsmstFt,
where s, t ∈ T udn (λ) and (λ, f ) ∈ B̂n.
By Theorem 2.12, fst = mst +∑u⊲s,v⊲t ruvmuv, for some ruv ∈ F. Therefore
{ fst | s, t ∈ T udn (λ), (λ, f ) ∈ B̂n }
is a basis of BFn (x). This basis is called the seminormal basis of Bn(δ); see [12, Theorem 3.7].
2.15. Lemma. Suppose that BFn (x) is the Brauer algebra over F. Then we have
fstLOk = ct(k) fst, LOk fst = cs(k) fst, and fst fuv = δt,u fsv,
for 1 ≤ k ≤ n and s, t, u, v ∈ T udn (λ).
Nazarov [14] gave the actions of sOk and eOk on the fst’s. Readers may also check Rui-Si [17]. Suppose
s, t ∈ T udn (λ) and (λ, f ) ∈ B̂n. Define
fsteOk =
∑
u∈T udn (λ)
ek(t, u) fsu and fstsOk =
∑
u∈T udn (λ)
sk(t, u) fsu.
2.16. Definition. Suppose 1 ≤ k ≤ n − 1 and (λ, f ) ∈ B̂n. For t ∈ T udn (λ) with tk−1 = tk+1, define an equivalence
relation k∼ by declaring that t k∼ s if tr = sr whenever 1 ≤ r ≤ n and r , k, for s ∈ T udn (λ).
Suppose i, j ∈ Pn with ik + ik+1 = jk + jk+1 = 0 for some 1 ≤ k ≤ n − 1. We define an equivalence relation k∼
on Pn by declaring that i k∼ j if ir = jr whenever 1 ≤ r ≤ n and r , k, k + 1. It is easy to see that t k∼ s only if
sk−1 = sk+1 = tk−1 = tk+1 and it k∼ is. The next result is a special case of [1, 4.2].
2.17. Lemma. Suppose t ∈ T udn (λ) with tk−1 = tk+1 = µ. Then there is a bijection between A R(µ) and the set
{ s ∈ T udn (λ) | s k∼ t }.
Suppose t ∈ T udn (λ) with tk−1 = tk+1 for some k with 1 ≤ k ≤ n − 1. Define
ek(t, t) := (2ct(k) + 1)
∏
u
k
∼t
u,t
ct(k) + cu(k)
ct(k) − cu(k) ∈ F.
2.18. Theorem. Suppose (λ, f ) ∈ B̂n and t ∈ T udn (λ). For any 1 ≤ k ≤ n − 1 and s ∈ T udn (λ), we have:
(1) If tk−1 , tk+1 and t·sk does not exist, then
fstsOk =
1
ct(k + 1) − ct(k) fst.
(2) If tk−1 , tk+1 and u = t·sk ∈ T udn (λ), then
fstsOk =

1
ct(k+1)−ct(k) fst + fsu, if t ⊲ u,
1
ct(k+1)−ct(k) fst + (1 − 1(cs(k+1)−cs(k))2 ) fsu, if u ⊲ t.
(3) If tk−1 , tk+1, then fsteOk = 0.
(4) If tk−1 = tk+1, then
fstsOk =
∑
u
k
∼t
sk(t, u) fsu =
∑
u
k
∼t
ek(t, u) − δtu
ct(k) + cu(k) fsu.
(5) If tk−1 = tk+1, then
fsteOk =
∑
u
k
∼t
ek(t, u) fsu.
(6) If tk−1 = tk+1 and u k∼ t k∼ v, then
ek(u, t)ek(t, v) = ek(u, v)ek(t, t).
The following result gives an explicit construction on (central) primitive idempotents of BFn (x). Such result has
been proved by Mathas [12, Theorem 3.16] for general cellular algebras under separation condition.
For t ∈ T udn (λ), define γt ∈ F such that ftt ftt = γt ftt. By the cellularity of { fst}, we have fst ftu = γt fsu for any
s, u ∈ T udn (λ). Note that γt can be computed recursively by Rui-Si [17, Proposition 4.9].
2.19. Proposition. We have the following results:
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(1) Suppose t ∈ T udn (λ) and (λ, f ) ∈ B̂n. Then fttγt is a primitive idempotent of BFn (x).
(2) ∑t∈T udn (λ) fttγt is a central primitive idempotent. Moreover,
∑
(λ, f )∈B̂n
∑
t∈T udn (λ)
ftt
γt
= 1.
2.6. Graded cellular algebras RSn
In this subsection we will introduce a graded cellular structure on RSn by giving a graded cellular basis of RSn.
Khovanov and Lauda [11, 10] and Rouquier [16] have introduced a naturally Z-graded algebra Rn. Fix an
integer e ∈ {0, 2, 3, 4 . . .}. Define P′ = Z ∪ Z/2 when e = 0 and P′ = Z/eZ when e > 0. Let Γe be the oriented
quiver with vertex set Z/eZ and directed edges i → i + 1, for i ∈ Z/eZ. Thus, Γe is the quiver of type A∞ if e = 0
and if e ≥ 2 then it is a cyclic quiver of type A(1)e :
0 1
0 1
2
0 1
23
0 1
2
4
5
. . .
e = 2 e = 3 e = 4 e = 5
Let (ai, j)i, j∈Z/eZ be the symmetric Cartan matrix associated with Γe, so that
ai, j =

2, if i = j,
0, if i , j ± 1,
−1, if e , 2 and i = j ± 1,
−2, if e = 2 and i = j + 1.
To the quiver Γe attach the standard Lie theoretic data of a Cartan matrix (ai j)i, j∈Z/eZ, fundamental weights
{Λi|i ∈ Z/eZ}, positive weights
∑
i∈Z/eZNΛi, positive roots
⊕
i∈Z/eZNαi and let (·, ·) be the bilinear form determined
by
(αi, α j) = ai j and (Λi, α j) = δi j, for i, j ∈ Z/eZ.
Fix a weight Λ = ∑i∈Z/eZ aiΛi ∈ ∑i∈Z/eZNΛi. Then Λ is a weight of level l(Λ) = ℓ = ∑i∈Z/eZ ai. A multicharge for
Λ is a sequence κΛ = (κ1, . . . , κℓ) ∈ (Z/eZ)ℓ such that
(Λ, αi) = ai = # { 1 ≤ s ≤ ℓ | κs ≡ i (mod e) }
for any i ∈ Z/eZ.
The following algebras were introduced by Khovanov and Lauda and Rouquier who defined KLR algebras for
arbitrary oriented quivers.
2.20. Definition (Khovanov and Lauda [11, 10] and Rouquier [16]). Suppose K is an integral ring and n is a
positive integer. The Khovanov-Lauda–Rouquier algebra, Rn(K) of type Γe is the unital associative K-algebra
with generators
{ψ1, . . . , ψn−1} ∪ {y1, . . . , yn} ∪ { e(i) | i ∈ (Z/eZ)n }
and relations
e(i)e(j) = δije(i), ∑i∈(Z/eZ)n e(i) = 1,
yre(i) = e(i)yr, ψre(i) = e(sr·i)ψr, yrys = ysyr,
ψrys = ysψr, if s , r, r + 1,
ψrψs = ψsψr, if |r − s| > 1,
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ψryr+1e(i) =
(yrψr + 1)e(i), if ir = ir+1,yrψre(i), if ir , ir+1
yr+1ψre(i) =
(ψryr + 1)e(i), if ir = ir+1,ψryre(i), if ir , ir+1
ψ2r e(i) =

0, if ir = ir+1,
e(i), if ir , ir+1 ± 1,
(yr+1 − yr)e(i), if e , 2 and ir+1 = ir + 1,
(yr − yr+1)e(i), if e , 2 and ir+1 = ir − 1,
(yr+1 − yr)(yr − yr+1)e(i), if e = 2 and ir+1 = ir + 1
ψrψr+1ψre(i) =

(ψr+1ψrψr+1 + 1)e(i), if e , 2 and ir+2 = ir = ir+1 − 1,
(ψr+1ψrψr+1 − 1)e(i), if e , 2 and ir+2 = ir = ir+1 + 1,(
ψr+1ψrψr+1 + yr
−2yr+1 + yr+2
)
e(i), if e = 2 and ir+2 = ir = ir+1 + 1,
ψr+1ψrψr+1e(i), otherwise.
for i, j ∈ (Z/eZ)n and all admissible r and s. Moreover, Rn(O) is naturally Z-graded with degree function deter-
mined by
deg e(i) = 0, deg yr = 2 and degψse(i) = −ais,is+1 ,
for 1 ≤ r ≤ n, 1 ≤ s < n and i ∈ (Z/eZ)n.
Fix a weight Λ =
∑
i∈Z/eZ aiΛi with ai ∈ N. Let NΛn (K) be the two-sided ideal of Rn generated by the elements
e(i)y(Λ,αi1 )1 , for i ∈ (Z/eZ)n. We define the cyclotomic Khovanov-Lauda-Rouquier algebras, which were introduced
by Khovanov and Lauda [11, Section 3.4].
2.21. Definition. The cyclotomic Khovanov-Lauda-Rouquier algebras of weight Λ and type Γe is the algebra
RΛn (K) = Rn(K)/NΛn (K).
Brundan and Kleshchev [3] proved the remarkable result that when K is a field of characteristic p, KSn 
RΛn (K) when we set e = p and Λ = Λk for any k ∈ Z/eZ.
2.22. Theorem (Brundan-Kleshchev [3]). Suppose K is a field of characteristic p and RΛn (K) is the cyclotomic
Khovanov-Lauda-Rouquier algebra over K with e = p and Λ = Λk for any k ∈ Z/eZ. Then KSn  RΛn (K).
Murphy [13] constructed the first cellular basis for KSn which shows that KSn is a cellular algebra. Hu-
Mathas [8] gave a graded cellular basis ofKSn and prove thatKSn is a graded cellular algebra. Next we introduce
a graded cellular basis of KSn.
Suppose Λ = Λk for some k ∈ Z/eZ and λ ⊢ n is a partition of n. For t ∈ Std(λ), write t(ℓ) = (rℓ, cℓ) for
1 ≤ ℓ ≤ n. We define the residue sequence of t to be i = (i1, . . . , in) ∈ (Z/eZ)n where iℓ ≡ k + cℓ − rℓ (mod e) for
1 ≤ ℓ ≤ n.
2.23. Remark. Note we have defined residue sequence for up-down tableau. A standard λ-tableau can be con-
sidered as a special case of up-down tableau with shape (λ, 0). For t ∈ Std(λ), we have two residue sequence –
i = (i1, . . . , in) ∈ (Z/eZ)n by considering t as a standard tableau, and j = ( j1, . . . , jn) ∈ Pn by considering t as an
up-down tableau. Essentially these two definitions are equivalent when e = p = 0. One can see that i is a "shift" of
j. In more details, for 1 ≤ ℓ ≤ n, we have iℓ = jℓ − ( δ−12 − k).
Define tλ to be the unique standard λ-tableau such that tλ D t for all standard λ-tableau t and let iλ = (i1, . . . , in)
to be the residue sequence of tλ by considering it as a standard tableau. We define eλ = e(iλ).
Suppose w ∈ Sn with reduced expression w = si1 si2 . . . sim . Define
ψw = ψi1ψi2 . . . ψiℓ ∈ R
Λ
n (K) and ψ∗w = ψiℓψiℓ−1 . . . ψi2ψi1 ∈ RΛn (K).
For any standard tableau t with shape λ, we define d(t) ∈ Sn such that t = tλd(t).
2.24. Definition. Suppose λ ⊢ n and s, t ∈ Std(λ). Define
ψst = ψ
∗
d(s)eλψd(t) ∈ R
Λ
n (K).
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2.25. Theorem (Hu-Mathas [8, Theorem 5.14]). Suppose K is a field. Then
{ψst | s, t ∈ Std(λ) for λ ⊢ n }
is a graded cellular basis of RΛn (K).
2.26. Remark. We note that all the results of this subsection were originally proved in the cyclotomic Hecke
algebras of type A, H Λn (K), with weight Λ =
∑
i∈Z/eZ aiΛi ∈
∑
i∈Z/eZNΛi instead of the symmetric group algebra,
KSn. In this paper we only need the results for KSn. So we restrict all the results to KSn.
3. The graded algebras Gn(δ)
Let x be an invariant and recall O = R[x](x−δ) = R[[x−δ]], and F = R(x). In this section we define a new algebra
Gn(δ) over R associated with KLR-like relations, which is naturally Z-graded.
3.1. A categorification of n-tuple i ∈ Pn
Recall P = δ−12 +Z. In this subsection we define a mapping hk : P
n−→Z which separates Pn into three mutually
exclusive subsets. Such categorification will be used to determine the relations and the degree of generators of the
graded algebra Gn(δ).
First we give a proper definition of hk.
3.1. Definition. Suppose i = (i1, i2, . . . , in) ∈ Pn and k is an integer with 1 ≤ k ≤ n. We define
hk(i) := δik ,− δ−12 + # { 1 ≤ r ≤ k − 1 | ir = −ik ± 1 } + 2# { 1 ≤ r ≤ k − 1 | ir = ik }
−δik , δ−12
− # { 1 ≤ r ≤ k − 1 | ir = ik ± 1 } − 2# { 1 ≤ r ≤ k − 1 | ir = −ik } .
3.2. Remark. Suppose i = (i1, . . . , in) and 1 ≤ k ≤ n − 1. If ik+1 = ik, we have
hk+1(i) =

hk(i), if ik = 0,
hk(i) + 3, if ik = ± 12 ,
hk(i) + 2, otherwise;
(3.1)
and if ik+1 = −ik, we have
hk+1(i) =

−hk(i), if ik = 0,
−hk(i) − 3, if ik = ± 12 ,
−hk(i) − 2, otherwise.
(3.2)
We will use this result frequently in the rest of this paper.
Given (λ, f ) ∈ B̂k−1, the key point of hk is that it gives us a way to understand the structure of A R(λ). In order
to connect hk and A R(λ), we introduce a Lemma which is first proved by Nazarov [14].
3.3. Lemma (Nazarov [14, Lemma 3.8]). Suppose u is a unknown and t is an up-down tableau of size n. If for
1 ≤ k ≤ n − 1 we have t(k) + t(k + 1) = 0, then
u + (x − 1)/2
u − (x − 1)/2
k−1∏
r=1
(u + ct(r))2 − 1
(u − ct(r))2 − 1
(u − ct(r))2
(u + ct(r))2 =
∑
s
k
∼t
u + cs(k)
u − cs(k) . (3.3)
Suppose λ is a partition and α ∈ A R(λ). Define
resλ(α) =
res(α), if α ∈ A (λ),− res(α), if α ∈ R(λ),
and for i ∈ P, we denote A Rλ(i) = {α ∈ A R(λ) | resλ(α) = i }.
The next Lemma gives the most important property of hk.
3.4. Lemma. For any i ∈ Pn such that i|k−1 is the residue sequence of some up-down tableaux with shape (λ, f ),
we have hk(i) = |A Rλ(−ik)| − |A Rλ(ik)|.
Proof. Suppose u ∈ T udk−1(i|k−1) with shape (λ, f ). Choose any up-down tableau t of size k + 1 with t|k−1 = u and
t(k) + t(k + 1) = 0. By the construction of up-down tableaux, there exists such t as long as |A R(λ)| > 0, which is
always true.
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Substitute u = i into (3.3). Then we have
i + (x − 1)/2
i − (x − 1)/2
k−1∏
r=1
(i + ct(r))2 − 1
(i − ct(r))2 − 1
(i − ct(r))2
(i + ct(r))2 =
∏
s
k
∼t
i + cs(k)
i − cs(k) ∈ F.
For convenience, write d = x−δ2 . Then we have∏
s
k
∼t
i + cs(k)
i − cs(k) =
d|A Rλ(−i)|
d|A Rλ(i)|
v1,
for some v1 invertible in O and
i + (x − 1)/2
i − (x − 1)/2
k−1∏
r=1
(i + ct(r))2 − 1
(i − ct(r))2 − 1
(i − ct(r))2
(i + ct(r))2 =
dδi,− δ−12
dδi, δ−12
d#{ 1≤r≤k−1|ir=−i±1 }
d#{ 1≤r≤k−1|ir=i±1 }
d2#{ 1≤r≤k−1|ir=i }
d2#{ 1≤r≤k−1|ir=−i }
v2,
for some v2 invertible in O .
Hence,
d|A Rλ(−i)|
d|A Rλ(i)|
v1 =
dδi,− δ−12
dδi, δ−12
d#{ 1≤r≤k−1|ir=−i±1 }
d#{ 1≤r≤k−1|ir=i±1 }
d2#{ 1≤r≤k−1|ir=i }
d2#{ 1≤r≤k−1|ir=−i }
v2
where v1, v2 invertible in O . Because d is not invertible in O , we have
|A Rλ(−i)| − |A Rλ(i)| = δi,− δ−12 + # { 1 ≤ r ≤ k − 1 | ir = −i ± 1 } + 2# { 1 ≤ r ≤ k − 1 | ir = i }
− δi, δ−12
− # { 1 ≤ r ≤ k − 1 | ir = i ± 1 } − 2# { 1 ≤ r ≤ k − 1 | ir = −i } = hk(i),
which completes the proof. 
The next Corollary is a special case of Lemma 3.4, which shows the connection between hk(it) and t.
3.5. Corollary. Suppose t is an up-down tableau of size n and it is the residue sequence of t. For 1 ≤ k ≤ n, let
tk−1 = λ. Then we have hk(it) = |A Rλ(−ik)| − |A Rλ(ik)|.
The first application of Lemma 3.4 is that when i is a residue sequence of some up-down tableaux, the value of
hk(i) is bounded.
3.6. Lemma. Suppose i ∈ Pn and 1 ≤ k ≤ n. If i is the residue sequence of an up-down tableau, we have
hk(i) ∈ {−2,−1, 0}.
Proof. Suppose t is an up-down tableau with residue sequence i. Write λ = tk−1. By Lemma 3.4 we have|A Rλ(−ik)|−
|A Rλ(ik)| = hk(i).
The existence of t implies |A Rλ(ik)| ≥ 1. By the construction of partitions, we have
0 ≤ |A Rλ(−ik)| ≤ 2, 0 ≤ |A Rλ(ik)| ≤ 2, and 0 ≤ |A Rλ(−ik)| + |A Rλ(ik)| ≤ 2. (3.4)
The Lemma follows easily by direct calculations. 
3.7. Lemma. Suppose i ∈ Pn and 1 ≤ k ≤ n. If i is the residue sequence of an up-down tableau, we have hk(i) = 0
if ik = 0 and hk(i) ∈ {−1,−2} if ik = ± 12 .
Proof. Suppose ik = 0. As ik = −ik, by the definition of hk(i), we have hk(i) = −hk(i) = 0. Suppose ik = − 12 and
set λ = tk−1. By the construction of λ, we have |A Rλ(−ik)| = 0 and |A Rλ(ik)| ≥ 1, which implies that hk(i) ≤ −1
by Lemma 3.4. Hence hk(i) ∈ {−1,−2}. For ik = 12 we have the same result following the same argument. 
Lemma 3.6 and Lemma 3.7 give us an easy way to test whether i ∈ Pn is the residue sequence of an up-down
tableau. If we have hk(i) < {−2,−1, 0} for some 1 ≤ k ≤ n, then i is not the residue sequence of an up-down tableau.
But the reverse is not always valid. We will discuss this problem further in Section 3.3.
The next important application of hk is by giving t ∈ T udn (i) and λ = tk−1 for 1 ≤ k ≤ n, we know the exact values
of |A Rλ(−ik)| and |A Rλ(ik)| by knowing hk(i). Because i is the residue sequence of t, we have |A Rλ(ik)| ≥ 1.
Then by Lemma 3.4 and (3.4), the following results are straightforward:
|A Rλ(−ik)| = 0, |A Rλ(ik)| = 2 if hk(i) = −2, (3.5)
|A Rλ(−ik)| = 0, |A Rλ(ik)| = 1 if hk(i) = −1, (3.6)
|A Rλ(−ik)| = 1, |A Rλ(ik)| = 1 if hk(i) = 0, (3.7)
The following results are implied by (3.5) - (3.7), which can be used to determine the structure of t. These
results will be used frequently in the rest of this paper.
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3.8. Lemma. Suppose t ∈ T udn (i). For 1 ≤ k ≤ n, write λ = tk−1. Then we have the following properties:
(1) When hk(i) = −2, then A Rλ(ik) = {α, β} where α ∈ A (λ) and β ∈ R(λ).
(2) When hk(i) = 0, then A Rλ(ik) = {α} and A Rλ(−ik) = {β}, where either α, β ∈ A (λ) or α, β ∈ R(λ).
Proof. (1). When hk(i) = −2, by (3.5) we have A Rλ(ik) = {α, β}. Suppose α ∈ A (λ). If β ∈ A (λ), then we
have α, β ∈ A (λ) such that res(α) = res(β) = ik. But for any λ, there exists at most one addable node with
residue ik. Hence we must have β ∈ R(λ). Suppose α ∈ R(λ). If β ∈ R(λ), then we have α, β ∈ R(λ) such that
res(α) = res(β) = −ik. But for any λ, there exists at most one removable node with residue −ik. Hence we must
have β ∈ A (λ). Therefore part (1) follows.
(2). When hk(i) = 0, by (3.7) we have A Rλ(ik) = {α} and A Rλ(−ik) = {β}. Suppose α ∈ A (λ). If β ∈ R(λ),
we have res(α) = res(β) = ik. But for any λ, if there exists an addable node with residue ik, there does not exist
a removable node with residue ik. Hence we must have β ∈ A (λ). Suppose α ∈ R(λ). If β ∈ A (λ), we have
res(α) = res(β) = −ik. But for any λ, if there exists an addable node with residue −ik, there does not exist a
removable node with residue −ik. Hence we must have β ∈ R(λ). Therefore part (2) follows. 
3.9. Lemma. Suppose i ∈ Pn with ik = ik+1 for 1 ≤ k ≤ n − 1. For t ∈ T udn (i), we have t(k) > 0, t(k + 1) < 0 or
t(k) < 0, t(k + 1) > 0. Moreover, we have t(k) + t(k + 1) , 0 if and only if ik = 0.
Proof. Because of (3.1) and Lemma 3.6, it forces ik , ± 12 , and
hk(i) =
0, if ik = 0,−2, if ik , 0, and hk+1(i) = 0.
Write λ = tk−1. Assume ik = 0. By (3.7) we have |A Rλ(ik)| = 1. Hence by the construction of up-down
tableaux, we require t(k) + t(k + 1) = 0, which also implies that t(k) > 0, t(k + 1) < 0 or t(k) < 0, t(k + 1) > 0.
Assume ik , 0. By (3.5) we have |A Rλ(ik)| = 2. Let α, β ∈ A Rλ(ik) be distinct nodes. By Lemma 3.8, we set
α ∈ A (λ) and β ∈ R(λ). By the construction of up-down tableaux, we require t(k) = α, t(k + 1) = −β or t(k) = −β,
t(k + 1) = α. Henceforth, we have t(k) > 0, t(k + 1) < 0 or t(k) < 0, t(k + 1) > 0. Because α and β are distinct, we
have t(k) + t(k + 1) , 0, which completes the proof. 
3.10. Lemma. Suppose t ∈ T udn (i). If tk−1 = tk+1 = λ for 1 ≤ k ≤ n − 1, we have the following properties:
(1) hk(i) = −2 if and only if there exists an unique s , t such that s k∼ t and s ∈ T udn (i). Moreover, we have
ct(k) − ik = −(cs(k) − ik+1).
(2) hk(i) = 0 if and only if there exists an unique s such that s k∼ t and s ∈ T udn (i·sk). Moreover, we have
ct(k) − ik = cs(k) − ik.
(3) hk(it) = −1 if and only if s ∈ T udn (i) ∪ T udn (i·sk) and s k∼ t implies s = t.
Proof. In (1), by (3.5) we have |A Rλ(−ik)| = 0 and |A Rλ(ik)| = 2 if and only if hk(i) = −2. Hence by Lemma 2.17,
|A Rλ(ik)| = 2 if and only if there exist exactly two distinct up-down tableau u, v ∈ T udn (it) such that u k∼ t and
v
k
∼ t. It is obvious that one of u and v is t. It is Without loss of generality, we set u = t. Hence by setting s = v,
the uniqueness and existence of s follows.
Moreover, by Lemma 3.8 we have A Rλ(ik) = {α, β} where α ∈ A (λ) and β ∈ R(λ). Then we have t(k) = α
and s(k) = −β, or vice versa. In both cases, we have ct(k) − ik = −(cs(k) − ik+1), which proves part (1).
Using similar arguments, (2) can be implied by (3.7) and Lemma 3.8; and (3) can be implied by (3.6). 
3.11. Lemma. Suppose t ∈ T udn (i). If ik + ik+1 = 0 for 1 ≤ k ≤ n − 1, we have the following properties:
(1) When hk+1(i) = 0 or −1, then t(k) + t(k + 1) = 0.
(2) When hk+1(i) = −2, then either t(k) + t(k + 1) = 0, or ct(k) − ik = ct(k + 1) − ik+1.
Proof. Suppose tk = λ and t(k) = α. Without loss of generality, we assume α > 0. When α < 0 the Lemma follows
by the same argument.
(1). When hk+1(i) = 0 or −1, by (3.6) and (3.7) we have |A Rλ(ik+1)| = 1. As α ∈ R(λ) and resλ(α) = − res(α) =
−ik = ik+1, we have A Rλ(ik+1) = {α}. Hence, it forces t(k + 1) = −α = −t(k).
(2). When hk+1(i) = −2, by (3.5) we have |A Rλ(ik+1)| = 2. For the same reason as above, we have α ∈
A Rλ(ik+1). Hence we have A Rλ(ik+1) = {α, β}. By Lemma 3.8, we have α ∈ R(λ) and β ∈ A (λ). Therefore
t(k+1) = −α or β. If t(k+1) = −α = −t(k), we have t(k)+ t(k+1) = 0; and if t(k+1) = β, we have t(k)+ t(k+1) , 0
and ct(k) − ik = x−δ2 = ct(k + 1) − ik+1. 
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We now categorize Pn using hk. For 1 ≤ k ≤ n, define Pnk,+, P
n
k,− and P
n
k,0 as subsets of P
n by
Pnk,+ := { i ∈ P
n | ik , 0,−
1
2
and hk(i) = 0, or ik = −12 and hk(i) = −1 } .
Pnk,− := { i ∈ P
n | ik , 0,−
1
2
and hk(i) = −2, or ik = −12 and hk(i) = −3 } ,
Pnk,0 := P
n\(Pnk,+ ∪ Pnk,−).
We split Pn into three mutually exclusive subsets, i.e. Pn = Pnk,+ ⊔ P
n
k,− ⊔ P
n
k,0. Let I
n be the set containing all
the residue sequences of up-down tableaux of size n. For 1 ≤ k ≤ n, define
Ink,a := { i ∈ P
n
k,a | i is a residue sequence of some up-down tableaux }
where a ∈ {+,−, 0}. It is easy to see that In = Ink,+ ⊔ I
n
k,− ⊔ I
n
k,0. By the definitions of P
n
k,+, P
n
k,− and P
n
k,0, Lemma 3.6
and Lemma 3.7 imply that
Ink,+ = { i ∈ I
n | ik , 0,−
1
2
and hk(i) = 0, or ik = −12 and hk(i) = −1 } .
Ink,− = { i ∈ I
n | ik , 0,−
1
2 and hk(i) = −2 } .
Ink,0 = { i ∈ I
n | ik , 0,−
1
2
and hk(i) = −1, or ik = −12 and hk(i) = −2, or ik = 0 } .
We will give a further explanation of this categorification after we construct our graded algebra Gn(δ).
3.2. Graded algebras Gn(δ)
In this subsection we construct a naturally Z-graded algebra Gn(δ) over R and introduce some of its properties.
For i ∈ Pn and 1 ≤ k ≤ n − 1, define ak(i) ∈ Z and Aik,1, Aik,2, Aik,3, Aik,4 ∈ {1, 2, . . . , k − 1} by
ak(i) =

# { 1 ≤ r ≤ k − 1 | ir ∈ {−1, 1} } + 1 + δ ik−ik+1
2 ,
δ−1
2
, if ik−ik+12 = 0,
# { 1 ≤ r ≤ k − 1 | ir ∈ {−1, 1} } + δ ik−ik+1
2 ,
δ−1
2
, if ik−ik+12 = 1,
δ ik−ik+1
2 ,
δ−1
2
, if ik−ik+12 = 1/2,
# { 1 ≤ r ≤ k − 1 | ir ∈ { ik−ik+12 ,
ik−ik+1
2 − 1,−
ik−ik+1
2 ,−
ik−ik+1
2 + 1} } + δ ik−ik+12 , δ−12 , otherwise,
and
Aik,1 := { 1 ≤ r ≤ k − 1 | ir = −ik ± 1 } , A
i
k,2 := { 1 ≤ r ≤ k − 1 | ir = ik } ,
Aik,3 := { 1 ≤ r ≤ k − 1 | ir = ik ± 1 } , A
i
k,4 := { 1 ≤ r ≤ k − 1 | ir = −ik } ;
and for i ∈ Pnk,0 and 1 ≤ k ≤ n − 1, define zk(i) ∈ Z by
zk(i) =

0, if hk(i) < −2, or hk(i) ≥ 0 and ik , 0,
(−1)ak(i)(1 + δik ,− 12 ), if −2 ≤ hk(i) < 0,
1+(−1)ak (i)
2 , if ik = 0.
Let Gn(δ) be an unital associate R-algebra with generators
Gn(δ) = { e(i) | i ∈ Pn } ∪ { yk | 1 ≤ k ≤ n } ∪ {ψk | 1 ≤ k ≤ n − 1 } ∪ { ǫk | 1 ≤ k ≤ n − 1 }
associated with the following relations:
(1) Idempotent relations: Let i, j ∈ Pn and 1 ≤ k ≤ n − 1. Then
y
δi1 ,
δ−1
2
1 e(i) = 0,
∑
i∈Pn
e(i) = 1, e(i)e(j) = δi,je(i), e(i)ǫk = 0 if ik + ik+1 , 0; (3.8)
(2) Commutation relations: Let i ∈ Pn. Then
yke(i) = e(i)yk, ψke(i) = e(i·sk)ψk and (3.9)
ykyr = yryk, ykψr = ψryk, ykǫr = ǫryk, (3.10)
ψkψr = ψrψk, ψkǫr = ǫrψk, ǫkǫr = ǫrǫk if |k − r| > 1; (3.11)
(3) Essential commutation relations: Let i ∈ Pn and 1 ≤ k ≤ n − 1. Then
e(i)ykψk = e(i)ψkyk+1 + e(i)ǫke(i·sk) − δik ,ik+1 e(i), (3.12)
and e(i)ψkyk = e(i)yk+1ψk + e(i)ǫke(i·sk) − δik ,ik+1 e(i). (3.13)
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(4) Inverse relations: Let i ∈ Pn and 1 ≤ k ≤ n − 1. Then
e(i)ψ2k =

0, if ik = ik+1 or ik + ik+1 = 0 and hk(i) , 0,
(yk − yk+1)e(i), if ik = ik+1 + 1 and ik + ik+1 , 0,
(yk+1 − yk)e(i), if ik = ik+1 − 1 and ik + ik+1 , 0,
e(i), otherwise;
(3.14)
(5) Essential idempotent relations: Let i, j, k ∈ Pn and 1 ≤ k ≤ n − 1. Then
e(i)ǫke(i) =
(−1)
ak(i)e(i), if i ∈ Pnk,0 and ik = −ik+1 , ± 12 ,
(−1)ak(i)+1(yk+1 − yk)e(i), if i ∈ Pnk,+;
(3.15)
yk+1e(i) = yke(i) − 2(−1)ak(i)yke(i)ǫke(i) (3.16)
= yke(i) − 2(−1)ak(i)e(i)ǫke(i)yk, if i ∈ Pnk,0 and ik = −ik+1 =
1
2
, (3.17)
e(i) = (−1)ak(i)e(i)ǫke(i) − 2(−1)ak−1(i)e(i)ǫk−1e(i)
+ e(i)ǫk−1ǫke(i) + e(i)ǫkǫk−1e(i), if i ∈ Pnk,0 and −ik−1 = ik = −ik+1 = −
1
2
, (3.18)
e(i) = (−1)ak(i)e(i)(ǫkyk + ykǫk)e(i), if i ∈ Pnk,− and ik = −ik+1, (3.19)
e(j)ǫke(i)ǫke(k) =

zk(i)e(j)ǫke(k), if i ∈ Pnk,0,
0, if i ∈ Pnk,−,
(−1)ak(i)(1 + δik ,− 12 )(
∑
r∈Aik,1
yr − 2
∑
r∈Aik,2
yr,
+
∑
r∈Aik,3
yr − 2
∑
r∈Aik,4
yr)e(j)ǫke(k), if i ∈ Pnk,+;
(3.20)
(6) Untwist relations: Let i, j ∈ Pn and 1 ≤ k ≤ n − 1. Then
e(i)ψkǫke(j) =
(−1)
ak(i)e(i)ǫke(j), if i ∈ Pnk,+ and ik , 0,− 12 ,
0, otherwise;
(3.21)
e(j)ǫkψke(i) =
(−1)
ak(i)e(j)ǫke(i), if i ∈ Pnk,+ and ik , 0,− 12 ,
0, otherwise;
(3.22)
(7) Tangle relations: Let i, j ∈ Pn and 1 < k < n. Then
e(j)ǫkǫk−1ψke(i) = e(j)ǫkψk−1e(i), e(i)ψkǫk−1ǫke(j) = e(i)ψk−1ǫke(j), (3.23)
e(i)ǫkǫk−1ǫke(j) = e(i)ǫke(j); e(i)ǫk−1ǫkǫk−1e(j) = e(i)ǫk−1e(j); e(i)ǫke(j)(yk + yk+1) = 0; (3.24)
(8) Braid relations: Let Bk = ψkψk−1ψk − ψk−1ψkψk−1, i ∈ Pn and 1 < k < n. Then
e(i)Bk =

e(i)ǫkǫk−1e(i·sk sk−1sk), if ik + ik+1 = 0 and ik−1 = ±(ik − 1), (3.25)
−e(i)ǫkǫk−1e(i·sk sk−1sk), if ik + ik+1 = 0 and ik−1 = ±(ik + 1), (3.26)
e(i)ǫk−1ǫke(i·sk sk−1sk), if ik−1 + ik = 0 and ik+1 = ±(ik − 1), (3.27)
−e(i)ǫk−1ǫke(i·sk sk−1sk), if ik−1 + ik = 0 and ik+1 = ±(ik + 1), (3.28)
−(−1)ak−1(i)e(i)ǫk−1e(i·sk sk−1 sk), if ik−1 = −ik = ik+1 , 0,± 12 and hk(i) = 0, (3.29)
(−1)ak(i)e(i)ǫke(i·sk sk−1 sk), if ik−1 = −ik = ik+1 , 0,± 12 and hk−1(i) = 0, (3.30)
e(i), if ik−1 + ik, ik−1 + ik+1, ik + ik+1 , 0
and ik−1 = ik+1 = ik − 1, (3.31)
−e(i), if ik−1 + ik, ik−1 + ik+1, ik + ik+1 , 0
and ik−1 = ik+1 = ik + 1, (3.32)
0, otherwise. (3.33)
The algebra is self-graded, where the degree of e(i) is 0, yk is 2 and
deg e(i)ψk =

1, if ik = ik+1 ± 1,
−2, if ik = ik+1,
0, otherwise;
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and deg e(i)ǫke(j) = degk(i) + degk(j), where
degk(i) =

1, if i ∈ Pnk,+,
−1, if i ∈ Pnk,−,
0, if i ∈ Pnk,0.
3.12. Remark. By the definition of Gn(δ), the categorification of Pn is used to determine the degree of e(i)ǫke(j). By
(3.8), we have e(i)ǫke(j) = 0 only if ik + ik+1 = 0 and jk + jk+1 = 0. We will see that e(i) = 0 only if i ∈ In at the end
of Section 5 (see Corollary 5.29). Hence rather than categorizing Pn, we categorize the set { i ∈ In | ik + ik+1 = 0 }
for 1 ≤ k ≤ n − 1.
It is easy to verify that there exists an involution ∗ on Gn(δ) such that e(i)∗ = e(i), y∗k = yk, ψ∗r = ψr and ǫ∗r = ǫr
for 1 ≤ k ≤ n and 1 ≤ r ≤ n − 1.
We have an diagrammatic representation of Gn(δ). To do this, we associate to each generator of Gn(δ) an P-
labelled decorated planar diagram on 2n dots in the following way:
e(i) =
i1 i2 in
, yse(i) =
i1 is−1 is is+1 in
,
ψre(i) =
i1 ir−1 ir ir+1 ir+2 in
, ǫre(i) =
i1 ir−1 ir ir+1 ir+2 in
,
for i = (i1, . . . , in) ∈ Pn, 1 ≤ s ≤ n and 1 ≤ r ≤ n − 1. The r-th string of the diagram is the string labelled with ir .
Diagrams are considered up to isotopy, and multiplication of diagrams is given by concatenation, subject to the
relations (3.8) - (3.33). We are not going to use the diagrammatic notations in this paper, but the reader may be
aware that there exists such representation of Gn(δ).
We give some identities in Gn(δ) which will be used later for computational purposes. They can be easily
verified using the relations of Gn(δ). When 1 ≤ k < n − 1 and i, j ∈ Pn, we have
ǫkǫk+1ψk = ǫkǫk+1ǫkψk+1 = ǫkψk+1, (3.34)
ψkǫk+1ǫk = ψk+1ǫkǫk+1ǫk = ψk+1ǫk, (3.35)
ψk+1ǫkψk+1 = ψkǫk+1ǫkǫk+1ψk = ψkǫk+1ψk, (3.36)
e(i)ǫkψk+1ǫke(j) = e(i)ǫkǫk+1ψkǫke(j) = ±e(i)ǫke(j); (3.37)
and when 1 < k < n − 1, we have
ψk+1ǫk−1ǫkǫk+1 = ǫk−1ψkǫk+1 = ǫk−1ǫkǫk+1ψk−1, (3.38)
ǫk+1ǫk−1ǫkǫk+1 = ǫk−1ǫk+1 = ǫk−1ǫkǫk+1ǫk−1, (3.39)
ψk+1ǫk−1ǫkψk+1 = ǫk−1ψkǫk+1ψk = ǫk−1ǫkǫk+1ψk−1ψk, (3.40)
ykǫk+1ǫk = −ǫk+1yk+1ǫk = ǫk+1ǫkyk+2. (3.41)
3.3. A method to determine the residue sequence
At the end of Section section 5, we will prove e(i) = 0 if i < In (See Corollary 5.29). Hence, for i ∈ Pn, it
is important to determine whether i is the residue sequence of some up-down tableaux. By Lemma 3.6, i is not a
residue sequence if for any 1 ≤ k ≤ n we have hk(i) < {−2,−1, 0}, but the reverse is not true. In this subsection we
will discuss the reverse part. The results given in this subsection will be used in Section 7 as well.
Suppose i ∈ Pn and for 1 ≤ k ≤ n, i|k−1 is a residue sequence of some up-down tableaux. Choose arbitrary
u ∈ T udk−1(i|k−1) and let Shape(u) = (λ, f ). If hk(i) ∈ {−2,−1}, by Lemma 3.4 and |A Rλ(−ik)| ≥ 0, it forces
|A Rλ(ik)| > 0. Therefore the next Lemma follows.
3.13. Lemma. Suppose i ∈ Pn. If we have hk(i) ∈ {−2,−1} for all 1 ≤ k ≤ n, then i is the residue sequence of some
up-down tableaux.
Proof. We prove the Lemma by induction. When n = 1, the Lemma follows trivially. Assume when n′ < n the
Lemma holds. When n′ = n, set j = (i1, . . . , in−1). By induction, j is the residue sequence of some up-down tableau.
Suppose u is the up-down tableau with residue sequence j and (λ, f ) = Shape(u). As hn(i) ∈ {−2,−1}, we have
|A Rλ(in)| > 0 by Lemma 3.4. Let α ∈ A Rλ(in). Without loss of generality we assume α ∈ A (λ). Therefore if
we write u = (α1, . . . , αn−1), then s = (α1, . . . , αn−1, α) is an up-down tableau with residue sequence i. 
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If we have hk(i) = 0 for some 1 ≤ k ≤ n, by Lemma 3.4 and (3.4) we have |A Rλ(−ik)| = |A Rλ(ik)| ∈ {0, 1}.
Hence we cannot decide whether i is the residue sequence of some up-down tableau. Note that when ik = 0, we
have hk(i) = 0. In the rest of this subsection we extend Lemma 3.13 and include the case when ik = 0.
3.14. Lemma. Suppose i ∈ Pn and t ∈ T udn (λ) is an up-down tableau with residue sequence i. Then we have
# {α ∈ [λ] | res(α) = 1 } − # {α ∈ [λ] | res(α) = −1 }
= # { 1 ≤ k ≤ n | ik = 1 } − # { 1 ≤ k ≤ n | ik = −1 } .
Proof. Apply induction on n. The base case n = 1 follows trivially. For the induction step, we assume that the
Lemma holds for all j ∈ Pn−1 and prove the Lemma holds for i ∈ Pn. For convenience we denote
g1(λ) = # {α ∈ [λ] | res(α) = 1 } , g−1(λ) = # {α ∈ [λ] | res(α) = −1 }
n1(i) = # { 1 ≤ k ≤ n | ik = 1 } , n−1(i) = # { 1 ≤ k ≤ n | ik = −1 } ,
and we need to prove that
g1(λ) − g−1(λ) = n1(i) − n−1(i). (3.42)
Let j = (i1, . . . , in−1) and s = t|n−1 ∈ T udn−1(µ) for some µ. We note that if t(n) = α > 0, we have λ = µ ∪ {α}; and
if t(n) = −α < 0, we have µ = λ ∪ {α}.
By the construction, s is an up-down tableau with residue sequence j. By induction we have
g1(µ) − g−1(µ) = n1(j) − n−1(j). (3.43)
If in , ±1, we have g1(λ) = g1(µ), g−1(λ) = g−1(µ), n1(i) = n1(j) and n−1(i) = n−1(j). Hence (3.42) holds by
(3.43).
If in = 1 and t(n) > 0, we have g1(λ) = g1(µ) + 1, g−1(λ) = g−1(µ), n1(i) = n1(j) + 1 and n−1(i) = n−1(j); and if
in = 1 and t(n) < 0, we have g1(λ) = g1(µ), g−1(λ) = g−1(µ)− 1, n1(i) = n1(j)+ 1 and n−1(i) = n−1(j). Hence (3.42)
holds by (3.43).
If in = −1 and t(n) > 0, we have g1(λ) = g1(µ), g−1(λ) = g−1(µ) + 1, n1(i) = n1(j) and n−1(i) = n−1(j) + 1; and
if in = −1 and t(n) < 0, we have g1(λ) = g1(µ) − 1, g−1(λ) = g−1(µ), n1(i) = n1(j) and n−1(i) = n−1(j) + 1. Hence
(3.42) holds by (3.43). 
One can see that by knowing the values of δ and # {α ∈ [λ] | res(α) = 1 } − # {α ∈ [λ] | res(α) = −1 }, we can
determine the value of |A Rλ(0)|.
3.15. Lemma. Suppose (λ, f ) ∈ B̂n. Then |A Rλ(0)| = 1 if and only if δ is odd and one of the following conditions
holds:
(1) δ = 1 and # {α ∈ [λ] | res(α) = 1 } − # {α ∈ [λ] | res(α) = −1 } = 0;
(2) δ < 1 and # {α ∈ [λ] | res(α) = 1 } − # {α ∈ [λ] | res(α) = −1 } = −1;
(3) δ > 1 and # {α ∈ [λ] | res(α) = 1 } − # {α ∈ [λ] | res(α) = −1 } = 1.
Proof. The Lemma follows directly by the construction of [λ]. 
The next result is directly implied by Lemma 3.14 and Lemma 3.15. Define
a∗k(i) = # { 1 ≤ r ≤ k − 1 | ir ∈ {−1, 1} } + δ0, δ−12
for 1 ≤ k ≤ n and i ∈ Pn with ik = 0. It is easy to see that if 1 ≤ k ≤ n−1 and ik = ik+1 = 0, we have ak(i) = a∗k(i)+1.
3.16. Corollary. Suppose i ∈ In−1 and j = i ∨ 0 ∈ Pn. Let t ∈ T ud
n−1(i) with shape (λ, f ). Then |A Rλ(0)| = 1 if and
only if an−1(j) is even.
Proof. Suppose |A Rλ(0)| = 1. By Lemma 3.14, the parities of # { 1 ≤ r ≤ n − 1 | ir = 1 }+# { 1 ≤ r ≤ n − 1 | ir = −1 }
and # {α ∈ [λ] | res(α) = 1 }+# {α ∈ [λ] | res(α) = −1 } are the same. As i1 = δ−12 , we have a∗n−1(j) is odd by Lemma 3.15
because |A Rλ(0)| = 1. This proves the only if part.
Suppose that a∗
n−1(j) is odd. It forces δ to be odd. When δ = 1, by the construction of young diagrams, we have
−1 ≤ # {α ∈ [λ] | res(α) = 1 } − # {α ∈ [λ] | res(α) = −1 } ≤ 1,
which implies that δk(j) is odd if and only if # {α ∈ [λ] | res(α) = 1 } − # {α ∈ [λ] | res(α) = −1 } = 0; and when
δ < 1, by the construction of young diagrams, we have
−2 ≤ # {α ∈ [λ] | res(α) = 1 } − # {α ∈ [λ] | res(α) = −1 } ≤ 0,
which implies that δk(j) is odd if and only if # {α ∈ [λ] | res(α) = 1 } − # {α ∈ [λ] | res(α) = −1 } = −1; and when
δ > 1, by the construction of young diagrams, we have
0 ≤ # {α ∈ [λ] | res(α) = 1 } − # {α ∈ [λ] | res(α) = −1 } ≤ 2,
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which implies that δk(j) is odd if and only if # {α ∈ [λ] | res(α) = 1 } − # {α ∈ [λ] | res(α) = −1 } = 1. Therefore,
we have a∗
n−1(j) is odd if and only if |A Rλ(0)| = 1 by Lemma 3.15. This proves the if part. 
The next Corollary is easy to be verified.
3.17. Corollary. Suppose i ∈ In−1 and j = i ∨ 0 ∈ Pn. Then j ∈ In if and only if an−1(j) is even.
Now we can extend Lemma 3.13.
3.18. Lemma. Suppose i ∈ Pn. If for any 1 ≤ k ≤ n, we have either hk(i) ∈ {−2,−1}, or ik = 0 and a∗k(i) is odd.
Then i is the residue sequence of some up-down tableau.
Proof. We prove the Lemma by induction. When n = 1, the Lemma follows trivially. Assume when n′ < n the
Lemma holds. When n′ = n, set j = (i1, . . . , in−1). By induction, j is the residue sequence of some up-down tableau.
If hn(i) ∈ {−2,−1}, then i ∈ In by Lemma 3.13; and if ik = 0 and a∗k(i) is odd, then i ∈ In by Corollary 3.17. 
3.19. Remark. Lemma 3.18 is not sufficient to determine whether i ∈ Pn is the residue sequence of some up-down
tableaux. For instance, we cannot determine whether i ∈ In if ik , 0 and hk(i) = 0 for some 1 ≤ k ≤ n. We
also remark the whole argument only works when R is a field of characteristic 0. When R is a field of positive
characteristic, there exists residue sequence i ∈ In such that hk(i) < {−2,−1, 0} for some 1 ≤ k ≤ n.
We close this section by giving two more results which can be used to determine whether i·sk is a residue
sequence of some up-down tableaux by giving i is a residue sequence.
3.20. Lemma. Suppose 1 ≤ k ≤ n − 1 and i = (i1, . . . , in) is a residue sequence with ik + ik+1 = 0. Then i·sk is a
residue sequence if and only if hk(i) = 0.
Proof. Because ik + ik+1 = 0, we have ik = −ik+1. Therefore, by the definition of hk, we have hk(i·sk) = −hk(i).
By Lemma 3.6, we have −2 ≤ hk(i) ≤ 0 as i ∈ In, which implies 0 ≤ hk(i·sk) ≤ 2. By Lemma 3.6, we have i·sk ∈ In
only if hk(i·sk) = 0, which implies hk(i) = 0. This proves the only if part.
Assume hk(i) = 0. When ik = ik+1 = 0, we have i·sk = i ∈ In; and by Lemma 3.7, we have ik , ± 12 as
hk(i) = 0. Hence, it only left us to prove i·sk is a residue sequence when |ik− ik+1| > 1. In this case, choose arbitrary
t ∈ T udn (i).
Suppose t(k)+ t(k + 1) , 0. When t(k) > 0, t(k + 1) < 0 or t(k) < 0, t(k + 1) > 0, we have that t·sk is an up-down
tableau by Lemma 2.6; and when t(k), t(k + 1) > 0 or t(k), t(k + 1) < 0, because |ik − ik+1| > 1, the nodes t(k) and
t(k + 1) are not adjacent, which implies t·sk is an up-down tableau by Lemma 2.6. This proves i·sk is a residue
sequence.
Suppose t(k)+ t(k+ 1) = 0. By Lemma 3.10, there exists a unique up-down tableau s with residue sequence i·sk
such that s k∼ t, which implies i·sk is a residue sequence. This proves the if part. 
3.21. Lemma. Suppose 1 ≤ k ≤ n − 1 and i = (i1, . . . , in) ∈ Pn with |ik − ik+1| > 1 and ik + ik+1 , 0. If we have
t ∈ T udn (i), then t·sk is an up-down tableau. In another word, we have i·sk ∈ In if and only if i ∈ In.
Proof. Suppose i ∈ In, there exists t ∈ T udn (i). Because ik + ik+1 , 0 and |ik − ik+1| > 1, t(k) and t(k + 1) satisfy
the conditions of Lemma 2.6. Hence, s = t·sk is an up-down tableau. Because s ∈ T udn (i·sk), we have i·sk ∈ In.
Following the same argument, we have i ∈ In if i·sk ∈ In. 
4. Induction and restriction of Gn(δ)
In this section we discuss the induction and restriction properties of Gn(δ). Instead of working on Gn(δ) directly,
first we construct a set of homogeneous elements
{ψst | (λ, f ) ∈ B̂n, s, t ∈ T udn (λ) } ⊂ Gn(δ)
analogue to the ψ-basis of KSn given in Definition 2.24 and define Rn(δ) to be the R-span of {ψst}. Then we prove
the induction and restriction properties of Rn(δ). In Section 5, we will prove that Rn(δ) = Gn(δ) and all the results
of this section will directly apply to Gn(δ).
4.1. A set of homogeneous elements of Gn(δ)
In this subsection we construct the set {ψst | (λ, f ) ∈ B̂n, s, t ∈ T udn (λ) }, which is a set of homogeneous elements
of Gn(δ). Then we calculate the degree of ψst and show that degψst is determined by deg s and deg t.
Suppose (λ, f ) ∈ B̂n and t ∈ T udn (λ) is an up-down tableau. Recall that we can write t = (α1, α2, . . . , αn). For
convenience we denote α0 = (1, 1). Let αk1 , αk2 , . . . , αk f be all negative nodes of t and, for 1 ≤ i ≤ f , let α ji be
the first node on the left of αki in t with α ji = −αki . So we can choose f pairs of nodes (α j1 , αk1 ), . . . , (α j f , αk f ) by
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re-ordering these nodes such that k1 < k2 < . . . < k f . Define the sequence to be the remove pairs of the up-down
tableau t. Suppose (α1, . . . , αˆ ji , . . . , αˆki , . . . , αn) is an up-down tableau, we say (α ji , αki) a removable pair of t and
i the removable index of t. If (α ji , αki) , (α0,−α0), we say (α ji , αki ) is a nontrivial removable pair of t and i the
nontrivial removable index of t.
One can see that there exists an integer h such that for any i ≤ h, ji = 2i − 1, ki = 2i, α ji = α0 and αki = −α0,
and kh+1 , 2(h + 1). We define such integer h to be the head of the up-down tableau t and denote head(t) = h.
4.1. Example. Suppose n = 9 and λ = (1). We have (λ, 4) ∈ B̂9. Define
t =
(
∅, , ∅, , , , , , ,
)
∈ T ud9 (λ).
We can write t as
t = (α1, . . . , α9) = ((1, 1),−(1, 1), (1, 1), (2, 1), (1, 2),−(2, 1), (1, 3),−(1, 3),−(1, 2)) ,
where the negative nodes are α2, α6, α8 and α9 and the head h = 1. Moreover, we have a sequence of remove
pairs ((α1, α2), (α4, α6), (α7, α8), (α5, α9)), but not all of them are removable pairs. In more details, (α5, α9) is not
removable and all the other pairs are removable.
4.2. Lemma. Suppose (λ, f ) ∈ B̂n and t ∈ T udn (λ) with head h < f . Then h + 1 is a removable index, i.e.
(α jh+1 , αkh+1 ) is a removable pair of t.
Proof. One can see that for any i with h < i ≤ f , (α ji , αki) is not removable only if there exists h < m < i such that
ji < jm < km < ki. When i = h + 1, there is not such m exists, which proves the Lemma. 
4.3. Definition. Suppose (λ, f ) ∈ B̂n and t = (α1, . . . , αn) ∈ T udn (λ) with head h < f and remove pairs (α j1 , αk1 ), . . . ,
(α j f , αk f ). Let i be a non-trivial removable index of t and s = (α0,−α0, α1, . . . , αˆ ji , . . . , αˆki , . . . , αn). We denote
s → t, and ρ(s, t) = ( ji, ki).
4.4. Example. Suppose t is defined as in Example 4.1. We have 2 nontrivial removable pairs of t: (α4, α6) and
(α7, α8). Define
s1 = ((1, 1),−(1, 1), (1, 1),−(1, 1), (1, 1), (1, 2), (1, 3),−(1, 3),−(1, 2))
= (∅, , ∅, , ∅, , , , , ) ∈ T udn (λ);
s2 = ((1, 1),−(1, 1), (1, 1),−(1, 1), (1, 1), (2, 1), (1, 2),−(2, 1),−(1, 2))
=
(
∅, , ∅, , ∅, , , , ,
)
∈ T udn (λ).
Hence we have s1 → t and s2 → t, where ρ(s1, t) = (4, 6) and ρ(s2, t) = (7, 8). Notice that (α6, α9) is not a
removable pair in t, because of the existence of (α7, α8). But after we remove (α7, α8), (α6, α9) becomes removable.
As an example, set
s3 = ((1, 1),−(1, 1), (1, 1),−(1, 1), (1, 1),−(1, 1), (1, 1), (2, 1),−(2, 1))
=
(
∅, , ∅, , ∅, , ∅, , ,
)
∈ T udn (λ).
Then we have s3 → s2.
The next Lemma is obvious by the definition of s → t.
4.5. Lemma. Suppose (λ, f ) ∈ B̂n and t ∈ T udn (λ). If there exists an up-down tableau s such that s → t, then
s ∈ T udn (λ) and head(s) = head(t) + 1.
Suppose (λ, f ) ∈ B̂n and t ∈ T udn (λ) with head h < f . Because for any s ∈ T udn (λ), we have head(s) ≤ f .
Hence by Lemma 4.5, there exists a finite sequence
t(m) → t(m−1) → . . . → t(1) → t(0) = t,
where t(1), . . . , t(m) ∈ T udn (λ) and there is no s ∈ T udn (λ) such that s → t(m). We define such sequence to be the
reduction sequence of t.
4.6. Example. Suppose t is defined as in Example 4.1. Define
u = ((1, 1),−(1, 1), (1, 1),−(1, 1), (1, 1),−(1, 1), (1, 1),−(1, 1), (1, 1))
= (∅, , ∅, , ∅, , ∅, , ∅, ) ∈ T udn (λ).
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Hence we have the sequence t(3) → t(2) → t(1) → t(0) = t, where t(3) = u,
t(2) = ((1, 1),−(1, 1), (1, 1),−(1, 1), (1, 1),−(1, 1), (1, 1), (1, 2),−(1, 2))
= (∅, , ∅, , ∅, , ∅, , , ) ∈ T udn (λ),
t(1) = ((1, 1),−(1, 1), (1, 1),−(1, 1), (1, 1), (1, 2), (1, 3),−(1, 3),−(1, 2))
= (∅, , ∅, , ∅, , , , , ) ∈ T udn (λ),
t = t(0) = ((1, 1),−(1, 1), (1, 1), (2, 1), (1, 2),−(2, 1), (1, 3),−(1, 3),−(1, 2))
=
(
∅, , ∅, , , , , , ,
)
∈ T udn (λ).
In general, for t ∈ T udn (λ) with head h < f , there exist more than one reduction sequence of t. For example, as
in Example 4.4 and Example 4.6, there exists another sequence t(3) → t(2) → t(1) → t where t(3) = u, t(2) = s3 and
t(1) = s2.
4.7. Lemma. Suppose (λ, f ) ∈ B̂n and t = (α1, . . . , αn) ∈ T udn (λ) with head h < f and remove pairs (α j1 , αk1 ), . . . , (α j f , αk f ).
For any reduction sequence t(m) → t(m−1) → . . . → t(1) → t(0) = t, we have m = f − h.
Proof. By Lemma 4.5, head(t(m)) = h + m. If m > f − h, we have head(t(m)) = h + m > f . Because λ ⊢ n − 2 f ,
t(m) < T udn (λ). Hence we have m ≤ f − h. If m < f − h, then head(t(m)) = h + m < f . By Lemma 4.2 there exists
s ∈ T udn (λ) such that s → t(m). Therefore we have m = f − h. 
Lemma 4.7 shows that the length of the reduction sequence is determined by t. Moreover, by the construction of
the reduction sequence, we have t( f−h) = (β1, . . . , βn) ∈ T udn (λ) where β1 = β3 = . . . = β2 f−1 = −β2 = −β4 = . . . =
−β2 f = α0, and (β2 f+1, β2 f+2, . . . , βn) is obtained by removing α j1 , αk1 , α j2 , αk2 , . . . , α jn , αkn from t = (α1, . . . , αn).
4.8. Example. Suppose t is defined as in Example 4.1 and u is in Example 4.6. We can see that by removing
(α1, α2), (α4, α6), (α7, α8), (α5, α9) from t and add f number of (α0,−α0) at the front of the resulting sequence, we
have
((1, 1),−(1, 1), (1, 1),−(1, 1), (1, 1),−(1, 1), (1, 1),−(1, 1), (1, 1)) = u.
Therefore t( f−h) is uniquely determined by t, and we denote h(t) = t( f−h). Moreover, by the construction of t( f−h),
one can see that if t( f−h) = (β1, . . . , βn), by defining s = (β2 f+1, β2 f+2, . . . , βn), s is a tableau of shape λ.
Recall the reduction sequence of t is not unique in general. A standard reduction sequence is a reduction
sequence
t( f−h) → t( f−h−1) → . . . → t(1) → t(0) = t
such that for any 0 ≤ i ≤ f − h − 1, t(i+1) is obtained by removing the first non-trivial removable pairs of t(i).
In more details, suppose t(i) has head h + i and remove pairs (α j1 , αk1), . . . , (α j f , αk f ), we obtain t(i+1) by removing
(α jh+i+1 , αkh+i+1 ), which could be done because of Lemma 4.2. As an example, the reduction sequence in Example 4.6
is a standard reduction sequence. In the rest of this paper, for any 0 ≤ i ≤ f − h, t(i) means the corresponding up-
down tableau in the standard reduction sequence of t.
Suppose s → t where s has head h + 1 and ρ(s, t) = (a, b). Define
ǫs→t := e(is)ǫ2h+2ǫ2h+3 . . . ǫaψa+1ψa+2 . . . ψb−1e(it) ∈ Gn(δ).
Fix (λ, f ) ∈ B̂n. For any t ∈ T udn (λ) with head h < f and standard reduction sequence
h(t) = t( f−h) → t( f−h−1) → . . . → t(1) → t(0) = t,
define ǫt := ǫt( f−h)→t( f−h−1)ǫt( f−h−1)→t( f−h−2) . . . ǫt(1)→t(0) ; and for t ∈ T udn (λ) with head f , define ǫt := e(it).
DefineS2 f ,n to be the subalgebra ofSn generated by s2 f+1, s2 f+2, . . . , sn. Denote t(λ, f ) to be the unique up-down
tableau with shape (λ, f ) which is maximal in dominance ordering. Suppose t is an up-down tableau. Because h(t)
is uniquely determined by t, we abuse the symbol and define d(t) = d(h(t)) ∈ S2 f ,n to be the reduced word such
that tλd(t) = h(t). Write d(t) = sk1 sk2 . . . skl . We define
ψt := ψd(t) = ψk1ψk2 . . . ψkl .
Let i(λ, f ) be the residue sequence of t(λ, f ) and define e(λ, f ) := e(iλ)ǫ1ǫ3 . . . ǫ2 f−1e(iλ).
4.9. Definition. Suppose (λ, f ) ∈ B̂n and s, t ∈ T udn (λ). We define ψst := ǫ∗sψ∗se(λ, f )ψtǫt.
4.10. Lemma. Suppose (λ, f ) ∈ B̂n and s, t ∈ T udn (λ). For any i, j ∈ In, we have
e(i)ψste(j) =
ψst, if i = is and j = it,0, otherwise.
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Proof. It is obvious by the definition of ψst and (3.8). 
For an up-down tableau t, ψt = ψd(t) is determined by the choice of reduced expression of d(t). Here we prove
that ψt is actually independent to the choice of reduced expression of d(t).
Suppose (λ, f ) ∈ B̂n and t ∈ T udn (λ). For w = sr1 sr2 . . . srm ∈ S2 f ,n, if for any 1 ≤ k ≤ m, t·sr1 sr2 . . . srk
is an up-down tableau, then we define sr1 sr2 . . . srm to be semi-reduced correspond to t. Notice that if we have
s = t·sr1 sr2 . . . srm and sr1 sr2 . . . srm is semi-reduced correspond to t, then srm srm−1 . . . sr1 is semi-reduced correspond
to s.
The next Lemma can be easily verified by the definitions of semi-reduced.
4.11. Lemma. Suppose (λ, f ) ∈ B̂n and t ∈ T udn (λ) with head f . Let sr1 sr2 . . . srm ∈ S2 f ,n be semi-reduced
correspond to t, and s = t·sr1 sr2 . . . srm ∈ T udn (λ) with head f and sk1 sk2 . . . skl ∈ S2 f ,n be semi-reduced correspond
to s. Then sr1 sr2 . . . srm sk1 sk2 . . . skl ∈ S2 f ,n is semi-reduced correspond to t.
The motivation of semi-reduced is to calculate e(it)ψw when w is semi-reduced.
4.12. Lemma. Suppose (λ, f ) ∈ B̂n and t ∈ T udn (λ). If w = sr1 sr2 . . . srm ∈ S2 f ,n is semi-reduced correspond to t,
then e(it)ψr1ψr2 . . . ψrm = e(it)ψw. Equivalently, we have ψrmψrm−1 . . . ψr1 e(it) = ψw−1 e(it).
Proof. It is sufficient if we can prove that
e(it)ψkψk+1ψk = e(it)ψk+1ψkψk+1, e(it)ψ2k = e(it), e(it)ψkψr = e(it)ψrψk,
under the assumptions of the Lemma, which can be verified directly by checking the relations of Gn(δ) and the
construction of up-down tableaux. 
4.13. Example. Suppose t = (∅, , ). Then t·s21 = t but t·s1 is not an up-down tableau. So s21 is not semi-reduced
correspond to t.
Suoose t = (∅, , , ). Then t·s22 = t, and t·s2 = (∅, , , ) is an up-down tableau. Then s22 is
semi-reduced correspond to t. Moreover, choose δ = 1. Then the residue sequence it = (0, 1, 2,−1). Hence
e(it)ψ22 = e(it).
The next Corollary is implied by Lemma 4.12.
4.14. Corollary. Suppose (λ, f ) ∈ B̂n and t ∈ T udn (λ). If w ∈ Sn is semi-reduced correspond to t, then we have
e(it)ψwψw−1 = e(it).
Proof. Let s = t·w ∈ T udn (λ). By the definition of semi-reduced, w−1 is semi-reduced correspond to s. Consider
ww−1 as a word in Sn. By Lemma 4.11, ww−1 is semi-reduced correspond to t. Therefore by Lemma 4.12, we
have e(it)ψwψw−1 = e(it). 
Generally, reduced does not imply semi-reduced. The next Lemma gives a special case when reduced implies
semi-reduced. Suppose (λ, f ) ∈ B̂n and t ∈ T udn (λ) with head f . Recall d(t) ∈ Sn such that t(λ, f )·d(t) = t.
4.15. Lemma. Suppose (λ, f ) ∈ B̂n and t ∈ T udn (λ) with head f . Then d(t) = sr1 sr2 . . . srm ∈ S2 f ,n is reduced
implies d(t) is semi-reduced correspond to t(λ, f ).
Proof. It is straightforward by the definition of d(t). 
Suppose t is an up-down tableau. Lemma 4.12 and Lemma 4.15 imply e(i(λ, f ))ψt is independent to the choice of
d(t).
By the definition of ψst, one can see that ψst’s are homogeneous. Next we calculate the degree of ψst’s. Let
(λ, f ) ∈ B̂n and s, t ∈ T udn (λ). First we consider the simplest case, which is head(s) = head(t) = f .
4.16. Lemma. Suppose (λ, f ) ∈ B̂n and t ∈ T udn (λ) with head f . Then deg t = 12 deg e(λ, f ) + degψd(t)e(it) =
1
2 deg e(λ, f ).
Proof. Suppose u ∈ T udn (λ) with head f and residue sequence iu = (i1, . . . , in). By the construction of u, we have
u(k) > 0 for any 2 f + 1 ≤ k ≤ n. If s = u·sk ∈ T udn (λ) for some sk ∈ S2 f ,n, then s(k) = u(k + 1) > 0 and
s(k + 1) = u(k) > 0. Therefore, we have
deg s − deg u = deg(s|k−1 ⇒ s|k) + deg(s|k ⇒ s|k+1) − deg(u|k−1 ⇒ u|k) − deg(u|k ⇒ u|k+1) = 0,
by Lemma 4.24. Moreover, as the nodes u(k) and u(k + 1) are not adjacent by Lemma 2.6, we have |ik − ik+1| > 1.
Therefore, we have deg s−deg u = 0 = degψke(i). Hence, as t(λ, f ) ∈ T udn (λ) with head f and d(t) ∈ S2 f ,n, we have
deg t − deg t(λ, f ) = 0 = degψd(t)e(it).
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It suffices to prove that when t = t(λ, f ) we have deg t = 12 deg e(λ, f ). By direct calculation, we have deg t
(λ, f ) = 0
if δ , 0 and deg t(λ, f ) = f if δ = 0. Also as
deg e(λ, f ) =
2 f , if δ = 0,0, if δ , 0,
we have deg t(λ, f ) = 12 deg e(λ, f ), which completes the proof. 
4.17. Lemma. Suppose (λ, f ) ∈ B̂n and s, t ∈ T udn (λ) with head(s) = head(t) = f . Then we have degψst =
deg s + deg t.
Proof. By the definition of ψst’s, we have ψst = ψ∗se(λ, f )ψt. Hence, by Lemma 4.16, we have
degψst = deg e(is)ψ∗s + deg e(λ, f ) + degψte(it)
=
1
2
deg e(λ, f ) + degψse(is) + 12 deg e(λ, f ) + degψse(it)
= deg s + deg t,
which proves the Lemma. 
Next we extend Lemma 4.16 to arbitrary t ∈ T udn (λ) to show that
degψst = deg s + deg t. (4.1)
Here we give some examples with the up-down tableau t in Example 2.9 and 2.10, and compare the values of
1
2 deg e(λ, f ) + deg e(i(λ, f ))ψtǫt with deg t calculated in Example 2.9 and 2.10.
4.18. Example. Let n = 6, λ = (1, 1), δ = 1 and t =
(
∅, , , , , ,
)
∈ T udn (λ). We have the standard
reduction sequence h(t) = t(2) → t(1) → t(0) = t where
t(1) =
(
∅, , ∅, , , ,
)
,
t(2) =
(
∅, , ∅, , ∅, ,
)
,
and ρ(t(2), t(1)) = (4, 6), ρ(t(1), t(0)) = (4, 5). Henceforth we have
e(λ, f )ψtǫt = e(0, 0, 0, 0, 0,−1)ǫ1ǫ3e(0, 0, 0, 0, 0,−1)ǫ4ψ5e(0, 0, 0, 1,−1,−1)ǫ2ǫ3ǫ3e(0, 1,−1, 0, 0,−1).
By the direct calculations, the degree of elements 12 deg e(λ, f ) + deg e(i(λ, f ))ψtǫt is
1
2
deg e(λ, f ) + deg e(i(λ, f ))ψtǫt = 12 × 0 + 1 − 2 + 1 − 2 + 1 = −1,
which is the same as deg t.
4.19. Example. Let n = 6, λ = (1, 1), δ = 0 and t =
(
∅, , , , , ,
)
∈ T udn (λ). We have the standard
reduction sequence h(t) = t(2) → t(1) → t(0) = t where
t(1) =
(
∅, , ∅, , , ,
)
,
t(2) =
(
∅, , ∅, , ∅, ,
)
,
and ρ(t(2), t(1)) = (4, 6), ρ(t(1), t(0)) = (4, 5). Henceforth we have
e(λ, f )ψtǫt = e(−12 ,
1
2
,−
1
2
,
1
2
,−
1
2
,−
3
2
)ǫ1ǫ3e(−12 ,
1
2
,−
1
2
,
1
2
,−
1
2
,−
3
2
)ǫ4ψ5e(−12 ,
1
2
,−
1
2
,
1
2
,−
3
2
,−
1
2
)ǫ2ǫ3ǫ3e(−12 ,
1
2
,−
3
2
,−
1
2
,
1
2
,−
1
2
).
By the direct calculations, the degree of elements 12 deg e(λ, f ) + deg e(i(λ, f ))ψtǫt is
1
2 deg e(λ, f ) + deg e(i(λ, f ))ψtǫt =
1
2 × 4 − 2 + 1 − 2 + 2 − 1 = 0,
which is the same as deg t.
Suppose (λ, f ) ∈ B̂n and fix t ∈ T udn (λ) with head h ≤ f . Write ǫt = e(ih(t))g1g2 . . . gme(it) where gi ∈
{ψk, ǫk | 1 ≤ k ≤ n − 1 } for 1 ≤ i ≤ m. We will extend Lemma 4.16 by showing deg t − deg h(t) = deg ǫt using
induction on m. The base case, m = 0, is proved by Lemma 4.16. In order to complete the induction process, we
need to show that there exists s ∈ T udn (λ) such that ǫse(is)gme(it) = ǫt.
Let t( f−h) → t( f−h−1) → . . . → t(0) = t be the standard reduction sequence of t. Fix i with 0 ≤ i ≤ f − h − 1 and
write u = t(i+1) and v = t(i). By the definition we have u → v.
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4.20. Lemma. Suppose u, v ∈ T udn (λ) are defined as above. If ρ(u, v) = (a, b), we have v(ℓ) > 0 for any ℓ with
2(i + h) < ℓ < b. Moreover, the node v(ℓ) is not adjacent to v(a).
Proof. Suppose v = (α1, . . . , αn) has remove pairs (α j1 , αk1), . . . , (α j f , αk f ). By the definition of standard reduction
sequence, we have ki+h = 2(i + h) and ki+h+1 = b. Therefore the Lemma follows because αk1 , . . . , αk f are all the
negative nodes of α1, . . . , αn and k1 < k2 < . . . < k f .
Now assume v(ℓ) is adjacent to v(a). Then v(ℓ) is either below or on the right of v(a). Hence v(a) < R(vb−1),
which contradicts to ρ(u, v) = (a, b). 
4.21. Lemma. Suppose u, v ∈ T udn (λ) are defined as above and write ǫu→v = e(iu)g1 . . . gme(iv) where gi ∈
{ψk, ǫk | 1 ≤ k ≤ n − 1 } for 1 ≤ i ≤ m. Then there exists s ∈ T udn (λ) with u → s such that ǫu→se(is)gme(iv) = ǫu→v.
Moreover, the following results hold:
(1) If gm = ψk for some 1 ≤ k ≤ n − 1, then s(k) < 0, s(k + 1) > 0 and s = v·sk.
(2) If gm = ǫk for some 1 ≤ k ≤ n − 1, then s(k) = −s(k + 1) < 0 and v(k) = −v(k + 1) > 0.
Proof. Suppose v = (α1, . . . , αn) and ρ(u, v) = (a, b). We have αa = −αb > 0.
(1). When gm = ψk, we have a < b − 1 = k by the definition of ǫu→v. Hence αk , αa and by Lemma 4.20,
αk > 0. Therefore, we have v(k) = αk > 0, v(k + 1) = αb = −αa < 0 and v(k) + v(k + 1) , 0. By Lemma 2.6,
v·sk ∈ T
ud
n (λ). Let s = v·sk and we have ǫu→s = e(iu)g1 . . . gm−1e(is) by the definition of ǫu→s and s(k) = αk+1 < 0,
s(k + 1) = αk > 0.
(2). When gm = ǫk, let head(u) = ℓ. By the definition of ǫu→v we have a = b − 1 = k and ǫu→v =
e(iu)ǫ2ℓǫ2ℓ+1 . . . ǫke(iv). Hence we have v(k) = −v(k + 1) > 0. Let s = (α1, . . . , αk−1,−αk−1, αk−1, αk+2, . . . , αn),
by the construction we have ǫu→s = e(iu)ǫ2ℓǫ2ℓ+1 . . . ǫk−1e(is) = e(iu)g1 . . . gm−1e(is). By Lemma 4.20 we have
αk−1 > 0. Hence we have s(k) = −s(k + 1) < 0. 
The next Corollary is a direct result of Lemma 4.21.
4.22. Corollary. Suppose (λ, f ) ∈ B̂n and t ∈ T udn (λ). Write ǫt = e(ih(t))g1g2 . . . gme(it) where gi ∈ {ψk, ǫk | 1 ≤ r ≤ n − 1 }
for 1 ≤ i ≤ m. Then there exists s ∈ T udn (λ) such that ǫse(is)gme(it) = ǫt. Moreover, the following results hold:
(1) If gm = ψk for some 1 ≤ k ≤ n − 1, then s(k − 1) < 0, s(k) > 0 and s = t·sk.
(2) If gm = ǫk for some 1 ≤ k ≤ n − 1, then s(k) = −s(k + 1) < 0 and t(k) = −t(k + 1) > 0.
Corollary 4.22 shows that there exists s ∈ T udn (λ) such that ǫse(is)gme(it) = ǫt for gm ∈ {ψk, ǫk | 1 ≤ k ≤ n − 1 }.
In order to complete the induction process, we want to prove that
deg t − deg s = deg ǫt − deg ǫs = deg e(is)gme(it). (4.2)
Suppose gm ∈ {ǫk, ψk} for some 1 ≤ k ≤ n − 1. By Corollary 4.22, we have t(r) = s(r) for any r , k, k + 1.
Therefore, we can re-write (4.2) as
deg(t|k−1 ⇒ t|k) + deg(t|k ⇒ t|k+1) − deg(s|k−1 ⇒ s|k) − deg(s|k ⇒ s|k+1) = deg e(is)gme(it). (4.3)
First we prove (4.3) when gm = ǫk for some 1 ≤ k ≤ n − 1. Notice that deg e(is)ǫke(it) = degk(is) + degk(it). The
following results connect deg(t|k−1 ⇒ t|k) and degk(it).
4.23. Lemma. Suppose t is an up-down tableau of size n and 1 ≤ k ≤ n. If tk ⊂ tk−1, we have
deg(t|k−1 ⇒ t|k) = − degk(it).
Proof. Denote λ = tk−1 and µ = tk. As µ ⊂ λ, there exists a positive node α such that µ = λ\{α}. Moreover, if we
write it = (i1, . . . , in), we have ik = − res(α) = resλ(α). Because it ∈ In = Ink,+ ⊔ Ink,− ⊔ Ink,0, we prove the Lemma by
considering the following cases:
Case 1: it ∈ Ink,0 and ik = − res(α) = resλ(α) , − 12 .
When ik , 0, 12 , we have hk(it) = −1. By (3.6) we have A Rλ(ik) = {α} ⊂ R(λ) and A Rλ(−ik) = ∅. As
µ = λ\{α} and res(α) , ± 12 , by the construction we have Ât(k) = R̂t(k) = ∅. Therefore
deg(t|k−1 ⇒ t|k) = |Ât(k)| − |R̂t(k)| + δres(α),− 12 = 0 = − degk(it).
When ik = 0, we have hk(it) = 0. By Lemma 3.8 we have A Rλ(ik) = {α} ⊂ R(λ). As µ = λ\{α}, by the
construction we have Ât(k) = R̂t(k) = ∅. Therefore
deg(t|k−1 ⇒ t|k) = |Ât(k)| − |R̂t(k)| + δres(α),− 12 = 0 = − degk(it).
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When ik = 12 , we have res(α) = − 12 and hk(it) = −1. Write α = (i, j) ∈ [λ]. By (3.6) we have A Rλ(ik) = {α} ⊂
R(λ). Hence (i, j+1) < A (λ), which implies (i−1, j+1) < [λ]. Hence we have (i, j), (i−1, j+1) < [µ]. Therefore
γ = (i − 1, j) ∈ R(µ), and res(γ) = 12 = ik. Hence Ât(k) = ∅ and R̂t(k) = {γ}, which yields
deg(t|k−1 ⇒ t|k) = |Ât(k)| − |R̂t(k)| + δres(α),− 12 = 0 = − degk(it).
Case 2: it ∈ Ink,0 and ik = − res(α) = resλ(α) = − 12 .
As it ∈ Ink,0 and ik = −
1
2 , we have hk(it) = −2. Write α = (i, j) and γ = (i + 1, j). By Lemma 3.8 we have
A Rλ(ik) = {α, γ} where α ∈ R(λ) and γ ∈ A (λ). As α < [µ], one can see that γ < A R(µ). As γ ∈ A (λ), we
have (i+ 1, j− 1) ∈ [λ]∩ [µ]. Because α < [µ], we have (i, j− 1) < A R(µ). Therefore we have Ât(k) = R̂t(k) = ∅,
which yields
deg(t|k−1 ⇒ t|k) = |Ât(k)| − |R̂t(k)| + δres(α),− 12 = 0 = − degk(it).
Case 3: it ∈ Ink,− and ik = − res(α) = resλ(α) , 12 .
As it ∈ Ink,−, we have hk(it) = −2. By Lemma 3.8 we have A Rλ(ik) = {α, γ} where γ ∈ A (λ) with res(γ) = ik,
and A Rλ(−ik) = ∅. Because ik , ± 12 , we have γ ∈ A (µ), which implies Ât(k) = {γ} and R̂t(k) = ∅. Therefore
deg(t|k−1 ⇒ t|k) = |Ât(k)| − |R̂t(k)| + δres(α),− 12 = 1 = − degk(it).
Case 4: it ∈ Ink,− and ik = − res(α) = resλ(α) = 12 .
As it ∈ Ink,−, we have hk(it) = −2. Write α = (i, j) and γ = (i, j + 1). By Lemma 3.8 we have A Rλ(ik) = {α, γ}
where α ∈ R(λ) and γ ∈ A (λ). As α < [µ], one can see that γ < A R(µ). As γ ∈ A (λ), we have (i − 1, j + 1) ∈
[λ] ∩ [µ]. Because α < [µ], we have (i − 1, j) < A R(µ). Therefore we have Ât(k) = R̂t(k) = ∅, which implies
deg(t|k−1 ⇒ t|k) = |Ât(k)| − |R̂t(k)| + δres(α),− 12 = 1 = − degk(it).
Case 5: it ∈ Ink,+ and ik = − res(α) = resλ(α) , − 12 .
As it ∈ Ink,+ and ik , −
1
2 , we have hk(it) = 0. Hence by Lemma 3.8 we have A Rλ(−ik) = {γ} and A Rλ(ik) = {α},
where γ ∈ R(λ) and res(γ) = ik = − res(α). As ik , ± 12 , we have γ ∈ R(µ), which implies Ât(k) = ∅ and
R̂t(k) = {γ}. Therefore we have
deg(t|k−1 ⇒ t|k) = |Ât(k)| − |R̂t(k)| + δres(α),− 12 = −1 = − degk(it).
Case 6: it ∈ Ink,+ and ik = − res(α) = resλ(α) = − 12 .
As it ∈ Ink,+ and ik =
1
2 , we have hk(it) = −1. Write α = (i, j) ∈ [λ]. By (3.6) we have A Rλ(ik) = {α} ⊂ R(λ) and
A Rλ(−ik) = ∅. Hence (i+ 1, j) < A (λ), which implies (i+ 1, j− 1) < [λ]. Hence we have (i, j), (i+ 1, j− 1) < [µ].
Therefore γ = (i, j − 1) ∈ R(µ), and res(γ) = − 12 = ik. Hence Ât(k) = ∅ and R̂t(k) = {γ}, which implies
deg(t|k−1 ⇒ t|k) = |Ât(k)| − |R̂t(k)| + δres(α),− 12 = −1 = − degk(it). 
4.24. Lemma. Suppose t is an up-down tableau of size n and 0 ≤ k < n. If tk ⊂ tk+1, we have
deg(t|k ⇒ t|k+1) = 0.
Proof. It is easy to verify because |At(k)| = |Rt(k)| = 0. 
4.25. Lemma. Suppose i ∈ In and 1 ≤ k ≤ n − 2. If ik = −ik+1 = ik+2, we have degk(i) = − degk+1(i).
Proof. Because ik = −ik+1, by applying (3.2) to the definitions of Ink,0, Ink,− and Ink,+, we can see that i ∈ Ink,0 implies
i ∈ Ink+1,0, i ∈ I
n
k,− implies i ∈ I
n
k+1,+ and i ∈ I
n
k,+ implies i ∈ I
n
k+1,−. Hence we have degk(i) = − degk+1(i) by the
definition of degk(i). 
4.26. Corollary. Suppose t is an up-down tableau of size n and 1 ≤ k < n. If t(k) + t(k + 1) = 0, we have
deg(t|k−1 ⇒ t|k) + deg(t|k ⇒ t|k+1) =
degk(it), if tk−1 ⊂ tk,− degk(it), if tk ⊂ tk−1.
Proof. When tk ⊂ tk−1, by Lemma 4.23 and Lemma 4.24, we have
deg(t|k−1 ⇒ t|k) + deg(t|k ⇒ t|k+1) = − degk(it).
When tk−1 ⊂ tk, because t(k)+ t(k+ 1) = 0, we have tk+1 = tk−1 ⊂ tk. By Lemma 4.23 and Lemma 4.24, we have
deg(t|k−1 ⇒ t|k) + deg(t|k ⇒ t|k+1) = − degk+1(it),
and by Lemma 4.25 we have degk(it) = − degk+1(it), which completes the proof. 
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Now we are ready to prove (4.3) when gm = ǫk.
4.27. Lemma. Suppose (λ, f ) ∈ B̂n and s, t ∈ T udn (λ) such that ǫt = ǫse(is)ǫke(it) for 1 ≤ k ≤ n − 1. Then the
equality (4.3) holds.
Proof. By Corollary 4.22, we have s(k) = −s(k + 1) < 0 and t(k) = −t(k + 1) > 0. Hence by Corollary 4.26, we
have
deg(s|k−1 ⇒ s|k) + deg(s|k ⇒ s|k+1) = − degk(is),
deg(t|k−1 ⇒ t|k) + deg(t|k ⇒ t|k+1) = degk(it).
As s(r) = t(r) for any r , k, k + 1, we have
deg(t|k−1 ⇒ t|k) + deg(t|k ⇒ t|k+1) − deg(s|k−1 ⇒ s|k) − deg(s|k ⇒ s|k+1)
= degk(is) + degk(it) = deg e(is)ǫke(it),
which proves the Lemma. 
Then we prove (4.3) when gm = ψk.
4.28. Lemma. Suppose (λ, f ) ∈ B̂n and s, t ∈ T udn (λ) such that ǫt = ǫse(is)ψke(it) for 1 ≤ k ≤ n − 1. Then the
equality (4.3) holds.
Proof. By Corollary 4.22, we have s(k − 1) < 0, s(k) > 0 and t = s·sk. By Lemma 4.23 and Lemma 4.24, we have
deg(t|k−1 ⇒ t|k) + deg(t|k ⇒ t|k+1) − deg(s|k−1 ⇒ s|k) − deg(s|k ⇒ s|k+1)
= deg(t|k ⇒ t|k+1) − deg(s|k−1 ⇒ s|k) = degk(is) − degk+1(it). (4.4)
Let is = (i1, . . . , in). Notice it = is·sk. If |ik − ik+1| > 1, we have hk(is) = hk+1(it), which implies that is ∈ Ink,a if
and only if it ∈ Ink+1,a for a ∈ {+,−, 0}. Hence we have degk(is) − degk+1(it) = 0. By (4.4), the Lemma holds.
If ik = ik+1 ± 1, first we exclude some of the cases: when ik = 0 and s(k) < 0, we always s(k + 1) < 0 when
ik = ik+1 ± 1, which does not satisfy the condition of the Lemma; and when ik = ± 12 and ik+1 = −ik, we always
have s(k)+ s(k+ 1) = 0 or s(k+ 1) < 0, which does not satisfy the condition of the Lemma; and when hk(is) = −2,
by the construction of s there exists no up-down tableau s satisfying the conditions of the Lemma. By excluding
these cases, we have hk+1(it) = hk(is) − 1. By direct calculations, we have is ∈ Ink,0 if and only if it ∈ Ink+1,−, and
is ∈ Ink,+ if and only if it ∈ I
n
k+1,0. Hence we have degk(is) − degk+1(it) = 1. By (4.4), the Lemma holds.
If ik = ik+1, by the construction of s we have hk(is) = −2. First we exclude some of the cases: when ik = ik+1 =
± 12 , we have hk+1(is) = hk(is) + 3 = 1, which implies is < In by Lemma 3.6; and when ik = 0, we have hk(is) = 0,
which contradicts that hk(is) = −2. Therefore we have ik = ik+1 , 0,± 12 , which yields hk+1(it) = hk(is) + 2 = 0 by
(3.1). Hence, we have is ∈ Ink,−, it ∈ Ink+1,+, and degk(is) − degk+1(it) = −2. By (4.4), the Lemma holds.
Therefore, we have considered all the cases, which completes the proof. 
Now we are able to give a proper proof for the equality (4.1).
4.29. Proposition. Suppose (λ, f ) ∈ B̂n and s, t ∈ T udn (λ). We have degψst = deg s + deg t.
Proof. For any t ∈ T udn (λ), let head(t) = h. By the definition, we can write ǫt = e(ih(t))g1 . . . gme(it) where
gi ∈ {ψk, ǫk | 1 ≤ k ≤ n − 1 } for 1 ≤ i ≤ m. First we prove that
deg t − deg h(t) = deg ǫt. (4.5)
We apply induction here. For base case, it is obvious that when m = 0 the equality (4.2) holds, because
when m = 0, t = h(t) and ǫt = e(it). For induction process, assume the equality holds when m < m′. Let
m = m′ and s ∈ T udn (λ) such that ǫse(is)gme(it) = ǫt for gm ∈ {ψk, ǫk | 1 ≤ k ≤ n − 1 }. By induction, we have
deg s − deg h(s) = deg ǫs. Notice that we have h(s) = h(t). Hence, by Lemma 4.27 and Lemma 4.28, (4.3) holds,
which implies (4.2) holds. Therefore, we have
deg t − deg h(t) = deg t − deg s + deg s − deg h(s) = deg e(is)gme(it) + deg ǫs = deg ǫt,
which completes the induction process. Therefore, the equality (4.5) holds.
Now assume s, t ∈ T udn (λ). By Lemma 4.17, we have
degψst = deg ǫ∗sψh(s)h(t)ǫt = deg ǫs + degψh(s)h(t) + deg ǫt
= deg s − deg h(s) + deg h(s) + deg h(t) + deg t − deg h(t) = deg s + deg t,
which completes the proof. 
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4.2. The induction property
In Section 4.1 we constructed a set of homogeneous elements {ψst} in Gn(δ). Define
Rn(δ) := { a ∈ Gn(δ) | a =
∑
s,t∈T udn (λ)
cstψst where cst ∈ R and (λ, f ) ∈ B̂n } .
It is easy to see that Rn(δ) is a subspaces of Gn(δ). In this subsection, we prove the induction property of Rn(δ).
The result of this subsection can be directly implied to Gn(δ) after we prove Rn(δ) = Gn(δ) at the end of Section 5.
By the definition of Gn(δ), we can consider Gn(δ) as a subalgebra of Gn+1(δ) by identifying e(i) = ∑k∈P e(i ∨ k)
for i ∈ Pn. Hence we have a sequence
G1(δ) ⊂ G2(δ) ⊂ G3(δ) ⊂ . . . .
For each i ∈ P, define
en,i :=
∑
j∈Pn
e(j ∨ i) ∈ Gn+1(δ).
Similar to the cyclotomic Khovnov-Lauda-Rouquieralgebras, there is a (non-unital) embedding of θ(n)i : Gn(δ) →֒
Gn+1(δ) given by
e(j) 7→ e(j ∨ i), yr 7→ en,iyr, ψs 7→ en,iψs and ǫs 7→ en,iǫs,
for j ∈ In, 2 f + 1 ≤ r ≤ n and 2 f + 1 ≤ s ≤ n − 1. As Rn(δ) is a R-subspace of Gn(δ), we can restrict θ(n)i to Rn(δ).
First we set up the notations and definitions we are going to use. Suppose 0 ≤ f ≤ ⌊ n2 ⌋. Define
R≥ fn (δ) := { a ∈ Gn(δ) | a =
∑
s,t∈T udn (µ)
cstψst where cst ∈ R, (µ,m) ∈ B̂n and m ≥ f } ,
R> fn (δ) := { a ∈ Gn(δ) | a =
∑
s,t∈T udn (µ)
cstψst where cst ∈ R, (µ,m) ∈ B̂n and m > f } .
For a, b ∈ Gn(δ), we write a ≡ b (mod R> fn (δ)) if a−b ∈ R> fn (δ), and a ≡ b (mod R≥ fn (δ)) in a similar way. Next
we define a subset of ⋃i≥1 B̂n.
4.30. Definition. Define B̂ to be the subset of ⋃i≥1 B̂n such that (λ, f ) ∈ B̂ with λ ⊢ n − 2 f if and only if for any
s, t ∈ T udn (λ) and a ∈ Gn(δ), we have
ψst·a ≡
∑
v∈T udn (λ)
cvψsv (mod R> fn (δ)).
4.31. Remark. By applying the involution ∗ it is easy to see that the above definition is equivalent to say that
(λ, f ) ∈ B̂ with λ ⊢ n − 2 f if and only if for any s, t ∈ T udn (λ) and b ∈ Gn(δ), we have
b·ψst ≡
∑
u∈T udn (λ)
cuψut (mod R> fn (δ)).
We define a total ordering on ⋃i≥1 B̂i extended by the lexicographic ordering on B̂n. Suppose (λ, f ), (µ,m) ∈⋃
i≥1 B̂i. We denote (µ,m) ≥ (λ, f ) if |µ| + 2m < |λ| + 2 f ; or |µ| + 2m = |λ| + 2 f and m > f ; or |µ| + 2m = |λ| = 2 f
and m = f , and µ ≥ λ. Define (µ,m) > (λ, f ) if (µ,m) ≥ (λ, f ) and (µ,m) , (λ, f ).
4.32. Definition. Define Sn = { (λ, f ) ∈ B̂n | (µ,m) ∈ B̂ whenever (µ,m) ∈ ⋃i≥1 B̂i and (µ,m) > (λ, f ) }.
The next Lemma is the key point of Sn.
4.33. Lemma. Suppose 0 ≤ f ≤ ⌊ n2 ⌋. If there exists σ ⊢ n − 2 f such that (σ, f ) ∈ Sn, then R> fn (δ) is a two-sided
Gn(δ)-ideal.
Proof. It is directly implied by the definitions of Sn and R> fn (δ). 
Now we start to prove the induction property of Rn(δ). Suppose (λ, f ) ∈ B̂n−1. Let α ∈ A (λ) and µ = λ ∪ {α}.
Define t ∈ T ud
n−1(λ) and s ∈ T udn (µ) where s|n−1 = t. Write µ = (µ1, µ2, . . . , µm) and α = (r, µr). The next Lemma
explores the connection between ψtǫt and ψsǫs.
4.34. Lemma. Suppose s, t are defined as above. Let a = 2 f + µ1 + µ2 + . . . + µr and res(α) = i ∈ P. We have
ψs = ψaψa+1 . . . ψn−1θ
(n−1)
i (ψt) and ǫs = θ(n−1)i (ǫt)
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Proof. By the construction of ǫt, one can see that ǫt depends on the remove pairs of t only. Because s(n) = α > 0,
the remove pairs of t and s are the same. Hence we have ǫs = θ(n−1)i (ǫt).
We define u = h(t) ∈ T ud
n−1(λ) and v = h(s) ∈ T udn (µ). Let w = t(µ, f )sasa+1 . . . sn−1. By the construction one
can see that w(n) = v(n) = α and w|n−1 = t(λ, f ). Because t = s|n−1 and s(n) = α > 0, we have u = v|n−1 and
u(n) = α = w(n), which implies
v = w·d(u) = t(λ, f )sasa+1 . . . sn−1d(u).
Hence we have ψs = ψaψa+1 . . . ψn−1θ(n−1)i (ψt), which completes the proof. 
4.35. Example. Suppose n = 8 and δ = 1. Let (λ, f ) = ( , 2) ∈ B̂n−1, the node α = (3, 1) and i = res(α) = 2 ∈ P.
Define µ = λ ∪ {α} = and the following up-down tableaux
u =
(
∅, , , , , , ,
)
∈ T udn (λ),
v =
(
∅, , , , , , ,
)
∈ T udn (λ),
s =
(
∅, , , , , , , ,
)
∈ T udn+1(µ),
t =
(
∅, , , , , , , ,
)
∈ T udn+1(µ).
One can see that s|n−1 = u, t|n−1 = v and s(n) = t(n) = α. By direct calculations, we have ψu = 1, ψv = ψ6,
ψs = ψ7, ψt = ψ7ψ6 and
ǫu = e(0, 0, 0, 0, 0, 1,−1)ǫ4ǫ5e(0, 0, 0, 1,−1, 1,−1)ǫ2ǫ3ǫ4ǫ5ψ6e(0, 1,−1, 1, 2,−1,−2),
ǫv = e(0, 0, 0, 0, 0,−1, 1)ǫ4ǫ5ǫ6e(0, 0, 0,−1, 1, 2,−2)ǫ2ǫ3ǫ4ǫ5e(0,−1, 1, 2, 3,−3,−2),
ǫs = e(0, 0, 0, 0, 0, 1,−1, 2)ǫ4ǫ5e(0, 0, 0, 1,−1, 1,−1, 2)ǫ2ǫ3ǫ4ǫ5ψ6e(0, 1,−1, 1, 2,−1,−2, 2),
ǫt = e(0, 0, 0, 0, 0,−1, 1, 2)ǫ4ǫ5ǫ6e(0, 0, 0,−1, 1, 2,−2, 2)ǫ2ǫ3ǫ4ǫ5e(0,−1, 1, 2, 3,−3,−2, 2).
Because µ = (3, 1), let a = 2 f + µ1 = 7. Hence we have ψs = ψaψa+1 . . . ψn−1θ(n−1)i (ψu) = ψ7θ(n−1)i (ψu),
ψt = ψaψa+1 . . . ψn−1θ
(n−1)
i (ψv) = ψ7θ(n−1)i (ψv), ǫ∗s = θ(n−1)i (ǫ∗u) and ǫt = θ(n−1)i (ǫv).
The following two results give the induction property of Rn(δ).
4.36. Lemma. Suppose (λ, f ) ∈ B̂n−1. If i ∈ P such that i = res(α) for some α ∈ A (λ), then we have θ(n−1)i (ψuv) =
ψst for any u, v ∈ T udn−1(λ). Moreover, we have s|n−1 = u, t|n−1 = v and s(n) = t(n) = α.
Proof. First we show that when u = v = t(λ, f ), we have θ(n−1)i (ψuv) = ψxx where x|n−1 = t(λ, f ) and x(n) = α.
Set µ = λ ∪ {α} = (µ1, µ2, . . . , µm). One can see that α = (r, µr) for some 1 ≤ r ≤ m. Hence let a =
2 f + µ1 + µ2 + . . . + µr. We have a reduced expression d(x) = sasa+1 . . . sn−1 ∈ S2 f ,n+1.
Let i(λ, f ) = (i1, i2, . . . , in−1). By the construction of λ and µ, as i = res(α), we have |i−is| ≥ 2 for any a ≤ s ≤ n−1
and i(µ, f ) = (i1, . . . , ia−1, i, ia, ia+1, . . . , in−1). Hence by (3.14) we have
θ
(n−1)
i (ψt(λ, f )t(λ, f ) ) = e(i(λ, f ) ∨ i)ǫ1ǫ3 . . . ǫ2 f−1e(i(λ, f ) ∨ i)
= e(i(λ, f ) ∨ i)ǫ1ǫ3 . . . ǫ2 f−1ψnψn−1 . . . ψae(i(µ, f ))ψa . . . ψn−1ψn
= ψnψn−1 . . . ψae(i(µ, f ))ǫ1ǫ3 . . . ǫ2 f−1e(i(µ, f ))ψa . . . ψn−1ψn
= ψ∗d(x)e(µ, f )ψd(x) = ψxx.
Now for any u, v ∈ T ud
n−1(λ), set s, t to be up-down tableaux such that s|n−1 = u, t|n−1 = v and s(n) = t(n) = α.
By Lemma 4.34, we have ψs = ψd(x)θ(n−1)i (ψu), ψt = ψd(x)θ(n−1)i (ψv), ǫ∗s = θ(n−1)i (ǫ∗u) and ǫt = θ(n−1)i (ǫv). Hence
θ
(n−1)
i (ψuv) = θ(n−1)i (ǫ∗uψ∗ue(λ, f )ψvǫv) = θ(n−1)i (ǫ∗uψ∗u)θ(n−1)i (e(λ, f ))θ(n−1)i (ψvǫv) = θ(n−1)i (ǫ∗uψ∗u)ψxxθ(n−1)i (ψvǫv)
= θ
(n−1)
i (ǫ∗u)θ(n−1)i (ψ∗u)ψ∗xe(µ, f )ψxθ(n−1)i (ψv)θ(n−1)i (ǫv) = ǫ∗sψ∗se(µ, f )ψtǫt = ψst,
which completes the proof. 
4.37. Lemma. Suppose (λ, f ) ∈ B̂n−1. If there exists σ ⊢ n − 2 f such that (σ, f ) ∈ Sn, for any u, v ∈ T udn−1(λ) and
i ∈ P, we have the following results:
(1) If res(α) = i for some α ∈ A (λ), we have θ(n−1)i (ψuv)yn ∈ R> fn (δ).
(2) If res(α) , i for all α ∈ A (λ), we have θ(n−1)i (ψuv) ∈ R> fn (δ).
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Proof. Because θ(n−1)i (ψuv) = θ(n−1)i (ǫ∗uψ∗u)θ(n−1)i (ψt(λ, f )t(λ, f ) )θ(n−1)i (ψvǫv) and θ(n−1)i (ψvǫv) commutes with yn, by Lemma 4.33
it suffices to prove the Lemma when u = v = t(λ, f ).
We prove the Lemma by applying induction twice. First we apply induction on n. The base step is n = 1, which
is trivial by (3.8). Assume that there exists n′ such that the Lemma holds when n < n′ and we set n = n′. Then we
apply the induction on f . The base step is f = ⌊ n2 ⌋, which can be directly verified by (3.14), (3.17), (3.19) in Case
(1) and (3.14) in Case (2). We omit the detailed proof here.
Assume that there exists f ′ such that the Lemma holds when f < f ′ and we set f = f ′. Write i(λ, f ) =
(i1, i2, . . . , in−1), t(λ, f ) = (α1, . . . , αn−1) and λ = (λ1, λ2, . . . , λm).
Here we give two results implied by the induction. These two results will be used in the rest of the proof.
As (σ, f ) ∈ Sn, by Lemma 4.33, R> fn (δ) is a two-sided Gn(δ)-ideal. Hence by induction on f , we have
θ
(n−1)
i (R> fn−1(δ)) ⊂ R> fn (δ) for any i ∈ P. Moreover, by induction on n, we have ψt(λ, f ) t(λ, f ) yn−1 ∈ R> fn−1(δ), which
yields
θ
(n−1)
i (ψt(λ, f )t(λ, f ) yn−1) ∈ R> fn (δ). (4.6)
In G2 f+2(δ), by (3.8) we have ǫ1ǫ3 . . . ǫ2 f+1 = ψt(∅, f+1) t(∅, f+1) ∈ R> f2 f+2(δ). Therefore, by induction on n and f , we
have
ǫ1ǫ3 . . . ǫ2 f−1ǫ2 f+1 =
∑
(i2 f+3 ,...,in)∈Pn−2 f−2
θ
(n−1)
in ◦ θ
(n−2)
in−1 ◦ . . . ◦ θ
(2 f+2)
i2 f+3 (ψt(∅, f+1)t(∅, f+1) ) ∈ R
> f
n (δ),
which can be generalized by (3.24) and Lemma 4.33:
ǫ1 . . . ǫ2 f−1ǫℓ = ǫℓǫℓ−1 . . . ǫ2 f+2·
(
ǫ1ǫ3 . . . ǫ2 f−1ǫ2 f+1
)
·ǫ2 f+2 . . . ǫℓ−1ǫℓ ∈ R> fn (δ) (4.7)
for any 2 f + 1 ≤ ℓ ≤ n.
Now we complete the induction process of f by considering different values of i. For convenience we write
i = (i1, . . . , in) = i(λ, f ) ∨ i ∈ Pn.
(1). Suppose res(α) = i for some α ∈ A (λ). We consider the following 3 cases. Note that i = in−1 is excluded
because it is impossible to find α ∈ A (λ) such that res(α) = i = in−1.
Case 1.1: i = −in−1.
When i = − 12 , because res(α) = − 12 for some α ∈ A (λ) and res(αn−1) = 12 where αn−1 ∈ R(λ), we have
hn(i) = −2, which implies hn−1(i) = −1 by (3.2). Hence we have i ∈ Inn−1,0. Therefore, by (3.17) we have
θ
(n−1)
i (ψt(λ, f )t(λ, f ) )yn = θ(n−1)i (ψt(λ, f )t(λ, f ) )yne(i) = θ(n−1)i (ψt(λ, f )t(λ, f ) )yn−1e(i) − 2θ(n−1)i (ψt(λ, f ) t(λ, f ) )yn−1e(i)ǫn−1e(i)
= θ
(n−1)
i (ψt(λ, f )t(λ, f ) yn−1) − 2θ(n−1)i (ψt(λ, f )t(λ, f ) yn−1)ǫn−1e(i),
which yields θ(n−1)i (ψt(λ, f )t(λ, f ) )yn ∈ R> fn (δ) by (4.6) and Lemma 4.33.
When i = 12 , following the same argument as i = −
1
2 , we have hn−1(i) = −1 and i ∈ Inn−1,+. Hence by (3.15) we
have
θ
(n−1)
i (ψt(λ, f )t(λ, f ) )yn = θ(n−1)i (ψt(λ, f )t(λ, f ) )yne(i)
= (−1)an−1(i)+1e(i)ǫ1 . . . ǫ2 f−1ǫn−1e(i) + θ(n−1)i (ψt(λ, f )t(λ, f ) yn−1),
which yields θ(n−1)i (ψt(λ, f )t(λ, f ) )yn ∈ R> fn (δ) by (4.6) and (4.7).
When i , ± 12 , following the same argument as when i = −
1
2 , we have hn−1(i) = 0 and i ∈ Inn−1,+. By the similar
argument as when i = 12 , we have θ
(n−1)
i (ψt(λ, f )t(λ, f ) )yn ∈ R> fn (δ).
Case 1.2: i = in−1 ± 1.
First we consider the case when i = in−1 − 1. Notice that when i = − 12 , we have i = −in−1 = −
1
2 , which has
already been proved in Case 1.1. Hence we set i , − 12 .
Because res(α) = i for some α ∈ A (λ) and res(αn−1) = i + 1 where αn−1 ∈ [λ], we have λm = 1 by the
construction of λ. Let µ = λ|n−2 and j = i(µ, f ) = i(λ, f )|n−2. By (3.14) we have
θ
(n−1)
i (ψt(λ, f )t(λ, f ) )yn = θ(n−1)i (ψt(λ, f )t(λ, f ) yn−1) − ψn−1e(j, i, i + 1)ǫ1 . . . ǫ2 f−1e(j, i, i + 1)ψn−1.
Because λm = 1, we have res(α) , i for any α ∈ A (µ). Hence by induction on n, we have
e(j, i, i + 1)ǫ1 . . . ǫ2 f−1e(j, i, i + 1) = θ(n−1)i+1 (θ(n−2)i (ψt(µ, f )t(µ, f ) )) ∈ θ(n−1)i+1 (R> fn−1(δ)) ⊂ R> fn (δ),
and the Lemma holds by (4.6). Following the similar argument, the Lemma holds when i = in−1 + 1.
Case 1.3: |i − in−1| > 1.
This case can be verified using (3.13) and (3.14) directly and we omit the detailed proof here.
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(2). Suppose res(α) , i for all α ∈ A (λ). We consider the following 5 cases:
Case 2.1: i = −in−1.
When i = − 12 , as res(α) , i for any α ∈ A (λ), we have hn(i) = −1, which implies hn−1(i) = −2 by (3.2) and
hence i ∈ In
n−1,−. Therefore, by (3.19) we have
θ
(n−1)
i (ψt(λ, f )t(λ, f ) ) = (−1)an−1(i)ψttyn−1 + (−1)an−1(i)yn−1ψtt ∈ R> fn (δ).
When i = 12 , as res(α) , i for any α ∈ A (λ), we have λm−1 = λm. See the next diagram for λ:
1
2
− 12
In the above diagram, the entries in the shadowed nodes are their residues and the residues of the light shadowed
nodes are less than − 12 . Formally, we set a = n − λ. So the node αa is the shadowed node with residue
1
2 and the
node αn−1 is the shadowed node with residue − 12 . Moreover, for any a < s < n − 1, we have ia + is , 0 and
|ia − is| > 1. Therefore, by (3.14) and (3.9) we have
θ
(n−1)
i (ψt(λ, f )t(λ, f ) ) = ψa . . . ψn−4ψn−3e(j)ǫ1 . . . ǫ2 f−1e(j)ψn−3ψn−4 . . . ψa,
where j = (i1, . . . , ia−1, ia+1, . . . , in−2, ia, in−1, i). We note that ia = i = 12 and in−1 = − 12 . Hence apply (3.18) to the
above equation and we have
θ
(n−1)
i (ψt(λ, f ) t(λ, f ) ) = (−1)an−1(i)ψa . . . ψn−4ψn−3e(j)ǫ1 . . . ǫ2 f−1ǫn−1e(j)ψn−3ψn−4 . . . ψa
−2(−1)an−2(i)ψa . . . ψn−4ψn−3e(j)ǫ1 . . . ǫ2 f−1ǫn−2e(j)ψn−3ψn−4 . . . ψa
+ψa . . . ψn−4ψn−3e(j)ǫ1 . . . ǫ2 f−1ǫn−1ǫn−2e(j)ψn−3ψn−4 . . . ψa
+ψa . . . ψn−4ψn−3e(j)ǫ1 . . . ǫ2 f−1ǫn−2ǫn−1e(j)ψn−3ψn−4 . . . ψa,
which yields θ(n−1)i (ψt(λ, f )t(λ, f ) ) ∈ R> fn (δ) by (4.7) and Lemma 4.33.
When i , ± 12 , as res(α) , i for any α ∈ A (λ), we have hn−1(i) = −1 and i ∈ Inn−1,0. By (3.15) and (4.7), we have
θ
(n−1)
i (ψt(λ, f )t(λ, f ) ) = (−1)an−1(i)e(i)ǫ1 . . . ǫ2 f−1ǫn−1e(i) ∈ R> fn (δ).
Case 2.2: i = in−1.
When i = in−1 = 0, we have i ∈ Inn−1,0. Hence following the same argument as in Case 2.1 when i , ±
1
2 , we
have θ(n−1)i (ψt(λ, f )t(λ, f ) ) ∈ R> fn (δ).
When i = in−1 , 0, it is easy to verify the following equality holds by (3.12), (3.13) and (3.14):
e(i) = −ψn−1e(i)y2n−1ψn−1 − e(i)yn−1ψn−1 − ψn−1e(i)yn−1.
Hence by (4.6), we have
θ
(n−1)
i (ψt(λ, f )t(λ, f ) ) = −ψn−1θ(n−1)i (ψt(λ, f )t(λ, f ) y2n−1)ψn−1 − θ(n−1)i (ψt(λ, f ) t(λ, f ) yn−1)ψn−1 − ψn−1θ(n−1)i (ψt(λ, f )t(λ, f ) yn−1) ∈ R> fn (δ).
Case 2.3: i = in−1 − 1.
The case i = − 12 has been proved in Case 2.1. Hence we assume i , −
1
2 . As res(α) , i for any α ∈ A (λ), we
have λm > 1. Hence we have in−1 = i + 1 and in−2 = in−1 − 1 = i. Define j = (i1, i2, . . . , in−3). By (3.31) we have
θ
(n−1)
i (ψt(λ, f )t(λ, f ) ) = ψn−2ψn−1e(j ∨ i, i, i + 1)ǫ1 . . . ǫ2 f−1e(j ∨ i, i, i + 1)ψn−2
− ψn−1ψn−2e(j ∨ i + 1, i, i)ǫ1 . . . ǫ2 f−1e(j ∨ i + 1, i, i)ψn−1. (4.8)
Let µ = λ|n−2 and γ = λ|n−3. One can see that res(α) , i for any α ∈ A (µ) and res(α) , i + 1 for any α ∈ A (γ)
by the construction of λ. Hence by induction on n, we have
e(j ∨ i, i, i + 1)ǫ1 . . . ǫ2 f−1e(j ∨ i, i, i + 1) = θ(n−1)i+1 (θ(n−2)i (ψt(µ, f ) t(µ, f ) )) ∈ θ(n−1)i+1 (R> fn−1(δ)) ⊂ R> fn (δ),
e(j ∨ i + 1, i, i)ǫ1 . . . ǫ2 f−1e(j ∨ i + 1, i, i) = θ(n−1)i (θ(n−2)i (θ(n−3)i+1 (ψt(γ, f )t(γ, f )))) ∈ θ(n−1)i (θ(n−2)i (R> fn−2(δ))) ⊂ R> fn (δ).
Substitute the above equalities to (4.8). By Lemma 4.33, we have θ(n−1)i (ψt(λ, f )t(λ, f ) ) ∈ R> fn (δ).
Case 2.4: i = in−1 + 1.
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The case i = 12 has been proved in Case 2.1. Hence we assume i ,
1
2 . As res(α) , i for any α ∈ A (λ), we have
λm−1 = λm. See the next diagram for λ:
i
i − 1
In the above diagram, the entries in the shadowed nodes are their residues and the residues of the light shadowed
nodes are less than i − 1. Formally, we set a = n − λ. So the node αa is the shadowed node with residue i and the
node αn−1 is the shadowed node with residue i − 1. Moreover, for any a < s < n − 1, we have |ia − is| > 1.
Notice that as λm−1 = λm, we have t(λ, f )sasa+1 . . . sn−3 ∈ T udn−1(λ), which is of the form
. . . . . . −→ −→
i
−→
i
i − 1

.
By Corollary 4.14 and (3.9), we have
θ
(n−1)
i (ψt(λ, f )t(λ, f ) ) = ψaψa+1 . . . ψn−3e(j)ǫ1 . . . ǫ2 f−1e(j)ψn−3 . . . ψa+1ψa,
where j = (i1, . . . , ia−1, ia+1, . . . , in−2, ia, in−1, i). We note that (ia, in−1, i) = (i, i − 1, i). Hence, following the sim-
ilar argument as in Case 2.3, we have e(j)ǫ1 . . . ǫ2 f−1e(j) ∈ R> fn (δ). Therefore we have θ(n−1)i (ψt(λ, f )t(λ, f ) ) ∈ R> fn (δ)
by Lemma 4.33.
Case 2.5: |i − in| > 1.
This case can be verified by (3.14) directly and we omit the detailed proof here. 
The next Lemma combines the results of Lemma 4.36 and Lemma 4.37.
4.38. Lemma. Suppose 0 ≤ f ≤ ⌊ n2 ⌋. If there exists σ ⊢ n − 2 f such that (σ, f ) ∈ Sn, for any i ∈ P we
have θ(n−1)i (R≥ fn−1(δ)) ⊂ R≥ fn (δ) and θ(n−1)i (R> fn−1(δ)) ⊂ R> fn (δ). Moreover, if Sn = B̂n, then for any i ∈ P we have
θ
(n−1)
i (Rn−1(δ)) ⊆ Rn(δ).
Proof. Suppose (µ,m) ∈ B̂n−1 and s, t ∈ T udn−1(µ). When m = f , if res(α) = i for some α ∈ A (µ), by Lemma 4.36
we have θ(n−1)i (ψst) ∈ R≥ fn (δ); and if res(α) , i for all α ∈ A (µ), by Lemma 4.37 we have θ(n−1)i (ψst) ∈ R> fn (δ).
Hence we have
θ
(n−1)
i (ψst) ∈ R≥ fn (δ). (4.9)
When m > f , by Lemma 4.36 and Lemma 4.37, we have
θ
(n−1)
i (ψst) ∈ R> fn (δ). (4.10)
By (4.9) and (4.10), we have θ(n−1)i (R≥ fn−1(δ)) ⊂ R≥ fn (δ) and θ(n−1)i (R> fn−1(δ)) ⊂ R> fn (δ).
Suppose Sn = B̂n. Choose λ such that (λ, 0) ∈ B̂n. Hence that (λ, 0) ∈ Sn and we have θ(n−1)i (R≥0n−1(δ)) ⊆ R≥0n (δ).
Notice that Rn(δ) = R≥0n (δ). Therefore we have θ(n−1)i (Rn−1(δ)) ⊆ Rn(δ). 
Recall by identifying e(i) = ∑i∈P e(i ∨ i) for i ∈ Pn−1, we consider Gn−1(δ) as a subalgebra of Gn(δ) and obtain a
sequence
G1(δ) ⊂ G2(δ) ⊂ G3(δ) ⊂ . . . .
The key point of Lemma 4.38 is that by assuming Sn = B̂n, we can construct such sequence for Rn(δ) as
well. In Lemma 4.38, as i is chosen arbitrary in P, we can consider Rn−1(δ) as a subspace of Rn(δ) by identifying
e(i) = ∑i∈P e(i ∨ i) for i ∈ Pn−1. Hence we obtain a sequence
R1(δ) ⊂ R2(δ) ⊂ R3(δ) ⊂ . . . ⊂ Rn(δ).
The next Proposition is the most important application of Lemma 4.38 in this paper.
4.39. Proposition. Suppose ⋃ni=1 B̂i ⊆ B̂. Then e(i) ∈ Rn(δ) for any i ∈ Pn.
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Proof. Because Sn = B̂n, by the definition of Sn we have Sk = B̂k for any 1 ≤ k ≤ n. Therefore, if we write
i = (i1, i2, . . . , in), as i1 = δ−12 and e(i1) = 1 ∈ R1(δ) ⊂ G1(δ), we have
e(i) = θ(n−1)in ◦ θ
(n−2)
in−1 ◦ . . . ◦ θ
(1)
i2 (1) ∈ Rn(δ)
by Lemma 4.38. 
Suppose ⋃ni=1 B̂i ⊆ B̂. Proposition 4.39 shows that 1 ∈ Rn(δ). By the definition of B̂, Rn(δ) is a right Gn(δ)-
module. Hence, ⋃ni=1 B̂i ⊆ B̂ implies {ψst | s, t ∈ T udn (λ), (λ, f ) ∈ B̂n } is a R-spanning set of Gn(δ), and it has
cellular-like property by the definition of B̂.
Finally we introduce some applications of induction property of Rn(δ).
4.40. Lemma. Suppose 0 ≤ f ≤ ⌊ n2 ⌋. If there exists σ ⊢ n − 2 f such that (σ, f ) ∈ Sn, we have ǫ1ǫ3 . . . ǫ2 f−1ǫk ∈
R> fn (δ) for 2 f + 1 ≤ k ≤ n − 1.
Proof. It suffices to prove that when k = 2 f + 1 the Lemma holds, because when k > 2 f + 1, by (3.24) we have
ǫ1ǫ3 . . . ǫ2 f−1ǫk = ǫkǫk−1 . . . ǫ2 f+2·ǫ1ǫ3 . . . ǫ2 f−1ǫ2 f+1·ǫ2 f+2 . . . ǫk−1ǫk,
and R> fn (δ) is a two-sided Gn(δ)-ideal by Lemma 4.33.
Consider k = 2 f + 1. By (3.8) we have
ǫ1ǫ3 . . . ǫ2 f−1ǫ2 f+1 =
∑
(i2 f+3,...,in)∈Pn−2 f−2
θ
(n−1)
in ◦ θ
(n−2)
in−1 ◦ . . . ◦ θ
(2 f+2)
i2 f+3 (ψt(∅, f+1)t(∅, f+1) ).
Because ψt(∅, f+1) t(∅, f+1) ∈ R
> f
2 f+2(δ), the Lemma follows by Lemma 4.38. 
4.41. Lemma. Suppose 0 ≤ f ≤ ⌊ n2 ⌋. If there exists σ ⊢ n − 2 f such that (σ, f ) ∈ Sn, then we have e(i) = 0 if
hk(i) > 0 for some 1 ≤ k ≤ n − 1.
Proof. Let j = i|n−1 ∈ Pn−1. As (σ, f ) ∈ Sn, we have⋃n−1i=1 B̂i ⊆ B̂, which implies e(j) ∈ Rn−1(δ) by Proposition 4.39.
If hk(i) > 0 for some 1 ≤ k ≤ n − 1, by Lemma 3.6 we have j < In−1. Hence by Lemma 4.10 we have e(j) = 0.
Therefore e(i) = θin (e(j)) = 0. 
4.42. Lemma. Suppose (λ, f ) ∈ Sn and t ∈ T udn (λ). Let 1 ≤ k ≤ n. If t(r) > 0 for all k ≤ r ≤ n, then for any
a ∈ Gk−1(δ), we have
ψt(λ, f )t·a ≡
∑
v∈T udn (λ)
cvψt(λ, f )v (mod R> fn (δ)),
where cv , 0 only if v(r) = t(r) for any k ≤ r ≤ n.
Proof. We only prove the case when k = n − 1. For smaller k the proof is essentially the same.
Suppose the head of t is h and λ = (λ1, . . . , λm). Define ˙t = t|n−1 and µ = tn−1. As t(n) > 0, we have t(n) = α for
some α ∈ A (µ) and λ = µ ∪ {α}. Hence α = (ℓ, λℓ) for some 1 ≤ ℓ ≤ m. Let a = λ1 + λ2 + . . .+ λℓ and res(α) = in.
By Lemma 4.34, we have ψt = ψaψa+1 . . . ψn−1θ(n−1)in (ψ˙t) and ǫt = θ
(n−1)
in (ǫ˙t). Hence by Lemma 4.36, we have
ψt(λ, f )ta = ψaψa+1 . . . ψn−1θ
(n−1)
in (ψt(µ, f )˙ta).
As (λ, f ) ∈ Sn, by Lemma 4.38 we have
ψt(λ, f ) ta = ψaψa+1 . . . ψn−1θ
(n−1)
in (ψt(µ, f )˙ta) ≡
∑
v˙∈T ud
n−1(µ)
cv˙ψaψa+1 . . . ψn−1θ
(n−1)
in (ψt(µ, f ) v˙) (mod R
> f
n (δ)). (4.11)
For v˙ ∈ T ud
n−1(µ), define v ∈ T udn (λ) with v|n−1 = v˙ and v(n) = α. By Lemma 4.34 we haveψv = ψaψa+1 . . . ψn−1θ(n−1)in (ψv˙)
and ǫv = θ(n−1)in (ǫv˙). Hence by Lemma 4.36, we have
ψaψa+1 . . . ψn−1θ
(n−1)
in (ψt(µ, f ) v˙) = e(λ, f )ψvǫv = ψt(λ, f )v, (4.12)
where v(n) = α = t(n). The Lemma holds by substituting (4.12) into (4.11). 
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4.3. The restriction property
In this subsection we introduce the restriction property of Gn(δ). Suppose 0 ≤ f ≤ ⌊ n2 ⌋. Define P f ,n =
{ i ∈ Pn | i1 = i3 = . . . = i2 f+1 = −i2 = −i4 = . . . = −i2 f = δ−12 } and G2 f ,n(δ) as the subalgebra of Gn(δ) generated
by
G f ,n(δ) = { e(i) | i ∈ P f ,n } ∪ { yk | 2 f + 1 ≤ k ≤ n } ∪ {ψk | 2 f + 1 ≤ k ≤ n − 1 } ∪ { ǫk | 2 f + 1 ≤ k ≤ n − 1 } .
Denote ǫ1,0 = 1 and ǫ1, f = ǫ1ǫ3 . . . ǫ2 f−1 for f > 0. We define a map φ(g)f ,n : G f ,n(δ)−→Gn−2 f (δ) by
e(i) 7→ e(i2 f+1, i2 f+2, . . . , in), yr 7→ yr−2 f , ψs 7→ ψs−2 f , and ǫs 7→ ǫs−2 f ,
where i =∈ P f ,n, 2 f + 1 ≤ r ≤ n and 2 f + 1 ≤ s ≤ n − 1. Extend φ(g)f ,n to a linear map φ f ,n : ǫ1, f G2 f ,n(δ)−→Gn−2 f (δ)
such that for each a ∈ G2 f ,n(δ), if we can write a = g1g2 . . . gk where gi ∈ G f ,n(δ) for 1 ≤ i ≤ k, then
φ f ,n(ǫ1, f ·a) = φ(g)f ,n(g1)φ(g)f ,n(g2) . . . φ(g)f ,n(gk) ∈ Gn−2 f (δ).
4.43. Lemma. Suppose 0 ≤ f ≤ ⌊ n2 ⌋. The linear map φ f ,n : ǫ1, f G2 f ,n(δ)−→Gn−2 f (δ) is well-defined.
Proof. When f = 0, φ0,n is the identity map. Hence we assume f > 0. It suffices to check the relations of
ǫ1, f G2 f ,n(δ) consist in Gn−2 f (δ) by applying φ f ,n. Let i = (i1, . . . , in) ∈ P f ,n and j = (i2 f+1, i2 f+2, . . . , in) ∈ Pn−2 f . By
direct calculation, we have hk(i) = hk−2 f (j) and (−1)ak(i) = (−1)ak−2 f (j) for 2 f + 1 ≤ k ≤ n. Hence we only need to
check (3.20) when i ∈ Pnk,+, as all the other relations depend on hk(i), (−1)ak(i), ik−1, ik and ik+1.
First we prove the following equality holds: for any 2 f + 1 ≤ k ≤ n − 1, we have
ǫ1ǫ3 . . . ǫ2 f−1(
∑
1≤r≤2 f
r∈Aik,1
yr − 2
∑
1≤r≤2 f
r∈Aik,2
yr +
∑
1≤r≤2 f
r∈Aik,3
yr − 2
∑
1≤r≤2 f
r∈Aik,4
yr) = 0. (4.13)
Because we have i1 = i3 = . . . = i2 f−1 = −i2 = −i4 = . . . = −i2 f = δ−12 , for any 1 ≤ ℓ ≤ 2 f , 2ℓ − 1 ∈ Aik,1 if and
only if 2ℓ ∈ Aik,3, and 2ℓ ∈ Aik,1 if and only if 2ℓ − 1 ∈ Aik,3. Similarly, 2ℓ − 1 ∈ Aik,2 if and only if 2ℓ ∈ Aik,4, and
2ℓ ∈ Aik,2 if and only if 2ℓ − 1 ∈ A
i
k,4. Hence by (3.24), (4.13) holds.
Suppose i ∈ Pnk,+ and 2 f + 1 ≤ k ≤ n − 1. Recall (−1)ak(i) = (−1)ak−2 f (j). By (3.20) and (4.13) we have
φ f ,n(ǫ1, f ǫke(i)ǫk) = (−1)ak(i)(1 + δik ,− 12 )φ f ,n(ǫ1, f (
∑
r∈Aik,1
yr − 2
∑
r∈Aik,2
yr +
∑
r∈Aik,3
yr − 2
∑
r∈Aik,4
yr)ǫk)
= (−1)ak(i)(1 + δik ,− 12 )φ f ,n(ǫ1, f (
∑
2 f+1≤r≤k−1
r∈Aik,1
yr − 2
∑
2 f+1≤r≤k−1
r∈Aik,2
yr +
∑
2 f+1≤r≤k−1
r∈Aik,3
yr − 2
∑
2 f+1≤r≤k−1
r∈Aik,4
yr)ǫk)
= (−1)ak−2 f (j)(1 + δ jk−2 f ,− 12 )(
∑
r∈Ajk−2 f ,1
yr − 2
∑
r∈Ajk−2 f ,2
yr +
∑
r∈Ajk−2 f ,3
yr − 2
∑
r∈Ajk−2 f ,4
yr)ǫk−2 f
= ǫk−2 f e(j)ǫk−2 f ,
which proves the Lemma. 
The next result is used to prove Lemma 4.45.
4.44. Lemma. Suppose i = (i1, . . . , in) ∈ P f ,n. For any t ∈ T udn (i), we have t2 f+1 = (1).
Proof. Suppose δ−12 , ± 12 , the Lemma is obvious by the construction of t. If δ−12 = 12 , we prove by induction.
When f = 0, the Lemma follows obviously. Suppose when f < f ′ the Lemma follows. When f = f ′, by
induction we have t2 f−1 = (1). Hence by the construction, t(2 f ) = (2, 1) or t(2 f ) = −(1, 1). If t(2 f ) = −(1, 1), then
t(2 f + 1) = (1, 1) and the Lemma holds. If t(2 f ) = (2, 1), then t(2 f + 1) = −(2, 1) and the Lemma holds. Hence
when δ−12 =
1
2 , the Lemma holds. Following the same argument, the Lemma holds when
δ−1
2 = −
1
2 . 
4.45. Lemma. The map φ f ,n is a bijection.
Proof. By the definition, φ f ,n is surjective. In order to prove φ f ,n is injective, it suffices to show that ker φ f ,n = {0}
by checking the relations of Gn−2 f (δ). Following the same argument as in the proof of Lemma 4.43, we only need
to check the first two relations of (3.8), and (3.20) when i ∈ Pnk,+.
Suppose i = (i1, . . . , in) ∈ Pn. For the first relation of (3.8), we prove that e(i)ǫ1, f e(i) = 0 when i2 f+1 , δ−12 and
e(i)ǫ1, f y2 f+1e(i) = 0. Note that we have c = ±1 such that e(i)ǫ1, f e(i) = ce(i)ǫ1 . . . ǫ2 f−1e(i). Hence it suffices to
prove that e(i)ǫ1 . . . ǫ2 f−1e(i) = 0 and e(i)ǫ1 . . . ǫ2 f−1y2 f+1e(i) = 0 under certain conditions.
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First we prove e(i)ǫ1 . . . ǫ2 f−1e(i) = 0 when i2 f+1 , δ−12 . We apply the induction on f . When f = 0 it is obvious
by (3.8). Suppose for f − 1 the result holds. By (3.24) we have
e(i)ǫ1 . . . ǫ2 f−1e(i) = e(i)ǫ1 . . . ǫ2 f−3ǫ2 f−1ǫ2 f e(l)ǫ2 f−1e(i)
= e(i)ǫ2 f−1ǫ2 f e(l)ǫ1 . . . ǫ2 f−3e(l)ǫ2 f−1e(i)
where l ∈ Pn. If we write l = (ℓ1, ℓ2, . . . , ℓn), one can see that ℓ2 f−1 = i2 f+1 , δ−12 by (3.8), which implies
e(l)ǫ1 . . . ǫ2 f−3e(l) = 0 by induction. Hence e(i)ǫ1 . . . ǫ2 f−1e(i) = 0 when i2 f+1 , δ−12 .
Then we prove e(i)ǫ1 . . . ǫ2 f−1y2 f+1e(i) = 0. We apply induction on f as well. When f = 0 it is obvious by (3.8).
Suppose for f − 1 the result holds. By (3.24) we have
e(i)ǫ1 . . . ǫ2 f−1y2 f+1e(i) = e(i)ǫ1 . . . ǫ2 f−3ǫ2 f−1ǫ2 f ǫ2 f−1y2 f+1e(i)
= e(i)ǫ2 f−1ǫ2 f ǫ1 . . . ǫ2 f−3y2 f−1ǫ2 f−1e(i) = 0,
where the last equality holds because ǫ1 . . . ǫ2 f−3y2 f−1 = 0 by induction. Hence the first relation of (3.8) consists.
For the second relation of (3.8), notice that ǫ1, f e(i) = 0 if e(i) < P f ,n by (3.8). Hence, we have
φ f ,n(ǫ1, f ·1) = φ f ,n(ǫ1, f
∑
e(i)∈P f ,n
e(i)) =
∑
j∈Pn−2 f
e(j) = 1.
For (3.20) when i ∈ Pnk,+, the relation consists by following the same argument as in the proof of Lemma 4.43.

Lemma 4.45 shows that ǫ1, f G2 f ,n(δ)  Gn−2 f (δ) as R-space. For 0 ≤ f ≤ ⌊ n2 ⌋, define R2 f ,n(δ) to be the subspace
of Rn(δ) spanned by ψst’s, such that head(s), head(t) ≥ f . By the definition of ψst’s, we have R f ,n(δ) ⊆ ǫ1, f G2 f ,n(δ).
Therefore, we restrict φ f ,n to R f ,n(δ).
4.46. Lemma. Suppose s, t ∈ T udn (λ) with head(s), head(t) ≥ f . Then we have φ f ,n(ψst) = ψuv ∈ Rn−2 f (δ). More-
over, if we write s = (α1, . . . , αn) and t = (β1, . . . , βn), then we have u = (α2 f+1, . . . , αn) and v = (β2 f+1, . . . , βn).
Proof. Because head(s), head(t) ≥ f , we have
α1 = α3 = . . . = α2 f−1 = −α2 = −α4 = . . . = −α2 f = α0,
β1 = β3 = . . . = β2 f−1 = −β2 = −β4 = . . . = −β2 f = α0.
Hence the Lemma follows by direct calculations. 
By Lemma 4.46, one can see that φ f ,n(R f ,n(δ)) = Rn−2 f (δ). Hence we have a sequence
Rn(δ) = R0,n(δ) ⊇ R1,n(δ) ⊇ R2,n(δ) ⊇ . . . .
Finally we introduce some application of restriction property of Rn(δ).
4.47. Lemma. Suppose (σ, f ) ∈ Sn. Then for any (λ, f ) ∈ B̂n−1 and k ∈ P, if res(α) , k for all α ∈ A (λ), we have
θ
(n−1)
k (ψt(λ, f )t(λ, f ) ) =
∑
cuvψuv ∈ R> fn (δ), where cuv , 0 only if head(u) ≥ f and head(v) ≥ f .
Proof. If f = 0, the Lemma follows by Lemma 4.37. If f > 0, recall φ f ,n : ǫ1, f G2 f ,n(δ) −→ Gn−2 f (δ) defined
in Lemma 4.43. By the definition of θ(n−1)k and φ f ,n one can see that φ f ,n◦θ
(n−1)
k = θ
(n−2 f−1)
k ◦φ f ,n−1. By Lemma 4.45,
φ f ,n is a bijection. Hence by Lemma 4.37 we have
θ
(n−1)
k (ψt(λ, f )t(λ, f ) ) = φ−1f ,n(θ(n−2 f−1)k (φ f ,n−1(ψt(λ, f )t(λ, f ) ))) = φ−1f ,n(θ(n−2 f−1)k (ψt(λ,0)t(λ,0) )) =
∑
s,t
cstφ
−1
f ,n(ψst),
where s, t ∈ T ud
n−2 f (µ) with µ ⊢ n − 2 f − 2m and m > 0. Hence the Lemma follows by Lemma 4.46. 
4.48. Lemma. Suppose (λ, f ) ∈ Sn and t ∈ T udn (λ) with head h > 0. Then for any a ∈ G2h,n(δ), we have
ψt(λ, f ) ta ≡
∑
v∈T udn (λ)
cvψt(λ, f )v (mod R> fn (δ)),
where cv , 0 only if head(v) ≥ h.
Proof. Suppose t = (α1, . . . , αn). Because head(t) = h ≤ f , we have α1 = α3 = . . . = α2h−1 = −α2 = −α4 = . . . =
−α2h = α0. Define ˙t = (α2h+1, α2h+2, . . . , αn) and we have ˙t ∈ T udn−2h(λ).
Recall φh,n : ǫ1,hG2h,n(δ)−→Gn−2h(δ) defined in Lemma 4.43. Because ψt(λ, f )ta ∈ ǫ1,hG2h,n(δ), by Lemma 4.46, we
have φh,n(ψt(λ, f ) ta) = ψt(λ, f−h)˙ta′, for some a′ ∈ Gn−2h(δ).
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Because (λ, f ) ∈ Sn and h > 0, we have (λ, f − h) ∈ B̂n−2h ⊂ B̂. Hence by the definition of B̂, we have
φh,n(ψt(λ, f ) ta) = ψt(λ, f−h)˙ta′ ≡
∑
v˙∈T ud
n−2h(λ)
cv˙ψt(λ, f−h) v˙ (mod R> f−hn−2h (δ)),
which implies ψt(λ, f ) ta ≡
∑
v˙∈T ud
n−2h(λ) cv˙φ
−1
h,n(ψt(λ, f−h) v˙) ≡
∑
v∈T udn (λ) cvψt(λ, f )v (mod R
> f
n (δ)), where cv , 0 only if
head(v) ≥ h. 
5. A spanning set of Gn(δ)
In this section we prove {ψst | s, t ∈ T udn (λ), (λ, f ) ∈ B̂n } is a R-spanning set of Gn(δ). The main idea is to prove⋃n
i=1 B̂i ⊆ B̂ by induction on Sn. We show that if (λ, f ) ∈ Sn, we have
ψt(λ, f ) ta ≡
∑
v∈T udn (λ)
cvψt(λ, f )v (mod R> fn (δ)), (5.1)
for any t ∈ T udn (λ) and a ∈ Gn(δ). As a byproduct, (5.1) shows the cellular-like property of ψst’s, which will directly
apply that {ψst | s, t ∈ T udn (λ), (λ, f ) ∈ B̂n } is a graded cellular basis of Gn(δ) after we prove Gn(δ)  Bn(δ).
5.1. The base case
Fix (λ, f ) ∈ Sn. We start by proving (5.1) in the most simple case: when t ∈ T udn (λ) with head f , which will be
used in the following subsections for computational purposes when we prove more complicated cases. It suffices
to prove (5.1) when a is one of the generators of Gn(δ). For e(i) with i ∈ Pn we have ψt(λ,t)te(i) = δi,itψt(λ,t)t. Therefore
it left us to consider yk, ψs and ǫs with 1 ≤ k ≤ n and 1 ≤ s ≤ n − 1.
5.1. Lemma. Suppose (λ, f ) ∈ Sn and t ∈ T udn (λ) with head f . For 2 f + 1 ≤ k ≤ n− 1, we have ψt(λ, f ) tǫk ∈ R> fn (δ).
Proof. We have ψt(λ, f )t = e(λ, f )ψd(t) with d(t) ∈ S2 f ,n. Hence for any k ∈ Pn, by Lemma 4.40 and Lemma 4.33 we
have ψt(λ, f ) tǫke(k) = e(i(λ, f ))ψd(t)ǫ1ǫ3 . . . ǫ2 f−1ǫke(k) ∈ R> fn (δ), which proves the Lemma. 
5.2. Lemma. Suppose (λ, f ) ∈ Sn and t ∈ T udn (λ) with head f . Then for any 1 ≤ k ≤ n, we have ψt(λ, f )tyk ∈ R> fn (δ).
Proof. First we prove that for
ψt(λ, f ) t(λ, f ) yk = e(λ, f )yk ∈ R
> f
n (δ), (5.2)
the Lemma holds. When f = 0, the Lemma follows by Lemma 4.37 and Lemma 4.38. When f ≥ 1, if k = 1,
the Lemma follows by (3.8); and if k = 2, by (3.24) we have e(λ, f )y2 = −e(λ, f )y1, and the Lemma follows; and if
k ≥ 3 the Lemma follows by Lemma 4.48.
For arbitrary t ∈ T udn (λ) with head f , suppose d(t) = sr1 sr2 . . . srℓ ∈ S2 f ,n is a reduced expression of d(t). We
prove the Lemma by induction. As the base step, when ℓ = 0 the Lemma follows by (5.2). For the induction step,
we assume that when ℓ < ℓ′ the Lemma holds. When ℓ = ℓ′, set s = t(λ, f )sr1 . . . srℓ−1 ∈ T udn (λ) and rℓ = r. One can
see that s = t·sr . If we write it = (i1, . . . , in), by Lemma 4.20 we have |ir − ir+1| > 1. Hence by (3.12) and (3.13),
we have
ψt(λ, f ) tyk = ψt(λ, f )sysr(k)ψr ± ψt(λ, f )sǫre(it) ∈ R> fn (δ),
where the first term is in R> fn (δ) by induction, and the second term is in R> fn (δ) by Lemma 5.1. Hence we proves
the Lemma. 
5.3. Lemma. Suppose (λ, f ) ∈ Sn and t ∈ T udn (λ) with head f . Then for any 1 ≤ k ≤ n − 1, we haveψt(λ, f )tψk = ψt(λ, f )v if v = t·sk ∈ T
ud
n (λ),
ψt(λ, f )tψk ∈ R
> f
n (δ) if t·sk is not an up-down tableau.
Proof. We prove the Lemma by considering consider the following different cases.
Case 1: 1 ≤ k ≤ 2 f .
In this case, as t has head f , t·sk is not an up-down tableau. Write it = (i1, i2, . . . , in). Then we have i1 = i3 =
. . . = i2 f−1 = δ−12 and i2 = i4 = . . . = i2 f = −
δ−1
2 .
When δ−12 = 0, we have it ∈ P
n
k,0. By (3.21) we have e(it)ψkǫke(it) = e(it)ψke(it)ǫke(it) = 0 and by (3.15) we have
e(it)ǫke(it) = (−1)ak(it)e(it). Hence, we have e(it)ψke(it) = e(it)ψk = 0, which implies ψt(λ, f ) tψk = 0 by Lemma 4.10.
When δ−12 , 0, we have hk(it) < 0 by Corollary 3.5, which implies hk(it·sk) > 0. Hence e(i·sk) = 0
by Lemma 4.41. Therefore by (3.9), we have e(it)ψk = ψke(it·sk) = 0, which implies ψt(λ, f )tψk = 0 by Lemma 4.10.
So the Lemma follows when 1 ≤ k ≤ 2 f .
Case 2: 2 f + 1 ≤ k ≤ n − 1 and v = t·sk ∈ T udn (λ).
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In this case, as t ∈ T udn (λ) with head f , we have ψt(λ, f ) t = e(λ, f )ψd(t). By Lemma 4.11 and Lemma 4.15, we
have d(t)·sk is semi-reduced correspond to t(λ, f ). Hence by Lemma 4.12, we have e(i(λ, f ))ψd(t)ψk = e(i(λ, f ))ψd(t)·sk .
Furthermore, as v = t·sk, we have d(v) = d(t)·sk, which implies ψd(t)·sk = ψd(v). Therefore, ψt(λ, f ) tψk = ψt(λ, f )v, where
the Lemma holds.
Case 3: 2 f + 1 ≤ k ≤ n − 1 and t·sk is not an up-down tableau.
Write µ = tk−1. As t·sk is not an up-down tableau, we have res(α) , ik+1 for all α ∈ A (µ). Therefore,
e(it·sk)ǫ1 . . . ǫ2 f−1e(it·sk) ∈ R> fk (δ) by Lemma 4.37 and Lemma 4.38. Because we have
ψt(λ, f )tψk = e(i(λ, f ))ǫ1 . . . ǫ2 f−1e(i(λ, f ))ψd(t)ψk
= e(i(λ, f ))ψd(t)ψke(it·sk)ǫ1 . . . ǫ2 f−1e(it·sk),
the Lemma follows by Lemma 4.33. 
5.4. Lemma. Suppose (λ, f ) ∈ Sn and t ∈ T udn (λ) with head f . Then for any 1 ≤ k ≤ n − 1, we haveψt(λ, f )tǫk ≡
∑
v∈T udn (λ) cvψt(λ, f )v (mod R
> f
n (δ)), if 1 ≤ k ≤ 2 f ,
ψt(λ, f )tǫk ∈ R
> f
n , if 2 f + 1 ≤ k ≤ n − 1.
Proof. Write i(λ, f ) = (i1, . . . , in). We consider different values of k.
Case 1: k = 2ℓ − 1 for 1 ≤ ℓ ≤ f .
We have hk(i(λ, f )) = −1. Because ψd(t) ∈ S2 f ,n, by (3.20), we have
ψt(λ, f ) tǫ2ℓ−1 = e(λ, f )ǫ2ℓ−1ψd(t) =
(−1)
a2ℓ−1(i(λ, f ))ψt(λ, f ) t, if i2ℓ−1 , − 12 ,
2(−1)a2ℓ−1(i(λ, f ))ψt(λ, f )t f (y1, . . . , y2ℓ−2), if i2ℓ−1 = − 12 ,
where f (y1, . . . , y2ℓ−2) is a polynomial of y1, . . . , y2ℓ−2. Hence, by Lemma 5.2, the Lemma holds when k = 2ℓ − 1
with 1 ≤ ℓ ≤ f .
Case 2: k = 2ℓ with 1 ≤ ℓ ≤ f .
Write t = (α1, . . . , αn). Let β = (2, 1) and γ = (1, 2), and define
u = (α1, . . . , α2ℓ−1, β,−β, α2ℓ+2, . . . , αn),
v = (α1, . . . , α2ℓ−1, γ,−γ, α2ℓ+2, . . . , αn).
If δ−12 = ±
1
2 , we have iu = it or iv = it. Hence, by (3.8), we have ψt(λ, f ) tǫk = ψt(λ, f ) tǫk(e(iu) + e(iv)). By
directly comparing both sides of the equation, we have ψt(λ, f ) tǫk = ψt(λ, f )u + ψt(λ, f )v, because ψt(λ, f )tǫke(iu) = ψt(λ, f )u and
ψt(λ, f ) tǫke(iv) = ψt(λ, f )v.
If δ−12 , ±
1
2 , we have it , iu, iv. Hence, by (3.8), we have ψt(λ, f ) tǫk = ψt(λ, f ) tǫk(e(it) + e(iu) + e(iv)). Because
hk(it) = −1, by (3.15) we have ψt(λ, f ) tǫke(it) = ±ψt(λ, f ) t. Following the similar argument as above, we have ψt(λ, f )tǫk =
±ψt(λ, f ) t + ψt(λ, f )u + ψt(λ, f )v, which proves the Lemma when 1 ≤ k ≤ 2 f .
Case 3: 2 f + 1 ≤ k ≤ n − 1.
In this case the Lemma follows by Lemma 5.1. 
5.2. A weak version
In this subsection we prove (5.1) for a ∈ Gn−1(δ) by considering Gn−1(δ) as a subalgebra of Gn(δ). We separate
the question into two cases by considering t(n) > 0 and t(n) < 0. For t ∈ T udn (λ) with t(n) > 0, (5.1) for a ∈ Gn−1(δ)
is directly implied by Lemma 4.42. Hence we have the following Lemma.
5.5. Lemma. Suppose (λ, f ) ∈ Sn and t ∈ T udn (λ) with t(n) > 0. Then the equality (5.1) holds when a ∈ Gn−1(δ)
and t ∈ T udn (λ) with t(n) > 0.
To prove (5.1) for a ∈ Gn−1(δ) and t ∈ T udn (λ) with t(n) < 0, first we introduce a commutation rule of Gn(δ) as a
technical result.
Suppose (λ, f ) ∈ B̂n and t ∈ T udn (λ) with head f − 1 and t(n) < 0. Let s = h(t) → t. It is easy to see that
ρ(s, t) = (a, n) because t(n) < 0 and head(t) = f − 1. The following Lemma gives the commutation rule of ψk and
ǫs→t when 2 f + 2 ≤ k ≤ n − 1.
5.6. Lemma. Suppose (λ, f ) ∈ B̂n and t ∈ T udn (λ) with head f −1 and t(n) < 0. Let s = h(t) → t and ρ(s, t) = (a, n).
If s·sk ∈ T udn (λ) for some 2 f + 2 ≤ k ≤ n− 1, there exists w ∈ S2 f−2,n−1 such that w is semi-reduced correspond to
t, and ψkǫs→t = ǫs·sk→t·wψw−1 . In more details, we have
w =

sk−2, if 2 f + 2 ≤ k ≤ a,
sk−1 sk−2, if k = a + 1,
sk−1, if a + 1 < k ≤ n − 1.
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Proof. As ρ(s, t) = (a, n) and s ∈ T udn (λ) with head f , we can write ǫs→t = e(is)ǫ2 f ǫ2 f+1 . . . ǫaψa+1 . . . ψn−1e(it).
Write t = (α1, . . . , αn) and s = (α0,−α0, α1, . . . , αa−1, αa+1, . . . , αn−1). We consider different values of k.
Case 1: 2 f + 2 ≤ k ≤ a.
By (3.38) we have
ψkǫs→t = e(is·sk)ǫ2 f ǫ2 f+1 . . . ǫk−2ǫk−1ǫk . . . ǫaψa+1 . . . ψn−1e(is·sk−2)ψk−2.
We write
s·sk = (α0,−α0, α1, . . . , αk−3, αk−1, αk−2, αk, . . . , αa−1, αa+1, . . . , αn−1),
t·sk−2 = (α1, . . . , αk−3, αk−1, αk−2, αk, . . . , αn).
As s·sk ∈ T udn (λ), by Lemma 2.6, αk−2 and αk−1 are not adjacent, which implies t·sk−2 ∈ T udn (λ) by Lemma 2.6.
By the above expression, we have s·sk → t·sk−2 and
ǫs·sk→t·sk−2 = e(is·sk)ǫ2 f ǫ2 f+1 . . . ǫaψa+1 . . . ψn−1e(it·sk−2).
Hence by setting w = sk−2, the Lemma follows.
Case 2: k = a + 1.
By (3.40) we have
ψkǫs→t = ψa+1ǫs→t = e(is·sa+1)ǫ2 f ǫ2 f+1 . . . ǫa−1ǫaǫa+1ψa+2 . . . ψn−1e(it·sasa−1)ψa−1ψa.
We write
s·sk = s·sa+1 = (α0,−α0, α1, . . . , αa−2, αa+1, αa−1, αa+2, . . . , αn−1),
t·sk−1 = t·sa = (α1, . . . , αa−2, αa−1, αa+1, αa, αa+2, . . . , αn),
t·sk−1 sk−2 = t·sa sa−1 = (α1, . . . , αa−2, αa+1, αa−1, αa, αa+2, . . . , αn).
By Lemma 4.20, αa+1 is not adjacent to αa, which implies t·sk−1 ∈ T udn (λ) by Lemma 2.6. As s·sk ∈ T udn (λ),
by Lemma 2.6 we have αa−1 and αa+1 are not adjacent, which implies t·sk−1sk−2 ∈ T udn (λ) by Lemma 2.6. Hence
sk−1 sk−2 is semi-reduced correspond to t. By the above expression, we have s·sk → t·sk−1sk−2 and
ǫs·sk→t·sk−1 sk−2 = e(is·sa+1)ǫ2 f ǫ2 f+1 . . . ǫa−1ǫaǫa+1ψa+2 . . . ψn−1e(it·sa sa−1).
By setting w = sk−1 sk−2, the Lemma follows.
Case 3: a + 1 < k ≤ n − 1.
Because ψk commutes with ǫ1ǫ3 . . . ǫ2 f−1, we have
ψkǫs→t = e(is·sk)ǫ2 f ǫ2 f+1 . . . ǫaψa+1 . . . ψk−2ψkψk−1ψke(it·sn−1 sn−2 . . . sk+1)ψk+1 . . . ψn−1.
If we write it = (i1, . . . , in), the relation of ψkψk−1ψke(it·sn−1sn−2 . . . sk+1) is determined by ik−1, ik and in. Notice
that αr > 0 and ir = res(αr) for a ≤ r ≤ n − 1, and in = − res(αa).
Because αn = −αa, we have αa ∈ R(tn−1). By Lemma 4.20, we have αr > 0 for all a < r < n. Hence, by
the construction of up-down tableau we have res(αr) , res(αa) = ia = −in for any a < r < n. Therefore we
have ik−1 + in , 0 and ik + in , 0. Hence (3.25), (3.26), (3.29) and (3.30) will not apply here; if ik−1 + ik = 0,
by Lemma 4.20, αk−1 and αk are not adjacent to αa. αk not adjacent to αa implies ik , −in±1 and αk−1 not adjacent
to αa implies ik = −ik−1 , in ± 1. Hence (3.27) and (3.28) will not apply here; as s·sk ∈ T udn (λ), by Lemma 2.6,
αk−1 and αk are not adjacent, which implies |ik−1 − ik | > 1. Hence (3.31) and (3.32) will not apply here. Therefore
we have ψkψk−1ψke(it·sn−1 sn−2 . . . sk+1) = ψk−1ψkψk−1e(it·sn−1 sn−2 . . . sk+1), which implies
ψkǫs→t = e(is·sk)ǫ2 f ǫ2 f+1 . . . ǫaψa+1 . . . ψk−2ψk−1ψkψk+1 . . . ψn−1e(it·sk−1)ψk−1.
We write
s·sk = (α0,−α0, α1, . . . , αa−1, αa+1, . . . , αk−2, αk, αk−1, αk+1, . . . , αn−1),
t·sk−1 = (α1, . . . , αk−2, αk, αk−1, αk+1, . . . , αn).
As s·sk ∈ T udn (λ), by Lemma 2.6, αk−1 and αk are not adjacent, which implies t·sk−1 ∈ T udn (λ) by Lemma 2.6.
By the above expression, we have s·sk → t·sk−1 and
ǫs·sk→t·sk−1 = e(is·sk)ǫ2 f ǫ2 f+1 . . . ǫaψa+1 . . . ψk−2ψk−1ψkψk+1 . . . ψn−1e(it·sk−1)
By setting w = sk−1, the Lemma follows. 
Suppose s and t are defined as in Lemma 5.6. Let µ = tn−1 and u ∈ T udn (λ) with u|n−1 = t(µ, f−1). It is easy to see
that u(n) = t(n). We abuse the symbol and define d(t) ∈ S2 f−2,n−1 such that t = u·d(t). Moreover, by the definition
of u, we have t(λ, f ) → u.
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5.7. Example. Suppose (λ, f ) = ((2), 2) and n = 6. Hence we have (λ, f ) ∈ B̂n. Let
t =
(
∅, , ∅, , , ,
)
.
Then we have t ∈ T udn (λ) with head f −1 and t(n) < 0. We can find a unique s ∈ T udn (λ) such that s = h(t) → t,
which is
s = (∅, , ∅, , ∅, , ) .
We have µ = tn−1 = (2, 1), and define
u =
(
∅, , ∅, , , ,
)
.
Then we have u ∈ T udn (λ) where u|n−1 = t(µ, f−1), and u(n) = t(n). We have d(t) = s4 ∈ S2 f−1,n−1 and t = u·d(t).
Also, we have t(λ, f ) → u.
The next Lemma is an extension of Lemma 5.6.
5.8. Lemma. Suppose s, t and u are defined as above. Then we have ψd(s)ǫs→t = ǫt(λ, f )→uψd(t).
Proof. By Lemma 5.6, there exists w ∈ S2 f−2,n−1 such that w is semi-reduced correspond to t and ψd(s)ǫs→t =
ǫt(λ, f )→t·wψw−1 .
Write u = (α1, . . . , αn) and ρ(t(λ, f ), u) = (a, n). Define v = t·w. As w ∈ Sn−1, we have v(n) = t(n) = u(n). Hence
t(λ, f ) → v and we write ρ(t(λ, f ), v) = (b, n). By the construction of u and v, we have b ≥ a.
Define d(v) such that v = u·d(v). Because b ≥ a, we have d(v) = sasa+1 . . . sb−1. By Lemma 4.20, for any
a < r < n, αr is not adjacent to αa and αr > 0. Hence by Lemma 2.6, for any a ≤ k ≤ b − 1, u·sasa+1 . . . sk ∈
T udn (λ). Therefore d(v) is semi-reduced correspond to u. As w is semi-reduced correspond to t, w−1 is semi-
reduced correspond to v = t·w. By Lemma 4.11, d(v)w−1 is semi-reduced correspond to u. Hence we have
e(iu)ψd(v)ψw−1 = e(iu)ψd(t) by Lemma 4.12 as u·d(v)w−1 = u·d(t) = t.
Because d(v) is semi-reduced correspond to u, by Corollary 4.14 we have e(iv) = ψd(v)−1 e(iu)ψd(v). Therefore by
(3.34), we have
ǫt(λ, f )→vψw−1 = e(i(λ, f ))ǫ2 f ǫ2 f+1 . . . , ǫbψb+1 . . . ψn−1e(iv)ψw−1
= e(i(λ, f ))ǫ2 f ǫ2 f+1 . . . , ǫbψb+1 . . . ψn−1ψb−1ψb−2 . . . ψae(iu)ψd(v)ψw−1
= e(i(λ, f ))ǫ2 f ǫ2 f+1 . . . , ǫaψa+1 . . . ψn−1e(iu)ψd(v)ψw−1 = et(λ, f )→uψd(t),
which completes the proof. 
The key point of Lemma 5.8 is it implies the next Lemma, which allow us to apply induction to prove (5.1) for
a ∈ Gn−1(δ) and t ∈ T udn (λ) with t(n) < 0.
In the rest of this subsection we fix t ∈ T udn (λ) with t(n) = −α < 0, µ = λ ∪ {α} and u ∈ T udn (λ) such that
u|n−1 = t(µ, f−1) and u(n) = t(n).
5.9. Lemma. Suppose (λ, f ) ∈ Sn. Then
(1) we have
ψt(λ, f )t = ψt(λ, f )uǫ2ǫ4 . . . ǫ2 f−2θ
(n−1)
k (ψt(µ, f−1)˙t), (5.3)
where k = − res(α) ∈ P and ˙t = t|n−1 ∈ T udn−1(µ).
(2) for any a ∈ Gn−1(δ) we have
ψt(λ, f )ta ≡
∑
v∈T udn (λ)
cvψt(λ, f )v +
∑
x˙,y˙∈T ud
n−1(γ)
(γ, f )∈B̂n−1
cx˙y˙ψt(λ, f )uǫ2ǫ4 . . . ǫ2 f−2θ
(n−1)
k (ψx˙y˙) (mod R> fn (δ)), (5.4)
where cx˙y˙ , 0 only if ix˙ = i(µ, f−1).
(3) for any a ∈ Gn−1(δ) we have
ψt(λ, f ) ta ≡
∑
v∈T udn (λ)
cvψt(λ, f )v +
∑
x,y∈T udn (σ)
(σ, f )∈B̂n
cxyψt(λ, f )uǫ2ǫ4 . . . ǫ2 f−2ψxy (mod R> fn (δ)), (5.5)
where cxy , 0 only if x(n) = y(n) > 0 and ix = iu.
Proof. (1). As t(n) < 0, in the standard reduction sequence of t
h(t) = t(m) → t(m−1) → . . . → t(1) → t(0) = t,
we have t(m−1)(n) = t(n). Because ˙t = t|n−1, by the definition, the standard reduction sequence of ˙t is
h(˙t) = ˙t(m−1) → ˙t(m−2) → . . . → ˙t(1) → ˙t(0) = ˙t,
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where ˙t(i) = t(i)|n−1 and ρ(t(i), t(i−1)) = ρ(˙t(i), ˙t(i−1)) for 1 ≤ i ≤ m − 1. Hence we have
θ
(n−1)
k (ǫ˙t) = θ(n−1)k (ǫ˙t(m−1)→˙t(m−2) . . . ǫ˙t(1)→˙t(0) ) = ǫt(m−1)→t(m−2) . . . ǫt(1)→t(0) . (5.6)
By (3.24) and (3.8), we have
e(λ, f ) = e(i(λ, f ))ǫ1ǫ3 . . . ǫ2 f−1e(i(λ, f )) = e(λ, f )ǫ2ǫ4 . . . ǫ2 f−2·ǫ1ǫ3 . . . ǫ2 f−3e(i(λ, f )). (5.7)
Because h(˙t) = t(m−1)|n−1 and t(m−1)(n) = t(n) = u(n), we have u·d(h(˙t)) = t(m−1). Hence, by Lemma 5.8, we have
ψt(λ, f ) t = e(λ, f )ψd(h(t))ǫh(t)→t(m−1) ǫt(m−1)→t(m−2) . . . ǫt(1)→t(0) = e(λ, f )ǫt(λ, f )→uψd(h(˙t))ǫt(m−1)→t(m−2) . . . ǫt(1)→t(0) .
Finally, because ǫt(λ, f )→u ∈ G2 f ,n(δ), which commutes with ǫ2ǫ4 . . . ǫ2 f−2ǫ1ǫ3 . . . ǫ2 f−3, by (5.6) and (5.7) we have
ψt(λ, f ) t = e(λ, f )ǫt(λ, f )→uψd(h(˙t))ǫt(m−1)→t(m−2) . . . ǫt(1)→t(0)
= e(λ, f )ǫt(λ, f )→uǫ2ǫ4 . . . ǫ2 f−2e(iu)ǫ1ǫ3 . . . ǫ2 f−3e(iu)ψd(h(˙t))θ(n−1)k (ǫ˙t)
= ψt(λ, f )uǫ2ǫ4 . . . ǫ2 f−2θ
(n−1)
k (e(µ, f−1))θ(n−1)k (ψd(h(˙t)))θ(n−1)k (ǫ˙t)
= ψt(λ, f )uǫ2ǫ4 . . . ǫ2 f−2θ
(n−1)
k (ψt(µ, f−1)˙t),
where k = − res(α) ∈ P, which proves part (1).
(2). Because (λ, f ) ∈ Sn, by the definition of Sn we have
ψt(µ, f−1)˙ta ≡
∑
v˙∈T ud
n−1(µ)
cv˙ψt(µ, f−1) v˙ +
∑
x˙,y˙∈T ud
n−1(γ)
(γ, f )∈B̂n−1
cx˙y˙ψx˙y˙ (mod R> fn−1(δ)),
where cx˙y˙ , 0 only if ix˙ = i(µ, f−1). By Lemma 4.38 we have θ(n−1)k (R> fn−1(δ)) ⊆ R> fn (δ). Therefore by substituting the
above equation into (5.3) we have
ψt(λ, f )ta ≡
∑
v˙∈T ud
n−1(µ)
cv˙ψt(λ, f )uǫ2ǫ4 . . . ǫ2 f−2θ
(n−1)
k (ψt(µ, f−1) v˙) +
∑
x˙,y˙∈T ud
n−1(γ)
(γ, f )∈B̂n−1
cx˙y˙ψt(λ, f )uǫ2ǫ4 . . . ǫ2 f−2θ
(n−1)
k (ψx˙y˙) (mod R> fn (δ)),
where cx˙y˙ , 0 only if ix˙ = i(µ, f−1). By (5.3), the first term of the equality equals ∑v∈T udn (λ) cvψt(λ, f )v, where v ∈
T udn (λ) with v|n−1 = v˙ and cv = cv˙, which proves part (2).
(3). For (γ, f ) ∈ B̂n−1 and x˙, y˙ ∈ T udn−1(γ), if res(β) , k for any β ∈ A (γ), we have θ(n−1)k (ψx˙y˙) ∈ R> fn (δ)
by Lemma 4.37. Then by Lemma 4.33, we have
ψt(λ, f )uǫ2ǫ4 . . . ǫ2 f−2θ
(n−1)
k (ψx˙y˙) ∈ R> fn (δ). (5.8)
If there exists β ∈ A (γ with res(β) = k, set σ = γ ∪ {β}. By Lemma 4.36, we have
θ
(n−1)
k (ψx˙y˙) = ψxy, (5.9)
where x, y ∈ T udn (σ) such that x|n−1 = x˙ and y|n−1 = x˙. This implies that x(n) = y(n) = β > 0 and ix = ix˙ ∨ k =
i(µ, f−1) ∨ k = iu. Hence we prove part (3) by substituting (5.8) and (5.9) into (5.4). 
The following Lemmas simplify the expression of ψt(λ, f )uǫ2ǫ4 . . . ǫ2 f−2ψxy on the RHS of (5.5).
5.10. Lemma. Suppose (σ, f ) ∈ B̂n and x, y ∈ T udn (σ) with ix = iu and x(n) = y(n) > 0. Then we have
ψt(λ, f )uǫ2ǫ4 . . . ǫ2 f−2ψxy ≡ cσψt(λ, f )u
(
ψb−1 . . . ψa+1ǫa . . . ǫ2 f ǫ2 f−1
)
ψ∗xe(i(σ, f ))ψyǫy (mod R> fn (δ)),
where cσ ∈ R.
Proof. Recall u ∈ T udn (λ) with head f − 1. Hence if we write ix = (i1, . . . , in), iu = ix implies i1 = i3 = . . . =
i2 f−3 = −i2 = −i4 = . . . = −i2 f−2 = δ−12 . By Lemma 4.44, we have x2 f−1 = (1). When δ−12 , ± 12 , one can see that
for 1 ≤ ℓ ≤ f − 1, we have x2ℓ−1 = (1) and x2ℓ = ∅; and when δ−12 = 12 , for 1 ≤ ℓ ≤ f − 1 we have x2ℓ−1 = (1) and
x2ℓ = ∅ or (1, 1); and when δ−12 = − 12 , for 1 ≤ ℓ ≤ f − 1 we have x2ℓ−1 = (1) and x2ℓ = ∅ or (2).
Because Shape(x|2 f−1) = ((1), f − 1) and x ∈ T udn (σ) where (σ, f ) ∈ B̂n, by the construction of ǫx we have
ǫx = e(ih(x))g1g2 . . .g f−1ǫ2 f ǫ2 f+1 . . . ǫaψa+1 . . . ψb−1e(ix), (5.10)
where 2 f ≤ a < b ≤ n, and gℓ = 1 if x2ℓ = ∅ and gℓ = ǫ2ℓ if x2ℓ , ∅ for 1 ≤ ℓ ≤ f − 1. By (3.20) and (3.24), we
have
ǫ2ℓ−1ǫ2ℓgℓǫ2ℓ−1 . . . ǫ3ǫ1 = fℓǫ1ǫ3 . . . ǫ2ℓ−1, (5.11)
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where fℓ ∈ R if gℓ = 1 and fℓ is a polynomial of y1, y2, . . . , y2ℓ−1, y2ℓ+2’s if gℓ = ǫ2ℓ. As ψu, ψ∗x ∈ G2 f ,n(δ),
they commute with ǫ1ǫ3 . . . ǫ2 f−1; and as ǫu ∈ G2 f−1,n(δ) which is implied by head(u) = f − 1, it commutes with
ǫ1ǫ3 . . . ǫ2 f−3. Therefore, by (5.10) and (5.11) we have
ψt(λ, f )uǫ2ǫ4 . . . ǫ2 f−2ψxy
= e(i(λ, f ))ǫ2 f−1ψuǫuǫ1ǫ3 . . . ǫ2 f−3ǫ∗xǫ2 f−1ǫ2 f−3 . . . ǫ3ǫ1·ψ∗xe(i(σ, f ))ψyǫy
= e(i(λ, f ))ǫ2 f−1ψuǫuǫ1ǫ3 . . . ǫ2 f−3ψb−1 . . . ψa+1ǫa . . . ǫ2 f ǫ2 f−1g f−1 . . . g2g1ǫ2 f−3 . . . ǫ3ǫ1·ψ∗xe(i(σ, f ))ψyǫy
= e(i(λ, f ))ǫ2 f−1ψuǫuψb−1 . . . ψa+1ǫa . . . ǫ2 f ǫ2 f−1·
(
ǫ1ǫ3 . . . ǫ2 f−3g f−1 . . . g2g1ǫ2 f−3 . . . ǫ3ǫ1
)
·ψ∗xe(i(σ, f ))ψyǫy.
By applying (5.11) on the term in the bracket recursively, from ℓ = 1 to f − 1, we have
ψt(λ, f )uǫ2ǫ4 . . . ǫ2 f−2ψxy =

f−1∏
ℓ=1
fℓ
 e(i(λ, f ))ǫ2 f−1ψuǫuψb−1 . . . ψa+1ǫa . . . ǫ2 f ǫ2 f−1·ǫ1ǫ3 . . . ǫ2 f−3·ψ∗xe(i(σ, f ))ψyǫy
=

f−1∏
ℓ=1
fℓ
 (e(i(λ, f ))ǫ1ǫ3 . . . ǫ2 f−1ψuǫu) (ψb−1 . . . ψa+1ǫa . . . ǫ2 f ǫ2 f−1)ψ∗xe(i(σ, f ))ψyǫy
=

f−1∏
ℓ=1
fℓ
ψt(λ, f )u (ψb−1 . . . ψa+1ǫa . . . ǫ2 f ǫ2 f−1)ψ∗xe(i(σ, f ))ψyǫy.
Finally, by Lemma 5.2, we have ysψt(λ, f )u ∈ R> fn (δ) for any 1 ≤ s ≤ n. As fℓ ∈ R if gℓ = 1 and fℓ is a polynomial
of y1, y2, . . . , y2ℓ−1, y2ℓ+2’s if gℓ = ǫ2ℓ, we have
f−1∏
ℓ=1
fℓ
ψt(λ, f )u = cσψt(λ, f )u
for some cσ ∈ R, which completes the proof of the Lemma. 
The following two Lemmas are technical results which will be used for computational purposes.
5.11. Lemma. Suppose (λ, f ) ∈ Sn and t ∈ T udn (λ) with head f − 1. Let s = h(t) → t and ρ(s, t) = (a, b) for some
2 f ≤ a < b ≤ n. Then for any k with 2 f − 1 ≤ k ≤ n − 1, we have
ψt(λ, f )tǫkǫk−1 . . . ǫ2 f−1 ≡ cw·ψt(λ, f )sψw fw (mod R> fn (δ)),
where cw ∈ R, w ∈ S2 f ,n and fw is a polynomial of y1, . . . , yk+1.
Proof. It suffices to prove that for any k ∈ Pn, we have
ψt(λ, f )tǫkǫk−1 . . . ǫ2 f−1e(k) ≡ cw·ψt(λ, f )sψw fwe(k) (mod R> fn (δ)),
where cw ∈ R, w ∈ Sa,b+1 and fw is a polynomial of y1, . . . , yk+1. In the proof we omit the e(k), but readers have to
remember that there is always some e(k) on the right of each element.
Because ρ(s, t) = (a, b), we can write ψt(λ, f )t = ψt(λ, f )sǫ2 f ǫ2 f+1 . . . ǫaψa+1 . . . ψb−1e(it). Because head(s) = f , we
have d(s) ∈ S2 f+1,n, which implies ψs commutes with ǫ2 f . Therefore, by (3.24), we have
ψt(λ, f )sǫ2 f ǫ2 f−1 = e(i(λ, f ))ǫ1 . . . ǫ2 f−1e(i(λ, f ))ψsǫ2 f ǫ2 f−1 = e(i(λ, f ))ǫ1 . . . ǫ2 f−1ǫ2 f ǫ2 f−1e(i(λ, f ))ψs = ψt(λ, f )s. (5.12)
We consider the following cases for different values of k, a and b.
Case 1: k < a − 1.
By (3.39), we have
ψt(λ, f ) tǫk = ψt(λ, f )sǫ2 f ǫ2 f+1 . . . ǫaψa+1 . . . ψb−1e(it)ǫk = ψt(λ, f )sǫk+2·ǫ2 f ǫ2 f+1 . . . ǫaψa+1 . . . ψb−1.
By Lemma 5.1 we have ψt(λ, f )sǫk+2 ∈ R> fn (δ). Hence by Lemma 4.33, we have ψt(λ, f )tǫkǫk−1 . . . ǫ2 f−1 ∈ R> fn (δ).
Case 2: k = a − 1.
By (3.24) we have
ψt(λ, f ) tǫa−1 . . . ǫ2 f−1 = ψt(λ, f )sǫ2 f ǫ2 f+1 . . . ǫaψa+1 . . . ψb−1e(it)ǫa−1 . . . ǫ2 f−1
= ψt(λ, f )sǫ2 f ǫ2 f−1ψa+1 . . . ψb−1.
Hence, by (5.12) we have ψt(λ, f )tǫa−1 . . . ǫ2 f−1 = ψt(λ, f )sψa+1 . . . ψb−1, where the Lemma holds by setting cw = 1,
w = sa+1sa+2 . . . sb−1 and fw = 1.
Case 3: k = a.
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If k = a < b − 1, by (3.37) and (3.24) we have
ψt(λ, f ) tǫaǫa−1 . . . ǫ2 f−1 = ψt(λ, f )sǫ2 f ǫ2 f+1 . . . ǫaψa+1 . . . ψb−1e(it)ǫaǫa−1 . . . ǫ2 f−1
= ±ψt(λ, f )sǫ2 f ǫ2 f+1 . . . ǫa−1ǫaψa+2 . . . ψb−1e(it)ǫa−1 . . . ǫ2 f−1
= ±ψt(λ, f )sǫ2 f ǫ2 f−1ψa+2 . . . ψb−1.
Hence by (5.12) we have ψt(λ, f )tǫaǫa−1 . . . ǫ2 f−1 = ±ψt(λ, f )sψa+2 . . . ψb−1, where the Lemma holds by setting cw =
±1, w = sa+2 . . . sb−1 and fw = 1.
If k = a = b − 1, by (3.20), (3.41) and (3.24), we have
ψt(λ, f ) tǫkǫk−1 . . . ǫ2 f−1 = ψt(λ, f )sǫ2 f ǫ2 f+1 . . . ǫke(it)ǫkǫk−1 . . . ǫ2 f−1
= ψt(λ, f )sǫ2 f ǫ2 f+1 . . . ǫk−1 fw(y1, . . . , yk−1)ǫkǫk−1 . . . ǫ2 f−1
= ψt(λ, f )sǫ2 f ǫ2 f+1 . . . ǫk−1ǫkǫk−1 . . . ǫ2 f−1 fw(y1, . . . , y2 f−2, y2 f+1, . . . , yk+1)
= ψt(λ, f )sǫ2 f ǫ2 f−1 fw(y1, . . . , y2 f−2, y2 f+1, . . . , yk+1),
where fw is a polynomial of y1, . . . , yk+1. Hence by (5.12) we have
ψt(λ, f ) tǫkǫk−1 . . . ǫ2 f−1 = ψt(λ, f )s fw(y1, . . . , y2 f−2, y2 f+1, . . . , yk+1),
where the Lemma holds by setting cw = 1, w = 1.
Case 4: k = a + 1.
When k = a + 1 = b, by (3.24) we have
ψt(λ, f )sǫ2 f ǫ2 f+1 . . . ǫae(it)ǫkǫk−1 . . . ǫ2 f−1 = ψt(λ, f )sǫ2 f ǫ2 f+1 . . . ǫaǫa+1ǫa . . . ǫ2 f−1 = ψt(λ, f )sǫ2 f ǫ2 f−1,
and the Lemma holds by (5.12).
When k = a + 1 = b − 1, by (3.21) we have
ψt(λ, f ) tǫkǫk−1 . . . ǫ2 f−1 = ψt(λ, f )sǫ2 f ǫ2 f+1 . . . ǫaψa+1e(it)ǫkǫk−1 . . . ǫ2 f−1 = ±ψt(λ, f )sǫ2 f ǫ2 f+1 . . . ǫaǫa+1ǫa . . . ǫ2 f−1,
and following the same argument as when k = b, the Lemma follows.
When k = a + 1 < b − 1, we have a < b − 2. Hence by (3.23), (3.14), (3.24) and (3.41), we have
ψt(λ, f ) tǫkǫk−1 . . . ǫ2 f−1 = ψt(λ, f )sǫ2 f ǫ2 f+1 . . . ǫaψa+1 . . . ψb−1e(it)ǫkǫk−1 . . . ǫ2 f−1
= ψt(λ, f )sǫ2 f ǫ2 f+1 . . . ǫaψa+1ψa+2ǫa+1ǫa . . . ǫ2 f−1ψa+3 . . . ψb−1
= ψt(λ, f )sǫ2 f ǫ2 f+1 . . . ǫaψ2a+1ǫa+2ǫa+1ǫa . . . ǫ2 f−1ψa+3 . . . ψb−1
= ψt(λ, f )sǫ2 f ǫ2 f+1 . . . ǫa f (ya+1, ya+2)ǫa+2ǫa+1ǫa . . . ǫ2 f−1ψa+3 . . . ψb−1, (5.13)
where f (ya+1, ya+2) = 0, 1 or ±(ya+2 − ya+1). By Lemma 5.1 and Lemma 4.33, for any f (ya+1, ya+2) we have that
(5.13) is an element of R> fn (δ).
Case 5: k > a + 1.
When k > b, ǫk commutes with ǫs→t. Hence by Lemma 5.1 we have ψt(λ, f ) tǫkǫk−1 . . . ǫ2 f−1 ∈ R> fn (δ) and the
Lemma follows.
When k = b, by (3.34) and (3.24) we have
ψt(λ, f ) tǫkǫk−1 . . . ǫ2 f−1 = ψt(λ, f )sǫ2 f ǫ2 f+1 . . . ǫaψa+1 . . . ψb−1e(it)ǫkǫk−1 . . . ǫ2 f−1
= ψt(λ, f )sǫ2 f ǫ2 f+1 . . . ǫaψa+1 . . . ψb−1ǫbǫb−1 . . . ǫ2 f−1
= ψt(λ, f )sǫ2 f ǫ2 f+1 . . . ǫaψbψb−1 . . . ψa+2ǫa+1ǫa . . . ǫ2 f−1
= ψt(λ, f )sǫ2 f ǫ2 f−1ψbψb−1 . . . ψa+2.
Hence by (5.12) we have ψt(λ, f )tǫkǫk−1 . . . ǫ2 f−1 = ψt(λ, f )sψbψb−1 . . . ψa+2, and the Lemma follows by setting cw = 1,
w = sbsb−1 . . . sa+2 and fw = 1.
When k = b − 1, by (3.21) we have
ψt(λ, f )sǫ2 f ǫ2 f+1 . . . ǫaψa+1 . . . ψb−1e(it)ǫkǫk−1 . . . ǫ2 f−1 = ψt(λ, f )sǫ2 f ǫ2 f+1 . . . ǫaψa+1 . . . ψb−1ǫb−1ǫb−2 . . . ǫ2 f−1
= ±ψt(λ, f )sǫ2 f ǫ2 f+1 . . . ǫaψa+1 . . . ψb−2ǫb−1ǫb−2 . . . ǫ2 f−1,
and following the same argument as when k = b, the Lemma holds.
When k < b − 1, following the similar argument as in Case 4 when k < b − 1, the Lemma follows. 
5.12. Lemma. Suppose (λ, f ) ∈ B̂n with f ≥ 1 and α ∈ A (λ). Define µ = λ ∪ {α} and u ∈ T udn (λ) such that
u|n−1 = t(µ, f−1) and u(n) = −α. For any 2 f ≤ k < ℓ ≤ n − 1, we have
ψt(λ, f )uψℓ−1ψℓ−2 . . . ψk+1ǫk . . . ǫ2 f ǫ2 f−1 ≡
∑
w∈S2 f ,n
cw·ψt(λ, f ) t(λ, f )ψw fw (mod R> fn (δ)),
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where cw ∈ R, w ∈ S2 f ,n and fw’s are polynomials of y1, . . . , yn.
Proof. Because u ∈ T udn (λ) and u|n−1 = t(µ, f−1), we have t(λ, f ) → u and ρ(t(λ, f ), u) = (a, n). Hence we can write
ψt(λ, f )u = e(i(λ, f ))ǫ1ǫ3 . . . ǫ2 f−1e(i(λ, f ))ǫ2 f ǫ2 f+1 . . . ǫaψa+1 . . . ψn−1e(iu).
We consider different values of ℓ and a.
Case 1: ℓ < a.
By (3.38) and (3.39), we have
ψt(λ, f )uψℓ−1ψℓ−2 . . . ψk+1ǫk . . . ǫ2 f ǫ2 f−1
= e(i(λ, f ))ǫ1ǫ3 . . . ǫ2 f−1ǫ2 f ǫ2 f+1 . . . ǫaψa+1 . . . ψn−1ψℓ−1ψℓ−2 . . . ψk+1ǫk . . . ǫ2 f ǫ2 f−1
= e(i(λ, f ))ψℓ+1ψℓ . . . ψk+3ǫ1ǫ3 . . . ǫ2 f−1ǫ2 f ǫ2 f+1 . . . ǫaψa+1 . . . ψn−1ǫk . . . ǫ2 f ǫ2 f−1
= e(i(λ, f ))ψℓ+1ψℓ . . . ψk+3ǫ1ǫ3 . . . ǫ2 f−1ǫk+2ǫ2 f ǫ2 f+1 . . . ǫaψa+1 . . . ψn−1ǫk−1 . . . ǫ2 f ǫ2 f−1.
By Lemma 4.40, we have ǫ1ǫ3 . . . ǫ2 f−1ǫk+2 ∈ R> fn (δ). Hence ψt(λ, f )uψℓ−1ψℓ−2 . . . ψk+1ǫk . . . ǫ2 f ǫ2 f−1 ∈ R> fn (δ)
by Lemma 4.33.
Case 2: ℓ = a.
By (3.34) and (3.24) we have
ψt(λ, f )uψℓ−1ψℓ−2 . . . ψk+1ǫk . . . ǫ2 f ǫ2 f−1
= e(i(λ, f ))ǫ1ǫ3 . . . ǫ2 f−1ǫ2 f ǫ2 f+1 . . . ǫaψa+1 . . . ψn−1ψℓ−1ψℓ−2 . . . ψk+1ǫk . . . ǫ2 f ǫ2 f−1
= e(i(λ, f ))ǫ1ǫ3 . . . ǫ2 f−1ǫ2 f ǫ2 f+1 . . . ǫk+1ψk+2 . . . ψn−1ǫk . . . ǫ2 f ǫ2 f−1
= e(i(λ, f ))ǫ1ǫ3 . . . ǫ2 f−1ψk+2 . . . ψn−1 = ψt(λ, f ) t(λ, f )ψw,
where w = sk+2 sk+3 . . . sn−1.
Case 3: a < ℓ < n − 1.
By the assumption, we have ℓ ≤ n−2 and a ≤ n−3. Hence we have u(n−1) > 0, u(n) < 0 and u(n−1)+u(n) , 0.
By Lemma 4.24, we have u·sn−1 ∈ T udn (λ). Set v = u·sn−1 and we have ψt(λ, f )u = ψt(λ, f )vψn−1. Therefore, we have
ψt(λ, f )uψℓ−1ψℓ−2 . . . ψk+1ǫk . . . ǫ2 f ǫ2 f−1 = ψt(λ, f )vψℓ−1ψℓ−2 . . . ψk+1ǫk . . . ǫ2 f ǫ2 f−1ψn−1. (5.14)
By the construction, v has head f − 1 and v(n) = u(n − 1) > 0. By Lemma 4.42 and Lemma 4.48, we have
ψt(λ, f )vψℓ−1ψℓ−2 . . . ψk+1 ≡
∑
y∈T udn (λ)
cyψt(λ, f )y (mod R> fn (δ)), (5.15)
where cy , 0 only if head(y) ≥ f − 1 and y(n) = v(n) > 0. Therefore, we have h(y) → y and ρ(h(y), y) = (s,m)
where s < m ≤ n − 1. Because k < ℓ ≤ n − 2, we have k + 1 ≤ n − 2. Hence by Lemma 5.11, we have
ψt(λ, f )yǫkǫk−1 . . . ǫ2 f−1ψn−1 ≡ cwψt(λ, f ) t(λ, f )ψw fwψn−1 (mod R> fn (δ)),
where w ∈ S2 f ,n and fw is a polynomial of y1, . . . , yn−2. Henceψn−1 commutes with fw. By Lemma 5.3 and Lemma 4.33,
we have
ψt(λ, f ) t(λ, f )ψwψn−1
= ψt(λ, f )t(λ, f )ψw′ , if w
′ = w·sn−1 is semi-reduced corresponding to t(λ, f ),
∈ R> fn (δ), if w′ = w·sn−1 is not semi-reduced corresponding to t(λ, f ).
Therefore, by Lemma 4.33, we have
ψt(λ, f )yǫkǫk−1 . . . ǫ2 f−1ψn−1 ≡ cwψt(λ, f ) t(λ, f )ψwψn−1 fw ≡ cw′ψt(λ, f ) t(λ, f )ψw′ fw (mod R> fn (δ)),
where cw′ ∈ R, w′ ∈ S2 f ,n and fw′ is a polynomial of y1, . . . , yn−2. The Lemma holds by substituting the above
equality and (5.15) into (5.14).
Case 4: ℓ = n − 1.
If a = n − 1, then we have ℓ = a, which is proved in Case 2. Assume a < n − 1. Following the same argument
as in Case 3, we have u(n − 1) > 0 and u·sn−1 ∈ T udn (λ). Denote v = u·sn−1. By (3.35) we have
ψt(λ, f )uψℓ−1ψℓ−2 . . . ψk+1ǫk . . . ǫ2 f ǫ2 f−1 = ψt(λ, f )vψn−1ψn−2 . . . ψk+1ǫk . . . ǫ2 f ǫ2 f−1
= ψt(λ, f )vψkψk+1 . . . ψn−2ǫn−1 . . . ǫ2 f ǫ2 f−1.
Because head(v) = f − 1, by Lemma 4.42 and Lemma 4.48, we have
ψt(λ, f )vψkψk+1 . . . ψn−2ǫn−1 . . . ǫ2 f ǫ2 f−1 ≡
∑
y∈T udn (λ)
cyψt(λ, f )yǫn−1 . . . ǫ2 f ǫ2 f−1 (mod R> fn (δ)),
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where cy , 0 only if head(y) ≥ f − 1. Therefore, by Lemma 5.11, we have
ψt(λ, f )yǫn−1 . . . ǫ2 f ǫ2 f−1 ≡ cwψt(λ, f ) t(λ, f )ψw fw (mod R> fn (δ)),
where cw ∈ R, w ∈ S2 f ,n and fw is a polynomial of y1, . . . , yn. By combining the above two equalities, the Lemma
holds. 
Now we are ready to prove (5.1) when a ∈ Gn−1(δ).
5.13. Lemma. Suppose (λ, f ) ∈ Sn and t ∈ T udn (λ). For any a ∈ Gn−1(δ), the equality (5.1) holds.
Proof. When t(n) > 0, the Lemma follows by Lemma 5.5. Hence we only have to consider the case when t(n) < 0.
Suppose t(n) < 0. By Lemma 5.9, we have
ψt(λ, f ) ta ≡
∑
v∈T udn (λ)
cvψt(λ, f )v +
∑
x,y∈T udn (σ)
(σ, f )∈B̂n
cxyψt(λ, f )uǫ2ǫ4 . . . ǫ2 f−2ψxy (mod R> fn (δ)), (5.16)
where cxy , 0 only if x(n) = y(n) > 0 and ix = iu. For the second term of (5.16), by Lemma 5.10 and Lemma 5.12,
we have
ψt(λ, f )uǫ2ǫ4 . . . ǫ2 f−2ψxy ≡ cσψt(λ, f )u
(
ψb−1 . . . ψa+1ǫa . . . ǫ2 f ǫ2 f−1
)
ψ∗xe(i(σ, f ))ψyǫy
≡
∑
w∈S2 f ,n
cwcσ·ψt(λ, f ) t(λ, f )ψw fwψ∗xe(i(σ, f ))ψyǫy (mod R> fn (δ)), (5.17)
where cσ, cw ∈ R, w ∈ S2 f ,n and fw’s are polynomials of y1, . . . , yn. Hence, by Lemma 5.2 and Lemma 5.3, we
have
ψt(λ, f ) t(λ, f )ψw fwψ∗xe(i(σ, f ))ψyǫy ≡ c·ψt(λ, f )wǫy (mod R> fn (δ)),
where c ∈ R and w ∈ T udn (λ) with head f . We note that c , 0 only if w = t(λ, f )wd(h(x))∗d(h(y)) and fw = 1. Notice
that t(n) < 0 forces f > 0. Hence we have ǫy ∈ G2,n(δ) unless ǫy = e(iy). Because head(w) = head(t(λ, f )) = f ≥ 1,
by Lemma 4.45 we have
ψt(λ, f ) t(λ, f )ψw fwψ∗xe(i(σ, f ))ψyǫy ≡ c·ψt(λ, f )wǫy ≡
∑
v′∈T udn (λ)
cv′ψt(λ, f )v′ (mod R> fn (δ)), (5.18)
where cv′ ∈ R. Substitute (5.18) into (5.17) implies
ψt(λ, f )uǫ2ǫ4 . . . ǫ2 f−2ψxy ≡
∑
v′∈T udn (λ)
cv′ψt(λ, f )v′ (mod R> fn (δ)).
Finally, the Lemma follows by substituting the above equality into (5.16). 
5.3. The spanning set of Gn(δ)
In the previous subsection we have proved that (5.1) holds for any a ∈ Gn−1(δ). In this subsection we extend
this result to arbitrary a ∈ Gn(δ) by showing that (5.1) holds when a ∈ {yn, ψn−1, ǫn−1}. Then using (5.1) we prove
that ψst’s form a spanning set of Gn(δ).
We start by proving the equality (5.1) holds when a = yn.
5.14. Lemma. Suppose (λ, f ) ∈ Sn and t ∈ T udn (λ) with t(n) < 0 and head f − 1. Then the equality (5.1) holds
when a = yn.
Proof. As t ∈ T udn (λ) with t(n) < 0 and head f − 1, write s = h(t) → t and we have ρ(s, t) = (a, n) for 2 f ≤ a < n.
When a = n − 1, we have
ψt(λ, f )tyn = e(λ, f )ψd(s)ǫ2 f ǫ2 f+1 . . . ǫn−1e(it)yn = −e(λ, f )ψd(s)ǫ2 f ǫ2 f+1 . . . ǫn−1e(it)yn−1 = −ψt(λ, f )tyn−1,
by (3.24), and the Lemma holds by Lemma 5.13.
When a < n−1, we have t(n−1) > 0, t(n) < 0 and t(n−1)+t(n) , 0 by Lemma 4.20. By Lemma 2.6 we have u =
t·sn−1 ∈ T udn (λ). Hence the constructions of t and u, we have s → u and ǫs→u = e(is)ǫ2 f ǫ2 f+1 . . . ǫaψa+1 . . . ψn−2e(iu).
Write it = (i1, . . . , in). Because t(n − 1) > 0, t(n) < 0 and t(n − 1) + t(n) , 0, we have in−1 + in , 0. If in−1 , in,
by (3.12) and Lemma 5.13 we have
ψt(λ, f )tyn = ψt(λ, f )uyn−1ψn−1 ≡
∑
v∈T udn (λ)
cwψt(λ, f )wψn−1 (mod R> fn ), (5.19)
with cw ∈ R. Moreover, because yn−1 ∈ Gn−1(δ) and u(n) = t(n − 1) > 0, cw , 0 only if w(n) > 0; and because
t(n) > 0 forces f ≥ 1 and yn−1 ∈ G2( f−1),n(δ), by Lemma 4.48 we have cw , 0 only if head(w) ≥ f − 1.
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For any w ∈ T udn (λ) with cw , 0 in (5.19), by Lemma 4.10 we have iw = iu. If w(n − 1) < 0, head(w) ≥ f − 1
forces w = u, which implies ψt(λ, f )wψn−1 = ψt(λ, f ) t; and if w(n − 1) > 0, we have ǫw ∈ Gn−2(δ) because w(n) > 0,
which implies
ψt(λ, f )wψn−1 = ψt(λ, f )sǫwψn−1 = ψt(λ, f )sψn−1ǫw ≡
∑
v∈T udn (λ)
cvψt(λ, f )v (mod R> fn (δ)),
by (3.11), Lemma 5.3 and Lemma 5.13. Hence the Lemma holds when in−1 , in.
If in−1 = in, by (3.12) we have ψt(λ, f ) tyn = ψt(λ, f )uψn−1yn = ψt(λ, f )uyn−1ψn−1 + ψt(λ, f )u. Hence the Lemma holds when
in−1 = in by following the same argument as when in−1 , in. 
5.15. Lemma. Suppose (λ, f ) ∈ Sn and t ∈ T udn (λ). Then the equality (5.1) holds when a = yn.
Proof. Suppose head(t) = h. We have the standard reduction sequence of t:
h(t) = t( f−h) → t( f−h−1) → . . . → t(1) → t(0) = t.
If t(n) > 0, we have ǫt ∈ Gn−1(δ). Hence by (3.10) we haveψt(λ, f ) tyn = ψt(λ, f )h(t)ynǫt. By Lemma 5.2 and Lemma 5.13,
the Lemma holds.
If t(n) < 0, denote s = t( f−h−1). By the construction, we have s(n) = t(n) < 0 and s ∈ T udn (λ) with head f − 1.
Because ǫt( f−h−1)→t( f−h−2) . . . ǫt(1)→t(0) ∈ Gn−1(δ), by (3.10), Lemma 5.14 and Lemma 5.13 we have
ψt(λ, f )tyn = ψt(λ, f )synǫt( f−h−1)→t( f−h−2) . . . ǫt(1)→t(0) ≡
∑
v∈T udn (λ)
cvψt(λ, f )v (mod R> fn (δ)),
which completes the proof. 
Next we prove that when a = ǫn−1, the equality (5.1) holds. We separate the question by considering different
t(n − 1) and t(n). The next Lemma shows (5.1) holds when t(n − 1) > 0 and t(n) > 0.
5.16. Lemma. Suppose (λ, f ) ∈ Sn and t ∈ T udn (λ) with t(n − 1) > 0 and t(n) > 0. Then the equality (5.1) holds
when a = ǫn−1.
Proof. In this case we have ǫt, ψt ∈ Gn−2(δ), which commute with ǫn−1. Hence we have
ψt(λ, f ) tǫn−1 = e(λ, f )ψtǫtǫn−1 = e(i(λ, f ))ǫ1ǫ3 . . . ǫ2 f−1ǫn−1ψtǫt ∈ R> fn (δ),
by Lemma 4.40 and Lemma 4.33. 
Before proceeding further, we introduce a technical result Lemma 5.19, which will be used to prove (5.1) when
at least one of t(n − 1) and t(n) is negative for a = ǫn−1, and a = ψn−1. The following two Lemmas will be used to
prove Lemma 5.19.
5.17. Lemma. Suppose (λ, f − 1) ∈ B̂n−2 and (µ, f ) ∈ B̂n. We have either (1) µ = λ, or (2) u(n − 1) > 0 and
u(n) > 0 if there exist s ∈ T ud
n−2(λ) and u ∈ T udn (µ) such that the following conditions are satisfied for some i ∈ P:
(1) head(s) = head(u) = f − 1.
(2) iu = (is ∨ i,−i).
(3) res(α) , i for all α ∈ A (λ).
Proof. Because u ∈ T udn (λ) with (λ, f ) ∈ B̂n and head(u) = f − 1, there exists a unique k with 2 f + 1 ≤ k ≤ n such
that u(k) < 0. If k ≤ n − 2, we have u(n − 1) > 0 and u(n) > 0.
Whenever n − 1 ≤ k ≤ n, let x = u|n−2. Then we have Shape(x) = (γ, f − 1) ∈ B̂n−2 for some partition γ and
head(x) = head(u) = f − 1. Moreover, because iu = (is ∨ i,−i), we have ix = is. By Lemma 4.36 it forces x = s
and un−2 = γ = λ.
Because res(α) , i for all α ∈ A (λ), it forces |A Rλ(i)| = 1. Therefore, by (3.5) - (3.7) we have hk(iu) = 0 or
−1, which implies u(n − 1) + u(n) = 0 by Lemma 3.11. Hence, we have un−2 = µ, which yields µ = λ as we have
shown in the last paragraph that un−2 = λ. 
5.18. Lemma. Suppose (λ, f ) ∈ B̂n and t, x, y ∈ T udn (λ). If head(x) ≥ f − 1, we have
e(i(λ, f ))ψd(t)ǫ2 f−1ǫ2 f . . . ǫn−1ψxy ≡ c·ψt(λ, f )y (mod R> fn (δ)),
for some c ∈ R.
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Proof. Because x ∈ T udn (λ) with (λ, f ) ∈ B̂n and head(x) ≥ f−1, we have head(x) = f −1 or f . When head(x) = f ,
by Lemma 5.4 we have ǫn−1ψxy ∈ R> fn (δ) and the Lemma follows by Lemma 4.33.
When head(x) = f − 1, let w = h(x) → x. By Lemma 5.11, we have
e(i(λ, f ))ψd(t)ǫ2 f−1ǫ2 f ǫ2 f+1 . . . ǫn−1ψxy ≡ cwe(i(λ, f ))ψd(t) fwψwψwy (mod R> fn (δ)),
where cw ∈ R, w ∈ Sn and fw is a polynomial of y1, . . . , yn. As head(w) = f , by Lemma 5.3 and Lemma 5.2, we
have
e(i(λ, f ))ψd(t)ǫ2 f−1ǫ2 f ǫ2 f+1 . . . ǫn−1ψxy ≡ cwe(i(λ, f ))ψd(t) fwψwψwy ≡ cw·ψuy (mod R> fn (δ)),
for some u ∈ T udn (λ) with head f . By Lemma 4.10, we have iu = i(λ, f ). As u has head f , by Lemma 4.36, it forces
u = t(λ, f ). Hence the Lemma holds as cw ∈ R. 
5.19. Lemma. Suppose (λ, f ) ∈ Sn and t ∈ T udn (λ) with head f . Then we have
ψt(λ, f ) tǫ2 f ǫ2 f+1 . . . ǫn−1 ≡
∑
v∈T udn (λ)
cvψt(λ, f )v (mod R> fn (δ)),
where cv ∈ R.
Proof. It suffices to prove the Lemma by showing
ψt(λ, f ) tǫ2 f ǫ2 f+1 . . . ǫn−1e(j) ≡
∑
v∈T udn (λ)
cvψt(λ, f )v (mod R> fn (δ)), (5.20)
for any j ∈ Pn. Notice that if we write it = (i1, . . . , in), e(it)ǫ2 f ǫ2 f+1 . . . ǫn−1e(j) , 0 only if jr = ir for 1 ≤ r ≤ 2 f −1,
jr = ir+2 for 2 f ≤ r ≤ n − 2 and jn−1 + jn = 0 by (3.8). In the rest of the proof, we assume j has such property.
Suppose there exists α ∈ A (λ) such that res(α) = jn−1. Write t = (α1, . . . , αn) and define
u = (α1, α2, . . . , α2 f−1, α2 f+2, α2 f+3, . . . , αn, α,−α).
Hence we have iu = j. Moreover, we have t → u and ǫt→u = e(it)ǫ2 f ǫ2 f+1 . . . ǫn−1e(j). Therefore, by the
definition of ψst’s we have ψt(λ, f ) tǫ2 f ǫ2 f+1 . . . ǫn−1e(j) = ψt(λ, f )u, which proves that (5.20) holds.
It left us to show that (5.20) holds when res(α) , jn−1 for all α ∈ A (λ). In this case, we have
ψt(λ, f )tǫ2 f ǫ2 f+1 . . . ǫn−1e(j) = e(i(λ, f ))ψd(t)ǫ2 f−1ǫ2 f ǫ2 f+1 . . . ǫn−1e(j)ǫ1ǫ3 . . . ǫ2 f−3e(j). (5.21)
Because jr = ir for 1 ≤ r ≤ 2 f − 1, we have
e(j)ǫ1ǫ3 . . . ǫ2 f−3e(j) = θ(n−1)jn ◦ θ
(n−2)
jn−1 ◦ . . . ◦ θ
(2 f−2)
j2 f−1 (ψt(∅, f−1)t(∅, f−1) ).
By applying Lemma 4.36 and Lemma 4.47 recursively to the above equality, we have
e(j)ǫ1ǫ3 . . . ǫ2 f−3e(j) ≡
∑
(µ, f )∈B̂n
x,y∈T udn (µ)
cxyψxy (mod R> fn (δ)), (5.22)
where cxy , 0 only if head(x) ≥ f − 1 and head(y) ≥ f − 1. Moreover, by Lemma 4.10, we have ix = iy = j if
cxy , 0. Hence, by Lemma 5.17, we have either x, y ∈ T udn (λ) or x(n − 1) > 0 and x(n) > 0 if cxy , 0.
Substituting (5.22) into (5.21) yields
ψt(λ, f )tǫ2 f ǫ2 f+1 . . . ǫn−1e(j) ≡
∑
(µ, f )∈B̂n
x,y∈T udn (µ)
cxye(i(λ, f ))ψd(t)ǫ2 f−1ǫ2 f ǫ2 f+1 . . . ǫn−1ψxy (mod R> fn (δ)). (5.23)
If x(n − 1) > 0 and x(n) > 0, by Lemma 5.16 and Lemma 4.33 we have
e(i(λ, f ))ψd(t)ǫ2 f−1ǫ2 f ǫ2 f+1 . . . ǫn−1ψxy ∈ R> fn (δ). (5.24)
If x, y ∈ T udn (λ), recall head(x) ≥ f − 1. Hence by Lemma 5.18, we have
e(i(λ, f ))ψd(t)ǫ2 f−1ǫ2 f ǫ2 f+1 . . . ǫn−1ψxy ≡ c·ψt(λ, f )y (mod R> fn (δ)), (5.25)
where c ∈ R. Hence (5.20) follows by substituting (5.24) and (5.25) into (5.23). 
Then we consider the cases when at least one of t(n − 1) and t(n) is negative.
5.20. Lemma. Suppose (λ, f ) ∈ Sn and t ∈ T udn (λ) with t(n − 1) < 0 and t(n) < 0. Then the equality (5.1) holds
when a = ǫn−1.
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Proof. Because t(n − 1) < 0 and t(n) < 0, the standard reduction sequence t is
s = t(m) → t(m−1) → . . . t(1) → t(0) = t,
where ρ(t(m), t(m−1)) = (a, n) and ρ(t(m−1), t(m−2)) = (b, n − 1) for a ≤ n − 1 and b ≤ n − 2. Hence we can write
ǫt(m)→t(m−1) = e(it(m) )ǫ2 f ǫ2 f+1 . . . ǫaψa+1 . . . ψn−1e(it(m−1) ),
ǫt(m−1)→t(m−2) = e(it(m−1) )ǫ2 f−2ǫ2 f−1 . . . ǫbψb+1 . . . ψn−2e(it(m−2) ).
By (3.34), we have
ǫt(m−1)→t(m−2)ǫn−1 = e(it(m−1) )ǫ2 f−2ǫ2 f−1 . . . ǫn−1(ψn−3ψn−4 . . . ψb); (5.26)
and by (3.38) and (3.39) we have
ǫt(m)→t(m−1)ǫ2 f−2ǫ2 f−1 . . . ǫn−1 = e(it(m) )ǫ2 f ǫ2 f+1 . . . ǫn−1
(
ǫ2 f−2ǫ2 f−1 . . . ǫa−2ψa−1 . . . ψn−3
)
. (5.27)
Set x = ǫ2 f−2ǫ2 f−1 . . . ǫa−2ψa−1 . . . ψn−3·ψn−3ψn−4 . . . ψb and y = ǫt(m−2)→t(m−3) . . . ǫt(1)→t ∈ Gn−2(δ). Because a ≤ n−1
and b ≤ n − 2, we have x ∈ Gn−1(δ). Then by (3.11), (5.26) and (5.27), we have
ψt(λ, f )tǫn−1 = ψt(λ, f )sǫt(m)→t(m−1)ǫt(m−1)→t(m−2) yǫn−1 = ψt(λ, f )sǫt(m)→t(m−1)ǫt(m−1)→t(m−2)ǫn−1y
= ψt(λ, f )sǫ2 f ǫ2 f+1 . . . ǫn−1·xy.
Because s = h(t) ∈ T udn (λ), the head of s is f . Then because xy ∈ Gn−1(δ), the Lemma follows by Lemma 5.19
and Lemma 5.13. 
5.21. Lemma. Suppose (λ, f ) ∈ Sn and t ∈ T udn (λ) with t(n − 1) < 0, t(n) > 0 or t(n − 1) > 0, t(n) < 0. Then the
equality (5.1) holds when a = ǫn−1.
Proof. Suppose it = (i1, . . . , in). We assume in−1 + in = 0, otherwise by (3.8) we have ψt(λ, f ) tǫn−1 = 0. Hence, as
t(n− 1) < 0, t(n) > 0 or t(n− 1) > 0, t(n) < 0, by the construction of up-down tableaux, we have t(n− 1)+ t(n) = 0.
Let the standard reduction sequence of t be
s = t(m) → t(m−1) → . . . t(1) → t(0) = t,
and denote x = ǫt(m−1)→t(m−2)ǫt(m−2)→t(m−3) . . . ǫt(1)→t. Notice that because t(n − 1) > 0, t(n) < 0 or t(n − 1) < 0, t(n) > 0,
we have x ∈ Gn−2(δ) in either cases. Hence by (3.11), x commutes with ǫn−1.
When t(n − 1) > 0 and t(n) < 0, we have ρ(t(m), t(m−1)) = (n − 1, n). Then by (3.20) and (3.41), we have
ψt(λ, f ) tǫn−1 = ψt(λ, f )sǫt(m)→t(m−1) xǫn−1 = ψt(λ, f )sǫt(m)→t(m−1)ǫn−1 x
= ψt(λ, f )sǫ2 f ǫ2 f+1 . . . ǫn−1e(it(m−1) )ǫn−1 x
= ψt(λ, f )sǫ2 f ǫ2 f+1 . . . ǫn−1 f (y1, . . . , yn−2)x,
where f (y1, . . . , yn−2) is a polynomial of y1, . . . , yn−2.
Because s = h(t) ∈ T udn (λ) with head f and f (y1, . . . , yn−2)x ∈ Gn−2(δ), by Lemma 5.19 and Lemma 5.13, the
Lemma holds when t(n − 1) > 0 and t(n) < 0.
When t(n − 1) < 0 and t(n) > 0, we have ρ(t(m), t(m−1)) = (a, n − 1) with a ≤ n − 2. Then by (3.34) we have
ψt(λ, f ) tǫn−1 = ψt(λ, f )sǫt(m)→t(m−1) xǫn−1 = ψt(λ, f )sǫt(m)→t(m−1)ǫn−1 x
= ψt(λ, f )sǫ2 f ǫ2 f+1 . . . ǫaψa+1 . . . ψn−2ǫn−1x
= ψt(λ, f )sǫ2 f ǫ2 f+1 . . . ǫn−1ψn−3ψn−4 . . . ψax.
Because s = h(t) ∈ T udn (λ) with head f and ψn−3ψn−4 . . . ψax ∈ Gn−2(δ), by Lemma 5.19 and Lemma 5.13, the
Lemma holds when t(n − 1) < 0 and t(n) > 0. 
Combining Lemma 5.16, Lemma 5.20 and Lemma 5.21, the next Lemma follows.
5.22. Lemma. Suppose (λ, f ) ∈ Sn and t ∈ T udn (λ). Then the equality (5.1) holds when a = ǫn−1.
Finally, we prove that when a = ψn−1, the equality (5.1) holds. Similar as before, we separate the question by
considering different t(n − 1) and t(n).
5.23. Lemma. Suppose (λ, f ) ∈ Sn and t ∈ T udn (λ) with t(n) > 0. Then the equality (5.1) holds when a = ψn−1.
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Proof. When t(n − 1) > 0, we have ǫt ∈ Gn−2(δ), which commutes with ψn−1. Denote s = h(t) ∈ T udn (λ), and we
have head(s) = f . By Lemma 5.3 and Lemma 5.13, we have
ψt(λ, f )tψn−1 = ψt(λ, f )sψn−1ǫt ≡
∑
v∈T udn (λ)
cvψt(λ, f )v (mod B> fn (δ)).
When t(n − 1) < 0, write t(n − 1) = −α and t(n) = β. If α , β, by Lemma 2.6 we have u = t·sn−1 ∈ T udn (λ) and
by the definition of ψst’s, we have ψt(λ, f )tψn−1 = ψt(λ, f )u. Hence the Lemma holds.
If α = β, let the standard reduction sequence of t be
s = t(m) → t(m−1) → . . . t(1) → t(0) = t,
and denote x = ǫt(m−1)→t(m−2)ǫt(m−2)→t(m−3) . . . ǫt(1)→t. Notice that as t(n − 1) < 0 and t(n) > 0, we have x ∈ Gn−2(δ), which
commutes with ψn−1. Let ρ(t(m), t(m−1)) = (a, n − 1) with a ≤ n − 2. By (3.34) we have
ψt(λ, f ) tψn−1 = ψt(λ, f )sǫt(m)→t(m−1) xψn−1 = ψt(λ, f )sǫt(m)→t(m−1)ψn−1x
= ψt(λ, f )sǫ2 f ǫ2 f+1 . . . ǫaψa+1 . . . ψn−2ψn−1 x
= ψt(λ, f )sǫ2 f ǫ2 f+1 . . . ǫn−1 (ψn−2ψn−3 . . . ψax) .
Because s = h(t) ∈ T udn (λ) with head f and ψn−2ψn−3 . . . ψax ∈ Gn−1(δ), the Lemma follows by Lemma 5.19
and Lemma 5.13. 
5.24. Lemma. Suppose (λ, f ) ∈ Sn and t ∈ T udn (λ) with t(n − 1) > 0 and t(n) < 0. Then the equality (5.1) holds
when a = ψn−1.
Proof. Let the standard reduction sequence of t be
s = t(m) → t(m−1) → . . . t(1) → t(0) = t,
and denote x = ǫt(m−1)→t(m−2)ǫt(m−2)→t(m−3) . . . ǫt(1)→t. Notice that as t(n − 1) > 0 and t(n) < 0, we have x ∈ Gn−2(δ), which
commutes with ψn−1.
Suppose t(n−1) = β and t(n) = −α. If α , β, by Lemma 2.6 we have u = t·sn−1 ∈ T udn (λ) and ψt(λ, f ) t = ψt(λ, f )uψn−1
by the construction of ψt(λ, f )t and ψt(λ, f )u. Hence by (3.14) we have
ψt(λ, f ) tψn−1 = ψt(λ, f )uψ
2
n−1 = ψt(λ, f )u f (yn−1, yn),
where f (yn−1, yn) is a polynomial of yn−1 and yn determined by iu. Hence the Lemma holds by Lemma 5.15.
If α = β, we have ρ(t(m), t(m−1)) = (n − 1, n). By (3.22), we have
ψt(λ, f ) tψn−1 = ψt(λ, f )sǫt(m) ,t(m−1) xψn−1 = ψt(λ, f )sǫt(m),t(m−1)ψn−1 x
= ψt(λ, f )sǫ2 f ǫ2 f+1 . . . ǫn−1e(it)ψn−1 x
= c·ψt(λ, f )sǫ2 f ǫ2 f+1 . . . ǫn−1 x,
where c ∈ R. Hence, as s = h(t) ∈ T udn (λ) with head f and x ∈ Gn−2(δ), by Lemma 5.19 and Lemma 5.13, the
Lemma holds. 
5.25. Lemma. Suppose (λ, f ) ∈ Sn and t ∈ T udn (λ) with t(n − 1) < 0 and t(n) < 0. Then the equality (5.1) holds
when a = ψn−1.
Proof. Let the standard reduction sequence of t be
s = t(m) → t(m−1) → . . . t(1) → t(0) = t,
and denote x = ǫt(m−2)→t(m−3)ǫt(m−3)→t(m−4) . . . ǫt(1)→t. Notice that as t(n − 1) < 0 and t(n) < 0, we have x ∈ Gn−2(δ), which
commutes with ψn−1.
Suppose ρ(t(m), t(m−1)) = (a, n) and ρ(t(m−1), t(m−2)) = (b, n − 1) where a ≤ n − 1 and b ≤ n − 2. Hence we can
write
ǫt(m)→t(m−1) = e(it(m) )ǫ2 f ǫ2 f+1 . . . ǫaψa+1 . . . ψn−1e(it(m−1) ),
ǫt(m−1)→t(m−2) = e(it(m−1) )ǫ2 f−2ǫ2 f−1 . . . ǫbψb+1 . . . ψn−2e(it(m−2) ).
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By (3.34), (3.38) and (3.39), we have
ψt(λ, f )tψn−1 = ψt(λ, f )sǫt(m)→t(m−1)ǫt(m−1)→t(m−2) xψn−1 = ψt(λ, f )sǫt(m)→t(m−1)ǫt(m−1)→t(m−2)ψn−1x
= ψt(λ, f )s
(
ǫ2 f ǫ2 f+1 . . . ǫaψa+1 . . . ψn−1
)
·
(
ǫ2 f−2ǫ2 f−1 . . . ǫbψb+1 . . . ψn−1
)
x
= ψt(λ, f )s
(
ǫ2 f ǫ2 f+1 . . . ǫaψa+1 . . . ψn−1
)
·
(
ǫ2 f−2ǫ2 f−1 . . . ǫn−1
)
· (ψn−2ψn−3 . . . ψb) x
= ψt(λ, f )sǫ2 f ǫ2 f+1 . . . ǫn−1·
(
ǫ2 f−2ǫ2 f−1 . . . ǫa−2ψa−1 . . . ψn−3
)
· (ψn−2ψn−3 . . . ψb) x.
As s = h(t) ∈ T udn (λ) with head f and ǫ2 f−2ǫ2 f−1 . . . ǫa−2ψa−1 . . . ψn−3ψn−2ψn−3 . . . ψbx ∈ Gn−1(δ), by Lemma 5.19
and Lemma 5.13, the Lemma holds. 
Combining Lemma 5.23, Lemma 5.24 and Lemma 5.25, the next Lemma follows.
5.26. Lemma. Suppose (λ, f ) ∈ Sn and t ∈ T udn (λ). Then the equality (5.1) holds when a = ψn−1.
Therefore, we have proved that (5.1) holds. Combining all the results of this section, we are ready to give the
first main result of this paper.
5.27. Proposition. We have ⋃n≥1 B̂n = B̂.
Proof. By the definition we have B̂ ⊆ ⋃n≥1 B̂n. It suffices to show that ⋃n≥1 B̂n ⊆ B̂.
We have defined a total ordering < on ⋃n≥1 B̂n. Hence we can list all the elements of ⋃n≥1 B̂n in decreasing
order as:
(λ1, f1) > (λ2, f2) > (λ3, f3) > . . . .
We prove the Proposition by induction. For the base step it is easy to see that the maximal element in ⋃n≥1 B̂n
is (λ1, f1) = ((1), 0) ∈ B̂1. Because G1(δ)  R, it is obvious that for any s, t ∈ T ud1 (λ1) and a ∈ G1(δ) we have
ψsta ≡
∑
v∈T ud1 (λ1)
cvψsv (mod R> f11 (δ)),
which implies (λ1, f1) ∈ B̂.
For induction step, assume k > 1 and (λi, fi) ∈ B̂ for any 1 ≤ i ≤ k − 1. Let (λ, f ) = (λk, fk) ∈ B̂n. By the
definition we have (λ, f ) ∈ Sn. For any s, t ∈ T udn (λ) and a ∈ Gn(δ), by Lemma 5.13, Lemma 5.15, Lemma 5.22
and Lemma 5.26, we have
ψt(λ, f ) ta ≡
∑
v∈T udn (λ)
cvψt(λ, f )v (mod R> fn (δ)).
Multiply ǫ∗sψ∗s from left to the above equation. By Lemma 4.33 we have
ψsta ≡
∑
v∈T udn (λ)
cvψsv (mod R> fn (δ)),
which implies (λ, f ) = (λk, fk) ∈ B̂. Therefore we completes the induction process. Hence, for any (λ, f ) ∈⋃
n≥1 B̂n, we have (λ, f ) ∈ B̂, which proves
⋃
n≥1 B̂n ⊆ B̂. 
5.28. Theorem. The algebra Gn(δ) is spanned by {ψst | (λ, f ) ∈ B̂n, s, t ∈ T udn (λ) }.
Proof. Proposition 5.27 implies that for any (λ, f ) ∈ B̂n and s, t ∈ T udn (λ), we have ψstGn(δ) ⊆ Rn(δ). Hence
we have Rn(δ)Gn(δ) ⊆ Rn(δ). By Proposition 5.27 we have Sn = B̂n, which implies e(i) ∈ Rn(δ) for any i ∈ Pn
by Proposition 4.39. As 1 =
∑
i∈Pn e(i) by (3.8), we have 1 ∈ Rn(δ), which yields Gn(δ) ⊆ RnGn(δ) ⊆ Rn(δ).
Because Rn(δ) ⊆ Gn(δ) by the definition, we have Rn(δ) = Gn(δ), which proves the Theorem. 
Theorem 5.28 shows that Gn(δ) is a finite-dimensional R-space with dim Gn(δ) ≤ (2n − 1)!!. The following
results are directly implied.
Recall In is the subset of Pn containing all the residue sequence of up-down tableaux.
5.29. Corollary. Suppose i ∈ Pn. We have e(i) = 0 if i < In.
Proof. If i < In, we have T udn (i) = ∅. By Lemma 4.10, we have ψste(i) = 0 for any up-down tableaux s and t.
Hence by Theorem 5.28, we have e(i) = e(i)2 = ∑s,t cstψste(i) = 0. 
5.30. Corollary. The elements yk ∈ Gn(δ) are nilpotent for all 1 ≤ k ≤ n.
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Proof. By Theorem 5.28, we have Gn(δ) = Rn(δ). Because there are finite elements in {ψst | (λ, f ) ∈ B̂n, s, t ∈ T udn (λ) },
there exists m such that degψst ≤ m. Hence for any homogeneous element a ∈ Gn(δ), we have deg a ≤ m. Choose
N = ⌊m2 ⌋ + 1. For any 1 ≤ k ≤ n we have deg y
N
k > m, which forces y
N
k = 0. 
5.31. Remark. Theorem 5.28 shows that {ψst | (λ, f ) ∈ B̂n, s, t ∈ T udn (λ) } spans Gn(δ), and Proposition 5.27 shows
that ψst’s have cellular-like property. Therefore, {ψst | (λ, f ) ∈ B̂n, s, t ∈ T udn (λ) } is a potential cellular basis of
Gn(δ). We will prove this result in Section 7.6.
6. A generating set of Bn(δ)
In the rest of this paper, we are going to prove that Gn(δ)  Bn(δ). The first step of the proof is to define
Gn(δ) = { e(i) | i ∈ Pn } ∪ { yk | 1 ≤ k ≤ n } ∪ {ψk | 1 ≤ k ≤ n − 1 } ∪ { ǫk | 1 ≤ k ≤ n − 1 }
in Bn(δ) and show that Gn(δ) generates Bn(δ). Here we abuse the symbols and use e(i), yk, ψr and ǫr as elements
in both Gn(δ) and Bn(δ). Then we construct a mapping from Gn(δ) to Bn(δ) by sending generators to generators
and show this mapping is a surjective homomorphism. In this section, we construct the elements e(i), yk, ψr and ǫr
in Bn(δ) and show these elements generate Bn(δ).
First we recall the definitions and notations we need for the rest of the paper, which have been introduced in
Section 2.5. Recall R is a field with characteristic 0 and fix δ ∈ R. Define F = R(x) to be the rational field with
indeterminate x and O = R[x](x−δ) = R[[x − δ]]. Let m = (x − δ)O ⊂ O . Then m is a maximal ideal of O and
R  O/m.
Let BFn (x) and BOn (x) be the Brauer algebras over F and O , respectively. Then BFn (x) = BOn (x) ⊗O F and
Bn(δ)  BOn (x) ⊗O R  BOn (x)/(x − δ)BOn (x). In order to avoid confusion we will write the generators of BOn (x)
and BFn (x) as sOk and eOk and generators of Bn(δ) as sk and ek. Hence for any element w ∈ Bn(δ), we write
wO = w ⊗R 1O ∈ BOn (x), so that w = wO ⊗O 1R.
Because Bn(δ)  BOn (x)⊗O R  BOn (x)/(x−δ)BOn (x), if x, y ∈ BOn (x) and we have x ≡ y (mod (x−δ)BOn (x)),
then x ⊗O 1R = y ⊗O 1R as elements of Bn(δ). This observation will give us a way to extend the results of BOn (x)
to Bn(δ).
6.1. Gelfand-Zetlin algebra of Bn(δ)
Following Okounkov-Vershik [15], define Gelfand-Zetlin subalgebra of Bn(δ) to be the algebra Ln generated
by L1, L2, . . . , Ln. By the definition one can see that Ln is a commutative subalgebra of Bn(δ). Similarly we define
Ln(O) in BOn (x). In this subsection we define the idempotents e(i) with i ∈ In and nilpotency elements yk with
1 ≤ k ≤ n in Bn(δ).
Let M be a finite dimensional Bn(δ)-module. Similarly as in Brundan and Kleshchev [3, Section 3.1], the
eigenvalues of each Lk on M belongs to P. So M decomposes as the direct sum M =
⊕
i∈Pn Mi of weight spaces
Mi = { v ∈ M | (Lk − ik)Nv = 0 for all k = 1, 2, . . . , n and N ≫ 0 } .
We deduce that there is a system { e(i) | i ∈ Pn } of mutually orthogonal idempotents in Bn(δ) such that Me(i) =
Mi for each finite dimensional module M. In fact, e(i) lies in Ln.
Hu-Mathas [8, Proposition 4.8] proved the following result in the cyclotomic Hecke algebras. Their result can
be directly extended to Bn(δ) following the same proof.
6.1. Lemma (Hu-Mathas [8, Proposition 4.8]). Suppose that e(i) , 0 for some i ∈ Pn and let
e(i)O =
∑
t∈T udn (i)
ftt
γt
∈ BFn (x).
Then e(i)O ∈ BOn (x) and e(i) = e(i)O ⊗O 1R.
By Lemma 6.1, it is straightforward that e(i) , 0 only if i ∈ In, i.e. i is the residue sequence of an up-down
tableau. Therefore, by defining e(i) = 0 for i < In, we construct a set of orthogonal elements { e(i)O | i ∈ Pn } in
BOn (x) and { e(i) | i ∈ Pn } in Bn(δ), such that
∑
i∈Pn e(i)O =
∑
i∈In e(i)O = 1O and
∑
i∈Pn e(i) =
∑
i∈In e(i) = 1R
by Proposition 2.19 and Lemma 6.1.
For an integer k with 1 ≤ k ≤ n, define yOk :=
∑
i∈In (LOk − ik)e(i)O ∈ Ln(O) and
yk := yOk ⊗O 1R =
∑
i∈In
(Lk − ik)e(i) ∈ Ln. (6.1)
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By Theorem 2.12, one can see that yk is nilpotent in Bn(δ). Hence for any polynomialφ(L1, L2, . . . , Ln)e(i) ∈ Ln
with φ(i1, i2, . . . , in) , 0, we can define a element φ(L1, . . . , Ln)−1 ∈ Ln such that
φ(L1, L2, . . . , Ln)φ(L1, L2, . . . , Ln)−1e(i) = φ(L1, L2, . . . , Ln)−1φ(L1, L2, . . . , Ln)e(i) = e(i).
Suppose φ(x1, . . . , xn) ∈ R[x1, . . . , xn] is a polynomial. Define R× = { r ∈ R | r , 0 }. The next result is the
extended version of Hu-Mathas [9, Proposition 4.6], followed by the same proof.
6.2. Lemma. Suppose i ∈ In and φ(x1, . . . , xn) ∈ R[x1, . . . , xn] is a polynomial. If φ(i1, . . . , in) ∈ R×, we have∑
t∈T udn (i)
1
φ(ct(1), . . . , ct(n))
ftt
γt
∈ Ln(O).
6.3. Lemma. Suppose i ∈ In and φ(x1, . . . , xn) ∈ R(x1, . . . , xn) is a rational function. If φ(i1, . . . , in) ∈ R, we have∑
t∈T udn (i)
φ(ct(1), . . . , ct(n)) ftt
γt
∈ Ln(O).
Proof. Because φ is a rational function, there are two polynomials φ1 and φ2 such that φ = φ1/φ2. It is obvious
that φ(i1, . . . , in) ∈ R if and only if φ2(i1, . . . , in) ∈ R×. Hence by Lemma 6.2, we have∑
t∈T udn (i)
1
φ2(ct(1), . . . , ct(n))
ftt
γt
∈ Ln(O).
Hence, because φ1 is a polynomial, we have φ1(LO1 , . . . , LOn ) ∈ Ln(O). So
φ1(LO1 , . . . , LOn )
∑
t∈T udn (i)
1
φ2(ct(1), . . . , ct(n))
ftt
γt
=
∑
t∈T udn (i)
φ(ct(1), . . . , ct(n)) ftt
γt
∈ Ln(O),
which completes the proof. 
Let φ be a polynomial in R[x1, . . . , xn] satisfying the assumptions of Lemma 6.2. Then
φ(LO1 , . . . , LOn )
∑
t∈T udn (i)
1
φ(ct(1), . . . , ct(n))
ftt
γt
= e(i)O =
∑
t∈T udn (i)
1
φ(ct(1), . . . , ct(n))
ftt
γt
φ(LO1 , . . . , LOn ).
Abusing notations, in this situation we write
1
φ(LO1 , . . . , LOn )
e(i)O = e(i)O 1
φ(LO1 , . . . , LOn )
=
∑
t∈T udn (i)
1
φ(ct(1), . . . , ct(n))
ftt
γt
∈ Ln(O).
Similarly, let φ be a rational function in R(x1, . . . , xn) satisfying the assumptions of Lemma 6.3. Then we write
φ(LO1 , . . . , LOn )e(i)O = e(i)Oφ(LO1 , . . . , LOn ) =
∑
t∈T udn (i)
φ(ct(1), . . . , ct(n)) ftt
γt
.
6.2. Modification terms Pk(i), Qk(i) and Vk(i)
In this subsection we define three elements Pk(i), Qk(i) and Vk(i) in Bn(δ), which are essential when we define
ψk and ǫk in Bn(δ). These terms are defined so that the actions of ψk and ǫk’s on seminormal forms of Bn(δ) are
well-behaved (cf. Lemma 7.2 and Lemma 7.4).
Let x1, . . . , xn be invariants. For each i ∈ In and rational function φ, we say φ(x1, . . . , xk−1, xk−xk+12 ) ∈ R(x1, . . . , xk+1)
is invertible over i if φ(i1, i2, . . . , ik−1, (ik − ik+1)/2) ∈ R×. It is obvious by the definition that φ1, φ2 ∈ R(x1, . . . , xk+1)
invertible over i implies φ1·φ2 ∈ R(x1, . . . , xk+1) invertible over i.
First we define the elements Pk(i) and Qk(i). For 1 ≤ k ≤ n − 1 and 1 ≤ r ≤ k − 1, define
Lk,r =
 xk − xk+12 + xr + 1, 1xk−xk+12 − xr + 1 ,−(
xk − xk+1
2
− xr),−( 1xk−xk+1
2 + xr
)
 ⊂ R(x1, . . . , xk+1),
Rk,r =
−( xk − xk+12 + xr − 1),− 1xk−xk+12 − xr − 1 ,
xk − xk+1
2
− xr,
1
xk−xk+1
2 + xr
 ⊂ R(x1, . . . , xk+1),
S k =
− 1xk−xk+1
2 − x1
,−
1
xk − xk+1
, xk − xk+1 + 1
 ⊂ R(x1, xk, xk+1),
Tk =
{
xk − xk+1
2
+ x1
}
⊂ R(x1, xk, xk+1).
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For any i ∈ Pn, we define
Lk,r(i) = {w ∈ Lk,r | w is invertible over i } , S k(i) = {w ∈ S k | w is invertible over i } ,
Rk,r(i) = {w ∈ Rk,r | w is invertible over i } , Tk(i) = {w ∈ Tk | w is invertible over i } .
Let
Pik(x1, . . . , xk−1,
xk − xk+1
2
) :=
∏
w∈S k(i)
w
k−1∏
r=1
 ∏
w∈Lk,r (i)
w
 ∈ R(x1, . . . , xk+1),
Qik(x1, . . . , xk−1,
xk − xk+1
2
) :=
∏
w∈Tk(i)
w
k−1∏
r=1
 ∏
w∈Rk,r(i)
w
 ∈ R(x1, . . . , xk+1).
By the definitions, one can see that Pik, Qik ∈ R(x1, . . . , xk+1) are invertible over i. Hence
Pik(i1, . . . , ik−1, ik−ik+12 ) ∈ R×, Qik(i1, . . . , ik−1, ik−ik+12 ) ∈ R×,
Pik(i1, . . . , ik−1, ik−ik+12 )−1 ∈ R×, Qik(i1, . . . , ik−1, ik−ik+12 )−1 ∈ R×.
(6.2)
For any t ∈ T udn (i), we define Pk(t), Qk(t) ∈ F by
Pk(t) = Pik(ct(1), . . . , ct(k − 1), (ct(k) − ct(k + 1))/2),
Qk(t) = Qik(ct(1), . . . , ct(k − 1), (ct(k) − ct(k + 1))/2).
Define POk (i), QOk (i), POk (i)−1, QOk (i)−1 ∈ BFn (x) by
POk (i) =
∑
t∈T udn (i) Pk(t)
ftt
γt
, QOk (i) =
∑
t∈T udn (i) Qk(t)
ftt
γt
,
POk (i)−1 =
∑
t∈T udn (i)
1
Pk(t)
ftt
γt
, QOk (i)−1 =
∑
t∈T udn (i)
1
Qk(t)
ftt
γt
,
(6.3)
and by (6.2) and Lemma 6.3, we have POk (i), QOk (i), POk (i)−1, QOk (i)−1 ∈ Ln(O).
6.4. Definition. Suppose i ∈ In and 1 ≤ k ≤ n − 1. We define elements Pk(i), Qk(i), Pk(i)−1, Qk(i)−1 ∈ Ln by
Pk(i) = POk (i) ⊗O 1R, Qk(i) = QOk (i) ⊗O 1R,
Pk(i)−1 = POk (i)−1 ⊗O 1R, Qk(i)−1 = QOk (i)−1 ⊗O 1R.
The next Lemma is directly implied by (6.3).
6.5. Lemma. Suppose i ∈ In and 1 ≤ k ≤ n − 1. We have
Pk(i)Pk(i)−1 = Pk(i)−1Pk(i) = e(i),
Qk(i)Qk(i)−1 = Qk(i)−1Qk(i) = e(i).
Next, for each 1 ≤ k ≤ n−1 and i ∈ In with ik = ik+1, we define element Vk(i). First we define a rational function
V ik(x1, . . . , xk−1,
xk − xk+1
2
) := P
i
kQik − 1
xk − xk+1
∈ R(x1, . . . , xk+1).
The next Lemma shows that V ik is invertible over i.
6.6. Lemma. Suppose 1 ≤ k ≤ n−1 and i = (i1, . . . , in) ∈ In with ik = ik+1. Then we have V ik(i1, . . . , ik−1, ik−ik+12 ) ∈ R.
Proof. As ik = ik+1, we have ik−ik+12 = 0. Because all the factors of Pik and Qik are invertible over i, we can write
PikQik =
∞∑
i=0
ci(x1, . . . , xk−1)
(
xk − xk+1
2
)i
,
where ci(x1, . . . , xk−1) ∈ R(x1, . . . , xk−1) and ci(i1, . . . , ik−1) ∈ R. Hence
V ik(i1, . . . , ik−1,
xk − xk+1
2
) = c1(i1, . . . , ik−1) − 1
xk − xk+1
+
∞∑
i=0
ci+1(i1, . . . , ik−1)
2
(
xk − xk+1
2
)i
,
and V ik(i1, . . . , ik−1, ik−ik+12 ) ∈ R if and only if c1(i1, . . . , ik−1) = 1. By the definitions of Pik and Qik, we have
c1(i1, . . . , ik−1) = Pik(i1, . . . , ik−1, 0)Qik(i1, . . . , ik−1, 0) = 1,
which completes the proof. 
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Suppose t ∈ T udn (i). Define Vk(t) = V ik(ct(1), . . . , ct(k − 1), ct(k)−ct(k+1)2 ). We define VOk (i) ∈ BFn (x) by
VOk (i) =
∑
t∈T udn (i)
Vk(t) ftt
γt
,
and by Lemma 6.3 and Lemma 6.6, we have VOk (i) ∈ Ln(O).
6.7. Definition. Suppose 1 ≤ k ≤ n − 1 and i = (i1, . . . , in) ∈ In with ik = ik+1. We define the element Vk(i) ∈ Ln
by Vk(i) := VOk (i) ⊗O 1R.
The next Lemma shows the connections of Vk(t) with Pk(t) and Qk(t).
6.8. Lemma. Suppose 1 ≤ k ≤ n − 1 and i = (i1, . . . , in) ∈ In with ik = ik+1. For any t ∈ T udn (i), we have
Pk(t)Qk(t) = (ct(k) − ct(k + 1))Vk(t) + 1.
Proof. By the definition of V ik, we have PikQik = (xk − xk+1)V ik + 1. Hence the Lemma follows straightforward. 
In the rest of this subsection we introduce some of the properties of Pk(i), Qk(i) and Vk(i), or more precisely,
properties of Pk(t), Qk(t) and Vk(t) for up-down tableaux t. These results will be used frequently in the rest of this
paper when we derive the relations of the generators of Bn(δ). These properties make the actions of the ψk’s and
ǫk’s on the seminormal basis well-behaved and they are the reasons why we define the modification terms in such
a way.
For any rational function w ∈ R(x1, . . . , xn), we denote w(t) = w(ct(1), . . . , ct(n)).
6.9. Lemma. Suppose i = (i1, . . . , in) ∈ In and t ∈ T udn (i). For 1 ≤ k ≤ n − 1, if u = t·sk exists, then we have
Pk(t)−1Qk(u)−1 =

1
1−cu(k)+cu(k+1) , if ik+1 = ik,
cu(k) − cu(k + 1), if ik+1 = ik − 1,
cu(k)−cu(k+1)
1−cu(k)+cu(k+1) , if ik+1 , ik, ik − 1.
Proof. Because t = u·sk, we have cu(r) = ct(r) for 1 ≤ r ≤ k − 1 and cu(k) − cu(k + 1) = −(ct(k) − ct(k + 1). Hence
for any 1 ≤ ℓ ≤ k − 1, we have  ∏
w∈Lk,r (i·sk)
w(t)

 ∏
w∈Rk,r(i)
w(u)
 = 1.
Therefore, by the definition of Pk(t) and Qk(u), we have
Pk(t)Qk(u) =
∏
w∈S k(j)
w(t)
∏
w∈Tk(i)
w(u) =

1 − cu(k) + cu(k + 1), if ik+1 = ik,
1
cu(k)−cu(k+1) , if ik+1 = ik − 1,
1−cu(k)+cu(k+1)
cu(k)−cu(k+1) , otherwise.
Hence the Lemma follows. 
6.10. Lemma. Suppose i ∈ In and t ∈ T udn (i). If t(k − 1) = t(k + 1) = −t(k), we have
Qk(t)Pk−1(t) = Pk(t)Qk−1(t) = 1,
for 2 ≤ k ≤ n − 1.
Proof. By the construction of t, we have ct(k − 1) = ct(k + 1) = −ct(k). Hence we have ct(k) = (ct(k) − ct(k + 1))/2
and ct(k − 1) = (ct(k − 1) − ct(k))/2. Because ct(k − 1) = −ct(k), for 1 ≤ r ≤ k − 2, we have ∏
w∈Lk,r (i)
w(t)

 ∏
w∈Rk−1,r (i)
w(t)
 = 1.
Hence, by the definition of Pk(t) and Qk−1(t), we have
Pk(t)Qk−1(t) =
∏
w∈S k(i)
w(t)
∏
w∈Tk−1(i)
w(t)
 ∏
w∈Lk,k−1(i)
w(t)
 .
Then Pk(t)Qk−1(t) is the product of the non-invertible elements of{
−
1
ct(k) − ct(1) ,−
1
2ct(k) , 2ct(k) + 1, 1,
1
2ct(k) + 1 ,−2ct(k),−ct(k) + ct(1)
}
.
By direct calculation, we have Pk(t)Qk−1(t) = 1. Qk(t)Pk−1(t) = 1 follows by the similar argument. 
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Recall that
ak(i) =

# { 1 ≤ r ≤ k − 1 | ir ∈ {−1, 1} } + 1 + δ ik−ik+1
2 ,
δ−1
2
, if (ik − ik+1)/2 = 0,
# { 1 ≤ r ≤ k − 1 | ir ∈ {−1, 1} } + δ ik−ik+1
2 ,
δ−1
2
, if (ik − ik+1)/2 = 1,
δ ik−ik+1
2 ,
δ−1
2
, if (ik − ik+1)/2 = 1/2,
# { 1 ≤ r ≤ k − 1 | ir ∈ { ik−ik+12 ,
ik−ik+1
2 − 1,−
ik−ik+1
2 ,−
ik−ik+1
2 + 1} } + δ ik−ik+12 , δ−12 , otherwise.
For 1 ≤ k ≤ n − 1 and 1 ≤ r ≤ k − 1, define
L̂k,r =
 xk − xk+12 + xr + 1, 1xk−xk+12 − xr + 1 ,
xk − xk+1
2
− xr,
1
xk−xk+1
2 + xr
 ⊂ R(x1, . . . , xk+1),
R̂k,r =
 xk − xk+12 + xr − 1, 1xk−xk+12 − xr − 1 ,
xk − xk+1
2
− xr,
1
xk−xk+1
2 + xr
 ⊂ R(x1, . . . , xk+1),
Ŝ k =
 1xk−xk+1
2 − x1
,
1
xk − xk+1
, xk − xk+1 + 1
 ⊂ R(x1, xk, xk+1),
T̂k =
{
xk − xk+1
2
+ x1
}
⊂ R(x1, xk, xk+1).
For any residue sequence i ∈ In, define
L̂k,r(i) = {w ∈ L̂k,r | w is invertible over i } , Ŝ k(i) = {w ∈ Ŝ k | w is invertible over i } ,
R̂k,r(i) = {w ∈ R̂k,r | w is invertible over i } , T̂k(i) = {w ∈ T̂k | w is invertible over i } .
For any t ∈ T udn (i), let
P̂k(t) :=
∏
w∈Ŝ k(i)
w(t)
k−1∏
r=1

∏
w∈L̂k,r (i)
w(t)
 , and Q̂k(t) :=
∏
w∈T̂k(i)
w(t)
k−1∏
r=1

∏
w∈R̂k,r(i)
w(t)
 .
6.11. Lemma. Suppose i ∈ In and 1 ≤ k ≤ n − 1. For any t ∈ T udn (i), we have Pk(t)Qk(t) = (−1)ak(i)P̂k(t)Q̂k(t).
Proof. For 1 ≤ r ≤ k − 1, define bk,r(i) = δir , ik−ik+12 + δir , ik−ik+12 −1 + δir ,− ik−ik+12 + δir ,− ik−ik+12 +1. By comparing ak(i) and∑k−1
r=1 bk,r(i), it is easy to see that
(−1)ak(i) = (−1)
∑k−1
r=1 bk,r (i)+δ ik−ik+1
2 ,0
+δ ik−ik+1
2 ,
δ−1
2 . (6.4)
By the definitions of Lk,r(i), L̂k,r(i),Rk,r(i) and R̂k,r(i), for any 1 ≤ r ≤ k − 1, we have∏
w∈Lk,r (i)
w(t)
∏
w∈Rk,r(i)
w(t) = (−1)bk,r(i)
∏
w∈L̂k,r (i)
w(t)
∏
w∈R̂k,r(i)
w(t),
which implies
k−1∏
r=1
 ∏
w∈Lk,r (i)
w(t)
∏
w∈Rk,r(i)
w(t)
 = (−1)∑k−1r=1 bk,r (i)
k−1∏
r=1

∏
w∈L̂k,r (i)
w(t)
∏
w∈R̂k,r(i)
w(t)
 . (6.5)
By the definitions of S k(i), Ŝ k(i), Tk(i) and T̂k(i), we have∏
w∈S k(i)
w(t)
∏
w∈Tk(i)
w(t) = (−1)δ ik−ik+12 ,0+δ ik−ik+12 , δ−12
∏
w∈Ŝ k(i)
w(t)
∏
w∈T̂k(i)
w(t). (6.6)
Combining (6.5) and (6.6), we have
Pk(t)Qk(t) = (−1)
∑k−1
r=1 bk,r (i)+δ ik−ik+1
2 ,0
+δ ik−ik+1
2 ,
δ−1
2 P̂k(t)Q̂k(t).
Hence the Lemma follows by (6.4). 
6.12. Lemma. Suppose i = (i1, . . . , in) ∈ In with ik+ik+1 = 0 for 1 ≤ k ≤ n−2 and t ∈ T udn (i) with t(k)+t(k+1) = 0.
Then we have
Pk(t)Qk(t) =

(−1)ak(i)·ek(t, t), if i ∈ Ink,0,
(−1)ak(i)·2(ct(k) − ik)ek(t, t), if i ∈ Ink,−,
(−1)ak(i)· 12(ct(k)−ik) ek(t, t), if i ∈ Ink,+.
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Proof. By Lemma 3.3, we have
(2u + 1)
∑
s
k
∼t
s,t
u + cs(k)
u − cs(k) = (2u + 1)
u − ct(k)
u + ct(k)
u + ct(1)
u − ct(1)
k−1∏
r=1
(u + ct(r))2 − 1
(u − ct(r))2 − 1
(u − ct(r))2
(u + ct(r))2 . (6.7)
Define f (x1, x2, . . . , xk−1, xk−xk+12 ) to be a rational function in R(x1, . . . , xk+1) obtained by removing all factors
which are non-invertible over i from
(xk − xk+1 + 1) 1
xk − xk+1
xk−xk+1
2 + x1
xk−xk+1
2 − x1
k−1∏
r=1
( xk−xk+12 + xr) + 1
( xk−xk+12 − xr) + 1
( xk−xk+12 + xr) − 1
( xk−xk+12 − xr) − 1
( xk−xk+12 − xr)2
( xk−xk+12 + xr)2
. (6.8)
Because ct(k) + ct(k + 1) = 0, we have ct(k)−ct(k+1)2 = ct(k). If w is a factor of (6.8) which is non-invertible over i,
one can see that w(t) ∈ {2(ct(k) − ik), 12(ct(k)−ik) , 0}. Hence, by (6.7) we have
f (ct(1), . . . , ct(k − 1), ct(k) − ct(k + 1)2 ) = f (ct(1), . . . , ct(k)) = (2(ct(k) − ik))
ℓek(t, t) (6.9)
for some ℓ ∈ Z.
By the definition of f , we can see that f (x1, . . . , xk−1, xk−xk+12 ) = P̂ik(x1, . . . , xk−1, xk−xk+12 )Q̂ik(x1, . . . , xk−1, xk−xk+12 ).
Hence by Lemma 6.11 and (6.9), we have
Pk(t)Qk(t) = (−1)ak(i) f (ct(1), . . . , ct(k)) = (−1)ak(i)(2(ct(k) − ik))ℓek(t, t), (6.10)
where ℓ ∈ Z.
By Lemma 2.17, we have ∑
s
k
∼t
s,t
ct(k) + cs(k)
ct(k) − cs(k) = (2(ct(k) − ik))
|A Rλ(−ik)|−|A Rλ(−ik)|+1v,
for some v invertible in O . Hence, by the definitions of Ink,0, I
n
k,−, I
n
k,+ and (3.5) - (3.7), we have
ek(t, t) = (2ct(k) + 1)
∑
s
k
∼t
s,t
ct(k) + cs(k)
ct(k) − cs(k) =

v, if i ∈ Ink,0,
1
2(ct(k)−ik) v, if i ∈ I
n
k,−,
2(ct(k) − ik)v, if i ∈ Ink,+,
for some v invertible in O . Hence as Pk(t), Qk(t) are invertible in O , by (6.10) we complete the proof. 
6.13. Lemma. Suppose 1 ≤ r, k ≤ n − 1 with r < k − 1 and t is an up-down tableau. If s = t·sr exists, we have
Pk(t) = Pk(s) and Qk(t) = Qk(s).
Proof. Because s = t·sr, we have t(ℓ) = s(ℓ) for 1 ≤ ℓ ≤ n and ℓ , r, r + 1, and t(r) = s(r + 1), t(r + 1) = s(r).
Let it and is be the residue sequences of t and s, respectively. Hence, we have is = it·sr because s = t·sr . By the
construction, we have
∏
w∈Lk,ℓ(it) w(t) =
∏
w∈Lk,ℓ(is) w(s) when ℓ , r, r + 1, and∏
w∈Lk,r (it)
w(t) =
∏
w∈Lk,r+1 (is)
w(s),
∏
w∈Lk,r+1 (it)
w(t) =
∏
w∈Lk,r (is)
w(s).
As s = t·sr is an up-down tableau, we have r > 1. Hence we have
∏
w∈S k(it) w(t) =
∏
w∈S k(is) w(s). Therefore,
by combining the above results, we have Pk(t) = Pk(s). We can prove Qk(t) = Qk(s) following by the same
process. 
6.14. Lemma. Suppose 1 ≤ r, k ≤ n − 1 with r < k − 1 and t is an up-down tableau with t(r) + t(r + 1) = 0. For
any s r∼ t, we have Pk(t) = Pk(s) and Qk(t) = Qk(s).
Proof. Because s r∼ t, we have t(ℓ) = s(ℓ) for 1 ≤ ℓ ≤ n and ℓ , r, r+ 1, and cs(r)+ cs(r+ 1) = ct(r)+ ct(r+ 1) = 0.
Let it and is be the residue sequences of t and s, respectively. By the construction, when ℓ , r, r + 1, we have∏
w∈Lk,ℓ(it) w(t) =
∏
w∈Lk,ℓ(is) w(s). As cs(r) + cs(r + 1) = ct(r) + ct(r + 1) = 0, we have∏
w∈Lk,r (it)
w(t)
∏
w∈Lk,r+1(it)
w(t) =
∏
w∈Lk,r (is)
w(s)
∏
w∈Lk,r+1(is)
w(s) = 1.
As ct(1) = cs(1), we have ∏w∈S k(it) w(t) = ∏w∈S k(is) w(s). Therefore, by combining the above results, we have
Pk(t) = Pk(s). We can prove Qk(t) = Qk(s) following by the same process. 
The next Lemma is used to prove Lemma 6.16, and also will be used in the next section when we prove the
essential commutation relations of Bn(δ).
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6.15. Lemma. Suppose i ∈ In with ik + ik+1 = 0 for 1 ≤ k ≤ n − 1 and hk(i) = 0. Then (−1)ak(i) = 1 when ik = 0
and (−1)ak(i)+ak(i·sk) = 1 when ik , 0.
Proof. Suppose ik = 0. We have ak(i) = # { 1 ≤ r ≤ k − 1 | ir ∈ {−1, 1} } + 1 + δ ik−ik+1
2 ,
δ−1
2
by the definition of ak(i).
Suppose t ∈ T udn (i) and write tk−1 = λ. By (3.7), we have |A Rλ(0)| = 1. Hence by Corollary 3.17, we have# { 1 ≤ r ≤ k − 1 | ir ∈ {−1, 1} } is odd if
δ−1
2 , 0,
# { 1 ≤ r ≤ k − 1 | ir ∈ {−1, 1} } is even if δ−12 = 0,
which implies that ak(i) is even. Hence (−1)ak(i) = 1 when ik = 0.
Suppose ik , 0. Because ik − ik+1 = 2ik = −2ik+1, we have
ak(i) = # { 1 ≤ r ≤ k − 1 | ir ∈ {ik, ik − 1, ik+1, ik+1 + 1} } + δik ,(δ−1)/2,
ak(i·sk) = # { 1 ≤ r ≤ k − 1 | ir ∈ {ik+1, ik+1 − 1, ik, ik + 1} } + δik+1 ,(δ−1)/2.
Suppose t ∈ T udn (i) and write tk−1 = λ. Because hk(i) = 0, we have ik , ± 12 by Lemma 3.7. As ik = −ik+1, we
have {ik ± 1} ∩ {ik+1 ± 1} = ∅. Hence by the definition of ak(i) and the construction of λ, we have
(−1)ak(i)+ak(i·sk) = (−1)#{ 1≤r≤k−1|ir∈{ik±1,ik+1±1} }+δik ,(δ−1)/2+δik+1 ,(δ−1)/2
= (−1)#{α∈[λ]|res(α)∈{ik±1,ik+1±1} }+δik ,(δ−1)/2+δik+1 ,(δ−1)/2 . (6.11)
Because hk(i) = 0 and ik , 0, by Lemma 3.8, there exist β and γ such that res(β) = − res(γ) = ik and either
β, γ ∈ A (λ) or β, γ ∈ R(λ). Therefore, by the construction of λ, we have# {α ∈ [λ] | res(α) ∈ {im − 1, im + 1} } is odd if im ,
δ−1
2 ,
# {α ∈ [λ] | res(α) ∈ {im − 1, im + 1} } is even if im = δ−12 ,
where m ∈ {k, k + 1}. Therefore, by (6.11) and ik , ik+1, we have (−1)ak(i)+ak(i·sk) = 1. 
6.16. Lemma. Suppose i = (i1, . . . , in) ∈ In and t ∈ T udn (i). If ik = ik+1 and t(k)+t(k+1) = 0 for some 1 ≤ k ≤ n−1,
we have Vk(t) = sk(t, t).
Proof. When ik = ik+1 and t(k) + t(k + 1) = 0, we have ik = ik+1 = 0, which implies i ∈ Ink,0. By Lemma 6.12
and Lemma 6.15, we have Pk(t)Qk(t) = ek(t, t). Therefore
Vk(t) = Pk(t)Qk(t) − 1
ct(k) − ct(k + 1) =
ek(t, t) − 1
ct(k) + ct(k) = sk(t, t),
which completes the proof. 
6.17. Lemma. Suppose 1 ≤ k ≤ n − 1 and t is an up-down tableau. For up-down tableau s, we have Vk(t) = Vk(s)
if one of the following conditions holds:
(a). If s = t·sr for some 1 ≤ r < k − 1.
(b). If t(r) + t(r + 1) = s(r) + s(r + 1) = 0 and t r∼ s for some 1 ≤ r < k − 1.
Proof. Because r < k − 1, in both (a) and (b), we have ct(k) = cs(k) and ct(k + 1) = cs(k + 1). Hence we have
ct(k) − ct(k + 1) = cs(k) − cs(k + 1). By Lemma 6.13 and Lemma 6.14, we have Pk(t) = Pk(s) and Qk(t) = Qk(s).
Hence, we have
Vk(t) = Pk(t)Qk(t) − 1
ct(k) − ct(k + 1) =
Pk(s)Qk(s) − 1
cs(k) − cs(k + 1) = Vk(s). 
6.3. Generators of Bn(δ)
In this subsection, we define
Gn(δ) = { e(i) | i ∈ Pn } ∪ { yk | 1 ≤ k ≤ n } ∪ {ψk | 1 ≤ k ≤ n − 1 } ∪ { ǫk | 1 ≤ k ≤ n − 1 }
in Bn(δ) and show that Gn(δ) is a generating set of Bn(δ).
By Lemma 6.1 we have defined a set { e(i) | i ∈ Pn } ⊂ Ln where e(i) , 0 only if i ∈ In, and by (6.1) we
have a set of elements yk ∈ Ln for 1 ≤ k ≤ n. Recall that we have showed that
∑
i∈In e(i)O =
∑
i∈Pn e(i)O = 1F,∑
i∈In e(i) =
∑
i∈Pn e(i) = 1R and yk is nilpotent for 1 ≤ k ≤ n.
It left us to define {ψr, ǫr | 1 ≤ r ≤ n − 1 }. Suppose ℓ is a positive integer and 0 ≤ r ≤ ℓ. Define
c(ℓ)r =

0, if r = ℓ/2, r , 0 and 4 | ℓ,
2, if k = ℓ/2, r , 0 and 2 | ℓ but 4 6 | ℓ,
1, otherwise;
(6.12)
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and zℓ =
∑ℓ
r=0 c
(ℓ)
r . We have zℓ > 0 because c(ℓ)0 = 1 and c
(ℓ)
r ≥ 0 for any r and ℓ.
Suppose i = (i1, . . . , in) ∈ In and 1 ≤ k ≤ n − 1. If ik , ik+1, by Lemma 6.2 we define
1
LOk − L
O
k+1
e(i)O :=
∑
t∈T udn (i)
1
ct(k) − ct(k + 1)
ftt
γt
∈ Ln(O),
and 1Lk−Lk+1 e(i) =
1
LOk −L
O
k+1
e(i)O ⊗O 1R ∈ Ln.
6.18. Lemma. Suppose 1 ≤ k ≤ n − 1 and i = (i1, . . . , in) ∈ In with ik + ik+1 , 0. Then we have e(i)OeOk =
eOk e(i)O = 0 in BOn (x) and e(i)ek = eke(i) = 0 in Bn(δ).
Proof. For any t ∈ T udn (i), we have t(k) + t(k + 1) , 0 because ik + ik+1 , 0. Hence we have fttγt eOk = eOk
ftt
γt
= 0
in BOn (x), which implies e(i)OeOk = eOk e(i)O = 0. Then we have e(i)ek = e(i)OeOk ⊗O 1R = 0 and eke(i) =
eOk e(i)O ⊗O 1R = 0 in Bn(δ). 
Suppose 1 ≤ k ≤ n − 1 and i, j ∈ In. Define
e(i)OψOk e(j)O :=

e(i)O(sOr + e(i)O 1LOk −LOk+1 e(j)
O − 1ik+ jk e
O
k
− 1ik+ jk
∑∞
ℓ=1(− 2ik+ jk )ℓ 1zℓ
(∑ℓ
r=0 c
(ℓ)
r (LOk − ik)ℓ−reOk (LOk − jk)r
)
)e(j)O , if j , i·sk,
e(i)OPOk (i)−1(sOk − VOk (i))QOk (j)−1e(j)O , if j = i·sk;
e(i)OǫOk e(j)O := e(i)OPOk (i)−1eOk QOk (j)−1e(j)O .
The above definition is well-defined. It is obvious that e(i)OǫOk e(j)O is well-defined. For e(i)OψOk e(j)O with
j , i·sk, by Lemma 6.18, e(i)OeOk e(j)O , 0 implies ik + ik+1 = jk + jk+1 = 0. Hence we have ik + jk , 0 because
j , i·sk, which implies e(i)OψOk e(j)O with j , i·sk is well-defined. For e(i)OψOk e(j)O with j = i·sk, Vk(i) is only
defined when ik = ik+1. But it only exists if i = j, otherwise e(i)OPOk (i)−1VOk (i)QOk (j)−1e(j)O = 0. When i = j,
because j = i·sk, we have ik = ik+1. Therefore e(i)OψOk e(j)O with j = i·sk is well-defined.
Then, define
ψOk =
∑
i∈In
∑
j∈In
e(i)OψOk e(j)O ∈ BOn (x), ǫOk =
∑
i∈In
∑
j∈In
e(i)OǫOk e(j)O ∈ BOn (x),
and for any i, j ∈ In and 1 ≤ k ≤ n−1, we define e(i)ψke(j) = e(i)OψOk e(j)O⊗O 1R and e(i)ǫke(j) = e(i)OǫOk e(j)O⊗O
1R, and
ψk =
∑
i∈In
∑
j∈In
e(i)ψke(j) ∈ Bn(δ), ǫk =
∑
i∈In
∑
j∈In
e(i)ǫke(j) ∈ Bn(δ).
6.19. Remark. By the definitions of e(i)OψOk e(j)O and e(i)OǫOk e(j)O , it is easy to see that it is equivalently to
define e(i)ψke(j) and e(i)ǫke(j) by
e(i)ψke(j) :=

e(i)(sr + e(i) 1Lk−Lk+1 e(j) − 1ik+ jk ek
− 1ik+ jk
∑∞
ℓ=1(− 2ik+ jk )ℓ
1
zℓ
(∑ℓ
r=0 c
(ℓ)
r (Lk − ik)ℓ−rek(Lk − jk)r
)
)e(j), if j , i·sk,
e(i)Pk(i)−1(sk − Vk(i))Qk(j)−1e(j), if j = i·sk.
e(i)ǫke(j) := e(i)Pk(i)−1ekQk(j)−1e(j).
6.20. Proposition. The elements
Gn(δ) = { e(i) | i ∈ Pn } ∪ { yk | 1 ≤ k ≤ n } ∪ {ψk | 1 ≤ k ≤ n − 1 } ∪ { ǫk | 1 ≤ k ≤ n − 1 }
generates Bn(δ).
Proof. Suppose S ⊆ Bn(δ) is generated by Gn(δ). It is sufficient to prove that { sk, ek | 1 ≤ k ≤ n − 1 } is contained
in S .
For any 1 ≤ k ≤ n − 1 and i, j ∈ In, we have e(i)eke(j) = e(i)Pk(i)ǫkQk(i)e(j) ∈ S . Hence, by ∑i∈In e(i) = 1, we
have ek =
∑
i∈In
∑
j∈In e(i)eke(j) ∈ S .
For any 1 ≤ k ≤ n − 1 and i, j ∈ In, if j , i·sk, we have
e(i)ske(j) = e(i)
ψk − 1Lk − Lk+1 + 1ik + jk ek + 1ik + jk
∞∑
ℓ=1
(− 2
ik + jk )
ℓ 1
zℓ

ℓ∑
r=0
c(ℓ)r (Lk − ik)ℓ−rek(Lk − jk)r

 e(j) ∈ S ;
and for j = i·sk, we have
e(i)ske(j) = e(i)Pk(i)(ψk + Vk(i))Qk(j)e(j) ∈ S ,
which implies that sk =
∑
i∈In
∑
j∈In e(i)ske(j) ∈ S by ∑i∈In e(i) = 1. Hence the Proposition holds. 
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Reader may notice that the definitions of e(i)OψOk e(j)O and e(i)ψke(j) when j , i·sk are comparatively compli-
cated. In the rest of this subsection, we simplify the definitions of these two elements, and the results we obtained
will be used in the next section.
Suppose t is an up-down tableau with t(k) + t(k + 1) = 0 and write λ = tk−1 = tk+1, µ = tk and α = λ ⊖ µ. We say
t is k-added if µ = λ∪ {α}, and t is k-removed if µ = λ\{α}. Define Ak to be the set of all k-added up-down tableaux
and Rk to be the set of all k-removed up-down tableaux.
6.21. Lemma. Suppose ℓ is a positive integer, and c(ℓ)r and zℓ are defined as in (6.12). We have zℓ > 0 and∑ℓ
r=0(−1)rc(ℓ)r =
∑ℓ
r=0(−1)ℓ−rc(ℓ)r = 0.
Proof. It is obvious that zℓ > 0 because c(ℓ)r ≥ 0 and cℓ1 = 1 for any ℓ. The following diagram gives the values of
(−1)rcr:
ℓ = 1 : 1 −1
ℓ = 2 : 1 −2 1
ℓ = 3 : 1 −1 1 −1
ℓ = 4 : 1 −1 0 1 −1
ℓ = 5 : 1 −1 1 −1 1 −1
ℓ = 6 : 1 −1 1 −2 1 −1 1
. . . . . . . . . . . . . . . . . . . . . . . .
By direct calculation, we have ∑ℓr=0(−1)rc(ℓ)r = 0. Similarly, we have ∑ℓr=0(−1)ℓ−rc(ℓ)r = 0, and the Lemma
follows. 
For convenience, we set d = x−δ2 .
6.22. Lemma. Suppose t is an up-down tableau with residue sequence i and 1 ≤ k ≤ n − 1. Then
yOk ftt = fttyOk =
d ftt, if t ∈ Ak,−d ftt, if t ∈ Rk.
Proof. This Lemma is a direct application of the definition of yOk . 
6.23. Lemma. Suppose (λ, f ) ∈ B̂n and s, t ∈ T udn (λ) with s k∼ t. For any integer ℓ > 0, we have
fss
γs
(
ℓ∑
r=0
c(ℓ)r (yOk )ℓ−reOk (yOk )r)
ftt
γt
=

zℓdℓ fssγs e
O
k
ftt
γt
, if s, t ∈ Ak,
zℓ(−d)ℓ fssγs eOk
ftt
γt
, if s, t ∈ Rk,
0, otherwise.
Proof. Suppose s, t ∈ Ak. By Lemma 6.22 we have
fss
γs
(
ℓ∑
r=0
c(ℓ)r (yOk )ℓ−reOk (yOk )r)
ftt
γt
=
fss
γs
(
ℓ∑
r=0
c(ℓ)r dℓ−reOk d
r) ftt
γt
= zℓdℓ
fss
γs
eOk
ftt
γt
.
Suppose s, t ∈ Rk. By Lemma 6.22 we have
fss
γs
(
ℓ∑
r=0
c(ℓ)r (yOk )ℓ−reOk (yOk )r)
ftt
γt
=
fss
γs
(
ℓ∑
r=0
c(l)r (−d)ℓ−reOk (−d)r)
ftt
γt
= zℓ(−d)ℓ fss
γs
eOk
ftt
γt
.
Suppose s ∈ Rk and t ∈ Ak. By Lemma 6.22 and Lemma 6.21 we have
fss
γs
(
ℓ∑
r=0
c(ℓ)r (yOk )ℓ−reOk (yOk )r)
ftt
γt
=
fss
γs
(
ℓ∑
r=0
(−1)ℓ−rc(ℓ)r dℓ−reOk dr)
ftt
γt
= 0.
For s ∈ Ak and t ∈ Rk, following the same argument we have fssγs (
∑ℓ
r=0 cr(yOk )ℓ−reOk (yOk )r) fttγt = 0, which completes
the proof. 
Suppose s, t are up-down tableaux with residue sequences i = (i1, . . . , in) and j = ( j1, . . . , jn), respectively, and
s
k
∼ t. Then sk(t, s) = 1cs(k)+ct(k) (ek(t, s)−δs,t). One can see that ik+ ik+1 = jk+ jk+1 = 0. If j , i·sk, i.e. ik+ jk , 0, we
have 1
cs(k)+ct(k) ∈ O . As O = R[[x−δ]], Lemma 6.23 gives us a method to express e(i)O sOk e(j)O using e(i)OeOk e(j)O
and yOk ’s.
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6.24. Lemma. Suppose s, t are up-down tableaux with residue sequences i and j, respectively, and s k∼ t. If j , i·sk,
we have
fss
γs
sOk
ftt
γt
=
fss
γs
( 1
ik + jk (e
O
k +
∞∑
ℓ=1
(− 2
ik + jk )
ℓ 1
zℓ
(
ℓ∑
r=0
c(ℓ)r (yOk )ℓ−reOk (yOk )r)))
ftt
γt
− e(i)O 1
LOk − L
O
k+1
e(j)O ftt
γt
.
Proof. As sk(t, s) = 1cs(k)+ct(k) (ek(t, s) − δs,t), we have
fss
γs
sOk
ftt
γt
=
fss
γs
eOk − δst
cs(k) + ct(k)
ftt
γt
=
fss
γs
eOk
cs(k) + ct(k)
ftt
γt
−
fss
γs
δst
cs(k) + ct(k)
ftt
γt
. (6.13)
If s = t, we have i = j. Hence, by the definition of 1LOk −LOk+1 e(j)
O
, we have
fss
γs
δs,t
cs(k) + ct(k)
ftt
γt
=
δs,t
ct(k) − ct(k + 1)
ftt
γt
=
fss
γs
e(i)O 1
LOk − L
O
k+1
e(j)O ftt
γt
. (6.14)
By (6.13) and (6.14), it is sufficient to show that
fss
γs
eOk
cs(k) + ct(k)
ftt
γt
=
fss
γs
( 1
ik + jk (e
O
k +
∞∑
ℓ=1
(− 2
ik + jk )
ℓ 1
zℓ
(
ℓ∑
r=0
c(ℓ)r (yOk )ℓ−reOk (yOk )r)))
ftt
γt
. (6.15)
Suppose s, t ∈ Ak. We have
fss
γs
eOk
cs(k) + ct(k)
ftt
γt
=
fss
γs
eOk
2d + ik + jk
ftt
γt
=
1
ik + jk
∞∑
ℓ=0
(− 2
ik + jk )
ℓdℓ fss
γs
eOk
ftt
γt
.
Then by Lemma 6.23, we have
fss
γs
( 1
ik + jk (e
O
k +
∞∑
ℓ=1
(− 2
ik + jk )
ℓ 1
zℓ
(
ℓ∑
r=0
c(ℓ)r (yOk )ℓ−reOk (yOk )r)))
ftt
γt
=
1
ik + jk
1 + ∞∑
ℓ=1
(− 2
ik + jk )
ℓdℓ
 fssγs eOk fttγt = fssγs
eOk
cs(k) + ct(k)
ftt
γt
.
Suppose s, t ∈ Rk. We have
fss
γs
eOk
cs(k) + ct(k)
ftt
γt
=
fss
γs
eOk
−2d + ik + jk
ftt
γt
=
1
ik + jk
∞∑
ℓ=0
(− 2
ik + jk )
ℓ(−d)ℓ fss
γs
eOk
ftt
γt
.
Then by Lemma 6.23, we have
fss
γs
( 1
ik + jk (e
O
k +
∞∑
ℓ=1
(− 2
ik + jk )
ℓ 1
zℓ
(
ℓ∑
r=0
c(ℓ)r (yOk )ℓ−reOk (yOk )r)))
ftt
γt
=
1
ik + jk
1 + ∞∑
ℓ=1
(− 2
ik + jk )
ℓ(−d)ℓ
 fssγs eOk fttγt = fssγs
eOk
cs(k) + ct(k)
ftt
γt
.
Suppose s ∈ Ak and t ∈ Rk. We have cs(k) = d + ik and ct(k) = −d + jk. Then
fss
γs
eOk
cs(k) + ct(k)
ftt
γt
=
1
ik + jk
fss
γs
eOk
ftt
γt
.
Then by Lemma 6.23, we have
fss
γs
( 1
ik + jk (e
O
k +
∞∑
ℓ=1
(− 2
ik + jk )
ℓ 1
zℓ
(
ℓ∑
r=0
c(ℓ)r (yOk )ℓ−reOk (yOk )r)))
ftt
γt
=
1
ik + jk
fss
γs
eOk
ftt
γt
=
fss
γs
eOk
cs(k) + ct(k)
ftt
γt
.
Follow the same argument, we can show that (6.15) holds for s ∈ Rk and t ∈ Ak. Therefore (6.15) holds, which
proves the Lemma. 
6.25. Lemma. Suppose 1 ≤ k ≤ n−1 and s is an up-down tableau with residue sequence i and s(k)+ s(k+1) , 0.
Then we have fss
γs
sOk
fss
γs
= −
fss
γs
e(i)O 1
LOk − L
O
k+1
e(j)O fss
γs
.
Proof. By Theorem 2.18, we have fss
γs
sOk
fss
γs
= 1
cs(k+1)−cs(k)
fss
γs
. The Lemma follows because fss
γs
e(i)O 1LOk −LOk+1 e(j)
O fss
γs
=
1
cs(k)−cs(k+1)
fss
γs
. 
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By Lemma 6.24 and Lemma 6.25, we can simplify the definition of e(i)OψOk e(j)O and e(i)ψke(j) when j , i·sk.
6.26. Corollary. Suppose i, j ∈ In. We have e(i)OψOk e(j)O = 0 and e(i)ψke(j) = 0 if i , j·sk.
Proof. Suppose s ∈ T udn (i). If s(k) + s(k + 1) , 0, by Theorem 2.18, we have fsssOk e(j)O , 0 only if j = i orj = i·sk. Hence we assume j = i. Then by Lemma 6.25, we have
fsssOk e(j)O = fsssOk
fss
γs
= − fsse(i)O 1LOk − LOk+1
e(j)O fss
γs
. (6.16)
If s(k) + s(k + 1) = 0, by Lemma 6.1 and Lemma 6.24, we have
fsssOk e(j)O = fsssOk
 ∑
t∈T udn (j)
ftt
γt
 = ∑
t∈T udn (j)
s
k
∼t
fsssOk
ftt
γt
= fss( 1ik + jk (e
O
k +
∞∑
ℓ=1
(− 2
ik + jk )
ℓ 1
zℓ
(
ℓ∑
r=0
c(ℓ)r (yOk )ℓ−reOk (yOk )r)))e(j)O − fss
1
LOk − L
O
k+1
e(j)O . (6.17)
Therefore, as e(i)OyOk = e(i)O(LOk − ik) and yOk e(j)O = (LOk − jk)e(j)O , (6.16) - (6.17) implies e(i)OψOk e(j)O = 0.
By lifting the element of BOn (x) into Bn(δ), we have e(i)ψke(j) = e(i)OψOk e(j)O ⊗O 1R = 0. 
By Corollary 6.26, we re-write the definitions of e(i)OψOk e(j)O and e(i)ψke(j) as
e(i)OψOk e(j)O :=
0, if j , i·sk,e(i)OPOk (i)−1(sOk − VOk (i))QOk (j)−1e(j)O , if j = i·sk;
e(i)OǫOk e(j)O := e(i)OPOk (i)−1eOk QOk (j)−1e(j)O ,
and
e(i)ψke(j) :=
0, if j , i·sk,e(i)Pk(i)−1(sk − Vk(i))Qk(j)−1e(j), if j = i·sk.
e(i)ǫke(j) := e(i)Pk(i)−1ekQk(j)−1e(j).
Moreover, Corollary 6.26 forces the elements ψk to be the intertwining elements of Bn(δ), i.e. for any i ∈ Pn
we have e(i)ψk = ψke(i·sk).
7. Grading of Brauer algebras
In this section we are going to prove that the elements of Gn(δ) in Bn(δ) follow the same relations associated in
Gn(δ), which implies that we can define a surjective homomorphism Gn(δ) −→ Bn(δ) by sending
e(i) 7→ e(i), yr 7→ yr, ψk 7→ ψk, ǫk 7→ ǫk
with i ∈ Pn, 1 ≤ r ≤ n and 1 ≤ k ≤ n − 1. Throughout of this section we are going to work in BOn (x) and Bn(δ).
So e(i), yr, ψk and ǫk we used in this section will be elements in Bn(δ).
The goal of this section is to prove that relations (3.8) - (3.33) holds in Bn(δ). Note that by Lemma 6.1, we have
e(i) = 0 if i < In. By Corollary 5.29, we have similar property in Gn(δ). Hence in this section we assume i, j, k ∈ In
except when we prove relation (3.20), because apart from (3.20), when any of i, j, k involved in the relations is not
a residue sequence, i.e. any of e(i), e(j), e(k) involved in the relations equals 0, then both sides of the relations will
be 0 and there is nothing to prove. In relation (3.20), whenever i < In, i.e. e(i) = 0, the left hand side of the relation
is 0. But it is not obvious that the right hand side of the relation equals 0. Hence when we prove (3.20), we will
allow i chosen from Pn rather than assuming i ∈ In.
7.1. Actions of generators on seminormal forms
Most of the calculations in this section are in BOn (x). Hence our first step is to calculate the actions of generators
on seminormal forms of Bn(δ).
Fix (λ, f ) ∈ B̂n and s, t ∈ T udn (λ). The actions of e(i)O and yOk on fst from right and fts from left can be easily
calculated by the definitions.
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7.1. Lemma. Suppose t ∈ T udn (λ) with residue sequence j = ( j1, . . . , jn) and 1 ≤ k ≤ n. Then for any s ∈ T udn (λ)
and i ∈ Pn, we have
fste(i)O = δi,j fst, fstyOk = (ct(k) − jk) fst,
e(i)O fts = δi,j fts, yOk fts = (ct(k) − jk) fts.
Next we calculate the actions of ψOk and ǫ
O
k on fst from right and fts from left when t(k) + t(k + 1) , 0.
7.2. Lemma. Suppose 1 ≤ k ≤ n − 1 and t ∈ T udn (λ) with residue sequence i = (i1, . . . , in) and t(k) + t(k + 1) , 0.
For any s ∈ T udn (λ),
(1) if t·sk does not exist, we have fstψOk = ψOk fts = 0; and if u = t·sk exists, we have
fstψOk =

1
ct(k+1)−ct(k) fst +
sk(t,u)
1−cu(k)+cu(k+1) fsu, if ik = ik+1,
sk(t, u)(cu(k) − cu(k + 1)) fsu, if ik = ik+1 − 1,
sk(t, u) cu(k)−cu(k+1)1−cu(k)+cu(k+1) fsu, otherwise;
(7.1)
ψOk fts =

1
ct(k+1)−ct(k) fts +
sk(t,u)
1−ct(k)+ct(k+1) fus, if ik = ik+1,
sk(t, u)(ct(k) − ct(k + 1)) fus, if ik = ik+1 + 1,
sk(t, u) ct(k)−ct(k+1)1−ct(k)+ct(k+1) fsu, otherwise.
(7.2)
(2) we have fstǫOk = ǫOk fts = 0.
Proof. (1). Suppose t·sk < T udn (λ). By Corollary 6.26, we have fstψOk = fstψOk e(i·sk)O . Let j = i·sk. By Theorem 2.18
and the definition of ψOk , we have fstψOk e(j)O = a fste(j)O for some a ∈ R(x). Hence, we have fstψOk e(j)O , 0 only
if i = j by Lemma 7.1.
Because j = i = i·sk, we have ik = ik+1. As t(k)+ t(k+ 1) , 0, by the construction of t, we have ik = ik+1 , 0. By
the definition of hk, we have hk+1(i) ≥ hk(i) + 2. As i ∈ In, we have −2 ≤ hk(i), hk+1(i) ≤ 0 by Lemma 3.6, which
forces hk(i) = −2. By Lemma 3.9, we have either t(k) > 0 and t(k + 1) < 0, or t(k) < 0 and t(k + 1) > 0. Therefore,
t·sk ∈ T udn (λ) by Lemma 2.6. This implies fstψOk = 0 when t·sk < T udn (λ). Following the similar argument, we
have ψOk fts = 0 when t·sk < T udn (λ).
Suppose t·sk ∈ T udn (λ). By Corollary 6.26, we have fstψOk = fstψOk e(i·sk)O . When ik = ik+1, we have j = i =
i·sk. By the definition of ψOk , Lemma 6.9 and Lemma 6.8, we have
fstψOk = Pk(t)−1Qk(t)−1(
1
ct(k + 1) − ct(k) − Vk(t)) fst + Pk(t)
−1Qk(u)−1sk(t, u) fsu
=
1
(ct(k) − ct(k + 1))Vk(t) + 1
1 + (ct(k) − ct(k + 1))Vk(t)
ct(k + 1) − ct(k) fst +
sk(t, u)
1 − cu(k) + cu(k + 1) fsu
=
1
ct(k + 1) − ct(k) fst +
sk(t, u)
1 − cu(k) + cu(k + 1) fsu.
When ik = ik+1 − 1, by the definition of ψOk and Lemma 6.9, we have
fstψOk = Pk(t)−1Qk(u)−1sk(t, u) fsu = sk(t, u)(cu(k) − cu(k + 1)) fsu.
For the other cases, by the definition of ψOk and Lemma 6.9, we have
fstψOk = Pk(t)−1Qk(u)−1sk(t, u) fsu = sk(t, u)
cu(k) − cu(k + 1)
1 − cu(k) + cu(k + 1) fsu.
Therefore, (7.1) holds. Following similar argument, we can prove (7.2).
(2). By Lemma 6.18 and Lemma 7.1, we have fstǫOk = fste(i)OǫOk = 0. Similarly, we have ǫOk fts = 0. 
Notice that the actions of e(i)O , ψOk and yOk on fst from right and fts from left with t(k) + t(k + 1) , 0 are the
same as in the KLR algebras. See Hu-Mathas [9, Lemma 4.23]. Following the same process as Hu-Mathas [9,
Proposition 4.28, 4.29], we have the following Corollary.
7.3. Corollary. Suppose (λ, f ) ∈ B̂n, t ∈ T udn (λ) with residue sequence i = (i1, . . . , in) and 1 ≤ k ≤ n − 1. If
t(k) + t(k + 1) , 0, for any s ∈ T udn (λ), we have
fst(ψOk )2 =

0, if ik = ik+1,
fst(yOk − yOk+1), if ik = ik+1 − 1,
fst(yOk+1 − yOk ), if ik = ik+1 + 1,
fst, if |ik − ik+1| > 1.
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Similarly, for 1 ≤ k ≤ n − 2, if t(k) + t(k + 1) , 0, t(k) + t(k + 2) , 0 and t(k + 1) + t(k + 2) , 0, we have
fst(ψOk ψOk+1ψOk − ψOk+1ψOk ψOk+1) =

fst, if ik−1 = ik+1 = ik − 1,
− fst, if ik−1 = ik+1 = ik + 1,
0, otherwise.
Finally we calculate the actions of ψOk and ǫ
O
k on fst from right and fts from left when t(k) + t(k + 1) = 0.
7.4. Lemma. Suppose 1 ≤ k ≤ n − 1 and t ∈ T udn (λ) with residue sequence i = (i1, . . . , in) and t(k) + t(k + 1) = 0.
For any s ∈ T udn (λ), we have
fstψOk =
0, if ik = ik+1 = 0 or hk(i) , 0,1
ct(k)+cu(k) Pk(t)−1ek(t, u)Qk(u)−1 fsu, otherwise;
(7.3)
ψOk fts =
0, if ik = ik+1 = 0 or hk(i) , 0,1
ct(k)+cu(k) Pk(u)−1ek(t, u)Qk(t)−1 fus, otherwise,
(7.4)
where u is the unique up-down tableau with residue sequence i·sk and u k∼ t; and
fstǫOk =
∑
v
k
∼t
Pk(t)−1ek(t, v)Qk(v)−1 fsv, (7.5)
ǫOk fts =
∑
v
k
∼t
Pk(v)−1ek(t, v)Qk(t)−1 fvs. (7.6)
Proof. (7.5) and (7.6) can be easily derived by the definition of ǫOk and Theorem 2.18. For (7.3), by Corollary 6.26
we have fstψOk = fstψOk e(i·sk)O . Hence, if hk(i) , 0, by Lemma 3.20 we have i·sk < In, which implies fstψOk =
fstψOk e(i·sk)O = 0 by Lemma 6.1. If ik = ik+1 = 0, by Lemma 6.16 we have fst(sOk − Vk(i)O) = 0, which implies
fstψOk = 0. Therefore we have proved that fstψOk = 0 if ik = ik+1 = 0 or hk(i) , 0.
For the other cases, by Lemma 3.10 there exists a unique u ∈ T udn (i·sk) such that u k∼ t. Because ik , 0, we
have i , i·sk, and t , u. Therefore, we have
fstψOk = fstψOk e(i·sk)O = Pk(t)−1sk(t, u)Qk(u)−1 fsu =
1
ct(k) + cu(k) Pk(t)
−1ek(t, u)Qk(u)−1 fsu.
Hence, (7.3) holds. Following the same argument, (7.4) holds. 
7.2. Idempotent and (essential) commutation relations
In this subsection we are going to prove the idempotent relations, the commutation relations and the essential
commutation relations hold in Bn(δ). First we prove the idempotent relations.
7.5. Lemma. Suppose i ∈ In. We have y
δi1 ,
δ−1
2
1 e(i) = 0.
Proof. Because i ∈ In, we have i1 = δ−12 . Hence by Lemma 6.1 and Lemma 7.1, we have
yO1 e(i)O =
∑
t∈T udn (i)
yO1
ftt
γt
=
x − δ
2
∑
t∈T udn (i)
1
γt
ftt = x − δ2 e(i)
O ∈ (x − δ)BOn (δ).
Hence we have y
δi1 ,
δ−1
2
1 e(i) = y1e(i) = yO1 e(i)O ⊗O 1R = 0. 
7.6. Proposition. In Bn(δ), the idempotent relations hold.
Proof. By Lemma 6.1 we have ∑i∈Pn e(i)O = ∑i∈In e(i)O = 1 and e(i)Oe(j)O = δi,je(i)O ∈ BOn (x), which implies∑
i∈Pn e(i) = 1 and e(i)e(j) = δi,je(i) in Bn(δ). By Lemma 6.18, we have e(i)ek = eke(i) = 0 if ik + ik+1 , 0. Hence
by Lemma 7.5, we complete the proof. 
Next we prove the commutation relations. First we prove that yk’s commute with e(i)’s.
7.7. Lemma. Suppose i ∈ In and 1 ≤ k ≤ n. We have yke(i) = e(i)yk.
Proof. By Lemma 6.1 and Lemma 7.1, we have
yOk e(i)O =
∑
t∈T udn (i)
yO1
ftt
γt
=
∑
t∈T udn (i)
ct(k) ftt
γt
=
∑
t∈T udn (i)
ftt
γt
yOk = e(i)OyOk ∈ BOn (x),
which implies yke(i) = e(i)yk by lifting the elements into Bn(δ). 
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Hence by Corollary 6.26 and Lemma 7.7, we have shown that (3.9) holds in Bn(δ). Now we prove the rest of
commutation relations hold in Bn(δ) as well.
7.8. Lemma. For 1 ≤ k, r ≤ n and 1 ≤ m ≤ n − 1, we have ykyr = yryk, and if |k − m| > 1, we have ykψm = ψmyk
and ykǫm = ǫmyk.
Proof. By the definition of yk, we have yk, yr ∈ L . Because L is a commutative subalgebra of Bn(δ), we have
ykyr = yryk for 1 ≤ k, r ≤ n.
Suppose 1 ≤ k ≤ n and 1 ≤ m ≤ n − 1, and |k − m| > 1. For any i ∈ In and t ∈ T udn (i), if t(m) + t(m + 1) , 0,
by Lemma 7.2, without loss of generality, we have ψOm ftt = a ftt + b fut, where a, b ∈ R(x) and u = t·sm; and if
t(m) + t(m + 1) = 0, by Lemma 7.4 we have ψOm ftt = a fut, where a ∈ R(x) and u m∼ t. In either case, for |k − m| > 1,
we have yOk ψ
O
m ftt = ψOm fttyOk because cu(k) = ct(k), which implies
yOk ψ
O
m =
∑
i∈In
t∈T udn (i)
yOk ψ
O
m
ftt
γt
=
∑
i∈In
t∈T udn (i)
ψOm
ftt
γt
yOk = ψ
O
m y
O
k ∈ B
O
n (x).
Hence we have ykψm = ψmyk by lifting the elements into Bn(δ).
Suppose 1 ≤ k ≤ n and 1 ≤ m ≤ n − 1, and |k − m| > 1. For any i ∈ In and t ∈ T udn (i) with t(m) + t(m + 1) = 0,
by Lemma 7.4, we have ǫOk ftt =
∑
u
m
∼t au fut, where au ∈ R(x). Hence, because |k − m| > 1, we have yOk ǫOm ftt =
ǫOm fttyOk because cu(k) = ct(k) for any u m∼ t, which implies
yOk ǫ
O
m =
∑
i∈In
t∈T udn (i)
yOk ǫ
O
m
ftt
γt
=
∑
i∈In
t∈T udn (i)
ǫOm
ftt
γt
yOk = ǫ
O
m y
O
k ∈ B
O
n (x).
Hence we have ykǫm = ǫmyk by lifting the elements into Bn(δ). 
7.9. Lemma. Suppose i, j ∈ In and 1 ≤ r, k ≤ n − 1. If |k − r| > 1, we have
e(i)Pk(i)−1sre(j) = e(i)srPk(j)−1e(j), e(i)Qk(i)−1sre(j) = e(i)srQk(j)−1e(j), e(i)Vk(i)sre(j) = e(i)srVk(j)e(j)
e(i)Pk(i)−1ere(j) = e(i)erPk(j)−1e(j), e(i)Qk(i)−1ere(j) = e(i)erQk(j)−1e(j), e(i)Vk(i)−1ere(j) = e(i)erVk(j)−1e(j).
Proof. We only prove e(i)Pk(i)−1sre(j) = e(i)srPk(j)−1e(j) here. The rest of the equalities follow by the similar
argument, except that we use Lemma 6.17 instead of Lemma 6.13 and Lemma 6.14 when we prove
e(i)Vk(i)sre(j) = e(i)srVk(j)e(j) and e(i)Vk(i)−1ere(j) = e(i)erVk(j)−1e(j).
Suppose k > r. Because |k − r| > 1, we have k − 1 > r. Choose arbitrary t ∈ T udn (i). If t(r) + t(r + 1) , 0,
by Theorem 2.18, without loss of generality, we can write
fttsOr e(j)O = as fts + at ftt,
where s = t·sr, and as, at ∈ R(x). Note we set as = 0 if s is not an up-down tableau. Hence, by Lemma 6.13, we
have
fttPOk (i)−1sOr e(j)O = asPk(t)−1 fts + atPk(t)−1 ftt = as ftsPk(s)−1 + at fttPk(t)−1 = fttsOr POk (j)−1e(j)O ,
which implies
fttPOk (i)−1sOr e(j)O = fttsOr Pk(j)−1e(j)O , (7.7)
when t(r) + t(r + 1) , 0.
If t(r) + t(r + 1) = 0, by Theorem 2.18, we have fttsOr e(j)O =
∑
s∈T udn (j)
s
r
∼t
as fts, where as ∈ R(x). Hence,
by Lemma 6.14, we have
fttPOk (i)−1sOr e(j)O =
∑
s∈T udn (j)
s
r
∼t
asPk(t)−1 fts =
∑
s∈T udn (j)
s
r
∼t
as ftsPk(s)−1 = ftt sOr POk (j)−1e(j)O ,
which implies
fttPOk (i)−1sOr e(j)O = fttsOr Pk(j)−1e(j)O , (7.8)
when t(r) + t(r + 1) = 0.
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By (7.7) and (7.8), for arbitrary t ∈ T udn (i), we have fttPOk (i)−1sOr e(j)O = ftt sOr Pk(j)−1e(j)O . Therefore,
by Lemma 6.1, we have
e(i)OPOk (i)−1sOr e(j)O =
∑
t∈T udn (i)
fttPOk (i)−1sOr e(j)O
=
∑
t∈T udn (i)
ftt sOr e(j)OPOk (j)−1 = e(i)O sOr Pk(j)−1e(j)O ∈ BOn (x).
By lifting the elements into Bn(δ), we have e(i)Pk(i)−1sre(j) = e(i)srPk(j)−1e(j) when k > r.
Suppose k < r. Because |k − r| > 1, we have k < r − 1. Choose arbitrary t ∈ T udn (i). By Theorem 2.18, without
loss of generality, we have ftt sOr e(j)O =
∑
s∈T udn (j)
s|r−1=t|r−1
as fts, where as ∈ R(x). By the definition, Pk(s) depends on
s(1), s(2), . . . , s(k + 1). Because k < r − 1, for any s ∈ T udn (j) with as , 0, we have Pk(s)−1 = Pk(t)−1. Therefore,
we have
fttPOk (i)−1sOr e(j)O =
∑
s∈T udn (j)
s|r−1=t|r−1
asPk(t) fts =
∑
s∈T udn (j)
s|r−1=t|r−1
as ftsPk(s) = ftt sOr POk (j)−1e(j)O .
Because t is chosen arbitrary, following the same argument as when k > r, we have e(i)Pk(i)−1sre(j) =
e(i)srPk(j)−1e(j) when k < r. 
7.10. Lemma. For 1 ≤ k, r ≤ n − 1 where |k − r| > 1, we have ψkψr = ψrψk, ψkǫr = ǫrψk and ǫkǫr = ǫrǫk.
Proof. Without loss of generality, we assume k > r. We will only prove ψkψr = ψrψk, and the rest of the equalities
follow by the same argument.
Choose arbitrary i ∈ In. By the definitions, we have POk (i)−1e(i)O = POk (i)−1 and QOk (i)−1e(i)O = QOk (i)−1, which
implies Pk(i)−1e(i) = Pk(i)−1 and Qk(i)−1e(i) = Qk(i)−1 by lifting the elements into Bn(δ). Because |k − r| > 1, sr
and sk commutes. Hence, by Corollary 6.26 and Lemma 7.9, we have
ψkψre(i) = e(i·sk sr)ψke(i·sr)ψre(i)
= e(i·sk sr)Pk(i·sk sr)−1(sk − Vk(i·sr))Qk(i·sr)−1Pr(i·sr)−1(sr − Vr(i))Qr(i)−1e(i)
= e(i·sk sr)Pr(i·sk sr)−1(sr − Vr(i·sk))Qr(i·sk)−1Pk(i·sk)−1(sk − Vk(i))Qk(i)−1e(i)
= e(i·sk sr)ψre(i·sk)ψke(i) = ψrψke(i).
As i is chosen arbitrary, we have ψkψr = ψrψk, which completes the proof. 
7.11. Proposition. In Bn(δ), the commutation relations hold.
Proof. By Corollary 6.26, we have e(i)ψke(j) = 0 if i , j·sk. Hence, we have e(i)ψk = e(i)ψke(i·sk) = ψke(i·sk).
Therefore, (3.9) holds by Lemma 7.7. The relation (3.10) holds by Lemma 7.8 and (3.11) holds by Lemma 7.10.

In the rest of this subsection, we prove that the essential commutation relations hold in Bn(δ). First we introduce
the following results, which will be used.
7.12. Lemma. Suppose 1 ≤ k ≤ n − 1 and i ∈ Ink,0 with ik = −ik+1 , ±
1
2 . Then we have e(i)ǫke(i) = (−1)ak(i)e(i).
Proof. As i ∈ Ink,0 with ik = −ik+1 , 12 , when ik = −ik+1 , 0, we have hk(i) = −1, which implies hk+1(i) = −1.
Choose arbitrary t ∈ T udn (i) and let tk−1 = λ and tk = µ. We have a unique α ∈ A Rλ(ik) and unique β ∈ A Rµ(ik+1)
because hk(i) = hk+1(i) = −1. Therefore, we have α = β. Similarly, when ik = −ik+1 = 0, choose arbitrary
t ∈ T udn (i), we have t(k) + t(k + 1) = 0.
Choose arbitrary t ∈ T udn (i). By Lemma 6.12, we have
ftt
γt
ǫOk
ftt
γt
=
ftt
γt
POk (i)−1eOk QOk (i)−1
ftt
γt
= Pk(t)−1Qk(t)−1ek(t, t) ftt
γt
= (−1)ak(i) ftt
γt
.
As i ∈ Ink,0 with ik = −ik+1 , ±
1
2 , when ik = −ik+1 , 0, we have hk(i) = −1. Hence by Lemma 3.10, for any
s ∈ T udn (i) with s k∼ t, we have s = t. When ik = −ik+1 = 0, we have hk(i) = 0. Hence by Lemma 3.10, there
exists an unique up-down tableau s ∈ i·sk such that s k∼ t. Because i·sk = i and t k∼ t, it forces s = t. Therefore, we
conclude that for any s ∈ T udn (i) with s k∼ t, we have s = t. Hence,
e(i)OǫOk e(i)O =
 ∑
s∈T udn (i)
fss
γs
 ǫOk
 ∑
s∈T udn (i)
fss
γs
 = ∑
s∈T udn (i)
fss
γs
ǫOk
fss
γs
= (−1)ak(i)
∑
s∈T udn (i)
fss
γs
= (−1)ak(i)e(i)O ∈ BOn (x),
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and we have e(i)ǫke(i) = (−1)ak(i)e(i) by lifting elements to Bn(δ). 
7.13. Lemma. Suppose 1 ≤ k ≤ n − 1 and i ∈ In with ik = ik+1 = 0. Then we have e(i)OψOk e(i)O = 0 and
e(i)ψke(i) = 0.
Proof. Suppose t ∈ T udn (i). Because ik = ik+1 = 0, we have ct(k) + ct(k + 1) = 0. By Lemma 6.16, we have
Vk(t) = sk(t, t). Hence we have
ftt
γt
ψOk
ftt
γt
= Pk(t)Qk(t)(sk(t, t) − Vk(t)) ftt
γt
= 0.
Because ik = 0, we have hk(i) = 0. By Lemma 3.10, there exists an unique s ∈ T udn (i·sk) such that s k∼ t.
Because i = i·sk, we have s = t. Therefore,
e(i)OψOk e(i)O =
 ∑
t∈T udn (i)
ftt
γt
ψOk
 ∑
t∈T udn (i)
ftt
γt
 = ∑
t∈T udn (i)
ftt
γt
ψOk
ftt
γt
= 0,
which implies e(i)ψke(i) = 0 by lifting the elements into Bn(δ). 
Recall that Lk sk − skLk+1 = skLk − Lk+1 sk = ek − 1. The next Proposition shows that the essential commutation
relations hold in Bn(δ).
7.14. Proposition. In Bn(δ), the essential commutation relations hold.
Proof. Suppose ik = ik+1 = 0. We have i·sk = i. Then by Lemma 6.15, Lemma 7.12 and Lemma 7.13, we have
e(i)ykψk = 0 = e(i)ψkyk+1 + e(i)ǫke(i) − e(i).
Suppose ik = ik+1 , 0. Then we have i·sk = i. Therefore, by Lemma 6.8, we have
e(i)ykψk = e(i)Pk(i)−1(sk − Vk(i))Qk(i)−1yk+1 + e(i)ǫke(i) − e(i)Pk(i)−1Qk(i)−1 (Vk(i)(Lk − Lk+1) + 1)
= e(i)ψkyk+1 + e(i)ǫke(i) − e(i).
Suppose ik , ik+1 and let j = i·sk. Notice that j , i. Hence we have e(i)ykψk = e(i)ψkyk+1 + e(i)ǫke(j) by
direct calculation. Hence the relation (3.12) holds. By applying the same method as above, (3.13) holds, which
completes the proof. 
7.3. Inverse relations, essential idempotent relations and untwist relations
In this subsection, we are going to prove the inverse relations, essential idempotent relations and untwist rela-
tions hold in Bn(δ). First we prove the inverse relations of Bn(δ).
7.15. Lemma. Suppose i ∈ In with |ik − ik+1| > 1 and t ∈ T udn (i) with t(k) + t(k + 1) = 0 for 1 ≤ k ≤ n − 1. Then
we have ftt(ψOk )2 = ftt if hk(i) = 0.
Proof. We have ik + ik+1 = 0 because t(k) + t(k + 1) = 0. Then, as |ik − ik+1| > 1 and hk(i) = 0, we have i ∈ Ink,+.
By Lemma 3.10, there exists a unique u ∈ T udn (i·sk) such that u k∼ t and ct(k) − ik = cu(k) − ik+1. Therefore,
ftt(ψOk )2 =
Pk(t)−1ek(t, u)Qk(u)−1Pk(u)−1ek(u, t)Qk(t)−1
(ct(k) + cu(k))2 ftt
=
Pk(t)−1Qk(t)−1Qk(u)−1Pk(u)−1ek(t, t)ek(u, u)
4(ct(k) − ik)(cu(k) − ik+1) ftt = (−1)
ak(i)+ak(i·sk) ftt,
by Theorem 2.18, Lemma 7.4 and Lemma 6.12. As hk(i) = 0, by Lemma 6.15, we have (−1)ak(i)+ak(i·sk) = 1, which
proves the Lemma. 
7.16. Lemma. Suppose i ∈ In and t ∈ T udn (i). For any 1 ≤ k ≤ n − 1, we have
ftt(ψOk )2 =

0, if ik = ik+1, or ik + ik+1 = 0 and hk(i) , 0,
ftt(yOk − yOk+1), if ik = ik+1 − 1 and ik + ik+1 , 0,
ftt(yOk+1 − yOk ), if ik = ik+1 + 1 and ik + ik+1 , 0,
ftt, otherwise.
A KLR GRADING OF THE BRAUER ALGEBRAS 63
Proof. We prove the Lemma by considering each case.
Case 1: ik = ik+1, or ik + ik+1 = 0 and hk(i) , 0.
In this case, when ik = ik+1 , 0, we have ik+ik+1 , 0, which implies t(k)+t(k+1) , 0. Hence we have ftt(ψOk )2 =
0 by Corollary 7.3. When ik = ik+1 = 0, by Lemma 7.13, we have e(i)OψOk = 0, which implies ftt(ψOk )2 = 0. When
ik + ik+1 = 0 and hk(i) , 0, we have i·sk < In by Lemma 3.20, which implies ftt(ψOk )2 = fttψOk e(i·sk)OψOk = 0
because e(i)OψOk = ψOk e(i·sk)O by Corollary 6.26 and e(i·sk)O = 0 by Lemma 6.1.
Case 2: ik = ik+1 − 1 and ik + ik+1 , 0.
In this case, ik + ik+1 , 0 forces t(k) + t(k + 1) , 0. Hence we have ftt(ψOk )2 = ftt(yOk − yOk+1) by Corollary 7.3.
Case 3: ik = ik+1 + 1 and ik + ik+1 , 0.
Following the same argument as in Case 2, we have ftt(ψOk )2 = ftt(yOk+1 − yOk ).
Case 4: |ik − ik+1| > 1 with either ik + ik+1 , 0, or ik + ik+1 = 0 and hk(i) = 0.
First we show this case contains all i which does not satisfy Case 1 - 3. Choose arbitrary i ∈ In does not satisfy
Case 1 - 3. We have ik , ik+1 because i does not satisfy Case 1. Assume ik , ik+1 ± 1. Then ik + ik+1 = 0 because i
does not satisfy Case 2 - 3, and if ik + ik+1 = 0, we have hk(i) , 0 by Lemma 3.7, which contradicts that i does not
satisfy Case 1. Hence we always have |ik − ik+1| > 1. It is easy to see we have either ik + ik+1 , 0, or ik + ik+1 = 0
and hk(i) = 0 because i does not satisfy Case 1. This proves that Case 4 contains all i which does not satisfy Case
1 - 3.
We separate this case further by considering t(k) + t(k + 1) , 0 and t(k) + t(k + 1) = 0. When t(k) + t(k + 1) , 0,
as |ik − ik+1| > 1, we have ftt(ψOk )2 = ftt by Corollary 7.3. When t(k) + t(k + 1) = 0, it forces ik + ik+1 = 0. Hence
we have hk(i) = 0 and we have ftt(ψOk )2 = ftt by Lemma 7.15. 
7.17. Proposition. In Bn(δ), the inverse relations hold.
Proof. In Lemma 7.16, as t is chosen arbitrary, we have
e(i)O(ψOk )2 =

0, if ik = ik+1 or ik + ik+1 = 0 and hk(i) , 0,
e(i)O(yOk − yOk+1), if ik = ik+1 + 1 and ik + ik+1 , 0,
e(i)O(yOk+1 − yOk ), if ik = ik+1 − 1 and ik + ik+1 , 0,
e(i)O , otherwise,
by Lemma 6.1, and the Proposition follows by lifting the elements into Bn(δ). 
Then we prove the essential idempotent relations. Recall that Lemma 7.12 proved the first relation of (3.15).
The next two Lemmas prove the rest of relations of (3.15).
7.18. Lemma. Suppose 1 ≤ k ≤ n − 1 and i ∈ Ink,+ with ik = −ik+1 , −
1
2 . Then we have
e(i)ǫke(i) = (−1)ak(i)+1(yk+1 − yk)e(i).
Proof. Choose arbitrary t ∈ T udn (i). As i ∈ Ink,+ and ik , − 12 , we have hk(i) = 0 and ik , 0. By (3.2) we
have hk+1(i) = −2. Hence, by Lemma 3.11, we have either t(k) + t(k + 1) = 0, or t(k) + t(k + 1) , 0 and
ct(k) − ik = ct(k + 1) − ik+1.
Suppose t(k) + t(k + 1) , 0 and ct(k) − ik = ct(k + 1) − ik+1. We have
fttǫOk e(i)O = 0 = (−1)ak(i)+1((ct(k + 1) − ik+1) − (ct(k) − ik)) ftt = (−1)ak(i)+1(yOk+1 − yOk ) ftt,
by Lemma 7.1 and Lemma 7.2.
Suppose t(k) + t(k + 1) = 0. We have ct(k) − ik = −(ct(k + 1) − ik+1). By Lemma 3.10, for any s ∈ T udn (i) with
s
k
∼ t, we have s = t. Therefore, by Lemma 6.12, we have
fttǫOk e(i)O = fttPk(t)−1ek(t, t)Qk(t)−1
ftt
γt
= (−1)ak(i)2(ct(k) − ik) ftt = (−1)ak(i)(yOk+1 − yOk ) ftt.
As t is chosen arbitrary, we have e(i)OǫOk e(i)O = (−1)ak(i)(yOk+1 − yOk )e(i)O ∈ BOn (x) by Lemma 6.1, which
proves the Lemma by lifting the elements into Bn(δ) and (yk + yk+1)ǫk = 0. 
7.19. Lemma. Suppose 1 ≤ k ≤ n − 1 and i ∈ Ink,+ with ik = −ik+1 = −
1
2 . Then we have
e(i)ǫke(i) = (−1)ak(i)+1(yk+1 − yk)e(i).
Proof. Choose arbitrary t ∈ T udn (i). As i = Ink,+ and ik = − 12 , we have hk(i) = −1. By (3.2) we have hk+1(i) = −2.
Hence, by Lemma 3.11, we have either t(k) + t(k + 1) = 0, or t(k) + t(k + 1) , 0 and ct(k) − ik = ct(k + 1) − ik+1.
Hence, following the same argument as in the proof of Lemma 7.19, the Lemma holds. 
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Next we prove relations (3.17) - (3.19).
7.20. Lemma. Suppose 1 ≤ k ≤ n − 1 and i ∈ Ink,0 with ik = −ik+1 =
1
2 . Then we have
yk+1e(i) = yke(i) − 2yke(i)ǫke(i) = yke(i) − 2e(i)ǫke(i)yk.
Proof. Choose arbitrary t ∈ T udn (i). As i ∈ Ink,0 and ik = 12 , we have hk(i) = −1. By (3.2) we have hk+1(i) = −2.
Hence, by Lemma 3.11, we have either t(k) + t(k + 1) = 0, or t(k) + t(k + 1) , 0 and ct(k) − ik = ct(k + 1) − ik+1.
Suppose t(k) + t(k + 1) , 0 and ct(k) − ik = ct(k + 1) − ik+1. By Lemma 7.1 and Lemma 7.2, we have
fttyOk+1 = fttyOk = fttyOk − 2yOk fttǫOk e(i)O . (7.9)
Suppose t(k)+ t(k+1) = 0. We have ct(k)− ik = −(ct(k+1)− ik+1). As hk(i) = −1, by Lemma 3.10, if s ∈ T udn (i)
and s k∼ t, then s = t. Hence, by Lemma 6.12 and Lemma 7.4, we have
fttǫOk e(i)O = Pk(t)−1Qk(t)−1ek(t, t) ftt = (−1)ak(i) ftt.
Therefore, by Lemma 7.1, we have
ftt(yOk+1 − yOk ) = ((ct(k + 1) − ik+1) − (ct(k) − ik)) ftt = −2(ct(k) − ik) ftt
= −2 fttyOk = −2(−1)ak(i) fttyOk ǫOk e(i)O . (7.10)
Hence, by Lemma 6.1, (7.9) and (7.10) implies
e(i)OyOk+1 = e(i)OyOk − 2yOk e(i)OǫOk e(i)O ∈ BOn (x),
and we have e(i)OyOk+1 = e(i)OyOk − 2e(i)OǫOk e(i)OyOk following the same argument. The Lemma follows by lifting
the elements into Bn(δ). 
7.21. Lemma. Suppose 2 ≤ k ≤ n − 1 and i ∈ In with ik−1 = −ik = ik+1. We have (−1)ak(i) = (−1)ak−1(i)+1 if
i ∈ Ink,− ∪ I
n
k,+ and (−1)ak(i) = (−1)ak−1(i) if i ∈ Ink,0.
Proof. By Lemma 4.17, we have degk−1(i) = − degk(i). Hence i ∈ Ink−1,0 if and only if i ∈ Ink,0, i ∈ Ink−1,− if and only
if i ∈ Ink,+ and i ∈ I
n
k−1,+ if and only if i ∈ I
n
k,−.
Choose any t ∈ T udn (i) with ct(k − 1) = −ct(k) = ct(k + 1). Because ik−1 = −ik = ik+1, such t exists. By
eOk = e
O
k e
O
k−1e
O
k , we have ek(t, t) = ek(t, t)ek−1(t, t)ek(t, t), which implies ek(t, t)ek−1(t, t) = 1. By Lemma 6.10
and Lemma 6.12, we have
1 = Pk(t)Qk−1(t)Qk(t)Pk−1(t) = Pk(t)Qk(t)Pk−1(t)Qk−1(t) =
−(−1)
ak(i)(−1)ak−1(i), if i ∈ Ink,− ∪ Ink,+,
(−1)ak(i)(−1)ak−1(i), if i ∈ Ink,0,
which proves the Lemma. 
7.22. Lemma. Suppose 2 ≤ k ≤ n − 1 and i ∈ Ink,0 with ik−1 = −ik = ik+1 =
1
2 . Then we have
e(i) = (−1)ak(i)e(i)ǫke(i) + 2(−1)ak−1(i)e(i)ǫk−1e(i) − e(i)ǫk−1ǫke(i) − e(i)ǫkǫk−1e(i).
Proof. Because i ∈ Ink,0 and ik = − 12 , we have hk(i) = −2 and hk+1(i) = hk−1(i) = −hk(i) − 3 = −1. As hk−1(i) = −1
and ik−1 = 12 , we have i ∈ I
n
k−1,0.
For any t ∈ T udn (i), write λ = tk−1 and µ = tk. Let α = λ ⊖ µ. Because ik = −ik+1, it is easy to see that
α ∈ A Rµ(ik+1). As hk(i) = −1, by (3.6), we have A Rµ(ik+1) = {α}. Hence, we have t(k + 1) = ±α, which implies
t(k) + t(k + 1) = 0.
Because hk(i) = −2, by Lemma 3.10, there exists a unique s ∈ T udn (i) such that s k∼ t and s , t. Let β and γ be
positive nodes such that s(k) = ±β and t(k− 1) = s(k− 1) = ±γ. By the construction of up-down tableaux, we have
α, β, γ ∈ A Rλ(ik).
Because hk(i) = −2, we have A Rλ(ik) = 2 by (3.5). Hence, as s , t, we have α , β, which forces γ = α or
γ = β. Therefore, we have either s(k − 1) + s(k) = 0 or t(k − 1) + t(k) = 0.
If t(k − 1) + t(k) , 0, then we have s(k − 1) + s(k) = 0. As i ∈ Ink−1,0 ∩ Ink,0, we have
fttǫOk−1e(i)O = 0, fttǫOk e(i)O = (−1)ak(i) ftt + Pk(t)−1Qk(s)−1ek(t, s) fts,
fttǫOk−1ǫOk e(i)O = 0, fttǫOk ǫOk−1e(i)O = (−1)ak−1(i)Pk(t)−1Qk(s)−1ek(t, s) fts,
by Lemma 6.12, Lemma 7.2 and Lemma 7.4. Hence, ftt((−1)ak(i)ǫOk +2(−1)ak−1(i)ǫk−1−ǫOk−1ǫOk −ǫOk ǫOk−1)e(i)O equals
ftt + ((−1)ak(i) − (−1)ak−1(i))Pk(t)−1Qk(s)−1ek(t, s) fts.
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By Lemma 7.21, we have (−1)ak(i) − (−1)ak−1(i) = 0 because i ∈ Ink,0. Hence, we have
ftt((−1)ak(i)ǫOk + 2(−1)ak−1(i)ǫk−1 − ǫOk−1ǫOk − ǫOk ǫOk−1)e(i)O = ftt, (7.11)
when t(k − 1) + t(k) , 0.
If t(k − 1) + t(k) = 0, then we have s(k − 1) + s(k) , 0. As i ∈ Ink−1,0 ∩ Ink,0, we have
fttǫOk−1e(i)O = (−1)ak−1(i) ftt, fttǫOk e(i)O = (−1)ak(i) ftt + Pk(t)−1Qk(s)−1ek(t, s) fts,
fttǫOk−1ǫOk e(i)O = (−1)ak−1(i)+ak(i) ftt + (−1)ak−1(i)Pk(t)−1Qk(s)−1ek(t, s) fts, fttǫOk ǫOk−1e(i)O = (−1)ak−1(i)+ak(i) ftt,
by Lemma 6.12, Lemma 7.2 and Lemma 7.4. Hence, ftt((−1)ak(i)ǫOk +2(−1)ak−1(i)ǫk−1−ǫOk−1ǫOk −ǫOk ǫOk−1)e(i)O equals
((−1)2ak(i) + 2(−1)2ak−1(i) − 2(−1)ak−1(i)+ak(i)) ftt + ((−1)ak(i) − (−1)ak−1(i))Pk(t)−1Qk(s)−1ek(t, s) fts.
By Lemma 7.21, we have (−1)ak(i) = (−1)ak−1(i) because i ∈ Ink,0. Hence, we have
ftt((−1)ak(i)ǫOk + 2(−1)ak−1(i)ǫk−1 − ǫOk−1ǫOk − ǫOk ǫOk−1)e(i)O = ftt, (7.12)
when t(k − 1) + t(k) = 0.
By (7.11) and (7.12), we have
ftt((−1)ak(i)ǫOk + 2(−1)ak−1(i)ǫk−1 − ǫOk−1ǫOk − ǫOk ǫOk−1)e(i)O = ftt,
which implies
e(i)O = (−1)ak(i)e(i)OǫOk e(i)O + 2(−1)ak−1(i)e(i)OǫOk−1e(i)O − e(i)OǫOk−1ǫOk e(i)O − e(i)OǫOk ǫOk−1e(i)O ∈ BOn (x).
by Lemma 6.1. Hence the Lemma holds by lifting the elements into Bn(δ). 
7.23. Lemma. Suppose 1 ≤ k ≤ n−1 and i ∈ Ink,− with ik+ik+1 = 0. Then we have e(i)(ǫkyk+ykǫk)e(i) = (−1)ak(i)e(i).
Proof. Choose an arbitrary t ∈ T udn (i) and write λ = tk, µ = tk+1. As i ∈ Ink,−, we have hk(i) = −2, and hk+1(i) = −1
if ik = ± 12 and hk+1(i) = 0 if ik , ± 12 . In both cases, by (3.6) and (3.7), we have |A Rµ(ik+1)| = 1. Let α = λ ⊖ µ.
Because ik + ik+1 = 0, by the construction of up-down tableaux, we have α ∈ A Rµ(ik+1). Hence, it forces
t(k) + t(k + 1) = 0.
Because hk(i) = −2, by Lemma 3.10, there exists a unique s ∈ T udn (i) such that s k∼ t and s , t, and ct(k) − ik =
−(cs(k) − ik). Hence, by Lemma 6.12, we have
ftt(ǫOk yOk + yOk ǫOk )e(i)O = 2(ct(k) − ik) fttǫOk
ftt
γt
+ (cs(k) − ik + ct(k) − ik) fttǫOk
fss
γs
= 2(ct(k) − ik) fttǫOk
ftt
γt
= (−1)ak(i) ftt.
As t is chosen arbitrary, by Lemma 6.1, we have
e(i)O(ǫOk yOk + yOk ǫOk )e(i)O = (−1)ak(i)e(i)O ∈ BOn (x),
which proves the Lemma by lifting the elements into Bn(δ). 
Next we prove the relation (3.20) holds in Bn(δ). We remind reader that when we prove this relation we do not
assume i ∈ In. In this relation, when i < In, we have e(j)ǫke(i)ǫke(k) = 0 because e(i) = 0 by Lemma 6.1, but it is
not easy to see the left hand side of the relation equals 0, except when i ∈ Pnk,−. Here we start by proving the case
when i ∈ Pnk,−.
7.24. Lemma. Suppose 1 ≤ k ≤ n − 1 and i ∈ Pnk,−, j, k ∈ In. Then we have e(j)ǫke(i)ǫke(k) = 0.
Proof. When i < In, we have e(i) = 0 by Lemma 6.1, which implies e(j)ǫke(i)ǫke(k) = 0. Hence we assume i ∈ In
in the rest of the proof. Note that i ∈ In and i ∈ Pnk,− is equivalent to i ∈ I
n
k,−.
Choose arbitrary u ∈ T udn (j). If u(k) + u(k + 1) , 0, we have
fuuǫOk e(i)OǫOk e(k)O = 0. (7.13)
Assume u(k) + u(k + 1) = 0. Because i ∈ Ink,−, we have hk(i) = −2. By Lemma 3.10, there exist ex-
actly two up-down tableaux s, t ∈ T udn (i) such that s k∼ u k∼ t, and ct(k) − ik = −(cs(k) − ik). Therefore,
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by Theorem 2.18, Lemma 7.4 and Lemma 6.12, we have
fuuǫOk e(i)OǫOk e(k)O =
∑
v∈T udn (k)
v
k
∼t
Pk(u)−1Qk(v)−1ek(u, v)(Pk(t)−1Qk(t)−1ek(t, t) + Pk(s)−1Qk(s)−1ek(s, s)) fuv
=
∑
v∈T udn (k)
v
k
∼t
Pk(u)−1Qk(v)−1ek(u, v)( 12(ct(k) − ik) +
1
2(cs(k) − ik) ) fuv = 0.
By combining the above equality and (7.13), we have fuuǫOk e(i)OǫOk e(k)O = 0, and by Lemma 6.1, we have
e(j)OǫOk e(i)OǫOk e(k)O = 0. The Lemma follows by lifting the elements into Bn(δ). 
Next we prove the cases when i ∈ Pnk,0. Recall
zk(i) =

0, if hk(i) < −2, or hk(i) ≥ 0 and ik , 0,
(−1)ak(i)(1 + δik ,− 12 ), if −2 ≤ hk(i) < 0,
1+(−1)ak (i)
2 , if ik = 0.
The key point of zk(i) is given in the next Lemma.
7.25. Lemma. Suppose 1 ≤ k ≤ n − 1 and i ∈ Pnk,0, j ∈ In with i|k−1 = j|k−1. For any u ∈ T udn (j) with
u(k) + u(k + 1) = 0, we have the following properties:
(1) If hk(i) < −2, or hk(i) ≥ 0 and ik , 0, then there does not exist t ∈ T udn (i) such that t k∼ u.
(2) If −2 ≤ hk(i) < 0, then there exists t ∈ T udn (i) such that t k∼ u.
(3) If ik = 0, then
zk(i) =
0, if there does not exist t ∈ T
ud
n (i) such that t k∼ u,
(−1)ak(i), if there exists t ∈ T udn (i) such that t k∼ u.
Proof. Write λ = uk−1.
(1). By Lemma 3.6, we have i < In if hk(i) < −2 or hk(i) > 0. When hk(i) = 0, assume ik , − 12 . Then we have
i ∈ Pnk,+ by the definition and ik , 0, which contradicts to the assumptions of the Lemma. Hence we have ik = −
1
2 ,
which implies i < In by Lemma 3.7. Therefore, in this case we always have i < In, which implies there does not
exist t ∈ T udn (i) such that t k∼ u.
(2). In this case we have hk(i) = −1 or −2. By Lemma 3.4 and (3.4) it forces |A Rλ(ik)| ≥ 1. Let α ∈ A Rλ(ik).
Without loss of generality we assume α ∈ A (λ). Hence let t be the up-down tableau such that t(k) = α, t(k+1) = −α
and t(ℓ) = u(ℓ) for any ℓ , k, k + 1. Therefore t ∈ T udn (i) and t k∼ u.
(3). Because ik = 0, we have hk(i) = 0 by the definition of hk. By Lemma 3.4 and (3.4) it forces |A Rλ(ik)| = 0
or 1. If there exists t ∈ T udn (i) such that t k∼ u, we require |A Rλ(0)| = 1, which implies zk(i) = 1 = (−1)ak(i)
by Corollary 3.16; and if there does not exist t ∈ T udn (i) such that t k∼ u, we have |A Rλ(0)| = 0, which implies
zk(i) = 0 by Corollary 3.16. 
Therefore, under the assumptions of Lemma 7.25 we can rewrite zk(i) as
zk(i) =
0, if there does not exist t ∈ T
ud
n (i) such that t k∼ u,
(−1)ak(i)(1 + δik ,− 12 ), if there exists t ∈ T
ud
n (i) such that t k∼ u,
(7.14)
which allows us to verify relation (3.20) when i ∈ Pnk,0 via direct calculations.
7.26. Lemma. Suppose 1 ≤ k ≤ n− 1 and i ∈ Pnk,0, j, k ∈ In. For any u ∈ T udn (j) with u(k)+ u(k + 1) = 0, we have
fuuǫOk e(i)OǫOk e(k)O = zk(i) fuuǫOk e(k)O .
Proof. Suppose there does not exist t ∈ T udn (i) such that t k∼ u. Then by Lemma 7.2 and (7.14) we have
fuuǫOk e(i)OǫOk e(k)O = 0 = zk(i) fuuǫOk e(k)O .
Suppose there exists t ∈ T udn (i) such that t k∼ u. It requires i ∈ Ink,0. When hk(i) = −1, we have ik , − 12 ,
otherwise i ∈ Pnk,+ which contradicts to the assumptions of the Lemma. Therefore we have zk(i) = (−1)ak(i).
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By Lemma 3.10, there exists a unique t ∈ T udn (i) such that t k∼ u. Hence, by Theorem 2.18, Lemma 7.4
and Lemma 6.12, we have
fuuǫOk e(i)OǫOk e(k)O =
∑
v∈T udn (k)
v
k
∼t
Pk(u)−1ek(u, t)Qk(t)−1Pk(t)−1Qk(v)−1ek(t, v) fuv
= (−1)ak(i)
∑
v∈T udn (k)
v
k
∼u
Pk(u)−1ek(u, v)Qk(v)−1 fuv = (−1)ak(i) fuuǫOk e(k)O = zk(i) fuuǫOk e(k)O .
When hk(i) = 0, we have ik = 0. Hence following the same argument as when hk(i) = −1, we have
fuuǫOk e(i)OǫOk e(k)O = (−1)ak(i) fuuǫOk e(k)O = zk(i) fuuǫOk e(k)O .
When hk(i) = −2, we have ik = − 12 . Hence following the same argument as when hk(i) = −1, we have
fuuǫOk e(i)OǫOk e(k)O = 2(−1)ak(i) fuuǫOk e(k)O = zk(i) fuuǫOk e(k)O ,
where the coefficient is doubled because we have s, t ∈ T udn (i) such that s k∼ u k∼ t, and when hk(i) = −1, there is a
unique t ∈ T udn (i) such that t k∼ u. 
7.27. Lemma. Suppose 1 ≤ k ≤ n − 1 and i ∈ Pnk,0, j, k ∈ In. Then we have e(j)ǫke(i)ǫke(k) = zk(i)e(j)ǫke(k).
Proof. Choose arbitrary u ∈ T udn (j). If u(k) + u(k + 1) , 0, we have fuuǫOk e(i)OǫOk e(k)O = 0 = zk(i) fuuǫOk e(k)O ;
and if u(k) + u(k + 1) = 0, we have fuuǫOk e(i)OǫOk e(k)O = zk(i) fuuǫOk e(k)O by Lemma 7.26. Therefore, we have
e(j)OǫOk e(i)OǫOk e(k)O = zk(i)e(j)OǫOk e(k)O ∈ BOn (x),
by Lemma 6.1, which proves the Lemma by lifting the elements into Bn(δ). 
To prove (3.20) when i ∈ Pnk,+, we want to give a result analogue to Lemma 7.25. In more details, we want to
prove the next Lemma:
7.28. Lemma. Suppose i ∈ Pnk,+ and j ∈ In with i k∼ j for some 1 ≤ k ≤ n. For any u ∈ T udn (j) with u(k)+u(k+1) =
0, we have
(1 + δik ,− 12 )

∑
ℓ∈Aik,1
yOℓ − 2
∑
ℓ∈Aik,2
yOℓ +
∑
ℓ∈Aik,3
yOℓ − 2
∑
ℓ∈Aik,4
yOℓ
 fuu
=
0, if there does not exist t ∈ T
ud
n (i) such that t k∼ u,
2(ct(k) − ik) fuu, if there exists t ∈ T udn (i) such that t k∼ u.
Under the assumptions of Lemma 7.28, write λ = uk−1. Lemma 7.28 explicitly express the connection between
λ and A Rλ(ik). Hence we express such connection before we prove Lemma 7.28.
For 1 ≤ k ≤ n, fix i ∈ Pnk,+, j ∈ In with i k∼ j and u ∈ T udn (j). For convenience we write i = ik ∈ P. Because
i ∈ Pnk,+ we have −1 ≤ hk(i) ≤ 0.
Let uk−1 = λ. By Lemma 3.4 and (3.4), we have three possible cases:
(1) hk(i) = 0 and |A Rλ(−i)| = |A Rλ(i)| = 0.
(2) hk(i) = 0 and |A Rλ(−i)| = |A Rλ(i)| = 1.
(3) hk(i) = −1 and |A Rλ(−i)| = 0, |A Rλ(i)| = 1.
For α ∈ A R(λ), define
contλ(α) =
cont(α), if α ∈ A (λ),− cont(α), if α ∈ R(λ),
and denote contλ(i) = contλ(α) where α ∈ A Rλ(i) if |A Rλ(i)| = 1, and contλ(i) = x−δ2 + i if |A Rλ(i)| = 0.
By Lemma 3.3 and Lemma 2.17, set u as an unknown and we have
u + cu(1)
u − cu(1)
k−1∏
ℓ=1
u + cu(ℓ) + 1
u − cu(ℓ) + 1
u + cu(ℓ) − 1
u − cu(ℓ) − 1
(u − cu(ℓ))2
(u + cu(ℓ))2 =
∏
α∈A R(λ)
u + contλ(α)
u − contλ(α) . (7.15)
We note that the right hand side of (7.15) contains information of A Rλ(i), which is accessible from the left
hand side of (7.15).
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Define subsets of R[u, x] as
S 1(u) := {u + cu(1)} ∪
k−1⋃
ℓ=1
{u + cu(ℓ) + 1, u + cu(ℓ) − 1}, S 2(u) := { u − cu(ℓ) | 1 ≤ ℓ ≤ k − 1 } ,
S 3(u) := {u − cu(1)} ∪
k−1⋃
ℓ=1
{u − cu(ℓ) + 1, u − cu(ℓ) − 1}, S 4(u) := { u + cu(ℓ) | 1 ≤ ℓ ≤ k − 1 } ,
T1(u) := { u + contλ(α) | α ∈ A R(λ) } , T2(u) := { u − contλ(α) | α ∈ A R(λ) } ,
By the definitions, for w[u, x] ∈ ⋃4r=1 S k,r, we have w(i, δ) ∈ R. Define
S i1(u) := {w(u, x) ∈ S 1(u) | w(i, δ) = 0 } , S i2(u) := {w(u, x) ∈ S 2(u) | w(i, δ) = 0 } ,
S i3(u) := {w(u, x) ∈ S 3(u) | w(i, δ) = 0 } , S i4(u) := {w(u, x) ∈ S 4(u) | w(i, δ) = 0 } ,
T i1(u) := {w(u, x) ∈ T1(u) | w(i, δ) = 0 } , T i2(u) := {w(u, x) ∈ T2(u) | w(i, δ) = 0 } .
7.29. Remark. By the definitions, we have cu(ℓ) = ± x−δ2 + j for some j ∈ P. Therefore, for w(u, x) ∈
⋃4
r=1 S r(u),
we have w(u, x) = u ± x−δ2 + j for some j ∈ P. Hence, w(i, δ) = 0 only if w(u, x) = u ± x−δ2 − i.
By the definitions, we have contλ(i) = ± x−δ2 + i. Therefore, for w(u, x) ∈
⋃4
r=1 S ir(u), we have w(contλ(i), x) =
2(contλ(i) − i) or 0. Similarly, we have the same property for w(u, x) ∈ T i1(u) ∪ T i2(u).
7.30. Lemma. We have the following equality∏
w∈S i1(u) w
∏
w∈S i2(u) w
2∏
w∈S i3(u) w
∏
w∈S i4(u) w
2 =
∏
w∈T i1(u) w∏
w∈T i2(u) w
.
Proof. For convenience, we define
f1(u, x) =
∏
w∈S 1(u) w
∏
w∈S 2(u) w
2∏
w∈S 3(u) w
∏
w∈S 4(u) w
2 , f2(u, x) =
∏
w∈T1(u) w∏
w∈T2(u) w
,
g1(u, x) =
∏
w∈S i1(u) w
∏
w∈S i2(u) w
2∏
w∈S i3(u) w
∏
w∈S i4(u) w
2 , g2(u, x) =
∏
w∈T i1(u) w∏
w∈T i2(u) w
,
and u1(u, x) = f1(u, x)/g1(u, x) and u2(u, x) = f2(u, x)/g2(u, x).
By (7.15), we have f1(u, x) = f2(u, x). Hence, by Remark 7.29, we can write
f1(u, δ) = f2(u, δ) =
∏
j∈P
(u − j)a j ,
where a j ∈ Z. By the definitions, we have u1(i, δ) , 0 and u2(i, δ) , 0. Therefore, we have
u1(u, δ) =
∏
j∈P
j,i
(u − j)a j = u2(u, δ),
which yields g1(u, δ) = g2(u, δ) = (u − i)ai .
By Remark 7.29, we can write
g1(u, x) = (u + δ − 12 − i)
k1 (u − δ − 1
2
− i)l1 and g2(u, x) = (u + δ − 12 − i)
k2 (u − δ − 1
2
− i)l2 ,
where k1, l1, k2, l2 ∈ Z and k1 + l1 = k2 + l2 = ai. If we have k1 > k2, then by defining
s1(u, x) = (u + δ − 12 − i)
−k2 f1(u, x), and s2(u, x) = (u + δ − 12 − i)
−k2 f2(u, x),
we have s1(− δ−12 +i, x) = 0 and s2(− δ−12 +i, x) , 0, which contradicts the fact that f1(u, x) = f2(u, x). Hence, we have
k1 ≤ k2. Similarly, we have k1 ≥ k2, which implies k1 = k2. Therefore, we have l1 = l2, and g1(u, x) = g2(u, x). 
7.31. Lemma. We have the following equality
∏
w∈S i1(u) w
∏
w∈S i2(u) w
2∏
w∈S i3(u) w
∏
w∈S i4(u) w
2 =

1
u−contλ(i) , if hk(i) = −1,
u+contλ(i)−2i
u−contλ(i) , if hk(i) = 0 and |A Rλ(i)| = 1,
1, if hk(i) = 0 and |A Rλ(i)| = 0.
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Proof. By Lemma 7.30, it suffices to prove that
∏
w∈T i1(u) w∏
w∈T i2(u) w
=

1
u−contλ(i) , if hk(i) = −1,
u+contλ(i)−2i
u−contλ(i) , if hk(i) = 0 and |A Rλ(i)| = 1,
1, if hk(i) = 0 and |A Rλ(i)| = 0.
For hk(i) = −1, by (3.6), we have |A Rλ(i)| = 1. Hence, there exists a unique α ∈ A Rλ(i). By the definition,
we have contλ(i) = contλ(α). Hence, we have∏
w∈T i1(u) w∏
w∈T i2(u) w
=
1
u − contλ(α) =
1
u − contλ(i) .
For hk(i) = 0 and |A Rλ(i)| = 1, by (3.7), we have |A Rλ(i)| = |A Rλ(−i)| = 1. Therefore, there exist
α ∈ A Rλ(i) and β ∈ A Rλ(−i). By the definition, we have contλ(i) = contλ(α). If i = 0, we have α = β because
i = −i. Hence, we have ∏
w∈T i1(u) w∏
w∈T i2(u) w
=
u + contλ(α)
u − contλ(α) =
u + contλ(i) − 2i
u − contλ(i) ;
and if i , 0, by Lemma 3.8, we have α, β ∈ A (λ) or α, β ∈ R(λ). Therefore, we have contλ(α) − i = contλ(β) + i,
which implies contλ(β) = contλ(α) − 2i = contλ(i) − 2i. Hence, we have∏
w∈T i1(u) w∏
w∈T i2(u) w
=
u + contλ(β)
u − contλ(α) =
u + contλ(i) − 2i
u − contλ(i) .
For hk(i) = 0 and |A Rλ(i)| = 0, we have |A Rλ(i)| = |A Rλ(−i)| = 0. Hence, we have∏
w∈T i1(u) w∏
w∈T i2(u) w
= 1,
which completes the proof. 
Lemma 7.31 gives us a method to determine |A Rλ(i)| by giving λ, but it is not sufficient to determine whether
α ∈ A (λ) or α ∈ R(λ) for α ∈ A Rλ(i) given |A Rλ(i)| = 1.
Recall that by Remark 7.29, for w(u, x) ∈ ⋃4r=1 S ir(u), we have w(contλ(i), x) = 2(contλ(i) − i) or 0. Define
a1,1 = # {w ∈ S i1(u) | w(contλ(i), x) = 2(contλ(i) − i) } , a1,2 = # {w ∈ S i1(u) | w(contλ(i), x) = 0 } ,
a2,1 = # {w ∈ S i2(u) | w(contλ(i), x) = 2(contλ(i) − i) } , a2,2 = # {w ∈ S i2(u) | w(contλ(i), x) = 0 } ,
a3,1 = # {w ∈ S i3(u) | w(contλ(i), x) = 2(contλ(i) − i) } , a3,2 = # {w ∈ S i3(u) | w(contλ(i), x) = 0 } ,
a4,1 = # {w ∈ S i4(u) | w(contλ(i), x) = 2(contλ(i) − i) } , a4,2 = # {w ∈ S i4(u) | w(contλ(i), x) = 0 } .
By Lemma 7.31, we have
a1,1 + 2a2,1 − a3,1 − 2a4,1 =
1, if hk(i) = 0 and |A Rλ(i)| = 1,0, otherwise; ,
a1,2 + 2a2,2 − a3,2 − 2a4,2 =
0, if hk(i) = 0 and |A Rλ(i)| = 0,−1, otherwise.
(7.16)
7.32. Lemma. We have the following equalities:∑
ℓ∈Aik,1
yOℓ fuu =
(
a1,1(contλ(i) − i) − a1,2(contλ(i) − i)) fuu,
∑
ℓ∈Aik,2
yOℓ fuu =
(
a2,2(contλ(i) − i) − a2,1(contλ(i) − i)) fuu,
∑
ℓ∈Aik,3
yOℓ fuu =
(
a3,2(contλ(i) − i) − a3,1(contλ(i) − i)) fuu,
∑
ℓ∈Aik,4
yOℓ fuu =
(
a4,1(contλ(i) − i) − a4,2(contλ(i) − i)) fuu.
Proof. We will only prove the first equality. The rest equalities can be proved following the same argument.
For any polynomial p(yO1 , . . . , yOk−1), we write p(yO1 , . . . , yOk−1) fuu = αu fuu. Recall
Aik,1 = { 1 ≤ ℓ ≤ k − 1 | iℓ = −i − 1 or − i + 1, or ℓ = 1 and iℓ = −i } .
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Hence
∑
ℓ∈Aik,1
yO
ℓ
is a polynomial of yO1 , . . . , y
O
k−1. Therefore, it suffices to prove that αu = a1,1(contλ(i) − i) −
a1,2(contλ(i) − i).
Choose any ℓ ∈ Aik,1. If ℓ = 1, there is a unique wℓ ∈ {u+ cu(1), u+ cu(1)+ 1, u+ cu(1)− 1} such that wℓ ∈ S i1(u).
Similarly, if ℓ > 1, there is a unique wℓ ∈ {u + cu(ℓ) + 1, u + cu(ℓ) − 1} such that wℓ ∈ S i1(u). Hence, for any
1 ≤ ℓ ≤ k − 1, we have
yOℓ fuu =
(contλ(i) − i) fuu, if wℓ(contλ(i), x) = 2(contλ(i) − i),−(contλ(i) − i) fuu, if wℓ(contλ(i), x) = 0.
Hence by the definitions of a1,1 and a1,2, we have αu = a1,1(contλ(i) − i) − a1,2(contλ(i) − i). 
Now we are ready to prove Lemma 7.28.
Proof of Lemma 7.28. By Lemma 7.32, we have
(
∑
ℓ∈Aik,1
yOℓ − 2
∑
ℓ∈Aik,2
yOℓ +
∑
ℓ∈Aik,3
yOℓ − 2
∑
ℓ∈Aik,4
yOℓ ) ftt
= (a1,1 − a1,2 − 2a2,2 + 2a2,1 + a3,2 − a3,1 − 2a4,1 + 2a4,2)(contλ(i) − i) ftt
=
((a1,1 + 2a2,1 − a3,1 − 2a4,1) − (a1,2 + 2a2,2 − a3,2 − 2a4,2)) (contλ(i) − i) ftt.
By (7.16), we have
(a1,1 + 2a2,1 − a3,1 − 2a4,1) − (a1,2 + 2a2,2 − a3,2 − 2a4,2) =

2, if hk(i) = 0 and |A Rλ(i)| = 1,
1, if hk(i) = −1,
0, if hk(i) = 0 and |A Rλ(i)| = 0,
which implies
(
∑
ℓ∈Aik,1
yOℓ − 2
∑
ℓ∈Aik,2
yOℓ +
∑
ℓ∈Aik,3
yOℓ − 2
∑
ℓ∈Aik,4
yOℓ ) fuu =

2(contλ(i) − i) fuu, if hk(i) = 0 and |A Rλ(i)| = 1,
(contλ(i) − i) fuu, if hk(i) = −1,
0, if hk(i) = 0 and |A Rλ(i)| = 0.
(7.17)
By the construction, there exists t ∈ T udn (i) such that t k∼ u if and only if |A Rλ(i)| = 1. Moreover, as
i ∈ Pnk,+, we have ik = −
1
2 if hk(i) = −1 and ik , − 12 if hk(i) = 0. Therefore the Lemma follows by (7.17) and
ct(k) = contλ(ik). 
Finally we prove the relation (3.20) when i ∈ Pnk,+.
7.33. Lemma. Suppose 1 ≤ k ≤ n − 1 and i ∈ Pnk,+. Then for any j, k ∈ In, we have
e(j)ǫke(i)ǫke(k) = (−1)ak(i)(1 + δik ,− 12 )(
∑
ℓ∈Aik,1
yℓ − 2
∑
ℓ∈Aik,2
yℓ +
∑
ℓ∈Aik,3
yℓ − 2
∑
ℓ∈Aik,4
yℓ)e(j)ǫke(k).
Proof. Choose arbitrary u ∈ T udn (j). If u(k) + u(k + 1) , 0, by Lemma 6.18 we have
fuuǫOk e(i)OǫOk e(k)O = 0 = (
∑
ℓ∈Aik,1
yOℓ − 2
∑
ℓ∈Aik,2
yOℓ +
∑
ℓ∈Aik,3
yOℓ − 2
∑
ℓ∈Aik,4
yOℓ ) fuuǫOk e(k)O . (7.18)
If u(k) + u(k + 1) = 0, let λ = uk−1. If there is no t ∈ T udn (i) with t k∼ u, we have |A Rλ(ik)| = 0, which forces
hk(i) = 0 by Lemma 3.4. Hence,
fuuǫOk e(i)OǫOk e(k)O = 0 = (
∑
ℓ∈Aik,1
yOℓ − 2
∑
ℓ∈Aik,2
yOℓ +
∑
ℓ∈Aik,3
yOℓ − 2
∑
ℓ∈Aik,4
yOℓ ) fuuǫOk e(k)O , (7.19)
by Lemma 7.28.
Suppose there exist t ∈ T udn (i) with t k∼ u. Because i ∈ Pnk,+ and i ∈ In, we have hk(i) = 0 or −1. Hence, by (3.5)
and (3.6), we always have |A Rλ(ik)| = 1. Therefore, t is unique, and we have
fuuǫOk e(i)OǫOk e(k)O = (−1)ak(i)2(ct(k) − ik) fuuǫOk e(k)O ,
by Lemma 7.4 and Lemma 6.12. So, we have
fuuǫOk e(i)OǫOk e(k)O = (−1)ak(i)(1 + δik ,− 12 )(
∑
ℓ∈Aik,1
yOℓ − 2
∑
ℓ∈Aik,2
yOℓ +
∑
ℓ∈Aik,3
yOℓ − 2
∑
ℓ∈Aik,4
yOℓ ) fuuǫOk e(k)O , (7.20)
by Lemma 7.28.
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Combining (7.18), (7.19) and (7.20), we have
e(j)OǫOk e(i)OǫOk e(k)O = (−1)ak(i)(1 + δik ,− 12 )(
∑
ℓ∈Aik,1
yOℓ − 2
∑
ℓ∈Aik,2
yOℓ +
∑
ℓ∈Aik,3
yOℓ − 2
∑
ℓ∈Aik,4
yOℓ )e(j)OǫOk e(k)O ,
which completes the proof by lifting the elements into Bn(δ). 
We have proved that (3.15) - (3.19) hold by Lemma 7.12 and Lemma 7.18 - 7.23; and (3.20) holds by Lemma 7.27, Lemma 7.24
and Lemma 7.33. Therefore, the essential idempotent relations hold in Bn(δ).
7.34. Proposition. In Bn(δ), the essential idempotent relations hold.
We close this subsection by proving the untwist relations. We remind the readers that in the rest of this paper
we assume i, j, k ∈ In.
7.35. Proposition. In Bn(δ), the untwist relation holds.
Proof. We need to show that for any 1 ≤ k ≤ n − 1 and i, j ∈ In, we have
e(i)ψkǫke(j) =
(−1)
ak(i)e(i)ǫke(j), if i ∈ Ink,+ and ik , − 12 ,
0, otherwise;
e(j)ǫkψke(i) =
(−1)
ak(i)e(j)ǫke(i), if i ∈ Ink,+ and ik , − 12 ,
0, otherwise.
By Proposition 7.6, we assume ik + ik+1 = 0. Otherwise both sides of the equality will be 0. We will only prove
the first equality, and the second equality follows by the similar argument.
Suppose i ∈ Ink,+ and ik , 0,−
1
2 . Choose arbitrary t ∈ T
ud
n (i). If ct(k) + ct(k + 1) , 0, we have
fttψOk ǫOk e(j)O = 0 = (−1)ak(i) fttǫOk e(j)O , (7.21)
by Lemma 7.2. If ct(k) + ct(k + 1) = 0, because ik , 0 and i ∈ Ink,+, we have i·sk , i and hk(i) = 0. Therefore,
by Lemma 3.10, there exists a unique u ∈ T udn (i·sk) such that u k∼ t and u , t, and ct(k) − ik = cu(k) − ik+1.
We note that ct(k) − ik = cu(k) − ik+1 implies ct(k) + cu(k) = 2(cu(k) − ik+1) because ik + ik+1 = 0. Hence,
by Theorem 2.18, Lemma 7.4 and Lemma 6.12, we have
fttψOk ǫOk e(j)O =
∑
v∈T udn (j)
v
k
∼t
Pk(t)−1sk(t, u)Qk(u)−1Pk(u)−1ek(u, v)Qk(v)−1 ftv
=
∑
v∈T udn (j)
v
k
∼t
Pk(u)−1Qk(u)−1ek(u, u)
ct(k) + cu(k) Pk(t)
−1ek(t, v)Qk(v)−1 ftv
=
Pk(u)−1Qk(u)−1ek(u, u)
2(cu(k) − ik+1) fttǫ
O
k e(j)O
= (−1)ak(i) fttǫOk e(j)O . (7.22)
Because t is chosen arbitrary, by (7.21), (7.22) and Lemma 6.1, we have
e(i)OψOk ǫOk e(j)O = (−1)ak(i)e(i)OǫOk e(j)O ∈ BOn (x),
and therefore e(i)ψkǫke(j) = e(i)ǫke(j) by lifting the elements into Bn(δ).
For the rest of the cases, if hk(i) , 0, we have i·sk < In by Lemma 3.20, which yields e(i) = 0 by Proposition 2.19.
Therefore, we have e(i)ψkǫke(j) = 0 by Proposition 7.11. If hk(i) = 0, we have ik = ik+1 = 0, which yields
e(i)ψk = 0 by Lemma 7.13. Therefore, we have e(i)ψkǫke(j) = 0. 
7.4. Tangle relations
In this subsection, we will prove the tangle relations hold in BOn (x) and extend to Bn(δ) by lifting the elements
into Bn(δ). First we prove (3.24).
7.36. Lemma. Suppose 1 ≤ k ≤ n − 1 and i, j ∈ In. Then we have e(i)OǫOk e(j)O(yOk + yOk+1) = 0.
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Proof. By Lemma 6.18, we have e(i)OǫOk e(j)O = 0 if ik + ik+1 , 0 or jk + jk+1 , 0, where the Lemma holds.
Suppose ik + ik+1 = jk + jk+1 = 0, as Ln(O) is a commutative subalgebra of BOn (x) and QOk (j)−1e(j)O ∈ Ln(O),
we have
e(i)OǫOk e(j)O(yOk + yOk+1) = e(i)OPOk (i)−1eOk (LOk + LOk+1)QOk (j)−1e(j)O = 0,
which completes the proof. 
7.37. Lemma. Suppose 1 ≤ k ≤ n − 1 and i, j ∈ In. Then we have
e(i)OǫOk ǫOk−1ǫOk e(j)O = e(i)OǫOk e(j)O ∈ BOn (x), and e(i)OǫOk−1ǫOk ǫOk−1e(j)O = e(i)OǫOk−1e(j)O ∈ BOn (x).
Proof. We only prove the first equality. The second equality follows by the same argument. Choose arbitrary t ∈
T udn (i). When t(k)+t(k+1) , 0, the equality holds because both sides of the equality are 0. When t(k)+t(k+1) = 0,
we write t = (α1, . . . , αn) and define
s = (α1, . . . , αk−2, αk−1,−αk−1, αk−1, αk+2, αk+3, . . . , αn).
Because αk + αk+1 = 0, s is an up-down tableau. By Lemma 6.10 and Lemma 7.4, we have
fttǫOk ǫOk−1ǫOk e(j)O = fttǫOk
fss
γs
ǫOk−1
fss
γs
ǫOk e(j)O = fttPOk (i)−1eOk eOk−1eOk QOk (j)−1e(j)O = fttǫOk e(j)O .
As t is chosen arbitrary, by Lemma 6.1, we have e(i)OǫOk ǫOk−1ǫOk e(j)O = e(i)OǫOk e(j)O ∈ BOn (x). 
Now we prove (3.23) hold in BOn (x). We separate the question into several cases based on the values of ik−1, ik
and ik+1. In more details, we consider the following three cases:
(6.4.1). When ik−1 + ik+1 , 0.
(6.4.2). When ik−1 + ik+1 = 0, ik + ik−1 , 0 and ik + ik+1 , 0.
(6.4.3). When ik−1 + ik+1 = 0, and ik + ik−1 = 0 or ik + ik+1 = 0.
First we consider the case (6.4.1).
7.38. Lemma. Suppose 1 < k < n and i ∈ In with ik−1 + ik+1 , 0. Then we have
e(j)OǫOk ǫOk−1ψOk e(i)O = 0 = e(j)OǫOk ψOk−1e(i)O , and e(i)OψOk ǫOk−1ǫOk e(j)O = 0 = e(i)OψOk−1ǫOk e(j)O .
Proof. By Proposition 7.11, we have
e(j)OǫOk ǫOk−1ψOk e(i)O = e(j)OǫOk ǫOk−1e(i·sk)OψOk e(i)O ,
e(j)OǫOk ψOk−1e(i)O = e(j)OǫOk e(i·sk−1)OψOk−1e(i)O .
By Lemma 6.18, both equalities equal to 0, which proves e(j)OǫOk ǫOk−1ψOk e(i)O = 0 = e(j)OǫOk ψOk−1e(i)O . Fol-
lowing the same argument, we can prove e(i)OψOk ǫOk−1ǫOk e(j)O = 0 = e(i)OψOk−1ǫOk e(j)O . 
Then we consider the case (6.4.2). In this case, for any t ∈ T udn (i), we have t(k−1)+t(k) , 0 and t(k)+t(k+1) , 0.
Hence, by Lemma 7.2, the actions of ψOk and ψ
O
k−1 on ftt are the same as in the KLR algebras. Therefore, for i ∈ In
with ik + ik+1 , 0, we have the following Lemma, which is analogue to [9, Definition 4.14, Lemma 4.18].
Recall that when ik , ik+1 + 1, by Lemma 6.2, we have
1
1 − LOk + L
O
k+1
e(i)O = e(i)O 1
1 − LOk + L
O
k+1
=
∑
t∈T udn (i)
1
1 − ct(k) + ct(k + 1)
ftt
γt
∈ Ln(O).
7.39. Lemma. Suppose i ∈ In with ik + ik+1 , 0. Then
e(i)OψOk =

e(i)O 11−LOk+1+LOk (s
O
k − 1), if ik = ik+1,
e(i)O((LOk+1 − LOk )sOk − 1), if ik = ik+1 + 1,
e(i)O 11−LOk+1+LOk ((L
O
k+1 − L
O
k )sOk − 1), otherwise;
ψOk e(i)O =

(sOk + 1) 11−LOk +LOk+1 e(i)
O , if ik = ik+1,
(sOk (LOk − LOk+1) + 1)e(i)O , if ik = ik+1 + 1,
(sOk (LOk − LOk+1) + 1) 11−LOk +LOk+1 e(i)
O , otherwise.
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Proof. It suffices to prove that for any t ∈ T udn (i), we have
fttψOk =

ftte(i)O 11−LOk+1+LOk (s
O
k − 1), if ik = ik+1,
ftt((LOk+1 − LOk )sOk − 1), if ik = ik+1 + 1,
ftte(i)O 11−LOk+1+LOk ((L
O
k+1 − L
O
k )sOk − 1), otherwise;
(7.23)
ψOk ftt =

(sOk + 1) 11−LOk +LOk+1 e(i)
O ftt, if ik = ik+1,
(sOk (LOk − LOk+1) + 1) ftt, if ik = ik+1 + 1,
(sOk (LOk − LOk+1) + 1) 11−LOk +LOk+1 e(i)
O ftt, otherwise.
(7.24)
Because t ∈ T udn (i) and ik + ik+1 , 0, we have t(k) + t(k + 1) , 0.
If ik = ik+1, because ik+ik+1 , 0, we have ik = ik+1 , 0. Hence, by the definition of hk, we have hk+1(i) = hk(i)+2
when ik , ± 12 , and hk+1(i) = hk(i) + 3 when ik = ± 12 . By Lemma 3.6, we have −2 ≤ hk(i), hk+1(i) ≤ 0, which forces
hk(i) = −2 and ik , ± 12 . By Lemma 3.9, we have t(k) > 0 and t(k + 1) < 0, or t(k) < 0 and t(k + 1) > 0. Because
t(k) + t(k + 1) , 0, by Lemma 2.6, we have s = t·sk ∈ T udn (i). Then, by Theorem 2.18 and Lemma 7.2, we have
fttψOk =
1
ct(k + 1) − ct(k) ftt +
sk(t, s)
1 − cs(k) + cs(k + 1) fst,
and because s = t·sk, we have ct(k + 1) − ct(k) = cs(k) − cs(k + 1). Hence,
ftte(i)O 11 − LOk+1 + LOk
(sOk − 1) =
1
1 − ct(k + 1) + ct(k) (
1
ct(k + 1) − ct(k) ftt + sk(t, s) fst − 1)
=
1
ct(k + 1) − ct(k) ftt +
sk(t, s)
1 − cs(k) + cs(k + 1) fst,
which proves (7.23) when ik = ik+1.
If ik = ik+1 + 1, when t·sk does not exist, by Theorem 2.18 and Lemma 7.2, we have
ftt((LOk+1 − LOk )sOk − 1) = (
ct(k + 1) − ct(k)
ct(k + 1) − ct(k) − 1) ftt = 0 = fttψ
O
k .
When s = t·sk is an up-down tableau, by Theorem 2.18 and Lemma 7.2, we have
fttψOk = sk(t, s)(cs(k) − cs(k + 1)) fts,
and because s = t·sk, we have ct(k + 1) − ct(k) = cs(k) − cs(k + 1). Hence,
ftt((LOk+1 − LOk )sOk − 1) = (
ct(k + 1) − ct(k)
ct(k + 1) − ct(k) − 1) ftt + (ct(k + 1) − ct(k))sk(t, s) fts
= sk(t, s)(cs(k) − cs(k + 1)) fts,
which proves (7.23) when ik = ik+1 + 1.
For the other cases, when t·sk does not exist, by Theorem 2.18 and Lemma 7.2, we have
ftte(i)O 11 − LOk+1 + LOk
((LOk+1 − LOk )sOk − 1) =
1
1 − ct(k + 1) + ct(k) (
ct(k + 1) − ct(k)
ct(k + 1) − ct(k) − 1) ftt = 0 = fttψ
O
k .
When s = t·sk is an up-down tableau, by Theorem 2.18 and Lemma 7.2, we have
fttψOk = sk(t, s)
cs(k) − cs(k + 1)
1 − cs(k) + cs(k + 1) fts,
and because s = t·sk, we have ct(k + 1) − ct(k) = cs(k) − cs(k + 1). Hence,
ftte(i)O 11 − LOk+1 + LOk
((LOk+1 − LOk )sOk − 1)
=
1
1 − ct(k + 1) + ct(k) (
ct(k + 1) − ct(k)
ct(k + 1) − ct(k) − 1) ftt +
ct(k + 1) − ct(k)
1 − ct(k + 1) + ct(k) sk(t, s) fts
= sk(t, s) cs(k) − cs(k + 1)1 − cs(k) + cs(k + 1) fts,
which proves (7.23) for the rest of the cases. Hence, (7.23) holds. Following the similar argument, (7.24) holds. 
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The symmetric groupSn acts from left on the rational functions f ∈ R(LO1 , . . . , LOn ) by permuting variables. We
denote sk· f by sk f .
By Lemma 7.39, for i ∈ In with ik + ik+1 , 0, we define
MOk (i) =

1
1−LOk +L
O
k+1
e(i)O , if ik = ik+1,
LOk − L
O
k+1, if ik = ik+1 + 1,
LOk −L
O
k+1
1−LOk +L
O
k+1
, otherwise;
NOk (i) =

1
1−LOk +L
O
k+1
e(i)O , if ik = ik+1,
1, if ik = ik+1 + 1,
1
1−LOk +L
O
k+1
, otherwise;
M˜Ok (i) =

1
1−LOk+1+L
O
k
e(i)O , if ik = ik+1,
LOk+1 − L
O
k , if ik = ik+1 + 1,
LOk+1−L
O
k
1−LOk+1+L
O
k
, otherwise;
N˜Ok (i) =

− 11−LOk+1+L
O
k
e(i)O , if ik = ik+1,
−1, if ik = ik+1 + 1,
− 11−LOk+1+L
O
k
, otherwise,
(7.25)
such that
ψOk e(i)O = sOk MOk (i)e(i)O + NOk (i)e(i)O ,
e(i)OψOk = e(i)O M˜Ok (i)sOk + e(i)O N˜Ok (i).
(7.26)
The following is the technical result we need later.
7.40. Lemma. Suppose i ∈ In with ik−1 + ik+1 = 0. For any t ∈ T udn (i) with t(k − 1) + t(k + 1) = 0 and
t(k) , t(k − 1), t(k + 1), we have
MOk (i)QOk−1(i·sk)−1 ftt = MOk−1(i)sk−1 QOk (i·sk−1)−1 ftt,
fttPOk−1(i·sk)−1M˜Ok (i) = ftt sk−1 POk (i·sk−1)−1M˜Ok−1(i).
Proof. We only prove the first equality. The second equality follows by the similar method.
Because t(k − 1) + t(k + 1) = 0, we have LOk−1 ftt = −LOk+1 ftt. Moreover, if ik−1 = ik = ik+1, as ik−1 + ik+1 = 0, we
have ik−1 = ik = ik+1 = 0, which forces t(k − 1) = −t(k) = t(k + 1) by the construction of up-down tableaux. Hence,
ik−1 = ik = ik+1 is excluded.
By the definition of QOk (i) and ik−1 = −ik+1, we have
sk−1 QOk (i·sk−1)−1 ftt =

1−LOk−1+L
O
k
1−LOk +L
O
k+1
(LOk − LOk+1)QOk−1(i·sk)−1 ftt, if ik−1 = ik,
1−LOk−1+L
O
k
1−LOk +L
O
k+1
1
LOk−1−L
O
k
QOk−1(i·sk)−1 ftt, if ik = ik+1,
1
1−LOk +L
O
k+1
LOk −L
O
k+1
LOk−1−L
O
k
QOk−1(i·sk)−1 ftt, if ik−1 = ik + 1,
(1 − LOk−1 + LOk )
LOk −L
O
k+1
LOk−1−L
O
k
QOk−1(i·sk)−1 ftt, if ik = ik+1 + 1,
LOk −L
O
k+1
LOk−1−L
O
k
QOk−1(i·sk)−1 ftt, if ik−1 = ik + 1 and ik = ik+1 + 1,
1−LOk−1+L
O
k
1−LOk +L
O
k+1
LOk −L
O
k+1
LOk−1−L
O
k
QOk−1(i·sk)−1 ftt, otherwise.
(7.27)
By (7.25) and (7.27), MOk (i)QOk−1(i·sk)−1 ftt = MOk−1(i)sk−1 QOk (i·sk−1)−1 ftt can be verified by direct calculation. 
Now we prove (3.23) when ik−1 + ik+1 = 0, ik + ik−1 , 0 and ik + ik+1 , 0.
7.41. Lemma. Suppose 1 < k < n and i, j ∈ In. For any t ∈ T udn (i) with t(k − 1) + t(k + 1) , 0, t(k − 1) + t(k) , 0
and t(k) + t(k + 1) , 0, we have
e(j)OǫOk ǫOk−1ψOk ftt = 0 = e(j)OǫOk ψOk−1 ftt, (7.28)
fttψOk ǫOk−1ǫOk e(j)O = 0 = fttψOk−1ǫOk e(j)O . (7.29)
Proof. We only prove (7.28), and (7.29) can be proved following the similar argument.
When t·sk does not exist, by Lemma 7.2, we have ψOk ftt = 0, which implies e(j)OǫOk ǫOk−1ψOk ftt = 0; and when
s = t·sk is an up-down tableau, we have s(k − 1) + s(k) , 0, which implies e(j)OǫOk ǫOk−1ψOk ftt = 0 by Lemma 7.2.
When t·sk−1 does not exist, by Lemma 7.2, we have ψOk−1 ftt = 0, which implies e(j)OǫOk ψOk−1 ftt = 0; and when
s = t·sk−1 is an up-down tableau, we have s(k) + s(k + 1) , 0, which implies e(j)OǫOk ψOk−1 ftt = 0 by Lemma 7.2.
Hence, (7.28) follows. 
7.42. Lemma. Suppose 1 < k < n and i ∈ In with ik−1 + ik+1 = 0. If t ∈ T udn (i) with t(k − 1) + t(k) , 0 and
t(k) + t(k + 1) , 0, for any j ∈ In, we have
e(j)OǫOk ǫOk−1ψOk ftt = e(j)OǫOk ψOk−1 ftt, (7.30)
fttψOk ǫOk−1ǫOk e(j)O = fttψOk−1ǫOk e(j)O . (7.31)
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Proof. We only prove the equality (7.30). The equality (7.31) can be proved following the similar argument.
When t(k − 1) + t(k + 1) , 0, because t(k − 1) + t(k) , 0 and t(k) + t(k + 1) , 0, (7.30) holds by Lemma 7.41.
When t(k− 1)+ t(k+ 1) = 0, because t(k− 1)+ t(k) , 0 and t(k)+ t(k+ 1) , 0, by Proposition 7.11, Lemma 6.10
and (7.26), we have
e(j)OǫOk ǫOk−1ψOk ftt = e(j)OPOk (j)−1eOk eOk−1QOk−1(i·sk)−1ψOk ftt = e(j)OPOk (j)−1eOk eOk−1ψOk QOk−1(i·sk)−1 ftt
= e(j)OPOk (j)−1eOk eOk−1sOk MOk (i)QOk−1(i·sk)−1 ftt + e(j)OPOk (j)−1eOk eOk−1NOk (i)QOk−1(i·sk)−1 ftt.
Because t(k − 1) + t(k) , 0, we have ǫOk−1 ftt = 0 by Lemma 7.2. Hence, as NOk (i)QOk−1(i·sk)−1 ∈ Ln(O),
by Lemma 7.1, we have
e(j)OPOk (j)−1eOk eOk−1NOk (i)QOk−1(i·sk)−1 ftt = 0,
which yields
e(j)OǫOk ǫOk−1ψOk ftt = e(j)OPOk (j)−1eOk eOk−1sOk MOk (i)QOk−1(i·sk)−1 ftt. (7.32)
Because t(k − 1) + t(k) , 0 and t(k) + t(k + 1) , 0, by Proposition 7.11 and (7.26), we have
e(j)OǫOk ψOk−1 ftt = e(j)OPOk (j)−1eOk ψOk−1 sk−1 QOk (i·sk−1)−1 ftt
= e(j)OPOk (j)−1eOk sOk−1MOk−1(i)sk−1 QOk (i·sk−1)−1 ftt + e(j)OPOk (j)−1eOk NOk−1(i)sk−1 QOk (i·sk−1)−1 ftt.
Because t(k) + t(k + 1) , 0, we have eOk ftt = 0 by Lemma 7.2. Hence, by Proposition 7.14, we have
e(j)OPOk (j)−1eOk NOk−1(i)sk−1 QOk (i·sk−1)−1 ftt = 0,
which yields
e(j)OǫOk ψOk−1 ftt = e(j)OPOk (j)−1eOk sOk−1MOk−1(i)sk−1 QOk (i·sk−1)−1 ftt. (7.33)
By Lemma 7.40, we have MOk (i)QOk−1(i·sk)−1 ftt = MOk−1(i)sk−1 QOk (i·sk−1)−1 ftt. Hence, because eOk eOk−1sOk =
eOk s
O
k−1, the equality (7.30) holds by (7.32) and (7.33). 
7.43. Lemma. Suppose 1 < k < n and i ∈ In with ik−1 + ik+1 = 0, ik + ik−1 , 0 and ik + ik+1 , 0. Then we have
e(j)OǫOk ǫOk−1ψOk e(i)O = e(j)OǫOk ψOk−1e(i)O ∈ BOn (x), and e(i)OψOk ǫOk−1ǫOk e(j)O = e(i)OψOk−1ǫOk e(j)O ∈ BOn (x).
Proof. Suppose t ∈ T udn (i). As ik + ik−1 , 0 and ik + ik+1 , 0, we have t(k) + t(k − 1) , 0 and t(k) + t(k + 1) , 0.
Hence, by Lemma 6.1 and Lemma 7.42, as t is chosen arbitrary, we have
e(j)OǫOk ǫOk−1ψOk e(i)O = e(j)OǫOk ψOk−1e(i)O ∈ BOn (x),
e(i)OψOk ǫOk−1ǫOk e(j)O = e(i)OψOk−1ǫOk e(j)O ∈ BOn (x),
which proves the Lemma. 
It left us to consider the case (6.4.3).
7.44. Lemma. Suppose 1 < k < n and i ∈ In with ik−1 + ik+1 = 0, and ik + ik−1 = 0 or ik + ik+1 = 0. Then we have
ik , ± 12 . Moreover, when ik = 0, for any j ∈ In, we have
e(j)OǫOk ǫOk−1ψOk e(i)O = e(j)OǫOk ψOk−1e(i)O = 0, and e(i)OψOk ǫOk−1ǫOk e(j)O = e(i)OψOk−1ǫOk e(j)O = 0.
Proof. Suppose ik = ± 12 . By the assumption of the Lemma, we have ik = ik−1 or ik = ik+1. As i ∈ In and ik = ± 12 ,
by Lemma 3.7 we have −2 ≤ hk(i) ≤ −1. If ik−1 = ik, then hk−1(i) = hk(i) − 3 ≤ −4, which implies i < In
by Lemma 3.6. If ik+1 = ik, hk+1(i) = hk(i) + 3 ≥ 1, which implies i < In by Lemma 3.6. Hence we have i < In,
which contradicts to the assumption of the Lemma. Hence we have ik , ± 12 .
If ik = 0, then we have ik−1 = ik = ik+1 = 0. Hence e(i)OψOk = e(i)OψOk−1 = 0 by Lemma 7.13, which completes
the proof. 
7.45. Lemma. Suppose 1 < k < n and i ∈ In with ik−1 = ik = −ik+1 , 0,± 12 . Then for any j ∈ In, we have
e(j)OǫOk ǫOk−1ψOk e(i)O = e(j)OǫOk ψOk−1e(i)O ∈ BOn (x), and e(i)OψOk ǫOk−1ǫOk e(j)O = e(i)OψOk−1ǫOk e(j)O ∈ BOn (x).
Proof. We only prove the first equality, and the second equality holds by using similar argument.
In order to prove e(j)OǫOk ǫOk−1ψOk e(i)O = e(j)OǫOk ψOk−1e(i)O , it suffices to prove that for any t ∈ T udn (i), we have
e(j)OǫOk ǫOk−1ψOk ftt = e(j)OǫOk ψOk−1 ftt. (7.34)
Suppose t ∈ T udn (i). As ik−1 = ik , 0,± 12 , we have ik−1 + ik , 0, which implies t(k − 1) + t(k) , 0. By the
construction of up-down tableaux, we have t(k − 1) , t(k), which yields that we will not have t(k − 1) + t(k + 1) =
t(k) + t(k + 1) = 0. Hence, we consider the following three cases.
Case 1: t(k − 1) + t(k + 1) = 0.
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By the construction of up-down tableau, we have t(k − 1) , t(k), which implies t(k)+ t(k + 1) , 0. Moreover, as
ik−1 = ik , 0, we have ik−1 + ik , 0, which implies t(k − 1) + t(k) , 0. Hence, by Lemma 7.42, (7.34) holds when
t(k − 1) + t(k + 1) = 0.
Case 2: t(k) + t(k + 1) = 0.
In this case, we can write t = (α1, . . . , αn) where αk = −αk+1. Define
s = (α1, . . . , αk−1,−αk−1, αk−1, αk+2, . . . , αn).
It is easy to see that s is an up-down tableau and we have ct(k − 1) = −cs(k). As s ∈ T udn (i·sk), by Lemma 3.20
we have hk(i) = 0, which implies that s is the unique up-down tableau in T udn (i·sk) such that s k∼ t by Lemma 3.10.
By Theorem 2.18, Lemma 7.2, Lemma 7.4 and Lemma 6.10, we have
e(j)OǫOk ǫOk−1ψOk ftt = e(j)OǫOk ǫOk−1
fss
γs
ψOk ftt = e(j)OPOk (j)−1eOk eOk−1
fss
γs
eOk
QOk (i)−1
ct(k) + cs(k) ftt
= e(j)OPOk (j)−1eOk eOk−1eOk
QOk (i)−1
ct(k) − ct(k − 1) ftt =
1
ct(k) − ct(k − 1)e(j)ǫ
O
k ftt, (7.35)
and by Lemma 7.2 and Lemma 7.4, we have
e(j)OǫOk ψOk−1 ftt = e(j)OǫOk
ftt
γt
ψOk−1 ftt =
1
ct(k) − ct(k − 1)e(j)ǫ
O
k ftt. (7.36)
Hence by (7.35) and (7.36), (7.34) holds when t(k) + t(k + 1) = 0.
Case 3: t(k − 1) + t(k + 1) , 0 and t(k) + t(k + 1) , 0.
By Lemma 7.41, (7.34) holds when t(k − 1) + t(k + 1) , 0 and t(k) + t(k + 1) , 0. 
The next Lemma can be proved using the same argument as Lemma 7.45.
7.46. Lemma. Suppose 1 < k < n and i ∈ In with ik−1 = −ik = −ik+1 , 0,± 12 . Then for any j ∈ In, we have
e(j)OǫOk ǫOk−1ψOk e(i)O = e(j)OǫOk ψOk−1e(i)O ∈ BOn (x), and e(i)OψOk ǫOk−1ǫOk e(j)O = e(i)OψOk−1ǫOk e(j)O ∈ BOn (x).
7.47. Lemma. In BOn (x), the tangle relations hold.
Proof. The relation (3.24) holds by Lemma 7.36 and Lemma 7.37; and the relation (3.23) holds by Lemma 7.38,
Lemma 7.43, Lemma 7.44, Lemma 7.45 and Lemma 7.46. 
7.48. Corollary. Suppose 1 ≤ k < n, we have ǫOk ǫOk+1ψOk = ǫOk ψOk+1, and ψOk ǫOk+1ǫOk = ψOk+1ǫOk .
Proof. By Lemma 7.47, we have ǫOk ǫOk+1ψOk = ǫOk ǫOk+1ǫOk ψOk+1 = ǫOk ψOk+1, and ψOk ǫOk+1ǫOk = ψOk+1ǫOk ǫOk+1ǫOk = ψOk+1ǫOk ,
which completes the proof. 
The next Proposition follows by Lemma 7.47.
7.49. Proposition. In Bn(δ), the tangle relations hold.
7.5. Braid relations
In this subsection, we prove the braid relations hold in Bn(δ). The braid relations are determined by the values
of ik−1, ik and ik+1. Hence, we separate the question into several cases. In more details, we consider the following
cases:
(6.5.1). When ik−1 + ik , 0, ik−1 + ik+1 , 0 and ik + ik+1 , 0.
(6.5.2). When ik−1 + ik = 0 and ik+1 , ±ik−1, or ik−1 + ik+1 = 0 and ik , ±ik−1, or ik + ik+1 = 0 and ik−1 , ±ik.
(6.5.3). When ik−1 = ik = −ik+1, or ik−1 = −ik = ik+1, or −ik−1 = ik = ik+1.
First we consider the case (6.5.1).
7.50. Lemma. Suppose 1 < k < n and i ∈ In satisfies (6.5.1). Then we have
e(i)ψkψk−1ψk =

e(i)ψk−1ψkψk−1 − e(i), if ik−1 = ik+1 = ik − 1,
e(i)ψk−1ψkψk−1 + e(i), if ik−1 = ik+1 = ik + 1,
e(i)ψk−1ψkψk−1, otherwise.
Proof. Suppose t ∈ T udn (i). Because ik−1 + ik , 0, ik−1 + ik+1 , 0 and ik + ik+1 , 0, we have ct(k − 1) + ct(k) , 0,
ct(k − 1) + ct(k + 1) , 0 and ct(k) + ct(k + 1) , 0. By Corollary 7.3 the Lemma holds. 
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Next we consider the case (6.5.2). Note that when ik + ik+1 = 0, ik−1 , ±ik is equivalent to ik−1 , ik and
ik−1 , ik+1. We separate this case further. In more details, we consider the following cases:
(6.5.2.1). When ik + ik+1 = 0, and |ik−1 − ik | > 1 and |ik−1 − ik+1| > 1.
(6.5.2.2). When ik−1 + ik = 0, and |ik+1 − ik−1| > 1 and |ik+1 − ik | > 1.
(6.5.2.3). When ik−1 + ik+1 = 0, and |ik − ik−1| > 1 and |ik − ik+1| > 1.
(6.5.2.4). When ik + ik+1 = 0, and |ik−1 − ik | = 1, or |ik−1 − ik+1| = 1, or |ik−1 − ik | = |ik−1 − ik+1| = 1.
(6.5.2.5). When ik−1 + ik = 0, and |ik+1 − ik−1| = 1, or |ik+1 − ik | = 1, or |ik+1 − ik−1| = |ik+1 − ik | = 1.
(6.5.2.6). When ik−1 + ik+1 = 0, and |ik − ik−1| = 1, or |ik − ik+1| = 1, or |ik − ik−1| = |ik − ik+1| = 1.
It is easy to see that if i ∈ In satisfies (6.5.2), then i satisfies one of (6.5.2.1) - (6.5.2.6). In more details, if i
satisfy (6.5.2), then we have r, l ∈ {k − 1, k, k + 1} such that ir + il = 0. Let m ∈ {k − 1, k, k + 1} and m , r, l.
If |im − ir | = 0, then im = ir, which contradicts to the fact i satisfies (6.5.2). Similarly, if |im − il| = 0, it leads to
contradiction. Hence, we have |im − ir | ≥ 1 and |im − il| ≥ 1. This shows that i satisfies one of (6.5.2.1) - (6.5.2.6).
First we prove (6.5.2.1) - (6.5.2.3). The following Lemmas prove (6.5.2.1).
7.51. Lemma. Suppose 1 < k < n and i ∈ In satisfying (6.5.2.1). Then we have e(i)OψOk ψOk−1ψOk = e(i)OψOk−1ψOk ψOk−1
if ik = ik+1 = 0.
Proof. Let j = ( j1, . . . , jn) = i·sk sk−1sk. By Proposition 7.11, we have
e(i)OψOk ψOk−1ψOk = e(i)OψOk ψOk−1ψOk e(j)O , and e(i)OψOk−1ψOk ψOk−1 = e(i)OψOk−1ψOk ψOk−1e(j)O . (7.37)
When ik = ik+1 = 0, we have jk−1 = jk = 0. Then by Lemma 7.13, we have e(i)OψOk = 0 = ψOk−1e(j)O .
Therefore, by (7.37), we have e(i)OψOk ψOk−1ψOk = 0 = e(i)OψOk−1ψOk ψOk−1, which proves the Lemma. 
7.52. Lemma. Suppose 1 < k < n and i ∈ In satisfying (6.5.2.1). For any t ∈ T udn (i), we have
fttψOk ψOk−1ψOk = fttψOk−1ψOk ψOk−1.
Proof. Because |ik−1− ik | > 1, |ik−1 − ik+1| > 1 and ik + ik+1 = 0, we have ik−1 + ik , 0 and ik−1 + ik+1 , 0. Therefore,
we have t(k − 1) + t(k) , 0 and t(k − 1) + t(k + 1) , 0. It is easy to see that when t(k) + t(k + 1) , 0, the Lemma
holds by Corollary 7.3. In the rest of the proof, we consider t ∈ T udn (i) with t(k) + t(k + 1) = 0.
Set j = i·sk sk−1sk = i·sk−1 sk sk−1. By Proposition 7.11, we have
fttψOk ψOk−1ψOk = e(i)OψOk e(i·sk)OψOk−1e(i·sk sk−1)OψOk e(i·sk sk−1sk)O , (7.38)
and fttψOk−1ψOk ψOk−1 = e(i)OψOk−1e(i·sk−1)OψOk e(i·sk−1sk)OψOk−1e(i·sk−1sk sk−1)O . (7.39)
If j < In, (7.38) and (7.39) both equal to 0 by Lemma 6.1. Hence we have
fttψOk ψOk−1ψOk = 0 = fttψOk−1ψOk ψOk−1,
where the Lemma holds. Hence, in the rest of the proof, we assume that j ∈ In.
When j ∈ In, as jk−1 = ik+1 = −ik and |ik − ik−1| > 1, by the definition of hk, we have hk−1(j) = −hk(i).
Because i, j ∈ In, by Lemma 3.6, it forces hk−1(j) = hk(i) = 0. Then by Lemma 3.20 and Lemma 3.21, we have
i·sk, i·sk sk−1, i·sk−1, i·sk−1 sk ∈ In.
Recall we have t(k) + t(k + 1) = 0. Because we have hk(i) = 0, by Lemma 3.10, there exists an unique
s ∈ T udn (i·sk) such that t k∼ s. As ik = −ik+1 , 0, we have s , t.
Because |ik−1 − ik | > 1, |ik−1 − ik+1| > 1 and ik + ik+1 = 0, we have ik−1 + ik , 0 and ik−1 + ik+1 , 0. Hence,
by Lemma 3.21, there exist v = s·sk−1sk ∈ T udn (j). As hk−1(j) = 0, by Lemma 3.10, there exists a unique
u ∈ T udn (j·sk−1) such that u k−1∼ v. Because of the uniqueness of u, we have u = t·sk−1sk ∈ T udn (i·sk−1sk).
Hence, by Lemma 7.2 and Lemma 7.4, we have
fttψOk ψOk−1ψOk = fttψOk
fss
γs
ψOk−1ψ
O
k
fvv
γv
=
1
ct(k) + cs(k) fttǫ
O
k
fss
γs
ψOk−1ψ
O
k
fvv
γv
=
1
ct(k) + cs(k) fttǫ
O
k ψ
O
k−1ψ
O
k
fvv
γv
; (7.40)
fttψOk−1ψOk ψOk−1 = fttψOk−1ψOk
fuu
γu
ψOk−1
fvv
γv
=
1
cu(k − 1) + cv(k − 1) fttψ
O
k−1ψ
O
k
fuu
γu
ǫOk−1
fvv
γv
=
1
cu(k − 1) + cv(k − 1) fttψ
O
k−1ψ
O
k ǫ
O
k−1
fvv
γv
. (7.41)
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By Lemma 7.47, Corollary 7.48 and Corollary 7.3, we have
fttǫOk ψOk−1ψOk
fvv
γv
= fttǫOk ǫOk−1(ψOk )2
fvv
γv
= fttǫOk ǫOk−1
fvv
γv
,
fttψOk−1ψOk ǫOk−1
fvv
γv
= ftt(ψOk−1)2ǫOk ǫOk−1
fvv
γv
= fttǫOk ǫOk−1
fvv
γv
,
which yields
fttψOk ψOk−1ψOk =
cu(k − 1) + cv(k − 1)
ct(k) + cs(k) fttψ
O
k−1ψ
O
k ψ
O
k−1, (7.42)
by (7.40) and (7.41). Because u = t·sk−1 sk, we have ct(k) = cu(k − 1); and because v = s·sk−1sk, we have
cs(k) = cv(k − 1). Therefore, by (7.42), we complete the proof. 
7.53. Lemma. Suppose 1 < k < n and i ∈ In satisfying (6.5.2.1). Then we have e(i)OψOk ψOk−1ψOk = e(i)OψOk−1ψOk ψOk−1.
Proof. Because ik + ik+1 = 0, we have ik = −ik+1. By Lemma 7.51, the Lemma holds if ik = −ik+1 = 0. When
ik = −ik+1 , 0, choose arbitrary t ∈ T udn (i), we have fttψOk ψOk−1ψOk = fttψOk−1ψOk ψOk−1 by Lemma 7.52. As t is chosen
arbitrary, by Lemma 6.1, the Lemma follows. 
The following Lemmas prove (6.5.2.2) and (6.5.2.3).
7.54. Lemma. Suppose 1 < k < n and i ∈ In satisfying (6.5.2.3). Then we have e(i)OψOk ψOk−1ψOk = e(i)OψOk−1ψOk ψOk−1.
Proof. Set j = i·sk sk−1 sk, l = i·sk−1 and m = j·sk. Then by Proposition 7.11 and Lemma 7.53, we have
e(l)OψOk−1e(i)OψOk ψOk−1e(m)O = e(l)OψOk−1ψOk ψOk−1e(m)O
= e(l)OψOk ψOk−1ψOk e(m)O = e(l)OψOk ψOk−1e(j)OψOk e(m)O . (7.43)
Because |ik − ik−1| > 1, |ik − ik+1| > 1 and ik−1+ ik+1 = 0, we have ik−1+ ik , 0 and ik + ik+1 , 0. By Corollary 7.3,
we have (ψOk−1)2e(i)O = e(i)O and e(j)O(ψOk )2 = e(j)O . Hence multiplying ψOk−1 from left and ψOk from right on
both sides of (7.43), the Lemma follows. 
The next Lemma can be proved using the same method as Lemma 7.54.
7.55. Lemma. Suppose 1 < k < n and i ∈ In satisfying (6.5.2.2). Then we have e(i)OψOk ψOk−1ψOk = e(i)OψOk−1ψOk ψOk−1.
Next we prove (6.5.2.4) - (6.5.2.6). We start by considering some special cases.
7.56. Lemma. Suppose 1 < k < n and i ∈ In satisfying (6.5.2.4). If ik−1 = 0, or ik = ik+1 = 0, or ik = −ik+1 = ± 12 ,
we have
e(i)ψkψk−1ψk = e(i)ψk−1ψkψk−1 = e(i)ǫkǫk−1e(i·sk sk−1sk) = 0,
ψkψk−1ψke(i) = ψk−1ψkψk−1e(i) = e(i·sk sk−1sk)ǫk−1ǫke(i) = 0.
Proof. Set j = i·sk sk−1sk. First we show that under the assumption of the Lemma, for any t ∈ T udn (i) and s ∈
T udn (j), we have t|k−2 , s|k−2.
Suppose ik−1 = 0. By the assumption, we have ik = −ik+1 = ±1. For any t ∈ T udn (i), as ik−1 = 0 and
ik = −ik+1 = ±1, by the construction of up-down tableaux, we have t(k − 1), t(k) > 0 or t(k − 1), t(k) < 0. If
t(k − 1), t(k) > 0 and ik = 1, let λ = tk−2 and (i, j) = t(k − 1). Then we have t(k) = (i, j + 1), which implies
(i − 1, j) ∈ [λ] and (i − 1, j) < R(λ), and (i + 1, j) < [λ] and (i + 1, j) < A (λ). Therefore, we have A Rλ(−1) = ∅.
Hence, for any s ∈ T udn (j), we have t|k−2 , s|k−2. Following the similar argument, if t(k − 1), t(k) < 0, for any
s ∈ T udn (j), we have t|k−2 , s|k−2.
Suppose ik = ik+1 = 0. By the assumption, we have ik−1 = ±1. For any t ∈ T udn (i), as ik−1 = ±1 and ik = 0,
by the construction of up-down tableaux, we have t(k − 1), t(k) > 0 or t(k − 1), t(k) < 0. If t(k − 1), t(k) > 0 and
ik−1 = 1, let λ = tk−2 and (i, j) = t(k − 1). Then we have t(k) = (i + 1, j), which implies (i, j − 1) ∈ [λ] and
(i, j − 1) < R(λ), and (i + 1, j) < A (λ). Therefore, we have A Rλ(0) = ∅. Hence, for any s ∈ T udn (j), we have
t|k−2 , s|k−2. Following the similar argument, if t(k − 1), t(k) < 0, for any s ∈ T udn (j), we have t|k−2 , s|k−2.
Suppose ik = −ik+1 = ± 12 . Because ik−1 , ±ik in (6.5.2), we have ik−1 = ± 32 . Suppose t ∈ T udn (i). Following the
similar argument as above, by the construction of up-down tableaux, for any s ∈ T udn (j), we have t|k−2 , s|k−2.
Therefore, if i ∈ In satisfying the assumptions of the Lemma, for any t ∈ T udn (i) and s ∈ T udn (j), we have
t|n−2 , s|n−2. Hence, we have
e(i)OψOk ψOk−1ψOk = e(i)OψOk−1ψOk ψOk−1 = e(i)OǫOk ǫOk−1e(i·sk sk−1sk)O = 0 ∈ BOn (x),
ψOk ψ
O
k−1ψke(i)O = ψOk−1ψOk ψOk−1e(i)O = e(i·sk sk−1sk)OǫOk−1ǫOk e(i)O = 0 ∈ BOn (x).
The Lemma follows by lifting the elements into Bn(δ). 
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The next Lemma can be proved by the same argument as Lemma 7.56.
7.57. Lemma. Suppose 1 < k < n and i ∈ In satisfying (6.5.2.6). If ik = 0, or ik−1 = ik+1 = 0, or ik−1 = −ik+1 = ± 12 ,
we have e(i)ψkψk−1ψk = e(i)ψk−1ψkψk−1 = 0.
7.58. Remark. Suppose i ∈ In satisfying (6.5.2.4) and j = i·sk sk−1 sk. By the definition of hk, as ik = −ik+1 = − jk−1,
we have
hk(i) = −hk−1(j) + δik ,−ik−1+1 + δik ,−ik−1−1 + 2δik ,ik−1 − δik ,ik−1−1 − δik ,ik−1+1 − 2δik ,−ik−1 .
Because i satisfies (6.5.2.4), we have ik , ±ik−1, which implies δik ,ik−1 = δik ,−ik−1 = 0; and we have |ik − ik−1| = 1,
or |ik+1 − ik−1| = |ik + ik−1| = 1, or |ik − ik−1| = |ik + ik−1| = 1.
Assume i is a residue sequence satisfies (6.5.2.4) and does not satisfy the assumption of Lemma 7.56. Because
ik , 0 and ik−1 , 0, we have |ik − ik−1| , |ik + ik−1|.
If |ik − ik−1| = 1, we have ik = ik−1 ± 1, which implies δik ,ik−1−1 + δik ,ik−1+1 = 1. It is easy to verify that
δik ,−ik−1+1 + δik ,−ik−1−1 , 0 only if ik−1 = 0 or ik = 0. Therefore, by excluding the assumptions of Lemma 7.56, we
have
hk(i) = −hk−1(j) + δik ,−ik−1+1 + δik ,−ik−1−1 + 2δik ,ik−1 − δik ,ik−1−1 − δik ,ik−1+1 − 2δik,−ik−1 = −hk−1(j) − 1,
when |ik − ik−1| = 1.
If |ik + ik−1| = 1, we have ik = −ik−1 ± 1, which implies δik ,−ik−1+1 + δik ,−ik−1−1 = 1. It is easy to verify that
δik ,ik−1−1 + δik ,ik−1+1 , 0 only if ik−1 = 0 or ik = 0. Therefore, by excluding the assumptions of Lemma 7.56, we have
hk(i) = −hk−1(j) + δik ,−ik−1+1 + δik ,−ik−1−1 + 2δik ,ik−1 − δik ,ik−1−1 − δik ,ik−1+1 − 2δik,−ik−1 = −hk−1(j) + 1,
when |ik + ik−1| = 1.
In a more concrete form, if i is a residue sequence satisfies (6.5.2.4) and does not satisfy the assumption
of Lemma 7.56, we have |ik−1 − ik | , |ik−1 − ik+1|, and
hk(i) =
−hk−1(j) − 1, if |ik−1 − ik | = 1,−hk−1(j) + 1, if |ik−1 − ik+1| = 1.
Following the similar argument, if i is a residue sequence satisfies (6.5.2.6) and does not satisfy the assumption
of Lemma 7.57, we have |ik − ik−1| , |ik − ik+1|, andhk+1(i) = hk−1(j) − 3, if |ik − ik+1| = 1,hk+1(j) = hk−1(i) − 3, if |ik − ik−1| = 1.
Now we proceed to prove all the other cases.
7.59. Lemma. Suppose 1 < k < n and i ∈ In with ik + ik+1 = 0 and |ik−1 − ik+1| = 1. By excluding the assumptions
of Lemma 7.56, we have
e(i)ψkψk−1ψk = e(i)ψk−1ψkψk−1 = e(i)ǫkǫk−1e(i·sk sk−1sk) = 0,
ψkψk−1ψke(i) = ψk−1ψkψk−1e(i) = e(i·sk sk−1sk)ǫk−1ǫke(i) = 0.
Proof. Let j = i·sk sk−1 sk. Because the assumptions of Lemma 7.56 are excluded, by Remark 7.58, we have hk(i) =
−hk−1(j)+ 1. Since i ∈ In, by Lemma 3.6, we have hk(i) ≤ 0, which implies hk−1(j) ≥ 1. Therefore, by Lemma 3.6,
we have j < In. Then by Lemma 6.1, we have e(j) = 0. The Lemma follows by Proposition 7.11. 
7.60. Lemma. Suppose 1 < k < n and i ∈ In with ik + ik+1 = 0 and |ik−1 − ik | = 1. By excluding the assumptions
of Lemma 7.56, if i·sk−1 sk sk−1 ∈ In, then there is exactly one of i·sk and i·sk−1 sk in In.
Proof. Let j = i·sk−1 sk sk−1. Because the assumptions of Lemma 7.56 are excluded, by Remark 7.58, we have
hk(i) = −hk−1(j) − 1. Moreover, as i·sk−1sk = j·sk−1, we have hk(i) + hk(i·sk) = 0 and hk−1(j) + hk−1(i·sk−1 sk) = 0.
If i·sk ∈ In, as i ∈ In, we have hk(i) = hk(i·sk) = 0. Hence, we have hk(j) = −1, which implies that hk(i·sk−1sk) =
1 > 0. Therefore, i·sk−1 sk < In.
If i·sk < In, by Lemma 3.20, we have hk(i) , 0. By Lemma 3.6, we have −2 ≤ hk(i) ≤ −1, which implies 0 ≤
hk−1(j) ≤ 1. As j ∈ In, it forces hk−1(j) = 0 by Lemma 3.6. Hence, by Lemma 3.20, we have i·sk−1sk = j·sk−1 ∈ In.
Hence, we have i·sk ∈ In if and only if i·sk−1 sk < In, which proves the Lemma. 
By Lemma 7.60, it is equivalent to say that under the assumptions of Lemma 7.60, we have either e(i)ψkψk−1ψk =
0 or e(i)ψk−1ψkψk−1 = 0; similarly, we have either ψkψk−1ψke(i) = 0 or ψk−1ψkψk−1e(i) = 0.
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7.61. Lemma. Suppose 1 < k < n and i ∈ In with ik + ik+1 = 0 and |ik−1 − ik | = 1. By excluding the assumptions
of Lemma 7.56, we have
e(i)ψkψk−1ψk =
e(i)ψk−1ψkψk−1 + e(i)ǫkǫk−1e(i·sk sk−1sk), if ik−1 = ik − 1,e(i)ψk−1ψkψk−1 − e(i)ǫkǫk−1e(i·sk sk−1sk), if ik−1 = ik + 1.
Proof. Define j = i·sk sk−1sk. By Proposition 7.11, we have e(i)ψkψk−1ψk = e(i)ψkψk−1ψke(j) and e(i)ψk−1ψkψk−1 =
e(i)ψk−1ψkψk−1e(j). We assume j ∈ In, as otherwise, we have e(i)ψkψk−1ψk = e(i)ψk−1ψkψk−1 = e(i)ǫkǫk−1e(j) = 0,
and the Lemma follows.
By Lemma 7.60, there is exactly one of i·sk and i·sk−1 sk in In. Suppose i·sk ∈ In. Then we have e(i)ψk−1ψkψk−1 =
0. As i·sk ∈ In, by Lemma 3.20, we have hk(i) = 0. Because |ik−1 − ik | = 1, by Remark 7.58, we have hk−1(j) =
−hk(i) − 1 = −1. As jk−1 = ik+1 and the assumptions of Lemma 7.56 are excluded, we have jk−1 , 0,± 12 as
ik , 0,± 12 . Hence, j ∈ Ink−1,0. Therefore, by (3.15), Corollary 7.48, Proposition 7.17 and Proposition 7.35, we have
e(i)ψkψk−1ψk = (−1)ak−1(j)e(i)ψkψk−1ψke(j)ǫk−1e(j) = (−1)ak−1(j)e(i)ψkψ2k−1ǫke(j)ǫk−1e(j)
= (−1)ak−1(j)e(i)ψkǫke(j)ǫk−1e(j) = (−1)ak−1(j)+ak (i·sk)e(i)ǫke(j)ǫk−1e(j).
By direct calculation, we have (−1)ak(i·sk)+ak−1(j) = 1 when ik−1 = ik − 1 and (−1)ak(i·sk)+ak−1(j) = −1 when ik−1 =
ik + 1. As e(i)ψk−1ψkψk−1 = 0, the Lemma follows when i·sk ∈ In.
Suppose i·sk−1 sk ∈ In. Then we have e(i)ψkψk−1ψk = 0. As i·sk−1 sk = j·sk−1 ∈ In, by Lemma 3.20, we have
hk−1(j) = 0, which implies hk(i) = −1 by Remark 7.58. Because the assumptions of Lemma 7.56 are excluded, we
have ik , 0,± 12 . Hence i ∈ I
n
k,0. Following the similar argument as before, we have
e(i)ψk−1ψkψk−1 = (−1)ak(i)+ak−1 (j·sk−1)e(i)ǫkǫk−1e(j).
By direct calculation, we have (−1)ak(i·sk)+ak−1(j) = −1 when ik−1 = ik − 1 and (−1)ak(i·sk)+ak−1(j) = 1 when ik−1 =
ik + 1. As e(i)ψkψk−1ψk = 0, the Lemma follows when i·sk−1sk ∈ In. 
The next Lemma follows by almost the same method as Lemma 7.61.
7.62. Lemma. Suppose 1 < k < n and i ∈ In with ik + ik+1 = 0 and |ik−1 − ik | = 1. By excluding the assumptions
of Lemma 7.56, we have
ψkψk−1ψke(i) =
ψk−1ψkψk−1e(i) + e(i·sk sk−1sk)ǫk−1ǫke(i), if ik−1 = ik − 1,ψk−1ψkψk−1e(i) − e(i·sk sk−1sk)ǫk−1ǫke(i), if ik−1 = ik + 1.
By Lemma 7.56, Lemma 7.59 and Lemma 7.61, (6.5.2.4) has been proved; and by Lemma 7.56, Lemma 7.59
and Lemma 7.62, (6.5.2.5) has been proved. It left us to prove (6.5.2.6).
7.63. Lemma. Suppose 1 < k < n and i ∈ In satisfying (6.5.2.6). Then we have e(i)ψkψk−1ψk = e(i)ψk−1ψkψk−1 = 0.
Proof. When i is under the assumptions of Lemma 7.57, the Lemma holds. Hence we consider the cases excluding
the assumptions of Lemma 7.57.
Let j = i·sk sk−1sk. If j < In, we have e(j) = 0 by Lemma 6.1, and the Lemma follows by Proposition 7.11.
Assume j ∈ In and write
i = (i1, . . . , ik−2, ik−1, ik, ik+1, ik+2, . . . , in),
j = (i1, . . . , ik−2, ik+1, ik, ik−1, ik+2, . . . , in).
As ik−1+ik+1 = 0, we have hk−1(i) = −hk−1(j). Because i, j ∈ In, we have−2 ≤ hk−1(i), hk−1(j) ≤ 0 by Lemma 3.6,
which forces hk−1(i) = hk−1(j) = 0. As the assumptions of Lemma 7.57 are excluded, by Remark 7.58, we have
either hk+1(i) = −3 or hk+1(j) = −3. Hence, by Lemma 3.6, we have i < In or j < In, which leads to contradiction.
Hence, we always have j < In, and the Lemma follows. 
Combining Lemma 7.53 - 7.63, we have the following Lemma.
7.64. Lemma. Suppose 1 < k < n and i ∈ In satisfies (6.5.2). Then we have
e(i)Bk =

e(i)ǫkǫk−1e(i·sk sk−1 sk), if ik + ik+1 = 0 and ik−1 = ±(ik − 1), (7.44)
−e(i)ǫkǫk−1e(i·sk sk−1 sk), if ik + ik+1 = 0 and ik−1 = ±(ik + 1), (7.45)
e(i)ǫk−1ǫke(i·sk sk−1 sk), if ik−1 + ik = 0 and ik+1 = ±(ik − 1), (7.46)
−e(i)ǫk−1ǫke(i·sk sk−1 sk), if ik−1 + ik = 0 and ik+1 = ±(ik + 1), (7.47)
0, otherwise, (7.48)
where Bk = ψkψk−1ψk − ψk−1ψkψk−1.
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Proof. Suppose ik + ik+1 = 0, and ik−1 = ±(ik − 1) or ik−1 = ±(ik + 1). Then i satisfy (6.5.2.4). Hence,
by Lemma 7.56, Lemma 7.59 and Lemma 7.61, (7.44) and (7.45) hold.
Suppose ik−1 + ik = 0, and ik+1 = ±(ik − 1) or ik+1 = ±(ik + 1). Then i satisfy (6.5.2.5). Hence, by Lemma 7.56,
Lemma 7.59 and Lemma 7.62, (7.46) and (7.47) hold.
For the rest of the cases, when i satisfies (6.5.2.1) - (6.5.2.3), by Lemma 7.53 - 7.55, we have
e(i)OψOk ψOk−1ψOk = e(i)OψOk−1ψOk ψOk−1,
which proves e(i)Bk = 0 by lifting the elements into Bn(δ); and when i satisfies (6.5.2.6), by Lemma 7.63, we
have e(i)Bk = 0. 
Finally, we prove (6.5.3). First we consider some special cases.
7.65. Lemma. Suppose 1 < k < n and i ∈ In. If ik−1 = −ik = ik+1 = ± 12 , we have e(i)ψkψk−1ψk = e(i)ψk−1ψkψk−1 =
0.
Proof. By the definition of hk, as ik−1 = ik+1, we have hk(i·sk) = hk−1(i·sk)−3, which implies i·sk < In by Lemma 3.6.
Hence e(i·sk) = 0 by Lemma 6.1 and e(i)ψkψk−1ψk = 0 by Proposition 7.11. Similarly, we have hk+1(i·sk−1) =
hk(i·sk−1) − 3. Following the same process we have e(i)ψk−1ψkψk−1 = 0. 
7.66. Lemma. Suppose 1 < k < n and i ∈ In. If ik−1 = ik = ik+1 = 0, we have e(i)ψkψk−1ψk = e(i)ψk−1ψkψk−1 = 0.
Proof. By Lemma 7.13, we have e(i)ψk = e(i)ψk−1 = 0, which proves the Lemma. 
7.67. Lemma. Suppose 1 < k < n and i ∈ In with ik−1 = ik = −ik+1. Then we have
e(i)ψkψk−1ψk = e(i)ψk−1ψkψk−1 = 0,
ψkψk−1ψke(i) = ψk−1ψkψk−1e(i) = 0.
Proof. By Lemma 7.66, when ik−1 = ik = 0 the Lemma follows. When ik−1 = ik , 0, we have hk(i) = hk−1(i) + 2
if ik−1 , ± 12 and hk(i) = hk−1(i) + 3 if ik−1 = ± 12 . As i ∈ In, by Lemma 3.6, we have −2 ≤ hk−1(i), hk(i) ≤ 0, which
forces hk−1(i) = −2.
Let j = i·sk sk−1sk. We have hk−1(j) = −hk−1(i) ≥ 2, which implies j < In by Lemma 3.6, and hence, e(j) = 0
by Lemma 6.1. The Lemma holds by Proposition 7.11. 
Lemma 7.67 proves (6.5.3) when ik−1 = ik = −ik+1 and −ik−1 = ik = ik+1; and Lemma 7.65 and Lemma 7.66
prove (6.5.3) when ik−1 = −ik = ik+1 = 0 or ± 12 . It only left us to consider when ik−1 = −ik = ik+1 , ±0, 12 .
7.68. Lemma. Suppose 1 < k < n and i ∈ In with ik−1 = −ik = ik+1 , 0,± 12 . Then at most one of i·sk and i·sk−1 is
in In.
Proof. Because ik−1 = −ik = ik+1 , 0,± 12 , we have hk−1(i) = hk−1(i·sk) = hk(i·sk) − 2. Assume i·sk ∈ In. Then
by Lemma 3.6, we have −2 ≤ hk−1(i), hk(i·sk) ≤ 0, which forces hk−1(i) = −2. Hence hk−1(i·sk−1) = −hk−1(i) = 2.
By Lemma 3.6, we have i·sk−1 < In, which completes the proof. 
So we will consider 3 cases: i·sk ∈ In, i·sk−1 ∈ In, and both i·sk, i·sk−1 < In. Note that by Lemma 3.20, we have
i·sk ∈ In if and only if hk(i) = hk(i·sk) = 0 and i·sk−1 if and only if hk−1(i) = hk−1(i·sk−1) = 0.
7.69. Lemma. Suppose 1 < k < n and i ∈ In with ik−1 = −ik = ik+1 , 0,± 12 . If hk(i) = 0, for t ∈ T udn (i) with
t(k − 1) = t(k + 1), we have
fttψOk ψOk−1ψOk e(i)O = (−1)ak−1(i)+1 fttǫOk−1e(i)O .
Proof. Because hk(i) = 0 and ik−1 = −ik, by Lemma 3.11 we have t(k) = −t(k − 1). Hence, as t(k − 1) = t(k + 1),
we have t(k − 1) = −t(k) = t(k + 1).
Write t = (α1, . . . , αn) and let α = t(k − 1). Hence, we have α = γ1 or α = −γ2. Let β be a general nodes such
that β = −γ2 if α = γ1, and β = γ1 if β = −γ2. Define an up-down tableau s = (β1, . . . , βn) such that s k−1∼ t, and
βk−1 = β, βk = −β. Hence, we can write
t = (α1, . . . , αk−2, α,−α, α, αk+2, . . . , αn),
s = (α1, . . . , αk−2, β,−β, α, αk+2, . . . , αn).
Because γ1 and γ2 are not adjacent, i.e. −β and α are not adjacent, by Lemma 2.6, v = s·sk is an up-down
tableau, and we can write
v = (α1, . . . , αk−2, β, α,−β, αk+2, . . . , αn);
and because −β + α , 0, by Lemma 2.6, u = v·sk−1 is an up-down tableau, and we can write
u = (α1, . . . , αk−2, α, β,−β, αk+2, . . . , αn).
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Notice that u k∼ v and u ∈ T udn (i·sk). Because hk(i) = 0, by Lemma 3.10, u is the unique up-down tableau in
T udn (i·sk) such that u k∼ t. Hence, by Lemma 7.2 and Lemma 7.4, we have
fttψOk ψOk−1ψOk e(i)O = fttψOk
fuu
γu
ψOk−1
fuu
γu
ψOk
ftt
γt
+ fttψOk
fuu
γu
ψOk−1
fvv
γv
ψOk
fss
γs
. (7.49)
First we work with the second term of (7.49). By Lemma 7.4, Lemma 7.42 and Lemma 7.15, we have
fttψOk
fuu
γu
ψOk−1
fvv
γv
ψOk
fss
γs
=
1
ct(k) + cu(k) fttǫ
O
k
fuu
γu
ψOk−1
fvv
γv
ψOk
fss
γs
=
1
ct(k) + cu(k) fttǫ
O
k ǫ
O
k−1(ψOk )2
fss
γs
=
1
ct(k) + cu(k) fttǫ
O
k ǫ
O
k−1
fss
γs
.
Because ik , 0,± 12 and hk(i) = 0, we have i ∈ Ink,+. Hence, by Lemma 6.12 and Lemma 7.21, we have
fttψOk
fuu
γu
ψOk−1
fvv
γv
ψOk
fss
γs
=
1
ct(k) + cu(k) fttǫ
O
k
ftt
γt
ǫOk−1
fss
γs
= (−1)ak(i) 2(ct(k) − ik)
ct(k) + cu(k) fttǫ
O
k−1
fss
γs
= (−1)ak−1(i)+1 2(ct(k) − ik)
ct(k) + cu(k) fttǫ
O
k−1
fss
γs
. (7.50)
Then we work with the first term of (7.49). By Lemma 7.4 and Lemma 7.15, we have
fttψOk
fuu
γu
ψOk−1
fuu
γu
ψOk
ftt
γt
=
1
cu(k) − cu(k − 1)
ftt
γt
(ψOk )2
ftt
γt
=
1
cu(k) − cu(k − 1) ftt.
Because ik−1 , 0,± 12 and hk−1(i) = −2, we have i ∈ Ink,−. Hence by Lemma 6.12 and Lemma 7.4, we have
fttψOk
fuu
γu
ψOk−1
fuu
γu
ψOk
ftt
γt
=
1
cu(k) − cu(k − 1) ftt = (−1)
ak−1(i)+1 2(ct(k − 1) − ik−1)
cu(k − 1) − cu(k) fttǫ
O
k−1
ftt
γt
. (7.51)
By the definitions, we have α > 0 if β < 0 and α < 0 if β > 0. Hence, we have 2(ct(k) − ik) = ct(k) + cu(k) and
2(ct(k − 1) − ik−1) = cu(k − 1) − cu(k). Therefore, we have
2(ct(k) − ik)
ct(k) + cu(k) =
2(ct(k − 1) − ik−1)
cu(k − 1) − cu(k) = 1.
Because hk−1(i) = −2, by Lemma 3.10, s is the unique up-down tableau in T udn (i) such that s k−1∼ t and s , t.
Hence, we have fttǫOk e(i)O = fttǫOk
( ftt
γt
+
fss
γs
)
. Substituting (7.50) and (7.51) into (7.49), the Lemma follows 
Following the similar argument as above, we have the next Lemma.
7.70. Lemma. Suppose 1 < k < n and i ∈ In with ik−1 = −ik = ik+1 , 0,± 12 . If hk(i) = 0, for t ∈ T udn (i) with
t(k − 1) , t(k + 1), we have
fttψOk ψOk−1ψOk e(i)O = (−1)ak−1(i)+1 fttǫOk−1e(i)O .
Combining Lemma 7.69 and Lemma 7.70, we have the next Lemma.
7.71. Lemma. Suppose 1 < k < n and i ∈ In with ik−1 = −ik = ik+1 , 0,± 12 . If hk(i) = 0, we have
e(i)ψkψk−1ψk = e(i)ψk−1ψkψk−1 − (−1)ak−1(i)e(i)ǫk−1e(i).
Proof. Choose arbitrary t ∈ T udn (i). By Lemma 7.69 and Lemma 7.70, we have
fttψOk ψOk−1ψOk e(i)O = (−1)ak−1(i)+1 fttǫOk−1e(i)O ,
which implies
e(i)OψOk ψOk−1ψOk e(i)O = (−1)ak−1(i)+1e(i)OǫOk−1e(i)O .
The Lemma follows by lifting the elements from BOn (x) to Bn(δ). 
The next Lemma is proved following the similar argument as Lemma 7.71.
7.72. Lemma. Suppose 1 < k < n and i ∈ In with ik−1 = −ik = ik+1 , 0,± 12 . If hk−1(i) = 0, we have
e(i)ψkψk−1ψk = e(i)ψk−1ψkψk−1 + (−1)ak(i)e(i)ǫke(i).
The only left case is that when both of i·sk and i·sk−1 are not in In.
7.73. Lemma. Suppose 1 < k < n and i ∈ In with ik−1 = −ik = ik+1 , 0,± 12 . If hk−1(i), hk(i) , 0, we have
e(i)ψkψk−1ψk = e(i)ψk−1ψkψk−1 = 0.
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Proof. As i·sk, i·sk−1 < In, we have e(i)ψk = e(i)ψk−1 = 0 by Lemma 6.1 and Proposition 7.11, which implies
e(i)ψkψk−1ψk = e(i)ψk−1ψkψk−1 = 0. 
7.74. Lemma. Suppose 1 < k < n and i ∈ In satisfies (6.5.3). Then we have
e(i)Bk =

−(−1)ak−1(i)e(i)ǫk−1e(i·sk sk−1sk), if ik−1 = −ik = ik+1 , 0,± 12 and hk(i) = 0,
(−1)ak−1(i)e(i)ǫke(i·sk sk−1sk), if ik−1 = −ik = ik+1 , 0,± 12 and hk−1(i) = 0,
0, otherwise,
where Bk = ψkψk−1ψk − ψk−1ψkψk−1.
Proof. If ik−1 = −ik = ik+1 , 0,± 12 and hk(i) = 0, the Lemma holds by Lemma 7.71; and if ik−1 = −ik = ik+1 ,
0,± 12 and hk−1(i) = 0, the Lemma holds by Lemma 7.72; and for the rest of the cases, by Lemma 7.65 - 7.67
and Lemma 7.73, the Lemma holds. 
Therefore, by combining Lemma 7.50, Lemma 7.64 and Lemma 7.74, we have the following Proposition.
7.75. Proposition. In Bn(δ), the braid relations hold.
7.6. The graded cellular basis of Bn(δ)
Now we are ready to prove our main result of this paper.
7.76. Theorem. Suppose R is a field with characteristic 0 and δ ∈ R. Then Bn(δ)  Gn(δ).
Proof. We can define a map Gn(δ) −→ Bn(δ) by sending e(i) to e(i), yk to yk, ψk to ψk and ǫk to ǫk. By Proposition 7.6, Proposition 7.11, Proposition 7.14, Proposition 7.17, Proposition 7.34, Proposition 7.35, Proposition 7.49
and Proposition 7.75, the map is a homomorphism. By Proposition 6.20, the map is surjective. By Theorem 5.28,
we have dim Gn(δ) ≤ (2n − 1)!!. As dim Bn(δ) = (2n − 1)!!, it implies the map is an isomorphism. Hence we have
Bn(δ)  Gn(δ). 
7.77. Theorem. Suppose R is a field with characteristic 0 and δ ∈ R. Then Bn(δ) is a graded cellular algebra
with a graded cellular basis
B = {ψst | (λ, f ) ∈ B̂n, s, t ∈ T udn (λ) } .
Proof. By Theorem 5.28, the set B spans Gn(δ). By Theorem 7.76, we have dim Gn(δ) = (2n − 1)!!, which makes
B to be a basis of Gn(δ). The cellularity is proved by Proposition 5.27. The elements ψst’s are homogeneous
by the construction and we have a degree function deg on up-down tableaux such that degψst = deg s + deg t
by Proposition 4.29. Finally, as we have a ∗-involution on Gn(δ) such that ψ∗st = ψts, one can see that B forms a
graded cellular basis of Gn(δ). Finally as Gn(δ)  Bn(δ) by Theorem 7.76, we complete the proof. 
The next Corollary is straightforward by Theorem 7.77.
7.78. Corollary. For any i ∈ Pn and e(i) ∈ Gn(δ), we have e(i) , 0 if and only if i ∈ In.
Proof. Suppose i is the residue sequence of an up-down tableau t. By Theorem 7.77, we have ψtt , 0. Because
ψtt = ψtte(i), we have e(i) , 0.
Suppose i < In. For any up-down tableau t, we have ψste(i) = 0. Therefore, we have Gn(δ)e(i) = 0, which
implies e(i) = 0. 
Suppose En(δ) is the two-sided ideal of Gn(δ) generated by ǫ1, . . . , ǫn−1 and E′n(δ) is the two-sided ideal of
Bn(δ) generated by e1, . . . , en−1. By Remark 6.19, we have e(i)ǫke(j) = e(i)Pk(i)−1ekQk(j)−1e(j), which implies
that ǫk ∈ E′(δ) for any 1 ≤ k ≤ n − 1. Similarly, we have e(i)eke(j) = e(i)Pk(i)ǫkQk(j)e(j), which implies ek ∈ E(δ)
for any 1 ≤ k ≤ n − 1. Therefore, we have En(δ)  E′n(δ), with isomorphism compatible with Gn(δ)  Bn(δ).
Hence, we have Gn(δ)/En(δ)  Bn(δ)/E′(δ).
Because E′n(δ) is the two-sided ideal of Bn(δ) generated by e1, . . . , en−1, by the definition of Bn(δ), we have
Bn(δ)/E′(δ)  RSn. Because R is a field with characteristic 0, by Theorem 2.22, we have RSn  RΛn (R) with
Λ = Λk, for any k ∈ Z. The next Theorem connects the cyclotomic Khovanov-Lauda-Rouquier algebra and Gn(δ).
7.79. Theorem. SupposeΛ = Λk for some k ∈ Z and R is a field with characteristic 0. Then we have Gn(δ)/En(δ) 
RΛn (R).
Finally, we remark that for Brauer algebras Bn(δ) over fields R with characteristic p > 0, or more precisely,
for cyclotomic Nazarov-Wenzl algebras Wr,n(u) over arbitrary field R, we should be able to extend the idea of this
paper and construct a Z-graded algebra similar to Gn(δ) isomorphic to Wr,n(u). The algebras are generated with
elements
Gn(δ) = { e(i) | i ∈ Pn } ∪ { yk | 1 ≤ k ≤ n } ∪ {ψk | 1 ≤ k ≤ n − 1 } ∪ { ǫk | 1 ≤ k ≤ n − 1 } ,
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with degrees similar to Gn(δ). We are also able to construct a set of homogeneous elements
{ψst | (λ, f ) ∈ B̂n, s, t ∈ T udn (λ) } ,
which forms a graded cellular basis of Wr,n(u).
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