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The classical convolution * of probability measures on R has an analogue in the theory of free probability, the free convolution ⊞ (see [BV93] ), and the structures of semi-groups defined by classical and free convolutions on the set of probability measures on R present many analogies. For example, we can define infinitely divisible laws in the same way for both convolutions, and there exists a natural isomorphism between the semi-group of classical infinitely divisible laws and the semi-group of free infinitely divisible laws (see [BPB99] ). This isomorphism transforms a Gaussian law into the semicircle law with the same mean and the same variance, a Poisson law into the Marchenko-Pastur law with the same mean (see [HP00] ). Moreover, there is a deep correspondance between limit theorems for weak convergence of sums of independent random variables and limit theorems for weak convergence of sums of free random variables (see [BPB99] ). It then seems natural to see how far the analogy goes.
Two already established properties of free convolution show that the isomorphism between the semi-group of classical infinitely divisible laws and the semi-group of free infinitely divisible laws cannot be extended to the set of probability measures. The first one is the following (see [S99] ): for every probability measure µ on the real line, there exists a family (µ t ) t≥1 of probability measures such that µ 1 = µ and for all s, t ≥ 1, one has µ s+t = µ s ⊞ µ t . There is no similar result when we replace ⊞ by * for µ = 1 2 (δ 0 + δ 1 ). The second one is the failure of the Cramér theorem for free random variables: the sum of two free random variables can be distributed according to the semi-circle law without any of them having a semi-circle law−the classical Cramér theorem states that if the sum of two independent random variables is Gaussian, then each of them is Gaussian.
We will show in this article that the analogue of Raikov's theorem for free probability is false: the sum of two free random variables can have a free Poisson law (i.e. a Marchenko-Pastur law) without any of them (even after translation) having a free Poisson law−the classical Raikov theorem states that if the sum of two independent random variables has, after translation, a Poisson law, then each of them has, after translation, a Poisson law. The proof is very close to the proof given in [BV95] of the failure of the Cramér theorem for free random variables.
In order to prove our result, we need to discuss the analytic method for calculating free convolutions. We will restrict ourselves to compactly supported probability measures on R. Let C + (resp. C − ) denote the upper (resp. lower) half plane. Given µ a compactly supported measure on R, consider the function
This function, called Cauchy transform of µ, is analytic, and lim |z|→∞ zG µ (z) = 1. Hence there exists a function K µ that is meromorphic in a neighborhood in C − of zero, with a single pole at zero such that
, where R µ is an analytic function in a neighborhood of zero in C − (i.e. V ∩ C − with V a neighborhood of zero in C), called the R-transform of µ. It was shown in [V86] (see also in [VDN92] ) that R µ determines µ and that R µ⊞ν = R µ +R ν .
The R-transform of the free Poisson law with mean λ, that we will denote by µ λ , is given by the formula
(iii) the sequence (f n ) converges uniformly to 0 when n tends to infinity. Then when n is large enough, the function z
is the Rtransform of a compactly supported probability measure on R.
Before giving the proof of the theorem, here is the corollary that has led us to establish it.
Corollary 2 Consider λ > 0. There exist two compactly supported probability measures on R who, even after translation, are not free Poisson laws, and whose free convolution is the free Poisson law with mean λ. Proof Consider 0 < λ ′ < min{1, λ/2}. It suffices to define, with ε small enough, µ + to be the law whose R-transform is z →
) 2 (such a law exists by the theorem), and µ − to be the law whose R-transform is z →
1−z (such a law exists by the theorem and because the sum of two R-transforms is a R-transform). Then the pair µ + , µ − is suitable.
As a preliminary to the proof of the theorem, here is a lemma that states the existence of a measure (see [A] ).
Lemma 3 Let G be an analytic function from the upper half plane C + to the lower half plane C − that satisfies: (i) zG(z) tends to 1 when |z| tends to infinity,
Then there exists a compactly supported probability measure on R whose Cauchy transform is G.
Here is the proof of the theorem. ℜ and ℑ will denote respectively the real and imaginary parts. Proof By the lemma, it is enough to show that when n is large enough, there exists a domain Ω n of C − , neighborhood of 0 in C − , such that K n induces a bijection from Ω n onto C + , where
and that the inverse function of K n satisfies (i) and (ii) of the lemma. For convenience, we will work with the functions ψ n (z) = K n
√ λ} and 1 + 2α < 1/ √ λ, and fix η ∈]0, α/2[. First, let us note few properties of the function ψ, that we will then extend to the functions ψ n with n large enough, using Rouch's theorem. We have
so zero is the unique preimage of zero by ψ, and for every non zero Z, the set of the preimages of Z by ψ is the set of the roots of
Their product is one, so ψ is one-to-one in C + and in C − . We deduce: (a) when n is large enough, ψ n is one-to-one in a neighborhood of A = {z ; 1 − η ≤ |z| ≤ 1 + η, |z ± 1| ≥ η, ℑz ≤ 0}. For the same reason, ψ is one-to-one in {z ∈ C ; 0 < |z| < 1, z = − √ λ} and in {z ∈ C ; 1 < |z|,
Failure of Free Raikov Theorem (b) for n large enough, ψ n is one-to-one in a neighborhood of the corona B = {z ; 1 − 2η ≤ |z| ≤ 1 − η} and in a neighborhood of the corona C = {z ; 1 + η ≤ |z| ≤ 1 + 2η}. We have
so ψ(z) is real if and only if z is real or has modulus one, hence: (c) for n large enough, ℑψ n (z) < 0 for z = re iθ ∈ B with θ ∈ [−π + η, −η], (d) for n large enough, ℑψ n (z) > 0 for z = re iθ ∈ C with θ ∈ [−π + η, −η].
On the other hand, we have
so ψ ′ vanishes only on 1 and −1, and for all z in the unit circle such that z = ±1, the gradient ∇(ℑψ)(z) is non null and orthogonal to the tangent of the circle, hence (e) for n large enough, ∂ℑψ n /∂r > 0 on z = re iθ ∈ A with θ ∈ [−π + η, −η]. At last, ψ ′′ (1) and ψ ′′ (−1) are non null, so (f) for n large enough, ψ ′ n is one-to-one ψ n is at most two-to-one in a neighborhood of each of the disks D = {z ; |z +1| ≤ α} and E = {z ; |z −1| ≤ α}, (g) for n large enough, ψ ′ n has no zero in both disks {z ; |z ± 1| < η}.
For such a value of n, we actually have (c') ℑψ n (z) < 0 for z = re iθ ∈ B with θ ∈] − π, 0[, (d') ℑψ n (z) > 0 for z = re iθ ∈ C with θ ∈] − π, 0[. Indeed, if for instance ℑψ n (z) were positive for some z ∈ B in the lower half plane, then we would deduce the existence of z ′ ∈ B ∩ C − for which ℑψ n (z ′ ) = 0. But then ψ n (z ′ ) = ψ n (z ′ ) = ψ n (z ′ ), and this contradicts condition (b). Let u n and v n be the unique zeros of ψ ′ n in D and E, respectively. Observe that u n and v n must be real. Indeed, as ψ ′ n (u n ) = ψ ′ n (u n ) = 0 and u n ∈ D, uniqueness implies u n = u n .
Consider now the set
We can show that F n,0 is an analytic curve that contains a curve γ n joigning u n to v n in the half upper plane (the proof is the same as the one page 219 in the article by D. Voiculescu and H. Bercovici ([BV95] )). Denote by Θ n the part of the lower half plane below ] − ∞, u n ] ∪ γ n ∪ [v n , +∞[. Let us show that ψ n is a one-to-one map from Θ n onto the half upper plane.
For R > 100, let γ n,R be the contour that runs (anticlockwise) through
By the residues formula, it suffices to show that for every ω in the upper half plane, the integral of ψ ′ n ψn−ω over the contour γ n,R tends to 2iπ when R tends to infinity (this integral is well defined for R large enough, when n and ω are fixed, because lim ∞ ψ n = 0).
(1) Computation of the limit of the integral on the complementary of the semi-circles in the curve γ n,R : By our hypothesis on f n , lim x→−∞ ψ n (x) = 0 and lim
and lim
The function ψ n is real on the complement of the semi-circles, so, when R tends to +∞, the integral of
(2) Computation of the limit of the integral on the large semi-circle: By hypothesis,
so the integral on the large semi-circle tends to 0 when R tends to infinity.
(3) Computation of the limit of the integral on the small semi-circle: By the same arguments as in (1) and (2), the integral of
ψ−ω on the complementary of the small semi-circle in the contour
(running anticlockwise) tends to iπ when R tends to +∞. Otherwise, ψ being a one-to-one map from {z ∈ C − ; |z| > 1} to C + , the integral of
anticlockwise) tends to 2iπ when R tends to +∞, so the integral of
R } tends to iπ when R tends to +∞. But clearly, because of the boundness of f n and f ′ n in a neighborhood of zero, we have
So the integral of
ψn(z)−ω on the small semi-circle of γ n,R tends to iπ when R tends to +∞.
Thus, ψ n is a one-to-one map from Θ n onto the upper half plane. Hence K n is a one-to-one map from {
Let us show that the inverse function G n of K n satisfies the hypothesis of the lemma.
(i) Let us show that zG n (z) tends to 1 when |z| tends to infinity.
K n is bounded in the complementary, in Ω n , of any open disk centered in zero with radius larger than 1 + 1/ √ λ, so G n (z) tends to zero when |z| tends to infinity. But zG n (z) = K n (G n (z))G n (z), so the limit of zG n (z) when |z| tends to infinity is the limit of yK n (y) when y tends to zero, that is 1.
(ii) The function that associates K n (z) − 1 z to z can be analytically extended to a neighborhood of zero in C because f n is analytic in a neighborhood of zero.
So the theorem is proved.
The proof is very close to the proof given in [BV95] of the failure of the Cramér theorem for free random variables. In that article, the authors show also the superconvergence to the central limit theorem for free random variables: in addition to the weak convergence, we know that for n large enough, the measures have an analytic density, and that their densities converge uniformly to the density of the semi-circle law. The superconvergence in the free Poisson limit theorem has already been shown (using explicit computations) in [HP00] .
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