at 0.88-0.93, for both tests by mail. Second, Demeester et al (2012) reported a value of Cronbach's alpha of 0.96 for SSQ data collected on three groups of participants, totaling 236 people (the three groups were younger normal hearing, older normal and older with a hearing loss, with mean four-frequency hearing losses of the groups of 8, 17, and 22 dB HL, respectively; the SSQ was self-administered by participants but the responses were subsequently checked and if necessary explained). Demeester et al also conducted a cluster analysis of their data for the purposes of reducing the SSQ to a short screening instrument. To do this they set the number of clusters to be five, so, in essence, they were forcing the SSQ items into five separate groups. They found that three of the clusters essentially represented the speech, space, and qualities sections: one cluster had nine of the speech-section items but no others, a second cluster had 16 of the spatial-section items though it also had two of the qualities-section items, a third cluster had seven of the qualities-section items but no others. The two remaining clusters were mixed: one was an eightitem group across all three sections, the other was a three-item group across two sections.
Here we report a factor analysis of SSQ data from 1220 adults with a range of ages and hearing losses, taking advantage of 10 years of SSQ data that we have been collecting in our laboratory for other purposes. The results of the factor analysis-especially how many factors there are and which items load on which factorshelp in understanding the structure of the SSQ and may be of assistance in developing new forms; for instance, they were included in the development of the SSQ-12 (Noble et al, 2013) .
Methods

Data collection
The data were collected during visits by patients and others to the MRC IHR, from 2002 to Dec 2011. Generally the patients were sourced from NHS Audiology at Glasgow Royal Infirmary. Audiograms were measured using standard UK methods. Though we had audiogram data on 1726 people, the analyses were run on data from those 1220 participants on whom we had complete data for an airconduction audiogram (250, 500, 1000, 2000, 3000, 4000, 6000 , and 8000 Hz, in both ears), a bone-conduction audiogram (500, 1000, 2000, 3000, and 4000 Hz, in both ears), the SSQ, and the 12-question hearing handicap questionnaire .
The SSQ data were collected by interview with trained IHR staff. About half the data (up to Spring 2008) was collected using a paper form. The subsequent data was collected using a computerized form. The paper form is illustrated in Appendix 1 of Gatehouse and Noble; the computer version was programmed to be visually similar. Each question was read to the participant, and then they were asked to give a response, ranging from 0 to 10, corresponding to "not at all" and "perfect" (though some items had different labels: see Appendix 1 of . Further explanations of the items were given if necessary. In both the paper and computer questionnaires the response scales were continuous, but with integer divisions prominently marked. To simplify subsequent data analysis and presentation, any responses that were not to either integers or half-integers (i.e. x.5) were rounded accordingly. Across everyone the ratio of integer to half-integer responses was 6.3:1.
It was not compulsory to respond to every question: sometimes people said that a particular question was not applicable to them or otherwise did not respond 2 . The missing-response rates were less than 2.5% for all questions but Speech #7, Space #5, #14, #15, #16, Qualities #15, #16, for which the rates were, respectively, 3.0%, 2.8%, 12.3%, 4.8%, 5.3%, 55.9%, and 45.2%. As the missingresponse rates for Qualities questions #15 and #16 were about a magnitude larger than those for any other question, they were entirely removed from the analyses: we presume the high missing-response rates were because they are only applicable in particularly specific situations [respectively, 
Classification of participants
We calculated the better-ear hearing loss as the mean of the airconduction hearing levels at 500, 1000, 2000, and 4000 Hz in each participant's better ear. For many of the analyses the 1220 participants were divided into three classes of hearing-aid fitting: unaided, unilaterally aided, and bilaterally aided. The rationale for this division is that their responses were based on how they listened in their everyday life: if they wore hearing aids in everyday life, then they responded on the basis of their aided listening (note that other divisions of the participant are considered in the Discussion). The group sizes were, respectively, 386, 627, and 207 (see Table 1 ); the median ages were 58, 65, 64 years; the median better-ear hearing losses were 31, 44, 56 dB HL; the median worse-ear hearing losses were 32, 56, and 66 dB HL. The distributions of age and better-ear hearing loss are plotted in Figure 1 . version 18 using the "Factor" subroutine. The input was the 48  48 matrix of Pearson cross-correlations of SSQ questions calculated in Matlab, rather than the 1220  48 matrix of actual SSQ responses 5 . This was done in order to allow random datasets to be easily constructed in Matlab for the parallel analysis and for a subsequent bootstrap procedure. The correlation matrices were calculated to six decimal places to minimize loss of accuracy in the intermediate step of copying the matrix from one program to another. The factor weightings reported below are the values in the pattern matrix returned by Field (2009) and Tabachink and Fidell (2007) . The pattern matrix records the unique contribution of each variable to the factor. The alternative, the structure matrix, is confounded by incorporating the correlations between each factor. As there is a very large literature on factor analysis since its invention by Spearman (1904) the citations are selective rather than exhaustive. We have found the following to be informative as they discuss many of the issues in depth: the papers by Floyd & Widamen (1995 ), Fabrigar et al (1999 , Preacher & MacCallum (2003) , Pohlmann (2004) , and Costello & Osborne (2005) , the relevant chapters in the books by Stevens (1996) , Tabachnick & Fidell (2007) , and Field (2009) , and the full books by Carroll (1993) and Cudeck & MacCallum (2007) ,
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The decision not to transform the data was based on the distributions of responses (Figure 2 ). Though the distribution for the unaided group was clearly skewed to high responses, the distributions for the unilateral and bilateral groups were more even. The overall descriptive statistics of the SSQ responses, across all participants and questions (i.e. n  1220  48  58560), were Figure 1 . Distributions of better-ear hearing loss (top panel) and age (bottom panel) for the 1220 participants. The hearing loss is calculated as the mean of the air-conduction hearing levels at 500, 1000, 2000, and 4000 Hz in a participant's better ear. They are grouped into 10-dB bins; age is grouped into decade bins. The hatchings mark the three groups of listeners. Figure 2 shows the distribution of SSQ responses for the three groups. The preference towards responding with integers as against half-integers is clear. The response distributions for the bilateral and unilateral groups were reasonably even across the 0-10 range, excepting slight biases towards responding 5 or 10 and away from responding 9 or 1. For the unaided group, however, there was a large bias towards responding 10 (  29% of all responses). Figure 3 plots the SSQ 48 score against deciles of better-ear hearing loss. There was a general negative relationship: the linear regression relating an individual's SSQ 48 score to their hearing loss (HL), across all 1220 participants, was
which accounted for 21% of the variance in the individual data and 85% of the variance in the grouped data shown in the top panel of Figure 3 . There were secondary effects of aiding type at low losses (top panel) or age at high losses (bottom panel) 4 .
Factor analysis procedures
For the main factor analyses we chose these options: un-transformed data; factor extraction using common factor analysis by maximum likelihood; three factors retained through a parallel analysis; oblique rotation. The rationales for each of these choices are outlined in the following paragraphs. The factor analyses were run in PASW (SPSS) and Lee's (1992) grading these would be "fair", "good", and "very good". The Kaiser-Meyer-Olkin values for our data were 0.95-0.97 across the three groups. As is reported below in the analyses, we found 13-14 items per factor with loadings of at least 0.4. Taken all together, we therefore regard our group sizes as adequate. We note in passing that Gatehouse and Noble (2004) did not report a factor analysis as their dataset was too small, and commented that their small sample (n  153) did not give stable results. They suggested that about 500 observations would be needed.
There are two general methods for extracting factors: principal components analysis (PCA) and common (or principal) factor analysis. The two approaches differ in their purposes. The goal of the former is essentially mathematical data reduction: "to explain as much of the variance in the matrix of raw scores as possible in the lowest possible rank (or the minimum number of dimensions)" (Widamark, 2007, p. 183) . The goal of the latter is essentially to gain insight into the underlying structure: "to explain off-diagonal correlations among manifest variables, by positing the presence of one or more latent variables that represent the correlations amongst manifest variables" (Widamark, 2007, p. 182) . We therefore chose common factor analysis, as our present aim was to determine any underlying structures of the SSQ questionnaire rather than conduct a data reduction exercise. There appears to be no consensus as to the best algorithm for extracting common factors, however, and so of the various choices available we adopted maximum likelihood as it is generally well-received (e.g. Costello & Osborne, 2005) .
As the factor analyses were run on a 48  48 matrix of questionby-question correlations, each returns 48 factors, which are reported in order of decreasing eigenvalue. The mathematics of factor analysis requires that all 48 factors taken together are required to account for the whole data, but generally only the first few factors account individually for substantial amounts of variance, and therefore it is usual to keep only a small number before undertaking the rotation. A popular option, perhaps because it is the default in many statistics programs, is to keep only those factors whose eigenvalues are larger than 1. This is also known as the Kaiser criterion (Kaiser, 1960 ). An alternative is to plot the eigenvalue versus factor number, and only keep those factors to the left of the break in the slope of the plot. This is Cattell's "scree test" (Cattell, 1966; Cattell & Vogelmann, 1977) . But both of these have often been criticized: the Kaiser criterion often gives too many factors, and the scree test is essentially a "rule of thumb" as one cannot be certain where the scree starts (e.g. Zwick & Velicer, 1986; Velicer & Jackson, 1990; Floyd Widamen, 1995; Fabrigar et al, 1999; Hayton et al, 2004) . Accordingly, we chose a third option, parallel analysis (Horn, 1965) . This has received increasing attention in recent decades as computers have become powerful enough to run it, and various commentators have commended it (e.g. Zwick & Velicer, 1986; Thompson & Daniel, 1996; Hayton et al, 2004; Dinno, 2009 ). The essence of parallel analysis is that one only keeps factors that are unlikely to have arisen by chance. The first stage of the procedure is to draw random numbers from a distribution whose characteristics match the experimental data: i.e. for our unaided group, we drew 386 independent sets of 48 independent random numbers, with the underlying distribution of random numbers set identical to the observed distribution shown in Figure 2 (the process for the unilateral and bilateral data was the same, expect that the underlying distributions for the random datasets matched their distributions and the number generated matched their sample sizes of 627 and 207). The 48  48 correlation matrix is then calculated and a factor analysis applied to it. If the random data were ideal, then the correlation table would be full of zeros mean  6.2, standard deviation  3.0, skewness   0.4, and excess kurtosis  0.02. Given that the skewness was not too large, the excess kurtosis was very close to zero, and the above-noted broad characteristics in the response distributions, we felt that any transformation would have been minor in effect and moreover likely open to debate as to choice. Also, it is not formally required for a factor analysis that the data be normally distributed (Tabachink & Fidell, 2007) : though normally distributed data is required if statistical significance tests or confidence intervals are to be calculated, we assessed the reliability of the results using a bootstrap method (see below).
The minimum group size for factor analysis has been discussed often (e.g. Guadagnoli & Velicer, 1988; MacCallum et al, 1999) . A typical rule-of thumb for sample sizes is that they should number in the hundreds (Comrie & Lee, 1992; Tabachnick & Fidell, 2007) . Another popular rule is that there should be about 5-10 participants per variable (Kass & Tinsley, 1979) , though Guadagnoli and Velicer (1988) discounted this method. Kaiser (1970) defined an index of sampling adequacy, now generally named the Kaiser-Meyer-Olkin measure, such that values in the 0.90s represented "really excellent data" (p. 405). Numerical studies have shown that the recommended minimum number of participants depends somewhat on the number and strength of variables loading on a factor (Field, 2007) : Guadagnoli and Velicer (1988) recommended around 150 would be sufficient if there were around 10-12 variables loading on factors with loadings as low as 0.4. Our group sizes were 207, 386, and 627. These correspond to 4.3-13 participants per variable. In Comrie and all the eigenvalues of the factors would be 1.0. But because the random data is only sampled from a random distribution, the correlations will only be distributed around zero instead of all being exactly zero, and so the eigenvalues will be distributed around 1. Thus some factors will have eigenvalues larger than 1, some less than 1. The process is repeated a large number of times (in our case, 50) and the mean eigenvalues of each factor calculated. These are the eigenvalues of entirely random data. If the eigenvalue of the nth factor in the observed data is less than or about the same as that of the nth factor in the random data, then it could have arisen by chance: but if the eigenvalue of the nth factor in the observed data is larger than that of the nth factor in the random data then it is unlikely to have arisen by chance. One therefore only keeps the first N observed factors whose eigenvalues are larger than those from the first N random factors. The results of the parallel analysis for each of the participant groups are shown in Figure 4 . It can be seen that only the first three observed factors (asterisks) in all groups consistently gave eigenvalues larger than those from the random data (circles).
Thus we retained three factors for the rotation and reporting in the main analyses. For factor #4 only one out of the three eigenvalues of the observed data was larger than the eigenvalues of the random data. This is considered further in the Discussion.
Factor rotation is necessary as the initial solution returned by the factor-analysis algorithm is indeterminate: if the n retained factors are regarded as defining the axes of a n-dimensional space, than any geometrical transformation of that space will give a solution that works exactly as well as the initial solution. The initial solution lists factors in decreasing order of eigenvalue (or, equivalently, percentage variance accounted for, as the two are related). The first factor found accounts for as much as possible of the variance, the second factor accounts for as much as possible of what variance remains, and so on. In general it is found that the first factor accounts for the vast majority of variance and the others far less. It is usual to rotate the results to give more equal amounts of variance. The rotated structure is mathematically equivalent to the initial structure but it is easier to interpret scientifically (e.g. Thurstone, 1935; Browne, 2001; Jennrich, 1979 Jennrich, , 2007 ). An orthogonal rotation (which again is the default in many programs) assumes that the factors are completely independent-i.e. geometrically orthogonal-to each other. This is a priori unlikely for auditory disability: it requires that were there to be multiple factors of disability then someone's score on the first factor would be entirely unrelated to their score on the second factor, and so on. Instead it is much more likely that the factors will be somewhat linked, and so will show a non-zero correlation. An oblique rotation allows for this. Also, it is more general: if the factors really are orthogonal, then the oblique rotation will return that. The particular rotation chosen here was "direct oblimin" in PASW, with the delta parameter set to the default value of 0.0. To minimize confusion we use the notation F 1 , F 2 , F 3 to refer to the unrotated factors and F SU , F SP , F CSI to refer to the rotated factors; the subscripts are the abbreviations of the factor names (see subsection headings below). Figure 5 shows the communalities of the questions for each of the unaided, unilateral, and bilateral analyses (respectively, open squares, shaded triangles, and filled circles). The communality for each question is the across-factor sum of the squared loading, so indicates the amount of variance in each that is accounted for by the three retained factors. It can be seen that in general the communalities were respectable and that the values from the three analyses were in agreement. The mean communalities for the three groups were 0.60, 0.53, and 0.56, respectively (standard deviations across items  0.14, 0.17, and 0.17). We note that the communalities were very low for three Space questions (#14, #15, and #16), indicating that the factors did a poor job of accounting the variance in them. Questions #14 deals with the externalization or internalization of sounds, a topic considerably different to that of the rest of the Space questions ("Do the sounds of things you are able to hear seem to be inside your head rather than out there in the world?"), whereas questions #15 and #16 are explicitly about perceived distance and how well it matches one's expectations ("Do the sounds of people or things you hear, but cannot see at first, turn out to be closer than expected when you do see them?" and "Do the sounds of people or things you hear, but cannot see at first, turn out to be further away than expected when you do see them?"). That there are two other questions about perceived distance that gave a much higher communality suggest that the effect was not due to distance per se (Spatial #8 and #9: "In the street, can you tell how far away someone is, from the sound of their voice or footsteps?", and "Can tell how far away a bus or a truck is, from the sound?"). These three Space questions are returned to below. Table 2 reports the overall variance-accounted-for results of the factor analyses. The five middle columns report the data for the first five unrotated factors. The reader is reminded that the process of factor analysis returns factors in order of decreasing variance accounted for before the rotations: F 1 accounts for as much as possible of the variance, F 2 that accounts for as much as possible of what variance is left, and so on. The general reduction of variance across from factor F 1 to factor F 5 was therefore expected. That the amount of variance accounted for by factors F 4 and F 5 was no more than 4% provides additional support for the decision to retain just the first three. The three rightmost columns report the squared loadings of the three rotated factors F SU , F SP , and F CSI . F SU and F SP were about equal to one another, though F CSI was slightly less. Table 3 reports the crosscorrelations between the factors. They were substantial-between 0.5 and 0.7-so indicating that choosing an orthogonal rotation on the assumption that the factors were independent would have been unwelcome. Figure 6 shows the mean factor weightings (i.e. the pattern matrix) for each group and factor, averaged across each of the three sections of SSQ questions (e.g. the left-most bar in the top panel is the mean value for F SU across the 14 questions in the Speech section for the unaided group). It is clear that F SU essentially represents the Speech questions, F SP essentially represents the Space questions, and F CSI essentially represents the Qualities questions. That this is a particularly simple pattern to interpret again supports the decision of keeping three factors. Each factor is considered separately below.
Results
Communalities
Overview of factors
The top panel of Figure 7 shows the factor weighting values for F SU for each of the unaided, unilateral, and bilateral groups (respectively, open squares, shaded triangles, and filled circles). There is little difference between the results for the three groups. It is clear that F SU loads primarily on the questions in the Speech section but without making much distinction between themthough with a few exceptions discussed in the next paragraphs. This factor is therefore interpreted as being one of general speech understanding.
Speech questions #2, #13, and #14 are weighted noticeably lower than the others. Question #2 ("You are talking with one other person in a quiet, carpeted lounge-room. Can you follow what the other person says?") is one of just two that refers to speech in quiet -all the rest refer to speech in some form of speech or noise background. Given that many people, even with a hearing loss, report little difficulty at speech in quiet it is therefore reasonable to find that this question differs from the others. We suggest that the reason why the other speech-in-quiet question (#3: "You are in a group of about five people, sitting round a table. It is an otherwise quiet place. You can see everyone else in the group. Can you follow the conversation?") follows the main pattern is that it refers to a more-complex situation, one with five people in it (across all 1220 participants question #3 correlated at r  0.63 and 0.68 with the two other questions about groups of five people, #4 and #6). The simplicity of situation may also account for why question #13 gives a relatively low loading ("Can you easily have a conversation on the telephone?"). We have no explanation of why question #14 should give a lower factor weighting than the others ( ?") . Note that questions #14 and #18 are of some interest as the loadings for the unaided group were somewhat lower than for the two aided groups-perhaps the explanation is that the unaided group do not relate these two questions on concentration and effort to speech understanding, but the aided groups do. The remaining questions mostly do not load on this factor. Two are recognition of person or mood by voice (#4 and #13). None of the others are concerned with situations that mention speech or voices.
F SP  "Spatial Perception"
The middle panel of Figure 7 shows the weightings for F SP . Again there is little difference between the results for the three groups. As the factor loads primarily on the Spatial questions, the factor is interpreted as being one of general spatial perception.
There are two clear sets of exceptions. The first is question #3 ("You are sitting in between two people. One of them starts to speak.
Can you tell right away whether it is the person on your left or your right, without having to look?").
Given that this question gave a mean score that was at least 1.3 points higher than all the questions that did load strongly on this factor (7.5 vs. 4.9 to 6.2) we speculate that this question is considerably easier than the others and may not relate that well. The other exceptions are questions #14, #15, and #16 (respectively, "Do the sounds of things you are able to hear seem to be inside your head rather than out there in the world?", "Do the sounds of people or things you hear, but cannot see at first, turn out to be closer than expected when you do see them?", and "Do the sounds of people or things you hear, but cannot see at first, turn out to be further away than expected when you do see them?"). As noted above, these three questions gave particularly low communalities, where we noted that they deal with topics different to the remainder of the Space questions: #14 is concerned with the externalization or internalization of sounds, and questions #15 and #16 are concerned with how well perceived distance matches one's expectations. That question #17 ("Do you have the impression of sounds being exactly where you would expect them to be?") gives a reasonably high weighting suggests that the effect is due to perceived distance rather than perceived location.
Occasional questions in the other sections gave loadings somewhat above zero on F SP , at least for some of the participant groups (e.g. Speech #14, Qualities #1, #6, #19). There is no clear pattern to any of them.
F CSI  "Clarity, Separation, and Identification"
The bottom panel of Figure 7 shows the weightings for F CSI . The factor loads primarily on the Qualities questions, but in comparison to the other two factors the loadings are generally somewhat weaker and more variable across question. Given the diversity of questions in the Qualities section it is not obvious what to name the factor, but we feel that Clarity, Separation, and Identification is fair (we prefer to avoid Qualities by itself as that is properly reserved for the section as a whole).
The factor loads reasonably highly on the first 12 questions of the Qualities section. These are concerned with the separation of sounds in various forms, recognition of sounds, distinguishing sounds, and the clarity or naturalness of sounds. Four questions do not load on it. Questions #14, #18, and #19 are concerned with effort and concentration (respectively "Do you have to concentrate very much when listening to someone or something?", "Do you have to put in a lot of 
effort to hear what is being said in conversation with others?", "Can you easily ignore other sounds when trying to listen to something?").
That these three questions do not relate to the factor prevents us from incorporating "concentration/effort" into its name. Question #17 is an entirely separate topic ("When you are a passenger, can you easily hear what the driver is saying sitting alongside you?"). These four questions also all relate to F SP and are discussed above. For some patient groups there are respectable loadings for questions in the other two sections. Some of these (e.g. Speech #2, #13; Space #14, #15, #16) were remarked-on above as being exceptions to the general patterns for F SU and F SP . The interpretation is unclear.
General Discussion
We performed factor analyses of the SSQ responses from three groups of participants: unaided, unilaterally aided, and bilaterally aided. A parallel analysis demonstrated that three factors were The top panel shows the first rotated factor, named "Speech understanding", the middle panel shows the second rotated factor, named "Spatial perception", and the bottom panel shows the rotated factor, named "Clarity, separation, and identification". clearly above chance. After oblique rotation, these three factors essentially matched the three sections of SSQ questions: one represented speech understanding, one represented spatial perception, and one represented clarity, separation, and identification. The analyses across the three groups were broadly similar. We therefore believe that the three-factor solution is reasonable. A potential fourth factor is discussed below.
The loading patterns of the three factors are particularly clear when plotted as the squares of the average factor weights across the three groups; i.e. the proportions of variance accounted for (see Figure 8 ). As there are no formal rules as to how high a proportion of variance is required to identify and separate factor loadings, we suggest a pragmatic and subjective summary based on visual inspection of Figure 8: All the speech questions except #2, #12, and #13 load on F • SU . All the spatial questions except #3, #14, #15, #16 and #17 load • on F SP . All of the qualities questions except #3, #14, #17, #18 and #19
This gives a total of 35 questions that load on the three factors. The reader is reminded that Qualities #15 and #16 were removed from the analyses at an early stage due to a relatively high number of missing responses (see Methods).
The factor analysis has already proved useful in the development of the 12-question short form of the SSQ, the SSQ-12 (Noble et al, 2013) . But it also indicates which questions do not go with the majority of the others. A potential application of this is to help guide the design of a future experiment should it be wished to add specific extra questions to the SSQ-12. For instance, the SSQ-12 includes three of the spatial questions (#6, #9, and #13). Given that all of these load on F SP to about the same extent (see Figure 8) , it would therefore be reasonable to add one of the questions that does not load on F SP rather than another one that did.
Reliability of the factor loadings
We did not conduct formal statistical significance testing of the results for two reasons: (1) the data were not normally distributed, so the assumption of normality that underpins all parametric statistical tests was not valid, and (2) we were more concerned with the magnitude of the loadings rather than whether they were statistically significantly different from zero, as it is well known that even the tiniest difference can be made statistically significant if the sample size is large enough. Nevertheless, some estimate of the reliability of the factor loadings is necessary.
One approach is to do a random split-half analysis, but we did not do this because it halves the sample sizes and the results are somewhat dependent on the particular random halving used. Instead, we applied two separate methods. First, we performed a bootstrap analysis to obtain a measure of reliability (Efron & Tibshirani, 1994) . For the unaided group, we randomly drew 386 sets of data, with replacement, from the n  386 experimental datasets. The new dataset was then subject to a factor analysis, with three obliquely rotated factors, and the resulting loadings recorded. The process was repeated to give 50 sets of loadings, for which the distributions are calculated 6 . The standard deviation of this distribution is the bootstrap estimate of the standard error of the factor loadings, and so twice this value is an approximate 95% confidence interval for the factor loading (for illustrative applications of the bootstrap to factor analysis or its sister principal-components analysis, see Lambert et al, 1991; Efron & Tibshiran, 1994, p 61-80; Ichikawa & Konishi, 1995; Zientek & Thompson, 2007; Zhang et al, 2010) 7 . The process was repeated for the unilateral and bilateral groups. We found that the mean bootstrapped confidence interval on the weights was  0.14, averaged across all 432 confidence intervals (  48 questions  3 factors  3 groups). A second measure of reliability can be found by noting that to some extent the three groups of participants effectively act as controls for each other. If the factor loadings are unreliable, then one would expect great differences across the groups. Instead, we found that the loadings from the three groups matched well: 97% of the possible differences between loadings were in the range  0.2 (97%  419 of 432, where 432  48 questions  3 factors  3 pairwise differences). Visual inspection of the three sets of loadings (Figure 7 ) demonstrates that the patterns were similar across the groups. These results broadly support the bootstrap results. We therefore argue that the factor weights are generally accurate to within  0.1 to  0.2.
A potential fourth factor: Effort and Concentration
A preliminary analysis of the data that was reported earlier gave four factors. The primary differences in method and various measures of hearing ability. It can be seen than in general the correlations: (1) with better-ear hearing loss were about  0.2 to  0.3, (2) with the interaural asymmetry of hearing level about  0.1 to  0.3, (3) with the unitary-weighted average of all 48 questions in the SSQ, SSQ 48 -taken as a very simple overall measure of hearing disability-about  0.8 to  0.9, and (4) with the unitary-weighted average of all 12 questions in the hearing-handicap questionnaire (HHQ) were about  0.5 to  0.7. In the original SSQ paper Gatehouse and Noble (2004) reported a SSQ  hearing-loss correlation of  0.5, and a SSQ  HHQ correlation of  0.6. The present correlations therefore reproduce the ordering of these two, though there was a substantially lower correlation with hearing loss.
Other divisions of the participants
The above analyses are based on dividing the 1220 participants into three broad groups of unaided, unilaterally aided, and bilaterally aided. We felt that two other divisions would be of interest, and so we repeated the analyses.
First, we divided the listeners by hearing loss, into groups of normal hearing, mild loss, moderate loss, and severe loss (defined, respectively, by criteria of  20 dB; 20-40 dB; 41-70 dB, and 71-95 dB; N  214, 439, 477, 74) (British Society of Audiology, 2011) . The factor analyses within each group were done using the same method as before, except that we forced it to give three factors instead of doing a parallel analysis. Figure 9 shows the results. It can be seen that the results were similar to those obtained above: the pattern of weights across question shown in Figure 9 is comparable to that shown in Figure 7 . The only noteworthy difference is that the pattern on the Qualities questions for the Severe group (double triangles), in comparison to the other groups, is one of higher weights on the second factor (middle row) and correspondingly lower weights for the third factor (bottom) row. That is, their reports can be fairly summarized by two main factors, on Speech and Space, but between that analysis and the present one were that the earlier one used a smaller sample, namely 1105 datasets, and all the participants were included in one analysis, rather than separating them into three separate analyses by hearing aids. Three of the factors essentially corresponded to the three factors reported here. The fourth factor was given by an equal weighting of two items, qualities #14 and qualities #18 (respectively, "Do you have to put in a lot of effort to hear what is being said in conversation with others?", "Can you easily ignore other sounds when trying to listen to something?"). It correlated at between  0.4 and  0.6 with the three main factors, at  0.3 with hearing loss in the better ear,  0.1 with the interaural asymmetry of hearing loss, at  0.7 with the average SSQ score and  0.6 with the average HHQ score. It is intriguing that items #14 and #18 were highlighted above as not loading on the main factor for the Qualities section, F CSI (see Figures 7 and 8) .
The present analyses used three factors because the parallel ana lysis demonstrated that the eigenvalues from only factors #1, #2, and #3 were found to be consistently above those of random data (see Figure  4) . The eigenvalues of factors #5 and higher were clearly below the random data and therefore can be discounted. But the factor #4 was somewhat borderline. The eigenvalues of the observed data vs. the random data for the three groups of unaided, unilateral, and bilateral participants, respectively, were 1.38 vs. 1.57, 1.63 vs. 1.44, and 1.77 vs. 1.80. In only one of these was the observed above the randomthough in the earlier analysis of 1105 people considered in one group, the corresponding values were 1.42 vs. 1.32. In the present analyses we deliberately applied the parallel-analysis criterion strictly in order to err on the side of caution. But equally we cannot rule out the fourth factor, and the experimenter who wishes to apply the parallel-analysis criterion more liberally may decide to include it.
Unitary-loaded factors
Some reviews of factor analysis note that there is often little loss of accuracy if, for all questions that load sufficiently on a factor to be included as part of it, every one is given the same loading of 1.0 instead of their actual individual loadings (e.g. Floyd & Widamen, 1995) . For present purposes, this reduces to an equally-weighted average of the questions in each of the three sections after removing those questions that do not load on the factors: 3, 4, 5, 6, 7, 8, 9, 10, 11, 14 (2) 2, 4, 5, 6, 7, 8, 9, 10, 11, 12, 13 ( 2, 4, 5, 6, 7, 8, 9, 10, 11, 12, 13 (4) Qualities plays less of an independent role. This intriguing result needs confirmation by further work. Second, we divided the listeners by interaural asymmetry, with criteria of  10 dB, 11-30 dB, and  31 dB (for essentially symmetric, partly asymmetric, and highly asymmetric; n  739, 316, 165 respectively). Figure 10 shows the results. The weights closely correspond to those shown in Figure 7 , and there were no substantial differences across groups. Note that the highly asymmetric group did not give a different pattern to the other groups on the Spatial questions.
Comparisons to the spatial hearing questionnaire
Tyler et al's (2009) Spatial Hearing Questionnaire has 24-questions that inquire about understanding speech in various situations (9 questions), hearing music clearly (3), location of various sounds in various situations (10), movement (1), and distance (1). Tyler et al reported a principal-components analysis of data from 142 cochlear-implanted listeners, with the criterion of eigenvalues  1 then varimax rotation and a total variance explained of 65%. They found three overall factors, the first, "directionality", representing all 12 of the location, movement, and distance questions, a second Figure 7 but for the participants divided by interaural asymmetry. The three groups were defined by criteria of  10 dB, 11-30 dB, and  31 dB, for essentially symmetric, partly asymmetric, and highly asymmetric (n  739, 316, 165 respectively).
representing most (nine) of the speech-understanding and hearingmusic questions and interpreted as being the more-difficult situations, and the third representing the remainder (three) of the speech and music questions, concerned with easier situations. The three factors correlated at 0.8, 0.7, and 0.6, respectively with the listeners' average score on the whole SSQ, and at 0.8, 0.6, and 0.5 with the average score on the Speech section. It is encouraging that Tyler et al's analysis gave a broad spatial factor that included, and included fairly equally too in weight, a large number of localization questions (their reported weights were all between 0.76 and 0.91). Our result was similar: many of the SSQ's spatial questions weight about the same on the Spatial Perception factor. Moreover, the various SSQ questions that do not appear in that factor are to do with internalization of sounds (#14), one's expectations of where a sound will be (#15, #16, #17), and a simple leftright discrimination (#3)-these domains are not inquired in Tyler et al's spatial hearing questionnaire. We also note that the two SSQ Speech questions that deal with very Simple listening situations (#3, listening to one person in quiet, and #13, conversation on the telephone) were not included in the Speech Understanding factor. This parallels Tyler et al's separation of more-difficult speech situations from easier.
Summary
We performed an oblique-rotation factor analysis of the SSQ responses from 1220 participants, split into three groups of participants of unaided, unilaterally aided, and bilaterally aided. We found three clear factors, essentially corresponding to the three main sections of the SSQ, and termed "speech understanding", "spatial perception", and "clarity, separation, and identification". The analyses across the three groups were broadly similar. There was partial evidence for a fourth factor, "effort and concentration". Thirty-five of the questions were included (37 if the fourth factor is included). It is suggested that the unitary-loaded scores (see Equations 2, 3, and 4) rather than the full factor scores will be sufficiently accurate for most purposes.
Notes
1. Gatehouse and Noble (2004) list 50 items. One item, however, asks specifically about the effect of hearing aids or cochlear implants (Qualities #15). It is therefore excluded from many studies that are concerned with unaided listening. 2. We encourage users of the SSQ to ensure that all questions are answered. 3. The 49 questions used by Noble et al (2013) are the 48 questions considered here, plus Qualities #17. 4. This description of the dependence of SSQ scores on hearing loss, etc. is deliberately limited, as the present paper concentrates on the factor analysis itself. We hope to publish other analyses in the future. 5. As we earlier excluded those people who did not fully complete the SSQ, none of these matrices had any missing observations. 6. Occasionally we came across what is known as the alignment problem: the factors were reported in a different order or with negative weights instead of positive (Zhang et al, 2010) . We silently corrected all of these by hand. 7. Many bootstrap applications use thousands of replications in order to obtain very accurate confidence intervals, but Efron and Tibshirani (1994, p. 52) suggested that 50 replications was often enough to get a good estimate of the standard error. Also we did not apply either the bias or acceleration corrections, mainly to simplify the calculations (Efron & Tibshirani, 1994; see Zhang et al, 2010 for their effects in bootstrapped factor analyses). Thus our estimates of the confidence intervals can only be estimates, but we contend that they are sufficiently accurate for present purposes.
