Abstract. We prove the existence and uniqueness of probabilistically strong solutions to stochastic porous media equations driven by timedependent multiplicative noise on a general measure space (E, B(E), µ), and the Laplacian replaced by a self-adjoint operator L. In the case of Lipschitz nonlinearities Ψ, we in particular generalize previous results for open E ⊂ R d and L=Laplacian to fractional Laplacians. We also generalize known results on general measure spaces, where we succeeded in dropping the transience assumption on L, in extending the set of allowed initial data and in avoiding the restriction to superlinear behavior of Ψ at infinity for L 2 (µ)-initial data.
Introduction
In this paper, we consider stochastic porous media equations (SPMEs) of the following type: dX(t) − LΨ(X(t))dt = B(t, X(t))dW (t), in [0, T ] × E, X(0) = x on E (with x ∈ F * 1,2 or L 2 (µ)), (1.1) where L is the self-adjoint generator of a sub-Markovian strongly continuous contraction semigroup (P t ) t≥0 on L 2 (µ) := L 2 (E, B(E), µ), and (E, B(E), µ) is a σ-finite measure space. Ψ(·) : R → R is a monotonically nondecreasing Lipschitz continuous function, B is a progressively measurable process in the space of Hilbert-Schmidt operator from L 2 (µ) to F First of all, let us recall some basic definitions and spaces which will be used throughout the paper (see [5, 6, 7] ). Let (E, B(E), µ) be a σ-finite measure space. Let {P t } t≥0 be a strongly continuous sub-Markovian semigroup on L 2 (µ) with self-adjoint generator (L, D(L)). The gamma-transform V r (r > 0) of {P t } t≥0 is defined by −1 e −s P s ds.
In this paper, we consider the Hilbert space (F 1,2 , · F 1,2 ) defined by
where the norm | · | 2 is defined as |f | 2 = ( E |f | 2 dµ) 1 2 . Clearly, F 1,2 ⊂ L 2 (µ) continuously and densely. In particular,
The dual space of F 1,2 is denoted by F * denote the duality between F 1,2 and F * 1,2 , define (1 − L) : F 1,2 → F * 1,2 as follows, given u ∈ F 1,2 ,
(2.1)
To show that (1 − L) : F 1,2 → F * 1,2 is well-defined, we have to prove that the right-hand side of (2.1) defines a linear continuous function on v ∈ F 1,2 with respect to · F 1,2 . But for u ∈ F 1,2 , we have for all v ∈ F 1,2 ,
Now we would like to identify F * 1,2 with its dual F 1,2 via the corresponding Riesz isomorphism R :
Proof For all u, v ∈ F 1,2 , by (2.1) we know
is the Riesz isomorphism for F 1,2 . In particular, for all u, v ∈ F 1,2 , since the Riesz isomorphism is isometric,
.
In this sense, we identify F * 1,2 with F 1,2 via the Riesz map (1 − L) 
which satisfies
the last equality holds since
1,2 densely and continuously. Therefore,
In this sense, 1 − L extends to a continuous linear map
So, applying it to u ∈ L 2 (µ) and
by (2.7) we obtain that
and |v| 2 = 1, so |(1 − L)u| V * = |u| V and the assertion is completely proved.
Thoughout the paper, let (H 1 , H 2 ) . For simplicity, the positive constants c, C, C 1 and C 2 used in this paper may change from line to line. We would like to refer [2] for more background information and results on SPMEs. 
(ii) there exists C 2 ∈ (0, ∞) satisfiying
is called strong solution to (1.1) if the following conditions are satisfied:
Theorem 3.1 Suppose (H1) and (H2) are satisfied. Then, for each x ∈ L 2 (µ), there is a unique strong solution X to (1.1) and exists
Assume further that
where c ∈ (0, ∞). Then, there is a unique strong solution X to (1.1) for all x ∈ F * 1,2 . For the proof of the above theorem, we firstly consider the approximating equations for (1.1):
where ν ∈ (0, 1). And we have the following results for (3.5).
Lemma 3.1 Suppose (H1) and (H2) are satisfied. Then, for each x ∈ L 2 (µ), there is a unique (F t ) t≥0 -adapted solution to (3.5), denoted by X ν , i.e., in particular it has the following properties,
Furthermore, there exists C ∈ (0, ∞) such that for all ν ∈ (0, 1),
In addition, if (3.4) is satisfied, there is a unique solution X ν to (3.5) satisfying (3.6) and (3.7) for all x ∈ F * 1,2 .
Proof We proceed it in two steps.
Step 1:
is equipped with the equivalent norm
Under the Gelfand triple V ⊂ H ⊂ V * , we shall prove the existence and uniqueness of the solution to (3.5) by using [12 In the following, we shall verify the four conditions of the existence and uniqueness theorem in [12, 14] .
By Lemma 2.2
By the Lipschitz continuity of Ψ and denoting k := LipΨ, the first integrand in the righthand side of the above equality is bounded by
, which is obvious because Ψ is Lipschitz and
, then by Lemma 2.2 and (2.5)
Setα := (LipΨ + 1) −1 . By assumption (H1) on Ψ, we know that
By (H2) (ii), and taking (3.10), (3.11) into account, (3.9) is dominated by
Hence weak monotonicity holds.
. By Lemma 2.2 and (2.5)
By (H2) (ii), and taking (3.13) and (3.14) into account, (3.12) is dominated by
Choosing ε small enough, −2c + 2ε 2 k 2 (1 − ν) becomes negative, which implies the coercivity.
by Lemma 2.2 and since (1 − L) −1 is a contraction, we deduce
Hence the boundedness holds.
By [12, Theorem 4.2.4] , there exists a unique solution to (3.5), denoted by X ν , which takes values in F * 1,2 and satisfies (3.6) and (3.7).
Step 2: If Ψ does not satisfy (3.4) and x ∈ L 2 (µ), the above (i), (ii) and (iv) still hold, but (iii) not in general. In this case, we will approximate Ψ by Ψ + λI, λ ∈ (0, 1).
Consider the approximating equation: 
In the following, we want to prove that X ν λ converges to the solutions of (3.5) as λ → 0. From now on, we assume the initial value x ∈ L 2 (µ). 
For α > ν, applying the operator (α − L)
to both sides of the above equation, we get 
Since Ψ is monotone, Ψ(0) = 0 and P 1 ≤ 1, we have
For the second integral on the right hand side of (3.18), since (1 − L) −1 is a contraction, one
Multiplying both sides of (3.18) by α, (3.19) and (3.20) yield that, for all t
ds.
Using the BDG inequality, we obtain
The last term of the right hand side of the above inequality can be estimated by 6E sup
Note that the first summand of the left hand side of the above inequality is finite by (3.16), since
Note that the left hand side of (3.25) is an increasing function with respect to α and
Letting α → ∞, the monotone convergence theorem implies
Furthermore, the continuity of X ν λ on L 2 (µ) follows from [9, Theorem 2.1].
Proof By Itô's formula we get that, for λ, λ ′ ∈ (0, 1) and t ∈ [0, T ],
(3.26) (3.10) implies that for the second term on the left hand side in (3.26) we have
The assumption (H2)(i) yields
Using the BDG inequality and Young's inequality, for t ∈ [0, T ], (3.26)-(3.28) imply
Since x ∈ L 2 (µ), Gronwall's lemma and Claim 3.1 imply for some constant C ∈ (0, ∞) independent of λ, λ ′ (and ν),
). This together with Claim 3.
Proof From Claim 3.2, we know that
In addition, by Claim 3.1, we have that, as λ → 0,
). This and (3.31) imply the claim. By lower semi-continuity, (3.8) follows immediately from Claim 3.1. Hence the proof of Lemma 3.1 is complete.
Based on Lemma 3.1, we shall now give the proof of our main result Theorem 3.1. The idea is to prove that {X ν } ν∈(0,1) converges to the solution of (1.1) as ν → 0. The method that we use here is similar to that in Lemma 3.1.
Proof of Theorem 3.1
First, we rewrite (3.5) as
For the function ϕ(x) = 1 2
with x ∈ F * 1,2 , Itô's formula yields 
ds.
Since L 2 (µ) is continuously embedded into F * 1,2 , Young's inequality and the Gronwall's inequality yield that there exists a constant C ∈ (0, ∞) such that, for t ∈ [0, T ] and ν ∈ (0, 1),
In the following, we will prove the convergence of {X ν } ν∈(0,1) . Applying Itô's formula to
, we get that, for all t ∈ [0, T ], Hence we can apply our Theorem 3.1 with the above generator (L, D(L)) to obtain a solution to SDE (1.1) for this L, and F 1,2 := D(E).
Remark:
(i) Our result thus in particular applies to the case where L is the fractional Laplace operator L := −(−∆) α , α ∈ (0, 1], since it is just a special case of the above (see [13, Chapter 2] ).
(ii) Similarly, using Dirichlet form theory on fractals, Theorem 3.1 applies when L is the Laplace operator on a fractal to solve (1.1) where the state space E is this fractal, (see, e.g., in [8, 11] for details).
