In this paper it is shown that, if you have two planes in the Segal-Wilson Grassmannian that have an intersection of finite codimension, then the corresponding solutions of the KP hierarchy are linked by Bäcklund-Darboux (shortly BD-)transformations. The pseudodifferential operator that performs this transformation is shown to be built up in a geometric way from so-called elementary BD-transformations and is given here in a closed form. The geometric description of elementary BD-transformations requires that one has a geometric interpretation of the dual wavefunctions involved. This is done here with the help of a suitable algebraic characterization of the wavefunction. The BD-transformations also induce transformations of the tau-function associated to a plane in the Grassmannian. They are determined explicitly for the elementary and so-called trivial BD-transformations. For the Gelfand-Dickey hierarchies we derive a geometric characterization of the BD-transformations that preserves these subsystems of the KP hierarchy. This generalizes the classical Darboux-transformations. We also determine an explicit expression for the squared eigenfunction potentials.
Introduction to the KP Hierarchy
The KP hierarchy consists of a tower of nonlinear differential equations in infinitely many variables {t n |n ≥ 1}. It is named after the simplest nontrivial equation in this tower, the Kadomtsev-Petviashvili equation: The solutions of these equations belong to a ring of functions R that is stable under the operators ∂ n = ∂ ∂tn . The form in which one presents these equations, is the so-called Lax form. This is an equality between operators in the priveleged derivation ∂ = ∂ 1 of a specific nature. For notational convenience we sometimes write x instead of t 1 and ∂ ∂x instead of ∂. The simplest way to present these equations, is to extend the ring R[∂] = { n i=0 a i ∂ i | a i ∈ R} by adding suitable integral operators to the ring. Thus it becomes possible to take the inverse and roots of certain differential operators. Consider the ring R[∂, ∂ −1 ) of pseudodifferential operators with coefficients in R. It consists of all expressions
that are added in an obvious way and multiplied according to
Each operator P = p j ∂ j decomposes as P = P + + P − with P + = j≥0 p j ∂ j its differential operator part and P − = j<0 p j ∂ j its integral operator part. We denote by Res ∂ P = p −1 the residue of P . An operator L ∈ R[∂, ∂ −1 ) of the form
is called a Lax operator. We say that a Lax operator satisfies the KP hierarchy if and only if it satisfies the system of equations
called the Lax equations for L. These Lax equations are equivalent to the following infinite set of equations, which are called the Zakharov-Shabat equations:
Hence both (1.3) and (1.4) can be seen as the compatibility equation of the linear system Lψ = zψ and ∂ n (ψ) = (L n ) + (ψ) (1.5) Notice that the equation (1. 3) has at least the trivial solution L = ∂ and for this solution (1.5) becomes ∂ψ = zψ and ∂ n ψ = z n ψ for all n ≥ 1.
Hence, the function γ(t) = exp( i≥1 t i z i ) is a solution. The space M of so-called oscillating functions is a space for which we can make sense of (1.5) and that can be seen as a collection of perturbations of this solution. It is defined as M = {( j≤N a j z j )e t i z i | a i ∈ R, for all i}.
Expressing e t i z i in terms of the elementary Schur functions, i.e.,
one notices that the product
is still formal. To make sense of this expression as an infinite series in z and z −1 , the coefficients ∞ k=0 a ℓ−k p k for all ℓ ∈ Z have to be well defined functions of t = (t n ). In that light it is natural to have a context such that for each element t j≤N |a j (t)| 2 < ∞ and
Such a context has been given in [22] and will be considered in section 2.
The space M becomes a R[∂, ∂ −1 )-module by the natural extension of the actions b{( j a j z j )e t i z i } = ( j ba j z j )e t i z i ∂{( j a j z j )e t i z i } = ( j ∂(a j )z j + j a j z j+1 )e t i z i .
It is even a free R[∂, ∂ −1 )-module, since we have
An element ψ in M is called an oscillating function of type z ℓ , if it has the form ψ(z) = ψ(t, z) = {z ℓ + j<ℓ α j z j }e t i z i .
(1.6)
The fact that M is a free R[∂, ∂ −1 )-module, permits you to show that each oscillating function of type z ℓ that satisfies (1.5) gives you a solution of (1.3) . This function is then called a wavefunction of the KP-hierarchy. Notice that we can write ψ(z) = P (∂)e t i z i . It is not difficult to see that the equations (1.5) for L = P ∂P −1 are equivalent to the Sato-Wilson equations for P :
Besides the space of oscillating functions M it is also convenient to have at one's disposal its "adjoint" space M * consisting of all formal products { j≤N a j z j }e − t i z i , with a j ∈ R for all j.
The ring R[∂, ∂ −1 ) acts as expected on M * by the natural extension of the actions b{( j a j z j )e − t i z i } = ( j ba j z j )e − t i z i ∂{( j a j z j )e − t i z i } = ( j ∂(a j )z j − j a j z j+1 )e − t i z i .
This is also a a free R[∂, ∂ −1 )-module, since we have
There is a bilinear pairing R : M × M * → R defined as follows: if φ = φ(t, z) = ( j a j (t)z j )e t i z i belongs to M and ψ = ψ(t, z) = ( k b k (t)z k )e − t i z i is an element of M * , then we put
which is clearly a finite sum and hence belongs to R. On R[∂, ∂ −1 ) we have an anti-algebra morphism called taking the adjoint. The adjoint of P = p i ∂ i is given by
There is an important connection between the bilinear form R and taking the adjoint. Theorem 1.1 Let φ(t, z) = P (t, ∂)e t i z i ∈ M and ψ(t, z) = Q(t, ∂)e − t i z i ∈ M * , then (P (t, ∂)Q(t, ∂) * ) − = R(φ(t, z), ∂ −1 • ψ(t, z))
R(φ(t, z), ∂ n ψ(t, z) ∂x n )(−∂) −n−1 .
(1.8)
Proof. The proof consists of showing, by a direct computation, that the coefficients of ∂ −n−1 on both sides of (1.8) are equal. Let P = j a j ∂ j and let Q = k b k ∂ k . First we compute the coefficient R(φ(t, z), ∂ n ψ(t,z) ∂x n ). Since
we get that R(φ(t, z), ∂ n ψ(t, z)
On the other hand we have
Hence the coefficient of ∂ −n−1 , n ≥ 0, equals
This proves the claim in the theorem. If φ = P (t, ∂)e t i z i is an oscillating function of type z ℓ , then we call φ * = P (t, ∂) * e − t i z i in M * the adjoint of φ. It is a dual oscillating function of type z −ℓ . The foregoing theorem shows that for all n ≥ 0
This property even characterizes φ * among the dual oscillating functions of type z −ℓ . For, if ψ = Q(t, ∂)e − t i z i ∈ M * is such a function satisfying (1.9) with φ * replaced by ψ, then we have according to the theorem
In other words, Q = (P * ) −1 and ψ = φ * . We will use this criterion later on and therefore we resume it in a 
If ψ ∈ M is a wavefunction for the KP hierarchy, then its adjoint ψ * satisfies a similar set of linear equations, viz.,
where L * = (P ∂P −1 ) * = (P * ) −1 (−∂)P * . The first of these equations is a direct consequence of the definition for
The second follows from the Sato-Wilson equations for P . By taking the adjoint of relation (1.7) we get
Since ∂ n (P * −1 ) = −P * −1 ∂ n (P * )P * −1 , these equations combine to give
As we have that
which is exactly the second equation of (1.10). Reversely, if the adjoint of an oscillating function of type z ℓ satisfies the equations in (1.10), then ψ is a wavefunction of the KP hierarchy. The equations in (1.10) namely imply equation (1.11) and by taking the adjoint of it, we get the Sato-Wilson equations for P . In the present context, where the splitting of the oscillating functions in the exponential factor e t i z i and a factor that has at most a pole at infinity is a formal affair. One also does not have at one's disposition the famous bilinear identity (see [9] ): 12) to characterize the oscillating functions ψ of type z ℓ that are wavefunctions for the KP hierarchy. We will see in the next section that the relation (1.12) makes sense in the convergent setting of Segal and Wilson. Another item in the theory of the KP hierarchy is the tau-function τ (t) := τ ((t i )). It was introduced by the Kyoto school, see [9] , and relates to the wavefunction ψ and its adjoint wavefunction ψ * by the formula's 13) where
In the general set-up of the oscillating functions its existence is by no means clear, but in the Segal-Wilson context such a τ exists. In order that the right-hand sides of the equations (1.13) are in M resp. M * , there should hold the Taylor formula for τ . By applying this to (1.13) we get for all first order derivatives of τ
(1.14)
From this formula we see that if there are 2 tau-functions satisfying (1.13), then their quotient is independent of the variables (t i ). If a wavefunction ψ of the KP hierarchy posesses a function τ satisfying (1.13) and if the bilinear form (1.12) makes sense, then this gives the following bilinear identity for the KP tau-functions:
The Segal-Wilson Grassmannian
An analytic approach to construct wavefunctions of the KP-hierarchy is considered in [22] . Segal and Wilson consider the Hilbert space
with decomposition H = H + ⊕ H − , where
a n z n ∈ H} and H − = { n<0 a n z n ∈ H} and inner product < · | · > given by
To this decomposition is associated the Grassmannian Gr(H) consisting of all closed subspaces W of H such that the orthogonal projection p + : W → H + is Fredholm and the orthogonal projection p − : W → H − is Hilbert-Schmidt. The connected components of Gr(H) are given by
Each of these components is a homogeneous space for the group Gl 
equiped with the uniform norm. These groups are nested in a natural way and the inductive limit is denoted by Γ + . The groups Γ + (N ) act by multiplication on H and this gives a continuous injection of Γ + (N ) into Gl res (H). The commuting flows from Γ + (N ) lead to wavefunctions of the KP hierarchy for which the product in (1.6) is real and not formal. Now we take for R the ring of meromorphic functions on Γ + (N ) and for ∂ n the partial derivative w.r.t. the parameter t n of Γ + (N ). For each W ∈ Gr (ℓ) (H), let Γ W + (N ) be given by
In a similar way as in [22] , one shows that Γ W + (N ) is nonempty. For γ ∈ Γ W + (N ), let P W (t, z) be z ℓ times the inverse image of 1 under the projection p + : γ −1 z −ℓ W → H + . Then we associate to W an oscillating function ψ W (t, z) = P W (t, z)e ∞ i=1 t i z i of type z ℓ , which has the properties that it is defined on a dense open subset of Γ + (N ) and that its boundary value at |z| = 1 belongs to W . Moreover, it is known that the range of ψ W spans a dense subspace of W . A crucial property of the elements γ(t) in this dense open subset of Γ + (N ) is that
By exploiting this property, one shows that ψ W is a wavefunction for the KP hierarchy. Hence, if we write
is a solution of the KP-hierarchy. Each component of Gr(H) generates in this way the same set of solutions of the KP-hierarchy, so it would suffice, as is done in [22] , to consider only Gr (0) (H). However, we need to consider here all components. res (H) introduced above. On Gr * (H) we consider however the commuting flows that are the adjoint of the ones on Gr(H). Namely, for each N > 1, we take the group
and as the analogue of Γ W + (N ) we take here
One verifies directly that
In particular it is a non-empty open dense subset of Γ − (N ). Now we can repeat the construction of the wavefunction ψ W with W ∈ Gr(H) replaced by W ⊥ ∈ Gr * (H) and Γ + (N ) by Γ − (N ), thus we obtain a function ψ W ⊥ of the form
Here α ℓ−1 = 1 and g(r) belongs to Γ W ⊥ − (N ). For all such g(r) the boundary value of ψ W ⊥ on |z| = 1 belongs to W ⊥ . This last property also holds for
Since the boundary value on |z| = 1 belongs to W , we get for all γ(t) ∈ Γ W + (N ) and all g(r) ∈ Γ W ⊥ − (N ) the equality
Recall that the innerproduct is also equal to
In other words ψ W ⊥ (γ(−s, z)) is a dual oscillating function on M * of type z 1−ℓ . If we substitute this into formula (2.2) and we put s k = t k for all k ≥ 1, then we obtain from (2.1) for all n ≥ 0
) satisfies the requirements in Lemma 1.1 and we can say
A consequence of this theorem is that the adjoint wavefunction of a wavefunction of the Segal-Wilson class, falls again in this class. This is by no means obvious from the defining formula. Moreover, we can give a meaning to the bilinear formula for the Segal-Wilson wavefunctions , viz., for all relevant t and s one has
We can use the fact that the boundary values of ψ W (t, z) on |z| = 1 are lying dense in W and that the boundary values of ψ W (s, z) at |z| = 1 also belong to H to characterize inclusions inside Gr(H). This gives you so-called modified equations. There holds namely , with w − a HilbertSchmidt operator and w + − Id a trace class operator. Then P ℓ is a natural way a fibre bundle over Gr (ℓ) (H) with fiber the group
To lift the action of GL (0) res (H) on Gr (ℓ) (H) to one on P ℓ , one has to pass to an extension Gl of Gr (ℓ) (H). It is defined by
This group acts by w → gwq −1 on P ℓ . The elements of both Γ + (N ) and Γ − (N ) embed in a natural way into Gl through
This we assume through this paper. For each w ∈ P ℓ , we define τ w : Gl → C by
If t belongs to T ℓ , then there holds τ w•t = det(t)τ w . 
Property (a) was shown in [22] and the relation in (b) is the combination of theorem 1.1 and the computations in [10] . This theorem shows that in the Segal-Wilson setting we have the equations in (1.13).
Elementary Bäcklund-Darboux Transformations
In this section we want to consider a certain type of Bäcklund-Darboux transformations the so-called elementary ones. For some literature on Bäcklund-Darboux transformations we refer the reader to [2] , [5] , [15] , [17] and [18] . Let ψ be a wavefunction of type z ℓ , not necessarily in the Segal-Wilson setting. Like in [17] and [18] , we define elementary Bäcklund-Darboux transformations that produce new wavefunctions of type z ℓ±1 . For q, r ∈ R, one considers the first order differential operators q∂q −1 and r −1 ∂r. An obvious question now is: When are q∂q −1 ψ and r −1 ∂ −1 rψ again wavefunctions? The answer is given by the following theorem. But first notice that r −1 ∂ −1 rψ is well and uniquely defined. If ψ = P (z)e t i z i = P (∂)e t i z i , then
Theorem 3.1 Let ψ be a wavefunction of type z ℓ and let ψ * be its adjoint wave function. Then the following holds: (a) Let q and r ∈ R satisfy 
(resp. r
We say that q (resp. r) is an eigenfunction (resp. adjoint eigenfunction) of the Lax operator L if it satisfies (3.1) (resp. (3.2)).
Recall that there is a unique pseudodifferential operator P such that ψ = P (e t i z i ). It has the form
which satisfies the Sato-Wilson equation (1.7). Let τ q (resp. τ r ) be the tau-function corresponding to q∂q −1 ψ (resp. r −1 ∂ −1 rψ), by using formula (1.13) one easily deduces that
Next we consider the operators P q and P r defined by
To Prove part (a) of Theorem 3.1, one has to show that the P q and the P r also satisfy the Sato-Wilson equations. To do so, we need some properties of the ring R[∂, ∂ −1 ) of pseudodifferential operators with coefficients from R. We resume them in a lemma 
Since the proof of this lemma consists of straightforward calculations, we leave this to the reader. Now we can show Proof. If we denote ∂ ∂tn by ∂ n , then we get for P q = q∂q −1 P that
Now we apply successively the identities from Lemma 3.1 to the first operator of the right-hand side
On the other hand
Thus we see that, if ∂ n (q) = (L n ) + (q), the operator P q satisfies the Sato-Wilson equation
For P r , we proceed in a similar fashion
Now we successively apply Lemma 3.1 (g) and (c) and (1.7) to the first term of the right hand side of this equation
Since ∂ n (r) = −(L n ) * (r), we see that the last two terms cancel ∂ n (r −1 ∂r)r −1 ∂r and thus we have obtained the Sato-Wilson equation for P r
This concludes the proof of Proposition 3.1. Thus the proof of part (a) of Theorem 3.1 has been completed. To prove part (b), we first calculate
=0 for all n = 1, 2, . . . . So we conclude that q 1 = λq 2 for a certain λ ∈ C. Uniqueness for r follows analogously. This finishes the proof of Theorem 3.1. Suppose now q∂q −1 ψ and r −1 ∂ −1 rψ are again wavefunctions, but q is not an eigenfunction and r is not an adjoint eigenfunction. Since P q and P r satisfy the Sato-Wilson equation,
and thus
Let again B ℓ = (L ℓ ) + , and write down the compatibility conditions for q, i.e.,
and a similar relation with n and ℓ interchanged, so we find
Because the Zakharov-Shabat equations (1.4) hold for the B ℓ 's and f m is independent of x = t 1 one finds that
and hence if it is possible to integrate to all times t j one can find a function F (t) such that
A similar argument holds for r. So we have under certain conditions, viz. certain integrability of functions, shown that one can find an eigenfunctionq (resp. adjoint eigenfunctionr) which produces the same elementary Bäcklund-Darboux transformation, i.e.
We will show that in the Segal-Wilson case the above conditions are satisfied. In that case we will explicitly construct the (adjoint) eigenfunctionsq andr. Clearly the Bäcklund-Darboux operators of Theorem 3.1 are invertible. Moreover, we prove the following useful lemma.
Lemma 3.2 Let q, r ∈ R, then q (resp. r) satisfies (3.1) (resp. (3.2)) if and only if
Proof. Suppose (3.1) holds, then
The second equation of this Lemma is proven in a similar fashion.
Trivial Bäcklund-Darboux Transformations
Besides the elementary Bäcklund-Darboux transformations one also has trivial Bäcklund-Darboux transformations. These transformations do not change the Lax operator L. They consist of multiplying a wavefunction with a function of the form
If ψ(t, z) = P (t, ∂)e i t i z i is a wavefunction of type z ℓ , then
is the new wavefunction of type z k+ℓ . Its adjoint wavefunction is of the form
Since all r j 's are constants, this does not change the form of L, but it clearly changes the tau-function. Rewrite R(z) as in (4.1) as follows
which suggests that τ R (t) := τ (t)e ∞ j=1 q j t j is the to ψ R corresponding tau-function. We will show this in the Segal-Wilson context. First of all, one notices that the multiplication by z k does not change the tau-function. Hence we may assume that k = 0 and we consider the action of
Hence its action on w =
Then the tau-function corresponding to ρW , where W = Im(w),
Since γ −1 and ρ commute we have the relation αa = aα + bβ or equivalently αaα
so that we see that the operator αaα −1 a −1 is of the form "identity + trace-class" and hence has a determinant. Thus we get for the tau-function of ρW that
.
Hence we merely have to show that
is the required function. This we will prove in a few steps. First one notices that if
Likewise one shows for γ
Hence if we put ρ i = exp(−
B is continuous in α, so that we get
and thus we merely have to prove the formula for ρ i . If
As B is also continuous and multiplicative in a, we end up with the formula
Therefore we only have to prove the formula for ρ = ρ i and γ = γ j . Clearly the map q i → B(α i , a j ) defines a continuous morphism χ (j)
i from C to C × and therefore it has the form
for some β ij ∈ C, depending on γ j . Likewise the map t j → B(α i , a j ) defines a continuous morphism φ
j from C to C × that can be written as
for some α ij ∈ C, depending on ρ j . Hence we can say that for all i ≥ 1 and j ≥ 1
The {a ij } can easily be determined by computing the lowest non-trivial term in B(α i , a j ). Since
we see that only Tr(α 
Geometrical Interpretation of Bäcklund-Darboux Transformations
In this section we want to interpret the trivial and elementary Bäcklund-Darboux transformations on the Segal-Wilson Grassmannian. As in section 2 we consider the flows in Γ + (N ). First consider the trivial transformations. Let ψ W be a wavefunction of type z ℓ , corresponding to W ∈ Gr (ℓ) (H). Then clearly multiplication by
Since this has to be a Segal-Wilson wavefunction of type z k+ℓ , we have to assume that
It is then straightforward to see that ψ R is the wavefunction corresponding to R(z)W ∈ Gr (k+ℓ) (H), hence the trivial Bäcklund-Darboux transformation maps W into R(z)W .
Next consider the elementary Bäcklund-Darboux transformations. The following consequence of Theorem 3.1 is more or less well known (see e.g. [10] and [2] ). 
From the Sato-Wilson equations one deduces directly that for all n ≥ 1,
This shows the first part of the claim. Consider the following subspace in Gr(H):
W q = the closure of Span{ψ q (t, z)}.
The inclusions between the spaces W and W q follows from the first relation of (3.5) and the fact that the values of a wavefunction corresponding to an element of Gr(H) are lying dense in that space. Since for a suitable γ in Γ + (N ) the orthogonal projections of γ −1 W q on z ℓ H + resp. γ −1 W on z ℓ+1 H + have a one dimensional kernel, one obtains the codimension one result. For the inclusions between the spaces W and W r we consider the adjoint wavefunctions ψ * W = P * −1 W e − t i z i and ψ * r = −r∂r −1 ψ * W . Since the complex conjugate zψ * W (t, z) of zψ * W (t, z) corresponds to the space W ⊥ , the same argument as before shows the codimension 1 inclusion:
Hence ψ r (t, z) corresponds to W r = the closure of Span{ψ r (t, z)}. This concludes the proof of the corollary. Now suppose we are in the situation of the above Corollary. Let s(z) ∈ W ∩ W ⊥ q , then W q = {w ∈ W | < w|s(z) >= 0} and
Hence,
Since both q(t) and < ψ W (t, z)|s(z) > are eigenfunctions of L that define the same Bäcklund-Darboux transformation, one deduces from Theorem 3.1 that
Now notice two things. First that we can also replace s(z) ∈ W ∩ W q bys(z) = s(z) + t(z) with t(z) ∈ W ⊥ . And next that if ∂ + u is a Bäcklund-Darboux transformation which maps W into a subspace U , then for s(z) ∈ W ∩ U ⊥ , q(t) =< ψ W (t, z)|s(z) > gives the eigenfunction such that ∂ + u = q∂q −1 . For the adjoint Bäcklund-Darboux transformation, one takes t(z) ∈ W ⊥ ∩ W r , then W ⊥ r = {w ∈ W ⊥ | < t(z)|w >= 0}, < zψ * W (t, z)|t(z) >= 0 and in a similar way as for q one obtains that
Again it is obvious that we can replace t(z) byt(z) = s(z) + t(z) with s(z) ∈ W and that this construction gives the adjoint eigenfunction. So we conclude that one has a geometric interpretation for the elementary Bäcklund-Darboux transformation. It has its origin on the Segal-Wilson Grassmannian, viz., 
The next step in analyzing the situation in Gr(H) from proposition 5.1,
is to determine the tau-function corresponding to W q resp. W r and their relation to that of W . Let q(t)∂q(t) −1 (resp. −r(t)∂r(t) −1 ) act on the wavefunction ψ W (t, z) (resp. adjoint wavefunction ψ * W (t, z) and compare this with ψ q (t, z) (resp. ψ * r (t, z)). We thus obtain
Comparing the coefficients of z we find that
This suggests the following relations
with λ, µ ∈ C × . Since the tau-function of a plane W in Gr(H) is only determined up to a constant, one may assume that the constants λ and µ are equal to 1. We will carry out the computations for W r . Then that for W q is an easy consequence of it. As above let t(z) ∈ H be such that
If w : z ℓ H + → W is in P ℓ , then we can extend it to an embedding w r : z ℓ−1 H + → W r by putting w r (z ℓ−1 ) = t(z) and w r (f ) = w(f ) for f ∈ z ℓ H + . Then w r belongs to P ℓ−1 . Next we decompose w r with respect to H = z ℓ H + ⊕ Cz ℓ−1 ⊕ (z ℓ−1 H + ) ⊥ and w with respect to We do the same with the operator γ −1 from Γ + (N ). This gives you respectively
Before computing τ wr , we notice that
is a 1-dimensional operator of zero-trace. Hence we have det
so that it suffices to compute the projection of γ −1 w r a ++ 0 0 1
As A is equal to (γ −1 wa −1 ++ ) + and γ is chosen such that this operator is invertible, we can decompose A β α δ as follows
From this we see that
Hence we merely have to show that r(t) = δ − αA −1 β. We know that g(r) = γ(−t) * with γ(t) ∈ Γ W + (N ) and thus we get
By definition one hasψ
Therefore, if β = k≥ℓ β k (t)z k , then the expression for r(t) becomes
From the computation ofψ W ⊥ in [10] , we see that, if αA −1 (z k−1 ) = α k z ℓ−1 for all k ≥ ℓ, then ψ k (γ(−t) * ) = −α k . In other words, there holds r(t) = δ − αA −1 β.
Next we treat the case W q ⊂ W and dim(W/W q ) = 1. Let s(z) ∈ W be such that W q = {w ∈ W | < w|s(z) >= 0} and q(t) =< ψ W (t, z)|s(z) >. Let w 0 ∈ P ℓ+1 be such that w 0 (z ℓ+1 H + ) = W q , then w = (w 0 s(z)) belongs to P ℓ and w(z ℓ H + ) = W . According to the foregoing result, we have
In particular, one has the relations
so that we may conclude
According to Lemma 3.2 r −1 satisfies
like q. Hence by Theorem 3.1 we may conclude that q(t) = λr(t) −1 with λ ∈ C × . We resume the forgoing result in the form of a theorem. 
Squared Eigenfunction Potentials
Let q be an eigenfunction and r be an adjoint eigenfunction of the KP Lax operator L.
For such a pair of (adjoint) eigenfunctions Oevel [17] showed that there exists a function Ω(r, q) called the squared eigenfunction potential, which satisfies
This potential was described in [15] and [7] (see also [17] and [18] ). A special case of (6.1) is the case that k = 1, i.e. t 1 = x, then ∂Ω(r, q) ∂x = qr. Equation (6.1) determines Ω uniquely upto a shift by a constant. The expressions ∂ −1 rψ and ∂ −1 ψ * q are special squared eigenfunction potentials. Notice that they are uniquely defined. We now want to find an explicit expression for these specific potentials in the Segal-Wilson setting. Since
and
We can also express them in s(z). Let q(t) =< ψ W (t, z)|s(z) >, and r(t) =< ψ * W (t, z)|zs(z) >, then ∂ −1 rψ and ∂ −1 ψ * q are equal to
respectively. Next let W ∈ Gr (ℓ) (H), then, since ψ W (t, z) and ψ * W (t, z) satisfy (1.13) we find the following expressions for these squared eigenfunction potentials (see also [4] ).
where
is the vertex operator for the KP hierarchy.
This vertex operator expresses the action of the Lie algebra gl ∞ , see [14] for more details. The results of this section, will be used in the following section on geometric Bäcklund-Darboux transformations.
Geometric Bäcklund-Darboux Transformations
We can of course take the converse of the procedure of section 5 and use the geometry to construct elementary Bäcklund-Darboux transformations, viz as follows: Theorem 7.1 Let W ∈ Gr(H) with τ W its tau-function, ψ W its wavefunction and ψ * W its adjoint wavefunction. Let s(z) ∈ H, then q(t) =< ψ W (t, z)|s(z) > is an eigenfunction and r(t) =< s(z)|zψ * W (t, z) > is an adjoint eigenfunction and the corresponding elementary Bäcklund-Darboux transformations q∂q −1 and r −1 ∂ −1 r give new tau-and wavefunctions τ Wq (t) = q(t)τ W (t), τ Wr (t) = r(t)τ W (t), ψ q = q∂q −1 ψ W , ψ r = r −1 ∂ −1 rψ W and adjoint wave functions ψ
We now want to generalize the situation of the previous Theorem. Assume that is given the plane W ∈ Gr (ℓ) (H) with wavefunction ψ W (t, z) and adjoint wavefunction ψ * W (t, z). We want to determine the Bäcklund-Darboux transformation BD(V, W ) that maps ψ W (t, z) to ψ V (t, z). We restrict ourselves to the case that BD(V, W ) is a finite product of elementary Bäcklund-Darboux transformation, i.e., to the case that V ∩ W has finite codimension inside both V and W . Of course one has that if ψ W (t, z) = P W (∂)e t i z i and ψ V (t, z) = P V (∂)e t i z i , that BD(V, W ) = P V (∂)P W (∂) −1 . But we assume that the wavefunction and its adjoint are only given for W and not yet known for V .
We first start with two special cases of planes V and W , viz., V ⊂ W and W ⊂ V . First consider the former case and assume that V has codimension n inside W . So we can find n independent functions in W ∩ V ⊥ , say w 1 , w 2 , . . . , w n . It is straightforward that BD(V, W ) is the product of n elementary Bäcklund-Darboux transformations of the form q j ∂q −1 j . Hence, BD(V, W ) = n k=0 a k ∂ k with a k ∈ R and a n = 1, i.e. is a differential operator of order n with leading coefficient equal to 1. Thus, ψ V = n k=0 a k ∂ k ψ W ∂x k and since < ψ V |w j >= 0 for all j = 1, 2, . . . , n, we find that
Using Cramer's rule one thus finds the following expressions for the a k 's:
is a Wronskian determinant and
This is in fact a generalization of a result of Crumm [8] . Following [17] , we give a short notation for this Bäcklund-Darboux transformation BD(V, W ), viz., 
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The determinant (7.3) must be seen as a formal expansion with respect to the last row vector, collecting all minors left of the differential symbols ∂ k . It is obvious that the Bäcklund-Darboux transformation BD(V, W ) does not depend on the choice of basis of the linear space W ∩ V ⊥ . It is also obvious that one can even add elements of W ⊥ to the w k 's.
We now want to determine the inverse of this Bäcklund-Darboux transformation BD(V, W ). We immitate the proof of the Lemma in [19] . Let b k , 1 ≤ k ≤ n be the solution of the linear system
To show this we use the fact that for
and calculate
Again one has a short notation for
In ( 
Using Cramer's rule again one obtains the following expression for the a k 's:
) with respect to the last column collecting all minors on the right of the < ψ * W |v † k > ∂ −1 symbols. Again also in this case it is clear that everything is independent from the choice of basis of W ⊥ ∩ V .
We now use the results of the previous two cases to determine the Bäcklund-Darboux transformation BD(V, W ) in the more general case that V ∩ W has codimension m in V and codimension n in W . Let 
is a pseudodifferential operator of order n − m with leading coefficient equal to 1 (notice that this is a n−m if n ≥ m). Since BD(V, W )ψ W belongs to V it must be perpendicular to w 1 , w 2 , . . . , w n , which gives the restriction Now if n ≥ m, the equations (7.10) determine BD(V, W ), since a n−m = 1. However, if n < m then (7.10) is equal to
and we need some more information. We also know that BD(V, W ) is a pseudodifferential operator of order n − m with leading coefficient equal to 1. This leads to the extra restrictions.
Then (7.12) and (7.13) determine BD(V, W ) uniquely. Using Cramer's rule we can determine in the case that n ≥ m from (7.10) and in the case that m > n from (7.12) and (7.13) the coefficients a i of BD(V, W ). We thus obtain
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The matrix appearing in (7.15) is an n × n-matrix if n ≥ m and an m × m-matrix if n < m. The matrix appearing in (7.16) is an n + 1 × n + 1-matrix if n ≥ m and an m × m-matrix if n < m. The determinant appearing in (7.16) is the formal expansion with respect to the (n + 1)-th row putting all the minors to the left of the ∂ symbols. Finally we want to calculate the inverse of BD(V, W ) or rather the adjoint of the inverse. First notice that
From the first line of (7.17) we deduce that
and from the second line that
Using the fact that BD(V, W ) * −1 is an (m − n)-th order pseudodifferential operator with leading coefficient (−1) m−n we obtain that for 1
if m ≥ n and that if m < n 20) hence the adjoint of this operator is
We now want to calculate τ V . In order to do that we write BD(V, W ) as product of n + m elementary Bäcklund-Darboux transformations
Then from Theorem 7.1 we deduce that for k ≤ m
and that for k > m
From which we deduce that (upto a scalar multiple)
Notice that all the above considerations are independent of the choice of bases of V ∩ W ⊥ and V ⊥ ∩ W . Thus we have proven the main theorem of this paper Theorem 7.2 Let V ∈ Gr (k) and W ∈ Gr (ℓ) be such that V ∩ W has codimension m in V and codimension n in W (hence k − m = ℓ − n) and let ψ W , ψ * W and τ W be the to W corresponding wave-, adjoint wave-and tau-function. Then the corresponding Bäcklund-Darboux transformation is equal to (cf. (7.15) , (7.16) 
and its inverse is equal to
where S(C, v) = ∂ −1 (< B|v > C) is defined in (6.2) and S(A, v, w) in (7.11 ).
Bäcklund-Darboux Transformations for the Gelfand-Dickey Hierarchy
In this section we want to consider the elementary Bäcklund-Darboux transformations for the Gelfand-Dickey hierarchies. It is well-known that these correspond to the n-
) and hence z n W ⊂ W . We now want to determine which vectors s ∈ W we can choose such that W s = {w ∈ W < w|s >= 0} also satisfies z n W s ⊂ W s . We will first prove the following Lemma. 
Now assume that (8.1) holds, then for every v ∈ W ′ s one has < z n v|s(z) >=< v|z −n s(z) >= λ < v|s(z) >= 0,
So it suffices to assume that W = W ′ and that s(z) ∈ W satisfies (8.1). Let
then (see e.g. [21] ) W = ∞ k=0 z kn U , so we write
Since (z −n − λ)s(z) ∈ W ⊥ , one obtains that u k+1 = λu k for k = 0, 1, . . . and hence,
(λz) kn u 0 with u 0 ∈ U and λ ∈ C.
must be finite, we must choose |λ| < 1.
and hence one obtains that t(z) ∈ W ⊥ which gives the correct Bäcklund-Darboux transformation is
nk z −n u 0 , with u 0 ∈ U and λ ∈ C, |λ| < 1.
We thus have proven the following theorem
new wavefunction defined by the elementary Bäcklund-Darboux transformation that maps
with u 0 ∈ U and λ ∈ C, |λ| < 1.
Next we want to give the geometrical interpretation (in terms of the Segal-Wilson Grassmannian) of the classical Darboux transformation of an n-th Gelfand-Dickey Lax operator L n .
The classical Darboux transformation consists of factorizing an n-th order differential operator Q = RS, with R and S differential operators of order r, s, respectively, with r + s = n, and then exchanging the place of the factors, i.e., defining a new differential operator Q ′ = SR. We assume that Q = L n is a Gelfand-Dickey operator and we want that Q ′ is again a Gelfand-Dickey operator. Let
hence the vectors w 1 (z), w 2 (z), . . . , w s (z) ∈ W , that define the Bäcklund-Darboux transformation S, must be perpendicular to z n W and thus must belong to U , defined by (8.2). We thus have proven
W . The classical Darboux transformation of the Gelfand-Dickey differential operator Q = L n , consists of choosing s (0 < s < n) linearly independent vectors v j ∈ U (U defined by (8.2) ), such that
Then Q ′ = SQS −1 is again a Gelfand-Dickey differential operator.
9 From KP to the 1-Toda Lattice Hierarchy
The 1-Toda lattice hierarchy, as described in [1] (see also [3] and [11] ) is the set of deformation equations (Lax equations)
for infinite matrices
2) depending on t = (t 1 , t 2 , . . . ) where ∂ n = ∂/∂t n and where ǫ k ∈ C × , a i = k∈Z a i (k, t)E kk is an infinite diagonal matrix. Here A + refers to the upper-diagonal part of the matrix A, inclusing the diagonal. We denote by A − = A − A + . For notational covenience we write Λ = ǫ k∈Z E k,k+1 ǫ −1 with ǫ = k∈Z ǫ k E kk . To the problem (9.1) one associates wavevectors Ψ(t, z) and adjoint wavevectors Ψ * (t, z),
which satisfies
Here A T stands for the transposed of the matrix A, χ(z) is the infinite column-vector χ(z) = (z n ) n∈Z and
Notice that in this situation L = P (t, Λ)ΛP (t, Λ) −1 . We can formulate the 1-Toda lattice hierarchy in an other way, viz. as follows (see also [1] ):
which is equivalent to (9.6). Next we write the oscillating functions ψ n (t, z) and oscillating function ψ * (t, z) in terms of pseudodifferential operators.
Using Lemma 9.1(b), one deduces from (9.6) for n = m that Q * = P −1 and hence ψ * n (t, z) is the adjoint oscillating function of ψ n (t, z). Since they satisfy (9.6) for n = m, ψ n (t, z) (resp. ψ * n (t, z)) must be a KP wavefunction (resp. adjoint wavefunction). To prove the converse we use the bilinear identity (9.7) which is equivalent to (9.6) . Denote
then using part (a) of Lemma 9.1, we deduce from (9.7) with s = t that (P (t, Λ)Q(t, Λ) T ) − = 0 and hence
Next differentiate (9.7) to t n , then
Putting s = t we deduce from this, using (9.8) and the Lemma 9.1 that
which is the Sato-Wilson equation for the 1-Toda lattice hierarchy. Differentiate L(t, Λ) = P (t, Λ)ΛP (t, Λ) −1 to t n , then using this Sato-Wilson equation one shows easily that L satisfies (9.1). As a consequence of the proof of Proposition 9.1 one has the Sato-Wilson equation
Now return to the Segal-Wilson setting, then part (b) of the above proposition tells us that the planes W n ∈ Gr (n) (H) related to ψ n form an infinite flag, in fact one has two infinite flags
So starting with one plane W ∈ Gr (n) (H), with wavefunction ψ W (t, z), adjoint wavefunction ψ * W (t, z) and tau-function τ W , we can apply recursively Bäcklund-Darboux transformations and adjoint Bäcklund-Darboux transformations to construct a whole flag of spaces. To be more precise: Proposition 9.2 Let W ∈ Gr (n) (H), with wavefunction ψ W (t, z), adjoint wavefunction ψ * W (t, z) and tau-function τ W and let w n , w n+1 , w n+2 , . . . be an ordered Hilbert basis of W and let w n−1 , w n−2 , w n−3 , . . . be an ordered Hilbert basis of W ⊥ , then the spaces 
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Moreover the vector Ψ(t, z) = (ǫ n ψ n (t, z)) n∈Z is a wavevector and Ψ * (t, z) = (ǫ −1 n zψ * n+1 (t, z)) n∈Z is its adjoint wavevector of the 1-Toda lattice hierarchy.
The proof of this proposition is straightforward.
Some Applications
In all the applications that we consider in this section, we start with W = W 0 = H + , hence τ 0 = 1, ψ 0 (t, z) = e i t i z i and ψ * 0 (t, z) = e − i t i z i . Let w j , 0 ≤ j ≤ n − 1, be the following elements of H + :
Then for e i t i z i = ℓ∈Z p ℓ (t)z ℓ one finds the following tau-functions:
In a similar way we also find for
is a KP tau-function. Notice that if we let n go to infinity, (10.2) is a special case of the famous result of Sato (see e.g. [16] ).
By choosing special elements w j , one obtains special KP tau-functions. For instance
leads to Hirota's N soliton solution (see also [16] ):
where ∆(λ i 0 , . . . λ i n−1 ) is the Vandermonde determinant. Now return to the expressions (10.2) and (10.4). Here we have shown a well-known result of Ohta, Satsuma, Takahashi and Tokihiro [20] , viz that if f 0 , f 1 , . . . , f n−1 (resp. f −1 , f −2 , . . . , f −n ) are functions satisfying:
are tau-functions of the KP hierarchy. In the article [19] , Oevel and Strampp determine when the Wronskian solutions of the form (10.5) belong to the so-called m-vector k-constrained KP hierarchy. This is a reduction of the KP hierarchy, generalizing the Gelfand-Dickey hierarchies. Here one assumes that the KP Lax operator L satisfies
with q j (t) eigenfunctions and r j (t) adjoint eigenfunctions of L. The authors gave in [12] , [13] 
Proof. First consider the positive case, viz n ≥ 0. Write f j =< e k t k z k |w j > with w j as in (10.1). Then
If this is a solution of the m-vector k-constrained KP hierarchy, then the space
has a subspace W ′ of codimension m such that z k W ′ ⊂ W . In other words, one has that for all w ∈ W ′ and 0 ≤ j ≤ n − 1 both < w|w j >= 0 and < z k w|w j >=< w|z −k w j >= 0. Which means that for all 0 ≤ i 1 < i 2 < . . . < i m+1 ≤ n − 1. In the negative case, one writes f j =< e − k t k z k |w j > with w j as in (10.3) . One then has to notice that the m-vector k-constrained KP hierarchy means that W is a subspace of codimension m of W ′′ such that z k W ⊂ W ′′ or equivalently z −k (W ′′ ) ⊥ ⊂ W ⊥ and one can finish the proof along the same lines as in the positive case.
The next application generates certain orthogonal polynomials. It is related to Matrix models, see e.g [3] , [11] and references therein.
Let (a, b) be an interval of R and w(y) a weight function which is non-negative. With these data we associate the inner product (f 1 |f 2 ) = b a f 1 (y)f 2 (y)w(y)dy, (10.6) which is well defined for all functions f for which √ wf is quadratically integrable on (a, b). Since the moments of the weight function w satisfy the inequality |c n | ≤ max(|a|, |b|) n M, with M a constant, the series f (z) converges on a neighborhood of zero. Hence there is a λ 0 > 0 such that n≥0 |c n | 2 λ 2n 0 < ∞. For all λ with 0 < λ ≤ λ 0 we define the element f Next we compute the tau-function corresponding to this chain following (10.2). We consider N > max(|a|, |b|, 1) and the KP-flows from Γ + (N ). In that case we have
q (z) >= < z p+q e k t k z k |f Note that due to the fact that we have taken our flows from Γ + (N ), this is a well-defined inner product for real t i 's, even if λ = 1. We find that the to W Next let ψ q (t, z) = q(t)∂q(t) −1 ψ W (t, z) with q(t) =< ψ W (t, w)|s(w) >, then q(t)ψ q (t, z) = < ψ W (t, w)|s(w) > ψ q (t, z) = < ψ W (t, w)|s(w) > ∂ψ W (t, z) ∂x − < ∂ψ W (t, w) ∂x |s(w) > ψ W (t, z) = < Wronskian(ψ W (t, z), ψ W (t, w))|s(w) > = < zψ W (t − Now use formula (1.14) and one obtains that ∂ k log τ Wq (t) q(t)τ W (t) = 0 for all k = 1, 2, . . .
Thus we conclude that upto multiplication by a constant
τ Wq (t) = q(t)τ W (t).
The formula τ Wr (t) = r(t)τ W (t) can be obtained in a similar matter.
