Abstract. Classical ecological theory predicts that environmental stochasticity increases extinction risk by reducing the average per-capita growth rate of populations. For sedentary populations in a spatially homogeneous yet temporally variable environment, a simple model of population growth is a stochastic differential equation dZt = µZtdt + σZtdWt, t ≥ 0, where the conditional law of Z t+∆t − Zt given Zt = z has mean and variance approximately zµ∆t and z 2 σ 2 ∆t when the time increment ∆t is small. The long-term stochastic growth rate limt→∞ t −1 log Zt for such a population equals µ − . Most populations, however, experience spatial as well as temporal variability. To understand the interactive effects of environmental stochasticity, spatial heterogeneity, and dispersal on population growth, we study an analogous model Xt = (X 1 t , . . . , X n t ), t ≥ 0, for the population abundances in n patches: the conditional law of X t+∆t given Xt = x is such that the conditional mean of
dispersal rate from the i-th patch to the j-th patch, and the conditional covariance of X i t+∆t − X i t and X is approximately x i x j σ ij ∆t for some covariance matrix Σ = (σ ij ). We show for such a spatially extended population that if St = X 1 t + · · · + X n t denotes the total population abundance, then Yt = Xt/St, the vector of patch proportions, converges in law to a random vector Y∞ as t → ∞, and the stochastic growth rate limt→∞ t −1 log St equals the space-time average per-capita growth rate
experienced by the population minus half of the space-time average temporal variation
experienced by the population. Using this characterization of the stochastic growth rate, we derive an explicit expression for the stochastic growth rate for populations living in two patches, determine which choices of the dispersal matrix D produce the maximal stochastic growth rate for a freely dispersing population, derive an analytic approximation of the stochastic growth rate for dispersal limited populations, and use group theoretic techniques to approximate the stochastic growth rate for populations living in multi-scale landscapes (e.g. insects on plants in meadows on islands). Our results provide fundamental insights into "ideal free" movement in the face of uncertainty, the persistence of coupled sink populations, the evolution of dispersal rates, and the single large or several small (SLOSS) debate in conservation biology. For example, our analysis implies that even in the absence of density-dependent feedbacks, ideal-free dispersers occupy multiple patches in spatially heterogeneous environments provided environmental fluctuations are sufficiently strong and sufficiently weakly correlated across space. In contrast, for diffusively dispersing populations living in similar environments, intermediate dispersal rates maximize their stochastic growth rate. stochastic population growth, spatial and temporal heterogeneity, dominant Lyapunov exponent, ideal free movement, evolution of dispersal, single large or several small debate, habitat fragmentation and environmental fluctuations may increase the stochastic growth rate by increasing µ or decreasing σ 2 .
172
To get a more explicit expression for the stochastic growth rate, we need to determine the distribution of the solution of the Fokker-Planck equations with appropriate boundary conditions [Gardiner, 2004] , Namely, the density [ Khas minskii, 1960 , Bhattacharya, 1978 , Bogachev et al., 2002 , 2009 ]. This appears to be a quite difficult problem.
181
However, in the case of two patches, the problem simplifies to solving an ODE on the unit interval.
182
Example 3.1 Stochastic growth in two patch environments. Assume there are two patches. For simplicity,
183
suppose there are no environmental correlations between the patches; that is, that σ ii = σ 2 i and σ ij = 0 for i = j.
184
Proposition 3.1 gives that Y Despite its apparent complexity, this formula provides insights into how dispersal may influence population growth.
191
For example, consider a population dispersing diffusively between statistically similar but uncorrelated patches (that 192 is, D 12 = D 21 = δ/2, µ 1 = µ 2 = µ, and σ 1 = σ 2 = σ). We claim that the stochastic growth rate χ is an increasing 193 function of the dispersal rate δ. Intuitively, this occurs because increasing δ decreases the variance of the random 194 variable Y ∞ but has no effect on its expectation.
195
To verify our claim that χ is increasing with δ, write ρ(·; δ) for the density of Y 1 ∞ to emphasize its dependence on 196 δ and notice that in this case
, y ∈ (0, 1),
dy is the normalization constant and
It suffices to show that
dy is an increasing function of δ > 0. Differentiating with respect to δ and carrying the differentiation inside the integral 200 sign, we obtain
This quantity is the variance of the random variable Y 
Upon expanding the two functions w → (w + 4) we find that the ratio of integrals is of the form
Approximation (10) there is a critical dispersal threshold δ * > 0 such that the metapopulation decreases to extinction whenever its dispersal 213 rate is too low (i.e. δ ≤ δ * ) and persists otherwise (Fig. 1) .
214
Because there do not appear to be closed-form expressions for the law of the stable patch distribution Y ∞ when
215
there are more than two patches, we must seek other routes to understanding the stochastic growth rate in such cases.
216
One approach would be to solve the PDE (8) there is biased movement between patches, we adopt the even simpler approach of simulating the stochastic process
220
X directly for long time intervals to obtain an approximate value of the stochastic growth rate. We implemented the 221 simulations in a manner similar to that of Talay [1991] , and the R code used is provided as supplementary material.
222
Example 3.2 Spatially heterogeneous environments with biased emigration. For these simulations, we 223 consider a metapopulation with either n = 8 or n = 40 patches of which one quarter are higher quality (µ i = 10 in 224 these patches) and the remainder are lower quality (µ i = 1 in the remaining patches). All patches have the same 225 level of spatially uncorrelated environmental noise ( σ ii = 16 for all i and σ ij = 0 for i = j). When an organism exits 226 a patch it chooses from the other patches with equal probability, but the emigration rate from a patch depends on 227 the patch quality.
228
First, we consider the case in which emigration is "adaptive" in the sense that individuals emigrate more rapidly 229 out of lower quality patches than higher quality patches:
. . , n/4 and i = j, 10 δ, for i = n/4 + 1, . . . , n and i = j.
Here, the parameter δ > 0 scales the emigration rate, so that doubling δ doubles the emigration rate from all patches.
231
As expected, since in this case dispersal is "adaptive", Figure 2 shows that stochastic growth rate χ = χ(δ) as a 232 function of δ increases with δ. Moreover, Figure 2 shows asymptotic values at δ = ∞ for each case, and illustrates The effect of dispersal rate δ on populations emigrating more rapidly out of lower quality patches than higher quality patches. Shown is the stochastic growth rate χ estimated from simulation of the SDE for 100 time units, across a range of values of δ, for both a 40-patch and a 8-patch model. Standard errors are estimated using the standard deviation of the stochastic growth rates across nonoverlapping time segments of a given simulation. Details of the dispersal matrix and parameter values are described in the main text. The right-hand axis shows asymptotic values for δ = 0 and δ = ∞, which are: χ(0) = max i µ i and χ(∞) = µ T π − 1 2 π T Σπ (Proposition 4.1). "High dispersal" shows the approximation of the form χ(δ) ≈ a + b/δ for large δ calculated from formula (19) of Theorem 2.
Next we consider a case in which emigration is "maladaptive", in the sense that individuals emigrate more rapidly 238 out of higher quality patches than out of lower quality patches:
. . , n/4 and i = j, δ, for i = n/4 + 1, . . . , n and i = j.
It is possible to show using the results of Section 5 below that in this regime, high dispersal rates lead to a lower 240 stochastic growth rate than sedentary populations (that is, lim δ→∞ χ(δ) is dominated by lim δ→0 χ(δ)), and yet χ(δ)
241
increases with δ when δ is large. As illustrated in Figure 3 , the stochastic growth rate χ(δ) exhibits a rather complex 242 dependence on δ: increasing at low dispersal rates, declining at higher dispersal rates, and finally increasing again
243
at the highest dispersal rates.
244
In a conservation framework, increasing δ corresponds to facilitating movement between patches by increasing the 245 size or number of dispersal corridors between patches. strictly convex, and so Jensen's inequality implies that is supported on all of ∆, and so we cannot actually achieve a situation in which Y ∞ is a constant. However, the 264 following result, which we prove in Appendix B, shows that we can approach this regime arbitrarily closely. Recall 265 that the stationary distribution π for an irreducible dispersal matrix Q is a probability vector π ∈ ∆ such that 266 π T Q = 0. We note that any vector π in the interior of ∆ is the stationary distribution for some irreducible dispersal 267 matrix Q. For example, given π, we can define Q = 1π T − I where I denotes the identity matrix.
268
Proposition 4.1. Consider a vector π in the interior of ∆ and an irreducible dispersal matrix Q that has π as 269 its unique stationary distribution. Let Y ∞ (δ) be the equilibrium patch distribution and χ(δ) be the stochastic growth 270 rate for (3) with D = δQ. Then Y ∞ (δ) converges in law to the constant vector π as δ → ∞, and χ(δ) converges to
272
In the absence of population growth due to deterministic or stochastic effects, each of the dispersal matrices δQ 273 in Proposition 4.1 sends the patch distribution to the vector π regardless of the initial conditions, and the speed 274 at which this happens increases with δ, so that it becomes effectively instantaneous for large δ. 
284
It is optimal for all individuals to remain in the single patch k (that is, y *
where e k is the k-th element of the standard basis of R n , or, equivalently, When it is optimal to disperse between several patches, we can solve for the optimal dispersal strategy y * by using 290 the method of Lagrange multipliers. Without loss of generality, assume that the optimal strategy y * makes use of 291 all patches, that is, that y * is in the interior of ∆. Indeed, if the optimal strategy does not make use of all patches,
292
then we can consider analogous problems on the faces of the convex polytope ∆ of the form {y ∈ ∆ :
where A is a subset of {1, . . . , n}. Because 294 ∇g(y) = µ − Σy and ∇ i y i = 1, the optimal y * must satisfy
where λ is a Lagrange multiplier. Notice that
Hence, we get the following interpretation.
297
Biological interpretation of equation (13). Ideal free populations using multiple patches are distributed 298 across the patches in such a way that the differences between the mean per-capita growth rates and the covariances 299 between the within patch noise and the noise experienced on average by an individual are equal in all occupied patches.
300
In particular, the local stochastic growth rates µ i − σ ii /2 need not be equal in all occupied patches.
301
Now,
302
(14) . Effects of spatial correlations on the ideal free patch distribution in a 15 patch environment. Per-capita growth rates µ i are plotted in the top left. The ideal free patch distribution y * is plotted at three levels of spatial correlation ρ. Covariances are σ ii = 2 and σ ij = 2ρ for i = j. and the constraint 1 T y = 1 yields
The right-hand side of equation (16) is the optimal vector y * we seek, provided that it belongs to the interior of ∆.
306
Otherwise, as we remarked above, we need to perform similar analyses on the faces of the simplex ∆.
307
To illustrate the utility of this formula, we examine two special cases: when the environmental noise between 308 patches is uncorrelated, and when the patches experience the same individual levels of noise but they are spatially 309 correlated.
310
Example 4.1 Spatially uncorrelated environments. Suppose that there are no spatial correlations in the 311 environmental noise, so that Σ is a diagonal matrix with diagonal entries σ ii = σ 2 i . It follows from equation (16) 312 that the ideal free patch distribution is
Biological interpretation of equation (17). In the absence of spatial correlations in environmental fluc-315 tuations, ideal free dispersers visit all patches whenever the environmental variation is sufficiently great relative to 316 differences in the mean per-capita growth rates. In particular, if all mean per-capita growth rates are equal, then the 317 fraction of individuals in a patch is inversely proportional to the variation in temporal fluctuations in the patch; that
319
Example 4.2 Spatially correlated environments. Suppose that the infinitesimal variance of the temporal fluc-320 tuations in each patch is σ 2 and that the correlation between the fluctuations in any pair of patches is ρ. Thus,
T is the matrix in which every entry is 1. Provided that − 1 n−1 < ρ < 1, the 322 matrix Σ is non-singular with inverse
Denoting byμ = 1 n i µ i the average across the patches of the mean per-capita growth rates, the optimal dispersal 324 strategy is given by
Notice that (18) agrees with (17) when ρ = 0 and σ i = σ. disperser is in the interior of the probability simplex ∆, then, loosely speaking, the ideal free disperser achieves the 337 maximal stochastic growth rate by using a strategy for which dispersal rate matrix is of the form D = δQ, where
338
Q is any irreducible dispersal matrix with (y * ) T Q = 0 and δ = ∞. At the opposite extreme, if y * assigns all of its 339 mass to a single patch, then an ideal free disperser never leaves that single most-favored patch.
340
To get a better understanding of how constraints on dispersal influence population growth, we consider dispersal 341 matrices of the form D = δQ, where δ ≥ 0 and Q is a fixed irreducible dispersal matrix Q with a stationary distri-342 bution π that is not necessarily the optimal patch distribution for an ideal free disperser in the given environmental 343 conditions. We write χ(δ) for the stochastic growth rate of the population as a function of the dispersal parame-344 ter δ and ask which choice of δ maximizes χ(δ). In particular, we are interested in conditions under which some 345 intermediate δ > 0 maximizes the stochastic growth rate χ(δ).
346
We know from Proposition 4.1 that χ(δ) approaches
On the other hand, if there is no dispersal (δ = 0), then lim t→∞
2 with probability 348 one whenever X i 0 > 0, and so lim t→∞
The following result, which we prove in Appendix C, implies that the function δ → χ(δ)
350
is continuous on [0, ∞).
351
Proposition 5.1. The function δ → χ(δ) is analytic on the interval (0, ∞) and continuous at the point δ = 0.
352
One way to establish that χ(δ) is maximized for an intermediate value of δ is to show that χ(0) < χ(∞) and 353 that χ(δ) > χ(∞) for all sufficiently large δ. The following theorem provides an asymptotic approximation for χ(δ) 354 when δ is large that allows us to check when the latter condition holds. We prove the theorem under the hypothesis 355 that the dispersal matrix Q is reversible with respect to its stationary distribution π; that is, that 
as δ → ∞, where ν is the unique vector satisfying 1 T ν = 0 and
366
When the dispersal matrix D = δQ is consistent with ideal dispersal in the limit δ → ∞, equation (13) implies
On the other hand, the proof of Theorem 5.2 shows that
where V ∞ is a Gaussian random vector. Hence, as expected, χ(δ) is an increasing function for large δ when π 369 corresponds to the ideal free distribution associated with µ and Σ. However, when π does not correspond to the 370 ideal free distribution, χ(δ) may be increasing or decreasing for large δ as we illustrate below.
371
When Q and Σ commute, the asymptotic expression (19) for χ(δ) simplifies a great deal.
372
Corollary 5.3. Suppose that Q is symmetric and QΣ = ΣQ. Let λ 1 ≤ . . . ≤ λ n−1 < λ n = 0 be the eigenvalues of Q 373 with corresponding orthonormal eigenvectors ξ 1 , . . . , ξ n . Then, the eigenvalues θ 1 , . . . , θ n of Σ can be ordered so that
374
Σξ k = θ k ξ k , for each 1 ≤ k ≤ n, and the approximation (19) reduces to
To illustrate the utility of this latter approximation, we develop more explicit formulas for three scenarios: diffusive 377 movement in a landscape where all patches are equally connected (that is, a classic "Levins" style landscape [Levins, assumptions, the dispersal matrix is Q = J/n − I and the environmental covariance matrix is Σ = (1 − ρ)σ
where recall that J = 11 T is the matrix of all ones. Because Q is symmetric, the stationary distribution of Q is 385 uniform; that is, π 1 = · · · = π n = 1 n . Hence, in the absence of population growth there would be equal numbers of 386 individuals in each patch at large times.
387
The eigenvector ξ n is 1 √ n 1. If ξ is any vector of length one orthogonal to ξ n , then Jξ = 0, and so Qξ = −ξ and
We may thus take ξ 1 , . . . , ξ n−1 to be any orthonormal set of vectors orthogonal to ξ n . Moreover,
, and so Parseval's identity implies that
Denote the variance of the vector µ by
Substituting these observations into equation (20), we get that
Recall that for the special case of two uncorrelated patches with
we showed from our exact formula for χ(δ) in the two patch case that
16 as δ → ∞, see (10). Hence, this approximation agrees with (21).
397
Approximation (21) implies that χ(δ) is decreasing for large δ whenever
and that χ(δ) is increasing if the opposite inequality holds. We have remarked that, in general, an intermediate (
Biological interpretation of equations (22) In order to apply Corollary 5.3, we need to to simultaneously diagonalize the matrices Q and Σ. A situation 412 in which this is possible and the resulting formulas provide insight into biologically relevant scenarios is when the 413 dispersal mechanism and the covariance structure of the noise both exhibit the symmetries of an underlying group.
414
Example 5.1 above is a particular instance of this situation.
415
More specifically, we suppose that the patches can be labeled with the elements of a finite group G in such a 416 way that the migration rate Q g,h and environmental covariance Σ g,h between patches g and h both only depend 417 on the "displacement" gh −1 from g to h in G. That is, we assume there exist functions q and s on G such that
418
Q gh = q(gh −1 ) and Σ gh = s(gh −1 ). For instance, if G is the group of integers modulo n, then the habitat has n patches arranged in a circle, and the dispersal rate and environmental covariance between two patches only depends 420 on the distance between them, measured in steps around the circle. We do not require that the vector µ of mean 421 per-capita growth rates satisfies any symmetry conditions.
422
The matrices Q and Σ will commute if q and s are class functions, that is, if q(gh) = q(hg) and s(gh) = s(hg) for 423 all g, h ∈ G. We assume this condition holds from now on. unitary matrix U such that ρ (g) = U ρ (g)U −1 for all g ∈ G. A representation ρ is irreducible if it is not equivalent 432 to some representation ρ for which ρ (g) is of the same block diagonal form for all g ∈ G.
A finite group has a 433 finite set of inequivalent, irreducible, unitary representations, which we denote byĜ. The simplest representation is 434 the trivial representation ρ tr of degree one, for which ρ tr (g) = 1 for all g.
435
For a simple example that we will return to, let G = Z n , the group of integers modulo n. Since Z n is Abelian, all the 
438
The matrix entries of irreducible representations are orthogonal: for ρ , ρ ∈Ĝ,
where z * denotes the complex conjugate of a complex number z, and #G is the number of elements of G.
440
The Fourier transform of a function f : G → C is a functionf onĜ defined by For G = Z n , this is the familiar discrete Fourier transform, for which orthogonality of matrix entries is the fact
The trivial character is κ tr = ρ (0) .
447
Associated with a representation ρ ∈Ĝ is its character κ, defined by κ(g) := Tr ρ(g). We writeG for the set of Consequently,
As noted above, if G = Z n then all irreducible representations are one-dimensional, so in this case we may identify functions, so that the two Fourier transforms (25) and (26) are equal.
Finally, given a function f on G and character κ, define
The following theorem is proved in Appendix F.
458
Theorem 5.4. Suppose that the n patches are labeled by a finite group G in such a way that Q gh = q(gh −1 ) and 459 Σ gh = s(gh −1 ), where q and s are class functions. Suppose further that q(g) = q(g −1 ), g ∈ G, so that the matrix Q 460 is symmetric. Letμ = 1 #G
Roughly speaking, this expression tells us about the respective roles of variance of patch quality (µ) and covariance
463
of environmental noise (s). The fact thatq(κ) is negative for all κ leads to the following.
464
Biological interpretation of equation (28) by Z n = {0, 1, . . . , n − 1}, the group of integers modulo n with identity element 0. As reviewed above, the Fourier 472 transform is the familiar discrete Fourier transform.
473
If we assume that individuals disperse only to neighboring patches and these dispersal rates are equal, then 
Since χ(0) =μ + c − σ 2 /2, high dispersal is better than no dispersal if χ(∞) − χ(0) = σ 2 (1 − 1/n)/2 − c > 0.
484
When the number of patches is sufficiently large, this inequality implies that highly dispersive populations grow faster 485 than sedentary populations provided that the temporal variation is sufficiently greater than the spatial variation in 486 per-capita growth rates i.e. σ 2 > 2c. On the other hand, χ(δ) is decreasing for large δ if the coefficient of 1/δ is 487 positive i.e.
Hence, if /n is small enough, then χ(δ) is decreasing for large δ.
soidally varying patch quality, intermediate dispersal rates maximize the stochastic growth rate provided that spatial 491 heterogeneity occurs on a short scale (i.e. /n sufficiently small) and temporal variability is sufficiently large.
492
Example 5.3 Multi-scale patches. Suppose now that our organism lives in a hierarchically structured habitat.
493
For example, individuals might live on bushes, the bushes grow around the edges of clearings, and the clearings are 494 scattered across an archipelago of islands. We label each bush with an ordered triple recording on which island, in 495 which clearing, and in what bush around the clearing it lives, so that for instance (2, 1, 4) denotes the fourth bush in 496 the first clearing of the second island. To make the mathematical picture a pretty one, we suppose that each of the I islands has the same number C of clearings and each clearing has the same number B of bushes. This enables us 498 identify the habitat structure with the group Z I ⊗ Z C ⊗ Z B , where, as above, Z m is the group of integers modulo 499 m. We will get particularly simple and interpretable results if we also assume that dispersal rates and environmental 500 covariances only depend on the scale at which the movement occurs -between bushes, clearings, or islands.
501
Although it requires imaginative work to find examples with many more scales than this (do the organism's fleas 
Thus, one patch is labeled with the identity element id G = (id 1 , . . . , id k ) and every other patch is labeled by 505 the displacement required to get there from id G . The later coordinates are understood to be at finer "scales", 506 so that if g i = h i for all 1 ≤ i ≤ j − 1, then g and h represent patches in the same metapatch at scale j. For 507 instance, in our example above, the archipelago of islands is the single metapatch at scale 1 and the metapatches 508 at scales 2 and 3 are, respectively, the islands and the clearings. We label the metapatches at scale r with the set 509 Z r := {g ∈ G : g r = id r , . . . g k = id k }, with the convention that
represents displacement, the coordinate of the leftmost non-identity element of g, denoted by 511 (g) := min{j : g j = id j } and (id G ) = k + 1, tells us the scale on which the motion occurs: g ∈ G corresponds to a displacement that moves between patches 512 within the same metapatch at scale (g) but moves from a patch within a metapatch at scale (g) + 1 to a patch 513 within some other metapatch at that scale. Note that 1 ≤ (g) ≤ k + 1.
514
We assume that the dispersal rate and the environmental covariance between two patches only depends on the scale 515 of the displacement necessary to move between the two patches. That is, we suppose there are numbers q 1 , . . . , q k+1 516 and s 1 , . . . , s k+1 such that q(g) = q (g) and s(g) = s (g) .
517
In Appendix G we show that the Fourier transforms appearing in Theorem 5.4 depend on the following quantities.
518
Let N r := #Z r = r−1 j=1 n j be the number of metapatches at scale r. WriteZ r := {g ∈ G : g j = id j , j ≤ r} for the 519 subgroup of displacements that move from one patch to another within the same metapatch at scale r + 1 and set
We can interpret this quantity as follows. There are N r metapatches at scale r. Each one has within it n r metapatches 522 at scale r +1. First, compute the average of µ over all the patches within each metapatch at scale r +1, then compute 523 the variance of these averages within each metapatch at scale r, and finally average these variances across all the 524 metapatches at scale r to produce v µ (r). Thus, v µ (r) measures the variability in µ that can be attributed to scale The following result agrees with equation (21), which describes the special case where there is a single scale.
Note that if s increases with (that is, two patches within the same metapatch have a higher environmental 531 covariance than two patches in different metapatches at that scale), thens(r) decreases with r. Also, if q increases 532 with (that is, there is a higher rate for dispersing to a patch within the same metapatch at some scale than to a 533 patch in another metapatch at that scale), thenq(r) is negative and decreases with r. Using these observations, we 534 may read off several things from (30).
535
First, consider a simple example with a fixed, large number n of patches distributed among a variable number of 536 islands. Now k = 2, and let the number of islands n 1 = 1/α, with α ≥ 1, so that the number of patches on each 537 island is n 2 = αn. In this case, N 1 = 1, N 2 = 1/α, and N 3 = n, whileN 0 = n,N 1 = αn, andN 2 = 1, so (30) reads
The effect of higher dispersal depends on the difference in covariances between patches on the same island and on 539 different islands, and on the number of islands.
540
Biological interpretation of equation (31). If a sufficiently large number of patches are distributed equally 541 across a number of islands, then for a given dispersal pattern, the stochastic growth rate increases with the dispersal 542 rate (at high levels of dispersal). This effect is strongest if there are only two islands (i.e. α = 1/2).
543
Secondly, imagine a fixed ensemble of patches with varying mean per-capita growth rates and consider the following 544 two possibilities for assignment of these patches to metapatches at scale 2 (the islands in our bush-clearing-island 545 example). One possibility is that some islands are assigned patches that are primarily of high quality, whereas other 546 islands are mostly assigned poor patches. The other possibility is that patches of different quality are evenly spread 547 across the islands, with the range of quality within an island similar to the range of quality between islands. In 548 the first case, the variance across islands of within-island means is comparable to the variance across all patches, so
In the second case, the within-island means are approximately constant, so that v µ (1) will be small.
550
Therefore, sinceq(r) is negative for all r, having local positive association of µ at nearby patches leads to higher 551 stochastic growth rates, at least for large enough values of the dispersal parameter δ.
552
Biological interpretation of equation (30). All other things being equal, the species will do better if the good 553 habitat is concentrated on particular islands, rather than spread out across many. (1) and v µ (1) are both zero, and changing n 1 (for example, going from one to several 557 islands in our example) will increases(1). Changing n 1 will also add the quantity −q 1 (n 1 − 1)N 1 to all values of 558q (r). The result of this could be to change the sign of the coefficient of optimal stochastic growth rates for a freely dispersing population, and considered the consequences on the stochastic 579 growth rate of limiting the population to a fixed dispersal mechanism. As we now discuss, these analytic results
580
provide fundamental insights into "ideal free" movement in the face of uncertainty, the persistence of coupled sink 581 populations, the evolution of dispersal rates, and the single large or several small (SLOSS) debate in conservation 582 biology.
583
In spatially heterogeneous environments, "ideal free" individuals disperse to the patch or patches that maximize 584 their long term per-capita growth rate [Fretwell and Lucas, 1970 , Harper, 1982 , Oksanen et al., 1995 , van Baalen and 585 Sabelis, 1999 , Schreiber et al., 2000 , Schreiber and Vejdani, 2006 , Kirkland et al., 2006 , Cantrell et al., 2007 bet-hedging against environmental uncertainty [Slatkin, 1974 , Philippi and Seger, 1989 , Wilbur and Rudolf, 2006 .
594
When environmental fluctuations in higher quality patches are sufficiently strong, this spatial bet-hedging can result 595 in ideal free dispersers occupying sink patches; patches that are unable in the absence of immigration to sustain a 596 population. This latter prediction is consistent with Holt's analysis of a discrete-time two patch model [Holt, 1997] .
597
Spatial correlations in environmental fluctuations, however, can disrupt spatial bet-hedging. Movement between 598 patches exhibiting strongly covarying environmental fluctuations has little effect on the net environmental variation 599 σ 2 experienced by individuals and, therefore, movement to lower quality patches may confer little or no advantage to 600 individuals. Indeed, when the spatial covariation is sufficiently strong, ideal free dispersers only occupy patches with 601 the highest local stochastic growth rates µ i −σ 2 i /2, similar to the case of deterministic environments. In deterministic 602 environments, density dependent feedbacks can result in ideal-free dispersers occupying multiple patches including 603 sink patches [Fretwell and Lucas, 1970 , Cantrell et al., 2007 , Holt and McPeek, 1996 . Our results show that even 604 density-independent processes can result in populations occupying multiple patches. However, both of these processes 605 are likely to play important roles in the evolution of patch selection.
606
A sink population is a local population that is sustained by immigration [Holt, 1985 , Pulliam, 1988 , Dias, 1996 .
607
Removing immigration results in a steady decline to extinction. In contrast, source populations persist in the all patches equal µ − σ 2 /2 and the spatial correlation between patches is ρ, then equations (5) and (18) imply that 615 populations dispersing freely between n patches persist whenever µ − ((n − 1)ρ + 1)σ 2 /2n > 0. Hence, ideal free 616 movement mediates persistence whenever local environmental fluctuations produce sink populations (i.e., σ 2 /2 > 617 µ > 0), environmental fluctuations aren't fully spatially correlated (i.e. ρ < 2µ/σ 2 ) and there are sufficiently many 618 patches (i.e., n > ((1 − ρ)σ 2 )/(2µ − ρσ 2 )). This latter expression for the necessary number of patches to mediate persistence is an exact, continuous time counterpart to an approximation by Bascompte et al. [2002] for discrete time models. When two patches are sufficient to mediate persistence, equation (9) reveals that there is a critical dispersal 621 rate below which the population is extinction prone and above which it persists. Our high dispersal approximation
622
(see equation (21) with Var[µ] = 0) suggests this dispersal threshold also exists for an arbitrary number of patches.
623
While ideal free movement corresponds to the optimal dispersal strategy for species without any constraints on 624 their movement or their ability to collect information, many organisms experience these constraints. For instance,
625
in the absence of information about environmental conditions in other patches, individuals may move randomly 626 between patches, in which case the rate of movement (rather than the pattern of movement) is subject to natural 627 selection [Hastings, 1983 , Levin et al., 1984 , McPeek and Holt, 1992 , Holt and McPeek, 1996 , Dockery et al., 1998 Hutson (32)
where, recall, λ k < 0, ξ k are the eigenvalues/vectors of the dispersal matrix, µ is the vector of per-capita growth rates,
632
and θ k are the eigenvalues of the covariance matrix for the environmental noise. Roughly speaking, equation (32) 633 asserts that if temporal variation (averaged in the appropriate manner) exceeds spatial variation, then there is 634 selection for faster dispersers; a prediction consistent with the general consensus of earlier studies [Levin et al., 1984, 635 McPeek and Holt, 1992 , Hutson et al., 2001 ]. More specifically, in the highly symmetric case where the temporal 636 variation in all patches equals σ 2 and the spatial correlation between patches is ρ, equation (32) simplifies to
in which case lower spatial correlations and larger number of patches also facilitate selection for faster dispersers.
638
Another important constraint influencing the evolution of dispersal are travel costs that reduce fitness of dispersing it remains to be seen how these traveling costs interact with environmental stochasticity in determining optimal 641 dispersal strategies.
642
Previous studies have shown that spatial heterogeneity in per-capita growth rates increases the net population 643 growth rate for deterministic models with diffusive movement [Adler, 1992, Schreiber and Lloyd-Smith, 2009 ]. Intu-644 itively, spatial heterogeneity provides patches with higher per-capita growth rates that boost the population growth 645 rate, a boost that gets diluted at higher dispersal rates. Our high dispersal approximation (20) shows that this boost 646 also occurs in temporally heterogeneous environments, i.e. the correction term − n−1 k=1 small (SS) reserves. This finding is consistent with many arguments in the SLOSS debate [Diamond, 1975 , Wilcox 658 and Murphy, 1985 , Gilpin, 1988 , Cantrell and Cosner, 1989 , 1991 . For example, using reaction-diffusion equations,
659
Cantrell and Cosner [1991] found that even in deterministic environments " [it] is better for a population to have a 660 few large regions of favorable habitat than a great many small ones closely intermingled with unfavorable regions."
661
However, our results run contrary to a numerical simulation study of Quinn and Hastings [1987] that, unlike ours,
662
applies to sedentary populations experiencing independent environments [Gilpin, 1988] .
663
While our work provides a diversity of analytical insights into the interactive effects of temporal variability, 
Using ∂ k to denote differentiation with respect to x k , observe that
Moreover,
It follows from Itô's lemma [Gardiner, 2004] that for each 1 ≤ j ≤ n,
where Γ * k and R * k denote the k th columns of the matrices Γ and R respectively. Substituting in the derivatives of compact state space ∆, it trivially follows that the family of probability measures {P y {Y t ∈ ·} : t > 0} is uniformly 829 tight for any fixed y ∈ ∆, where P y denotes the law of the process with Y 0 = y. Hence, by the Krylov-Bogolyubov 830 theorem (see, for example, [Da Prato and Zabczyk, 1996, Corollary 3.1.2]) , there exists at least one probability measure µ on ∆ which is an invariant measure for the process (Y t ) t≥0 , that is,
Uniqueness. The uniqueness of the invariant measure for (Y t ) t≥0 is ensured by the Doob-Khasminskii theorem (see ,   833 for example, [Da Prato and Zabczyk, 1996, Chapter 7] ), provided this process satisfies the following two properties:
834
• (Y t ) t≥0 is irreducible, that is, P y {Y t ∈ V } > 0 for any t > 0 and any open set V in the simplex ∆.
835
• (Y t ) t≥0 is strong Feller, that is, ∆ y → ∆ P y {Y t ∈ dz}f (z) is continuous for any bounded measurable 836 function f : ∆ → R.
837
These conditions also ensure that (Y t ) t≥0 converges in law to the unique invariant measure. We next establish 838 irreducibility and the strong Feller property of (Y t ) t≥0 separately.
839
(a) Irreducibility. It clearly suffices to show that the process (X t ) t≥0 as defined by (3) is irreducible, that is, that
We will first prove that P Manthey, 1994, Theorem 1.1], P x {X t ≥ X t for all t ≥ 0} = 1, whereX is defined by
Now suppose #G = k < n. has at most k − 1 zero coordinates, and, by the comparison theorem, so does X t . Using the Markov property and 852 the induction hypothesis, we deduce that P x {X i t > 0 ∀i} = 1 for all t > 0. This proves that each component of X is 853 strictly positive with probability 1 for each t > 0.
854
Let ϕ : (0, ∞) n → R n be the homeomorphism given by ϕ(x) = (log x 1 , . . . , log x n ). Set H t = ϕ(X t ), with By (34) , this stochastic process is well defined provided X 0 ∈ (0, ∞) n . Note that (H t ) t≥0 856 satisfies the following SDE,
By Girsanov's theorem (see [Ikeda and Watanabe, 1989 , Section 4 of Chapter IV]), the law of (Γ T ) −1 H t (and hence 858 the law of H t ) is absolutely continuous with respect to the law of B t for any t > 0. Thus,
(b) Strong Feller property. Note that H satisfies a SDE of the form dH t = Γ T dB t + b(H t )dt for some smooth
where b K : R n → R n is a smooth bounded function with bounded derivative such that b
863
Since the matrix Γ is nonsingular, the associated Fisk-Stratonovich type generator of (H Chapter V]). If we define a sequence of stopping times τ K := inf{t :
Let t > 0 and f be a bounded measurable function. Fix > 0. Then for any
Since almost surely τ K ↑ ∞, we can choose K large enough such that
over, by the Feller property of (H t ) t≥0 , there exists a neighborhood
] is continuous. Now, for t > 0 and a bounded measurable function g :
Therefore, the map By rescaling time τ := δt and setting := 1/δ, (4) becomes 
where · is the usual Euclidean norm on R n .
887
It remains to show that lim k→∞ sup x∈∆ E
for some constant C that does not depend on x or τ , where we write ·, · for the usual Euclidean inner product on 889 R n , and
and so, by Jensen's inequality,
It follows that lim k→∞ sup x∈∆ E 
892
In particular,
Appendix C. Proof of Proposition 5.1 895 Fix δ ∈ [0, ∞), and denote our underlying probability space by (Ω, F, P). Define
with R δ := diag(µ) + δQ.
898
Note that for all 0 ≤ s ≤ w ≤ t,
. It is easy to see that Φ δ s,t (·, ω) is a linear map from R n to R n and thus can be represented by a matrix M δ s,t (ω).
900
From (36), it follows that [s,t] , the matrices {M δ k,k+1 } k∈N are independent. Moreover, since the 902 drift and the diffusion coefficients do not depend on time, {M δ k,k+1 } k∈N is a stationary sequence.
903
We note that the Lyapunov exponent χ(δ) of (X δ t ) t≥0 is the same as
where we set
 for a matrix A with nonnegative entries.
906
Set R n + := {x ∈ R n : x ≥ 0}. If δ > 0, then it follows from the irreducibility of Q that
and hence χ(δ) is analytic on (0, ∞) by [Ruelle, 1979, Theorem 3 .1].
908
The condition (37) fails to hold when δ = 0 and so we must proceed differently. We first claim that for fixed Since χ(δ) = inf t>0 t −1 E log M δ 0,t is the infimum of a family of upper semicontinuous functions, it is itself upper 918 semicontinuous, or equivalently, lim sup δ →δ χ(δ ) ≤ χ(δ). In particular, lim sup δ→0 χ(δ) ≤ χ(0).
919
We now prove the opposite inequality that lim inf δ→0 χ(δ) ≥ χ(0). Fix δ > 0, and without loss of generality 920 suppose that max i −Q ii = 1, so that if x i ≥ z i ≥ 0 for 1 ≤ i ≤ n, then (Qx) i ≥ −z i for 1 ≤ i ≤ n. Consider the two Thus, the Lyapunov exponent of (X δ t ) t≥0 dominates that of (Z Recall that
where D is of the form δQ, with Q an irreducible infinitesimal generator matrix and δ > 0. Moreover, Q is assumed 933 to be reversible with respect to the unique probability vector π satisfying Q T π = 0; that is, that π i Q ij = π j Q ji for 934 all i, j.
935
Define an inner product on R n by u, v π := i Therefore,
1012
C g,h = 1 #G κ∈Gc (κ)κ(gh −1 ) * .
If κ is associated with the irreducible representation ρ ∈Ĝ, then 
1015
Again by (24), the matrices Π κ and Π κ are orthogonal for distinct κ , κ . Thus,
We first recall some notation. For 0 ≤ r, ≤ k + 1, The displacement associated with g ∈ G moves between two patches that are in the same metapatch at scale (g)
1028
but different metapatches at scales (g) + 1, (g) + 2, . . . Recall also that #G r = n r , N r = #Z r = r−1 j=1 n j and
1029N
= #Z = k j=l+1 n j .
1030
Writing 1 j for the trivial character on G j , put 
where we used the conventionN k+1 = 0.
1039
Turning to q, we have q(g) = q (g) for g = id G and q(id G ) = q k+1 = − We do that by using the following lemma that follows immediately from orthogonality of characters.
1043
Lemma G.1. Let H and K be two finite Abelian groups. For f : H ⊗ K → C, Further decomposing Z r+1 as Z r ⊗ G r andZ r−1 asZ r ⊗ G r , and using N r+1 = n r N r gives To turn the remaining sums into averages, we need to pull out a factor of N rN The theorem follows once we note that
