Given an arbitrary topological complex vector space A, a quotient vector bundle for A is a quotient of a trivial vector bundle π 2 : A × X → X by a fiberwise linear continuous open surjection. We show that this notion subsumes that of a Banach bundle over a locally compact Hausdorff space X. Hyperspaces consisting of linear subspaces of A, topologized with natural topologies that include the lower Vietoris topology and the Fell topology, provide classifying spaces for various classes of quotient vector bundles, in a way that generalizes the classification of locally trivial vector bundles by Grassmannians. If A is normed, a finer hyperspace topology is introduced that classifies bundles with continuous norm, including Banach bundles, and such that bundles of constant finite rank must be locally trivial.
Introduction
The reduced C*-algebra C * red (G) of a locally compact Hausdorffétale groupoid G (see [10, 11] ), whose elements can be regarded as complex valued functions on G, can be "twisted" by considering instead the reduced C*-algebra C * red (π) of a Fell line bundle π : E → G, where now the elements of the algebra are identified with sections of the bundle; see [5, 12] . This provides one way of generalizing to C*-algebras the notion of Cartan subalgebra of a Von Neumann algebra [1] : Cartan pairs (A, B), consisting of a C*-algebra A and a suitable abelian subalgebra B, correspond bijectively to a certain class of etale groupoids with Fell line bundles on them [12] .
The motivation for the present paper stemmed from studying the construction of a Fell bundle from a Cartan pair, in particular in an attempt to generalize the class of groupoids to which it applies by taking into account that both a C*-algebra A and anétale groupoid G have associated quantales Max A [4, 7, 8] and Ω(G) [13] , respectively, the former consisting of all the closed linear subspaces of A and the latter being the topology of G. In doing so it became evident that it is useful to study bundles whose construction is based on a preexisting object of global sections, such as the C*-algebra A of a Cartan pair, in a way that in fact is independent of the algebraic structure of groupoids, but which instead applies to Banach bundles to begin with, and indeed to more general bundles. So the original endeavour has naturally been split into several parts, of which the present paper is the first one, where no further mention of C*-algebras or groupoids will be made. Instead the bulk of this paper will deal with completely general topological vector spaces, and on occasion locally convex or normed spaces.
If A is a topological vector space and X is any topological space, then π 2 : A × X → X is a trivial vector bundle on X. The vector bundles studied in this paper, termed quotient vector bundles, consist of those bundles π : E → X that arise as quotients of trivial bundles by a fiberwise linear continuous open surjection q:
We shall see that any Banach bundle π : E → X (in particular, any finite rank locally trivial vector bundle) on a locally compact Hausdorff space is of this kind, where A can be taken to be the space C 0 (π) of continuous sections vanishing at infinity.
Although now without any quantale structure (since A is not even an algebra), the set Max A of all the closed linear subspaces of A plays an important role: equipped with suitable topologies it provides a notion of classifying space for quotient vector bundles. Concretely, these are obtained by pullback along continuous maps κ : X → Max A (or, even more generally, maps into Sub A, the space of all the linear subspaces) of a universal bundle π A : E A → Max A:
In this paper we study three topologies on Max A. Perhaps surprisingly, two of them are well known hyperspace topologies:
• The (relative) lower Vietoris topology [9, 14] classifies all the quotient vector bundles with Hausdorff fibers (the restriction on the fibers disappears if we use Sub A instead of Max A).
• The topology of Fell [2] classifies the quotient vector bundles whose zero section is closed -at least provided both A and X are first countable.
If A is normed its quotient vector bundles π : E → X are naturally equipped with an upper semicontinuous norm : E → R. In this case a third topology on Max A, referred to as the closed balls topology, coarser than the (full) Vietoris topology but finer than the Fell topology, classifies the bundles for which the norm on E is continuous. In particular, if A is a Banach space it classifies Banach bundles over first countable Hausdorff spaces.
Quotient vector bundles are not necessarily locally trivial, and no classification of the locally trivial ones for arbitrary A is provided in general. But something can be said about quotient vector bundles whose fibers are all of the same finite dimension d. These are classified by the subspace Max d A ⊂ Max A that contain the closed linear subspaces of codimension d in A. We show that such bundles are locally trivial if A is normed and Max d A is equipped with the closed balls topology. As a corollary, this yields a fact that is stated but not proved in [3, p. 129] , namely that Banach bundles on locally compact Hausdorff spaces whose fibers are of constant finite dimension are locally trivial.
The role played by our spaces Max A with respect to quotient vector bundles is analogous to that of Grassmannians for locally trivial vector bundles, and at the end of the paper we provide a detailed comparison between them, in particular showing explicitly that Gr(d, C n ), the Grassmannian of d-dimensional subspaces of C n , is homeomorphic to Max n−d C n .
Preliminaries
We begin by fixing basic terminology and notation.
Topological vector spaces. By a topological vector space will be meant a complex topological vector space without assuming any topological separation axioms except where specified otherwise. We recall that if the topology of a topological vector space is T 1 then it is Hausdorff (in fact completely regular), and that a Hausdorff vector space is finite dimensional if and only if it is locally compact. Moreover, the topology of a finite dimensional Hausdorff vector space is necessarily the Euclidean topology. We define the following notation, for an arbitrary topological vector space A:
• Sub A is the set of all the linear subspaces of A;
• Max A is the subset of Sub A consisting of all the topologically closed linear subspaces.
The notation Max A is borrowed from quantale theory, where Max A, equipped with a natural quantale structure, plays the role of spectrum of a C*-algebra A. See [4, [6] [7] [8] .
For each subset S ⊂ A, we denote by S the linear span of S. If S is a finite subset {a 1 , . . . , a n } we also write a 1 , . . . , a n instead of S . Example 2.1 Sub A and Max A may coincide, for instance if A has the discrete topology, or if A is a Hausdorff finite dimensional vector space as in the following examples:
• Sub C = Max C = {{0}, C};
Bundles. Let X be a topological space. By a bundle on X will always be meant a topological space E equipped with a continuous surjection
which is referred to as the projection of the bundle. For each element x ∈ X we refer to the subspace π −1 ({x}) ⊂ E as the fiber of π over x, and we use the following notation for all x ∈ X and open sets U ⊂ X:
If ρ : F → X and π : E → X are bundles, by a map of bundles over X, h : ρ → π , will be meant a continuous map h : F → E such that π •f = ρ. The category of bundles over X and their maps is denoted by Bun(X). If π : E → X is a bundle, Y is a topological space and g : Y → X is a continuous map, the pullback E × X Y together with its second projection
Continuous sections.
A continuous section of a bundle π : E → X is a continuous function s : X → E such that π • s is the identity on X. The set of all the continuous sections of the bundle is denoted by C(π). We say that the bundle has enough sections if for all e ∈ E x there is a continuous section s such that s(x) = e.
Any map h : ρ → π in Bun(X) induces a mapping
given by postcomposition,
and thus we obtain a functor ( ) * : Bun(X) → Set. In addition, given a pullback
there is a mapping g * : C(π) → C(π 2 ), defined for all s ∈ C(π) and y ∈ Y by g * (s)(y) = s(g(y)), y , so we obtain a contravariant functor ( ) * : (Top/X) op → Set. Moreover, the following diagram commutes:
We note that if π has enough sections then so does the pullback g * (π).
Bundles with linear structure. Let π : E → X be a bundle. By a linear structure on the bundle will be meant a structure of vector space on each fiber such that the operations of scalar multiplication and vector addition are globally continuous when regarded as maps C × E → E and E × X E → E, respectively, and such that the zero section of π, which sends each x ∈ X to 0 x (the zero of E x ), is continuous. Hence, a bundle equipped with a linear structure is a very loose form of vector bundle. We shall refer to bundles with such linear structures as linear bundles. The set C(π) of continuous sections of a linear bundle π is a vector space whose operations are computed fiberwise.
The category of linear bundles over X, LinBun(X), has the linear bundles as objects and, given linear bundles π : E → X and ρ : F → X, a morphism h : ρ → π is a map h : ρ → π in Bun(X) which is fiberwise linear: for each x ∈ X, h restricts to a linear map F x → E x . Hence, the induced mapping on sections h * : C(ρ) → C(π) is linear, so we obtain a functor ( ) * : LinBun → Vect. In addition, if g : Y → X is a continuous map the pullback g * (π) is a linear bundle, and we obtain a contravariant functor ( ) * : (Top/X) op → Vect. A trivial vector bundle is a linear bundle of the form π 2 : A × X → X for some topological vector space A, with the obvious algebraic structure, and a locally trivial vector bundle is a linear bundle π : E → X for which each x ∈ X has an open neighborhood U such that the restricted bundle π U is isomorphic to the trivial vector bundle π 2 : E x × U → U. The pullback g * (π) of a locally trivial vector bundle π : E → X along g : Y → X is itself locally trivial.
The following simple fact will be useful later on.
Lemma 2.2 For any locally trivial vector bundle π : E → X with Hausdorff fibers, the image of the zero section is a closed set of E.
Proof. Let v ∈ E, v = 0, and let U be a neighborhood of π(v) ∈ X such that E U is isomorphic to a trivial vector bundle. Let f : V × U → E U be an isomorphism in LinBun(U). Then V is a Hausdorff space and
is an open set in E containing v.
Quotient vector bundles
Now we introduce the central notion of vector bundle in this paper.
Basic definitions and properties. The condition that a bundle
has enough sections is equivalent to the requirement that the evaluation mapping
be surjective. This fact suggests the following definition:
By a quotient bundle will be meant a triple (π, A, q) consisting of a bundle π : E → X, a topological space A and a map q of bundles over X,
referred to as the quotient map, which is both surjective and open. This makes E homeomorphic to a topological quotient of A × X, hence the terminology. For each x ∈ X we also write
for the map defined by q x (a) = q(a, x).
Lemma 3.1 Let (π : E → X, A, q) be a quotient bundle. The following conditions hold:
2. The topology of each fiber E x as a subspace of E coincides with the topology of E x regarded as a quotient of A. Proof. If (π, A, q) is a quotient bundle then q is a morphism in Bun(X) from π 2 : A × X → X to π, and thus the openness of π is a consequence of the openness of π 2 plus the continuity and surjectivity of q: 
Pullbacks. Quotient bundles are well behaved under pullbacks:
The class of quotient bundles is closed under pullbacks along continuous base maps.
Proof. Let (π : E → X, A, q) be a quotient bundle, and g : Y → X a continuous map. The universal property of the pullback g * (π) ensures that there is a unique continuous map q ′ that makes the following diagram commute:
The map q ′ is defined by q ′ (a, y) = (q(a, g(y)), y) for all y ∈ Y and a ∈ A, and thus it is surjective. Moreover, the outer rectangle
is itself a pullback diagram, and thus so is the upper rectangle
Hence, q ′ is open because it is the pullback of the open map q along the continuous map π 1 , and therefore (g * (π), A, q ′ ) is a quotient bundle.
Continuous sections. Let (π : E → X, A, q) be a quotient bundle. For each a ∈ A we define the continuous section
We denote the set of such sections byÂ, and regard it as a topological space whose topology is the quotient topology obtained from A. Then, for each pair of open sets U ⊂ X and Γ ⊂ A we have the following subset of E:
Lemma 3.3 Let (π : E → X, A, q) be a quotient bundle. The following conditions hold:
1. The family of subsets E Γ,U as defined above is a basis for the topology of E.
2. (π,Â, eval) is a quotient bundle.
Proof. The sets E Γ,U form a basis for the topology of E because E Γ,U = q(Γ × U) and q is open. For the second property let χ : A →Â be the quotient a →â, and let U ⊂Â × X be open. Then, denoting by φ the surjective map χ × id, we have
and thus eval :
If A =Â and q = eval we say that the quotient bundle is sectional, and we denote it simply as the pair (π, A).
Quotient bundles with linear structure. By a quotient vector bundle will be meant a quotient bundle (π : E → X, A, q) such that π is a linear bundle, A is a topological vector space, and the open surjection q : A×X → E is fiberwise linear. Every quotient vector bundle (π, A, q) determines a kernel map κ : X → Sub A defined by κ(x) = q −1 (0 x ) = ker q x for each x ∈ X. We denote by B(π, A, q) the intersection x∈X κ(x), and call it the bundle radical of (π, A, q). Clearly, the quotient A →Â defined by a →â is linear, and its kernel is B(π, A, q). Hence, we have an isomorphismÂ ∼ = A/B(π, A, q), and the bundle is isomorphic to a sectional quotient vector bundle if and only if its bundle radical is {0}.
The following simple property will be useful later:
Lemma 3.5 Let (π : E → X, A, q) be a quotient vector bundle with kernel map κ, let a 1 , . . . , a n ∈ A be linearly independent, and let V ⊂ A be the linear subspace spanned by a 1 , . . . , a n . If x ∈ X and κ(x) ∩ V = {0} thenâ 1 (x), . . . ,â n (x) are linearly independent vectors of E x .
Proof. There is a linear isomorphism E x ∼ = A/κ(x). Hence, if z iâi (x) = 0 in A/κ(x) for some z 1 , . . . , z n ∈ C, we have z i a i ∈ V ∩ κ(x), and thus
Construction of quotient vector bundles. Let A be a topological vector space, X a topological space, and κ : X → Sub A an arbitrary map. Define E to be the quotient space of A × X by the equivalence relation given, for all a, b ∈ A and x, y ∈ X, by (a, x) ∼ (b, y) ⇐⇒ x = y and a − b ∈ κ(x) .
Let us fix some notation and terminology.
1. We shall write [a, x] for the equivalence class of (a, x) ∈ A × X.
2. The quotient map induced by κ is the map q :
3. The bundle induced by κ is the continuous surjection π : E → X given by the universal property of q; that is, for each (a,
Theorem 3.6 Let A be a topological vector space, X a topological space, and κ : X → Sub A a map. Let also π : E → X and q : A × X → E be the bundle and quotient map induced by κ. The following conditions are equivalent:
is a quotient vector bundle with kernel map κ.
Proof. The implication (2) ⇒ (1) is true by definition of quotient vector bundle. For the implication (1) ⇒ (2) we begin by noticing that the continuity of π is due to the universal property of q as a quotient map, and all that we have left to do is prove that π is a linear bundle. The fact that q is open also implies that each fiber E x is, as a subspace of E, homeomorphic to the quotient A/κ(x) (cf. Lemma 3.1). Hence, the fibers of π are topological vector spaces, and we are left with proving that the linear operations are globally continuous on E. For addition we begin by noting that
is an open map, and thus, since (
which therefore is a quotient map. The addition on E is defined fiberwise by
and thus it is the continuous map obtained from the addition on A × X via the universal property of q as a quotient map:
is an open map, and thus scalar multiplication on E is well defined as a continuous map on C × E:
To conclude, the zero section is obviously continuous because for each x ∈ X the sets E Γ,U , with Γ an open neighborhood of 0 in A, form a local basis around 0 x , and the preimage of each such set is the open set U.
In addition, we note the following:
If the equivalent conditions of Theorem 3.6 hold, the following assertions are equivalent:
2. The fibers E x are Hausdorff spaces.
Proof. The map κ is valued in Max A if and only if the kernels ker q x are closed, which is equivalent to the singletons {0 x } being closed in the fibers E x , and in turn is equivalent to all the singletons {e} ⊂ E x being closed. This means E x is a T 1 topological vector space, hence Hausdorff.
Hausdorff bundles. Given a quotient vector bundle (π : E → X, A, q), a natural question regards the kind of topology which is carried by E. In particular, in general E should not be expected to be a Hausdorff space even if A and X are, but the property of being Hausdorff is closely related to the zero section of the bundle:
Hausdorff the image of the zero section is a closed set in E. In addition, if both A and X are Hausdorff spaces then E is Hausdorff if and only if the image of the zero section is closed.
Before we begin the proof, notice that the image of the zero section of E is closed if and only if q
Proof. Assume first that E is Hausdorff. We will show that q −1 (0) is closed, which is equivalent to the image of the zero section being closed. Let (a,
Hence, (W a × U) ∩ q −1 (0) = ∅ and thus q −1 (0) is closed. Now assume that q −1 (0) is closed and that both A and X are Hausdorff. We will show that E is Hausdorff. Let (a, x), (b, y) ∈ A × X be such that q(a, x) = q(b, y). We may assume that b = 0 and, since X is Hausdorff, that x = y. Then (a, x) / ∈ q −1 (0) and, since q −1 (0) is closed, there is a neighborhood W of a and a neighborhood U of x such that (W ×U)∩q
open sets, and it follows that E is Hausdorff.
Corollary 3.9 Let (π : E → X, A, q) be a quotient vector bundle with Hausdorff fibers such that π is locally trivial and both X and A are Hausdorff spaces. Then E is a Hausdorff space.
Proof. Immediate consequence of Lemma 2.2 and Theorem 3.8.
Normed bundles. We shall say that a quotient vector bundle
is normed if A is a normed linear space. Then we define a mapping : E → R , called the quotient norm on E, by, for each x ∈ X and a ∈ A,
where κ is the kernel map of the bundle. Theorem 3.10 Let (π : E → X, A, q) be a normed quotient vector bundle. The quotient norm on E is upper semicontinuous.
Proof. Let ε > 0, and let Γ = B ε (0) ⊂ A. The basic open set E Γ,X consists of all the elements q(a, x) with a < ε, so we have
Hence, E Γ,X ⊂ {e ∈ E | e < ε}. Now let e = q(a, x) ∈ E be such that e < ε. The condition d(a, κ(x)) < ε implies that a + p < ε for some p ∈ κ(x). Then a + p ∈ Γ and q(a + p, x) = e, showing that E Γ,X = {e ∈ E | e < ε}. Hence, {e ∈ E | e < ε} is open for arbitrary ε > 0, which means precisely that : E → R is upper-semicontinuous.
We shall say that the normed quotient vector bundle (π, A, q) is continuous if moreover the norm of E is also lower-semicontinuous.
Banach bundles
In this section we shall see that classical Banach bundles can always be regarded as continuous quotient vector bundles, at least if the base space is locally compact Hausdorff.
Basic definitions and facts. Let X be a Hausdorff space. By a Banach bundle over X [3, II.13.4] is meant a Hausdorff space E equipped with a continuous open surjection π : E → X such that:
1. for each x ∈ X the fiber E x has the structure of a Banach space;
2. addition is continuous on E × X E to E;
3. for each λ ∈ C, scalar multiplication e → λe is continuous on E to E;
4. e → e is continuous on E to R;
5. for each x ∈ X and each open set V ⊂ E containing 0 x , there is ε > 0 and an open set U ⊂ X containing x such that E U ∩ T ε ⊂ V , where T ε is the "tube" {e ∈ E | e < ε}.
Condition (5) is equivalent to stating that for each x ∈ X the open "rectangles" E U ∩ T ε with x ∈ U form a local basis of 0 x . It is also equivalent to the statement that for every net (e α ) in E, if π(e α ) → x and e α → 0 then e α → 0 x (the axiom of choice is needed for the converse implication). Hence, in particular, the zero section of a Banach bundle is continuous. It can also be shown that scalar multiplication as an operation C × E → E is continuous, and thus Banach bundles are linear bundles.
We further recall that if X is locally compact then any Banach bundle over X has enough sections [3, Appendix C].
Banach bundles with enough sections. Let π : E → X be a Banach bundle with enough sections. For each s ∈ C(π) and each ε > 0 define the set T ε (s) = {e ∈ E | e − s(π(e)) < ε} .
Lemma 4.1 Let π : E → X be a Banach bundle with enough sections. The collection of all the sets of the form
where s ∈ C(π) and U ⊂ X is open, is a basis for the topology of E.
Proof. T ε (s) is the image of T ε by the homeomorphism
which is defined by h s (e) = e + s(π(e)) (whose inverse h −1 s is h −s ), and thus it is an open set of E. Then, for each e ∈ E and each continuous section s through e, the collection
is a local basis at e.
Banach bundles on locally compact spaces. Now we shall see that Banach bundles on locally compact Hausdorff spaces yield quotient vector bundles (cf. Example 3.4). Theorem 4.2 Every Banach bundle on a locally compact Hausdorff space can be made a continuous normed sectional quotient vector bundle whose quotient norm coincides with the Banach bundle norm.
Proof. Let π : E → X be a Banach bundle with X locally compact Hausdorff, and denote by C 0 (π) the Banach space of continuous sections of π which vanish at infinity, equipped with the topology of the supremum norm ∞ . The evaluation mapping
is surjective because there are enough sections due to the local compactness of X, and thus there are enough sections in C 0 (π) because there are enough compactly supported sections (from any continuous section s through e and any compactly supported continuous function f : X → C such that f (π(e)) = 1 we obtain a compactly supported continuous section f s through e). The evaluation mapping is also continuous because the supremum norm topology contains the compact-open topology. For each x ∈ X the mapping
is linear, and thus q is a map in LinBun(X). Now let us prove that q is an open map. A basis for the topology of C 0 (π) × X consists of all the sets B ε (s) × U with s ∈ C 0 (π), ε > 0, and
For the converse inclusion let e ∈ T ε (s) ∩ E U , and let t ∈ C 0 (π) be such that t(π(e)) = e. We have t(π(e)) − s(π(e)) < ε, and thus, by the upper semi-continuity of the norm of E, for some open set V ⊂ U containing π(e) we have t(x) − s(x) < ε for all x ∈ V . Let f : X → [0, 1] be a continuous compactly supported function such that both f (π(e)) = 1 and supp f ⊂ V , and let t ′ = s + f (t − s). Then t ′ ∈ C 0 (π) and t ′ (π(e)) = e, and furthermore we obtain
and it follows that q is an open map. So we have a normed sectional quotient vector bundle (π, C 0 (π), eval). The quotient norm q on E is defined for all s ∈ C 0 (π) and x ∈ X by (cf. definition preceding Theorem 3.10)
Let us show that q coincides with the Banach bundle norm . First, for all x ∈ X and all s, p ∈ C 0 (π) such that p(x) = 0 x we have
and thus ≤ q . Now in order to prove that we have = q it suffices to show that for all x ∈ X and s ∈ C 0 (π) there is p ∈ C 0 (π) such that p(x) = 0 x and s + p ∞ = s(x) . There are two cases: if s(x) = 0 x just let p = −s; otherwise let p = f s where f : X → (−1, 0] is the continuous function defined by, for all y ∈ X,
Finally, the definition of Banach bundle states that the norm on E is also lower-semicontinuous, so it follows that the normed quotient vector bundle (π, C 0 (π), eval) is continuous.
Classifying spaces
Now we shall look at conditions on a map κ : X → Sub A which ensure that it is the kernel map of a quotient vector bundle. As we shall see, this is so when κ is continuous with respect to a suitable topology on Sub A.
Lower Vietoris topology. The Vietoris topology on the space of closed subsets of a topological space [14] is often presented as the coarsest topology that contains both the lower and the upper Vietoris topologies -see, e.g., [9] . For the purposes of this section, given a topological vector space A we shall topologize Max A (and indeed also Sub A) with the subspace topology which is obtained from the lower Vietoris topology. Let A be a topological vector space. For each open set U ⊂ A we shall write
The collection of all the sets U is a subbasis for a topology on Sub A, which we shall refer to as the lower Vietoris topology on Sub A.
We remark that Sub A with this topology is usually not a T 0 space, since for all V ∈ Sub A the neighborhoods of a linear subspace V are the same as the neighborhoods of its closure V . However, the subset Max A, equipped with the subspace topology, is always a T 0 space. Proof. The forward implication is trivial. In order to prove the reverse implication let W ⊂ X and U ⊂ A be open sets. We want to show that
Theorem 5.1 Let
is an open set. We easily see that
is open if and only if q (U + v) × W is open, and thus we may assume that U is a neighborhood of the origin. Now let (a, Proof. First we assume that κ is continuous. In order to prove that the induced quotient map is open we shall use Lemma 5.2. Let U ⊂ A be a neighborhood of the origin and let (a, x) ∈ [U × X]. Then a ∈ κ(x) + U so we can write a = a 0 + a 1 with a 0 ∈ κ(x) and a 1 ∈ U. Consider the map
Since κ is continuous and κ(x) ∈ a 0 + U ′ , there is a neighborhood W of x such that, for any y ∈ W , we have κ(y)
, which concludes the first half of the proof. Now assume that the induced quotient map is open. Let x ∈ X and let U ⊂ A be an open set such that κ(x) ∈ U (equivalently: U ∩ κ(x) = ∅). We want to find a neighborhood W ⊂ X of x so that U ∩ κ(y) = ∅ for every y ∈ W . Let a ∈ U ∩κ(x) and consider the neighborhood U ′ = a−U of the origin. Since a ∈ κ(x) and 0 ∈ U ′ , we have (a, x) ∈ [U ′ × X] which is, by hypothesis, open, so there is a neighborhood W ⊂ X of x such that {a} × W ⊂ [U ′ × X] and, for every y ∈ W , we obtain a ∈ κ(y) + U ′ = a + κ(y) − U. It follows that 0 ∈ κ(y) − U, and therefore U ∩ κ(y) = ∅.
Universal bundles. Let A be a topological vector space. We shall refer to the quotient vector bundle
whose kernel map is the identity map id : Sub A → Sub A as the universal quotient vector bundle for A.
The following is an immediate corollary of the previous results:
Theorem 5.4 Every quotient vector bundle (π : E → X, A, q) is isomorphic to the pullback of the universal bundle π A along the continuous map
which is defined by κ(x) = ker q x . Moreover, the fibers E x are Hausdorff spaces if and only if κ is valued in Max A.
Fell topology. Let A be a topological vector space. For each compact set K ⊂ A we defineǨ = {P ∈ Max A | P ∩ K = ∅} , and the Fell topology on Max A is the coarsest topology that contains the lower Vietoris topology and all the setsǨ [2] (see also [9] ). We shall use analogous notation for finite dimensional linear subspaces V ⊂ A, as follows:
and therefore a basis for the Fell topology consists of all the sets of the form Proof. Let V ⊂ A be a finite dimensional vector space, hence with the Euclidean topology, and let K be the unit sphere in V in some norm. Then K is compact andV =Ǩ.
Bundles classified by the Fell topology. If X is a topological space, we shall say that a map κ : X → Max A is Fell-continuous if it is continuous with respect to the Fell topology of Max A. The Fell topology contains the lower Vietoris topology and therefore Fell-continuous maps κ : X → Max A determine quotient vector bundles (π, A, q).
Lemma 5.6 Let (π : E → X, A, q) be a quotient vector bundle with Fellcontinuous kernel map κ : X → Max A, for some Hausdorff vector space A.
For any x ∈ X such that E x is finite dimensional there is a neighborhood U of x such that dim E y ≥ dim E x for any y ∈ U.
Proof. Let x ∈ X and a 1 , . . . , a n ∈ A be such thatâ 1 (x), . . . ,â n (x) is a basis of E x . Let also V = a 1 , . . . , a n and U = κ −1 (V ). Then x ∈ U and, by Lemma 5.5 , U is open. For any y ∈ U we have κ(y) ∩ V = {0} and thus, by Lemma 3.5,â 1 (y), . . . ,â n (y) are linearly independent in E y .
The following result provides a characterization of what it means for a bundle to have a Fell-continuous kernel map.
Theorem 5.7 Let (π : E → X, A, q) be a quotient vector bundle with kernel map κ : X → Max A. If the image of the zero section of the bundle is closed then κ is Fell-continuous. In addition, if both X and A are first countable, the image of the zero section is closed if and only if κ is Fell-continuous.
Proof. Assume that the image of the zero section is closed. Let K ⊂ A be a compact set and let x ∈ κ −1 (Ǩ) -that is, κ(x) ∩ K = ∅. Then, for each a ∈ K we have (a, x) / ∈ q −1 (0). By hypothesis q −1 (0) is closed, and thus there are open sets U a ⊂ X and W a ⊂ A such that (a, x) ∈ W a × U a and (W a × U a ) ∩ q −1 (0) = ∅. The collection {W a } forms an open cover of K, whence there is a finite subcover W a 1 , . . . , W an . Let
In other words, for every y ∈ U we have κ(y) ∩ K = ∅, and thus x ∈ U ⊂ κ −1 (Ǩ). We showed that κ is Fell-continuous. Now assume that κ is Fell-continuous and that A and X are both first countable. Suppose q −1 (0) is not closed. Then there is a converging sequence (a n , x n ) in q −1 (0) with limit (a, x) / ∈ q −1 (0). Since a n → a and a / ∈ κ(x), and κ(x) is closed, there is a positive integer p such that a n / ∈ κ(x) for all n > p. Consider the compact set K = {a n | n > p} ∪ {a} ⊂ A. Then, by the continuity of κ, the set U = {y ∈ X | κ(y) ∩ K = ∅} is open in X and x ∈ U. But x n → x and a n ∈ κ(x n ) for all n, and thus for some n we have (a n , x n ) / ∈ q −1 (0), which is a contradiction. Therefore q −1 (0) is closed in A × X.
We have thus obtained a new necessary condition for local triviality, in terms of Fell-continuity:
Corollary 5.8 Let (π : E → X, A, q) be a quotient vector bundle with kernel map κ : X → Max A, such that π is locally trivial. Then κ is Fell-continuous.
Proof. This is an immediate consequence of Lemma 2.2, Corollary 3.7, and Theorem 5.7.
We also record some simplified consequences of Theorem 5.7 when the spaces involved are all good enough: Corollary 5.9 Let (π : E → X, A, q) be a quotient vector bundle with kernel map κ : X → Max A, such that both X and A are first countable Hausdorff spaces. The following are equivalent:
1. κ is Fell-continuous.
2. The image of the zero section of the bundle is closed.
3. E is a Hausdorff space.
Proof. Immediate consequence of Theorem 3.8 and Theorem 5.7.
The closed balls topology. For a normed vector space A we shall consider a refinement of the Fell topology on Max A such that instead of defining open setsǨ for compact K we shall consider instead a family of open sets indexed by A × R >0 as follows: for each a ∈ A and r > 0 we let
The coarsest topology that contains the lower Vietoris topology and the open sets U r (a) has a basis consisting of sets of the form
where the U i 's are open sets of A. We refer to this topology as the closed balls topology on Max A because for all P ∈ U r (a) we have P ∩ B r (a) = ∅, and thus the definition of U r (a) resembles that ofǨ if we replace the compact set K by the closed ball B := B r (a). Indeed, if A is reflexive (for instance a Hilbert space) we have U r (a) =B, although more generally, for any normed space A, only the inclusion U r (a) ⊂B holds. Lemma 5.10 Let A be a normed vector space. For every ε > 0 and every compact K ⊂ A, the seť
is open in the closed balls topology of Max A.
Proof. Let ε > 0, and fix P ∈Ǩ ε . Choose ε ′ and δ so that ε < ε ′ < d(P, K) and δ < ε ′ − ε. Cover K by a finite number of balls B δ (a i ) with a i ∈ K and let U = i U ε ′ (a i ). Then U is open in the closed balls topology, and P ∈ U. We will show that U ⊂Ǩ ε . Let Q ∈ U. Given u ∈ Q and v ∈ K, there is i such that v − a i < δ. Then In order to see that also the converse inclusion holds let P ∈Ǩ. The condition P ∩ K = ∅ implies d(P, k) > 0 for all k ∈ K because P is closed, and this further implies d(P, K) > 0 because d(P, −) : K → R is continuous and K is compact. Hence, choosing ε such that d(P, K) > ε > 0 we obtain P ∈Ǩ ε , and thus Proof. Let us prove (1) ⇒ (2). Let a ∈ A and ε > 0. The distance d a, κ(x) equals q(a, x) , so we have
and thus κ −1 U ε (a) is open due to the continuity of the norm on E and the continuity ofâ, and we conclude that κ is continuous with respect to the closed balls topology. Now let us prove (2) ⇒ (1). We only need to check that the norm on E is lower semicontinuous; that is, given a ∈ A, x ∈ X, and r > 0 such that q(a, x) > r, we need to prove that for some neighborhood W of q(a, x) we have e > r for all e ∈ W , where W can be taken to be q(B ε (a) × U) for some ε > 0 and some open neighborhood U of x. Let r 0 = q(a, x) and let m = (r 0 + r)/2. Note that for all y ∈ X the condition q(a, y) > m is equivalent to the statement that y ∈ U for the open set defined by
In particular, x ∈ U. Let ε = (r 0 − r)/2. Then for all b ∈ B ε (a) and all y ∈ U we have In addition, κ is Fell-continuous by Lemma 5.11, so by Corollary 5.9 the space E is Hausdorff. To conclude, the fibers E x are Banach spaces because they are isomorphic to quotients A/κ(x) with κ(x) ∈ Max A and, by Lemma 3.3, the topology of E around the image of the zero section is the required one (cf. axiom 5 in the definition of section 4).
Finite rank and local triviality
Let (π : E → X, A, q) be a quotient vector bundle and κ : X → Sub A its kernel map. We say the bundle has rank n if all of its fibers E x have dimension n or, equivalently, if all the subspaces κ(x) have codimension n in A. In this section we study such bundles. We shall only be interested in bundles whose fibers have the Euclidean topology, so we shall take κ to be valued in Max A, in addition assuming that κ is Fell-continuous because one of our aims is to study locally trivial bundles (cf. Corollary 5.8). From here on we shall denote by Max n A the topological space, equipped with the relative Fell topology, whose points are the closed linear subspaces P ∈ Max A such that dim(A/P ) = n.
Fiber structures. Let A be a Hausdorff vector space and let
be a rank-n quotient vector bundle with Fell-continuous kernel map
Given any n-dimensional subspace V ⊂ A and any x ∈ X, both V and E x have the Euclidean topology, so there is a linear homeomorphism
This suggests that, in a suitable sense, V can be regarded as being "the fiber" of the bundle. In order to pursue this idea, first note that for each P ∈V ∩ Max n A we have V ∼ = A/P and P ∩ V = {0}, and therefore A = V ⊕ P , where for each a ∈ A the component of a in V is the vector v such that V ∩ (a + P ) = {v} (cf. Lemma A.1). This leads to the following definitions:
The projection family of V is the mapping
(The map p V defines a family of projections a → p V (a, x) of A onto V indexed by x ∈ D V , hence the terminology -cf. Lemma A.1.)
3. The fiber family of V is the mapping
(This is well defined because
, and it defines a family of isomorphisms E x ∼ = V indexed by x ∈ D V .) Lemma 6.1 Let A be a Hausdorff vector space, let (π : E → X, A, q) be a rank-n quotient vector bundle whose kernel map κ : X → Max n A is Fellcontinuous, and let V ⊂ A be an n-dimensional linear subspace. For all subsets W ⊂ V , all a ∈ A, and all x ∈ D V , the following conditions are equivalent:
Proof. Immediate consequence of the definitions of f V and p V .
Lemma 6.2 Let
A be a Hausdorff vector space, and let
be the rank-n quotient vector bundle whose kernel map is the identity on Max n A. Let also V ⊂ A be an n-dimensional linear subspace, let W ⊂ V be an open subset (in the subspace topology of V ), and let a / ∈ V . Fix some norm on V ⊕ a , let r V ⊕ a : V ⊕ a \ {0} → S V ⊕ a be the retraction r V ⊕ a (v) = v/ v onto the unit sphere S V ⊕ a and let
Then K W is compact. Moreover, for all P ∈V we have
Proof. In order to show that
and, equivalently,
which in turn is equivalent, by Lemma 6.1, to
So we have proved the ⇐ implication of (6.2.1), and also concluded that the conditions (6.2.3)-(6.2.5) are all equivalent. Hence, in order to prove the ⇒ implication of (6.2.1) we only need to show that (6.2.3) implies (6.2.2). Suppose the former holds, and let w ∈ K W . Then, since V ⊕ a is normed, there is a sequence
is not bounded we also have lim(v k + a)/ v k + a = w. In this case, since the sequence (v k + a) has values in V , we obtain w ∈ V , which implies that w / ∈ P because P ∈V , so (6.2.2) holds. Now assume that (v k ) is bounded. Then, since V is finite dimensional and V \ W − a is closed, there is a convergent subsequence (w k ) such that lim w k ∈ V \ W − a, and thus w = r V ⊕ a (lim w k ) ∈ r V ⊕ a (V \ W ) − a . Therefore w / ∈ P and again we conclude that (6.2.2) holds.
Theorem 6.3 If
Proof. Let P, Q ∈ Max n A be such that P = Q. By Lemma A.2 there is an n-dimensional subspace V ⊂ A such that V ∩ P = V ∩ Q = {0}. Let (π : E → Max n A, A, q) be the rank-n quotient vector bundle whose kernel map is the identity on Max n A. Let a ∈ P \ Q. Thenâ(P ) = 0 andâ(Q) = 0. Let s : D V → V be defined by s = f V •â. Then s(P ) = 0 and s(Q) = 0, and, since V is Hausdorff, we only need to show that s is continuous. But this follows from Lemma 6.2 because for all R ∈ D V we have s(R) = p V a, R , and thus for each open set W of V there is a compact set K W ⊂ A such that the preimage s −1 (W ) equalsǨ W .
Local triviality. Let A be a Hausdorff vector space, and let
Let also V ⊂ A be an n-dimensional linear subspace. The restriction of q to A × D V is an open map because the fiber domain D V is open, and therefore the projection family p V is continuous if and only if the fiber family f V is. The continuity of these maps is closely related to the existence of local trivializations, as we now see:
Lemma 6.4 With the bundle (π, A, q) and V as just defined, let
be the restriction of q to V × D V . Then q ′ is continuous and bijective, and the following conditions are equivalent:
′ is an isomorphism of bundles in LinBun(X);
2. f V is continuous (equiv., p V is continuous).
Proof. The function q ′ is clearly continuous and it is bijective by Lemma 3.5. Its inverse is the pairing f V , π D V , and thus q ′ is a homeomorphism if and only if f V is continuous. Theorem 6.5 Let A be a Hausdorff vector space and let
The following conditions are equivalent:
1. π is locally trivial; 2. For all n-dimensional subspaces V ⊂ A the fiber family f V (equiv., the projection family p V ) is continuous.
Proof. The implication (2) ⇒ (1) is a consequence of Lemma 6.4: for each x ∈ X choose an n-dimensional subspace V ⊂ A such that V ∩ κ(x) = {0}; the fiber domain D V is an open neighborhood of x and the continuity of f V implies that there is a local trivialization (
is the restriction of q to V × D V . Now let us prove the implication (1) ⇒ (2). Suppose π is locally trivial and let V ⊂ A be an n-dimensional subspace. Let x ∈ D V , let q ′ : V × D V → E D V be the restriction of q to V × D V , and let φ : E U → V × U be a trivialization on some open neighborhood U of x. We may assume that U ⊂ D V , and thus obtain a continuous and bijective function φ•q ′′ : V ×U → V × U, which is a morphism in LinBun(U), where q ′′ is the restriction of q ′ to V × U. The function φ • q ′′ is necessarily a bundle isomorphism because it restricts fiberwise to continuous linear isomorphisms φ x : V × {x} → V ×{x}, which are necessarily homeomorphisms because V has the Euclidean topology, and thus q ′′ is a homeomorphism. Since q ′′ is a generic restriction of q ′ and the domains of all such maps q ′′ cover the domain of q ′ , we conclude that q ′ is itself a homeomorphism. So, by Lemma 6.4, f V is continuous.
Two technical lemmas. In the following two lemmas A is an arbitrary Hausdorff vector space, (π : E → X, A, q) is a rank-n quotient vector bundle with Fell-continuous kernel map κ : X → Max n A, and V ⊂ A is an ndimensional subspace. 
Proof. First, assuming the hypothesis about the sets N W,U , we show that
The collection {v + W | W ∈ B} is a basis of neighborhoods of v. In order to prove continuity of f V we shall, given an arbitrary but fixed W ∈ B, find an
By hypothesis there is a neighborhood of zero U ⊂ A such that x ∈ N W,U , and we define U = q((v − U) × N W,U ). So let us prove (6.6.1). Let y ∈ N W,U and 1. For any b ∈ A and any x ∈ X such thatb(x) = 0 x there is a neighborhood U of zero in A such that
2. For any compact set K ⊂ A and any x ∈ κ −1 (Ǩ) there is a neighborhood U of zero in A such that
Proof. Trivially (2) ⇒ (1), so assume (1) holds. Then for any b ∈ K there is a neighborhood U b ⊂ A of zero such that
so we can pick a finite covering
and therefore
Locally convex spaces. Using the previous results we can provide another equivalent condition to local triviality, in the case where the Hausdorff vector space A is locally convex: Theorem 6.8 Let A be a Hausdorff locally convex space, and let (π : E → X, A, q) be a rank-n quotient vector bundle with Fell-continuous kernel map κ : X → Max n A. Then π is locally trivial if and only if for any (b, x) ∈ A×X such thatb(x) = 0 x there is a neighborhood U of zero in A such that
[We remark that only the reverse implication uses local convexity.]
Proof. Assume first that π is locally trivial. Then, by Theorem 6.5, f V is continuous for any linear subspace V ⊂ A of dimension n. Let (b, x) ∈ A×X be such thatb(x) = 0 x ; that is, b / ∈ κ(x). Then we can choose an ndimensional vector subspace V ⊂ A such that b ∈ V and V ∩ κ(x) = {0} (let V be spanned by b, a 1 , . . . , a n−1 such that b + κ(x), a 1 + κ(x), . . . , a n−1 + κ(x) is a basis of A/κ(x)). Let W ⊂ V be a neighborhood of zero in V with b / ∈ W . By Lemma 6.6, there is a neighborhood U of zero in A such that
Then, because b ∈ V \ W , we obtain
In order to prove the converse let us assume that for any (b, x) ∈ A × X such thatb(x) = 0 x there is a neighborhood U of zero in A satisfying
Equivalently, by Lemma 6.7, we assume that for any compact set K ⊂ A and any x ∈ κ −1 (Ǩ) there is a neighborhood U ⊂ A of zero such that
Since A is locally convex we shall assume that U is convex. Let V ⊂ A be an arbitrary n-dimensional linear subspace, and choose some norm on V . Let also B be the collection of balls around the origin of V in that norm, let W ∈ B, and let x ∈ D V . Now let K be the (compact) boundary of W in V . Then x ∈ κ −1 (Ǩ), and (6.8.1) holds. We claim that for any linear subspace P ⊂ A we have P ∩ (V \ W ) + U = ∅ if and only if P ∩ (K + U) = ∅. One implication is clear because K ⊂ V \ W , so let b ∈ P ∩ (V \ W ) + U . Then b = v + u with v ∈ V \ W and u ∈ U, so, since W is a ball, there is c ∈ (0, 1) such that cv ∈ K. Then cu ∈ U because U is convex and 0 ∈ U, and thus cb ∈ P ∩ (K + U), which proves the claim. Hence, (6.8.1) is equivalent to
which in turn is equivalent to the condition x ∈ N W,U of Lemma 6.6 because we are assuming that x belongs to the open set D V . Hence, by Lemma 6.6, we have proved that f V is continuous for all n-dimensional subspaces V ⊂ A, and thus, by Theorem 6.5, π is locally trivial.
Normed bundles and Banach bundles. Let us conclude our study of local triviality by looking at continuous normed bundles and Banach bundles. Theorem 6.9 Let (π : E → X, A, q) be a normed rank-n quotient vector bundle with kernel map κ : X → Max n A. If κ is continuous with respect to the closed balls topology then:
1. For every n-dimensional subspace V ⊂ A, the bundle E induced by κ is trivial on the open set
2. π is locally trivial.
Proof. The space A is Hausdorff and, by Lemma 5.11, the map κ is Fellcontinuous. Hence, by Lemma 6.4 and Theorem 6.5, the two conditions (1) and (2) are equivalent. So let us apply Theorem 6.8 (since A is also locally convex). Given (b, x) ∈ A × X withb(x) = 0 x (equivalently, b / ∈ κ(x)) let us define
and it follows from Theorem 6.8 that π is locally trivial.
This implies the following result, which is mentioned but not proved in [3, p. 129]:
Corollary 6.10 Every Banach bundle of constant finite rank on a locally compact Hausdorff space is locally trivial.
Proof. Recall from Theorem 4.2 that every Banach bundle π : E → X with X locally compact Hausdorff can be made a quotient vector bundle (π, A, q) by taking A = C 0 (π) with the supremum norm and q = eval. By Corollary 5.13 this bundle is classified by a kernel map κ which is continuous with respect to the closed balls topology. The conclusion follows from Theorem 6.9.
Grassmannians
The role played by the spaces Sub A in the classification of quotient vector bundles (π, A, q) is analogous to that of Grassmannians in the classification of locally trivial finite rank vector bundles. However, the relations between Sub A and Grassmannians in the preceding sections are obscured by the fact that A has in general been infinite dimensional, so our purpose in the present section is to investigate the extent to which the topologies of Sub A and Grassmannians coincide. This said, this section is largely independent from the preceding ones. We shall only need to consider the lower Vietoris topology on Sub A, and the main results of this section will require A to be Hausdorff.
Linearly independent open sets. Let A be a topological vector space. We say that a finite collection of open sets U 1 , . . . , U k ⊂ A is linearly independent if any k vectors v 1 , . . . , v k with v i ∈ U i are linearly independent. Lemma 7.1 Let A be a Hausdorff vector space, let S ⊂ A be a finite set, and for each v ∈ S let U v be a neighborhood of v. Let e 1 , . . . , e m be a basis of the linear span S . Then there are linearly independent neighborhoods U ′ 1 , . . . , U ′ m of e 1 , . . . , e m such that, for any v ∈ S, if we write v = j a j,v e j (with
Proof. We divide the proof into three steps:
1. We claim that there are linearly independent neighborhoods U l.i.
j of e j (with j = 1, . . . , m). Consider the unit sphere S 2m−1 ⊂ C m and let f :
. This proves the claim.
2. Now let v = a j,v e j ∈ S. We claim that there are neighborhoods
3. Now, for each j = 1, . . . , m, let
By (1), the sets U ′ j (which are open because S is finite) are linearly independent. And, by (2), we have j a j,v U ′ j ⊂ U v , which concludes the proof.
Grassmannians as subspaces. For any Hausdorff vector space A (of any dimension) and any integer k > 0, we shall write V (k, A) for the set of injective linear maps from C k to A with the product topology, and we shall write S(v, U), where v ∈ C k and U ⊂ A is open, for the sub basic open set consisting of those φ ∈ V (k, A) such that φ(v) ∈ U. Denoting by Gr(k, A) the set of all the k-dimensional subspaces of A, we have a surjective map
defined by p k (φ) = Im φ. We shall refer to Gr(k, A), equipped with the quotient topology, as a Grassmannian of A (so we have a homeomorphism Gr(k, A) ∼ = V (k, A)/ GL(k, C)). This, of course, is a generalization of the usual definition of Grassmannian of a finite dimensional vector space. Theorem 7.2 Let A be a Hausdorff vector space. For any integer k > 0, the Grassmannian Gr(k, A) is a topological subspace of Sub A.
Proof. Let us first prove that, given an open set U ⊂ A, the set
is open in the quotient topology. We only need to show that the set P ∈ Gr(k, A) ∩ U ⊂ W .
First we observe that P = p k (φ) for some φ ∈ p −1 k (W ), so there are u 1 , . . . , u n ∈ C k and open sets U 1 , . . . , U n ⊂ A such that
We may assume without loss of generality that for some m ≤ n the vectors u 1 , . . . , u m form a basis of u 1 , . . . , u n . Then we are within the conditions of Lemma 7.1 with S = {φ(u 1 ), . . . , φ(u n )} , φ(u i ) ∈ U i (i = 1, . . . , n) , e j = φ(u j ) (j = 1, . . . , m) . we obtain Q = p k (ψ • g) ∈ W , showing that (7.2.3) holds.
Corollary 7.3 For any k ∈ {1, . . . , n} we have a homeomorphism
A new basis for the lower Vietoris topology. Let us provide a description of the lower Vietoris topology in terms of the Grassmannian topologies. In order to do this, first we need a finer subbasis for the lower Vietoris topology: Proof. Given open sets U 1 , . . . , U n ⊂ A let P ∈ i U i . We want to find linearly independent open sets U ′ 1 , . . . , U ′ m such that P ∈ m j=1 U ′ j ⊂ n i=1 U i . For each i let e i ∈ P ∩ U i . We may assume without loss of generality that there is some m ≤ n such that e 1 , . . . , e m form a basis of e 1 , . . . , e n . Then we are within the conditions of Lemma 7.1 with S = {e 1 , . . . , e n }, so let U Since we also have m j=1 a ij u j ∈ Q, it follows that Q ∈ U i for all i. Therefore we have Q ∈ n i=1 U i , which proves (7.4.1). Now we shall use the notation ↑W , for W any subset of Sub A, to denote the upper-closure of W in the inclusion order of Sub A: Then V ∈ W and V ⊂ P , and thus P ∈ ↑W .
A Appendix Lemma A.1 Let A be a vector space and n a positive integer. Let also V, P ⊂ A be linear subspaces such that V ∩P = {0} and dim(V ) = dim(A/P ) = n. Then A = V ⊕ P , and the set V ∩ (a + P ) is a singleton.
Proof. Let a 1 , . . . , a n be a basis of V . Then a 1 + P, . . . , a n + P is a basis of A/P , and there is an isomorphism ι : A/P → V defined by a i + P → a i , which gives us a projectionP : A → A by composing the quotient a → a + P with ι and the inclusion V → A:
Hence, we getP (A) = V and kerP = P (and thus A = V ⊕P ), and therefore V ∩ (a + P ) = {P (a)}.
Lemma A.2 Let A be a vector space and n a positive integer. Let P, Q ⊂ A be linear subspaces such that dim(A/P ) = dim(A/Q) = n. Then there is an n-dimensional subspace V ⊂ A such that V ∩ P = V ∩ Q = {0}.
Proof. We begin by fixing an isomorphism φ : A → (P ∩ Q) ⊕ A/(P + Q) ⊕ (P + Q)/(P ∩ Q) ∼ = (P ∩ Q) ⊕ A/(P + Q) ⊕ P/(P ∩ Q) ⊕ Q/(P ∩ Q) .
Notice that φ(P ) ⊂ (P ∩ Q) ⊕ P/(P ∩ Q) and φ(Q) ⊂ (P ∩ Q) ⊕ Q/(P ∩ Q). Let j = dim A/(P + Q). Then, since A/P ∼ = A/(P + Q) ⊕ (P + Q)/P ∼ = A/(P + Q) ⊕ Q/(P ∩ Q), we have dim Q/(P ∩ Q) = n − j and, similarly, dim P/(P ∩ Q) = n − j. Now pick an (n − j)-dimensional subspace W ⊂ P/(P ∩ Q) ⊕ Q/(P ∩ Q) such that W ∩ P/(P ∩ Q) = W ∩ Q/(P ∩ Q) = {0}, and let V = φ −1 W ⊕ A/(P + Q) . Then V ∩ P = V ∩ Q = {0}.
