Sheaves on the alcoves I: Projectivity and wall crossing functors by Fiebig, Peter & Lanini, Martina
ar
X
iv
:1
50
4.
01
69
9v
2 
 [m
ath
.R
T]
  1
3 J
an
 20
17
SHEAVES ON THE ALCOVES I: PROJECTIVITY AND WALL
CROSSING FUNCTORS
PETER FIEBIG, MARTINA LANINI
Abstract. This paper is the first in a series of papers in which we define and
study a category of “sheaves of Z-modules on the set of alcoves” that carries
important information on the category of representations of semisimple Lie
algebras in positive characteristics. Here, we define this category and study
the structure of its projective objects using a new version of wall crossing
functors.
1. Introduction
Let R be an irreducible root system in a real vector space V , and denote by
A the corresponding set of alcoves, i.e. the set of connected components of the
complement in V of the union of affine reflection hyperplanes. The choice of
a system of positive roots endows A with a natural partial order, known as the
generic Bruhat order. Now we view A as a topological space with the order ideals
as open sets.
We fix a field k and denote by S the symmetric algebra over k associated with
the coweight lattice. There is a certain commutative S-algebra Z, depending on
the root system, that appears in surprisingly many contexts. For k = C, it is
the deformed categorical center of the principal block of the category O of the
finite dimensional simple complex Lie algebra associated with R. It is also closely
related to the categorical center of the principal block of restricted critical level
category O of the corresponding affine Kac–Moody algebra. For any k, it is the
torus equivariant cohomology with coefficients in k of the flag variety G∨/B∨,
where G∨ is the semisimple simply connected complex algebraic group for the
dual root system, and B∨ ⊂ G∨ is a Borel subgroup. For arbitrary k, Z is the
structure algebra of the Bruhat graph associated with the root system R.
In this paper we study sheaves of Z-modules on the topological space A, and
we introduce a particular full subcategory C of sheaves that satisfy some natural
conditions. Apart from some minor finiteness and reflexivity assumptions, the
two important conditions are what we call the support condition and the local
extension condition. The first concerns the structure of the Z-modules of sections
supported on locally closed subsets, and the second the extension structure along
root strings in A. For example, the standard objects in C are certain skyscraper
sheaves V (A) supported on a single alcove A.
1
2The category C inherits an exact structure from the surrounding category of
sheaves of Z-modules. For any alcove we show that there is an up to isomor-
phism unique projective object B(A) in C that is indecomposable and admits
an epimorphism onto V (A) for any alcove A.
This paper is the first of a series of papers that is devoted to the study of the
category C and, in particular, its objects B(A). We show in forthcoming papers
that they carry significant representation theoretic information. For example, the
ranks of the stalks of the B(A) yield, if the characteristic of k is larger than the
Coxeter number, the Jordan–Ho¨lder multiplicities of baby Verma modules for the
k-Lie algebra associated with R, and hence they encode the simple characters of
the corresponding semisimple algebraic groups.
Contents. In Section 2 we recall the definitions of the set of alcoves and of the
generic Bruhat order. Some results concerning the right action of simple affine
reflections on A are provided. The algebra Z is defined in Section 3, where we
also study the structure of Z-modules and introduce the notion of the Z-support.
Section 4 states some basic results on (pre-)sheaves on partially ordered sets
with values in an abelian category. Some sufficient conditions for a presheaf to be
a sheaf are given. We define subquotients of flabby presheaves, and study short
exact sequences.
In Section 5 we study sheaves of modules over the structure algebra Z on the
partially ordered set A. We discuss two important properties of such sheaves, the
support condition and the local extension condition, which essentially define the
category C. It contains a subcategory B of objects that admit a Verma flag. In
Section 6 we associate a sheaf to any locally closed subset of A. As a particular
example of this we obtain the standard objects V (A).
The category C is not abelian, but it inherits an exact structure from its sur-
rounding category of sheaves of Z-modules on A. In Section 7 we study projective
objects in C. Proposition 7.1 gives a sufficient condition for an object to be pro-
jective. This result is then used to show that the sheaves associated to special
sections are projective. These are the only projectives that we can construct di-
rectly, and they serve as the starting points for a wall crossing algorithm that can
be used to prove the existence (and some properties) of the other indecomposable
projectives.
In the final Section 8 the wall crossing functors ϑs : C → C for affine simple
reflections s are constructed. We describe the wall crossing algorithm, which also
implies that the projectives actually admit a Verma flag, i.e. are contained in the
subcategory B.
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2. Alcove Geometry
Fix a finite irreducible root system R in a real finite dimensional vector space
V . For any α ∈ R denote by α∨ ∈ V ∗ = HomR(V,R) the corresponding coroot.
Let 〈·, ·〉 : V × V ∗ → R be the natural pairing. Let
X := {λ ∈ V | 〈λ, α∨〉 ∈ Z for all α ∈ R},
X∨ := {v ∈ V ∗ | 〈α, v〉 ∈ Z for all α ∈ R},
be the weight and the coweight lattice, resp. Note that the root lattice ZR is
contained in X . Let R+ ⊂ R be a system of positive roots. The dominant Weyl
chamber is
C+ := {λ ∈ V | 〈λ, α∨〉 > 0 for all α ∈ R+},
and the antidominant Weyl chamber is
C− := {λ ∈ V | 〈λ, α∨〉 < 0 for all α ∈ R+}.
2.1. Alcoves. For any positive root α ∈ R+ and n ∈ Z we define
Hα,n := {µ ∈ V | 〈µ, α
∨〉 = n},
the affine reflection hyperplane associated with α and n, and
H+α,n := {µ ∈ V | 〈µ, α
∨〉 > n},
H−α,n := {µ ∈ V | 〈µ, α
∨〉 < n},
the corresponding positive and the negative half-space, resp. The affine reflection
with fixed point hyperplane Hα,n is
sα,n : V → V
λ 7→ λ− (〈λ, α∨〉 − n)α.
It maps H+α,n into H
−
α,n and vice versa.
Definition 2.1. (1) The connected components of V \
⋃
α∈R+,n∈ZHα,n are
called alcoves. We denote by A the set of alcoves.
(2) The generic Bruhat order is the partial order  on A that is generated
by the relations A  sα,n(A) for A ∈ A, α ∈ R
+, n ∈ Z with A ⊂ H−α,n.
The partially ordered set (A,) will provide the topological space underlying
the sheaf theory studied in Section 5.
42.2. The affine Weyl group. The affine Weyl group is the group Ŵ of affine
transformations on V that is generated by the affine reflections sα,n for α ∈ R
+
and n ∈ Z. It stabilizes the set of affine hyperplanes and hence permutes the set
of alcoves A. A is a principal homogeneous set for this action.
Denote by Ae the unique alcove that is contained in the dominant Weyl cham-
ber C+ and contains 0 in its closure. It is called the fundamental alcove. Then
the map Ŵ → A, w 7→ Aw := w(Ae) is a bijection. Via this bijection, the natural
right action of Ŵ on itself yields a right action of Ŵ on A (i.e. Axw := Axw).
Denote by Ŝ ⊂ Ŵ the set of reflections along hyperplanes that have a codimen-
sion 1 intersection with the closure of the fundamental alcove Ae. Then (Ŵ , Ŝ)
is a Coxeter system.
We denote by tλ : V → V the affine translation µ 7→ λ+ µ. Then
tλ(Hα,n) = Hα,n+〈λ,α∨〉, tλ(H
±
α,n) = H
±
α,n+〈λ,α∨〉.
So tλ induces a bijection A → A and it preserves the order , i.e. A  B if and
only if tλ(A)  tλ(B) for all λ ∈ X .
Easy calculations yield:
Lemma 2.2. (1) For α ∈ R+ and m,n ∈ Z we have sα,n ◦ sα,m = t(n−m)α.
(2) For α ∈ R+, n ∈ Z and λ ∈ X we have sα,n ◦ tλ = tsα,0(λ) ◦ sα,n.
For λ ∈ ZR, we have tλ ∈ Ŵ , as tα = sα,1 ◦ sα,0 for any α ∈ R
+.
2.3. Boxes and special alcoves. Let ∆ ⊂ R+ be the set of simple roots. For
λ ∈ X let Πλ ⊂ A be the set of all alcoves A contained in H
+
α,〈λ,α∨〉−1 ∩H
−
α,〈λ,α∨〉
for any α ∈ ∆. The Πλ are called boxes. Each alcove is contained in a unique
box, and each box Πλ contains a unique -maximal alcove A
−
λ . It is the unique
alcove in Πλ that contains λ in its closure. Following [Lus80, §1.1] we call an
alcove A special if A = A−λ for some λ ∈ X . We denote by A
+
λ the unique alcove
that is symmetric to A−λ with respect to λ, i.e. it is the unique alcove contained
in C+ + λ that contains λ in its closure.
Lemma 2.3. Let A ∈ A and λ ∈ X with A ∈ Πλ. Then we can find s1, . . . ,
sn ∈ Ŝ such that A = A
−
λ s1 · · · sn and A ≺ A
−
λ s1 · · · sn−1 ≺ · · · ≺ A
−
λ s1 ≺ A
−
λ .
Proof. We can find a vector δ ∈ C− and interior points x ∈ A−λ , y ∈ A such
that y = x+ δ and such that the straight line segment from x to x+ δ does not
pass through the intersection of at least two hyperplanes. Hence there exists a
sequence of alcoves A = A0 ≺ A1 ≺ . . . An = A
−
λ such that Ai and Ai+1 share a
wall for all i = 0, . . . , n− 1. 
2.4. Finite Weyl groups and special sections. Again we fix λ ∈ X . Denote
by Wλ the subgroup of Ŵ generated by the reflections sα,〈λ,α∨〉 for α ∈ R
+.
These are precisely the reflections that stabilize λ. Conjugation with tλ−µ yields
an isomorphismWλ ∼=Wµ for all µ ∈ X . Denote by Sλ ⊂ Wλ the set of reflections
5that stabilize (pointwise) a wall of A−λ . Then (Wλ,Sλ) is a Coxeter system. We
have Ŵ =Wλ ⋉ ZR.
Set Kλ := Wλ(A
−
λ ) ⊂ A. This is the set of alcoves that contain λ in their
closure. We call these subsets special sections.
Lemma 2.4. (1) The map τ = τλ : Wλ → Kλ, τ(x) = x(A
−
λ ) is a bijection
that identifies the Bruhat order 6λ on Wλ with the restriction of  to Kλ.
(2) The set Kλ is a full set of representatives for the ZR-orbits in A.
Proof. We prove statement (1). Clearly τ is a bijection. Since the translations
tλ preserve the order  and yield isomorphisms of the finite Coxeter systems,
we can assume λ = 0. The Bruhat order 6 on W0 is generated by x < sαx if
x−1(α) ∈ R+. This is the case if and only if 〈x(v), α∨〉 = 〈v, x−1(α∨)〉 < 0 for all
v ∈ A−0 , i.e. x(A
−
0 ) ∈ H
−
α,0, which is the case if and only if sαx(A
−
0 ) ∈ H
−
α,0. Now
the statements follows from the definition of the generic Bruhat order.
Statement (2) follows from the facts that Ŵ = Wλ ⋉ ZR and that A is a
principal homogeneous Ŵ-set. 
2.5. Length functions on A. For any λ ∈ X let ℓλ : A → Z be the length
function relative to λ (cf. [Lus80]). For an alcove A, ℓλ(A) is obtained as follows.
Fix a path γ in the real vector space V from the alcove A+λ to A (nothing will
depend on the choice of this path). Then ℓλ(A) = −(m+−m−), where m+ is the
number of hyperplanes that γ crosses from the negative to the positive side, and
m− the number of hyperplanes that γ crosses from positive to the negative side.
Note that here we use a convention that is opposite to the one used in [Lus80] or
[Soe97].
Clearly, if s ∈ Ŝ is an affine simple reflection such that A ≺ As, then ℓλ(As) =
ℓλ(A)− 1.
2.6. The right action of Ŝ. For us, the right action of the elements of Ŝ on A
is of particular importance. Fix s ∈ Ŝ. Note that for A ∈ A, the elements A and
As are always -comparable. An element A ∈ A is called s-dominant if As  A,
and it is called s-antidominant if it is not s-dominant.
Lemma 2.5. Let A ∈ A be s-dominant.
(1) The set {As,A} is an interval, i.e. for any B ∈ A with As  B  A we
have B = As or B = A.
(2) For B ∈ A we have:
(a) If B  A, then Bs  A.
(b) If As  B, then As  Bs.
Proof. (1) follows immediately from [Lus80, (1.4.2)] and the definition of generic
order therein. (2a) is [Lus80, Proposition 3.2], and (2b) is [Lus80, Corollary
3.3]. 
6A subset T of A is called s-invariant if T s ⊂ T . For an arbitrary subset T of
A define
T ♭ := T ∩ T s, T ♯ := T ∪ T s.
Then T ♭ is the largest s-invariant subset of T , and T ♯ is the smallest s-invariant
subset of A containing T .
Definition 2.6. We say that a subset J of A is open if A ∈ J , B ∈ A and
B  A imply B ∈ J .
This notion is studied in more detail in Section 4 in the context of general
partially ordered sets.
Lemma 2.7. Suppose that J is open in A. Then J ♭ and J ♯ are also open in A.
Proof. Suppose that A ∈ J ♯, B  A and assume that B ≺ Bs. We show that
B,Bs ∈ J ♯. If A ∈ J , then B ∈ J as J is open, and hence Bs ∈ J s. If A 6∈ J ,
then A ∈ J s, ao As ∈ J and As ≺ A. Lemma 2.5 implies B  As. But then
B ∈ J and hence Bs ∈ J s. So J ♯ is open.
Suppose that A ∈ J ♭ and B  A. We want to show that B ∈ J ♭. We have
B ∈ J as J is open, so we need to show that Bs ∈ J . Interchanging the roles
of A and As if necessary we can assume that As ≺ A. Then Lemma 2.5 implies
that Bs  A, hence Bs ∈ J . So J ♭ is open. 
Consider the left action of the group ZR on A. It preserves the partial order
and commutes with the right action of s, so it preserves the sets of s-dominant
and s-antidominant elements. Denote by A+ the subset of s-dominant elements
in A, and by A− the complement of s-antidominant elements.
Note that J ♯, J ♭ and A± depend on the choice of the simple reflection s. We
do not incorporate this in the notation, as these symbols are always used in the
context of a fixed choice of s.
Lemma 2.8. Suppose that J is open. Then J ♯ \ J ⊂ A+ and J \ J ♭ ⊂ A−.
Proof. Let A ∈ J ♯ \ J . Then A ∈ J s, so As ∈ J and A  As would imply
A ∈ J , a contradiction. Hence A ∈ A+. Let A ∈ J \ J ♭. Then As 6∈ J , hence
As 6 A, so A  As and hence A ∈ A−. 
2.7. α-strings. Let α ∈ R+ and A ∈ A. Then there is a unique n ∈ Z such that
A ⊂ H−α,n ∩H
+
α,n−1. Define
α ↑ A := sα,n(A).
Then A ≺ α ↑ A, and α ↑ · : A → A is a bijection. Denote by α ↑n the n-fold
composition for n ∈ Z.
Definition 2.9. An α-string in A is a subset of A of the form {α ↑n A | n ∈ Z}.
Remarks 2.10. (1) Each α-string is a totally ordered subset of A.
(2) The generic Bruhat order  is also generated by the relations A  α ↑ A
for all A ∈ A and α ∈ R+.
7Note that for any α-string Λ, the set Λs is an α-string as well.
Lemma 2.11. Let Λ be an α-string and suppose that Λ ∪ Λs is not a totally
ordered subset of A. Then either Λ contains only s-antidominant or only s-
dominant elements.
Proof. Let A ∈ A. Suppose that A is s-antidominant. It suffices to show that
each element in Λ is s-antidominant. Note that Λ = {tnαA | n ∈ Z} ∪ {tnα(α ↑
A) | n ∈ Z}. As the translations preserve the order and commute with the right
action of s on Λ♯, it suffices to show that (α ↑ A)  (α ↑ A)s. But otherwise
(α ↑ A)s  (α ↑ A), since both elements are comparable in any case. This leads
to a contradiction as follows: as A  As, Lemma 2.5 implies A  (α ↑ A)s. If
A = (α ↑ A)s, then Λ = Λs which contradicts our assumption that Λ♯ is not
totally ordered. Hence A ≺ (α ↑ A)s. As As and (α ↑ A)s are contained in the
same α-string, they are comparable. Again by Lemma 2.5, {A,As} is an interval,
so As  (α ↑ A)s, hence
A  As  (α ↑ A)s  (α ↑ A).
Since the root translations preserve the order, this implies that Λ♯ is a totally
ordered set, contrary to our assumption. Hence (α ↑ A)  (α ↑ A)s. 
3. The structure algebra
Let k be a field. We denote by X∨k = X
∨ ⊗Z k the k-vector space associated
with the lattice X∨. For convenience, for v ∈ X∨, we often denote by v its
canonical image v ⊗ 1 in X∨k .
Definition 3.1. We say that k satisfies the GKM-condition (with respect to
R), if char k 6= 2 and if any two distinct positive roots α and β are k-linearly
independent, i.e. if α 6∈ kβ in X∨k for α 6= β.
From now on we fix a field k satisfying the above condition. Let S = S(X∨k )
be the symmetric algebra of the k-vector space X∨k . We consider S as a Z-
graded algebra with X∨k ⊂ S being the homogeneous component of degree 2.
For a graded S-module M =
⊕
n∈ZMn the grading shift for l ∈ Z is defined
by M [l] =
⊕
n∈ZM [l]n with M [l]n = Mn+l. Homomorphisms between graded
modules are assumed to respect the grading.
Let X be a subset of A.
Definition 3.2. Denote by Z(X ) the set of all X -tuples (zA) ∈
∏
A∈X S that
satisfy the following properties:
(1) zA ≡ zsα,n(A) mod α
∨ for all A ∈ X , α ∈ R+ and n ∈ Z with sα,n(A) ∈ X ,
(2) zA = ztλ(A) for all A ∈ X and λ ∈ ZR with tλ(A) ∈ X .
Then Z(X ) is a commutative, graded, unital S-algebra under coordinatewise
addition and multiplication (note that the product is taken in the category of
8graded S-modules). For X ′ ⊂ X the projection
∏
A∈X S →
∏
A∈X ′ S along the
decomposition restricts to a homomorphism
φX
′
X : Z(X )→ Z(X
′).
3.1. Special sections. Let λ ∈ X . Recall the definition of the special section
Kλ from Section 2.4. Note that
Z(Kλ) =
{
(zA) ∈
⊕
A∈Kλ
S
∣∣∣∣zA ≡ zsα,〈λ,α∨〉(A) mod α∨for all A ∈ Kλ, α ∈ R+
}
.
Lemma 3.3. The homomorphism Z → Z(Kλ) is an isomorphism.
Proof. As Kλ is a section for the ZR-action on A, the homomorphism is injective.
For (zA) ∈ Z(Kλ) and B ∈ A define z
′
B = zA if B ∈ A+ ZR. We claim that (z
′)
is contained in Z. Clearly, property (2) of Definition 3.2 is satisfied. Let α ∈ R+
and n ∈ Z and let A,A′ ∈ Kλ be the representatives of the ZR-orbits of B and
sα,n(B). Then A
′ = sα,〈λ,α∨〉(A) by Lemma 2.2. Hence zA ≡ zA′ mod α
∨, hence
zB ≡ zsα,n(B) mod α
∨. It follows that z′ = (z′B) is contained in Z, and it is, by
construction, a preimage of z. 
The following innocent looking statement is in fact one of the cornerstones of
the theory.
Proposition 3.4. Suppose that J ⊂ Kλ is an open subset. Then the homomor-
phism Z → Z(J ) is surjective.
Proof. In order to prove this proposition, we use the theory of Braden–MacPherson
sheaves on moment graphs associated to root systems. First, note that the ho-
momorphism Z → Z(J ) factors over the restriction Z → Z(Kλ). By Lemma
3.3, this is an isomorphism. So it is enough to show that the restriction Z(Kλ)→
Z(J ) is surjective. Let us identify the sets Wλ and Kλ via the bijection τλ stud-
ied in Lemma 2.4. As (Wλ,Sλ) is isomorphic to (W0,S0), we can identify Z(Kλ)
with
Z(R) :=
{
(zx) ∈
⊕
x∈W0
S
∣∣∣∣ zx ≡ zsα,0x mod α∨for all x ∈ W0, α ∈ R+
}
.
This is the structure algebra associated with the finite Coxeter system (W0,S0)
and its (representation faithful) representation on Xk. As τλ is order preserving,
the set J corresponds to an open subset ofW0 with respect to the Bruhat order.
Then the statement is equivalent to saying that Z(R) is flabby in the sense of
Definition 3.6 in [Fie10]. This is the case, by Proposition 4.2. in loc. cit., if
and only if Z(R) coincides with the global sections of the Braden-MacPherson
sheaf B on the finite moment graph G associated to the above reflection faithful
representation. Now the latter statement is true if and only if all the ranks of B
on vertices of G are 1. This fact has been shown in [Lan12, Corollary 6.1].

9In the following sections we collect some simple facts about the category of
Z-modules.
3.2. Localizations. Set
S∅ := S[β−1 | β is a label of G]
and for a label α of G set
Sα := S[β−1 | β is a label of G and β 6∈ kα].
For an S-moduleM we set M∅ :=M ⊗S S
∅ and Mα :=M ⊗S S
α. If M is torsion
free as an S-module, then we have canonical inclusions M ⊂Mα ⊂M∅.
For α ∈ R+ set
Ŵα = 〈sα,n, n ∈ Z〉+ ZR.
We denote by A∅ := A/ZR and Aα := A/Ŵα the corresponding orbit sets.
Lemma 3.5. (1) The inclusion Z ⊂
⊕
x∈A∅ Z(x) becomes an isomorphism
after applying the functor · ⊗S S
∅.
(2) Let α ∈ R+. Then the inclusion Z ⊂
⊕
Γ∈Aα Z(Γ) becomes an isomor-
phism after applying the functor · ⊗S S
∅.
Proof. As Z is torsion free as an S-module, the localizations of the inclusions
are injective again. Hence we only have to prove that they are surjective. Let
us prove part (2). Let γ ∈ S be the product of all β ∈ R+ \ {α}. Then γ is
invertible in Sα. Then for any z ∈
⊕
ΓZ(Γ) the element γz is contained in Z,
hence z = γ−1(γz) is contained in Z ⊗S S
α. Hence the surjectivity. Part (1) is
proven in an analogous way. 
3.3. Localizations of Z-modules. Here is the definition of a convenient cate-
gory of Z-modules.
Definition 3.6. We denote by Z-modf the full subcategory of the category of
Z-modules that contains all objects M that satisfy the following:
(1) as an S-module M is torsion free,
(2) M =
⋂
α∈R+ M
α ⊂M∅.
LetM ∈ Z-modf . ThenMα is a Zα-module, and Lemma 3.5 yields a canonical
decomposition
Mα =
⊕
Γ∈Aα
Mα,Γ,
where each Mα,Γ is a Z(Γ)-module. Analogously there is a canonical decomposi-
tion
M∅ =
⊕
x∈A∅
M∅,x.
10
As M is torsion free as an S-module, we view M as a submodule in M∅. The
above decomposition allows us to write each m ∈ M as an A∅-tuple (mx) with
mx ∈M
∅,x.
Definition 3.7. The Z-support of M is suppZM := {x ∈ A
∅ | M∅,x 6= 0}.
Remark 3.8. Let M be an object in Z-modf . Then the localizations Mα for the
root α and M∅ are objects in Z-modf again. Moreover, M can carry at most one
Zα- or Z∅-structure.
3.4. Submodules and quotients. Let M ∈ Z-modf . For a subset T of A∅
define
MT := M ∩
⊕
x∈T
M∅,x,
MT := M/MA∅\T = im
M ⊂M∅ = ⊕
x∈A∅
M∅,x
p
−→
⊕
x∈T
M∅,x

where p denotes the projection along the decomposition. It is easy to see thatMT
and MT are contained in Z-modf again. Note that MT is the largest submodule
of M that is supported inside T , and MT is the largest quotient of M supported
inside T . Both constructions are clearly functorial. Write Mx,y,...,z instead of
M{x,y,...,z}. The objects Mx are called the stalks of M .
The following is a slight, relative generalization of the above construction
(which corresponds to the case N = 0).
Lemma 3.9. Let T be a subset of A∅.
(1) Let f : M → N be a surjective homomorphism in Z-modf . Then there is
a factorization
M
f
55
f1
// [f, T ]
f2
// N
in Z-modf such that the following holds:
(a) f1 is surjective and suppZ ker f1 ⊂ T ,
(b) suppZ ker f2 ⊂ A
∅ \ T .
(2) Suppose that f : M → N and f ′ : M ′ → N ′ are surjective homomorphisms
in Z-modf . Suppose that g : M → M ′ and h : N → N ′ are such that
h◦f = f ′◦g. Then there exists a unique homomorphism j : [f, T ]→ [f ′, T ]
such that the two squares in the following diagram
11
M
f
))
g

f1
// [f, T ]
j

f2
// N
h

M ′
f ′
55
f ′1
// [f ′, T ]
f ′2
// N ′
commute.
Proof. Let W ⊂M be the kernel of f , and set [f, T ] :=M/WT and let f1 : M →
M/WT and f2 : M/WT → N be the canonical homomorphisms. We claim M/WT
is torsion free as an S-module. Indeed, let m ∈ M be a preimage of a torsion
element m′ inM/WT . Then f(m) = 0 as N is torsion free, som ∈ W . Since an S-
multiple ofM is contained inWT and since W/WT (this isW
A∅\T ) is torsion free,
we have m ∈ WT , so m
′ = 0. By construction, the kernel WT of f1 is supported
inside T , and the kernel WA
∅\T = W/WT is supported inside A
∅ \ T . Hence we
proved (1). Statement (2) follows from the functoriality of the construction of
WT . 
4. Sheaves on partially ordered sets
This section provides some basic results on the topology of partially ordered
sets and the theory of sheaves on such topological spaces.
4.1. A topology on partially ordered sets. Let us fix a partially ordered set
(X ,). For an element A of X we will use the short hand notation { A} =
{B ∈ X | B  A}. The notations { A}, {≺ A}, etc. have an analogous
meaning.
Here is the definition of the topology on X .
Definition 4.1. A subset J of X is called open, if A ∈ J and B  A implies
B ∈ J , i.e. if J =
⋃
A∈J { A}.
This clearly defines a topology on the set X . The following statements are easy
to check.
Remark 4.2. (1) A subset I of X is closed if and only if I =
⋃
A∈I{ A}.
(2) Arbitrary unions and intersections of open sets are open. The same holds
for closed sets.
(3) For any subset T of X , the set T − :=
⋃
A∈T { A} is the smallest open
subset that contains T , and T + :=
⋃
A∈T { A} is the smallest closed
subset that contains T .
(4) A subset K is locally closed if and only if K = K+ ∩ K−. If K is locally
closed, then K− \ K is open.
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4.2. (Pre-)sheaves on partially ordered sets. Now suppose A is an abelian
category that has arbitrary products. We will study (pre-)sheaves on the space
X with values in A. Recall that a presheaf M on X with values in A is given
by objects M J in A for any open subset J of X , together with restriction
morphisms rJ
′
J : M
J → M J
′
for inclusions J ′ ⊂ J that satify rJ
′′
J ′ ◦ r
J ′
J = r
J ′′
J
for nested inclusions J ′′ ⊂ J ′ ⊂ J , and rJJ = idMJ . We will often use the
notation m|J ′ = r
J ′
J (m). A morphism f : M → N of presheaves is given by a
collection fJ : M J → N J of morphisms in A that commute with the restriction
morphisms in the obvious way.
4.3. Sheafification. Let M be a presheaf on X . For a (not necessarily open)
subset T of X define
M
{T } :=
{
(mA) ∈
∏
A∈T
M
A
∣∣∣∣mA|C = mB|C for all A,B ∈ Tand C ∈ X with C  A, C  B
}
.
Note thatM {∅} = 0. For T ′ ⊂ T ⊂ X , the projection
∏
A∈T M
A →
∏
A∈T ′ M
A
along the product decomposition obviously yields a morphism
sT
′
T : M
{T } → M {T
′}.
As any open subset J of X has the unique finest open covering J =
⋃
A∈J {
A}, the sheafification of M is the sheaf with sections M {J } for any open sub-
set J , and restriction morphisms sJ
′
J . The canonical morphism of M into its
sheafification is the following. For any open subset J the direct product of the
morphisms rAJ with A ∈ J yields a morphism
tJ : M
J → M {J }.
Hence M is a sheaf if and only if tJ is an isomorphism for any open subset J of
X . It follows that a sheaf M on X is uniquely given by the data of objects MA
for all A ∈ A and restriction morphisms MA → MB for B  A that satisfy
the obvious compatibility conditions.
Remark 4.3. Suppose that T ′ ⊂ T is such that for all A ∈ T there exists some
B ∈ T ′ with A  B. Then sT
′
T : M
{T } → M {T
′} is an isomorphism (as for
m = (mA) ∈ M
{T } any component mA is already determined by mB if A  B).
Lemma 4.4. Let T ⊂ X be a finite totally ordered subset. Suppose that M is a
presheaf on X with M ∅ = {0} and with the property that for any open set J the
restriction morphism M J → M (J∩T )
−
is an isomorphism. Then M is a sheaf
supported inside T .
Proof. We show that M coincides with its sheafification, i.e. that tJ : M
J →
M {J } is an isomorphism for any open subset J . Fix J . As T is totally ordered
and finite, (J ∩ T )− is either empty or of the form { A} for some A ∈ J ∩ T .
In the first case, M J = M {J } = 0. In the second case, M J ∼= MA and
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M {J } ∼= MA (by Remark 4.3) and tJ is obviously an isomorphism. If A 6∈ T ,
then MA ∼= M≺A, hence A is not contained in the support of M . 
4.4. Subquotients and the -support. Recall the following notion of sheaf
theory.
Definition 4.5. A presheaf M on X is called flabby, if for any inclusion J ′ ⊂ J
of open subsets of X the restriction morphism M J → M J
′
is surjective.
Let M be a presheaf on X with values in A, and let K be a locally closed
subset of X . Recall that we denote by K− the smallest open subset that contains
K, and that K− \ K is open again.
Definition 4.6. DefineM[K] as the kernel of the restriction morphism r
K−\K
K− : M
K− →
M K
−\K.
In sheaf theory language, those are the sections of M supported inside K. Note
that a singleton {A} is always locally closed (with K− = { A} and K− \ K =
{≺ A}). We slightly simplify notation and write M[A] instead of M[{A}].
Definition 4.7. Define the -support of a presheaf M as supp M := {A ∈ X |
M[A] 6= 0}.
We warn the reader that this is not the sheaf theoretic support of M , as the
latter would be the set of all A with MA 6= 0 (as MA is the sheaf theoretic
stalk of M at A).
Definition 4.8. A presheaf M on X is said to be finitely supported if M[A] = 0
for all but finitely many A ∈ X and if the set {C ∈ X | MC 6= 0} is locally
bounded from below.
Recall that a subset T of X is called locally bounded from below, if there are
A1, . . . , An ∈ X such that T ⊂
⋃
i=1,...,n{ Ai}.
Note that while it is convenient for us to state the above definitions in the
context of presheaves, they really make more sense in the category of sheaves.
The following is easy to prove.
Remarks 4.9. (1) Suppose that M is a flabby sheaf on X . Let J ′ ⊂ J ⊂ X
be open sets and set K = J \J ′. Then the restriction morphism M J →
M K
−
induces an isomorphism
ker(M J → M J
′
) ∼= M[K].
(2) Let M be a finitely supported flabby sheaf on X and let K be a locally
closed subset of X . Let K ∩ suppM = {A1, . . . , An} be an enumeration
such that Aj  Ai implies j 6 i. Then there is a cofiltration M[K] =
M0 ⊃ M1 ⊃ · · · ⊃ Mn+1 = 0 in A with Mi−1/Mi ∼= M[Ai] .
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Lemma 4.10. Let M be a flabby, finitely supported sheaf. Let J ′ ⊂ J be open
subsets of X with J ′∩ suppM = J ∩ suppM . Then the restriction morphism
M J → M J
′
is an isomorphism.
Proof. As M is flabby, the restriction morphism M J → M J
′
is surjective. By
Remark 4.9, its kernel is M[J\J ′] and this is an extension of the objects M[A]
with A ∈ J \ J ′. But all those objects are trivial as (J \ J ′) ∩ suppM = ∅.
Hence M[J\J ′] = {0}. 
4.5. Exact sequences. The category of sheaves onX with values inA is abelian,
hence we have a notion of short exact sequences.
Lemma 4.11. Let 0 → A → B → C → 0 be a sequence of finitely supported
flabby sheaves on X . Then the following statements are equivalent:
(1) The sequence is exact.
(2) For any open subset J of X , the sequence
0→ A J → BJ → C J → 0
is exact in A.
(3) For any A ∈ X , the sequence
0→ A A → BA → C A → 0
is exact in A.
(4) For any A ∈ X , the sequence
0→ A[A] → B[A] → C[A] → 0
is exact in A.
Proof. Recall that a sequence of sheaves is exact if and only if the induced se-
quences on all stalks are exact. Hence (1) and (3) are equivalent. Moreover, (3)
is a special case of (2). And (1) implies (2) by standard arguments (using the
flabbiness of A ). Hence (1), (2) and (3) are equivalent. The snake lemma proves
that (2) implies (4). For a finitely supported sheaf M , the object M J is a (finite)
extension of the subquotients M[A] by Remark 4.9, hence (4) implies (2). 
5. Sheaves on (A,)
Consider the set A of alcoves as a topological space with the topology induced
by the generic Bruhat order . In the following we consider sheaves on the
topological space A with values in the abelian category Z-mod of Z-modules.
The sheaves that we are most interested in, however, satisfy some conditions,
the most important of those are the support condition and the local extension
condition.
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5.1. The support condition. Note that we defined two notions of support.
One is the Z-support of an object in Z-modf . This is a subset of the set A∅ of
ZR-orbits in A. The other the -support of a sheaf of Z-modules on A, and this
is a subset of A. The following definition relates these two notions. Let M be a
sheaf on A with values in Z-modf . Denote by π : A → A∅ the orbit map.
Definition 5.1. We say that M satisfies the support condition if for any locally
closed subset K of A the Z-module M[K] is Z-supported inside π(K).
Remark 5.2. Remark 4.9, (2), implies the following. If M is a finitely supported
flabby sheaf, then it satisfies the support condition if and only if for any A ∈ A
the element z = (zB) ∈ Z acts on M[A] via multiplication by zA.
5.2. The localization of sheaves. Let α ∈ R+ and let M be a presheaf of
Z-modules on A. Define a presheaf M α of Zα-modules on A by simply setting
(M α)J := M J ⊗S S
α and (rM
α
)J
′
J = (r
M )J
′
J ⊗ 1 for an inclusion J
′ ⊂ J of
open subsets. We define the presheaf M ∅ of Z∅-modules analogously.
Lemma 5.3. Let M be a presheaf on A with values in Z-modf .
(1) Suppose that M is a finitely supported sheaf. Then M ∅ and M α for any
α ∈ R+ are sheaves.
(2) If M α is a sheaf for each α ∈ R+, then M is a sheaf.
Proof. We prove part (1). So let M be a finitely supported sheaf. Let α ∈
R+. In order to show that M α is a sheaf, we show that it coincides with its
sheafification, i.e. that for any open subset J the homomorphism tJ : (M
α)J →
(M α){J } is an isomorphism. First, observe that for any finite set F the canonical
homomorphism (M {F})α → (M α){F} is an isomorphism. Now fix J and let
T = J ∩ suppM . By the definition of support and since M is a sheaf, the
homomorphism M J → M {T }, m 7→ (m|A)A∈T , is an isomorphism. Applying
the functor (·)α hence yields an isomorphism (M J )α = (M α)J → (M {T })α =
(M α){T }. So each local section of M α is uniquely determined by its restrictions
to { A} with A in suppM , and the above isomorphism hence implies that
M α is a sheaf. With analogous arguments we prove that M ∅ is a sheaf.
Now let us prove (2). First note that if M α is a sheaf for some α, then M ∅
is a sheaf as well (by the arguments above). Suppose we are given local sections
mi ∈ M
Ji for i ∈ I with mi|Ji∩Jj = mj |Ji∩Jj . These can be considered as
sections in (M α)Ji. So if M α is a sheaf, there is a unique section mα ∈ (M α)J
(with J =
⋃
i∈I Ji) extending all mi. But the sections m
α must coincide as
sections in (M ∅)J , as M ∅ is a sheaf. Hence this section is already contained in
M J =
⋂
α∈R+(M
α)J . 
5.3. The local extension condition. Let M be a sheaf on A with values in
Z-modf . The results in Section 3.3 imply that there is a canonical decomposition
M α =
⊕
Γ∈Aα M
α,Γ, where M α,Γ is a sheaf of Z(Γ)-modules. For our category,
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we require a finer decomposition. Note that each Ŵα-orbit Γ is a disjoint union
of α-strings.
Definition 5.4. We say that M satisfies the local extension condition if for any
α ∈ R+ the sheaf M α splits into a direct sum M α =
⊕n
i=1 M
α
i in such a way
that each M αi is -supported inside a single α-string in A.
5.4. Categories of sheaves. Now we are ready to define the categories of
sheaves that will play a decisive role in the following.
Definition 5.5. Denote by C the full subcategory of the category of sheaves on
A with values in Z-mod that contains all objects M that satisfy the following:
(1) for any open subset J of A, M J is an object in Z-modf ,
(2) M is flabby and finitely supported,
(3) M satisfies the support condition and the local extension condition.
Remark 5.6. Let M be an object in C. As we do not assume any finiteness
condition on the Z-modules M J for open J , we can view the localized sheaf
M α for α ∈ R+ or M ∅ as objects in C as well. Note that by Remark 3.8 an
object M can carry at most one structure as a sheaf of Zα- or Z∅-modules.
Sheaves that admit a Verma flag are defined as follows:
Definition 5.7. We say that an object M of C admits a Verma flag if for any
open subset J the object M J is graded free of finite rank as an S-module. We
denote by B the full subcategory of C that contains all objects that admit a
Verma flag.
Lemma 5.8. The object M in C admits a Verma flag if and only if M[A] is a
graded free S-module for any A ∈ A.
Proof. By Remark 4.9 each local section of M is an extension of the subquotients
M[A] with A ∈ J . Hence local sections are graded free as S-modules if and only
if all subquotients are graded free as S-modules. 
6. Sheaves associated with the structure algebra
Let K ⊂ A be a locally closed subset. Define a sheaf K of Z-modules on A in
the following way. For any open subset J of A set
KJ := Z(K ∩ J ),
and use the canonical homomorphism Z(K ∩ J ) → Z(K ∩ J ′) for two open
subsets J ′ ⊂ J as the restriction homomorphism. This defines a presheaf K of
Z-modules on A. From the locality of the definition one immediately deduces
that K is a sheaf. For K′ ⊂ K the canonical homorphisms Z(K∩J )→ Z(K′∩J )
combine and yield a homomorphism K → K′ of sheaves.
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6.1. Standard objects in C. In the special case K = {C} we set V (C) := {C}.
For any open subset J we hence have
V (C)J :=
{
S, if C ∈ J ,
0, else
as a graded S-module, and the Z-module structure is such that z = (zA) acts as
multiplication with zC ∈ S. The restriction maps are the obvious (non-trivial)
ones. It is easy to check that it satisfies the properties required for objects in C.
Clearly it admits a Verma flag, hence is contained in B.
6.2. Sheaves associated with special sections. Fix λ ∈ X and recall the
special section Kλ. It is a locally closed subset of A.
Proposition 6.1. (1) The sheaf Kλ is an object in B.
(2) For A ∈ A we have
Kλ[A]
∼=
{
0, if A 6∈ Kλ,
S[−2lA], if A ∈ Kλ,
where lA is the number of α ∈ R
+ with sα,〈λ,α∨〉(A)  A.
(3) Kλ admits a Verma flag, is indecomposable and admits an epimorphism
onto V (A−λ ).
Proof. It follows from Proposition 3.4 that Kλ is a flabby sheaf. Let A ∈ A. If
A 6∈ Kλ, then { A} ∩ Kλ = {≺ A} ∩ Kλ and hence Kλ[A] = 0. If A ∈ Kλ, then
the kernel Kλ
A → Kλ
≺A is the set of all r = (rC)C∈K∩{A} with rC = 0 unless
C = A. Hence Kλ[A] = (
∏
α)S, where the product is taken over all α ∈ R+ such
that there is some n ∈ Z with sα,n(C) ∈ Kλ∩{ A}. Now sα,n(C) ∈ Kλ∩{ A}
is equivalent to n = 〈λ, α∨〉 and sα,n(A)  A. Hence Kλ[A]
∼= S[−2lA], so (2). It
follows furthermore that Kλ is finitely supported. The definition of the Z-module
structure implies directly that Kλ satisfies the support condition.
Let α ∈ R+. As the image of β∨ is invertible in Sα for all β ∈ R+, β 6= α, we
have
(Kλ
J )α =
{
(rA) ∈
⊕
A∈K∩J
Sα
∣∣∣∣rA ≡ rsα,n(A) mod α∨ for all A ∈ K ∩ Jn ∈ Z with sα,n(A) ∈ K ∩ J
}
.
As the relations are hence only between components indexed by elements in the
same α-string, it follows that Kλ satisfies the local extension condition as well.
Hence (1).
Finally, it is immediate from the definition that each local section of Kλ is an
object in Z-modf . Together with the above it follows that Kλ is contained in C.
Lemma 5.8 together with the above implies that Kλ admits a Verma flag. The
global sections of Kλ are a free Z-module of rank one by Lemma 3.3. Since Z is
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indecomposable, the sheaf Kλ is indecomposable as well. Finally, as A
−
λ is a -
minimal element in the support of Kλ, there is an epimorphism Kλ → V (A
−
λ ). 
7. Projective objects in C
The category C is not abelian (as, for example, its objects are supposed to
be torsion free, which prevents general quotients). However, it inherits an exact
structure from the surrounding category of sheaves of Z-modules on A, and the
equivalent statements for short exact sequences in Lemma 4.11 hold. Hence we
have a notion of projective objects.
7.1. A sufficient condition on projectivity.
Proposition 7.1. Let B be an object in C with the following properties:
(1) For each x ∈ A∅ and each A ∈ x, the stalk (BA)x is projective in the
category of graded S-modules.
(2) For each M ∈ C and all A ∈ A the following holds: Suppose that we are
given for each B ≺ A a homomorphism hB : BB → MB such that for
all C ≺ B ≺ A the diagram
BB

hB
//MB

BC
hC
//MC
commutes. Then there is a homomorphism hA : BA → MA of Z-
modules such that the diagrams
BA

hA
//MA

BB
hB
//MB
commute for all B ≺ A.
Then B is projective in C.
The verticals in the above diagrams are the restriction homomorphisms.
Proof. Let f : M→N be an epimorphism in C and let g : B → N be arbitrary
morphism in C. We want to construct a morphism h : B → M with g = f ◦ h.
We need to construct homomorphisms hA : BA → MA of Z-modules that
are compatible with the restriction homomorphisms of B and M . We do this by
induction on A. As the set {B ∈ A | BB 6= 0} is locally bounded from below,
we can assume that we have already constructed hB for all B ≺ A. By our
assumption, there is a homomorphism h˜A : BA → MA that extends all hB.
But note that we do not necessarily have gA = fA ◦ h˜A. However, the image
of the difference l := gA − fA ◦ h˜A : BA → N A is contained in the kernel
N[A] of the restriction N
A → N ≺A. In order to correct our choice, it is hence
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sufficient to find a homomorphism h′ : BA → M[A] such that l = f
A|M[A] ◦ h
′,
since then hA := h˜A + h′ is such that gA = fA ◦ hA.
Let x = π(A). By the support condition, N[A] is supported as a Z-module
inside {x}, and hence there is a homomorphism l˜ : (BA)x → N[A] such that the
diagram
BA
prx $$■
■■
■■
■■
■■
■
l
// N[A]
(BA)x
l˜
::✈✈✈✈✈✈✈✈✈
commutes. As f is an epimorphism in C, f[A] : M[A] → N[A] is surjective (cf.
Lemma 4.11). As (BA)x is projective in the category of graded S-modules, we
can find a homomorphism r : (BA)x → M[A] such that the diagram
(BA)x
l˜
$$❍
❍❍
❍❍
❍❍
❍❍
r
zz✉✉
✉✉
✉✉
✉✉
✉
M[A]
f[A]
// N[A]
commutes. Now we can take for h′ the composition BA
prx−−→ (BA)x
r
−→ M[A].

7.2. Special projectives. Our next goal is to show that the sheaves Kλ are
projective objects in the categories C and B. For this, we will need the following
result.
Lemma 7.2. For any alcove A and any λ ∈ X with { A} ∩ Kλ 6= ∅ we have
π({ A} ∩ Kλ) = π({≺ A} ∩ Kλ) ∪ {π(A)}.
Proof. We only have to show that π(A) ∈ π({ A} ∩ Kλ). Note that there is a
unique γ ∈ ZR with A ∈ Kλ + γ = Kλ+γ. We claim that γ ≥ 0. This serves our
purpose, since then A− γ ∈ Kλ and A− γ  A.
Pick an element B ∈ Kλ with B  A. Then there exist α1, . . . , αr ∈ R
+ and
n1, . . . , nr ∈ Z such that
A ≻ A1 ≻ A2 ≻ . . . ≻ Ar = B,
where Ai = sαi,nisαi−1,ni−1 . . . sα1,n1(A). Denote by x := sαr ,nrsαr−1,nr−1 . . . sα1,n1.
By definition of the generic order (by induction on r), it is easy to see that if v
is in the closure of A, then v − x(v) ∈ R≥0R
+. Since x(λ + γ) = λ, we deduce
γ ∈ R≥0R
+ and, hence, γ ≥ 0. 
Proposition 7.3. The object Kλ is projective in C.
Proof. We show that B := Kλ satisfies the sufficient conditions listed in Propo-
sition 7.1. By Proposition 3.4 for any open subset J of A we have a surjective
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homomorphism Z → BJ . As the stalks, by definition, are torsion free as S-
modules, it follows that (BA)x either vanishes or is graded free of rank 1 as an
S-module. In any case the stalk is projective in the category of graded S-modules.
We need to check the second condition. So let A ∈ A and let M be an ob-
ject in C. Suppose that we are given homomorphisms hB : BB → MB of
Z-modules for all B ≺ A and that these data are compatible with the restriction
homomorphisms. We have to find a homomorphism hA : BA → MA extend-
ing these data. We distinguish two cases. If { A} ∩ Kλ = ∅, then B
B = 0 for
all B  A, so hA = 0 serves our purpose.
Suppose that { A} ∩ Kλ 6= ∅. Now the homomorphisms h
B for B ≺ A
combine and yield a homomorphism h≺A : B≺A → M≺A of Z-modules and we
need to find hA : BA → MA such that the diagram
BA
hA
//
r≺AA

MA
r≺AA

B≺A
h≺A
//M≺A.
commutes. We claim that Q := (r≺AA)
−1(h≺A(B≺A)) is Z-supported inside π({
A}∩Kλ). Indeed, the image of h
≺A is Z-supported inside π({≺ A}∩Kλ), as B
≺A
is, and the kernel of r≺AA is supported inside π({A}), as M satisfies the support
condition, and the claim follows from Lemma 7.2. Now choose a homomorphism
h : Z → Q of Z-modules that renders the diagram
Z
h
//
c

Q
r≺AA

B≺A = Zπ({≺A}∩Kλ)
h≺A
//M≺A
commutative (c is the quotient homomorphism). By what we observed above,
h must factor over the quotient Z → Zπ({A}∩Kλ) = BA, and the resulting
homomorphism hA : BA → Q ⊂ MA satisfies the conditions mentioned in
Proposition 7.1.

8. Wall crossing functors
The main purpose of this section is to construct a wall crossing functor ϑs : C→
C for each affine simple reflection s ∈ Ŝ. Fix an element s in Ŝ.
8.1. The s-invariant subalgebra. Consider the action A → A, A 7→ As of s
on the right of A, and define
Zs := {(zA) ∈ Z | zA = zAs for all A ∈ A} ,
Z−s := {(zA) ∈ Z | zA = −zAs for all A ∈ A} .
As we can identify Z with the structure algebra of the moment graph G associated
with the root system R in such a way that the right action of s corresponds to
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the right multiplication of s on W0, we have the following (note that we assume
that 2 is invertible in k).
Lemma 8.1 ([Fie08, Lemma 5.1 & Proposition 5.3]). (1) We have a decom-
position Z = Zs ⊕ Z−s, and Z−s is a free Zs-module of graded rank v2
(i.e. Z−s ∼= Zs[−2]).
(2) We have suppZ(Z ⊗Zs N) = (suppZN) ∪ (suppZN)s for any Z-module
N that is torsion free as an S-module.
We consider the functor ǫs := Z⊗Zs ·[1] : Z-mod→ Z-mod. By the above, this
is an exact functor (with respect to the natural exact structure on Z-mod), and
ǫsM ∼= M [1]⊕M [−1] as an S-module. It follows that ǫs restricts to a endofunctor
on the category Z-modf .
Theorem 8.2. Let s ∈ Ŝ.
(1) There is an up to isomorphism unique functor ϑs : C→ C with the follow-
ing property. For any s-invariant open subset J of A we can choose an
isomorphism sJ : (ϑsM )
J → ǫs(M
J ) of Z-modules in such a way that
for all inclusions J ′ ⊂ J of s-invariant subsets the diagram
(ϑsM )
J
sJ
//
rJ
J ′

ǫs(M
J )
ǫs(r
J
J ′
)

(ϑsM )
J ′
sJ ′
// ǫs(M
J ′)
commutes.
(2) The functor ϑs has the following properties:
(a) It is exact.
(b) It is self-adjoint, i.e. there is a bifunctorial isomorphism
Hom(ϑsM ,N ) ∼= Hom(M , ϑsN )
for M ,N ∈ C.
(c) It preserves the category B of objects that admit a Verma flag.
(d) For A ∈ A with A  As we have functorial isomorphisms
(ϑsM )[A] ∼= M[A,As][1] and (ϑsM )[As] ∼= M[A,As][−1].
We prove the theorem in the following way. First we show that there is at most
one functor satisfying the property stated in (1) (up to isomorphism, of course).
Then we construct a presheaf ϑsM for any object M inC in a functorial way. We
show that ϑsM is indeed a sheaf, and even an object in C. From the construction
it will be clear that it satisfies the property stated in (1). Hence we established
the existence of the functor ϑs and finished the proof of (1). Then we show that
this functor has all the properties listed in (2).
8.2. The uniqueness statement. The uniqueness statement in Theorem 8.2
follows directly from the slightly more general statement in the next proposition.
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Proposition 8.3. Let M and N be objects in C and suppose we are given for
any s-invariant open subset J of A a homomorphism f (J ) : M J → N J in such
a way that for any inclusion J ′ ⊂ J of s-invariant open subsets of A the diagram
M J
f(J )
//
rM
J ,J′

N J
rN
J ,J′

M J
′ f(J
′)
// N J
′
commutes. Then there is a unique homomorphism f : M → N in C such that
fJ = f (J ) for any s-invariant open subset J of A.
Proof. Let J be an arbitrary open subset of A, and denote by J ♯ and J ♭ the
smallest s-invariant subset of A containing J and the largest s-invariant subset
of J . Both sets are open by Lemma 2.7. By the support condition, the kernel
M[J ♯\J ] of the restriction homomorphism M
J ♯ → M J is Z-supported inside
π(J ♯ \ J ) ⊂ π(A+), and the kernel of M[J\J ♭] of M
J → M J
♭
is Z-supported
inside π(J \ J ♭) ⊂ π(A−). By Lemma 2.7 these sets are disjoint. Hence the
diagram M J
♯
→ M J → M J
♭
identifies with the diagram M J
♯
→ [rJ
♭
J ♯
,A+]→
M J
♭
constructed in Lemma 3.9. The analogous statement holds for N . The
functoriality statement in Lemma 3.9 yields the statement of the proposition. 
8.3. The construction of ϑsM . Let M be a sheaf on A with values in Z-mod
f .
Let J be an open subset. Let J ♭ ⊂ J ⊂ J ♯ be as in the previous section. The
surjective homomorphism rJ
♭
J ♯
: M J
♯
→ M J
♭
induces a surjective homomorphism
ǫs(r
J ♭
J ♯
) : ǫs(M
J ♯) → ǫs(M
J ♭) of Z-modules. Using Lemma 3.9 we construct
(ϑsM )
J as the up to isomorphism unique object in Z-modf that fits into the
diagram
ǫs(M
J ♯)
ǫs(r
J ♭
J ♯
)
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f1
// ϑsM
J f2 // ǫs(M
J ♭)
with surjective homomorphisms f1 and f2 and with ker f1 Z-supported inside
π(A+) and ker f2 supported inside π(A
−). For an inclusion J ′ ⊂ J of open sub-
sets we have J ′♭ ⊂ J ♭ and J ′♯ ⊂ J ♯. The corresponding restriction homomor-
phisms M J
♯
→ M J
′♯
and M J
♭
→ M J
′♭
induce homomorphisms ǫs(M
J ♯) →
ǫs(M
J ′♯) and ǫs(M
J ♭)→ ǫs(M
J ′♭). By Lemma 3.9 there is a unique homomor-
phism rJ
′
J such that the diagram
(1)
ǫs(M
J ♯)

f1
// (ϑsM )
J
rJ
′
J

f2
// ǫs(M
J ♭)

ǫs(M
J ′♯)
f ′1
// (ϑsM )
J ′
f ′2
// ǫs(M
J ′♭)
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commutes. For a nested inclusion J ′′ ⊂ J ′ ⊂ J the uniqueness statement in
Lemma 3.9 implies rJ
′′
J ′ ◦ r
J ′
J = r
J ′′
J . Hence we constructed a presheaf ϑsM on A
with values in Z-modf . Clearly this construction is functorial, so ϑs is a functor
from C to the category of presheaves A with values in Z-modf . We now want
to show that ϑsM is an object in the category C if M is. Let’s start with some
easy to deduce properties.
Lemma 8.4. Suppose M is a flabby, finitely supported sheaf on A with values
in Z-modf . Then the following holds.
(1) ϑsM is a flabby presheaf.
(2) Let J ′ ⊂ J be open subsets of A with J ′∩(suppM )
♯ = J ∩(suppM )
♯.
Then the restriction homomorphism (ϑsM )
J → (ϑsM )
J ′ is an isomor-
phism.
Proof. We prove (1). Let J ′ ⊂ J be an inclusion of open subsets of A. Then
the left vertical homomorphism in the diagram (1) is surjective by the exactness
of ǫs and the flabbiness of M . As f
′
1 is surjective, so is r
J ′
J . Hence (1).
Let us now prove (2). Note that (J ′)♯ ⊂ J ♯ and (J ′)♯ ∩ (suppM )
♯ = J ♯ ∩
(suppM )
♯. Similarly, (J ′)♭ ⊂ J ♭ and (J ′)♭∩(suppM )
♯ = J ♭∩(suppM )
♯. By
Lemma 4.10 the restriction homomorphisms M J
♯
→ M (J
′)♯ and M J
♭
→ M (J
′)♭
are isomorphisms. In the diagram (1) the vertical homomorphisms on the left
and on the right are hence isomorphisms. The uniqueness statement in Lemma
3.9 then shows that also the middle vertical homomorphism is an isomorphism
as well. 
The next goal is to show that ϑsM is a sheaf for any object M in C. The
following is a local version of the sheaf property.
Lemma 8.5. Let α ∈ R+. Suppose that M is a finitely supported flabby sheaf
on A with values in Zα-modf . Suppose that suppM is contained in a single
α-string Λ.
(1) Then ϑsM is a sheaf on A with values in Z
α-modf and suppϑsM ⊂
(suppM )
♯.
(2) If Λ♯ is not totally ordered, then ϑsM = N1 ⊕ N2, where N1 and N2
are sheaves of Zα-modules with suppN1 ⊂ suppM and suppN2 ⊂
(suppM )s.
Proof. For notational convenience, set T := (suppM )
♯. First suppose that
Λ♯ = Λ ∪ Λs is totally ordered. Let J be an open subset of A, and let J ′ be
the smallest open subset containing J ∩ T . Then the restriction homomorphism
(ϑsM )
J → (ϑsM )
J ′ is an isomorphism by Lemma 8.4. Now T is finite and
totally ordered. By Lemma 4.4, ϑsM is hence a sheaf supported inside T .
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Now assume that Λ♯ is not totally ordered. This implies Λ 6= Λs. By Lemma
2.11, either Λ contains only s-dominant elements, or only s-antidominant ele-
ments. We assume that Λ contains only s-dominant elements. The other case is
proven with analogous arguments.
Note that since Λ 6= Λs, the Ŵα-orbits Γ1 through Λ and Γ2 through Λs
are disjoint. By what we observed in Section 3.3, there is hence a canonical
decomposition (ϑsM )
α = N1 ⊕N2 of presheaves of Z
α-modules such that Ni is
a presheaf of Zα(Γi)-modules for i = 1, 2.
Let J be an open subset. We first prove the following:
(1) The restriction homomorphisms N J1 → N
J ♭
1 and N
J ♯
2 → N
J
2 are
isomorphisms.
As ϑsM , and hence N1 and N2 are flabby presheaves, the restriction homo-
morphisms are surjective. By construction, the kernel of (ϑsM )
J → (ϑsM )
J ♭
is Z-supported inside π(A−). As N1 is a sheaf of Z
α(Γ1)-modules and since
π(Γ1) ⊂ π(A
+), the kernel of N J1 → N
J ♭
1 is hence trivial. So the restriction
is injective. Similarly, the kernel of (ϑsM )
J ♯ → (ϑsM )
J is Z-supported inside
π(A+). As N J
♭
2 is Z-supported on π(Γ2) ⊂ π(A
−), the restriction N J
♯
2 → N
J
2
is injective. Hence the claim is proven.
Now let J1 ⊂ J be an open subset with J1 ∩ suppM = J ∩ suppM .
As suppM contains only s-dominant elements, even J1 ∩ (suppM )
♯ = J ∩
(suppM )
♯ and hence J ♭1 ∩ (suppM )
♯ = J ♭ ∩ (suppM )
♯. Consider now the
diagram
N
J
1
//

N
J ♭
1

N
J1
1
// N
J ♭1
1
(the maps are the restriction homomorphisms). The horizontals are isomorphisms
by the claim above. It follows from Lemma 8.4 that the right vertical is an
isomorphism (as J ♭1 ∩ (suppM )
♯ = J ♭ ∩ (suppM )
♯). Hence the left vertical
is an isomorphism. Now it follows from Lemma 4.4 that N1 is a sheaf supported
inside suppM .
Now let J2 ⊂ J be an open subset with J2 ∩ (suppM )s = J ∩ (suppM )s.
Then J ♯2 ∩ (suppM )
♯ = J ♯ ∩ (suppM )
♯.
Consider the diagram
N
J ♯
2
//

N
J
2

N
J ♯2
2
// N
J2
2
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(the maps are the restriction homomorphisms). As before we show that the
horizontals and the right vertical are isomorphisms, hence so is the left vertical.
As before we deduce that N2 is a sheaf supported inside (suppM )s. 
Now we can prove that ϑs indeed has all the properties listed in Theorem 8.2.
Proposition 8.6. Let M be an object in C. Then the following holds.
(1) ϑsM is an object in C.
(2) For any locally closed s-invariant subset K ⊂ A there is a functorial
identification (ϑsM )[K] ∼= ǫs(M[K]) of Z-modules.
(3) For A ∈ A with A  As we have functorial isomorphisms (ϑsM )[A] ∼=
M[A,As][1] and (ϑsM )[As] ∼= M[A,As][−1].
(4) The functor ϑs : C→ C is exact.
(5) The functor ϑs preserves the subcategory B.
(6) The functor ϑs : C→ C is self-adjoint.
Proof. We first show that ϑsM is a sheaf. By Lemma 5.3 it suffices to prove
that for any α ∈ R+ the presheaf (ϑsM )
α is a sheaf of Zα-modules on A. So
fix α ∈ R+. Then (ϑsM )
α can be identified with ϑs(M
α). As M satisfies the
local extension condition, M α splits into a direct sum of sheaves in such a way
that each direct summand is supported inside a single α-string. This allows us
to reduce the statement to the case that M is a sheaf of Zα-modules that is -
supported inside a single α-string. This case is settled in Lemma 8.5. This lemma
also implies that ϑsM satisfies the local extension condition. By construction it
is clear that ϑsM is finitely supported, its sections are objects in Z-mod
f and
it is flabby by Lemma 8.4. Hence in order to prove statement (1) it remains to
show that ϑsM satisfies the support condition.
But we first show statement (2). Since we now know that ϑsM is a sheaf, it
makes sense to talk about the subquotient (ϑsM )[K]. If K is s-invariant, then
K− and K− \ K are s-invariant as well. As we can identify the restriction homo-
morphism (ϑsM )
K− → (ϑsM )
K−\K with ǫs(M
K−)→ ǫs(M
K−\K) we have, using
the exactness of ǫs, (ϑsM )[K] ∼= ǫsM[K] functorially, hence (2).
Now we show (3). Let A ∈ A be s-antidominant. As {A,As} is a locally closed
s-invariant subset there is a functorial identification (ϑsM )[A,As] ∼= ǫs(M[A,As]) by
(2). In the short exact sequence
0→ (ϑsM )[As] → (ϑsM )[A,As] → (ϑsM )[A] → 0
the left hand side homomorphism is the inclusion of the maximal submodule
supported inside π(A), so this short exact sequence identifies with
0→ Z(A,As)[As]⊗SM[A,As] → Z(A,As)⊗SM[A,As] → Z(A,As)
A⊗SM[A,As] → 0.
shifted by [1]. Claim (3) now follows from the fact that Z(A,As)[As] = S[−2] and
Z(A,As)A ∼= S. The above argument also implies that (ϑsM )[C] is Z-supported
inside π(C) for any C ∈ A. Hence ϑsM satisfies the support condition by Remark
5.2. Hence we finished the proof of (1).
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Now (4) and (5) follow from (3) using Lemma 4.11 and Lemma 5.8, resp.
Finally, let us prove that ϑs is self-adjoint. By [Fie08, Proposition 5.2] the
functor ǫs = Z ⊗Zs ·[1] is self-adjoint i.e. HomZ(ǫsM,N) ∼= HomZ(M, ǫsN)
functorially on the level of Z-modules. Let J be an s-invariant open subset of
A. As ϑs(X )
J ∼= ǫs(X
J ) functorially for any object X of C, there is a functorial
isomorphism
φJ : HomZ((ϑsM )
J ,N J ) = HomZ(M
J , (ϑsN )
J )
for all M and N in C. Moreover, for an inclusion J ′ ⊂ J of s-invariant subsets
we can identify the diagrams
(ϑsM )
J //

N J

(ϑsM )
J ′ // N J
′
and M J //

(ϑsN )
J

M J
′
// (ϑsN )
J ′.
By Proposition 8.3 a homomorphism A → B in C is uniquely determined by
its components A J → BJ for s-invariant open subsets J , and conversely, a
family A J → BJ of homomorphisms of Z-modules for any s-invariant open
subset J that is compatible with the restriction homomorphisms, determines a
morphism A → B in C. Hence the above identification yield an isomorphism
HomC(ϑsM ,N ) = HomC(M , ϑsN ). 
As ϑs is an exact self-adjoint functor by Proposition¨ı¿
1
2
8.6 the following is
immediate.
Corollary 8.7. Suppose that P ∈ C is projective. Then ϑsP ∈ C is projective
as well.
8.4. Constructing projectives via wall crossing functors.
Theorem 8.8. Let A ∈ A and suppose that A ∈ Πλ.
(1) There is an up to isomorphism unique object B(A) in C with the following
properties:
• B(A) is indecomposable and projective in C.
• B(A) admits a surjective homomorphism B(A)→ V (A)[ℓλ(A)].
(2) The object B(A) admits a Verma flag.
Proof. We first show that there is at most one object (up to isomorphism) with
the properties listed in (1). Suppose that we have found an object B(A) that
has the stated properties, and suppose that P is a projective object in C that
has an epimorphism onto V (A)[ℓλ(A)]. Then the projectivity of B(A) and P
implies that we can find homomorphisms f : B(A)→ P and g : P→ B(A) such
that the diagram
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B(A)
&&▼
▼▼
▼▼
▼▼
▼▼
▼
f
// P

g
// B(A)
xxqq
qq
qq
qq
qq
V (A)[ℓλ(A)]
commutes. The composition g ◦ f must be an automorphism, as it cannot be
nilpotent and B(A) is indecomposable (we use the Fitting decomposition in the
category of sheaves on A). Hence B(A) is a direct summand of P. If the latter
is indecomposable, then B(A) ∼= P, and hence we have proven the uniqueness
statement. So we are left with showing that an object B(A) in C with the desired
properties exists.
First suppose that A = A−λ . In this case, the object B(A
−
λ ) := Kλ[ℓλ(A
−
λ )] is
contained inB, it is indecomposable and admits an epimorphism onto V (A−λ )[ℓλ(A
−
λ )]
by Proposition 6.1, and it is projective in C by Proposition 7.3. Now let A ∈ Πλ
be an arbitrary alcove. By Lemma 2.3 we can then find λ ∈ X and simple
affine reflections s1,. . . ,sn in Ŝ with A = A
−
λ s1 · · · sn and A ≺ A
−
λ s1 · · · sn−1 ≺
· · · ≺ A−λ . As the wall crossing functors preserve projectivity, the object Q =
ϑsn · · ·ϑs1B(A
−
λ ) is projective in C. By construction, A is a minimal element in
suppQ. Hence there is an epimorphism Q → V (A)[ℓλ(A)]. So we can take for
B(A) every indecomposable direct summand of Q that maps surjectively onto
V (A))[ℓλ(A)]. This proves the existence part (1). As the wall crossing functors
preserve the category B, the object Q is contained in B and hence so is its direct
summand B(A). 
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