examples in which the convexity method is applied to obtain convergence. Of particular interest is Example 2. It is shown there that the IPA derivative estimator is consistent for a class of systems that is provably nonregenerative. This shows clearly that IPA consistency does not rely upon regeneration. The main proof is deferred to the Appendix.
The Convexity Approach for Obtaining IPA Consistency
Consider a real-valued discrete-time sequence X = (X,,: n ? 0) representing the output of a simulation. Suppose that the probability P governing the distribution of X depends on a real-valued decision parameter 0. (We specialize to real-valued decision parameters and discrete-time only in order to simplify our exposition; the same ideas easily extend to vector decision parameters and/or continuous-time processes.) To denote the dependence of P on 0, we write it as Po.
We assume that for each 0 in some open interval A, the sequence X has a well-behaved steady-state. More precisely, we assume that for each 0 E A, there exists a deterministic constant a(6) such that Assumption (2) asserts that the distribution of the sequence X( 6) under P is identical to that of X under Po. One (standard) way to construct a probability space satisfying (2) is to use the method of common random numbers to drive each of the processes X(6), 0 EEA. In addition, IPA demands that the construction of (Q, i, P) be carried out in such a way that the behavior of Xn = (X,,(0) : 0 E A) is suitably smooth. In this note, we shall employ a pathwise convexity assumption, namely:
For each n> 0 P { X, (0) is a convex function of 0} = 1.
(3)
Assumptions ( 1), (2), and (3) guarantee that the deterministic function a(*) can be approximated well, in some uniform sense. 
} or
Pi{ U1+ + 0 E * }). EXAMPLE 2. In this example, we consider a class of nonlinear storage processes that was introduced by Klemes ( 1978) . Given a reservoir, we let S,, be the storage at time n, and let Y1?1 denote the inflow during period n + 1. If the outflow during period n + 1 is assumed to be a power of the storage at time n = 1 (i.e., outflow equals aS+ I for some a, b > 0), then we conclude that the sequence (S,,: n 2 0) must satisfy the mass-balance equation -y), so that S1+1 = g Yn). Assuming EY 2 < oo, one may then apply Theorem 1 to the chain (S, : n ? 0) to prove consistency of IPA. EXAMPLE 3. In this example, we prove that IPA is typically a consistent estimator of the derivative of the mean steady-state waiting time (with respect to service time perturbations) at a first-come, first-serve infinite capacity queueing station. We assume that we have a feed-forward network, so that customers cannot loop back to the station with positive probability. The argument hinges on the fact that the recursion (6) continues to hold at such a station. The sequence of interarrival times ( Un: n 2 1), although no longer i.i.d., is unaffected by a perturbation in the service times at the station. In particular, (8) continues to hold when the perturbation considered is a scale change in the distribution of the service times. As a consequence, the Wn(6)'s, as in Example 1, continue to be convex in 0. Thus, if the strong law (1) can be shown, in the network setting, to hold on some open interval A, IPA consistency follows (as in the proof of Theorem 1), in the sense that the IPA derivative estimator will converge except (perhaps) at countably many points 00 E A.
In light of the power of this technique, it seems worth exploring necessary conditions for its applicability. We note that if a suitable probability space can be constructed on which ( n k=O with P-probability one, where Z(6) is the conditional expectation of S0(6) with respect to the invariant a-field.
Furthermore, Glynn ( 1989) proves that Sn(6) -Sn,() -O 0 a.s. as n --oo, where S,(6) is a storage sequence that has initial condition S0(6) = x > 0 and is driven by the same sequence of inflows as S.,(0). As a consequence, the above strong law continues to hold with S0(6) distributed arbitrarily. We may also conclude that r(x) fPx{ Z(0) E B} is independent of x (for any B), where Px( * ) = P{ * I S0(0) = x} .
To complete the proof, we need to show that Z(6) is a constant a.s. Since Z(6) is invariant, it can be represented as k(Sn+, (0), St+2(0), * * * ) for some deterministic function k which is independent of n. Hence, Px{(So(6), * * ., S,,(6)) E , Z(6) E B} Ex { Px{ k(S,,+( *), ) I So() . Sn,( 0)} I(So( 6).
