Abstract-The mission of the Multispectral Thermal Imager (MTI) satellite is to demonstrate the efficacy of highly accurate multispectral imaging for passive characterization of urban and industrial areas, as well as sites of environmental interest. The satellite makes topof-atmosphere radiance measurements that are subsequently processed into estimates of surface properties such as vegetation health, temperatures, material composition and others.
I. INTRODUCTION TO THE MTI PROJECT
The Multispectral Thermal Imager (MTI) satellite project has a purely research and development mission -to explore advanced multispectral and thermal imaging from space. As described elsewhere [1, 2] the MTI provides unique attributes in the existing remote sensing satellite constellation. These unique attributes center on the superb absolute and relative calibrations, the fifteen spectral bands at good (5 and 20 meter) spatial resolution and the atmospheric characterization bands (again at good resolution). As an R&D experiment the MTI was built with limited redundancy and imaging capacity and is executed by a relatively small team. Yet, the band structure is rich, the system continues to operate despite hardware failures, and the small but dedicated team continues to produce results and distribute data products. Another attribute of the project is close-coupling between the science, calibration and data processing teams, resulting in design choices and algorithm development that take into account disparate considerations.
A hallmark of the MTI program is that it includes all the elements necessary to evaluate the technology and to obtain results for science applications. This is not to say the program is completely self-sufficient, as it relies on groundtruth data and other inputs from related remote sensing efforts. Nevertheless, the program is balanced among all the major elements of an experimental program, including (1) indepth site, system and atmospheric modeling, (2) a broad set of science retrieval algorithms, (3) detailed calibration and registration, (4) the data processing center infrastructure and (5) ground-truth measurements.
This paper provides a summary and some details of the data processing system and related facilities. For information on related aspects of the MTI project, see [3, 4, 5] for the calibration, and for information on ground truth measurements, see [6] .
II. THE MTI DATA PROCESSING AND ANALYSIS CENTER
The central repository for algorithms, data, metadata, and general analysis tools for the MTI is the Data Processing and Analysis Center (DPAC) located at Los Alamos National Laboratory (LANL). The DPAC processes all raw MTI data to produce several levels of data products. After data are downlinked from the satellite to the ground station located at Sandia National Laboratories, they are sent to the DPAC, where processing begins automatically. More information on the DPAC can be found in a previous paper [7] .
What are the major features and design goals of the DPAC? First, it should be understood that there was little time (~18 months) and few people (three software professionals) available to design and execute the DPAC. The MTI science team had been in place for a long time developing algorithms, but no hardware or software infrastructure was in place and the science algorithms needed to be turned into production code. The operations staff of the DPAC is limited to two data analysts, requiring that the amount of interaction with the processing be minimized. Thus, the design goals for the DPAC were (the data levels are discussed in more detail below):
1) The processing pipeline is completely automated through most of Level 1.
2) A complete MTI image is processed through the automated part of Level 1 in 24 hours (this is the requirement; the goal was 12 hours and the DPAC achieved less than 2 hours).
3) A complete copy of the MTI data set is online.
4) Tight coupling with two relational databases, an operations database and the state-of-health database.
5) The ability to process imagery multiple times, as the processing algorithms are updated.
6) An archive of all ground-truth data and meteorological data taken in conjunction with MTI collects.
7)
Applications for internal and external users to access MTI imagery and metadata.
8) A repository for analysis techniques and documentation.
To accomplish these goals in a timely manner the team followed several guiding principles. The processing software had to be flexible and extensible. Management practices had to add definite value and not be too burdensome. Software had to be written efficiently, but bugs needed to be found in testing, before they appear in a new release of the pipeline. Computer hardware and operating systems had to be fast and easy to maintain.
The majority of the DPAC software is written in IDL, because of its inherent strengths in image processing and rapid prototyping capability. Object-oriented IDL was used in standard routines for ease of maintenance. PERL, Java or C are used in places where performance or software design considerations dictate.
The DPAC relies on standard packages for visualization (mostly ENVI, the ENvironment for Visualizing Images) with extensions written by the team for custom processing.
The DPAC hardware is based on Pentium ™ PCs running the Linux operating system. The hardware was chosen because of its good price/performance in comparison to standard graphics workstations. The core DPAC processing is done on a cluster of eight monitorless workstations. All raw and processed data products are archived on a mass storage system capable of storing hundreds of terabytes. The mass storage system is composed of 250 GB (being upgraded to 2 TB) of local disk cache providing fast access to recently used data. Less recently used data is stored near-line in automated tape libraries. The tape libraries are a LANL-wide resource that greatly eases the storage of large data sets. The Linux operating system is an open-source operating system that gives good performance, security, rapidly growing commercial support, and low cost. Pipeline processing occurs in parallel on several machines at a time. No attempt was made to parallelize individual codes -the (coursegrained) parallelization occurs by running different portions of the pipeline on different machines, as well as by running different data sets on different machines.
The scientist responsible for a given algorithm often wrote the pipeline code to implement that algorithm. The DPAC software professionals are responsible for the pipeline software itself, plus maintaining standards. Standard software engineering processes were established and strictly followed for developing, testing and maintaining code. For instance, the Concurrent Version System was used for version control. Being a research-and-development system, formal requirements and reporting for MTI software outside the team were minimal, resulting in a streamlined development process.
Perhaps most important of all, the R&D nature of the MTI project allowed the team to maintain a "science experiment" approach. LANL has a long tradition of people working long and hard to achieve important goals, and that tradition continues on the MTI project. In addition, the DPAC is taking advantage of existing expertise and infrastructure in place from a strong Department of Energy-supported smallsatellite program. LANL, in collaboration with Sandia National Laboratories has previously designed, built and operated two small satellites, ALEXIS and Forte.
III. DPAC DATA PRODUCTS
The DPAC processes all raw MTI data to produce several levels of data products, with each succeeding level applying more sophisticated and often more interactive analyses. The MTI data product levels follow the convention presented in the Earth Observing System (EOS) Reference Handbook [8] . Roughly, Level 0 data products include state-of-health data and uncalibrated, unregistered images. Because the MTI focal plane is segmented into three sensor-chip assemblies, images are in three sub-images at this level. The spectral bands are not co-aligned at Level 0. Level 1 starts with the calibration, which is one of the emphases for the MTI project. The 3 sub-images and 15 bands are then coregistered, which is the end of the automated processing. Other Level 1 products include ephemeris information and georeferenced products. The geophysical quantities of interest are produced at Level 2 and Level 3 products are time-series of Level 2 0-7803-7033-3/01/$10.00 (C) 2001 IEEE products. See [9] for a description of the science retrievals. Level 4 products are more advanced analyses that are not done routinely by the DPAC.
Several of the Level 1 products bear more description. The first Level 1 product consists of separate images of each band for which the radiometric calibration has been applied. The calibration is based on a sophisticated ground calibration along with an extensive set of on-board sources. The onboard calibration was lost due to hardware failure after 6 months of science data were acquired, but MTI data products based on the reflective bands should be nearly as good as prehardware failure. This is because the reflective calibration was largely using ground calibration data. However, the thermal calibration is not likely to be as good now as when the on-board sources were available, particularly for the longwave infrared bands. This is because the longwave bands (L, M, N) use HgCdTl detectors, which are notoriously unstable. The data processing in either case is very similar.
The team is using several calibration techniques to make up for the loss of the on-board calibration sources, in addition to regular ground-truth campaigns to provide a vicarious calibration of the system. For example, the satellite is acquiring regular images of the moon to monitor optical degradation and perhaps to be used as a calibration source for the reflective bands. Studies are also underway to determine if the moon can be used as a thermal calibration source. Images are being acquired with the detector arrays aligned parallel with the satellite sweep direction. These are being done over open water targets that have temperaturemeasurement buoys, to monitor the thermal calibration. Ground targets will be imaged in the same way to monitor the reflective band calibration.
The co-registration of the spectral bands and the three sections of the focal plane is performed next at Level 1. The co-registration is presently done in two ways: all images are passed through the automated registration and selected images are co-registered interactively.
The automated registration relies on downlinked satellite position and orientation information. The position of each pixel on the focal plane is mapped through the optics, based on a distortion map measured during ground calibration, and projected to the surface of the earth. All pixels in all bands and all SCAs are resampled to a common grid defined in ground coordinates.
The interactive registration allows the user to produce subpixel alignment of bands in the along-track and crosstrack directions. The image is not warped or rotated. The three segments of the focal plane are joined in a similar way. Smith et al. describe another co-registration tool used on the project [10] .
After the bands and three image sections are co-registered, selected images are georeferenced. The purpose of the georeferencing process is to align the rows and columns of an MTI image with the cardinal directions of a map projection. This is achieved by associating features in a co-registered MTI image with their corresponding locations on a reference map. These coordinate pairings are used to solve for the coefficients of an affine transformation.
The affine transformation is then used to guide a resampling of the MTI data onto a georegistered output grid. Georeferenced MTI imagery can be input to a Geographic Information System (GIS) so that it may be combined with other geospatial datasets, such as hydrological vectors, rasterized maps, and ground truth data. Conversely, the locations of features of interest in an MTI image can be easily extracted once a georeferenced product has been created.
A few words on user interaction with the DPAC follow. Access to MTI data is gained through a web interface, after authorization is granted to the user. The web interface allows users to find images of interest by providing access to the DPAC operations database, which contains extensive metadata for MTI imagery. Once images of interest are found, users can request imagery over the web interface (although all requests must be accompanied by signed paperwork). The data products are subsequently sent to the user via CD or Digital Linear Tape (web downloads are not possible at this time). MTI data products are stored in the Hierarchical Data Format (HDF) [11] , with ancillary data available in the same file as the image data. A header file (in both text and HDF formats) also accompanies data products. The HDF-EOS extensions are not used in the DPAC.
IV. THE DPAC PIPELINE
The DPAC automated pipeline is designed to produce all Level 0 products and most of Level 1. One exception is georeferencing, which is done at Level 1 and is not presently automated. Parts of Level 2 are also automated.
The major features of the automated pipeline include: (1) Automatic processing of data through Level 0 by simply placing a raw data file in the appropriate location. No user intervention is necessary for this processing to occur. (2) Automatic generation of Level 1 and higher processing requests when Level 0 is complete. (3) Input from the database to guide the processing, as well as output to the database to monitor progress and post results. (4) All the facilities needed to run the data multiple times (e.g., when new versions of processing algorithms are developed).
The DPAC maintains two databases, one for DPAC (as opposed to spacecraft) operations information and another to store spacecraft and payload state-of-health data. The operations database provides input to the processing (automated or otherwise), monitors progress of the processing, and stores results of the processing (including some summary Level 2 outputs, such as the fractional cloud cover or average water vapor of an image). This database provides flexibility and extensibility to the automated processing pipeline. The state-of-health database provides a convenient means for accessing state-of-health data through general queries for trend analyses as well as providing direct input to Level 1 -4 retrievals.
V. DPAC PERFORMANCE
As of the middle of February, the DPAC has processed 1700 ground images of ~300 sites, produced 250 CDs for users, and stores 1.4 TB of imagery, metadata and other data products. The most recent version of the data alone takes up 800 GB.
The DPAC routinely processes data with no operator interaction. This occurs at any time of day or night. The original requirement for processing through the automated portion of Level 1 was 24 hours, with a goal of 12 hours. Typical time to process the data to this level is now less than 2 hours.
VI. SUMMARY
MTI has a strong experimental program that combines the expertise of instrument scientists, remote sensing researchers, climate researchers, and facility modelers, as well as software and hardware developers. This paper discussed the DPAC design and execution. It's hard to quantify effort for this type of project, but the DPAC hardware and software infrastructure is the result of 5-10 person-years of effort. We believe this is quite a modest effort for the level of performance the DPAC maintains.
