Is functional neuroimaging a royal way to understand brain function or is it a new phrenology without an exact understanding what we measure? After two decades of imaging revolution, more and more authors ask this question. Brain functions are multidimensional, which can be approached from the point of (1) behavioural measures, (2) brain activation as re£ected by blood £ow and metabolic changes, (3) electrical activity of cells and cell-populations, and (4) neurotransmitter dynamics (release, receptor binding and reuptake). Using imaging techniques, we must take into consideration that even during the simplest task all of these processes operate in a closely interacting manner. Therefore, before drawing ¢nal conclusions about brain functions on the basis of a single aspect of these mechanisms, we must clarify the exact relationship among them. In this paper, we address this issue in order to draw attention to a number of uncertainties and controversies in the relationship of the four facets of brain functions. The logic of a typical imaging experiment is as follows. To elucidate, for example, the mechanisms of visual shape perception, we allay present shapes to a subject and measure concomitant brain activation with PET or fMRI. If an area in the cerebral cortex showed increased rCBF during the task as compared with a reference state (for example, watching a fragmented version of the shapes), we may conclude that neurones in this area had an enhanced electric activity, which resulted in elevated metabolism leading to increased rCBF. Similarly, an altered oxygen consumption can be tracked using the BOLD signal. The working hypothesis is that increased activity in specific neuronal populations entails increased metabolism and rCBF (Fig. 2) . Indeed, the spatial densities of synapses, mitochondria, metabolic enzymes and capillaries show a high degree of correlation [5, 6] . Each brain area visualised by PET and fMRI consists of neurones, displaying patterns of field potentials and action potentials. Action potentials refer to the spiking activity of circumscribed neuronal groups, while field potentials reflect synchronised dendritic currents from a larger volume of brain tissue. These electrical activities are regulated by neurotransmitters acting on receptors, leading to excitation, inhibition, modulation, and long-term changes effected through the regulation of gene expression [7] .
WHAT DOES FUNCTIONAL NEUROIMAGING TELLUS ABOUT THE WORKING BRAIN?
Functional neuroimaging techniques, including PET and fMRI, have provided a unique opportunity to gain insight into the organisation of human brain by relating behavioural measures (sensory, motor and cognitive functions or various clinical symptoms) to underlying brain activation [1] [2] [3] [4] . Changes in neuronal activity are accompanied by altered glucose metabolism, oxygen consumption, regional cerebral blood flow (rCBF), neurotransmitter release, receptor binding and reuptake. Glucose metabolism can be measured with fluoro-deoxyglucose (FDG) PET, while the blood oxygen dependent (BOLD) fMRI signal provides information about the changes in the ratio of oxyhemoglobin to deoxyhemoglobin. The logic of a typical imaging experiment is as follows. To elucidate, for example, the mechanisms of visual shape perception, we allay present shapes to a subject and measure concomitant brain activation with PET or fMRI. If an area in the cerebral cortex showed increased rCBF during the task as compared with a reference state (for example, watching a fragmented version of the shapes), we may conclude that neurones in this area had an enhanced electric activity, which resulted in elevated metabolism leading to increased rCBF. Similarly, an altered oxygen consumption can be tracked using the BOLD signal. The working hypothesis is that increased activity in specific neuronal populations entails increased metabolism and rCBF (Fig. 2) . Indeed, the spatial densities of synapses, mitochondria, metabolic enzymes and capillaries show a high degree of correlation [5, 6] . Each brain area visualised by PET and fMRI consists of neurones, displaying patterns of field potentials and action potentials. Action potentials refer to the spiking activity of circumscribed neuronal groups, while field potentials reflect synchronised dendritic currents from a larger volume of brain tissue. These electrical activities are regulated by neurotransmitters acting on receptors, leading to excitation, inhibition, modulation, and long-term changes effected through the regulation of gene expression [7] .
A key question is how neurotransmitter release and reuptake, receptor binding, and electrical activity contribute to rCBF/metabolic changes and overt behaviour [8] (Fig. 3) . Here we focus on four questions: (1) Is there a tight coupling between neuronal activity (field potentials and action potentials), blood flow and metabolism? (2) What type of neuronal activity is manifested in the form of increased rCBF and what is their relation? Is all seen rCBF change a sign of increased neuronal activity? (3) How is receptor binding related to neuronal activity during a behavioural task? (4) Is brain activity, as reflected by metabolic/rCBF changes, really related to behaviour or is it only an epiphenomenon without functional relevance?
REGIONAL CEREBRAL BLOOD FLOW, METABOLISM AND NEURONAL ACTIVITY
Is there a tight coupling between neuronal activity and blood flow? In 1890, Roy and Sherrington [9] postulated that brain activity leads to changes in rCBF. Others proposed that increased rCBF is due to elevated metabolism in the neuropil, especially in the synapses between axons and dendrites [5, 6] . However, the exact relation between neuronal activity and rCBF remains a question of debate. Using laser Doppler flowmetry, Nielsen and Lauritzen [10] found that low neuronal activity (field potentials with amplitudes up to 2-2.5 mV) is not accompanied by rCBF changes, while above this threshold field potential amplitudes and rCBF increase proportionally. At high neuronal activity, rCBF reaches a plateau phase and no longer follows the field potential changes. A conclusion from these data is that functional imaging methods measuring rCBF may not detect subthreshold neuronal activity. For example, in a PET experiment in which radioactive tracers are used to measure rCBF, the lack of activation in a cortical area does not mean that the role of this area in some behavioural function can be fully excluded. Interestingly, the opposite problem may happen when fMRI is used. Using visual stimuli, Logothetis et al. [11] demonstrated that a small increase in stimulus contrast evoked half the maximum of the fMRI BOLD signal, which was much larger that the change in the accompanying neuronal activity. This observation suggests that fMRI may show very small neuronal activity, thus lowering the signal-to-noise ratio. The relationship between neuronal activity and fMRI signal is discussed by Heeger and Ress [12] .
PET and fMRI use different methods to detect blood flow changes. While radioactive tracers are used in PET, most fMRI experiments use the BOLD signal. The BOLD signal is based on the hypothesis that neuronal activity-induced perfusion increase results in the dilution of deoxyhemoglobin, which attenuates image intensity. Although increased oxygen consumption, which is a consequence of enhanced neuronal activity, potentially reduces the BOLD signal by increasing the level of deoxyhemoglobin, the overall effect of perfusion increase still favours to the reduction of deoxyhemoglobin level, and hence to the BOLD signal [13] .
Although studies have suggested that the spatial pattern of cerebral blood flow changes measured with PET and fMRI are nearly equivalent [14] [15] [16] , caution should be made. Mechelli et al. [17] defined three factors that contribute to differences between PET and fMRI. Perhaps the most important of them is stimulus presentation rate: a second stimulus evokes smaller BOLD signal than the first stimulus, a difference that is not found with PET. In addition, BOLD signals are more responsive to increases that to decreases of blood flow, the hemodynamic rectification effect. Other differences between PET and fMRI measures may derive from the distinct kinetics of data acquisition and from differences in baseline conditions. These considerations are especially important because of recent efforts to validate fMRI by using PET as a standard method, even when the basis of the latter is not fully understood [18] .
Field potentials or action potentials? Another critical issue is the nature of the neuronal activity that is measured with functional neuroimaging techniques. Supporting the classical view that information is carried by the frequency of action potentials, indirect comparisons between monkey single cell experiments and human fMRI measurements indicate a simple positive relation between behavioural measures, action potentials and rCBF changes [19] . In other animal studies, however, local field potentials are preferred as an index of neuronal activity and are regarded as a good indicator of rCBF changes when stimulus parameters are selected properly [10] . It can be that field potentials and action potentials are tightly coupled determining rCBF changes. However, cortical information processing often produces more complex patterns. Mathiesen et al. [20] measured field potentials, action potentials and rCBF in the cerebellum where parallel fibers send both excitatory and inhibitory afferents to the Purkinje cells, the main spiking output units. Excitatory fibers act monosynaptically, while the inhibitory input is bi-synaptic via inhibitory interneurones. In this simple system, excitation with strong field potentials and increased rCBF may occur without the spiking of Purkinje cells, because of the bi-synaptic inhibitory pathway. This system shows a general principle that slowly changing field potentials are determined by input signals and intrinsic processing, while rapidly changing action potentials reflect the output spiking of the area (Fig. 4) . Therefore, increased rCBF may occur as a consequence of enhanced input and intrinsic processing with no output signals. Logothetis et al. [11] also found that field potentials were more potent determinants of the fMRI signal at some, but not all, recording sites. The reason for this variability is unclear [12] .
Using fast optical imaging, Roland [21] showed that depolarisation in the upper cortical layers of the ferret visual cortex spreads to large neuronal fields within 250 ms. These dynamic depolarisation fields are based on horizontal connections in the upper cortical layers where the distal dendrites are depolarised by afferent pathways (Fig. 5) . Roland [21] hypothesised that the dynamic depolarisation fields may be fundamental correlates of cortical computations for perception, action, memory and thinking.
Blood flow and metabolic correlates of brain activation: In 1926, the pioneering experiments of Hill [22] demonstrated that following electrical stimulation isolated nerves increased their oxygen consumption. This observation became one of the fundamental principles of brain functions, together with the assumption that cerebral metabolism is strongly and positively coupled with rCBF [5, 6, 23] . Recent data support many aspects of this view, suggesting that changes in rCBF and oxygen uptake are linearly coupled at a ration of 2:1, and energy during brain activation is provided largely through oxidative metabolism [24] . The excitatory neurotransmitter glutamate may be the common mediator for both neurometabolic and neurovascular coupling, in close interaction with vasoactive substances such as nitric oxide (NO) and arachidonic acid metabolites [25] . Indeed, 4 80% of brain metabolism is related to glutamate-dependent processes, as a consequence of the operation of Na þ /K þ -ATPase [26] , and signals detected by functional imaging studies predominantly reflect excitatory postsynaptic processes [27] . Other neurotransmitters, such as GABA, serotonin, dopa- mine, and norepinephrine may have a direct effect on rCBF [28] . It is beyond the scope of this paper to discuss the details of this principle, but some limitations must be mentioned. In a classic experiment, Fox et al. [29] revealed uncoupling between brain activation and oxidative metabolism. The authors used flickering light as stimuli and found only a small increase of oxygen consumption and almost no alteration in ATP synthesis. Uncoupling of cerebral blood flow and oxidative metabolism was also demonstrated in the case of somatosensory stimulation [30] . However, during prolonged stimulation, a gradually decreasing oxygenation has been observed, which can be explained by the activation of oxidative metabolism. It can be that a rapid alteration in the functional state of the brain leads to an uncoupling of perfusion from oxidative metabolism (the initial oxygen overshoot), whereas in the case of sustained stimulation, blood flow changes and metabolism are coupled [31] . It is important to note that some authors found that the BOLD signal change is not linearly correlated with rCBF increases, which limits its power to quantify blood flow changes [32] .
Gjedde et al. [33, 34] offered an explanation for these conflicting results, by turning back to the problem of intrinsic within-area processing vs output-spiking issue. They suggest that the small afferent activity that leads to limited depolarisation in the postsynaptic cells is not sufficient to elicit a signal from the mitochondria of the dendrites. However, this small depolarisation may contribute to the formation of field potentials. If the depolarisation is large enough, probably leading to the appearance of massive output spiking, then oxidative metabolism does increase (Fig. 4) . The critical issue in this hypothesis is basically quantitative. How large a depolarisation need to be to evoke oxidative metabolic changes? What is the exact relation between electrical activity and ATP production? What is the functional significance of non-oxidative metabolism in the brain and how is it related to neuronal activity? What can we say about the energy demands of synaptic activity (vesicle fusion and transmitter reuptake)? What is the time course of presynaptic activity, depolarisation, rCBF and metabolic changes? These questions merit indepth investigation. Further details on brain activation, stimulus characteristics, and metabolism will be discussed in the section about visual perception.
Neuronal oscillations and composition change: Neuronal oscillation is an inherent part of cortical functioning [35] . The shift from asynchronous activity to a temporally ordered state does not necessarily entail increased metabolism and rCBF. However, even without a change in the total number of spikes, synchronised neuronal activity may alter rCBF probably because it produces integrated and strengthened field potentials [12] . Tomberg [36] found a striking relationship between the dimensionality of chaotic strange attractors estimated from electroencephalography (EEG) and PET results. The increase of chaotic dimensionality in the left lateral extrasylvian temporal cortex during reading was interpreted as a consequence of enhanced processing in the Wernicke area, which matched an increased rCBF in PET studies.
Dynamic depolarization fields Bland It is now possible to directly compare magnetoencephalography (MEG) and fMRI signals, the former being as good as EEG in tracking rapid temporal changes in the brain [37] . Task-related changes in cortical synchronisation are spatially coincident with fMRI BOLD responses. However, the MEG responses are predominantly in the lower frequency range (o 25 Hz), while higher frequency responses may play a crucial role in cognitive processes such as binding of visual features and consciousness [35] .
Another possibility is that the overall neurotransmitter discharge may be altered without changes in overall metabolism (composition change). In addition, the spatial and temporal organization of dendritic depolarization may also be altered without an overall change in electric current density. The effect of altered neurotransmitter balance and receptor distribution on neuroimaging (macronetworks) is unknown.
FROM NEURONAL ACTIVITY TO BEHAVIOUR
Here we discuss data from studies using working memory and visual perceptual paradigms in humans and monkeys with parallel functional imaging or single cell measurements. The discussion will be focused on the relation between behavioural performance, neuronal activity at single cell level, functional imaging data and receptor binding. When interpreting single cell studies and functional neuroimaging data, we must take into consideration that population-level macronetwork activity and single cell activity are related only when all neurones in the macronetwork respond uniformly. However, in certain neuronal populations even adjacent neurones have heterogeneous functional properties, limiting such interpretations [38] .
Working memory: Refers to the active maintenance of information in the short-term memory so as to organise and execute complex behavior [39] , for example when we maintain a telephone number in our short-term memory before dialling. A complex neuronal network, in which the prefrontal cortex plays a central role, is essential for this cognitive function [40, 41] .
In the prefrontal cortex, neurones increase their firing rate during the delay period of working memory tasks. These mnemonic cells show preference for certain type of information, for example, they selectively respond to stimuli presented at a specific location [41] (Fig. 6) . When there is an optimal level of cortical dopamine and D1 receptor density, prefrontal neurones display maximal response to their preferred stimulus, but not to other irrelevant stimuli. Both excessive or reduced dopamine levels and D1 receptor densities disrupt this selectivity, resulting in lower working memory performance [42] [43] [44] [45] [46] . Norepinephrine acts synergistically with dopamine, enhancing working memory through a2 receptors and disrupting that through a1 receptors [45] . The role of serotonin in the regulation of working memory is complex. Williams et al. [47] reported that 5-HT2 serotonin receptor agonists increase the firing rate of prefrontal neurones during delay period when preferred stimuli are processed. In contrast, atypical antipsychotic drugs with 5-HT2 receptor antagonist properties improve working memory [48] . Interactions with other neurotransmitters (e.g. with dopamine) may explain these discrepancies, or alternatively, in the case of serotonin there is a similar optimal level as demonstrated for dopamine ([ Fig. 6]) . Dopamine D1 and serotonin 5-HT2 receptors are localised on the apical dendrites of pyramidal neurones in the proximity of glutamate receptors, the main excitatory neurotransmitter of the brain [41] . Activation of monoamine receptors can enhance the signal of glutamate receptors, leading to more potent depolarization of the postsynaptic cell. Therefore, the strength of local field potentials and the frequency of action potentials may be influenced by monoaminergic mechanisms, affecting both rCBF and metabolism. Indeed, Nielsen and Lauritzen [10] found that glutamate receptor antagonists reduce both neuronal activity and rCBF; in many circumstances abnormal dopamine/ serotonin/norepinephrine functions may act in a similar way by failing to enhance glutaminergic signals.
Functional imaging in normal and pathological conditions:
How can these data be integrated with human functional imaging results? In PET and fMRI studies subjects display enhanced activity in the prefrontal cortex during working memory tasks. The degree of activation is proportional to effort and performance; subjects who must store more information or who successfully complete the task display greater activation [49, 50] . Dopamine seems to augment neuronal responses that are indispensable for a cognitive task and to suppress superfluous neuronal activity [51] . We may suppose that healthy subjects have an optimal dopamine level and D1 receptor density in the prefrontal cortex. In the case of compromised prefrontal dopaminergic functions, such as in Parkinson's disease and schizophrenia, one can expect that prefrontal activation will decrease. Although some pioneering observations support this hypothesis [52, 53] , the situation seems to be more complex. 6 . The structure of a working memory task. The stimulus /S/ is followed by a perceptual phase, a maintenance phase during which no stimulus is present but an active remembering is required, and a motor phase immediately before response /R/. In the maintaining phase, neurones show a sustained response, which lead to blood £ow and metabolic changes. The role of transmitter systems is to optimise these neuronal processes by enhancing relevant activity, suppressing noise, and integrating/sequencing the £ow of activity in space and time.
Recent studies in Parkinson's disease and schizophrenia patients detected increased prefrontal activity, which showed the opposite correlation with performance to that observed in healthy volunteers; increased activation was associated with worse performance [54, 55] . In patients with Parkinson's disease, dopamine replacement therapy resulted in better working memory performance and decreased prefrontal activation [55] . It is possible that decreased dopamine level in the prefrontal cortex resulted in insufficient neuronal processing, accompanied by the recruitment of superfluous neuronal elements. At the micronetwork level, it is possible that mnemonic cells responded to previously non-preferred stimuli or that unrelated neuronal groups became activated, due to the impairment of dopaminergic afferentation mediated by inhibitory interneurones. The question of corresponding receptor binding is even more complex. First, data from healthy subjects suggest that there is no correlation between D1 receptor binding and working memory performance, in sharp contrast with that found in schizophrenia patients. Okubo et al. [56] demonstrated that decreased prefrontal D1 receptor binding is associated with worse working memory performance, whereas Abi-Dargham et al. [57] described increased D1 receptor binding in relation with affected working memory. The direction of rCBF changes was not measured in these studies. Despite the seemingly contradictory pattern of results, they can be interpreted with the help of animal data. In the Okubo et al. [56] study, a subnormal D1 receptor binding may have accounted for the worse performance, while in the Abi-Dargham et al. [57] sample a supraoptimal binding may have occurred. In the first case, an increased release of dopamine in the prefrontal cortex may have induced the down-regulation of D1 receptors, whereas in the second case, a dampening of dopamine release may have resulted in receptor up-regulation. The lack of correlation in healthy subjects is not surprising, supposing that they have normal density of D1 receptors varying in a restricted range. Further studies are clearly warranted to measure receptor binding and rCBF simultaneously. Additionally, electrophysiological recordings would provide some indirect information about the organisation of field potentials, an important source of rCBF signals.
Research in episodic memory retrieval may help understand the relationship between brain activation and behavioural performance. There is a debate whether prefrontal activation during episodic memory retrieval reflects mental effort to access memory traces or related to successful performance. Buckner and Wheeler [58] reviewed this issue and concluded that increased rCBF indicates different cognitive processes in subregions of the prefrontal cortex. Posterior parts (Brodmann area 44/46) show early, taskdependent and material-specific activity, which correlates with mental effort. In contrast, anterior prefrontal cortex (Brodmann area 10) tracks retrieval success. The cellular and receptor mechanisms of this process are unknown, although the topographical localisation of areas included and the cognitive mechanisms of retrieval tasks suggest that working memory is essentially involved [59] , and hence similar neurotransmitter dynamics might stand behind these processes.
The question of task demands and mental effort is of special interest. It is evident that more demanding tasks elicit extensive neuronal activity, which is accompanied by stronger depolarisation of the postsynaptic cells and consequently elevated rCBF/oxidative metabolism [34] . These findings should be taken into consideration when measuring rCBF and metabolism with PET or BOLD signal with fMRI, because these seemingly correlated parameters might depend on task complexity and mental effort [49] . For example, low neuronal activity may be undetected by rCBF/metabolic PET while appearing in a BOLD image. It is dubious whether such signals have behavioural significance or not. Larger activity may be seen as rCBF changes with PET but not in metabolic images. Finally, in the case of extensive or prolonged neuronal activity, rCBF may become saturated and reach a plateau phase, while increased oxygen extraction is observed as a consequence of heightened metabolic processes. This may also affect the BOLD signal [12, 13] .
Finally, some methodological shortcomings must be mentioned. Although it is now possible to measure cortical receptor binding with positron-emitting radioligands, reliable signal is often difficult to detect because of the low signal-to-noise ratio. This may lead to apparent inconsistencies. New methods, such as wavelet analysis, may provide a better solution for these problems [60] .
At the behavioural level, different tasks may be accompanied by different activation patterns, even when they are believed to test similar cognitive functions. For example, Okubo et al. [56] used the Wisconsin Card Sorting Test with which decreased frontal activation is a common finding in patients with schizophrenia, whereas Abi-Dargham et al. [57] used the n-back task, a procedure often related to increased prefrontal responses.
Inhibition, pattern generation, and temporal integration in the prefrontal cortex: A common feature of dopamine and serotonin is that they regulate prefrontal pyramidal cell activity via two different pathways. The first is a direct pathway forming synapses at the apical dendrites of pyramidal cells, while the other acts through inhibitory interneurones [41, 46] . What is the role of GABA-ergic inhibitory mechanisms in cortical information processing and how is it manifested at the macronetwork level? Antagonists of GABA-A receptors produce increased spiking of prefrontal neurones, which may be accompanied by increased rCBF. Functionally, this process is related to the broadening of receptive fields, suggesting that inhibitory mechanisms are necessary for the tuning of neuronal information processing. In the working memory tasks, cells lose their selective stimulus preference [61] . Investigating the dynamics of micronetworks consisting of many neurones, inhibition may regulate the timing of neuronal activity related to different components of a task. For example, a neurone responding to a sensory stimulus is not necessary when the representation of that stimulus is kept on-line during the delay phase of working memory. Thus, GABAergic inhibition may turn off such sensory cells when we have to remember the stimulus instead of perceiving it [62] . The characteristic of rCBF changes related to such shifts is hard to foresee. It can be that such pattern-change is not accompanied by sufficient increase in electrical activity or metabolism and hence remains undetected by functional imaging methods.
Using a combined fMRI/MEG approach, Northoff et al. [63] provided compelling evidence that GABAergic modulation can alter functional patterns in the brain. In an emotion processing task, the GABA-A receptor agonist lorazepam shifted the magnetic field dipole from the orbitofrontal to the medial prefrontal cortex, also inducing decreased signal in the motor/premotor areas. This latter may represent a classic inhibitory phenomenon, while the former may be related to altered neuronal pattern generation in the prefrontal cortex.
VISUAL PERCEPTION
Brain localisation for perceiving by functional neuroimaging: Here we discuss data concerning the functional organisation of visual areas. Recently, the correlation between behavioural performance and rCBF was determined in the occipito-temporal visual cortex involved in object recognition, as well as in the primary visual cortex (V1), which is responsible for the processing of basic visual features such as contrast, spatial frequency or orientation. Grill-Spector et al. [64] used a picture naming paradigm and found a strong correlation between fRMI signal in the lateral occipital cortex and recognition performance. When subjects improved object naming with training, the fMRI signal increased. In another study, the fMRI signal in V1 correlated with the subjects' ability to detect a simple grating [65] . Visual activation also depends on the physical characteristics of stimuli; gratings with low contrast evoke smaller signal than gratings with high contrast [66] . It must be emphasized that even a simple stimulus detection is accompanied by the activation of an extended cortical network and is not confined to the visual areas [67] .
Some functional imaging studies used the visual modality to ask questions about brain activation, blood flow, and metabolism. In the visual cortex, there are so-called blobs and stripes, which are rich in cytochrome oxidase activity and are believed to participate in colour perception [68] . One can expect oxidative metabolism to be different in these regions. However, Hoge et al. found that fractional changes in oxygen consumption and blood flow in V1 were linearly coupled that did not depend on the stimulus type (luminance or colour) [69] . An interesting pattern of results emerged when the dynamics of the BOLD signal was investigated. Stimuli that were defined either by luminance contrast or hue did not induce BOLD overshoot and undershoot (the BOLD responses showed no sudden increase after stimulus onset and no post-stimulus decrease). In contrast, stimuli that contained both luminance and colour cues induced significant BOLD overshoot and undershoot [70] . The functional and physiological relevance of these findings remain to be clarified.
Integrated macro-and micronetwork dynamics in visual perception: These findings show a relatively simple correlation between visual perception and brain activity. However, much less is known about the underlying micronetwork functions. Data from combined PET/EEG experiments suggest that lower metabolism in the occipital cortex is associated with increased alpha power, which is a slow electrical rhythm mediated by the thalamo-cortical pathways and is probably based on the summation of field potentials [71] . EEG signals with higher frequencies are believed to be associated with increased rCBF, possibly because of the stronger field potential activity. For example, Baldy-Moulinier [72] found a significant relation between EEG frequency and rCBF in a circumscribed cortical area of cats when using flashing lights as stimuli. Unfortunately, the exact neurotransmitter mechanisms are not clearly identified, but the finely tuned local interaction of excitatory glutamate and inhibitory GABAergic mechanisms have been repeatedly suggested in the genesis of different EEG spectra [73, 74] . Nevertheless, higher doses of GABA-A receptor agonists induce decreased rCBF and low frequency EEG signals in the occipital cortex, as indicated by the early observations of barbiturate spindles [75] and by more recent PET studies [76] . This probably represents global inhibition, over-riding local neuronal patterns.
In patients with schizophrenia, alpha activity is reduced in the occipital cortex where abnormally increased rCBF has been demonstrated when high frequency visual stimulation was used [71, 77] . In accordance with these observations, some patients are able to detect stimuli with very low contrast, which are invisible for healthy subjects [78] . Both GABAergic agonists and dopaminergic antagonists decrease visual sensitivity [79, 80] . The cellular basis of occipital abnormality is not defined, although a recent study found increased neuronal density and reduced neuropil in the primary visual area of schizophrenia patients, suggesting profound micronetwork abnormalities [81] . In addition, Schroder et al. [82] found elevated GABA-A receptor ligand (iomazenil) uptake in the occipital cortex of schizophrenia patients. These may suggest the involvement of the GABAergic system [83] , but in this respect more direct evidence is needed (Table 1) .
A fascinating observation by Mielke et al. [84] suggests that dysfunctional regions in the visual cortex can be determined by combined metabolic and receptor PET measurements. In a patient with postoperative epilepsy, the evaluation of GABA-receptor binding with flumazenil and a concurrent determination of local metabolism delineated an epileptogenic focus in the occipital cortex. This effect was more pronounced when a visual recognition task was administered during the PET measurements. In Alzheimer's disease, the opposite pattern was found: rCBF was reduced and benzodiazepine receptor binding remained relatively spared [85] . The functional relevance of parallel and dissociated receptor-rCBF/metabolic mechanisms in the human brain is not known.
Single cell studies and pattern generation in the visual cortex: In the case of visual perception, interactions among neurotransmitter effects, single-cell neuronal activity and behavioural measures are not as well established as in the case of prefrontal cortex and working memory. Iontophoretic application of adrenergic or dopaminergic agonists reduces the spiking frequency of simple cells in the rat visual cortex, mainly by blocking background activity and thus improving the signal-to-noise ratio [86] . Simple cells respond to stimuli with specific orientation, an essential contribution to elementary feature extraction. This is an important observation, demonstrating that the functions of simple cells can be enhanced without a marked elevation of total spiking, simply by reducing background and enhancing stimulus-evoked activity. In the lateral geniculate nucleus, dopamine may differentially affect visual responses depending on whether D1 or D2 receptors are included [87] .
The role of GABA in the visual cortex is extremely important, as suggested by the high density of GABAergic interneurones. Their function is far beyond a pure inhibition, dampening neuronal activity, rCBF and metabolism. For example, blockade of the GABA-A receptors separates the ON and OFF parts of the receptive field of simple cells in cats [88] . GABAergic mechanisms also play an important role in the maintenance of orientation selectivity, direction selectivity for motion, and sensitivity of visual neurones to spatial relations between visual features [89, 90] . NMDA glutamate receptors specifically contribute to direction selectivity, which may be enhanced by co-operative GABAergic inhibition. At the same time, AMPA receptors shift visual neuronal responses towards a phase invariant manner [91] .
In humans, the selective GABA-A agonist lorazepam disrupts object recognition but improves visual segmentation [92] . This suggests that grouping of visual features, which is essential for seeing an object as a whole, and separating different objects in our environment, can be dissociated, and GABA may play an important role in this function. In an intriguing study, Elliott et al. [93] found that lorazepam facilitates object detection when the object is preceded by a prime stimulus appearing within a 40 Hz flickering matrix, but disrupts that without such a prime. A possible explanation is that GABAergic mechanisms enhance stimulus-induced synchronisation in the visual cortex. In general, GABAergic and monoaminergic mechanisms in the occipital cortex may enhance relevant activity, suppress noise, and organise information flow in space and time, similar to that found in the prefrontal cortex [41] . This is an especially critical issue, because of the large amount of visual information in our environment from which the relevant core must be sharpened, a process symbolically called inhibitory sculpturing [94] . Considering the significance of GABA in pattern generation, it may be misleading to limit its role to that of reducing neuronal activity and rCBF.
SUMMARYAND CONCLUSIONS
Neuroimaging studies are devoted to find correlation between behaviour and neuronal activity. However, the fundamental terms of such neuronal correlation approaches, often used in relation to perception, motor functions, memory, language, emotions and even self-consciousness, are poorly defined. First, what kind of neuronal activity are we looking for? We must take into consideration the complex dynamics of neurotransmitter functions (synthesis, transport, release, receptor actions, and reuptake), electric activity, underlying metabolic processes, and blood flow changes. It can be seen from the above review that the relationship among them is not sufficiently understood, although many studies are built on the assumptions that they are even interchangeable.
Finally, we summarize some working hypotheses that should be explored by further studies:
1. The relationship between rCBF and behavioural phenomena is complex, depending on the cortical region tested and the effectiveness of neuronal processing. Insufficient micronetwork organisation may lead to the recruitment of superfluous neurones resulting in increased rCBF, or to fall of processing resources resulting in decreased rCBF [52] [53] [54] . In some areas, the rCBF correlates with behavioural performance or mental effort, while elsewhere no correlation can be detected [49, 58] .
2. The relationship between rCBF (macronetwork functions) and neuronal activity at the micronetwork level is a non-linear function. The BOLD signal is sensitive for small changes in electrical activity and is easy to saturate [11, 12] .
3. Both field potentials and spiking activity (action potentials) may contribute to blood flow changes, depending on the structure of the network (e.g. the presence of feedforward inhibition), stimulus parameters used, and probably local vascular anatomy [11, 20] . 4 . Although in many cases neuronal activity, oxidative metabolism and rCBF are coupled, dissociations may exist [29, 30, 33, 34] .
5. Neurotransmitters regulate cellular and micronetwork activity in a specific spatial and temporal manner. Beyond the classic excitatory role of glutamate, dopamine, norepinephrine and serotonin affect functionally important cellular properties, for example by enhancing spiking activity during the delay period of working memory tasks or by reducing stimulus-independent activity of sensory cells. The inhibitory transmitter GABA is important in the organisation of receptive fields, temporal sequencing of multistage processes, and the genesis of neuronal oscillations [35, [41] [42] [43] [44] [45] [46] [47] .
Finally, many of these processes have marked energy demands, but many of them have not. The latter possibility can be conceptualised as compositional changes, when the spatial and temporal patterns of energy demanding neuronal processes are reorganised without alteration in overall activity. Whether these are detectable by functional neuro- Increased GABA-A binding [82] A hypothetical synthesis suggests that in schizophrenia abnormality of the synaptic organization is accompanied with insu⁄cient GABA-ergic transmission in the occipital cortex. As a consequence, the power of slow EEG spectra is reduced and rCBF/metabolism is increased. Behaviorally, hyperoccipitality may appear as abnormally enhanced stimulus detection.
