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Abstract
Smart polymers are stimuli-responsive materials that undergo reversible and large changes of
the material properties as a consequence of small environmental variations. Their light weight,
biocompatibility, adaptability, mechanical strength and environment-friendly properties make them
suitable for a wide range of applications, such as actuators, sensors and energy transducers.
Despite their very interesting properties, there are still many problems which need to be solved. In
particular, there is a high demand by the scientific community to develop advanced theoretical models
which aim at understanding the complex and unclear phenomena occurring in smart polymers.
In the present thesis, an innovative multiphysics electro-chemo-hydro-mechanical (ECHM) model
is formulated within the framework of continuum mechanics. The proposed model assumes the
solvent-ion-polymer mixture as a continuum homogenized body and takes into account four different
physical fields, namely: (i) the electrical field, (ii) the chemical field related to the ion transport, (iii)
the chemical field related to the water/solvent transport, and (iv) the mechanical field within the
framework of large deformations. Couplings terms are derived at the constitutive level among the
involved physical fields and allow to model a key aspect of smart polymers, i.e. the capability of
transducing energy from one form to another.
Reduced versions of the ECHM model are used to investigate, numerically and analytically, three
particular problems involving smart polymers, namely: (i) the chemical reactions occurring at
the interface between the polymer membrane and the electrodes of electrochemical cells, (ii) the
electro-chemo-mechanical state of a single polymeric membrane within a stack of membranes, and
(iii) the swelling/shrinking process of constrained and stressed polymer gels.
The performed investigation confirm that the ECHM model and its reduced versions are capable of
describing the complex multiphysics behavior of smart polymers. The current research improves the
theoretical knowledge concerning the behavior of smart polymers and gives further contributions in
literature. Starting from the outcomes of the proposed research, many interesting extensions can be




Smarte Polymere sind stimulierbare Materialien, die, verursacht durch die Änderung ihrer Umgebung,
eine reversible und große Änderung ihrer materiellen Eigenschaften erfahren. Ihr leichtes Gewicht,
ihre Biokompatibilität, ihr Anpassungsvermögen, ihre mechanische Beanspruchbarkeit und ihre
umgebungsfreundlichen Eigenschaften machen sie attraktiv für weite Anwendungsbereiche, z. B. als
Aktoren, Sensoren oder Energiewandler.
Trotz ihrer exzellenten Eigenschaften gibt es noch viele Probleme, die gelöst werden müssen.
Insbesondere dieNachfrage nach fortgeschrittenen theoretischenModellenmit demZiel die komplexen
physikalischen Phänomene zu beschreiben, die in smarten Polymeren ablaufen, ist sehr hoch.
In der eingereichten Doktorarbeit, wird ein elektro-chemo-hydro-mechanisches (ECHM) Modell
basierend auf der Kontinuumsmechanik vorgestellt. In dem dargelegten Modell wird die Mischung
aus Lösungsmittel, Ionen und Polymer als homogenisiertes Kontinuum betrachtet, wobei vier
verschiedene physikalische Felder berücksichtigt werden: (i) das elektrische Feld, (ii) das auf den
Ionentransport bezogene chemische Feld (iii) das auf den Wasser- bzw. den Lösungsmitteltransport
bezogene chemische Feld und (iv) das mechanische Feld unter der Berücksichtigung von großen
Deformationen. Kopplungsterme werden auf konstitutiver Ebene aus den beteiligten physikalischen
Feldern abgeleitet. Die elektro-chemo-mechanische Kopplung erlaubt die Modellierung einer
der wesentlichen Eigenschaften smarter Polymere, nämlich die Fähigkeit zur Umwandlung der
verschiedenen Energieformen.
Drei spezielle Problemstellungen von smarten Polymeren, wurden numerisch und analytisch auf
Grundlage reduzierter Varianten des ECHM-Modells untersucht: (i) die auftretenden chemischen
Reaktionen an der materiellen Grenzfläche zwischen Polymermembran und den Elektroden der
elektrochemischen Zelle, (ii) das elektro-chemo-mechanische Verhalten einer einzelnen Polymer-
membran in einem Membranstapel und (iii) der Quellungs- bzw. Entquellprozess von vorgespannten
Polymergelen.
Die durchgeführten Untersuchungen bestätigen die Anwendbarkeit des ECHM-Modells und seinen
reduzierten Varianten zur Beschreibung des komplexen physikalischen Verhaltens von smarten
Polymeren. Die dargelegte Forschung verbessert das theoretische Verständnis hinsichtlich des
Verhaltens von smarten Polymeren und leistet einen Beitrag zum aktuellen Stand der Wissenschaft.
Auf den Resultaten der dargelegten Forschung basierend, können viele interessante Erweiterungen
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fd . . . . . . . . . . motion function, process Bd → Bt . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .m
f0 . . . . . . . . . . motion function, process Bd → B0 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . m
f . . . . . . . . . . .motion function, process B0 → Bt . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .m
ud . . . . . . . . . . displacement, process Bd → Bt . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . m
u0 . . . . . . . . . . displacement, process Bd → B0 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .m
u . . . . . . . . . . . displacement, process B0 → Bt . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . m
Fd . . . . . . . . . . deformation gradient, process Bd → Bt . . . . . . . . . . . . . . . . . . . . . . . . . . . . −
F0 . . . . . . . . . . deformation gradient, process Bd → B0 . . . . . . . . . . . . . . . . . . . . . . . . . . . .−
F . . . . . . . . . . .deformation gradient, process B0 → Bt . . . . . . . . . . . . . . . . . . . . . . . . . . . . −
Fo . . . . . . . . . . deformation gradient, process Bd → Bo . . . . . . . . . . . . . . . . . . . . . . . . . . . .−
Fe . . . . . . . . . . deformation gradient, process Bo → Bt . . . . . . . . . . . . . . . . . . . . . . . . . . . . −
1 This coordinate is also used for the material (Lagrangian) description when (i) the material and the spatial description
are not distinguishable (EC and ECM model), and in order (ii) to keep the notation as clear as possible (HM model).
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Symbol Description Unit
F0o . . . . . . . . . deformation gradient, process B0 → Bo . . . . . . . . . . . . . . . . . . . . . . . . . . . .−
Fs . . . . . . . . . . deformation gradient, process B0 → Bs (HM) . . . . . . . . . . . . . . . . . . . . . . −
F̃ . . . . . . . . . . .deformation gradient, process Bs → Bt (HM). . . . . . . . . . . . . . . . . . . . . . .−
F00 . . . . . . . . . def. gradient, one-step and stress-free process Bd → Bs (HM) . . . . . . . −
J . . . . . . . . . . . determinant of the deformation gradient 2 . . . . . . . . . . . . . . . . . . . . . . . . . . −
λ . . . . . . . . . . . volumetric stretch 2 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . −
λs . . . . . . . . . . in-plane stretch (x– and y– direction), process B0 → Bs (HM) . . . . . . . −
λs⊥ . . . . . . . . . out-of-plane stretch (z– direction), process B0 → Bs (HM) . . . . . . . . . . .−
C . . . . . . . . . . right Cauchy-Green strain 2 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . −
H . . . . . . . . . . gradient of the displacement 2 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .−
E . . . . . . . . . . symmetric component of H 2 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .−
W . . . . . . . . . . skew symmetric component of H 2 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . −
dϕ . . . . . . . . . elementary force . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .N
S . . . . . . . . . . . reference stress, a.k.a. first Piola-Kirchhoff stress 3 . . . . . . . . . . . . . . . . . .N m−2
s . . . . . . . . . . . reference (first Piola-Kirchhoff) stress vector 3 . . . . . . . . . . . . . . . . . . . . . .N m−2
T . . . . . . . . . . actual stress, a.k.a. Cauchy stress 3 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .N m−2
TM . . . . . . . . . actual (Cauchy) Maxwell’s stress . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . N m−2
t . . . . . . . . . . . actual (Cauchy) stress vector 3 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .N m−2
b . . . . . . . . . . . body force . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . N m−3
Tzz = σ . . . . . actual stress component of T (ECM) . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . N m−2
σs . . . . . . . . . . in-plane actual stress component at Bs, process Bd → Bs (HM) . . . . . . N m−2
σs⊥ . . . . . . . . . out-of-plane actual stress component at Bs, process Bd → Bs (HM) . . N m−2
σ̃s . . . . . . . . . . principal reference stress component at Bs, process Bs → Bt (HM) . . . N m−2
p . . . . . . . . . . . pressure at Bt , process Bd → Bt . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . N m−2
p0 . . . . . . . . . . pressure at B0, process Bd → B0 (ECM and HM) . . . . . . . . . . . . . . . . . . .N m−2
ps . . . . . . . . . . pressure at Bs, process Bd → Bt (HM). . . . . . . . . . . . . . . . . . . . . . . . . . . . .N m−2
p0s . . . . . . . . . pressure at Bs, process Bd → Bs (HM) . . . . . . . . . . . . . . . . . . . . . . . . . . . . N m−2
p̃s . . . . . . . . . . pressure at Bs, process Bs → Bt (HM) . . . . . . . . . . . . . . . . . . . . . . . . . . . . .N m−2
dΨ . . . . . . . . . elementary free energy . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . J
Ψ . . . . . . . . . . free energy density . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . J m−3
Ψ r . . . . . . . . . relaxed free energy density . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .J m−3
dW . . . . . . . . . elementary external power . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . W
W . . . . . . . . . . external power density . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .W m−3
η . . . . . . . . . . . solid volume fraction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .−
v . . . . . . . . . . . velocity . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .m s−1
2 A potential subscript letter of this variable depends on the particular deformation gradient F• taken into account.
3 The terminology used for a stress variable depends on the role carried out by the particular configuration (indicated by
a potential subscript letter) for the specific deformation process F• (declared within the text). When the particular
configuration is a current configuration for the deformation process F•, then T• and t• are used. When the particular
configuration is a reference configuration for the deformation process F•, then S• and s• are used.
x
Marco Rossi List of Abbreviations and Symbols
Electrical variables
Symbol Description Unit
dρe . . . . . . . . . elementary amount of charges . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .C
ρe . . . . . . . . . . charge density . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . C m−3
d . . . . . . . . . . . electric displacement . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .C m−2
e . . . . . . . . . . . electric field . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .V m−1
φ . . . . . . . . . . . electric potential . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .V
∆φS . . . . . . . . electric potential drop in the Stern layer (EC) . . . . . . . . . . . . . . . . . . . . . . . V
Chemical variables
Symbol Description Unit
dc . . . . . . . . . . elementary amount of mobile ions . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . mol
c . . . . . . . . . . . mobile ion concentration . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .mol m−3
c− . . . . . . . . . . bound ion concentration . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . mol m−3
dw . . . . . . . . . elementary amount of solvent (water) . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . mol
w . . . . . . . . . . solvent (water) concentration . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .mol m−3
M . . . . . . . . . . moles of transported mobile ions or transported solvent . . . . . . . . . . . . . .mol
q . . . . . . . . . . .molar source per unit surface of mobile ions or solvent . . . . . . . . . . . . . . mol m−2 s−1
j . . . . . . . . . . . molar mobile ion flux . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . mol m−2 s−1
h . . . . . . . . . . .molar solvent (water) flux . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .mol m−2 s−1
µ . . . . . . . . . . . chemical potential of mobile ions or solvent 4 . . . . . . . . . . . . . . . . . . . . . . . J mol−1
µ0 . . . . . . . . . . equilibrium chemical potential, process Bd → B0 (ECM and HM) 4 . . J mol−1
µs . . . . . . . . . . equilibrium chemical potential, process B0 → Bs (HM) 4 . . . . . . . . . . . . J mol−1
µs + µ̃s . . . . . chemical potential, process Bs → Bt (HM) 4 . . . . . . . . . . . . . . . . . . . . . . . .J mol−1
M . . . . . . . . . . mobility tensor of mobile ions or solvent . . . . . . . . . . . . . . . . . . . . . . . . . . . mol2 m−1 s−1 J−1
Material parameters
Symbol Description Unit
T . . . . . . . . . . . temperature . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . K
εr . . . . . . . . . . relative permittivity . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . -
ε . . . . . . . . . . . absolute permittivity . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . C V−1 m−1
D . . . . . . . . . . diffusivity coefficient . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . m2 s−1
α . . . . . . . . . . .hydrophilicity coefficient . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . m3 mol−1
Ω . . . . . . . . . . molar volume. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .m3 mol−1
χ . . . . . . . . . . polymer-solvent disaffinity . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .−
κ . . . . . . . . . . . permeability of the gel . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .m2
% . . . . . . . . . . . absolute viscosity of the solvent . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . N s m−2
Ne . . . . . . . . . .number of electrons . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . −
αox . . . . . . . . . oxidation transfer coefficient . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .−
4 The chemical potential µ does not dependent on density changes. In steady-state conditions, the same value of µ holds
among all the configurations involved in the particular deformation process F• (declared within the text).
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Symbol Description Unit
αre . . . . . . . . . reduction transfer coefficient . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .−
Θox . . . . . . . . . oxidation rate constant . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .−
Θre . . . . . . . . . reduction rate constant . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . −
C . . . . . . . . . . fourth-order isotropic elasticity tensor . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .N m−2
Go . . . . . . . . . shear modulus at Bo, process Bd → Bt . . . . . . . . . . . . . . . . . . . . . . . . . . . . .N m−2
Gd . . . . . . . . . dry shear modulus at Bd, process Bd → B0 . . . . . . . . . . . . . . . . . . . . . . . . .N m−2
G0 . . . . . . . . . wet shear modulus at B0, process Bd → B0 . . . . . . . . . . . . . . . . . . . . . . . . .N m−2
Kd . . . . . . . . . dry bulk modulus at Bd, process Bd → B0 . . . . . . . . . . . . . . . . . . . . . . . . . N m−2
K0 . . . . . . . . . wet bulk modulus at B0, process Bd → B0 . . . . . . . . . . . . . . . . . . . . . . . . . N m−2
EYd . . . . . . . . dry Young’s modulus at Bd, process Bd → B0 . . . . . . . . . . . . . . . . . . . . . . N m−2
EY0 . . . . . . . . wet Young’s modulus at B0, process Bd → B0 . . . . . . . . . . . . . . . . . . . . . .N m−2
νd . . . . . . . . . . dry Poisson’s ratio at Bd, process Bd → B0 . . . . . . . . . . . . . . . . . . . . . . . . .N m−2
ν0 . . . . . . . . . . wet Poisson’s ratio at B0, process Bd → B0 . . . . . . . . . . . . . . . . . . . . . . . . .N m−2
k . . . . . . . . . . . in-plane spring stiffness (x– and y– direction) . . . . . . . . . . . . . . . . . . . . . . N m−2
k⊥ . . . . . . . . . out-of-plane spring stiffness (z– direction) . . . . . . . . . . . . . . . . . . . . . . . . . .N m−2
Geometric parameters
Symbol Description Unit
Lx . . . . . . . . . length (x–direction) of P (EC) . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . m
. . . . . . . . . . . . dry length (x–direction) of P (ECM) 5 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . m
Ly . . . . . . . . . .depth (y–direction) of P (EC) . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .m
. . . . . . . . . . . . dry depth (y–direction) of P (ECM) 5 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .m
La . . . . . . . . . length (x–direction) of C (EC) . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . m
Lr . . . . . . . . . . thickness (z–direction) of C (EC) . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .m
L . . . . . . . . . . membrane thickness of P and C (EC) . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .m
LS . . . . . . . . . .Stern layer thickness of P and C (EC). . . . . . . . . . . . . . . . . . . . . . . . . . . . . .m
LD . . . . . . . . . diffusive layer length of P and C (EC) . . . . . . . . . . . . . . . . . . . . . . . . . . . . . m
Lz . . . . . . . . . . thickness (z–direction) of P (EC) . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .m
h . . . . . . . . . . . dry half-thickness (z–direction) of P (ECM ) 5 . . . . . . . . . . . . . . . . . . . . . .m
ĥ . . . . . . . . . . . thickness (z–direction) of G (HM) . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .m
A . . . . . . . . . . hydrated cross-section of P in the xy–plane (ECM) . . . . . . . . . . . . . . . . . m2
Constants
Symbol Description Unit
F . . . . . . . . . . Faraday constant . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .C mol−1
ε0 . . . . . . . . . . vacuum permittivity . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .C V−1 m−1
R . . . . . . . . . . gas constant . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . J mol−1 K−1
θ̂ . . . . . . . . . . . unit angle used to evaluate the arc length . . . . . . . . . . . . . . . . . . . . . . . . . . . deg
ε . . . . . . . . . . . small incremental factor . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . −
5 In the ECM model, the symbol P is referred to hydrated conditions, i.e. B0 = P. Please be aware that the geometric
dimensions (Lx , Ly , and 2h) are given in the dry configuration Bd , B0.
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Subscripts
Symbol Description
•i and •j . . . . index . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .
•x = •1 . . . . . spatial/material component in x–direction 6 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .
•y = •2 . . . . . spatial/material component in y–direction 6 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .
•z = •3 . . . . . spatial/material component in z–direction 6 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .
•r . . . . . . . . . . spatial/material component in r–direction 6 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .
•n . . . . . . . . . . spatial/material component in n–direction 6 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .
•d . . . . . . . . . . defined in Bd due to the process related to Fd 7 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .
•0 . . . . . . . . . . defined in B0 due to the process related to F• 7 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .
•o . . . . . . . . . . defined in Bo due to the process related to Fd 7 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .
•“empty” . . . . . defined in Bt due to the process related to Fd 7 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .
•s . . . . . . . . . . defined in Bs due to the process related to Fd (HM) 7 . . . . . . . . . . . . . . . . . . . . . . . . . .
•0s . . . . . . . . . defined in Bs due to the process related to Fd = FsF0 (HM) 7 . . . . . . . . . . . . . . . . . . .
•00 . . . . . . . . . defined in Bs due to the stress-free process related to Fd = F00 (HM) 7 . . . . . . . . . . .
•E . . . . . . . . . . electrode-membrane boundary in ∂P (EC and ECM) and in ∂C (EC) 8 . . . . . . . . . .
•E1 . . . . . . . . . electrode-membrane outer boundary in ∂P (EC and ECM) and in ∂C (EC) . . . . . .
•E2 . . . . . . . . . electrode-membrane inner boundary in ∂P (EC and ECM) and in ∂C (EC) . . . . . .
•F . . . . . . . . . . free boundary (without electrodes) in ∂P (EC and ECM) and in ∂C (EC) . . . . . . . .
•M1 . . . . . . . . outer metal electrode of ∂P and ∂C (EC) . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .
•M2 . . . . . . . . inner metal electrode of ∂P and ∂C (EC) . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .
•B . . . . . . . . . . general point on the boundary ∂P (ECM) 8 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .
•max . . . . . . . . maximum value employed. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .
•tot . . . . . . . . . total value/component . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .
Superscripts
Symbol Description
•® . . . . . . . . . registered symbol . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .
•m . . . . . . . . . material or Lagrangian description . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .
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•φ . . . . . . . . . variable related to the electrical field . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .
• c . . . . . . . . . variable related to the chemical field due to ion transport . . . . . . . . . . . . . . . . . . . . . . .
•w . . . . . . . . . variable related to the chemical field due to solvent (water) transport . . . . . . . . . . . .
•u . . . . . . . . . .variable related to the mechanical field . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .
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6 The difference between a material (Lagrangian) and a spatial (Eulerian) description of a certain field variable is left to
the reader through the observation of the variable dependency on a material or a space point, respectively.
7 This subscript rule holds only for variables defined in a particular configuration (i.e. depending on density changes)
according to the particular deformation process Fd (specified within the text). This subscript rule does not hold (i) for
variables defined between two configurations, like motions and deformations, (ii) for stress measures, and (iii) for
material parameters, like the Young’s modulus EY. Furthermore, this rule has to be treated with caution for the
chemical potential related to the solvent (water) transport µw .
8 This subscript letter assumes a different role when the variable is the time, i.e. • = t, or a material parameter.
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The research of new materials and the discovery of new effects in current materials are fundamentals
for innovation and sustainability. In fact, the standard of living of the next generations will be deeply
influenced by the advent of advanced materials.
According to this concept, in the last decades, the scientific community has promoted many
investigations on smart (or intelligent) materials [1–7]. These materials act as transducers, i.e. systems
capable of converting (in a “smart way”) one form of energy into another determining a coupling
among different physical fields (e.g. chemical, electrical, mechanical, magnetic, thermal and many
others). Changes of the external environment can be induced by the application of an external
stimulus, e.g. forces, temperature, humidity, pH, electrical/magnetic field and many others. This
external effect leads to the alteration or to the control of one or more material properties, e.g. shape,
chemical/electrical conductivity, permeability, color, transparency and many others. Furthermore,
smart materials can also respond to damages or failures, i.e. changes of the internal state. All in
all, these active materials can (i) adapt their structural characteristics (e.g. stiffness and damping),
(ii) monitor their proper health condition, (iii) morph their shape over a wide range of operating
conditions, and (iv) perform self-diagnosis and self-repair. Such propertiesmake them very interesting,
in fact, smart material devices guarantee (i) reduced life-cycle costs, (ii) an expanded performance
envelope, and (iii) a higher system reliability (reduced failures) [8].
Applications involve actuators, sensors and, in some cases, self-integrated systems which can sense
and actuate simultaneously while having load-carrying properties. Smart materials are utilized in
different areas such as civil structures, automotive and aerospace industry, robotic systems, medicine
and defense technologies [8].
Piezoelectric materials (ceramics and polymers), shape memory alloys, electroactive polymers,
conducting polymers, electro and magneto-rheological fluids are some examples of smart materials.1
Some of them are already employed in common devices, for instance organic light-emitting diodes
(OLEDs), photovoltaic materials and piezoelectrics (lighters, loudspeakers and medical imaging
transducers for abdominal scanning) [8, 9]. Many other intelligent materials, despite their high
potentialities, still need further investigation. In fact, there is a high demand to formulate proper
theoretical models and to perform experimental campaigns aimed at (i) reducing fabrication costs,
(ii) providing reliable databases for smart material characteristics, (iii) developing robust and
distributed adaptive control strategies, and (iv) improving properties such as slowness of response
and low actuation force [8]. These factors are affected by a lack of knowledge regarding different
solutions or innovative procedures which may be potentially addressed by detailed theoretical models.
In this way, optimized analyses can be carried out in order to solve these problems. For example, in
1 Historically, the development of smart structures is linked to the demand coming from the aerospace industry for
innovative materials. For example, in the 1990s, many investigations have been performed in order to realize
vibration/shape controlled large flexible structures in hostile environments, as antennas or solar panels for satellites [8].
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smart polymers, one of the branches of smart materials as shown in Figure 1.1, polymer backbones
made of hydro-carbon are a possible solution for reducing costs while increasing performance [10]. In
ionic polymer metal composites (IPMCs) some phenomena, as the back-relaxation mechanism or the
charge distribution at the metal layers, are not yet completely comprehended from a theoretical point
of view [11]. Moreover, the topic of fatigue in polymers is recently gaining a particular attention by
the scientific community as confirmed by the latest works presented in Refs. [12, 13]. Therefore, (i)
modeling, (ii) numerical simulations, and (iii) experiments are three key aspects in order to improve
the understanding of the physical behavior of smart materials.
All the categories of materials, i.e. metals, ceramics, polymers and composites, are included in smart
materials, see Figure 1.1. In particular, smart polymers have huge potentialities due to their light
weight, biocompatibility, fine control capability, response under physiological conditions, adaptability,
mechanical strength/compliance, high power-to-weight and power-to-volume ratios [14, 15]. Smart
polymers are stimuli-responsive materials that undergo reversible and large changes of the material
properties as a consequence of small environmental variations. For example, electroactive smart
polymers are light materials (1–2.5 g cm−3) which show larger actuation strains (over 300%) for
lower driving voltages (<7 V) with respect to shape memory alloys and electroactive ceramics [16].
A detailed description of smart polymers is provided in Section 1.1.
In this work, a theoretical model for the description of the behavior of smart polymers is presented.
The model takes into account four different physical fields: (i) electrical field, (ii) chemical field due
to ion transport, (iii) chemical field due to solvent transport, and (iv) mechanical field. The proposed
model is called “the ECHM model”. Nevertheless, it should be pointed out that the ECHM model
can be regarded as a general approach for the formulation of multiphysics models which can also
describe the behavior of other smart materials.
smart materials










Figure 1.1: Flowchart representing the proposed classification for smart materials. All the categories of materials (metals,
ceramics, polymers and composites) are represented in the family of smart materials. Two different kinds of
smart polymer materials are investigated in this thesis, namely: (i) Nafion®-based membranes (electroactive
materials), and (ii) polymer gels. Moreover, IPMCs (ionic polymer metal composites) and PEMFCs (proton
exchange membrane fuel cells) are very promising devices made of Nafion® membranes. The dashed lines
indicate that many other categories can be included in the proposed classification.
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1.1 Smart polymers
The multiphysics ECHM model, presented in this thesis, provides a fundamental tool to investigate
the behavior of smart polymers.
Smart polymers have unique properties similar to that of biological tissues, like (i) a controlled
actuation in response to external stimuli, and (ii) the ability to adapt material properties under
different conditions. These polymers can intelligently adapt their structure and their functionality to
the external environment through complex mechanisms of sensing and actuation mimicking the active
behavior that occurs in nature [17]. Many prototypes of artificial muscles and bio-inspired actuators
made of smart polymers have been already designed and fabricated by the scientific community.2
These prototypes can guarantee many improvements in terms of both passive characteristics (i.e. high
mechanical compliance and low mass density) and active behavior (i.e. intrinsic actuation capabilities
in response to electrical stimuli) with respect to actuators driven by electric motors which are still stiff,
heavy and noisy [15]. Furthermore, smart polymers can be employed as semi-permeable membranes
in fuel cells and rechargeable batteries. These electrochemical energy-transducer devices are mostly
employed in transportation vehicles and can guarantee lower carbon dioxide emissions with respect to
the common internal combustion engine vehicles, see Figure 1.2. Their “green” properties make them
very interesting for future applications which aim at reducing pollution and climate changes [19–22].










Figure 1.2: Carbon dioxide CO2 emissions for different kinds of motor vehicles according to the data given in the recent
work of Lajunen and Lipman [22]. The label “well-to-tank” (patterned) refers to the amount of CO2 produced
in the preparation/refining of the fuel, while the label “operation” (bulk) refers to the amount of CO2 produced
by the vehicle during working conditions.
The internal structure of smart polymers consists of long polymer chains made of several units of
monomers and connected with bonds called cross-links. In this thesis, hydrated smart polymers are
investigated, even though there are many examples of smart polymers which operate without solvent.
Two different kinds of hydrated smart polymers are discussed in this work, namely: (i) Nafion®-based
2 Human muscles are based on contractile proteins and use the body’s chemical energy (adenosine triphosphate, ATP)
to generate motion, triggered by neuro-electric commands. Muscles can be regarded as electro-chemo-mechanical
actuators which develop a force of ∼300 kPa and a strain of ∼25 % [15, 18].
3
Marco Rossi 1 Introduction
membranes, see Section 1.2, and (ii) polymer gels, see Section 1.3.3 These examples of smart
polymers are investigated with reduced versions of the full ECHMmodel. Nafion®-based membranes
belong to the class of electroactive polymers. They are hydrated with a solvent and can work in both
wet and dry conditions. In particular, in dry conditions the solvent is embedded within the internal
structure [24]. Polymer gels are porous soft matters generally saturated with a solvent.
The application of an external stimulus alters the initial equilibrium state of the polymer, causing the
change of a particular material property, in accordance with the particular type of smart material. For
example, there are smart polymers which realize chain reorganization or change in hydrophilicity
under certain stimuli [17]. Many fields may be coupled in a smart polymers, e.g. mechanical,
electrical, chemical and many others. For instance, controlled and reversible shape changes (output
mechanical field) may be induced by an applied voltage (input electric field).
In the following, smart polymer applications are presented in Subsection 1.1.1, while a classification
of smart polymers is discussed in Subsection 1.1.2.
1.1.1 Applications
Smart polymers have been utilized in a wide range of applications. In this subsection, some of the
most interesting smart polymer systems are presented according to the different fields of application:
aerospace, medicine, environmental protection, biodiversity, human-friendly robotics, information
technologies, general actuator and sensor systems.
In the aerospace industry, the National Aeronautics and Space Administration (NASA) has been one
of the firsts to develop applications made of smart polymers. In 1999, grippers made of IPMCs
have been designed for tiny rovers with the purpose of landing on an asteroid in 2002 [25]. A recent
review about smart polymer applications in the aerospace field has been given in Bashir et al. [26].
Deployable/inflatable booms and hinges for satellites have been presented in Ref. [27]. In De Mauro
et al. [28], the active flow control realized by shape-morphing wings made of electroactive polymers
has been investigated. Structural health monitoring for damage localization in airplanes (or in civil
structures) has been realized with strain sensors made of smart polymers, as shown in Ref. [29].
In the medical field, smart polymers have been employed in drug delivery systems by exploiting
the porous structure of polymers, capable of releasing the drug in a specific location once the
external stimulus is applied [30, 31]. Laser-sensitive shape memory polymers have been used
as micro-actuators in endovascular thrombectomy [32]. Glucose sensors have been presented in
Ref. [33]. In the paper of Shahinpoor [34], the idea of helping a weak heart by using implantable
polymer artificial muscles, in order to prevent congestive heart failure, has been proposed. Many
underwater micro-robots made of smart polymers have been presented in Refs. [35,36]. For instance,
these devices can be employed to perform delicate surgical operations avoiding unnecessary incisions.
Inflammation is a fundamental natural defense process, which arises in response to a pathological
micro-environment. However, when uncontrolled, it can lead to chronic diseases such as cancer.
Inflammation-responsive polymer systems have been investigated in d’Arcy and Tirelli [37] in order
to control the changes occurring during inflammations, e.g. increased permeability of the blood
vessels, up-regulation of specific cell surface receptors, reduced pH and many others.
3 As stated in Gerlach and Arndt [23], a gel is a state that is neither completely liquid nor completely solid. This aspect
causes many interesting behaviors which can not be observed in purely solid or liquid phase materials.
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In the environmental protection field, biodegradable hydrogels have been proposed in Sivak et
al. [38]. Biodegradable hydrogels can contribute to an enormous reduction of the non-recyclable
plastic consumption, which is seriously affecting the ecosystem of the Earth. Shading systems based
on wood bilayer elements have been employed in climate adaptive buildings in order to improve
energy efficiency [39].4 Electroactive papers, similarly to wood-based systems, are cellulose-based
smart materials that show promising properties (biodegradability) in a variety of applications (e.g.
vibration sensors, piezo-speakers, bending actuators) [40]. In view of the scenario of global warming
due to greenhouse effects, more efficient rechargeable batteries [41] and fuel cells [42] made of
smart polymers have been investigated especially for the automotive industry.
In the field of biodiversity, common crossed helical structures of invertebrates, such as warms, have
been mimicked by smart polymers [43]. Many biologically inspired robots have been proposed in
literature, e.g. beetles in Zhao et al. [44] and jellyfishes in Akle et al. [45]. Bio-inspired devices can
potentially make an enormous impact on agriculture and ecology. Furthermore, the actuation systems
of flowers and plants have been mimicked by stimuli-responsive polymer gels [46]. In particular,
water cavitation in hydrogels has been investigated in Curatolo et al. [47]. The phenomenon of
cavitation is largely exploited in nature to realize shooting mechanisms as prey capture, defense, and
reproduction tools.
Another important field of applications of smart polymers is human-friendly robotics. In Kato et
al. [48], a flexible and lightweight sheet-type Braille display has been developed by using IPMC
actuators. Linear IPMC actuators for biped walking robots have been presented in Yamakita et
al. [49]. Smart polymers have been also proposed as controlled weaving technologies. In fact,
electroactive polymer fibers can modify their configuration and/or shape according to the environment,
e.g. anti-gravity suit [50]. “Smart clothes” have been also proposed in order to provide support for
human health monitoring in medical emergency responses, disease diagnosis, and real-time tactile
interactions [51].
In information technologies, photosensitive smart polymers have been employed in holographic data
storage devices in order to allow larger storage capacity and higher transfer rate with respect to the
actual 2D optical discs [52].
General actuator systems, such as micro-pumps and valves, have been designed and fabricated by
using polymer hydrogels [53, 54]. A similar material has been also used in Gerlach et al. [55] in
order to realize hydrogel-based chemical and pH sensors.
Many other applications concerning smart polymers have been reviewed and discussed in literature,
see Refs. [10, 17, 56–58].
1.1.2 Classification
Many classifications have been proposed in literature for smart polymers [14, 15, 17, 30, 56, 58–60].
According to the author’s point of view, a classification based on the applied stimulus is the most
useful in order to identify the particular material for a specific application. The applied stimulus
can be classified as mechanical, thermal, electrical, magnetic, chemical, and many others. This
kind of classification is adopted by many authors, see Refs. [14, 16, 17, 30, 56], and is founded on
4 Wood, formed by water and cellulose (polymer), is often regarded as a smart polymer gel being a pH sensitive material.
For example, pine cones can open/close according to the humidity conditions of the surrounding environment [39].
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historical motivations. In fact, the first observation of electroactivity in polymers is dated to 1880
when the German physicist Röntgen [61] investigated the deformation induced by an electrical field
in dielectrics. Later in 1949, Katchalsky [62] discovered chemical actuation in polymer gels while
investigating the reversible contraction/expansion of collagen filaments once immersed in water
solutions at different pH.
Electroactive polymers are all smart polymers capable of responding to an electrical stimulus,
e.g. shape memory polymers or piezoelectric polymers, see Figure 1.1. Furthermore, Nafion®-
based membranes solely belong to the class of electroactive polymers, while polymer gels may
or may not belong to electroactive polymers depending on the stimulus [17]. However, there are
authors [15, 58, 59] which consider all the polymer gels as electroactive polymers. In this thesis,
the author wants to clarify the role of polymer gels, avoiding to classify all of them as electroactive
polymers. According to the author’s point of view, electroactive polymers and polymer gels have
common points but have to be regarded as two different subclasses of the wide group of smart
polymers [17]. Polymer gels mainly contain solvent (usually water) and can work only in humid
conditions. Electroactive polymers, instead, may or may not have solvent. IPMCs (Nafion®-based
membranes) have a solvent even though they canwork in both humid and dry environment. Conducting
polymers or shape memory polymers do not even have solvent. All in all, polymer gels (i) can only
work in a humid environment, (ii) the absorption/release of solvent determines swelling/shrinking,
and (iii) can respond to different stimuli (e.g. electrical field or chemical field).
Electroactive polymers are usually classified according to their working principle in: (i) ionic smart
polymers, and (ii) electronic smart polymers. Ionic smart polymers are activated by electrically-
induced transport of ions and/or solvent, e.g. Nafion® membranes and electroactive polymer gels.
Electronic smart polymers are activated by electric fields, e.g. piezoelectric polymers and shape
memory polymers [15, 16].
Polymer gels are usually classified according to the nature of the cross-links in: (i) chemical gel, and
(ii) physical gel [14]. In fact, polymer gels show a network of long polymer molecules which are
laterally attached through cross-links. Among chemical gels, hydrogels are chemo/electro-responsive
materials which are very interesting materials due to their ability to retain a high amount of water
without dissolving [63]. In Ref. [60], hydrogels are also classified based on their working principle.
1.2 Nafion®-based membranes (electroactive polymers)
As stated before, electroactive polymers are smart polymers capable of responding to electrical
stimuli. Perfluorinated sulfonic acid ionomer membranes, also called Nafion® membranes, are thin
polyelectrolyte membranes which belong to the class of electroactive polymers within the broad
class of smart polymers, see the classification given in Figure 1.1. These membranes have one
species of positive ions (cations), which are free to move in the whole polymer, and one species of
negative ions (anions), which are bounded to the polymer backbone. In equilibrium, the membrane is
electroneutral, i.e. there is the same amount of positive and negative charges [10, 57, 64, 65].
Two systems made of Nafion® membranes are discussed: ionic polymer metal composites (IPMCs)
and proton exchange membrane fuel cells (PEMFCs). In the following, IPMCs and PEMFCs are
discussed in more detail. Beyond IPMCs and PEMFCs, Nafion®-based devices have many other
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applications especially in electrochemistry, e.g. sodium-chloride solution electrolysers, semiconductor
particles for solar energy systems and sensors for oxygen detection [64, 65].
It is useful to highlight that, in Chapter 3 and in Chapter 4, two reduced versions of the ECHM
model are presented in order to investigate the behavior of PEMFCs. The reduced models are (i) the
electro-chemical (EC) model, and (ii) the electro-chemo-mechanical (ECM) model. The reduced
models, i.e. the EC and the ECM model, extend similar investigations already performed in literature
for IPMCs [5, 66, 67].
Ionic polymer metal composites (IPMCs)
Ionic polymer metal composites (IPMCs) have a layered configuration with a thin polymer film
of Nafion® (100–200 µm thick) sandwiched between electrodes (5–10 µm thick) made of sputter
deposited platinum or gold. IPMCs are capable of transducing energy in both sensing and actuation.5
The involved fields are electrostatics and mechanics, even though chemistry and solvent hydration
play an important role. As stated before, IPMCs can work as actuators and sensors: (i) in actuation, a
bending deformation takes place when a difference in voltage is applied at the electrodes, while (ii) in
sensing, an electrical output takes place when the sample is stressed/deformed by a mechanical input.
The conversion of energy from electrical to mechanical and vice versa is not identical. The working
principle can be easily explained by referring to actuation conditions. The applied difference in
voltage induces the motion of the mobile cations toward the cathode, while there is a depletion of
cations at the anode. Therefore, a concentration gradient develops at each electrode in a thin region
called boundary layer. Due to the cation hydrophilicity, water molecules are carried together with
the cations toward the cathode causing a pressure gradient which leads to a bending deformation.
Therefore, IPMCs require the presence of water within the membrane to operate accurately. In
absence of water, the cation migration is limited and the power output turns out to be reduced
or eliminated altogether. By applying a cyclic potential, it is possible to alternate the bending
direction [16, 68].
As stated in the work of Nemat-Nasser [69], the performance of IPMCs mainly depends on (i) the
chemical composition and structure of the polymer backbone, (ii) the morphology of the metal
electrodes, (iii) the nature of the ionic species, and (iv) the level of hydration. The most important
advantages of IPMC actuators are (i) a low applied voltage of 1–3 V, (ii) high response of up to
several hundreds hertz, (iii) large deformations (>5%), (iv) soft material and (v) the possibility to
operate in both wet conditions and dry conditions [70]. Some critical issues are (i) the protection of
the ionic constituents (i.e. avoid dehydration), (ii) the reduction of off-axis deformations, (iii) the
increase of the actuation force, (iv) the adaptability to extreme temperatures (e.g. for aerospace
applications), and (v) the prevention of electrolysis [57]. Furthermore, the performance of IPMCs
strongly depends on external factors as, for example, (i) the non-homogeneous electric stimulus, and
(ii) the geometric characteristics of the metal layers [71]. In fact, the metal electrodes are coated on
the polymer film through vapor deposition processes which generate non-homogeneous layers. Many
composites materials, like graphene reinforced Nafion® composites, are proposed in literature [10]
in order to improve the performance of Nafion®-based applications.
5 Two types of base polymers are mainly used for IPMCs: Nafion® membranes (made by DowDuPont, USA, by using
ionic sulfonate groups) and Flemion® membranes (made by Asahi Glass, Japan, by using carboxylate groups) [16, 68].
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Proton exchange membrane fuel cells (PEMFCs)
Nafion® membranes are also employed in proton exchange membrane fuel cells (PEMFCs) and
micro-batteries. These devices are considered as next generation energy transducer systems for
vehicles, since they show all the requirements needed to replace combustion engines in the near
future [19–22]. In fuel cells, a redox chemical reaction occurs at the electrode-membrane interface.
The reaction generates a proton flux which is transported into the membrane through the porous
electrodes.6 It is worth noting that in IPMCs the electrodes are impermeable. The spontaneous
chemical reaction occurring at the anode generates protons H+ and electrons e– from gaseous
hydrogen H2 (combustible). The Nafion® membranes employed in PEMFCs are selective, therefore
only protons can pass through the membrane. Electrons are forced to pass in an external circuit,
determining a certain output voltage. At the counter electrode, protons H+ and electrons e– recombine
and react with the gaseous oxygen O2 brought from the external air. The reaction generates water H2O
which flows out of the cell. Finally, by using chemical energy (gaseous hydrogen), the system (fuel
cell) is capable of delivering electrical energy (difference in voltage related to the electron flow in
the external circuit) without releasing harmful waste (as the carbon dioxide generated by internal
combustion engines).
The main advantages of PEMFCs are (i) cleaner energy than other systems (see Figure 1.2), (ii) noise
reduction, (iii) modularity, and (iv) high voltage at low current densities, i.e. high efficiencies. In fact,
fuel cell vehicles can guarantee higher efficiency (40–45%) than internal diesel combustion engine
vehicles (30–35%) and internal gasoline combustion engine vehicles (15–25%) [19]. Some critical
issues are (i) high costs of fabrication, (ii) water management at high temperatures, (iii) electro-
osmotic drag, and (iv) mechanical, thermal, and oxidative stability which lead to chemical degradation
and therefore low durability [19, 64, 65]. During hydration/dehydration cycles, the periodic swelling
and shrinking of the Nafion® membrane can generate large stresses which may significantly reduce
performance, lead to failure, and determine fracture and fatigue phenomena [72]. Recently, fatigue
issues in polymers have gained a lot of attention within the scientific community [12, 13].
1.3 Polymer gels
Polymer gels are a branch of smart polymers, see Figure 1.1. They consist of a solid phase with
fixed ions and a liquid phase with mobile ions. The network of long polymer molecules are laterally
connected through cross-links. As stated in Hong et al. [73], these permeable elastic materials are
immersed in a solvent bath whose molecular weight is lower than the one of the polymer. The small
molecules of solvent can migrate into the polymer network, forming an aggregate known as gel.
Within the gel, there are interactions between polymer and solvent molecules, and between solvent
molecules itself. All in all, the gel is a condensed matter that fills the space while solvent molecules
can quickly change neighbors. The cross-links avoid that the polymer dissolves into solvent.
Due to an external stimulus, solvent molecules migrate in or out of the polymer causing swelling or
shrinking [74]. For example, a gel placed in a solution bath undergoes a local swelling or deswelling
when an electric field is applied. In some cases, e.g. chemical stimulation, polymer gels show
6 Sir William Grove, a chemist and patent lawyer, has demonstrated the principles of hydrogen fuel cells in 1839 [19].
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volume-swelling ratios larger than 1000% [75]. However, the behavior of polymer gels is not that
trivial. Chemical changes, induced for example by changes of pH, can cause both volume and
stiffness changes, which lead to unexpected behaviors, e.g. a negative Poisson’s ratio [56]. Moreover,
the cyclic swelling/shrinking induced deformation can generate large stresses which may lead to
the failure of the material [12, 13]. In gel-based actuators, the shape and the size of the device
are related to the spatial distribution of solvent inside the gel and to the magnitude of the solvent
uptake/release. Differently from IPMCs, the performance of polymer gels are only dependent on the
internal characteristics of the system and are not affected by external parameters [71]. However, in
polymer gels there are inner imperfections which lower the performance, like (i) the non-homogeneous
distribution of the cross-links, or (ii) the presence of defects. These issues have a big impact on
(i) the swelling degree, (ii) the swelling kinetics, and (iii) the mechanical properties [76]. In fact, one
of the main problems of polymer gel actuators is the slow time of actuation. Researchers are focusing
on improving the performance of polymer gels in order to provide more homogeneous, stable, and
durable gels. An interesting approach is presented in Nardinocchi and Teresi [6], where it is shown
that anisotropic polymer gels can improve actuation performance.
Hydrogels are an important class of polymer gels which are largely employed as sensors (e.g. biosen-
sors) and actuators (e.g. micro-electro-mechanical systems, MEMS) [23] due to the easy way to
embed them within laminated structures. Furthermore, they are used in a wide range of applications
including tissue engineering, regenerative medicine, drug delivery, biomedical implants and as
material for contact lenses [58]. In the following, hydrogels are discussed in more detail.
It is useful to highlight that, in Chapter 5, a reduced version of the ECHM model is presented in
order to investigate the behavior of polymer gels similar to hydrogels. The reduced model is called
the hydro-mechanical (HM) model.
Hydrogels
Hydrogels are polyelectrolyte gels which employ water as solvent and are very interesting due their
softness and capacity to store a large amount of water. In fact, the hydrophilic groups, which are
attached to the polymer backbone, are capable of drag water molecules. The gel does not dissolute
due to the presence of cross-links among the polymer network chains. A stimulus or a modification
of the external environmental conditions (e.g. pH, humidity, temperature, electric field) induces
water absorption or release while the hydrogel undergoes drastic volume changes. Moreover, the
gel accepts/releases charges causing a certain electrostatic repulsion among polymer chains. All in
all, the swelling mechanism is governed by different driving forces (e.g. osmotic pressure force and
electrostatic force) which in equilibrium conditions are balanced [23].
One of the most interesting synthetic hydrogel is polyacrylonitrile (also known as PAN or Creslan 61).
Chemical-responsive actuators made of converted PAN fibers can reproduce the properties of
muscles [56]. Hydrogels can also be natural materials. In fact, wood-like materials are often
considered as heterogeneous anisotropic hydrogels [39, 40].
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1.4 Literature review
In the present section, a literature review concerning the theoretical modeling of the behavior of
smart polymers is presented. Usually, the models published in literature are either specific for the
particular kind of smart polymer material or for the particular application. However, small changes
of the models already published in literature make them suitable for the description of other types
of smart polymers. In this thesis, the author presents a literature review based on the number of
modeled physical fields, e.g. mechanics, electrostatics, chemistry, thermostatics and magnetism.
Most of the cited works have been formulated in the framework of continuum mechanics, as the
ECHM model proposed in this thesis. Therefore, two-field models, three-field models and four-field
models are discussed in Subsection 1.4.1, in Subsection 1.4.2 and in Subsection 1.4.3, respectively.
Moreover, the models presented in this review are suitable for the materials investigated in this thesis,
i.e. Nafion®-based membranes and polymer gels. Other literature reviews have been presented in
Refs. [10, 58, 77, 78].
1.4.1 Two-field models
De Gennes et al. [79] have presented a two-field model to investigate the behavior of polymer gels
by taking into account (i) ion transport, and (ii) solvent transport. Moreover, the model has been
formulated according to the standard Onsager relations, which describe the driving forces of the
transport processes in terms of (i) the water pressure gradient, and (ii) the overall electric field.
Polymer gels can be modeled as homogenized continuum bodies when the gel is regarded as
a solvent-polymer mixture. Within this category, several two-field models have been proposed
in order to describe (i) large deformations (nonlinear mechanics) and (ii) solvent transport, see
Refs. [6, 73, 80–83].7 These models are usually called nonlinear stress-diffusion models. On
the other hand, linear poroelastic models assume small deformations (linear mechanics), see
Refs. [74,86, 87]. Linear poroelastic models have been formulated according to the classic Biot’s
theory of poroelasticity [88] for porous elastic solids soaked with a solvent. The work of Rossi et
al. [4] has extended the Biot’s linear theory of poroelasticity to prestressed configurations, i.e. to the
classical working conditions of thin polymer films used in fuel cells. Moreover, this work [4] has
employed the nonlinear stress-diffusion model to investigate the chemo-mechanical state of hydrated
and constrained polymer gels. More details on the model proposed in Ref. [4] are given in Chapter 5.
Two-field models, taking into account (i) growth and (ii) swelling of hydrogels, have been proposed
in Refs. [89,90]. Differently from swelling effects (always connected to mass exchanges), growth
describes volume changes without mass transfer, allowing, in this way, the description of phenomena
such as residual stresses and residual strains due to hydration-dehydration cycles.
Suo et al. [91] have formulated a continuum two-field model to investigate (i) the electrostatics and
(ii) the large deformations (nonlinear mechanics) in dielectric elastomers. The same physical fields
(electro-mechanics) have been employed in Del Bufalo et al. [92] to investigate an IPMC actuator
within the framework of the mixture theory. In the mixture theory for a Nafion® membrane, the
7 Nonlinear stress-diffusion models are based on the macroscopic investigation related to the swelling kinetics of network
structures presented in the works of Flory [84] and later of Tanaka and Fillmore [85].
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balance equations hold for each constituent, namely: (i) the polymer backbone, (ii) the fluid solvent,
and (iii) the mobile ions.
Nafion® membranes employed in PEMFCs have been investigated by taking into account two
fields, namely: (i) electrostatics and (ii) ion transport (chemical field), as typical for electrochemical
cells [1, 93–97]. The aforementioned models have been formulated in accordance with the well
known Poisson-Nernst-Planck (PNP) theory. Moreover, two phenomena have been further modeled
at the electrode-membrane interface: (i) the Stern layer conditions for polarization (or diffuse charge)
effects, and (ii) the Frumkin-Butler-Volmer equations for the electrochemical kinetics of redox
reactions.8 It is worth noting that these electro-chemical models [1, 93–97] have been presented only
for one-dimensional domains. The recent work of Rossi and Wallmersperger [3] has been the first
attempt to extend such theoretical formulation to a three-dimensional context. This model [3] is
thoroughly discussed in Chapter 3. Furthermore, the classical PNP formulation has been employed
to model other smart polymers, such as conducting polymers [102] and IPMCs [103–105], as well
as other kinds of problems involving, for example, a DNA monolayer [106] or ionic channels in
biological membranes [107].
Fully coupled two-field models, describing (i) the nonlinear mechanics and (ii) the magnetic field,
have been presented in Refs. [108, 109].
1.4.2 Three-field models
A three-field model has been employed in the electro-stress-diffusion model proposed in Yamaue
et al. [110] by taking into account (i) the deformation of the polymer network (mechanical field),
(ii) the permeation of fluid components (chemical field related to solvent transport), and (iii) the
electric current (electrostatics). The spatial distribution of the mobile ion concentration (chemical
field related to ion transport) has been neglected.
Continuum-based three-field models have been presented in Refs. [5, 67, 111–114] in order to
investigate the electro-chemo-mechanical behavior of smart polymer actuators. These models [5, 67,
111–114] have been formulated by taking into account linear mechanics, i.e. small deformations. In the
work of Rossi et al. [2], a similar electro-chemo-mechanical model has been employed to derive closed
form analytical solutions for simple problems representing polymer fuel cell (PEMFCs) working
conditions. This model [2] is thoroughly discussed in Chapter 4. An electro-chemo-mechanical model
has been also formulated within a nonlinear mechanics framework (large deformations) to investigate
(i) IPMCs [11,66], and (ii) hydrogels [115]. It is useful to highlight the work of Wallmersperger et
al. [116] where a literature review for the modeling at different scales of electro-chemo-mechanical
problems has been presented.
In the work of Bluhm et al. [117], a thermo-electro-mechanical model has been formulated for
electroactive polymers within the framework of the theory of porous media, i.e. the mixture theory
extended by volume fractions. Mehnert et al. [118] have used the same physical fields (thermo-
electro-mechanics) to formulate a continuum model. Recently, large deformations in shape memory
polymers have been investigated by using an thermo-electro-mechanical model, see Ref. [119].
8 When polarization effects are not taken into account, the electrochemical kinetics can be described by using the
Butler-Volmer formulation as in Refs. [98–101]. The Frumkin-Butler-Volmer formulation can be viewed as an extension
of the Butler-Volmer formulation for systems where polarization effects are not neglectable.
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A nonlinear thermo-hydro-mechanical model has been presented in Cao et al. [120] to study
environmental geomechanics and in Birgersson et al. [121] to study hydrogels. Both models [120,121]
have been formulated within the framework of the porous media theory. The same fields (i.e. thermal
field, chemical field due to solvent transport and mechanical field) have been employed in the recent
paper of Guo et al. [122] by taking into account a 2D body and small displacements.
A three-field model has been presented in Segalman et al. [123] to describe the behavior of
polyelectrolyte gels by taking into account (i) ion transport, (ii) solvent transport, and (iii) nonlinear
mechanics. Furthermore, (i) ion transport, (ii) solvent transport, and (iii) electrostatics, have
been employed in (i) Daiguji [124] to describe nanofluidic channels, and in (ii) Bernardi and
Verbrugge [100] to describe the behavior of ion exchange polymer thin films utilized in fuel cells.
1.4.3 Four-field models
In Refs. [75, 125, 126], the theory of porous media is employed to model the following phenom-
ena: (i) linear mechanics, (ii) solvent transport, (iii) ion transport, and (iv) electrostatics. The same
fields (i.e. chemical field due to ion and solvent transport, electrical field and mechanical field) have
been described in Hong et al. [127] within the framework of continuum mechanics.
In the current thesis, a four-field model is presented in order to describe the behavior of a wide range
of multiphysics materials. In particular, Nafion®-based membrane and polymer gel applications
are investigated in more detail. The proposed model, called ECHM model, takes into account four
different fields: (i) electrical field, (ii) chemical field due to ion transport, (iii) chemical field due to
solvent (water) transport, and (iv) mechanical field (large deformations). The ECHM model can be
regarded as an extension of the multiphysics models already published in literature and cited in the
literature review given in the current section.
1.5 Structure of the thesis
The research work proposed in this thesis presents a new fully-coupled multiphysics model to describe
the behavior of smart polymers. The model, called ECHM model, is consistent with the dissipation
inequality and couples together the following four fields: (i) electrical field, (ii) chemical field due to
ion transport, (iii) chemical field due to solvent (water) transport, and (iv) mechanical field. The
full ECHM model is a time-dependent and three-dimensional model. Furthermore, it allows to
describe large deformations due to the modeling of nonlinear mechanics concepts. Following a
reduction procedure, three different reduced models are derived from the ECHMmodel, namely: (i) an
electro-chemical model, (ii) an electro-chemo-mechanical model, and (iii) a hydro-mechanical model.
The reduced models are used to investigate three specific problems concerning smart polymers.
The ECHM model and its reduced versions are described by a system of nonlinear partial differential
equations in space and time. Therefore, numerical procedures are required in order to obtain an
approximate solution of the proposed models. Sometimes, the particular problem (as the ones
investigated with the reduced models) allows simplifications which enable analytical exact solutions
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in closed form. A comparison between the numerical and the analytical solution is provided in order
to discuss the quality of the performed assumptions. The numerical solution is carried out by using
the finite element method FEM within the commercial tool COMSOL Multiphysics.
The presented work is structured according to Figure 1.3. In Chapter 1, smart polymer materials have
been introduced as a branch of smart materials. The applications, a classifications, and a literature
review for the multiphysics modeling of smart polymers have been presented. Two examples of smart
polymers have been discussed with more emphasis: (i) Nafion®-based membranes and (ii) polymer
gels. These materials are employed in the investigation performed with the proposed multiphysics
model. In Chapter 2, the multiphysics electro-chemo-hydro-mechanical (ECHM) model is derived
according to the theory of continuum mechanics. Large deformations are taken into account. The
constitutive equations of the model are formulated starting from the dissipation inequality according
to a general approach presented in literature in Refs. [66, 67, 127–129]. Then, three different reduced
models are derived from the full ECHM model. In Chapter 3, an electro-chemical (EC) model is
presented to investigate the chemical reaction occurring at the electrode-membrane interface of a
PEMFC (Nafion®-based membrane application). In Chapter 4, an electro-chemo-mechanical (ECM)
model is presented to investigate the state of a Nafion® membrane under typical boundary conditions
for fuel cells. In Chapter 5, a hydro-mechanical (HM) model is presented to investigate the
swelling/shrinking of constrained polymer gels. Finally, in Chapter 6, a summary is presented, while


















Nafion®-based membranes polymer gels
Figure 1.3: Flowchart representing the structure of the thesis. The ECHM model indicates the electro-chemo-hydro-
mechanical model, the EC model indicates the electro-chemical model, the ECM model indicates the




In this chapter, a full multiphysics model for smart polymers is presented within the framework of
continuum mechanics. The model is set for finite element method (FEM) numerical simulations and
analytical approaches. Figure 2.1 shows the different tools which are required in order to define the
model presented in this thesis. It should be pointed out that the proposed approach is general and can





kinematic equations dissipation inequality
Ψ̇ ≤ W
balance equations constitutive equations





Figure 2.1: General approach used to formulate the multiphysics model presented in this thesis. The constitutive equations
are derived by substituting (operation indicated by dashed connectors) the free energy density Ψ and the
external power density W into the dissipation inequality ÛΨ ≤ W . Balance equations are used to determine
the constitutive equations, see the dotted connector. The multiphysics model (circle) consists of a system of
partial differential equations (PDEs) obtained by inserting the kinematic and the constitutive equations into the
balance equations. Suitable initial (ICs) and boundary conditions (BCs) have to be imposed in order to solve
the model numerically and/or analytically.
The model presented in this thesis fulfills the principles of conservation of mass, linear momentum
and angular momentum. Moreover, the two principles of thermodynamics (conservation of energy and
positive entropy production) are satisfied by using the free energy imbalance (dissipation inequality)
which can be derived from (i) the Clausius-Duhem inequality, and (ii) the definition of the Helmholtz
free energy [128]. Inertial terms and thermal effects are neglected. In order to keep the reading
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as clear as possible, the formulation of the conservation principles, as well as the derivation of the
dissipation inequality, are omitted. The author is aware that a very extensive formulation is presented,
therefore the definition of the basic principles (i.e. conservation principles and dissipation inequality)
is beyond the scope of this thesis. Nevertheless, it is pointed in the text where the basic principles are
taken into account.
The chapter is organized as follows: In Section 2.1, the different fields (electrical, chemical due
to ion transport, chemical due to solvent transport, and mechanical) and the related state variables
(electric potential, ion concentration, solvent concentration and displacement) of the proposed model
are introduced. In Section 2.2, the kinematics of the model is presented. In particular, the maps and
the configurations are pointed out, while the measures of the main variables for each configuration
taken into account are explained. In Section 2.3, the balance equations with the related initial (ICs)
and boundary (BCs) conditions are presented for all the involved fields. In this section, the principles
of conservation of mass and linear momentum are employed to define the balance equations of ion
transport, solvent (water) transport and mechanics. Moreover, the balance equation of the electrical
field are presented according to the Maxwell’s equation. In Section 2.4, the volumetric constraints
are set for the solvent uptake or release (elastic contribution) and for the ion transport (distortion or
inelastic contribution). Then, the constitutive equations are derived starting from the Clausius-Duhem
inequality expressed in terms of the Helmholtz free energy, a.k.a. the free energy imbalance [128]. The
conservation of energy, as well as the conservation of the linear and angular momentum, are included
in the free energy imbalance. Then, the balance equations and the constitutive equations are outlined
in compact form. The complete model consists of a system of partial differential equations (PDEs)
and is called the full electro-chemo-hydro-mechanical (ECHM) model. In fact, the ECHM model
couples four different physical fields, namely: (i) electrical field, (ii) chemical field related to the
ion transport, (iii) chemical field related to the solvent (water) transport, and (iv) mechanical field
within the framework of large deformations (nonlinear mechanics). In Section 2.5, the different
coupling terms, present in the constitutive equations of the ECHM model, are discussed. Finally,
in Section 2.6, three reduced models are presented in order to investigate three specific problems
related to smart polymer applications. The reduced models can be formulated by reducing the full
ECHM model. Each of the reduced models is discussed in more details in the following chapters,
i.e. Chapter 3, Chapter 4, and Chapter 5.
2.1 Represented fields
As discussed in Chapter 1, smart polymers are transducers, i.e. systems which are able to convert
one form of energy into another. The specific form of transduced energy depends on the particular
application made of smart polymers, see Section 1.1. The polymer can be triggered through a
wide range of external stimuli such as mechanical field, electric field, chemical field and many
others [6, 55, 103, 113, 130–132]. Generally, the main forms of involved energies are:1
• electrical energy (labeled as -electro in the ECHM model),
1 Here, the term “energy” refers to the Helmholtz free energy in accordance with the thermodynamical approach which
is presented in Section 2.4.
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• chemical energy related to the ion flux and the correspondent transport within the polymer
(labeled as -chemo in the ECHM model),
• chemical energy related to the water (or any other solvent) absorption/release and the corre-
spondent transport within the polymer (labeled as -hydro in the ECHMmodel),





As stated in Chapter 1, Nafion® membranes are smart polymers which are widely employed in
proton exchange membrane fuel cells (PEMFCs) and in ionic polymer metal composites (IPMCs). In
PEMFCs, the internal chemical energy (i.e. the binding energy) stored in the gaseous hydrogen is
converted into an electrical output. At the same time, the membrane is hydrated and deformations
take place. IPMCs can work either as actuators or sensors. In IPMC actuators, the input (applied)
electrical energy induces large deformations due to the movement of ions within the hydrated polymer,
whereas the opposite effect occurs when IPMCs are used as sensors. Finally, polymer gels can
undergo large deformations triggered by chemical or electrical stimuli.
In order to take into account the main fields involved in the specific smart polymers investigated in
this thesis (i.e. IPMCs, PEMFCs and polymer gels), the proposed multiphysics model represents
the first four fields of the aforementioned list. Other fields, e.g. the thermal field, are neglected.
Nevertheless, the approach adopted in this chapter is general and widespread: an indeterminate
number of fields can be added by following the same procedure. In this way, the proposed four-fields
model can be extended with new fields, e.g. the thermal field.
It should be pointed out that, in some cases, the expressions “ion transport” and “solvent (water)
transport” are used as abbreviations for the chemical field caused by that particular transport
phenomenon.
For each field taken into account, there exists a related state variable:
• electric potential φ, ([φ] = V),
• mobile ion concentration per unit of dry volume cd ([cd] = mol m−3),
• water concentration per unit of dry volume wd ([wd] = mol m−3),
• displacement field ud ([ud] = m).
It is assumed that the solvent is water, even though different solvents than water can be taken into
account. The solvent-polymer mixture has one species of free (or mobile) positive ions, a.k.a. cations,
and one species of fixed (or bounded) negative ions, a.k.a. anions. The concentration of bound anions
per unit of dry volume c−d ([c−d ] = mol m−3) is constant in space and time.
This kind of configuration is representative of polymeric membranes made of Nafion®. In fact, for
Nafion® membranes, the valence of all the chemical species involved in the polymeric network equals
one. In particular, within these polymer membranes, there are only one mobile chemical species
and one bound chemical species. All in all, in the following steps, the valence of chemical species
is neglected as in Refs. [1, 3]. However, the ECHM model can be extended to a general number of
mobile and/or bound species in order to represent other polymeric configurations.
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2.2 Kinematics: configurations and maps
In the current section, the kinematics of the electro-chemo-hydro-mechanical model is introduced
within a nonlinear framework in order to describe the large deformations occurring in smart polymers.
The polymeric structure consists of a cross-linked network of bound ionic groups and a liquid phase
with mobile ions. The solvent-ion-polymer mixture is treated as a single homogenized continuum
body allowing for a mass flux of ions and a mass flux of solvent (water) [1, 5, 7, 66, 75, 82, 89].
A Cartesian right-handed reference system R: {O, ξ1, ξ2, ξ3}, with orthonormal basis vectors ξi (with
i = 1, 2, 3), is considered to describe the space and time evolution of a general body B. As shown in
Figure 2.2, four different configurations are taken into account:
• a dry configuration Bd, where the polymer lays in equilibrium at t = 0 s in absence of hydration
(a.k.a. initial, reference or material configuration),
• a freely-swollen configuration B0, which is an equilibrium state reached from the dry
configuration Bd under hydrated and stress-free conditions at t0 > 0 s (a.k.a. intermediate and
potential initial configuration),
• a distorted state Bo, which is reached from the dry configuration Bd and is related to the
inelastic distortion of the polymer due to the ion transport (a.k.a. intermediate configuration),
• an actual configuration Bt, which is reached from the dry configuration Bd and is identified
by the state of the polymer at the time t > t0 > 0 s after the application of the electro-chemo-











Fd = ∇fd = I + ∇ud, with ud = x − Xd
F0 =




Figure 2.2: Configurations and maps involved in the ECHM model. The dry configuration Bd is defined at t = 0 s.
From Bd, the system reaches a free-swollen configuration B0 at t0 > 0 s. The actual configuration Bt is
reached at t > t0 > 0 s. A distorted state Bo is also introduced to take into account inelastic effects.
The four configurations are introduced in order to model the different phenomena taken into account
in the proposed model for smart polymers. The expression “configuration” is employed for the states
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Bd, B0, and Bt. However, this terminology is slightly inappropriate for Bo. In fact, generally, a
configuration is reached through a map, while the distorted state Bo is not related to a map. As stated
by Galante et al. [66], the state Bo can be regarded as a hidden state of the body which can not be
achieved.
The same frame R is used for the reference Bd and the current Bt configuration, even though
two different basis vectors with the same origin are defined for Bd and for Bt, i.e. ξi and Ξi,
respectively [133,134]. It is worth noting that, throughout the thesis, the symbolic notation is used.
Therefore, in Appendix A.1, an overview about the way to express different entities, as well as
differential operators, from the symbolic to the index notation is presented. The reader is addressed
toward the Appendix A.1 for an overview of the other basic settings employed in this thesis.
In the following, the kinematics is introduced for three particular processes which are used to reach
the actual configuration Bt starting from the reference configuration Bd.
Process Bd → Bt
The dry configuration Bd of the polymer is a region of the three-dimensional Euclidean space E, and
∂Bd is its boundary. An actual configuration Bt = fd(Bd, t) can be attained at the time t starting from
the dry configuration Bd by using the motion fd. The motion fd is a smooth function determining for
each material point Xd ∈ Bd a particular position in space x ∈ Bt at the time t. It holds
x = fd(Xd, t) = Xd + ud(Xd, t) , (2.1)
where ud = x − Xd represents the displacement vector from the material point Xd to the position
in space x [2, 6, 66, 82, 89]. The Cartesian coordinates of a point x in the actual configuration Bt
are x = [x1, x2, x3] T = [x, y, z] T (spatial coordinates). The Cartesian coordinates of the same point
when t = 0 in the dry and initial configuration Bd are Xd = [Xd1, Xd2, Xd3] T = [X ,Y , Z] T (material
coordinates) [133, 134]. The deformation gradient Fd is obtained starting from equation (2.1):
Fd(Xd, t) = ∇fd(Xd, t) = I + ∇ud(Xd, t) . (2.2)
Differential operators on Bd and on Bt are not distinguished with different symbols, being the
difference evident from the space variable of the differentiated function, i.e. Xd for the material
(Lagrangian) description and x for the spatial (Eulerian) description [133,134].
Process Bd → Bo → Bt
The deformation gradient Fd can be decomposed into (i) an elastic component Fe(Xo, t) (where
Xo ∈ Bo), related to the water transport and to the mechanical stress, and into (ii) an inelastic
component Fo(Xd, t), related to the local volumetric changes induced by the ion motion [66]. Thus,
for each material point Xd ∈ Bd, the process Fo defines a stress-free distorted volume element. The
undistorted volume elements can be regarded as attached to neighboring body points. After the
action of Fo, the distorted volumes are in a relaxed state, but in general, they are not compatible.
To fix together the new volumes and realize the actual configuration Bt, a further deformation Fe
is necessary, with Fe = FdF−1o . The tensors Fo and Fe are not related to a motion gradient and, in
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general, a distorted configuration can not be realized, not even locally [135]. It is worth noting
that the decomposition of the deformation gradient has been originally introduced by Kröner [136]
and Lee [137] to describe viscoplastic strains. Furthermore, the concept of distortion as inelastic
deformation is widely used in literature to couple a particular effect (the ion transport within
this research) with the mechanical field of a soft matter, as for example in hydrogels [105], in
IPMCs [67, 69, 138], in biological tissues [139], and in human muscles [140].
Process Bd → B0 → Bt
It is useful to define an intermediate configuration B0 which, sometimes, can also be considered
as the new initial and reference configuration replacing Bd. The configuration B0 is stress-free
and is reached from the dry state Bd through the motion f0, with f0(Xd) = fd(Xd, 0). Moreover, the
motion f0(Xd) identifies a particular position in space X0 ∈ B0 for each material point Xd ∈ Bd:
X0 = f0(Xd) = Xd + u0(Xd) , (2.3)
being u0 ([u0] = m) the displacement from Bd to B0, with u0(Xd) = ud(Xd, 0). The related
deformation gradient F0 is defined as
F0(Xd) = ∇f0(Xd) = Fd(Xd, 0) = I + ∇u0(Xd) . (2.4)
The actual configuration Bt is attained starting from the freely-swollen configuration B0 through the
map f, which identifies a particular position in space x ∈ Bt for each material point X0 ∈ B0:
x = f(X0, t) = X0 + u(X0, t) , (2.5)
being u ([u] = m) the displacement from B0 to Bt, and where the deformation gradient F is:
F(X0, t) = ∇f(X0, t) = I + ∇u(X0, t) . (2.6)
Recap
Therefore, there are different procedures to transform a dry volume element dVd(Xd) ∈ Bd to an
actual volume element dv(x, t) ∈ Bt ([dVd] = [dv] = m3):
• a one-step approach through the deformation process Fd,
• a two-step approach through the tensors Fo and Fe such that:
Fd = FeFo and Jd = JeJo , (2.7)
• a two-step approach through the deformation processes F0 and F such that:
Fd = FF0 = FeF0oF0 and Jd = JJ0 = JeJ0oJ0 , (2.8)
where the term F0o(X0) is defined between B0 and Bo, and where the Jacobian Jd is the determinant
of the deformation gradient Fd, i.e. Jd = det Fd ([Jd] = −). Of course, the latter definition of Jacobian
holds for the other deformation gradients (or its components), e.g. J0 = det F0 and so on.
These three different transformation procedures are useful in order to take into account the different
phenomena which are modeled within the ECHM formulation.
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Measures in different configurations
A particular geometric entity and/or field variable can be expressed with respect to each of the
configurations employed in the proposed model. The particular field variable still represents the
value of that variable at the time t for the actual configuration Bt, but can be expressed with respect
to different densities, i.e. different configurations.
Table 2.1 introduces the labels used in this chapter to identify the geometric entities and the field
variables for each of the four proposed configurations, i.e. Bd, B0, Bo, and Bt.
Table 2.1: Labels of the geometric entities and of the field variables in each of the investigated configuration. The
subscript letter highlights the configuration taken into account to express the density of a particular variable.
The mechanical variables which depend on the transformation process from one configuration to another,
e.g. deformation gradients and displacements, are not included in this table. Further details concerning the
identity nd = n0 = no are given in Appendix A.2.
configuration Bd Xd B0 X0 Bo Xo
Bt
x
point Xd X0 Xo x
line dXd dX0 dXo dx
area dAd dA0 dAo da
normal vector nd n0 = nd no = nd n
volume dVd dV0 dVo dv
electric potential φ φ φ φ






electric displacement dd d0 do d
electric field ed e0 eo e
mobile ion concentration cd c0 co c






water concentration wd w0 wo w
mobile ion flux jd j0 jo j
water flux hd h0 ho h
chemical potential (ion) µc µc µc µc
chemical potential (water) µw µw µw µw
stress tensor Sd S0 So T
stress vector sd s0 so t
free energy density Ψd Ψ0 Ψo Ψ
external power density Wd W0 Wo W
The balance and the constitutive equations of the proposed multifield model are set in the dry
configuration Bd. Therefore, the space and time evolution of the electro-chemo-hydro-mechanical
variables are expressed according to a material (Lagrangian) description.
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Throughout the thesis, the difference between a material (Lagrangian) and a spatial (Eulerian)
description of a certain field variable is left to the reader through the observation of the variable
dependency on a material Xd or a space point x, respectively. Given a spatial field in the actual
configurationBt, such as •s(x, t), its material description is •m(Xd, t)with •m(Xd, t) := •s(fd(Xd, t), t).
The variable • is a general field, i.e. a scalar, a vector, a second-order tensor, and so on. It is useful to
highlight that both descriptions provide the same information [66].
Generally, the balance equations, the free energy densities, and the external power densities, may
arise in a natural way in one or another configuration depending on the particular phenomenon taken
into account. The final setting is carried out by pushing-forward or pulling-back the appropriate
quantity/equation on the dry configuration Bd, wherever they are settled.
In the following, transformation laws are provided in order to push-forward or to pull-back a particular
variable from one configuration to another. For each of the fields involved in the ECHM model,
there exists a particular transformation law. In the definition of the balance and of the constitutive
equations, it will turn out that is useful to have a tool to move the measure of a variable between two
configurations.
It is worth noting that is easier to understand the push-forward/pull-back procedure of mechanical
variables, like the stress. Therefore, in the following paragraph, the transformation laws formechanical
measures are introduced. Then, the same procedure is applied for electro-chemical measures.
The rules to move elements of line, area, volume, as well as normal vectors, between two general
configurations are explained in Appendix A.2 and are here recalled. The following transformation
laws for geometric entities are valid between the dry configuration Bd and the actual configuration
Bt:
dx = Fd dXd , da = |F∗d nd |dAd , n =
F∗d nd
|F∗d nd |
, dv = Jd dVd , (2.9)
being dXd, dAd, nd and dVd defined in Bd, while dx, da, n and dv are defined in Bt (with
[dXd] = [dx] = m3, [dAd] = [da] = m2, and [nd] = [n] = −). Furthermore, F∗d = Jd F−Td represents
the adjugate of the deformation gradient Fd. Of course, the latter definition of adjugate holds for the
other deformation gradients (or its components), e.g. F∗0 = J0 F−T0 , F∗o = Jo F−To and so on. Starting
from the expressions (2.9), it is possible to push-forward or pull-back the appropriate field variable
from one configuration to another.
Finally, it is worth noting that the choice to formulate the model in the reference dry configuration Bd,
definitely not the only possible solution, depends on the requirement to provide a known computational
domain where perform the numerical simulations.
Please be aware that some variables, e.g. the electric potential φ, do not depend on the particular
configuration since they are not defined with respect to any density, see Table 2.1.
Mechanical measures
The (actual) Cauchy stress T(x, t) ([T] = N m−2) is a second-order tensor which describes the stress
state of the position x ∈ Bt at the time t. The Cauchy stress T is calculated per unit of actual area da
([da] =m2). The stress employed in this work is intended as a global stress including all contributions
beyond the elastic one. By performing a change of density, the same stress can be measured per a
unit of area related to another configuration, being still a measure of the stress state of the actual
configuration Bt.
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The actual stress vector t(x, t) is defined in Bt as t = Tn ([t] = N m−2). More details concerning the
introduction of stress measures in the framework of continuum mechanics are given in Ref. [133].
The elementary force dϕ ([dϕ] = N) can be measured by using stress measures defined on different
configurations:
dϕ = t(x, t)da(x, t) = T(x, t)n(x, t)da(x, t) = T (fd(Xd, t), t)F∗d(Xd, t)︸                        ︷︷                        ︸
Sd=TF∗d
nd(Xd)dAd(Xd) , (2.10)
dϕ = T(x, t)n(x, t)da(x, t) = T (fd(Xd, t), t)F∗(X0, t)︸                        ︷︷                        ︸
S0=TF∗
n0(X0)dA0(X0) ,
dϕ = T(x, t)n(x, t)da(x, t) = T (fd(Xd, t), t)F∗e(Xo, t)︸                        ︷︷                        ︸
So=TF∗e
no(Xo, t)dAo(Xo, t) ,
where the variables introduced in Table 2.1 and the relations (2.9)2,3 are employed.2 Furthermore,
Sd(Xd, t) is the dry reference (the first Piola-Kirchhoff [134]) stress, So(Xo, t) is the stress in the
distorted state, and S0(X0, t) is the reference stress in the freely-swollen configuration. These stress
tensors define the state of stress at the time t when the density is calculated per unit of area of Bd, Bo
and B0, respectively. A general rule can be defined by looking at equations (2.10): a stress tensor
in a particular configuration is obtained by multiplying (matrix multiplication) for the stress tensor
of another configuration and the adjugate of the corresponding deformation gradient related to the
process acting between two of the involved configurations. According to this rule, it holds:
Sd = TF∗d = S0F∗0 = SoF∗o , S0 = TF∗ , and So = TF∗e . (2.11)
It is also useful to show how to move the stress vector t between two different configurations. In fact,
the boundary conditions for the mechanical field are usually expressed in terms of the stress vector.
By using the definition of elementary force dϕ in equation (2.10), and the relations (2.9)2, it gives
dϕ = t(x, t)da(x, t) = t (fd(Xd, t), t) |F∗d(Xd, t)nd(Xd)|︸                                   ︷︷                                   ︸
sd
dAd(Xd) = sd(Xd, t)dAd(Xd) , (2.12)
which pulls-back the actual stress vector t (calculated per unit of actual area da ∈ Bt) to the reference
stress vector sd (calculated per unit of reference area dAd ∈ Bd). A general rule to move stress vectors
from one configuration to another can be inferred by extending the same approach as in equations
(2.10) to the expression (2.12).
Chemical (ion/water) measures
In this paragraph, an approach for moving the measures related to the mobile ion concentration
and to the water concentration between two different configurations is presented. The procedure
is given for the mobile ion concentration, however, the same concepts and formulas are also valid
for the water concentration. The elementary amount of mobile ions dc ([dc] = mol) is the quantity
of mobile ions in moles within an elementary volume. This quantity, i.e. dc, can be expressed (i)
2 The state B0 is an equilibrium configuration. Therefore, the geometric entities n0 and dA0 are not time-dependent.
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in terms of concentration per unit current volume dv through the variable c ([c] = mol m−3), (ii) in
terms of concentration measured per unit dry volume dVd, through the variable cd, and so on (iii) in
terms of other ion concentration measures. It holds:
dc = c(x, t)dv(x, t) = c(fd(Xd, t), t)Jd(Xd, t)︸                     ︷︷                     ︸
cd
dVd(Xd) = cd(Xd, t)dVd(Xd) , (2.13)
dc = c(x, t)dv(x, t) = c(f(X0, t), t)J(X0, t)︸                   ︷︷                   ︸
c0
dV0(X0) = c0(X0, t)dV0(X0) ,
dc = c(x, t)dv(x, t) = c(fd(Xd, t), t)Je(Xo, t)︸                     ︷︷                     ︸
co
dVo(Xo, t) = co(Xo, t)dVo(Xo, t) ,
where the relation (2.9)4 is employed. Therefore, to move from a mobile ion concentration measure
to another, it is sufficient to multiply (scalar multiplication) for the determinant of the deformation
gradient which connects the two elementary volume measures. According to this general rule, the
relations between other mobile ion concentration measures are:3
cd = cJd = c0J0 = coJo , c0 = cJ , co = cJe . (2.14)
The previous approach can be performed for water concentration measures by introducing an
elementary amount of water dw ([dw] = mol). It holds:
wd = wJd = w0J0 = woJo , w0 = wJ , and wo = wJe . (2.15)
The molar source of mobile ions per unit of actual surface qc(x, t) ([qc] = mol m−2 s−1) and the
molar source of water per unit of actual surface qw(x, t) ([qw] = mol m−2 s−1) are the rate of mobile
ions and water transported into Bt across the boundary ∂Bt by the molar mobile ion flux j(x, t) and
molar water flux h(x, t), respectively [3]. It holds:
qcda = −j · n da and qwda = −h · n da , (2.16)
where −j · n > 0 and −h · n > 0 define an inward flux being n the outward normal vector to da. It is
useful to show how to move the mobile ion flux measures from one configuration to another (the
same relations hold for the water flux h) by using equation (2.16)1:
qc(x, t)da(x, t) = −j(x, t) · n(x, t)da(x, t) = −j(fd(Xd, t), t) · F∗d(Xd, t)nd(Xd)dAd(Xd) = (2.17)
= − JdF−1d j︸ ︷︷ ︸
jd
·nddAd = −jd(Xd, t) · nd(Xd)dAd(Xd) .
A general rule to move ion/water fluxes between two general configurations can be inferred by
considering the same approach as in equations (2.17). It is worth introducing the elementary water
volume dVw ([dVw] = m3):
dVw = ΩwddVd = Ωw0dV0 = ΩwodVo = Ωwdv , (2.18)
where Ω = 1.8 · 10−5 m3 mol−1 is the constant molar volume of the water [86], and where equa-
tions (2.15) are employed. When a different solvent than water is taken into account, the parameter Ω
assumes a different value, as for example for ethanol: Ω = 6 · 10−5 m3 mol−1 [6].
3 The same relations for the mobile ion concentration also hold for the bound ion concentration. It is worth noting that
the fields c−d and c
−
0 are constant in time, while the fields c
− and c−o are time-dependent. The difference between c−d
and c−0 is only a scaling factor, i.e. the change in volume J0.
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Electrostatic measures
Finally, it is shown how to move electrical measures, such as the actual charge density ρe ([ρe] =
C m−3) and the actual electric displacement d ([d] = C m−2). These variables are later employed to
define the balance equation of the electrical field in the actual configuration Bt.
Following the same approach as in equations (2.13), and by introducing the elementary amount of
charges dρe ([dρe] = C) as the quantity of charges in an elementary volume, it holds
dρe = ρe(x, t)dv(x, t) = ρe(fd(Xd, t), t)Jd(Xd, t)︸                       ︷︷                       ︸
ρed
dVd(Xd) = ρed(Xd, t)dVd(Xd) , (2.19)
from which a general rule can be defined in the same way of equations (2.15). The actual electric
displacement d is defined likewise the ion/water flux for the chemical field given in equation (2.16).
Therefore, a change of the spatial distribution of charges in the volume dv can be triggered by the
charges which pass across the boundary ∂Bt through the relation ρedv = d · n da. By using the
aforementioned relation and by following the same approach as in equations (2.17), it holds
ρe(x, t)dv(x, t) = d(x, t) · n(x, t)da(x, t) = d(fd(Xd, t), t) · F∗d(Xd, t)nd(Xd)dAd(Xd) = (2.20)
= JdF−1d d︸  ︷︷  ︸
dd
·nddAd = dd(Xd, t) · nd(Xd)dAd(Xd) ,
from which a general rule can be defined to move other measures of electric displacement.
2.3 Balance equations
The multiphysics model proposed in this thesis is solved in the dry configuration Bd, i.e. in the initial
and known geometry of the smart polymer. However, the balance laws are defined in the current
configuration Bt (where they naturally arise) and then pulled-back to the dry configuration Bd, even
though they can also be pulled-back in other configurations.
The change between the spatial (Eulerian) and the material (Lagrangian) description is frequently
tackled in this work. For this reason, it is worth adopting a compact notation where the time
and space dependence of a certain variable are referred to the kinematic considerations made in
Section 2.2. Throughout the thesis, material time derivatives (Lagrangian derivatives) are denoted by
a superposed dot, i.e. D • /Dt = Û•. Derivatives with respect to the argument are denoted by a prime,
i.e. d • /da = •′, where the field • is only function of the parameter a, i.e. •(a). Finally, boundary
and known values are indicated by a superposed bar, i.e. •̄.
Electrostatics






d · n da =
∫
Bt
∇ · d dv , and
∫
∂Bt
∇ × e da = 0 , (2.21)
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being e ([e] = V m−1) the actual electric field, and where the divergence theorem is employed.
Quasi-static conditions are assumed due to the larger propagation speed of the electrical field with
respect to the ion and water transport [67]. Equation (2.21)1 states that the number of charges
within a volume is equal to the electric flux passing through the surface of that volume. Being
equation (2.21)2 trivially fulfilled, it exists an electrostatic potential φ, such that e(x, t) = −∇φ(x, t).
When electrical sources are neglected [66,104], the actual charge density ρe is proportional to the
actual concentration of mobile and bound ions within the polymer:4
ρe = F(c − c−) , (2.22)
being F = 96 485.33 C mol−1 the Faraday constant. It is worth noting that equation (2.22) is a first
coupling between the electrical field and the chemical field related to the ion transport.
The local form of the balance equation inBt is derived by inserting equation (2.22) into equation (2.21)1
and by neglecting the integral:
∇ · d = F(c − c−) in Bt . (2.23)
The pull-back to Bd is performed starting from the integral form of the actual balance, i.e. equa-
tion (2.21)1, and by using the equations (2.9)2,3,4, the definitions (2.14)1, (2.20), (2.22), and the





d · F∗dnd dAd ⇒ F(cd − c−d ) = ∇ · dd in Bd . (2.24)
The balance equation (2.24)2 has to be equipped with suitable boundary and initial conditions (the
same holds for the balance equation (2.23) in Bt) depending on the investigated problem. For
a FEM framework, general boundary conditions arise in a natural way on the reference electric
displacement dd and on the electric potential φ, determining a set of Neumann and Dirichlet boundary
conditions, respectively:
ICs: φ = φ̄ 0 , and BCs: dd · nd = d̄d on ∂B ddd , φ = φ̄ on ∂B
φ
d , (2.25)
being φ̄ 0 the initial distribution of electric potential, andwhere ∂B ddd and ∂B
φ
d are two complementary
portions of the boundary ∂Bd where the electric displacement dd and the electric potential φ can be
prescribed as d̄d and φ̄, respectively.
Ion transport
The balance law of the ion transport is derived according to the principle of conservation of mass [141].
The number of moles of mobile ions Mc ([Mc] = mol) can be measured with respect to either the




c(x, t) dv(x, t) =
∫
Bd
c(x, t)Jd(Xd, t) dVd(Xd) =
∫
Bd
cd(Xd, t) dVd(Xd) , (2.26)
4 In equation (2.22), there are only one species of free and bound ions. Furthermore, it is assumed that (i) the actual
bound ion concentration c− is constant in space, and that (ii) the valence of each of the involved species is equal to one.
5 The pull-back of equation (2.21)2 can be performed in order to introduce the electrostatic potential φ in Bd in the same
way as for Bt. In fact, it holds locally that ∇ × ed = 0, where ed = F Td e is the reference electric potential in Bd [66].
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where equation (2.14)1 is employed. The integral form of the balance law of the chemical field
related to the ion transport [3,66] arises in Bt and states that changes in the concentration are brought




qc da = −
∫
∂Bt
j · n da in Bt . (2.27)
The pull-back to Bd of the actual balance (2.27) is performed by using the equations (2.9)2,3,4, the
definitions (2.17), (2.26), and finally the divergence theorem. Therefore, the local form of the balance
equation in Bd is: ∫
Bd
Ûcd dVd = −
∫
∂Bd
jd · nd dAd ⇒ Ûcd = −∇ · jd in Bd . (2.28)
For the special case investigated in the current thesis, the convective flux is neglected as in
Refs. [5, 69, 103, 142]. Equation (2.28)2 has to be equipped with suitable initial and boundary
conditions depending on the investigated problem. For a FEM framework, general boundary
conditions arise in a natural way on the reference flux jd and on the reference concentration cd,
determining a set of Neumann and Dirichlet boundary conditions, respectively:
ICs: cd = c̄ 0d , and BCs: jd · nd = j̄d on ∂B jdd , cd = c̄d on ∂B
cd
d , (2.29)





complementary portions of the boundary ∂Bd where the flux jd and the concentration cd can be
prescribed as j̄d and c̄d, respectively.
Water transport
The balance law of the water transport is derived according to the principle of conservation of mass.
The transport of water through the polymeric network can be introduced in the same way as for the
ion transport. In particular, the parameter Mw ([Mw] = mol) indicates the number of moles of water.
The balance equation in Bd is given by the following equation [82, 89]:∫
Bd
Ûwd dVd = −
∫
∂Bd
hd · nd dAd ⇒ Ûwd = −∇ · hd in Bd . (2.30)
Equation (2.30)2 has to be equipped with suitable initial and boundary conditions depending on the
investigated problem. For a FEM framework, general boundary conditions arise in a natural way
on the reference flux hd and on the reference concentration wd, determining a set of Neumann and
Dirichlet boundary conditions, respectively:
ICs: wd = w̄ 0d , and BCs: hd · nd = h̄d on ∂B hdd , wd = w̄d on ∂B
wd
d , (2.31)





complementary portions of the boundary ∂Bd where the flux hd and the concentration wd can be
prescribed as h̄d and w̄d, respectively.
6 The Reynolds transport theorem has to be employed when the local form of the integral balance (2.27) has to be derived.
In fact, the time-derivative of Mc , see equation (2.27), acts on a time-dependent volume dv(x, t), see equation (2.26).
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Mechanics
The balance law of mechanics is derived according to the principle of conservation of linear
momentum [133]. Since both the transport processes (water and ion transport) occur at time scales
longer than those associated with inertia (actuation mechanism), the influence of the inertia terms
is very small and can be neglected [66, 82]. Therefore, the balance law of the mechanical field in
the actual configuration Bt states that the sum of all forces acting on the body vanishes in static














(∇ · T + b) dv = 0 , (2.32)
whose local form is:
∇ · T + b = 0 in Bt , (2.33)
being b ([b] = N m−3) the actual body forces per unit of actual volume, and where the divergence
theorem is employed. As stated before, the Cauchy stress tensor T takes into account all the
contributions beyond the elastic one. Therefore, equation (2.33) is a total balance of all the effects
which generate a stress. By using the relations (2.9)2,3 and (2.11)1 into equation (2.32), the balance





SdF∗ −1d F∗dnd dAd =
∫
Bd
∇ · Sd dVd = 0 ⇒ ∇ · Sd = 0 in Bd . (2.34)
In equation (2.34)2, body forces are neglected, i.e. b = 0. The balance equation (2.34)2 has to be
equipped with suitable initial and boundary conditions. For a FEM framework, general boundary
conditions arise in a natural way on the reference stress vector sd and on the displacement ud,
determining a set of Neumann and Dirichlet boundary conditions, respectively:
ICs: ud = ū 0d , and BCs: Sdnd = s̄d on ∂B sdd , ud = ūd on ∂B
ud
d , (2.35)




d are two complementary portions of the
boundary ∂Bd where the stress vector sd and the displacement ud can be prescribed as s̄d and ūd,
respectively.
2.4 Thermodynamically consistent constitutive equations
In this section, the constitutive equations are derived according to the thermodynamic principles and
following the same approach as in Refs. [66, 67, 73, 128, 129].
In particular, Gurtin et al. [128] show that a free energy imbalance, called dissipation inequality
in this thesis, can be formulated by using (i) the Clausius-Duhem inequality (second principle of
thermodynamics), and (ii) the definition of the Helmholtz free energy. Moreover, the conservation of
energy (first principle of thermodynamics) has to be employed. In this way, it is assured that only a
part of the external power acting on the system is converted into changes of the free energy, while
the complementary part of that external power is dissipated. The latter statement is valid under the
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assumptions of isothermal conditions and by neglecting inertial effects. Therefore, heat flux and
kinetic energy are not taken into account. It is assumed that dissipation effects are only related to the
transport processes, namely: (i) ion and (ii) water transport. The chemical potential (for both ion and
water transport) is introduced in order to characterize energy exchanges. This statement will be clear
in the following paragraphs. Please be aware that, in other approaches, the chemical potential can be
introduced in a different way [141].
A more detailed description of the thermodynamical approach employed in this thesis can be found in
Ref. [128]. Different settings have to be specified in order to perform the following thermodynamical
approach: (i) the volumetric constraints, which relates some of the state variables, and (ii) the form of
the free energy density and of the external power density.
2.4.1 Volumetric constraints
In the evolution from a particular configuration to another, see the deformation processes described
in Figure 2.2, three assumptions are taken into account. Each specific assumption assures a specific
volumetric constraint.
• From Bd to B0, the mechanics is coupled with the water transport. The related deformation
gradient, i.e. F0, assumes a particular form which assures a specific volumetric constraint.
• From Bd to Bo, the mechanics is coupled with the ion transport. The related deformation
gradient, i.e. Fo, assumes a particular form which assures a specific volumetric constraint.
• From Bo to Bt, the mechanics is coupled with the water transport. The related deformation
gradient, i.e. Fe, assumes a particular form which assures a specific volumetric constraint.
Further details are given in Table 2.2. Assuming that the constraints are valid, important consequences
are delivered at the constitutive level [66,82]. In the following, each volumetric constraint is discussed
in more details.
Table 2.2: Fields involved between two configurations of the ECHM model. The symbol 6 indicates the fields which are
fully described through balance and constitutive equations between two particular configurations, while the
symbol t indicates the influence of that field into the field 6, being t not fully described. A new symbol is
introduced for the processes involving the hidden and not reachable state Bo. In fact, the symbol : indicates













Bd → Bt Bd → B0 B0 → Bt Bd → Bo Bo → Bt
electrostatics 6 6
ion transport 6 6 t
water transport 6 t 6 t
mechanics 6 6 6 : :
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From Bd to B0: constraint on F0
The steady-state and stress-free configuration B0 is attained from Bd assuming that the deformation
gradient F0 is homogeneous and isotropic [2, 6, 82, 86]:
F0(Xd) = Fd(Xd, 0) = λ0I , (2.36)
being λ0 ([λ0] = −) a uniform spherical stretch (volume changes without shape changes), and where
for λ0 = 1, B0 = Bd. The stretch λ0 is always positive λ0 > 0. In the following, it is shown that the
parameter λ0 is related to the amount of soaked water in the dry polymer, i.e. F0 is a link between the
mechanical field and the water transport. According to equation (2.36), it holds:
J0 = λ30 and F∗0 = λ20I , (2.37)
where J0 is a parameter related to the change in volume from Bd to B0, see equation (2.9)4. Therefore,
the relation (2.37)1 defines a volumetric constraint. In some cases, it is useful to consider the state B0
as the new reference configuration instead of Bd, see Chapter 4.
From Bd to Bo: constraint on Fo
The stress-free distorted configuration Bo is (hypothetically) attained from Bd assuming that the
distortion field Fo determines a non-homogeneous spherical growth of the polymer, which is related
to the ion transport [2, 66]. A phenomenological law is assumed for the distortion field, which is
based on general observations:
Fo = λoI , with λo(Xd, t) =
(
1 + α(cd − c−d )
)1/3 , (2.38)
being α ([α] = m3 mol−1) the hydrophilicity coefficient, i.e. a scalar parameter which indicates the
capability of each mobile ion to drag water molecules. According to equation (2.38)1, it holds:
Jo = λ3o =
(
1 + α(cd − c−d )
)
and F∗o = λ2oI =
(
1 + α(cd − c−d )
)2/3 I . (2.39)
Changes of the reference volume element dVd with respect to the distorted volume element dVo are
only related to the ion transport and depend linearly on the changes of the reference mobile ion
concentration cd, measured with respect to the reference bound ion concentration c−d . The stretch λo
turns out to be a function of cd.7 At the initial time t = 0, it is assumed that the concentration of the
mobile ions equals that of the bound ions, i.e. cd(Xd, 0) = c−d (Xd). Therefore, it holds Jo(Xd, 0) = 1
and Fo(Xd, 0) = I, i.e. at the initial time there is no growth induced by ion transport.
From Bo to Bt: constraint on Fe
As stated in Section 2.2, the transformation Fo is stress-free but is also not realizable. A further
transformation Fe, which is elastic and not stress-free, is then introduced in order to make the distorted
7 It is useful to highlight that the model proposed in this thesis is formulated with a general description. Therefore,
different assumptions and forms for λo, as well as for λ0, can be used in order to describe different phenomena. For
example, in Refs. [5, 111], the osmotic pressure in hydrogels is described with a similar approach.
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neighborhood compatible with the rest of the body, bringingBo toward the actual configurationBt [66].
It is assumed that the field Fe determines changes in volume only due to the water transport (uptake
or release) under the hypothesis of incompressibility, that is, the actual volume element dv is the sum
of the relaxed one dVo, plus a certain amount of absorbed/released water dVw [89, 143]:8
dv = dVo + dVw = dVo +ΩwodVo = (1 +Ωwo)dVo = JedVo , (2.40)
where the equation (2.18) and the definition (2.9)4 are employed. Therefore,
Je = 1 +Ωwo = 1 +Ω
wd
Jo
= Ĵe(wd, Jo) = Ĵ(wd, cd) , (2.41)
where equations (2.15)1 and (2.39)1 are employed. In the next steps, the volumetric constraint is
written in terms of Jd. According to equation (2.7)2, it holds:






= Jo +Ωwd = Ĵd(wd, Jo) = Ĵd(wd, cd) . (2.42)
The volumetric constraint on Fe relates the Jacobian Jd, i.e. a mechanical quantity, to the water (wd)
and to the ion (cd) concentration, determining a coupling between the mechanical field and both the
chemical fields: water and ion transport. It is worth noting that the volume dVo is a dry volume,
therefore the water transport does not give any contribution between Bd and Bo. It follows that Je ≥ 1,
i.e. the water can only be absorbed between Bo and Bt. Of course, when the reference configuration,
assumed as starting point of the proposed evolution problem, is B0, then J can be either J ≥ 1 (water
uptake) or J ≤ 1 (water release).
2.4.2 Dissipation inequality
The (Clausius-Duhem) dissipation inequality states that the time derivative of the total free energy
density Ψd(Xd, t) ([Ψd] = J m−3) is less than or equal to the sum of the total external power






Ψd(Xd, t) dVd ≤
∫
Bd
Wd(Xd, t) dVd . (2.43)


















where the subscript letter indicates the particular configuration and the superscript letter indicates
the involved field. Each component of the free energy densities Ψd and of the external power
densities Wd are naturally defined in a particular configuration. In the following, each component
in equations (2.44) is pulled-back on the dry state Bd, which is the configuration adopted in this
thesis to solve the full model. Of course, the dissipation inequality (2.43) can be referred to another
configuration.
8 In Refs. [6, 82, 86] two swelling processes are taken into account: (i) the first from Bd to Bo, and (ii) the second
from Bo to Bt. In the proposed model, swelling occurs only from Bo to Bt, while the effect of the ion transport is the
only responsible for volume changes from Bd to Bo.
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2.4.3 Free energy densities
In this subsection, the free energy densities are written with respect to the reference configuration Bd.
Therefore, each contribution of Ψd is expressed per unit of dry reference volume dVd. In order to
perform the pull-back to Bd, it is useful to introduce an elementary free energy dΨ ([dΨ] = J),
following a similar approach as in equations (2.13). It holds







Therefore, as for equations (2.14), a general rule can be inferred. In order to move from a measure
of free energy density in a particular configuration to another, it is sufficient to multiply for the
determinant of the deformation gradient which connects the two elementary volume measures.
Electrostatics
The electrostatic free energy density is naturally defined in the actual configuration Bt [66,67,127]:
Ψ φ(d) = 1
2ε
d · d with ε = εrε0 , (2.46)
being ε0 = 8.85 · 10−12 C V −1 m−1 the vacuum permittivity and εr ([εr] = −) the relative permittivity
which depends on the specific polymer taken into account. The term ε is the absolute permittivity
and is assumed to be constant in time and uniform in space due to homogenization.
The free energy density can be tackled to the reference configuration Bd by changing (i) the value of
the actual free energy density, i.e. Ψ φd = JdΨ
φ see equation (2.45), and (ii) the density of the electric
displacement, i.e. dd = JdF−1d d see equation (2.20). It holds:
Ψ
φ









Fddd · Fddd . (2.47)
Ion transport
The chemical free energy density for the ion transport is naturally defined in the actual configura-
tion Bt [66, 67, 127]:









where T ([T] =K) is the absolute temperature and R = 8.3145 J mol−1 K−1 the universal gas constant.
As for the electrical field, the free energy density can be tackled to the reference configuration Bd by
performing a change of density, that is by using equations (2.14)1 and (2.45). It holds:
























Marco Rossi 2 Electro-Chemo-Hydro-Mechanical Model
Water transport
The chemical free energy density for the water transport is assumed as the mixing component of
the Flory-Rehner energy which describes the solvent-polymer interactions [144]. The Flory-Rehner
energy couples the mechanics (elastic component) and the water transport (mixing component)
in order to define a classic swelling-diffusion problem as in Refs. [6, 82, 86]. It is worth noting
that the elastic component hampers swelling, while the mixing component favors swelling. In the
present model, following a similar approach as in Refs. [89, 127], the mixing component equals the
Flory-Huggins mixing energy [84, 145] which is defined as the sum of an entropic and an enthalpic
term, both depending on the solid volume fraction η ([η] = −). The variable η is a scalar function













= η(Jo,wd) = η(cd,wd) . (2.50)
being dv = JedVo as in equation (2.9)4, and by using equation (2.7)2 with the volumetric constraint
given in equation (2.42).










ln(1 − η) + χ(T)(1 − η) , (2.51)
being χ ([χ] = −) the dimensionless polymer-solvent disaffinity which can possibly be dependent on
the temperature T . The parameter χ is specific for each solvent-polymer pair. Solvent is expelled
for high χ and attracted for low χ [89]. When there are no volume changes between Bo and Bt,
i.e. when there is not water uptake/release, then η = 1 as shown by equation (2.50). In this conditions,
according to equation (2.51), the mixing energy is not defined (singularity).
The free energy density can be tackled to the reference configuration Bd by performing a change of
density, and by using Ψwd = JoΨ
w







The mechanical free energy density is assumed as the elastic component of the Flory-Rehner
energy [144] and is based on the neo-Hookean energy formulation [6,82,86]. In the present model, as
in Ref. [89], the free energy density is naturally defined in the distorted state Bo, being the mechanical
energy only dependent on the elastic component of Fd, i.e. Fe. In fact, the elastic energy is not stored
during the volume change from Bd to Bo. It holds:
Ψ uo (Fe) =
1
2
Go(I · Ce − 3) with Ce = F Te Fe , (2.53)
9 In the classic swelling-diffusion problem [6,82, 86], both the components of the Flory-Rehner energy are defined in
the dry reference configuration Bd, being the effects of the water transport taken into account from Bd. However, in
the model presented in this thesis, the effects of the water are taken into account starting from the distorted state Bo.
Therefore, the Flory-Rehner energy is naturally defined in Bo.
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being Go ([Go] =N m−2) the shear modulus of the polymer (defined per unit of distorted area dAo) and
Ce the right Cauchy-Green strain tensor [133]. Of course, different formulations for the mechanical
free energy density, than the one proposed in this thesis (i.e. the neo-Hookean), can be adopted as in
Ref. [66]. In Ref. [89], the following interesting observation is given: the shear modulus Go has the
same role for the mechanical field as the role of the parameter RT/Ω for the chemical field related to
the water transport, see equation (2.51)1.
The free energy density can be tackled to the reference configuration Bd by performing a change of
density, and by using equation (2.45). Being aware that Jo is a function of cd, see equation (2.39)1, it
holds:
Ψ ud (Fe, Jo) =
1
2
JoGo(I · Ce − 3) , (2.54)
2.4.4 External power densities
In this subsection, the external power densities are written with respect to the reference configuration
as for the free energy densities. In order to perform the pull-back to Bd, it is useful to introduce an
elementary power dW ([dW] =W) as in equations (2.45). It holds:
dW = Wdv = W Jd︸︷︷︸
Wd
dVd = W Je︸︷︷︸
Wo




The electrostatic external power density is naturally defined in the dry configurationBd [66,67,127]:





W φd = −φ∇ · Ûdd − Ûdd · ∇φ = −(Fφ Ûcd + Ûdd · ∇φ) ,
where the divergence theorem, as well as its properties, and the (material) time derivative of the
balance equation (2.24)2 are employed.
Ion transport
The chemical external power density for the ion transport is naturally defined in the dry configura-
tion Bd [66, 67]:
dW c = −µcjd · nddAd = −∇ · µcjd︸     ︷︷     ︸
W cd
dVd , (2.57)
W cd = −µc∇ · jd − jd · ∇µc = µc Ûcd − jd · ∇µc ,
being µc ([µc] = J mol−1) the chemical potential for the ion transport, and where the divergence
theorem, as well as its properties, and the balance equation (2.28)2 are employed.
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Water transport
The chemical external power density for the water transport is naturally defined in the reference
configuration Bd [82, 86, 89]:
dW w = −µwhd · nddAd = −∇ · µwhd︸      ︷︷      ︸
W wd
dVd , (2.58)
W wd = −µw∇ · hd − hd · ∇µw = µw Ûwd − hd · ∇µw ,
being µw ([µw] = J mol−1) the chemical potential for the water transport, and where the divergence
theorem (and its properties) and the balance equation (2.30)2 are employed. The water transport
behaves similarly to the ion transport. Therefore, the form of the second member in equations (2.57)1
and (2.58)1 is the same.
Mechanics
Following Ref. [89], the balance equation of the mechanical field, given in equation (2.33) by
neglecting inertial terms, yields a relation between the outer (force power) and the inner (stress
power) mechanical power which is naturally defined in the actual configuration Bt:
dW u = b · vdv + t · vda = −∇ · T · vdv + Tn · vda = T · ∇v︸ ︷︷ ︸
W u
dv , (2.59)
where some manipulations are performed by using (i) the balance equation (2.33), (ii) the definition
of actual stress vector t = Tn, (iii) the symmetry of the Cauchy stress tensor T = T T, which is derived
according to the principle of conservation of angular momentum [133], and (iv) identities of the
tensor calculus. The velocity v ([v] = m s−1) is a spatial field defined as the material time derivative
of the motion v(x, t) = Ûfd = Ûud [133,134,146]. This variable is related to a particular material/spatial
point of the homogenized continuum being x = fd(Xd, t). Further information are neglectable, see,
for example, the definitions of velocity in the theory of porous media [75].
The external power density can be tackled to the reference configuration Bd by using a change of
density for the actual power density, i.e. W ud = JdW
u see equation (2.55). It holds:10
W ud = JdT · ∇v = JdT · ÛFdF−1d = JdTF−Td · ÛFd = Sd · ÛFd , (2.60)
where the identity ∇v = ÛFdF−1d (see Refs. [133, 134]) and the equation (2.11)1 are employed.
2.4.5 Constitutive equations
Suitable constitutive equations of the multiphysics theory are derived according to the dissipation
inequality. The volumetric constraint on Fe, see equation (2.42), is enforced through the introduction
of a Lagrange multiplier p. The latter parameter, i.e. p, represents the reaction to the volumetric
10 The same expression as in equation (2.60) can be found in Refs. [66, 82, 86].
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constraint which maintains the volume change due to the displacement equal to the one due (i) to
water transport, and (ii) to the ion transport [6, 82, 89, 127]. It is useful to introduce a relaxed version
of the free energy density per unit of dry volume Ψ rd (Lagrange function):
Ψ rd = Ψ
φ
d (dd, Fd) + Ψ cd (cd) + Ψwd (Jo,wd) + Ψ ud (Fe, Jo) − p
(
Jd(Fd) − Ĵd(wd, cd)
)
. (2.61)
In this way, the local form of the dissipation inequality (2.43) turns out to be:
D
Dt
Ψ rd ≤ W φd +W cd +W wd +W ud . (2.62)
It is worth noting that p ([p] = N m−2) is the pressure field which is defined per unit of actual area da.
In fact, the pressure p is related to the trace of the Cauchy stress T [133].
The inequality (2.62) is then written by using equations (2.47), (2.49), (2.52), (2.54), (2.56)2, (2.57)2,















































F∗o · ÛFo + jd · ∇µc + hd · ∇µw ≤ 0 .
In the expression (2.63), the following identities are employed [89]:
ÛJo = ∂Jo
∂Fo




= 0 , (2.64)
being Jd = Ĵd in order to fulfill the constraint (2.42).
The material time derivative of Fd is written by using equation (2.7)1 as:
ÛFd = (FeFo)· = ÛFeFo + Fe ÛFo ⇒ ÛFe = ÛFdF−1o − Fe ÛFoF−1o , (2.65)
which can be inserted into the inequality (2.63):

























F∗o · ÛFo + jd · ∇µc + hd · ∇µw ≤ 0 ,
where the symbol s indicates that the terms within the brackets are unchanged with respect to their






·Fe ÛFoF−1o = −F Te
∂Ψ ud
∂Fe
F−To · ÛFo = −F Te
∂Ψ ud
∂Fe





F∗o · ÛFo . (2.67)












= Ψ uo , (2.68)
11 The terms given in equation (2.68) appear in the inequality (2.66) (i) in the first term of the bracket (s) · ÛFd, (ii) in the
second term of the bracket (s)F∗o · ÛFo, and (iii) in the first term of the bracket (s)F∗o · ÛFo.
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where equation (2.45) is employed. Moreover, being Ψ uo a function of Fe, i.e. Ψ uo (Fe), see
equation (2.53)1, then Ŝo is a function of Fe, i.e. Ŝo(Fe).
By using both equations (2.68) into the inequality (2.66), it turns out that:













· ÛFd + . . . (2.69)
©­­­«Ψ
u







ÛFoF−1o Jo + jd · ∇µc + hd · ∇µw ≤ 0 ,
where the terms (i) Ŝd(Fe, Fo) = ŜoF∗o and (ii) Es(Fe) = Ψ uo I− F Te Ŝo are introduced. The latter term,
i.e. Es, is Eshelby tensor [66]. Moreover, in the inequality (2.69), the identity
F∗o · ÛFo = JoF−To · ÛFo = I · ÛFoF−1o Jo . (2.70)
is employed. Finally, it is useful to write the term ÛFoF−1o Jo, appearing in the inequality (2.69), in a
different way. By using the chain rule and the assumption on the volumetric constraint on Fo, see









Ûcdλ2oI = λ′oλ2o ÛcdI , with
∂λo(cd)
∂cd
= λ′o(cd) . (2.71)














+ Fφ − µc + λ′o(cd)λ2o
(























· ÛFd + jd · ∇µc + hd · ∇µw︸                   ︷︷                   ︸
dissipation terms
≤ 0 .
In the end, it is assumed that the dissipation is only associated with the flux of ions jd and the flux of
water hd. As stated by Gurtin et al. [128], the chemical potential can be regarded as the reciprocal of
the absolute temperature in the conventional thermodynamic theory. Dissipation is related to species
transport rather than heat transport.
Following the approach proposed by Coleman and Noll [129], i.e. by collecting homologous terms in
the inequality (2.72), the thermodynamic restrictions on the constitutive equations give the following
admissible relations:












+ Fφ + λ′o(cd)λ2o
(
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In the following, each of the previous expressions is written in explicit form by using the concept of
directional derivatives [134, 146, 147]. In the Appendix A.1, an example of directional derivative is
shown.
Electrostatics
The constitutive equation for the electrical field is defined by the equation (2.73).
According to equation (2.73), only one derivative has to be evaluated, i.e. the derivative of the
electrical reference free energy density Ψ φd with respect to the reference electric displacement dd.
By using equation (2.47), it follows:










F TdFddd ⇒ dd = −εJdC−1d ∇φ , (2.77)
where Cd = F TdFd is the right Cauchy-Green strain tensor related to the deformation gradient Fd, see
equation (2.53)2.
Ion transport
The constitutive equation for the chemical field related to the ion transport is defined by the
equation (2.74). In the following, each term of the equation (2.74) is developed.
The first term depends on the derivative of the reference free energy density related to the ion























The second term depends on the derivative of the volumetric constraint Ĵd, given in equation (2.42),













= 3λ2oλ′o(cd) , (2.79)
being Jo a function of λo which in turn is a function of cd. All in all, it holds Jo(λo(cd)). Moreover,
by using equation (2.38)2 it can be proved that 3λ2oλ′o(cd) = α. In other words, when the particular
form of Fo, given in equation (2.38)2, is used, i.e. when inelastic effects are only related to the ion
transport, the derivative given in equation is equal to the hydrophilicity coefficient.
The fourth term depends on the trace of the Eshelby tensorEs = Ψ uo I−F Te Ŝo. By using equation (2.53),
it follows
I · Es = 3Ψ uo − Ŝo · Fe =
3
2
Go(Fe · Fe − 3) − GoFe · Fe = 12Go(Fe · Fe − 3) , (2.80)




= GoFe . (2.81)
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In equation (2.81), a specific analogy is employed in order to derive the identity Ŝo = GoFe. By using
the chain rule follows that
ÛΨ uo (Fe) =
∂Ψ uo
∂Fe
· ÛFe = Ŝo · ÛFe , and ÛΨ uo (Ce) =
∂Ψ uo
∂Ce
· ÛCe , (2.82)
where
ÛCe = ÛFTe Fe + FTe ÛFe = 2sym (FTe ÛFe) . (2.83)






· 2sym (FTe ÛFe) = 2
∂Ψ uo
∂Ce
· (FTe ÛFe) = 2Fe
∂Ψ uo
∂Ce
· ÛFe . (2.84)
















GoI = GoFe . (2.85)
The fifth term depends on the derivative of the free energy density related to the water transport









(Joh (η(Jo,wd))) = RT
Ω
(










h(η) + Joh′(η) Ωwd(Jo +Ωwd)2
)
,











1 − η − χ = −
1
η2
ln(1 − η) − 1
η
− χ . (2.87)
Setting all the previous terms, see equations (2.78), (2.4.5), (2.80) and (2.86), into the constitutive
equation (2.74), gives the following expression for the chemical potential related the chemical field
due to the ion transport:










Go(Fe · Fe − 3) + 3RT
Ω
(
h(η) + Joh′(η) Ωwd(Jo +Ωwd)2
))
.
Furthermore, it is assumed that




being the mobility tensor for the ion transport Mc positive semi-definite, in such a way to satisfy
the condition jd · ∇µc ≥ 0. Moreover, Dc ([Dc] = m2 s−1) is the diffusivity of the ions [66]. In
Lucantonio et al. [82], it is stated that the mobility tensor can be regarded as a measure of the speed
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of the transport processes.
In the model presented in this thesis, it is assumed that the mobility tensor for the ion transport,
i.e. Mc, is an isotropic tensor with a linear dependence on the mobile ion concentration cd and a
nonlinear dependence on the deformation gradient Fd, as in Ref. [66]. Furthermore, it is assumed
that diffusion remains isotropic during any process.
Please be aware that many other admissible representations of the mobility tensor Mc are currently
available in literature [80–82],
Water transport
The constitutive equation for the chemical field related to the water transport is defined by the
equation (2.75). In the following, each term of the equation (2.75) is developed.
The first term depends on the derivative of the reference free energy density related to the water
transport Ψwd , given in equation (2.52), with respect to the reference water concentration wd.



















= − ΩJo(Jo +Ωwd)2
, (2.90)
and with h′(η) coming from equation (2.87).
The second term depends on the derivative of the volumetric constraint Ĵd, given in equation (2.42),






(Jo +Ωwd) = Ω , (2.91)
Setting all the previous terms, see equations (2.90)1 and (2.91), into the constitutive equation (2.75),
gives the following expression for the chemical potential related the water flux:





+Ωp = −RTη2h′(η) +Ωp . (2.92)
Furthermore, as for the ion flux, it is assumed that




being the mobility tensor for the water transport Mw positive semi-definite, in such a way to satisfy
the condition hd · ∇µw ≥ 0. Moreover, Dw ([Dw] = m2 s−1) is the diffusivity of the water. The
mobility tensor Mw shares the same properties of the mobility tensor for the mobile ion transport Mc .
In fact, the equation (2.93)2 has the same structure of equation (2.89)2.
Mechanics
The constitutive equation for the mechanical field is defined by the equation (2.76). In the following,
each term of the equation (2.76) is developed.
The first term Ŝd = ŜoF∗o is defined in the inequality (2.69). By using equation (2.81), it follows
Ŝd = ŜoF∗o = GoFeF∗o . (2.94)
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The second term depends on the derivative of the Jacobian Jd with respect to the deformation
process Fd. By using the same identity as in equation (2.64)1, it follows:
∂Jd
∂Fd
= F∗d . (2.95)
Finally, the third term depends on the derivative of the reference electrostatic free energy density Ψ φd



























































Please be aware that, in the last step, a change of density from the dry electric displacement dd to the
actual electric displacement d is performed according to equation (2.20). In this way, the Maxwell’s











According to equation (2.11)1, the term TMF∗d represents the reference (the first Piola-Kirchhoff)
Maxwell’s stress tensor which is pulled-back from the current configuration Bt to the reference
configuration Bd. The same expression of TM can be found in Ref. [66].
Setting all the previous terms in equations (2.94), (2.95) and (2.96), into the constitutive equa-
tion (2.76), gives the following expression for the reference stress tensor:
Sd = GoFeF∗o − pF∗d + TMF∗d . (2.98)
In the constitutive equation of the mechanical field, i.e. equation (2.98), the different coupling
terms are capable of describing the different phenomena modeled in the ECHM model. The elastic
contribution, see the first term at the second member of equation (2.98), is affected by the ion
transport through the tensor Fo. Moreover, there are further contributions to the stress induced (i) by
the volumetric constraint related to water and ion transport, and (ii) by the electrical field, see the
second and the third term at the second member of equation (2.98), respectively.
More details concerning the multiphysics coupling terms, present within the constitutive equations of
the ECHM model, are given in Section 2.5.
In the following, balance and constitutive equations of the ECHM model are summarized in order to
have a panoramic and compact view useful for the next chapters.
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Recap
The full electro-chemo-hydro-mechanical (ECHM)model is defined in the dry reference configuration
Bd. The model is formulated by inserting the constitutive equations, i.e. equations (2.77)2, (2.89)1,
(2.93)1, and (2.98) into the balance equations, i.e. equations (2.24)2, (2.28)2, (2.30)2, and (2.34)2,
for each of the four field which are taken into account. An overview of the equations employed in the
full model is given by Tables 2.3 and 2.4.
Table 2.3: Balance equations of the ECHM model in the dry configuration Bd. Suitable initial (ICs) and boundary (BCs)
conditions have to be imposed in order to solve these equations.
balance equations ICs BCs
electrostatics: F(cd − c−d ) = ∇ · dd φ = φ̄ 0 dd · nd = d̄d , φ = φ̄
ion transport: Ûcd = −∇ · jd cd = c̄ 0d jd · nd = j̄d , cd = c̄d
water transport: Ûwd = −∇ · hd wd = w̄ 0d hd · nd = h̄d , wd = w̄d
mechanics: ∇ · Sd = 0 ud = ū 0d Sdnd = s̄d , ud = ūd
Table 2.4: Thermodynamically consistent constitutive equations of the ECHM model in the dry configuration Bd.
constitutive equations
electrostatics: dd = −εJdC−1d ∇φ
ion transport: jd = −Mc∇µc





+ 3pλ2oλ′o(cd) + Fφ + Λ
and Λ = λ′o(cd)λ2o
(
1
2Go(Fe · Fe − 3) + 3RTΩ
(
h(η) + Joh′(η) Ωwd(Jo+Ωwd)2
))
water transport: hd = −Mw∇µw
with µw = −RTJ2o h′(η)(Jo+Ωwd)2 +Ωp
mechanics: Sd = GoFeF∗o − pF∗d + TMF∗d
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2.5 Multiphysics couplings
In the following, interesting considerations are presented for the multiphysics couplings described
in the constitutive equations of the ECHM model. The coupling terms model the effects of one
particular field into another and depend on the expression adopted for the free energy Ψ and for the
external power W . A discussion is presented for each of the investigated fields.
• The constitutive equation of the electrical field, see equation (2.77)2, shows a coupling with
the mechanical field. This coupling is caused by the pull-back of the electrical energy density
from Bt to Bd, see equations (2.73) and (2.47). When the mechanical field is neglected, then
Fd = I, with Jd = 1 and C−1d = I. Therefore, equation (2.77)2 reduces to the classic electrical
constitutive Maxwell’s equation, as the one given in Refs. [67, 111].
• The constitutive equation of the chemical field related to the ion transport, see equations (2.88)
and (2.89)1, shows a coupling with the electrical field, with the chemical field related to the
water transport, and with the mechanical field. In the mobility tensor Mc , see equation (2.89)2,
the effects of the mechanical field are taken into account through the term C−1d . The first
term in equation (2.88) is related to the diffusive transport of ions [5]. The second term
in equation (2.88) depends (i) on the particular form of λo (ion transport), and (ii) on the
volumetric constraint through the pressure p, which is related to the water transport, ion
transport and mechanics. The third term in equation (2.88) is the coupling with the electrical
field (migrative term) [5]. The fourth term in equation (2.88) shows a coupling with the ion
transport and the mechanics. This term equals zero when the mechanics is neglected. In fact,
when the mechanical effects are not taken into account, it holds Fe = I and Fe · Fe − 3 = 0.
Finally, the fifth term in equation (2.88) shows a coupling with the ion transport and the water
transport, which is related to the mixing component of the Flory-Rehner energy density.
• The constitutive equation of the chemical field related to the water transport, see equations (2.92)
and (2.93)1, shows a coupling with the mechanical field and with the chemical field related
to the ion transport. As for the ion transport, the mobility tensor Mw , see equation (2.93)2,
shows a coupling with the mechanical field through the term C−1d . The first term in equation
(2.92) takes into account the effects of the water transport itself (mixing component of the
Flory-Rehner free energy density), while Jo takes into account the effects of the ion transport.
The second term in equation (2.92) takes into account the volumetric constraint through the
pressure p. In other words, the second term shows a coupling among water transport, ion
transport and mechanics.
• The constitutive equation of the mechanical field, see equation (2.98), shows a coupling with
the electrical field, with the chemical field related to both the ion transport and the water
transport. The first term in equation (2.98) shows the coupling with the ion transport through
the tensor F∗o which is related to the ion concentration cd. When the ion transport is neglected
Fo = I and Bd ≡ Bo. Therefore, Fd = FeFo = Fe. In this way, the first term in equation (2.98)
reduces to GdFd, that is the classic elastic term of the reference stress as is given in Ref. [6].
Please be aware that Gd is calculated per unit dry area. The second term in equation (2.98)
takes into account the volumetric constraint through the pressure p, i.e. the second term is
a coupling among water transport, ion transport and mechanics. Finally, the third term in
equation (2.98) shows a coupling with the electrical field through the Maxwell’s stress TM.
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2.6 Reduced models
In the following parts of this thesis, the ECHM model is not completely solved, but rather three
reduced models are formulated and solved analytically and numerically (FEM). The reduced models
can be derived from the ECHM model and aim at investigating specific aspects of smart polymer
applications in relation to the different involved fields. In particular, the investigated models are:
• the electro-chemical (EC) model [1, 3] given in Chapter 3,
• the electro-chemo-mechanical (ECM) model [2] given in Chapter 4, and
• the hydro-mechanical (HM) model [4] given in Chapter 5.
The reduced models take into account only part (two or maximum three) of the four fields introduced
in Section 2.1 for the ECHM model. The term “reduced” stands for the possibility to define these
models by neglecting and/or by properly modifying some fields of the full ECHM model.
Each of the reduced models is able to describe the behavior of a particular problem and/or application
concerning smart polymers, see Figure 2.3.
FUEL CELL BUS
H2O


















Figure 2.3: Applications investigated by using the reduced models. The EC model is employed to investigate the chemical
reactions occurring at the interface between the polymeric membrane and the electrode in an electrochemical
cell like a rechargeable battery. The ECM model is employed to investigate the behavior of a single polymeric
membrane within a fuel cell stack. In fact, fuel cells are usually employed in transportation vehicles with
a stack configuration in order to maximize the output voltage. The HM model is employed to investigate
the behavior of a constrained polymer gel when the chemical potential of the surrounding environment is
modified, that is when the gel absorbs or releases water.
In particular,
• the EC model is used to investigate the chemical reactions occurring at the electrode-membrane
interface of an electrochemical cell, namely a galvanic and/or an electrolytic cell, as for example
a rechargeable battery, see Figure 2.3 (left),
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• the ECM model is used to investigate the space and time evolution of the main electro-chemo-
mechanical variables of a single polymer thin layer within a stack of membranes (typical fuel
cell configuration), see Figure 2.3 (center), and
• the HM model is used to investigate the stretch and stress field of a hydrated polymer gel which
can be employed as actuators and/or sensors, see Figure 2.3 (right).
Both, numerical and analytical solutions of the reduced models are performed. The EC model is
only solved numerically for two different geometries (parallelepiped and hollow cylinder) within
a finite element method (FEM) framework. Analytical solutions are carried out for the ECM and
the HM model in order (i) to compare the results of the performed numerical simulations, as for
the ECM model, and (ii) to define a compact formulation which can give a rapid insight to improve
the design of smart polymer actuators, as for the HM model. Usually, it is hard to perform an
experimental investigations on smart polymer applications. In fact, these devices have thicknesses
which range from tens to hundreds micrometers. Therefore, the definition of theoretical models, as
well as analytical and numerical analyses, are useful tools to enable a better understanding of systems
made of polymeric thin films.
In the next chapters, numerical simulations, analytical formulations and the related results, are
presented in order to emphasize the potentialities of the full ECHM model. The three different
reduced models, here introduced, aim at (i) describing the behavior of a particular problem, and
(ii) collecting important information concerning the influence of different parameters and variables
on the numerical simulations. Many other benchmarks/testcases still have to be proved in order to
set all the numerical issues which can arise from the complete numerical simulation of the ECHM
model. However, it should be pointed out that the reduced models are capable of well predicting the
behavior of the specific problems taken into account despite their simplified assumptions. For more
complicated problems, the ECHM model can give results with a higher level of accuracy. Table 2.5
highlights the features (involved fields, space and time evolution, methods and applications) of the
reduced models.
Table 2.5: Features of the reduced models: the electro-chemical (EC), the electro-chemo-mechanical (ECM), and the
hydro-mechanical (HM) model.
EC model ECM model HM model
involved fields electrical electrical –
– – chemical (water)
chemical (ion) chemical (ion) –
– mechanical mechanical
space evolution 3D and 2D 3D and 1D 3D and 1D
time evolution time-dependent – time-dependent
– steady-state steady-state
methods numerical numerical and analytical semi-analytical




In this chapter, the reduced electro-chemical (EC) model is presented in order to investigate the
chemical reactions occurring at the electrode-membrane interface of an electrochemical cell.
In the last decades, particular attention has been given to devices which employ polymeric thin
films. For example, thin polymeric membranes made of Nafion® are widely used in electrochemical
cells, especially in micro-batteries and proton exchange membrane fuel cells (PEMFCs). These
devices provide an efficient and pristine mechanism to convert chemical energy into electrical energy
preventing serious environmental issues, such as climate changes and ozone layer depletion. In
fact, fuel cell vehicles guarantee reduced carbon dioxide emissions with respect to fossil-fuel-based
vehicles [19, 148].
The core of an electrochemical cell is made of a polymeric film sandwiched between porous electrodes.
By applying an external stimulus, e.g. a given input voltage (potentiostatic regime), chemical redox
reactions and charge accumulation (polarization effects) occur at the electrode-membrane interface.
The chemical reactions can either locally produce or consume ions, determining an inward or outward
flux. Thereby, the mobile cations within the Nafion® membrane move toward the electrode with
negative polarity through a diffusion-migration transport process, the concentration profile changes
in time and an electric field arises, until steady-state conditions are achieved.
The aforementioned working principle is modeled by using (i) the chemical field related to the ion
transport, and (ii) the electrical field. Moreover, suitable boundary conditions take into account the
boundary phenomena: i.e. (i) the chemical reactions, and (ii) the polarization effects. Two different
geometries are investigated: i.e. (i) a parallelepiped membrane sandwiched between electrodes,
labeled as P and (ii) a hollow cylinder membrane sandwiched between electrodes, labeled as C, see
Figure 3.1.
The investigated configurations are typically used for fuel cell applications [149–151]. In the EC
model, the electrostatics and the chemistry due to the ion transport are taken into account, while the
mechanics and the chemistry due to the water transport (i.e. hydration) are neglected, see Table 3.1.
When the mechanical field is neglected, the evolution from the referenceBd to the actual configuration
Bt admits no volume changes, i.e. it is not possible to distinguish between Bd and Bt. Therefore,
a general configuration B is introduced, being B ≡ Bd ≡ Bt and B = {P,C}. This configuration
identifies the polymeric membrane for each of the investigated geometries: P and C.
As stated before, the difference between a material (Lagrangian) and a spatial (Eulerian) description
of a certain field variable is left to the reader through the observation of the variable dependency on a
material or a space point, respectively. In particular, in the EC model is not possible to distinguish
between material and spatial description. Therefore, a general coordinate x ∈ B is employed. More
details concerning the EC model are given in the work of Rossi et al. [1] where a 1D formulation is
derived, and in the work of Rossi and Wallmersperger [3] where the one-dimensional concepts are
extended to a 3D context.
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parallelepiped P
cylinder C

























Figure 3.1: Representation of the two different geometries investigated with the EC model: parallelepiped P and hollow
cylinder C, with B = {P,C}. The coordinate systems and the geometric dimensions of each configuration are
shown. The magnification of the cross-sections (red areas within the 3D sketch) highlights the boundaries of
the configurations: the free boundary ∂BF = {∂PF, ∂CF} (dotted magenta line), and the electrode-membrane
interface ∂BE = {∂PE, ∂CE} (dashed green line). For symmetry reasons, the boundary ∂CF is not shown in the
cross-section of C. The electrode-membrane interface is further classified in an upper/outer boundary ∂BE1,
and a lower/inner boundary ∂BE2.
Table 3.1: Fields involved in the configuration B of the EC model. The symbol 6 indicates the fields which are fully
described through balance and constitutive equations. When the mechanical field is neglected Fd = I and








The present chapter is organized as follows: in Section 3.1, the EC model is derived starting from
the full ECHM model. Initial and boundary conditions are given in accordance with the particular
configuration and problem under investigation. In Section 3.2, the properties of the performed
numerical simulations are presented together with the main settings of the finite element method and
the parameters of the model. In Section 3.3, the results of the numerical simulations are presented
and discussed. Conclusions are drawn in Section 3.4.
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3.1 Field equations, initial and boundary conditions
3.1.1 Field equations: EC model (Bd → Bt)
The EC model can be attained by reducing the full ECHM model. The derived system consists of two
equations which are related to the two fields taken into account: (i) electrostatics, and (ii) chemistry
(ion transport). The mechanical and the chemical field related to the water transport are neglected,
and their respective rows in Tables 2.3 and 2.4 vanish. The balance equations of the electrostatics and
of the ion transport remain unchanged with respect to the ones given in Table 2.3. In fact, the balance
equation of a particular field is not influenced by the other fields. The neglected fields influence the
coupling terms of the constitutive equations, i.e. the first and the second row of Table 2.4.
As mentioned before, the constitutive equation of the electrical field (2.77)2 is only coupled with the
mechanical field. When the mechanical field is not taken into account, there are no volume changes
between the reference and the actual configuration, i.e. dVd = dv, being Fd = I, Jd = 1 and C−1d = I.
It holds:
dd = −εJdC−1d ∇φ ⇒ dd = −ε∇φ . (3.1)









The chemical potential related to the ion transport, see equation (2.88), becomes





+ Fφ , (3.3)
where in absence of deformations and by neglecting the effects of the solvent transport: Fo = I,
λo = 1, p = 0, Fe = I, Fe · Fe = 3. Moreover, h(η) is not defined being η = 1, see equation (2.51)2.
An overview of the equations employed in the EC model is given in Tables 3.2 and 3.3. As stated
before, when the mechanical field is neglected only one configuration B is required to describe the
problem. It is not necessary to define different variables for the states Bd and Bt. Therefore, in
order to have a compact notation, the subscript letter (which, in the full model, identifies the specific
configuration where the density is calculated) is removed. Hence: cd = c, dd = d and so on.
Table 3.2: Balance equations of the EC model in the configuration B. Suitable initial (ICs) and boundary (BCs) conditions
have to be imposed in order to solve these equations.
balance equations ICs BCs
electrostatics: F(c − c−) = ∇ · d φ = φ̄ 0 d · n = d̄ , φ = φ̄
ion transport: Ûc = −∇ · j c = c̄ 0 j · n = j̄ , c = c̄
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Table 3.3: Thermodynamically consistent constitutive equations of the EC model in the configuration B.
constitutive equations
electrostatics: d = −ε∇φ









By inserting the constitutive equations in Table 3.3 within the balance equations in Table 3.2, the
classic Poisson-Nernst-Planck (PNP) model is formulated:
∇2φ = F
ε







where a diffusive and a migrative term (driving forces of the ion flux) can be recognized in
equation (3.4)2. The diffusion term is related to the concentration gradient ∇c, while the migration
term is related to the electric potential gradient ∇φ. This latter, i.e. the migration term, couples
the electrical field and the chemical field. In equations (3.4) the electroneutrality condition is not
assumed a priori, but the PNP model self-fulfills this condition.
The PNP formulation is well known in literature for describing the behavior of electrochemical
cells [3,94,97]. Beyond electrochemical cells, the PNPmodel is also employed to describe the behavior
of all that kinds of systems which show an electro-chemical coupling: e.g. hydrogels [7, 53, 75, 111],
conducting polymers [102,152], ionic polymer metal composites [67,103,104], ionic channels in
biological membranes [107], nanofluidic diodes and bipolar transistors [124].
The equations (3.4) define the EC model and consist of a set of fully-coupled nonlinear partial
differential equations (PDEs) in space and time. The electro-chemical state of the configuration B
is described by two degrees of freedom (DoFs): c(x, t) and φ(x, t), with x ∈ B (material or spatial
description).
A set of initial conditions, as well as suitable Neumann and/or Dirichlet boundary conditions, have to
be imposed in order to solve the particular problem under investigation (potentiostatic regime). In
the following subsections, initial and boundary conditions are presented.
3.1.2 Initial conditions
It is assumed that the initial concentration of the mobile positive ions c(x, 0) is constant in space in
the whole domain B, and is equal to the concentration of the bound negative ions c−. Therefore,
the membrane fulfills the electroneutrality condition at t = 0 s. Furthermore, the initial electric
potential φ(x, 0) is constant in the whole B. These assumptions hold for both the investigated
configurations, i.e. P and C. It holds:
c(x, 0) = c̄ 0 = c− and φ(x, 0) = φ̄ 0 in B . (3.5)
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3.1.3 Boundary conditions: polarization effects and chemical reactions
The confines of the membrane B are divided in two classes: (i) the free boundary ∂BF = {∂PF, ∂CF},
and (ii) the interface between the electrode and the membrane ∂BE = {∂PE, ∂CE}, where ∂B =
∂BF ∪ ∂BE. The latter, i.e. ∂BE, is further classified in (i) an upper/outer boundary ∂BE1, and
(ii) a lower/inner boundary ∂BE2, see Figure 3.1. A Cartesian coordinate system (0, x, y, z) is
employed for P, while a cylindrical coordinate system (0, x, θ, r) is introduced for C, where r̂
indicates a radial coordinate starting from the inner boundary membrane of the cylinder ∂CE2. Charge
accumulation, i.e. polarization effects, takes place in a nanoscopic layer between the electrode and

































































flux in/out: j(xE1, t)
n
Figure 3.2: A qualitative magnification of the investigated sandwiched membrane shows the formation of Stern layers
(conveniently scaled) due to polarization effects. An electric double layer structure arises at each electrode-
membrane interface. The charge separation occurring at the boundaries ∂BE1 and ∂BE2 is similar to that of
capacitors. The Stern layers (dotted areas) are parts of the membrane, but are not included in the computational
domainB (bulk violet) together with the electrodes (bulk orange). The black solid line identifies an approximate
space evolution of the electric potential. It is assumed that the electric potential has a linear trend within the
Stern layer from the metal electrode, φM1 or φM2, to the boundaries of the computational domain, φ(xE1, t) or
φ(xE2, t), respectively. The painted arrows show that an inward (green arrow) or an outward (red arrow) flux
can arise at the reaction planes ∂BE1 and ∂BE2 (dashed green lines).
The modeling of the Stern layer is important especially for micro-electrochemical systems [93],
such as the one described in this chapter. The phenomena occurring (i) at the electrode surface
(chemical reactions), and (ii) within the Stern layer (charge accumulation), completely define the
boundary conditions for the potentiostatic problem. It is worth noting that the electrode-membrane
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interface ∂BE does not correspond to the real contact area between electrode and membrane, but
rather is the area under the influence of the electrode where the chemical reactions take place and
where the BCs for the chemical and the electrical field are defined. As in Refs. [1, 3, 94, 153, 154], it
is assumed that the thickness of the Stern layer LS ([LS] = m) is a certain fraction of the membrane
thickness L, with L = Lz = Lr . The parameter LS can also be evaluated by using the length of the
diffusive layer LD (Debye-Hückel screening length) [155].
As explained in the following, the boundary conditions for the electrical field are related to the Stern
layer assumptions on ∂BE and to the zero electric flux condition on ∂BF.
The electric potential at the metal electrodes is named as φM2 and φM1 ([φM1] = [φM2] = V), where
φM2 is the lower/inner metal electrode potential and φM1 is the upper/outer metal electrode potential.
These variables are input parameters when a potentiostatic regime is considered as for the EC model.
The Stern layer is modeled as a uniform dielectric film, therefore it follows that (i) the normal
component of the electric field to a given facet is constant in space within the layer, and, as a
consequence, (ii) the electric potential varies linearly along the normal direction within this region,
see Figure 3.2. According to Ref. [1], it holds:
φ(xE1, t) = φM1 − LS ∂φ(xE1, t)
∂n
on ∂BE1 , (3.6)
and
φ(xE2, t) = φM2 + LS ∂φ(xE2, t)
∂n
on ∂BE2 , (3.7)
where xE1 ∈ ∂BE1, xE2 ∈ ∂BE2, and where n is the oriented normal vector to a given facet of ∂B
with n the related coordinate spanning in that direction.
On the free boundary ∂BF, the electric field is set to zero:
d(xF, t) · n = −ε∇φ(xF, t) · n = 0 on ∂BF , (3.8)
where xF ∈ ∂BF.1 Equations (3.6) and (3.7) represent a set of Robin BCs for the state variable φ,
while equation (3.8) is a set of Neumann BCs.2
As explained in the following, the boundary conditions for the chemical field are related to the
electrochemical kinetics assumptions on ∂BE, and to the zero chemical flux condition on ∂BF.
The electrochemical kinetics allows to characterize the properties of the chemical reactions, as for
example the rate at which the reactions generate or consume ions. Therefore, the electrochemical
kinetics describes the boundary fluxes at the reactions surfaces ∂BE1 and ∂BE2. As in Refs. [1, 93–
97,153,154], the electrochemical kinetics is described through the Frumkin-Butler-Volmer (FBV)
formulation. The FBV approach extends the concepts of the Butler-Volmer (BV) formulation [98–101,
156] when polarization effects are taken into account. An extensive overview about the differences
between the FBV and the BV model is given in the work of Rossi et al. [1].
At the upper/outer reaction surface ∂BE1, the FBV equation is given by:





















1 The vector n depends on the same point and instant in time of the related variable, e.g. n(xF, t) in equation (3.8).
2 A Robin BC merges a Neumann and a Dirichlet BC, i.e. there is a relation between the state variable and its derivative.
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At the lower/inner reaction surface ∂BE2, the FBV equation is given by:





















The parameters ∆φS(xE1, t) = φM1 − φ(xE1, t) and ∆φS(xE2, t) = φM2 − φ(xE2, t) represent the electric
potential difference between the metal electrodes and the reaction surfaces at ∂BE1 and ∂BE2,
respectively. In equations (3.9) and (3.10), the parameters αox and αre ([αox] = [αre] = −) represent
the dimensionless oxidation and reduction transfer coefficients, respectively. Moreover, the term
Ne ([Ne] = −) is the number of electrons involved in the redox reaction. Finally, the parameters
Θox,E1 and Θre,E1 are the dimensionless rate constants at ∂BE1 ([Θox,E1] = [Θre,E1] = −), while, the
parameters Θox,E2 and Θre,E2 are the dimensionless rate constants at ∂BE2 ([Θox,E2] = [Θre,E2] = −).
On the free boundary ∂BF, the chemical flux is set to zero:
j(xF, t) · n = 0 on ∂BF . (3.11)
Equations (3.9), (3.10), and (3.11) represent a set of Neumann BCs for the state variable c.
3.2 Properties of the numerical simulations
In this section, the properties, the settings and the parameters of the EC model are presented.
The commercial tool COMSOL Multiphysics is employed to carry out the numerical simulations
of the EC model under potentiostatic conditions (imposed voltage) for each of the investigated
configuration.3 The space and time discretization are realized by using the FEM approach and the
implicit Euler-backward algorithm, respectively. Finally, the Newton-Raphson iteration scheme is
used to solve the nonlinear system of algebraic equations obtained by using the FEM approach.
The space discretization for the parallelepiped P is carried out by using 10 elements constantly
distributed along the x–direction and 2 elements constantly distributed along the y–direction. Along
the z–direction, 100 elements are employed with a logarithmic distribution [103]. A logarithmic
mesh refinement is required to properly describe the large gradients which develop along the
normal direction to a given facet at the electrode-membrane interface. An element ratio (ratio
between the largest and smallest element) of 942 gives an accurate number of elements near the
electrode-membrane interface.
The space discretization for the hollow cylinder C is realized by using 1 element along the x–direction
and 60 elements constantly distributed along the θ–direction. Along the r̂–direction, 120 elements
are employed with a logarithmic distribution and an element ratio of 27.5. In order (i) to reduce
the computational cost, and (ii) to well predict the results of the derivatives of the electro-chemical
state variables (i.e. electric field e and ion flux j), 2D simulations are performed by exploiting the
3 The “Weak Form PDE” package is employed to implement the weak form of the balance equations of the EC model.
The convergence is guaranteed by adaptive time steps.
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rotational symmetric geometry [3]. Anyway, 3D simulations have been tested on a coarse mesh.
The geometric and the material parameters, as well as the initial conditions and the input values, are
summarized in Tables 3.4 – 3.6. Please be aware that the same parameters and the same working
conditions are used for both configurations, i.e. P and C. In this way, the results can be compared in
a consistent way.
All the parameters employed in the following numerical simulations of the EC model are taken
from the works already published in literature concerning electro-chemical models for Nafion®
membranes. The thickness of the membrane has the same order of magnitude as for the Nafion®
membranes employed either in (i) IPMCs [66, 67, 103, 157] or in (ii) PEMFCs [158–161].
The relative permittivity of the polymer εr is assumed as in Refs. [66, 67, 103]. As explained
in Wallmersperger et al. [157], the value adopted for εr is affected by the requirement to match
experimental investigations on Nafion®-based membrane devices. The artificial choice of εr is due
to the capability of the electrode to accumulate more charges than the ones predicted by using more
physically-based values of εr. In fact, the manufacturing process (vapor deposition) determines a
higher surface area of the electrodes than the geometric one [11, 162].
The applied voltage is positive at the outer electrode (φM1 = 0.4 V) and equals zero at the inner
electrode (φM2 = 0 V). In this way, a qualitative comparison with the results proposed in the work
of Biesheuvel et al. [94] can be performed. It is worth noting that the electro-chemical behavior
in potentiostatic conditions is only affected by the difference in voltage between the electrodes.
Therefore, the same behavior would be observed by using a positive and a negative voltage, as for
example φM1 = 0.2 V and φM2 = −0.2 V.
Finally, it is assumed that c− = c̄ 0 = const., i.e. the membrane is electroneutral at t = 0 s.
Table 3.4: Geometric parameters employed in the EC model.
parameter value unit reference
Lx 0.017 m [66, 67]
Ly 0.002 m [66, 67]
La 0.0017 m –
L = Lz = Lr 1.75 · 10−4 m [66, 67, 160, 161]
LS 0.03 · Lz = 0.03 · Lr m [94]
Table 3.5: Material parameters employed in the EC model.
parameter value unit reference
εr 2 · 109 – [66, 67, 103]
c− 1200 mol m−3 [159]
T 343.15 K [159]
Dc 4.5 · 10−9 m2 s−1 [159]
Ne 1 – [94]
αox = αre 0.5 – [94]
Θox,E1 0.5 – [94]
Θox,E2 2 – [94]
Θre,E1 = Θre,E2 1 – [94]
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Table 3.6: Initial conditions and input values employed in the EC model.
parameter value unit reference
φM1 0.4 V –
φM2 0 V –
φ̄ 0 0 V –
c̄ 0 1200 mol m−3 [159]
3.3 Results and discussions
In this section, the results of the performed 3D numerical simulations are shown and analysed for
the main electro-chemical variables of the EC model: (i) the dimensionless mobile ion concentra-
tion c(x, t)/c−, (ii) the dimensionless electric potential φ(x, t)/φM1, and (iii) the dimensionless normal
component of the ion flux jn(x, t)/ jref in the thickness direction, with jref = 0.238 mol s−1 m−2.
It is worth noting that the normal component of the flux is jn(x, t) = jz(x, t) for the parallelepiped P,
and jn(x, t) = jr (x, t) for the hollow cylinder C. This latter, i.e. jr (x, t), can be written in Cartesian
components as follows:
jr (x, t) = jy(y, z, t) · cos θ(y, z) + jz(y, z, t) · sin θ(y, z) . (3.12)
where θ is defined in accordance with Figure 3.1.
The results are presented in space (fixed at an instant in time) by referring (i) to the cross-sections of
the 3D geometries, see the red sections in Figure 3.1, and (ii) to the normal direction in the membrane
thickness, i.e. the z–direction for P and the r̂–direction for C.
The results are presented in time (fixed at a point in space) by considering five significant dimensionless
instants in time t/tmax, with tmax = 0.1 s, see Table 3.7.
Table 3.7: Instants in time employed in the EC model. Each dimensionless instant in time is related to a certain value of
the input voltage φM1 (Heaviside step function).






Figures 3.3 show the 2D space distribution of the main dimensionless electro-chemical variables for
the cross-sections (yz–planes) of the parallelepiped P (left column) and the hollow cylinder C (right
column). Steady-state conditions tE = 1 are taken into account.
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Figures 3.4 show the space evolution of the main dimensionless electro-chemical variables for the
different instants in time given in Table 3.7. The time-dependent 1D profiles span in the normal
direction of the membrane thickness.
Figures 3.5 show the time evolution of the dimensionless concentration and of the dimensionless normal
component of the total flux at the electrode-membrane boundaries, i.e. at the upper x = xE1 ∈ ∂BE1
and at the lower x = xE2 ∈ ∂BE2 boundary.
It is worth noting that the dimensionless local flux for P is equal to the dimensionless total flux,
whereas the dimensionless total flux for C is derived by weighting the local flux with the arc length
per unit angle θ̂:4
jn(x, t) · θ̂r(x)
jreftot
, with jreftot = 2.6 · 10−6 mol s−1 m−1 and θ̂ = 1deg . (3.13)
3.3.1 Mobile ion concentration
Figures 3.3 (A – B) show the distribution of c(x, t)/c− in the cross-sections (yz–planes) of P and C, in
steady-state conditions t = tE · tmax. The behavior of each configuration is similar: large concentration
gradients (red and blue color) develop in very small areas, called boundary layers, at the electrode-
membrane interfaces, while the concentration remains as the initial value in the wider bulk region,
i.e. c(x, tE · tmax) = c− (gray color). The concentration increases (blue color) near the electrode
with negative polarity, namely the electrode near the inner interface ∂BE2, where positive ions are
attracted. The concentration decreases (red color) near the electrode with positive polarity, namely
the electrode near the outer interface ∂BE1, where positive ions are depleted.
Figures 3.4 (A – B) show the profiles of c(x, t)/c− in the normal direction of the membrane thickness
by considering different instants in time. The previous observations, made on the steady-state 2D
distribution, are also valid for the steady-state profile at tE = 1 (solid line with circle markers).
Furthermore, the steady-state profile at tE = 1 shows an asymmetric behavior with respect to the
centerline (z/L = 0.5 for P and r̂/L = 0.5 for C).
During the transient behavior (tB ≤ t/tmax < tE): (i) the boundary layers increase their thicknesses,
(ii) the boundary concentrations c(xE, t) change their values with respect to the equilibrium condition,
and (iii) the bulk concentration does not change (see the large plateau around the centerline). It is
useful to observe that the growth in time of (i) the boundary layer thicknesses, and of (ii) the boundary
concentrations, is not symmetric with respect to the centerline. In fact, in steady-state conditions,
a larger boundary layer and a larger change of the concentration is observed at the interface ∂BE1
with respect to ∂BE2, with |c(xE1, tE · tmax) − c− | > |c(xE2, tE · tmax) − c− |. Moreover, the arrows
emphasize the direction of the time evolution starting from the initial equilibrium condition profile
c(x, 0) = c− (loosely dotted line with square markers).
Figures 3.5 (A – B) show the time evolution of c(x, t)/c− at the electrode-membrane interfaces,
namely the outer interface x = xE1 ∈ ∂BE1 (dashed line) and the inner interface x = xE2 ∈ ∂BE2
(solid line), for both configurations, P and C. The increase and the depletion of the ion concentration
at each interface is in accordance with the aforementioned analysis. Three-dimensional effects
4 The arc length per unit angle θ̂r(x) is the portion of the circumference under a unit angle (of 1 deg) and is only
dependent on the radius r(x). Different values of θ̂ can be employed for evaluating the total flux.
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are observed in the hollow cylinder configuration due to the fact that gradients arise in the z– and
y–direction for C, while only in the z–direction for P. Therefore, at the times tD and tE, different
values of concentrations are observed between the two investigated configurations.
Furthermore, it is worth noting that a peak arises for tD at the inner interface ∂BE2 (solid line). This
effect is due to the time-dependent chemical reactions at ∂BE2 given in equation (3.10). In fact,
equation (3.10) is not trivial to analyse due to coupling between the electrical and the chemical field.
The peak has a different value for P and for C due to three-dimensional effects. A smoother behavior
is observed for the interfacial concentration at the outer interface ∂BE1 (dashed line).
3.3.2 Electric potential
Figures 3.3 (C – D) show the distribution of φ(x, t)/φM1 in the cross-sections (yz–planes) of P and C,
in steady-state conditions t = tE · tmax. The behavior of each configuration is similar: an asymmetric
and quasi-linear trend is observed along the membrane thickness direction from φ(x, t)/φM1 ≈ 0 (red
color) at x = xE2 ∈ ∂BE2 to φ(x, t)/φM1 ≈ 1 (blue color) at x = xE1 ∈ ∂BE1.5
Figures 3.4 (C – D) show the profiles of φ(x, t)/φM1 in the normal direction of the membrane thickness
by considering different instants in time. The previous observations, made on the steady-state 2D
distribution, are also valid for the steady-state profile at tE = 1 (solid line with circle markers).
However, for tB = 0.01 (densely dotted line with triangle markers) the trend of the potential is linear
and symmetric with respect to the centerline (z/L = 0.5 for P and r̂/L = 0.5 for C). By increasing
the time until steady-state conditions are reached (tB ≤ t/tmax < tE), the trend becomes progressively
asymmetric, while a nonlinear behavior arises at the boundary layers, i.e. large values of the electric
field are observed near the boundaries ∂BE1 and ∂BE2. Moreover, it is useful to observe that the red
areas are larger than the blue areas in Figures 3.3 (C – D).
The behavior of the electric potential is influenced by the concentration in accordance with
equation (3.4)1, which shows the coupling between the state variables of the EC model, i.e. φ and c.
Therefore, as shown in Figures 3.4 (A – B), the presence of large interfacial concentration gradients
determines likewise large interfacial electric potential gradients.
The space evolution of the electric potential within the Stern layer (the area between the metal
electrode and the reaction plane) can be extrapolated in accordance with the assumption of constant
electric field within this region, i.e. a linear behavior of the electric potential, see equations (3.6)
and (3.7). The Stern layer is located outside the computational domain (0 ≤ z/L ≤ 1 for P and
0 ≤ r̂/L ≤ 1 for C). It is worth noting that the jump of the electric potential within the Stern layer
increases with the time. Consequently, the value of φ(xE1, t)/φM1 and φ(xE2, t)/φM1 become smaller
and larger in time, respectively.
3.3.3 Mobile ion flux
Figures 3.3 (E – F) show the distribution of jn(x, t)/ jref in the cross-sections (yz–planes) of P and C,
in steady-state conditions t = tE · tmax. Despite the previous cases, the normal component of the
5 The quasi-linear trend of the steady-state potential can be clearly observed in Figures 3.4 (C – D).
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local flux shows a different behavior between the two investigated configurations. This is due to the
three-dimensional effects which arise in C.
For P, the flux is constant at steady-state conditions in the whole membrane jz(x, tE · tmax)/ jref = −1
(gray color), i.e. the same amount of ions enters and leaves the membrane determining an equilibrium
state.
For C, the flux shows a quasi-linear behavior along the membrane thickness direction from
jr (xE2, tE · tmax)/ jref < −1 (light red color), around the inner boundary BE2, to jr (xE1, tE · tmax)/ jref >
−1 (light blue color), around the outer boundary BE1. In this case, the membrane does not reach a
local equilibrium state due to the different area of the reaction surfaces (outer and inner circle of
the hollow cylinder). The absolute value of the flux at xE1 is lower (light blue color) than the flux
at xE2 (light red color) because the reaction surface at ∂BE1 (external/outer surface) is larger than
the reaction surface at ∂BE2 (internal/inner surface). However, as shown in the following, a total
equilibrium is reached when the total flux is investigated.
Figures 3.4 (E – F) show the profiles of jn(x, t)/ jref in the normal direction of the membrane thickness
by considering different instants in time. The previous observations, made on the steady-state 2D
distribution, are also valid for the steady-state profile at tE = 1 (solid line with circle markers) for
both, P and C.
It is useful to observe that, for each instant in time and for each configuration, large flux gradients are
shown at the boundary layers as for the previously discussed electro-chemical state variables and
in accordance with equation (3.4)2.6 The gradients disappear at steady-state, where the diffusive
and the migrative effect compensate each others. In the bulk region, the local flux always shows a
constant behavior for P and a linear behavior for C, even for steady-state conditions.
Immediately after the application of the boundary conditions, i.e. for tB = 0.01, the flux becomes
large in the bulk region and then decreases in time. In other words, within the membrane, ions are
transported with a lower speed in time. At the electrode-membrane interfaces the opposite behavior
is observed, i.e. ions enters and leaves the membrane with a larger speed in time.
Figures 3.5 (C – D) show the time evolution of the total flux at the electrode-membrane interfaces,
namely the outer interface x = xE1 ∈ ∂BE1 (dashed line) and the inner interface x = xE2 ∈ ∂BE2 (solid
line). As also stated before, for P the dimensionless local flux corresponds to the dimensionless total
flux jn(xE, t)/ jref, whereas for C the dimensionless total flux is given by the equation (3.13). This
formula is introduced in order to verify that the hollow cylinder reaches an equilibrium at steady-state,
i.e. the same amount of ions enters and leaves the membrane: jn(xE1, tE · tmax)/ jreftot · θ̂r(xE1) =
jn(xE2, tE · tmax)/ jreftot · θ̂r(xE2).
In steady-state conditions and for both the configurations, the flux has a negative value. Therefore,
according to the normal direction of n, the chemical reaction produces ions at ∂BE1 while consumes
ions at ∂BE2, i.e. the ions are transported from ∂BE1 toward ∂BE2.
Before the equilibrium is reached at tE, both the configurations show a transient behavior with
different values of the interfacial total flux according to the different expressions of the FBV equation
at the outer and inner interface, see equations (3.9) and (3.10), respectively. These formulas clearly
show that the trend of the interfacial flux is strongly coupled to both the electro-chemical variables,
namely the concentration and the electric potential. As expected, a peak of the interfacial (total) flux
is observed for the same instant in time as for the concentration, namely for the time tD.
6 The driving forces of the ion flux are the diffusive and the migrative terms which are related to the concentration
gradient ∇c and to the electric potential gradient ∇φ, respectively.
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Figure 3.3: (A – B) Steady-state (t = tE · tmax) 2D distribution of the dimensionless mobile ion concentration c(x, t)/c− for
P (left) and C (right). (C – D) Steady-state 2D distribution of the dimensionless electric potential φ(x, t)/φM1
for P (left) and C (right). (E – F) Steady-state 2D distribution of the dimensionless normal component of the
ion flux jn(x, t)/ jref for P (left) and C (right). The dashed lines identify the membrane thickness direction
(P: n = z, C: n = r̂). The electrode-membrane interfaces, i.e. xE1 ∈ ∂BE1 and xE2 ∈ ∂BE2, are shown. Only
a quarter of the hollow cylinder is presented due to the axial symmetry.
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Figure 3.4: (A – B) Space evolution of the dimensionless mobile ion concentration for P (left), with c(z, t)/c−, and
for C (right), with c(r̂, t)/c−. The boundaries xE1 and xE2 are shown to emphasize the interfacial behavior.
(C – D) Space evolution of the dimensionless electric potential for P(left), with φ(z, t)/φM1, and for C (right),
with φ(r̂, t)/φM1. (E – F) Space evolution of the dimensionless ion flux component in the normal direction
for P (left), with jn(z, t)/ jref, and for C (right), with jn(r̂, t)/ jref. Different instants in time, identified by
different markers, are taken into account.
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∂PE2: jn (xE2 , t )/ j ref
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∂CE1: jn (xE1 , t )/ j reftot · θ̂r (xE1)
∂CE2: jn (xE2 , t )/ j reftot · θ̂r (xE2)
Figure 3.5: (A – B) Time evolution of the dimensionless mobile ion concentration c(xE, t)/c− at the electrode-membrane
boundaries, i.e. xE1 ∈ ∂BE1 and xE2 ∈ ∂BE2, for each of the investigated configuration: P (left) and C (right).
(C) Time evolution of the dimensionless normal component of the total ion flux at the electrode-membrane
boundary for P, with jn(xE, t)/ jref. (D) Time evolution of the dimensionless normal component of the total
ion flux at the electrode-membrane boundary for C, with jn(xE, t)/ jreftot · θ̂r(xE). Accordingly to the previous
figures, the different markers show the different instants in time taken into account in the present investigation.
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3.4 Conclusions for the EC model
In this section, the main results, as well as conclusions and outlooks, concerning the EC model are
drawn and summarized.
• The EC model is capable of well predicting the physically-based behavior of electrochemical
cells made of polymeric membranes. Potentiostatic conditions and interfacial chemical
reactions are taken into account.
• The space and time evolution of the investigated electro-chemical variables, i.e. concentration,
electric potential and flux, is in accordance with the numerical results already published in
literature for other electrochemical systems which are modeled by using the PNP model [67,
93, 94, 154].
• Systems made of thin polymeric membranes, such as micro-batteries and proton exchange
membrane fuel cells (PEMFCs), can be described by the EC model. In fact, by using the
Faraday’s law, it is possible to evaluate the generated electrical current density (for P and
C) for the particular input voltage that is used in the current investigation, i.e. φM1 = 0.4 V.
The obtained values are in accordance with the typical order of magnitude of PEMFCs,
i.e. 1 A cm−2 [159–161].
• The proposed EC model is the first attempt [3], within the scientific community, to extend
the well known one-dimensional PNP-FBV formulation [1, 93–97, 153, 154] to a three-
dimensional context, as well as to perform numerical simulations for non trivial geometries.
The potentialities of the (3D) EC model are highlighted by the fact that multi-dimensional
effects are captured through the performed simulations on the hollow cylinder configuration.
• As stated in Yan et al. [97], the three-dimensional formulation of the PNP-FBV model, i.e. the
EC model presented in this thesis, can be considered as an excellent starting point for further
research concerning electrochemical cells, as for example: (i) the investigation of different
geometries, (ii) the modeling of new terms within the PNP equations, e.g. convection and
steric effects, (iii) the modeling of moving boundaries, (iv) the modeling of the solvent
absorption/release within the membrane, and (v) the modeling of the behavior of the metal
electrodes.
• In particular, the EC model can be used to better understand the critical issues arising in
systems which employ thin polymeric membranes, such as the mechanical failure due to
cracking (induced by hydration/dehydration cycles) in PEMFCs. The numerical simulations of
the full ECHM model can be a useful asset to analyse the stress/strain distribution within the





In this chapter, a reduced electro-chemo-mechanical (ECM) model is presented in order to investigate
the multi-field behavior of a single polymeric membrane within a fuel cell stack.
The specific investigated problem consists of the analysis of the space and time evolution of
the electro-chemo-mechanical state of a polymeric membrane. The hydrated membrane has a
parallelepiped shape P = B0 and is sandwiched between flat electrodes. In the following, it is shown
that B0 ≡ Bt ≡ B. The dry membrane Bd is initially hydrated in free conditions: swelling-induced
deformations arise due to a certain amount of absorbed water. Then, the hydrated membrane B0
is mechanically constrained: (i) clamped at the bottom surface ∂PE2 (electrode-membrane inner
boundary), (ii) unloaded or loaded by a constant pressure field (that reproduces the effect of the
surrounding membranes within a fuel cell stack) at the top surface ∂PE1 (electrode-membrane outer
boundary), and (iii) free on the mantle ∂PF, which is not in contact with the electrodes, see Figure 4.1.
An input voltage is applied at the end faces of the membrane where flat and non-porous electrodes
are placed, i.e. ∂PE1 and ∂PE2. The ion flux is zero all over the boundary, i.e. the ions can not leave
or enter the membrane. The small applied voltage induces ion transport within the membrane which
in turn generates small deformations and the occurrence of an electric field.









Figure 4.1: Representation of the problem investigated with the ECM model. The hydrated membrane P, which is
assumed impermeable, is clamped at its bottom surface ∂PE2 and is (potentially) loaded by a constant pressure
field at its top surface ∂PE1. The free boundary ∂PF is unloaded. The membrane is sandwiched between flat
non-porous electrodes where an input voltage is applied: a negative voltage at ∂PE1 and a positive voltage at
∂PE2. The origin of the Cartesian coordinate system is located at the center of gravity of the membrane.
The ECM model can be regarded as a tool to get quick information about potential critical situations
which can emerge during operating conditions of fuel cells. Indeed, the three-dimensional and
time-dependent numerical simulations are fast (< 2 h) and have low computational costs. The model
allows to investigate the space and time evolution of the main electro-chemo-mechanical variables
(e.g. stress, displacement, electric potential and ion concentration) without neglecting relevant
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elements (e.g. transport processes and mechanical deformations). Moreover, beyond the numerical
simulations performed within the finite element software COMSOL Multiphysics, semi-analytical
closed form solutions of the ECM model are derived in steady-state conditions for a one-dimensional
domain. The analytical formulations allow to analyse the effects of material parameters and boundary
conditions on the electro-chemo-mechanical response of the membrane. Once the main issues are
identified, more complex analyses, such as a complete numerical simulation of the full ECHM model,
can be performed.
Starting from the ECHM model, the following assumptions are taken into account in order to derive
the ECM model:
• the distorted stateBo is not directly taken into account,1 only three configurations are considered,
i.e. Bd, B0 and Bt, as shown in Figure 4.2,
• from Bd to B0, (i) nonlinear mechanics, and (ii) water transport are taken into account,
• from B0 (new reference configuration of the ECM model) to Bt, (i) linear mechanics, (ii)











∇f0 F = ∇f
Figure 4.2: Configurations and maps involved in the ECM model, i.e. Bd, B0 and Bt.
Table 4.1: Fields involved between two configurations of the stress-diffusion model (first step: Bd → B0), and of the
ECM model (second step: B0 → Bt). The symbol 6 indicates the fields which are fully described through












1 This statement will be clarified in the formulation of the ECM model.
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The stress-free hydrated reference configuration B0 is attained from the dry configuration Bd. The
state B0 is defined by using the nonlinear stress-diffusion model which is formulated by a reduction
of the full ECHM model, see Section 4.1. In general, B0 can have large deformations with respect to
Bd, however, in this investigation, small deformations are taken into account (linear stress-diffusion
model). Then, the electro-chemo-mechanical response of the membrane from B0 to Bt is studied by
assuming that the small input voltage determines small deformations (linear mechanics). This aspect
takes into account that the single polymeric membrane used in a fuel cell stack is usually confined.
Therefore, the polymer undergoes small cyclic deformations which may potentially cause fatigue
problems [72]. In the following, it will be shown that, when the mechanical field is modeled within a
linear framework, the multiplicative decomposition of the deformation gradient becomes an additive
decomposition [67].
Please be aware that the difference between amaterial (Lagrangian) and a spatial (Eulerian) description
of a certain field variable is left to the reader through the observation of the variable dependency on a
material or a space point, respectively.
More details concerning the derivation of the ECM model are given in the work of Rossi et al. [2].
This chapter is organized as follows: in Section 4.1, the stress-diffusion model is formulated
and employed to characterize the freely-swollen configuration which is assumed as new reference
configuration. Then, the ECM model is derived by reducing the full ECHM model. Initial and
boundary conditions are given in accordance with the particular problem under investigation. In
Section 4.2, the properties of the performed numerical simulations are presented together with
the main settings of the finite element method and the parameters of the model. In Section 4.3,
two semi-analytical closed form solutions are formulated starting from the ECM model and by
considering steady-state one-dimensional conditions. In Section 4.4, the results of the numerical
simulations, as well as the comparison between the numerical and analytical solution, are given and
discussed. Two different cases are taken into account: the membrane is either (i) unloaded or (ii)
loaded with a constant pressure at the top surface. Conclusions are drawn in Section 4.5.
4.1 Field equations, initial and boundary conditions
In this section, the ECM model is derived by reducing the full ECHM model. The solution of the
balance and of the constitutive equations of the ECM model, once suitable initial and boundary
conditions are fixed, entirely defines the state Bt. Prior to the introduction of the ECM model, it is
mandatory to define the state B0 that (i) is the reference configuration of the ECM model, (ii) is a
stress-free and spherical state, and (iii) is reached from Bd by solving a free swelling problem. Finally,
initial and boundary conditions are given for the particular problem illustrated in Figure 4.1.
4.1.1 Field equations: free swelling problem (Bd → B0)
As stated before, the only fields acting between Bd and B0 are (i) mechanics, and (ii) water transport
(chemical field), see Table 4.1. The electrostatics and the ion transport are neglected, therefore, their
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corresponding rows in Tables 2.3 and 2.4 vanish. The balance equations of the fields which are taken
into account (third and fourth row in Table 2.3) remain the same, while the constitutive equations
(third and fourth row in Table 2.4) transform in relation to the neglected fields.
It is worth noting that the full ECHM model is written for the process Fd which brings Bd (reference
state) toward Bt (current state). Now, the role of Fd is accomplished by F0 which brings Bd (reference
state) toward B0 (current state). Therefore, it holds Fd = F0.
In the constitutive equation of the water transport (2.93)1, the term related to the water potential,
i.e. equation (2.92), becomes:















where µw is the water potential due to the process Fd = F0. Please be aware that the chemical potential
µw , as the electric potential φ, is a variable which is not affected by density changes. Therefore,
µw assumes the same value in each configuration once the process Fd is fixed. In equation (4.1)2,
the variable p0 is the pore pressure at B0 due to the process Fd = F0. It is worth noting that the
parameter Ω has to be evaluated in the same configuration of the pore pressure, i.e. B0 in this case.
Moreover, in equation (4.1)2, equation (2.87) is used, while the variable η is now η = J−1d = J
−1
0 . In
fact, the new solid volume fraction η is referred to the process Fd which takes place between the
configurations Bd and B0.2 Water transport takes place between these two configurations, i.e. Bd
and B0, determining a volumetric constraint which is related to the incompressibility condition. All
in all, volume changes are only caused by solvent uptake or release. Therefore, whereas the previous
volumetric constraint (2.41) is defined on Je and acts from Bo to Bt, the new volumetric constraint is







= 1 +Ωwd . (4.2)
Please be aware that the variable wd is the water concentration per unit of dry volume Bd related to the
process Fd, that in this particular case is Fd = F0. The mobility tensor Mw given in equation (2.93)2
does not change, even though it is useful to highlight that Cd = C0 = F T0 F0, being Fd = F0.
The constitutive equation of the mechanics (2.98) becomes:
Sd = GoFeF∗o − pF∗d + TMF∗d ⇒ Sd = GdF0 − p0F∗0 , (4.3)
where Sd is the reference stress at Bd (per unit of dry area dAd) due to the process Fd = F0. In
equation (4.3)2, the Maxwell’s stress is set to zero, i.e. TM = 0, being the effects of the electrostatics
neglected . Moreover, Fo = I, hence F∗o = Jo F−To = I, being the effects of the ion transport and its
volumetric constraint neglected. It is useful to note that Fe = F0 being Fd = FeFo = Fe = F0.
It is worth noting that the shear modulus Gd is defined in the dry configuration when Fo = I. The
parameter Gd takes into account the stiffness of the dry polymer for Fd = F0 = I, i.e. before the
deformation process induced by the water uptake/release takes place.
An overview of the equations employed in the stress-diffusion model between Bd and B0 is given in
Tables 4.2 and 4.3. These equations are well known in literature to study the swelling behavior of
polymer gels [6, 82], as well as are fundamentals for the HM model presented in Section 5.1.
2 In equation (4.1)2, it is employed the following identity: −η2h′(η) = h′(Jd) with Jd = J0.
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Table 4.2: Balance equations of the stress-diffusion model. The equations are written in the dry configuration Bd. The
stress-diffusion model acts from Bd to B0. Suitable initial (ICs) and boundary (BCs) conditions have to be
imposed in order to solve these equations.
balance equations ICs BCs
water transport: Ûwd = −∇ · hd wd = w̄ 0d hd · nd = h̄d , wd = w̄d
mechanics: ∇ · Sd = 0 ud = ū 0d Sdnd = s̄d , ud = ūd
Table 4.3: Thermodynamically consistent constitutive equations of the stress-diffusion model utilized in the ECM model.
The equations are written in the dry configuration Bd. The stress-diffusion model acts from Bd to B0.
constitutive equations

















mechanics: Sd = GdF0 − p0F∗0
Aparticular solution of the stress-diffusionmodel is defined by the free swelling problem [2,4,6,82,86].
In this specific problem, shown in Figure 4.3, the dry polymericmembraneBd is initially in equilibrium
without any mechanical constraints (e.g. loads or clamps) and with a chemical potential which in dry
conditions approaches to minus infinity, i.e. qualitatively µw = −∞ J mol−1.3 In fact, the mixing
component of the Flory-Rehner energy shows a singularity in dry conditions, see equation (2.92)
for η = 1 (no water adsorbed with respect to dry conditions). When the membrane is embedded
into a solvent bath of chemical potential µw0 > −∞ J mol−1 (chemical potential of the surrounding
environment), it swells due to solvent uptake until a new equilibrium is reached. In steady-state
conditions, the chemical potential of the soaked membrane B0 is the same as in the surrounding
environment, i.e. µw = µw0 . Please be aware that the parameter µ
w
0 is the equilibrium water potential
related to the process Fd = F0. This parameter assumes the same value in both the configurations
connected by the deformation process F0, i.e. Bd and B0. All in all, it is useful to consider µw0 as the
potential of the membrane in equilibrium at B0. Moreover, for a free membrane holds that Sd = 0 in
the whole domain. This result is the homogeneous solution of the differential problem related to the
balance equation of the mechanical field: ∇ · Sd = 0. According to equation (2.36), it is assumed that
the deformation gradient F0 is homogeneous and isotropic: F0 = λ0I.
3 A qualitative notation is adopted for the dry chemical potential µw = −∞ J mol−1 in accordance with the literature [4,89].
It should be pointed out that this notation is not mathematically consistent. Based on thermodynamic considerations, it
is shown that the chemical potential ranges from µw = −∞ J mol−1 (theoretical value) to µw = 0 J mol−1 with respect
to completely dry and wet conditions, respectively. Another explanation regarding the limits of the chemical potential
µw is discussed in Ref. [163].
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Bd B0µw = −∞ J mol−1 µw = µw0
Figure 4.3: Investigation of the free swelling from the dry configuration Bd (blue) to the free-swollen state B0 (pink).
The stress-diffusion model is employed to investigate the free swelling occurring before the electro-chemo-
mechanical problem. The dry membrane is not constrained and has an initial theoretical chemical potential
µw = −∞ J mol−1 (white background). A change in the dry chemical potential, i.e. µw0 > −∞ J mol−1 (blue
patterned background), induces solvent uptake, and hence changes in volume without changes in shape, in
accordance with the homogeneous and isotropic structure of F0. The Cartesian coordinate systems, and the
dimensions of Bd and B0 are also shown.
Under these assumptions, the constitutive equation of the mechanics (4.3)2 yields the pressure p0:























with J0 = λ30. Equation (4.5) is the homogeneous solution of the differential problem related to
the steady-state balance equation of the chemical field when Dirichlet BCs are taken into account:
∇µw = 0 inB0 with µw = µw0 at ∂B0. Therefore, given in input the external chemical potential µw0 and
the material parameters, the solution of the nonlinear equation (4.5) identifies the swelling-induced
deformation (stretch) of the membrane λ0 at B0 under free swelling conditions. Please note that when
λ0 = 1, it follows that Bd = B0. As stated before, the Flory-Rehner mixing energy is singular in dry
conditions, this is confirmed by using λ0 = 1 in equation (4.5). Furthermore, to a dry membrane
Bd of size (Lx , Ly , 2h) it corresponds a hydrated membrane B0 of size (λ0Lx , λ0Ly , 2λ0h).4 By
inserting λ0 into equation (4.2), the new water concentration wd (per unit of dry volume Bd) related
to the process Fd = F0 can be evaluated.
In the ECM model, λ0 is given as an input parameter, even though it can be calculated by using the
equations (4.4)2 and (4.5). Furthermore, given the dry shear modulus of the polymeric membrane Gd,





, and K0 = −13G0 +
RT
Ω
J0 − 2χ(J0 − 1)
J20 (J0 − 1)
, (4.6)
being G0 and K0 the poroelastic shear and bulk modulus, as given in Refs. [2, 86], respectively.
In Lucantonio et al. [86], it is shown that the classic Biot’s theory of linear poroelasticity [88]
4 By using equations (2.4) and (2.36), it holds F0 = λ0I = I + ∇u0, which shows a similar structure for each of the
principal directions. Fixed a particular direction, e.g. the z–direction (material description), it holds: λ0 −1 = ∂u0-z/∂z.
The variable u0-z is the component of u0 in the z–direction. By performing a space integration between z = 0 and
z = 2h, the new thickness of the hydrated membrane is evaluated as 2λ0h.
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can be derived by performing a linearization of the incremental thermodynamics related to the
stress-diffusion model which takes into account the Flory-Rehner mixing energy (large deformations).
The parameters G0 and K0, are introduced in order to include the polymer-solvent interactions when
small deformations take place from Bd to B0.5 As expected, for large values of λ0, i.e. for large
volume of absorbed water, the wet shear modulus G0 reduces with respect to its dry value Gd. The
dependency of the swelling-induced deformation λ0 (i.e. of the hydration) on the wet bulk modulus
K0 is not that trivial as for G0.6 It is mandatory that both the new wet mechanical parameters verify
the admissibility conditions, i.e. G0 > 0 and K0 > 0.
4.1.2 Field equations: ECM model (B0 → Bt)
The state of B0 = P is completely defined once the free swelling problem is solved by using the
swelling-diffusion model. As a further step, the ECM model can be formulated by reducing the
ECHM model. The ECM model acts from B0 toward Bt through the deformation process Fd = F,
see Figure 4.4. The following fields are taken into account: (i) electrostatics, (ii) ion transport, and
(iii) linear mechanics (small deformations), see Table 4.1. The water transport is the only neglected
field, therefore, its corresponding row in Tables 2.3 and 2.4 vanish. Again, the balance equations of
the fields which are taken into account (first, second and fourth row in Table 2.3) remain unchanged,
while the constitutive equations (first, second and fourth row in Table 2.4) transform in relation to the
neglected field and, in this specific case, to the further assumption of small deformations.
F
B0 Bt
B0 µw = µw0 Bt clamp σ̄
Figure 4.4: ECM model from the free-swollen state B0 (pink) to the actual configuration Bt (violet). The membrane
B0 is initially in equilibrium in free conditions and with a chemical potential µw = µw0 (blue patterned
background). The deformation process F is related to an electro-chemo-mechanical evolution of the membrane
from B0 toward Bt, which is investigated by using the ECM model. The membrane (i) is clamped at the
bottom surface, (ii) has (potentially) a constant pressure field at the top surface σ̄, (iii) is stimulated by an
input voltage at the end faces (electrodes), and (iv) is impermeable. After a certain transitional period, the
new equilibrium state Bt is reached. Two cases are considered, the top surface is either (i) loaded σ̄ , 0:
clamp-stress configuration (CS), or (ii) unloaded σ̄ = 0: clamp-free configuration (CF).
When the model admits only small deformations, the reference configuration B0 and the actual
configuration Bt almost coincide and is not possible to distinguish between them, i.e. in a linear
5 The linear theory of poroelasticity [88] can be obtained through an incremental analysis of the nonlinear stress-diffusion
model under the hypothesis of small variations [86, 164]. Usually both, the linear and the nonlinear approach, are
fully-coupled models which have to be solved in parallel. Under special boundary and geometric conditions [74,87], the
water transport and the elasticity can be solved separately in a sequential way. This property is exploited in Chapter 5
for the HM model. Furthermore, the poroelastic model employed in Refs. [86, 87] adopts a free-swollen reference state
in order to avoid the singularity of the Flory-Rehner mixing energy for dry conditions.
6 The evolution of G0 and K0 with respect to the stretch λ0 is shown in Ref. [86], according to equations (4.6).
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mechanics theory B0 ≈ Bt. Therefore, it can be assumed B0 ≡ Bt. As for the EC model, see
Chapter 3, it is useful to remove the subscript letter, defining c0 = c, d0 = d, and so on. Being
changes of density small, a general configuration B is introduced in order that B ≡ B0 ≡ Bt. In this
way, the material and the spatial description are not distinguishable. The displacement field from B0
toward Bt is still indicated as u. Furthermore, being J ≈ 1, it is assumed that J = 1. The deformation
gradient F, given in equation (2.6), can be linearized as follows:
F = I + ∇u ≈ I + εH +O(ε2) , (4.7)
where the parameter ε is very small: 0 < ε  1. Moreover, it holds H = ∇ũ, with ũ a small
displacement and with |H| = O(ε). From now on, with a small abuse of notation, the superscript •̃
and the term ε are removed from the formulation of the ECM model in order to keep the notation
as simple as possible, being aware that displacements are small. A decomposition of H in its
symmetric component E and skew symmetric component W (see definitions in Appendix A.1) is
employed within the multiplicative decomposition (2.7)1. Please be aware that in equation (2.7)1 the
deformation process is Fd = F and that Bo is indirectly taken into account. It holds:
F = I +H = I + E +W , (4.8)
F = FeFo = (I + Ee +We) (I + Eo +Wo) ≈ I + Ee + Eo +We +Wo +O(ε2) ,
where Ee and We are the symmetric and skew symmetric component of the elastic part of the
deformation gradient Fe, while Eo and Wo are the symmetric and skew symmetric component of the
distortion Fo. By comparing terms of the same orders in ε in equation (4.8), it follows:
F = FeFo ⇒ E = Ee + Eo , W =We +Wo , (4.9)
that is: the multiplicative decomposition of the tensor F in a nonlinear framework [66] becomes an
additive decomposition in a linearized framework [67, 111, 165].7 In equation (4.9)2, the tensor E is
usually called visible strain and consists of an elastic component Ee and of an inelastic component Eo
(distortion). A linearization of the distortion Fo is performed by using the expression (2.38):8
Fo = (1 + α(c − c−))1/3 I ≈ I + Eo +O(ε2) ⇒ Eo = 13α(c − c
−)I . (4.10)
The dissipation inequality (2.63) for the full ECHM model is now rewritten for the reduced ECM
model by considering that (i) the subscript letter of each variable is removed as volume changes
are negligible, (ii) the volumetric constraint no longer holds, i.e. Jd = J = 1, (iii) the chemical
field related to the water transport is neglected, therefore Ψw = W w = 0, (iv) the derivative
∂Ψ
φ
d /∂Fd = ∂Ψ φ/∂F = 0, being the electrical free energy density no longer influenced by change
in density, see equations (2.46) and (2.47), (v) the derivative ∂Ψ ud /∂Jo = ∂Ψ u/∂Jo = 0 being the
mechanical free energy density no longer influenced by density changes, see equations (2.53) and








+ Fφ − µc
)





· ÛFe + j · ∇µc ≤ 0 . (4.11)
7 The additive decomposition E = Ee + Eo given in equation (4.9)2, is typically obtained in the theory of continuum
mechanics by linearizing the Green-Lagrange measure of deformation.
8 In equation (4.10)1, a first order approximation of the Taylor expansion related to Fo(c) = f (c)I is employed, where
f (c) = (1 + α(c − c−))1/3, and where c = c− is the equilibrium state.
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In the following, the constitutive equations of the ECM model are derived in accordance with the
Coleman-Noll procedure already explained in Chapter 2.
As mentioned in the EC model, the constitutive equation of the electrical field (2.77)2 is only
coupled with the mechanical field. When the mechanical field is described in a linear framework,
volume changes are negligible, therefore, there is no coupling between mechanics and electrostatics:




d . By using the first term of the dissipation inequality (4.11) and the equation (2.46),
it follows:
− ∇φ = ∂Ψ
φ
∂d ⇒ d = −ε∇φ . (4.12)
As stated in [66], the constitutive equation of the electrical field in a linear context, see equation (4.12),
can be viewed as a zero order approximation of the constitutive equation (2.77)2 which is derived in
a nonlinear context. When a first order approximation of the constitutive equation (2.77)2 is taken
into account, then a (small) mechanical coupling within the electrical field is present according to the
expression: d = −εJC−1∇φ, where J = 1 + I · E and C−1 = (I + 2E)−1.
In a linear framework, the elastic free energy depends only on the elastic component Ee of the visible
strain E and is naturally defined in B ≡ B0. Following Refs. [67, 146], it holds:
Ψ u(Ee) = 12CEe · Ee , (4.13)
where C is the fourth-order positive definite isotropic elasticity tensor at B0 which is later provided in
explicit form.9 The constitutive equation of the mechanical field is derived by considering the third
and fourth term of the dissipation inequality (4.11) and by using the aforementioned properties: (i) the
linearization of F, and (ii) the tensor decomposition in symmetric and skew symmetric part:





















· ÛEo , (4.14)
where in the last step the additive decomposition (4.9)2 is used. The second term of the third member
in equation (4.14) gives a contribution to the constitutive equation of the ion transport being ÛEo ∝ Ûc.








(I · Ee)I , (4.15)
where equation (4.13) is employed, while G0 and K0 come from equations (4.6).
Finally, the constitutive equation of the ion transport is derived by using the second term of the













+ Fφ + pα , where p = −1
3
I · T (4.16)
is the definition of the pressure, and where equations (4.10)2 and (2.78) are employed. As for the full
ECHM and the reduced EC model, the first term at the third member in equation (4.16)1 represents
9 In a linear context, the free elastic energy is described by a generalized Hook’s law as in equation (4.13). In a nonlinear
context (hyperelasticity), the free elastic energy can be described by: (i) the Saint Venant-Kirchhoff energy, (ii) the
Mooney-Rivlin energy, (iii) the neo-Hookean energy and many others [133,166]. In particular, the neo-Hookean energy
is used to describe large deformations in the ECHM model, see equation (2.53). A detailed overview of free elastic
energy forms is given in Ref. [134].
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the diffusive contribution to the ion transport, while the second term is the migrative contribution due
to the coupling with the electrical field. The third term in equation (4.16)1 represents the migrative
contribution related to the coupling with the mechanical field, as the one given in Refs. [2, 67]. The
latter coupling term is influenced by the Eshelby tensor. Indeed, it useful to point out that the trace
of the Eshelby tensor identifies the coupling factor of the mechanical field into the chemical field.
Within a nonlinear mechanics context, this term is not trivial, e.g. see the Eshelby tensor (i) in [66],
and (ii) in the proposed ECHM model, equation (2.80). However, within a linear mechanics context,
as the one of the ECM model, the Eshelby tensor reduces to a stress measure, i.e. T. Furthermore, it
is assumed a zero order approximation for the mobility tensor which is introduced as in Chapter 2. In








that is the same expression as (i) in Ref. [67], and as (ii) in the EC model, see equation (3.2)2. When
a first order approximation is taken into account, then C−1 = (I + 2E)−1.
An overview of the equations employed in the ECM model is given in Tables 4.4 and 4.5.
Table 4.4: Balance equations of the ECM model in the configuration B. Suitable initial (ICs) and boundary (BCs)
conditions have to be imposed in order to solve these equations.
balance equations ICs BCs
electrostatics: F(c − c−) = ∇ · d φ = φ̄ 0 d · n = d̄ , φ = φ̄
ion transport: Ûc = −∇ · j c = c̄ 0 j · n = j̄ , c = c̄
mechanics: ∇ · T = 0 u = ū 0 Tn = s̄ , u = ū
Table 4.5: Thermodynamically consistent constitutive equations of the ECM model in the configuration B.
constitutive equations
electrostatics: d = −ε∇φ







+ Fφ + pα
)
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The solution of the ECMmodel is carried out by inserting the constitutive equations given in Table 4.5
into the balance equations given in Table 4.4. In this way, a set of fully-coupled nonlinear PDEs in
space and time is defined. The electro-chemo-mechanical state of the configuration B is described
by three DoFs: c(x, t), φ(x, t), and u(x, t) with x ∈ B. A set of initial conditions, as well as suitable
Neumann and/or Dirichlet boundary conditions, have to be imposed in order to solve the particular
problem under investigation: applied voltage to a clamped hydrated membrane.
4.1.3 Initial conditions
Initial conditions are given for each of the fields involved in the ECM model and characterize the
initial state of the configuration B. The initial state of B can be viewed as the state B0, being
B(x, 0) = B0(x). Therefore, the initial state of B is defined by the solution of the free swelling
problem previously discussed.
Initially, the membrane is electrically discharged, the electric potential is constant in space and equal
to zero in the whole domain B = P (parallelepiped shape). The membrane is also mechanically
discharged according to the previous free swelling problem, therefore the displacement is constant in
space in the whole domain B. The initial concentration of the mobile positive ions is constant in space
in the whole domain B, and is equal to the concentration of the bound negative ions (electroneutrality
conditions). It is assumed that the concentration of bound ions in B0, i.e. when the membrane is
hydrated, is an input parameter. Otherwise, when the concentration of the bound ions is known
in dry conditions, i.e. at Bd, then a change of density, which takes into a account the new swollen
volume B0, has to be performed depending on J0, see equations (2.14). It holds:
c(x, 0) = c̄ 0 = c− , φ(x, 0) = φ̄ 0 and u(x, 0) = ū 0 in B = P . (4.18)
4.1.4 Boundary conditions
The confines of the membrane P are classified into three groups: (i) an upper surface ∂PE1, (ii) a
lower surface ∂PE2, and (iii) a mantle ∂PF, with ∂P = {∂PE1 ∪ ∂PE2 ∪ ∂PF}. The Cartesian
coordinate system (0, x, y, z), with basis vectors ξi, has the origin in the center of gravity of the
membrane, see Figure 4.1. The boundary conditions given in this subsection aim at representing
different working conditions for polymeric membranes: (i) a single layer within a fuel cell stack [167],
(ii) a pouch cell in a battery pack under a clamping load [168], and (iii) a lithium-ion battery cell
under a certain state of charge and mechanical compression load [169].
Concerning the chemical field, the membrane P is assumed impermeable. The mobile ions can not
leave or enter the membrane through the whole boundaries ∂P:
j(xB, t) · n = 0 on ∂P = {∂PE1 ∪ ∂PE2 ∪ ∂PF} , (4.19)
where xB ∈ ∂P, and where n is the outward normal vector to a given facet.10 Equation (4.19)
represents a set of Neumann BCs for the state variable c.
10 The vector n depends on the same point and instant in time of the related variable, e.g. n(xB, t) in equation (4.19).
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Concerning the mechanical field, the membrane P is clamped at the bottom surface ∂PE2 and is
either loaded by a constant pressure or unloaded at the top surface ∂PE1. The mantle ∂PF is free.
Therefore, it holds
u(xE2, t) = 0 on ∂PE2 , T(xE1, t)n = σ̄ξ3 on ∂PE1 , and T(xF, t)n = 0 on ∂PF , (4.20)
where xE2 ∈ ∂PE2, xE1 ∈ ∂PE1 and xF ∈ ∂PF. The parameter σ̄ ([σ̄] = N m−2) is the constant input
pressure which represents the effect of surrounding bodies on the membrane. In the following, two
different cases are taken into account, see Figure 4.5. In the first test case, called clamp-stress (CS), the
top surface ∂PE1 is loaded with a constant pressure σ̄ < 0. In the second test case, called clamp-free
(CF), the top surface ∂PE1 is unloaded, i.e. σ̄ = 0. Equation (4.20)1 is a set of Dirichlet BCs for the
state variable u, while equations (4.20)2 and (4.20)3 are a set of Neumann BCs.
Concerning the electrical field, the membrane is sandwiched between flat non-porous electrodes at
the end faces ∂PE1 and ∂PE2. An input voltage is applied between the bottom and the upper surface
of the membrane, while the electric field is set to zero on the mantle ∂PF. It holds:
φ(xE2, t) = + φ̄2 on ∂PE2 , φ(xE1, t) = −
φ̄
2
on ∂PE1 , and ∇φ(xF, t) · n = 0 on ∂PF , (4.21)
where the parameter φ̄ ([φ̄] = V) is a constant input voltage. Equations (4.21)1 and (4.21)2 are a set
of Dirichlet BCs for the state variable φ, while (4.21)3 is a set of Neumann BCs.
















Figure 4.5: Configurations investigated with the ECM model through numerical simulations and semi-analytical closed
form solutions. The clamp-stress configuration (CS) has a constant pressure at the top surface ∂PE1, is clamped
at the bottom surface ∂PE2, and is free on the mantle ∂PF. The clamp-free configuration (CF) is unloaded at
the top surface ∂PE1, is clamped at the bottom surface ∂PE2, and is free on the mantle ∂PF. Electro-chemical
boundary conditions hold in the same way for both configurations. In particular, the membrane is impermeable
and an electric input voltage is applied at the end faces ∂PE1 and ∂PE2.
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4.2 Properties of the numerical simulations
In this section, the properties, the settings and the parameters of the ECM model are presented. The
commercial tool COMSOL Multiphysics is employed to carry out the numerical simulations by using
the same settings as for the EC model, see Section 3.2.
The space discretization of the membrane is carried out by using 10 elements each constantly
distributed along the x– and y–direction, while, along the z–direction, 50 elements are employed with
a logarithmic distribution [103]. An element ratio (ratio between the biggest and smallest element) of
2000 gives an accurate number of elements near the electrode-membrane interface.
The geometric and the material parameters, as well as the initial conditions and input values, are
summarized in Tables 4.6 – 4.8. The parameter λ0 defines uniquely the stress-diffusion problem
for a free configuration and allows to evaluate the new dimensions of the swollen membrane. The
same value of the relative permittivity εr is employed as for the EC model. The dry membrane
thickness 2h has the same order of magnitude as for the EC model. The mechanical properties of
the Nafion® membrane are given in dry conditions in terms of Young’s modulus EYd and Poisson’s
ratio νd [11, 67]. Then, the dry shear Gd and bulk Kd moduli can be determined as follows [133]:
Gd =
EYd
2(1 + νd) , and Kd =
EYd
3(1 − 2νd) . (4.22)
OnceGd is known, thewetmechanical parametersG0 andK0 are evaluated according to equations (4.6).
The applied voltage φ̄, as well as the applied pressure field σ̄, can be regarded as characteristic values
that are usually adopted for fuel cell working conditions [168].
Table 4.6: Geometric parameters employed in the ECM model.
parameter value unit reference
Lx = Ly 0.02 m –
2h 1.8 · 10−4 m [11]
λ0 1.25 – [86]
Table 4.7: Material parameters employed in the ECM model. The parameters Ω and χ are related to the free swelling
problem which characterizes the reference configuration B0. However, they are not used.
parameter value unit reference
εr 2 · 109 – [66, 67, 103]
T 300 K [11]
Dc 4.5 · 10−9 m2 s−1 [159]
c− 1185 mol m−3 [69]
EYd 2.2 · 108 N m−2 [11, 67]
νd 0.3 – [11, 67]
α 1.18 · 10−5 m3 mol−1 [67]
Ω 1.8 · 10−5 m3 mol−1 [86]
χ 0.2 – [86]
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Table 4.8: Initial conditions and input values employed in the ECM model.
parameter value unit reference
φ̄ 0 0 V –
c̄ 0 1185 mol m−3 [69]
ū 0 0 m –
φ̄ 0.01 V –
σ̄ −7 · 104 N m−2 [168]
4.3 Closed form solutions: steady-state one-dimensional problem
With the aim to identify the simplest way to study the electro-chemo-mechanical response of the
Nafion® membranes, the ECM model has been implemented at different levels of investigation [2].
All the parameters used in the following derivations are referred to Tables 4.6 – 4.8.
Beyond the three-dimensional time-dependent numerical simulations, two semi-analytical models
are proposed in order to obtain two closed form solutions of the ECM model. Both analytical models
consider a one-dimensional geometry and steady-state conditions, well posed assumptions for the
investigated BCs. In fact, the relevant electro-chemistry occurs only across the thickness as in [69].
In Subsection 4.3.1 an analytical steady-state solution for the main electro-chemo-mechanical
variables is obtained by using a one-dimensional reduced approach (Nemat-Nasser-like reduced
model) [69]. In Subsection 4.3.2 a simple approach based on the bar theory with a distorsive field
(Bernoulli-bar-like reduced model) is employed in order to obtain an analytical expression of the
displacement in steady-state conditions.
4.3.1 Nemat-Nasser-like reduced model (1D reduced)
Inspired by the work of Nemat-Nasser [69], in this subsection, a one-dimensional steady-state model
is presented by performing some simplifications on the ECM model. The in-plane dimensions (Lx
and Ly) of the membrane are larger than the out-of-plane dimension (2h) according to Table 4.6.
Therefore, for the particular problem under investigation, the ion flux within the membrane is mainly
directed in the thickness direction and is a function of the position z and of the time t. The only
meaningful component of the flux is j = jz(z, t)ξ3. Being the ECM model fully coupled, also for the
other electro-chemical variables the same properties are valid, therefore c(z, t), φ(z, t), e = ez(z, t)ξ3
and d = dz(z, t)ξ3. For the mechanical field, it holds:
u = uxξ1 + uyξ2 + uzξ3 , with ux = uy = 0 and uz = uz(z, t) . (4.23)
By inserting the electrical constitutive equation into the electrical balance equation, see the row
related to the electrical field in Tables 4.4 and 4.5, and by taking into account the aforementioned
assumptions, it follows:
c = c− +
1
F
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where the definition of electric field is employed (e = −∇φ), and where •′ = ∂ • /∂z indicates a first







By inserting the chemical constitutive equation into the chemical balance equation, see the row






(Fφ′ + αp′) − εrε0 Ûez
FD
) ′
= 0 , (4.26)
where equation (4.25) is employed. Equation (4.26) can be viewed as the Nernst-Planck equation.
It is useful to recognize (i) the diffusive term ∝ c′, (ii) the migrative term related to the electrical
field ∝ cφ′, (iii) the migrative term related to the mechanical field ∝ cp′, and (iv) a time-dependent
term ∝ Ûc which is introduced by the link with the balance equation.
The visible strain E is completely determined by the only component of the displacement along the
thickness direction: E = 1/2(∇u + ∇u T) = Ezz(ξ3 ⊗ ξ3) = u′z(ξ3 ⊗ ξ3). It is assumed that, as the
ions migrate into the network, the in-plane dimensions of the membrane remain unchanged, whereas
in-plane stresses are generated. According to the constitutive relation for the mechanics (4.15), the
(Cauchy) stress T only exhibits diagonal components Txx , Tyy , and Tzz :












u′z − K0α(c − c−) . (4.28)
The balance equation of the mechanical field reduces to the homogeneous problem T ′zz = 0.
Assuming that a constant pressure is applied at the top surface of the membrane, see the boundary
condition (4.20)2, the balance equation can be solved as follows: Tzz = Tzz(λ0h) = σ̄. The latter




) (c − c−) + 1(
K0 + 43G0
) σ̄ . (4.29)








) (c − c−) − K0(
K0 + 43G0
) σ̄ . (4.30)
With this, all the terms in equation (4.26) can be expressed in terms of the electric field. It holds(










= 0 , (4.31)
where, according to Ref. [69], the terms e′zez (part of the migrative term related to the electrical field)
and e′ze′′z (part of the migrative term related to the mechanical field) are neglected. In steady-state
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conditions hold Ûez = 0. The homogeneous problem expressed by equation (4.31) is solved by using











= < , (4.32)













The non-homogeneous second-order PDE (4.32)2 is solved analytically:




where the following expressions are employed: (i) the boundary conditions (4.21)1 and (4.21)2,
and (ii) the conservation of the electric charge determining that φ′(−λ0h) = φ′(λ0h). All the other
electro-chemo-mechanical variables are derived by using equation (4.34) as follows:
ez(z) = −φ′(z) = φ̄ϑ2
cosh(ϑz)
sinh(ϑλ0h) , (4.35)
c(z) = c− − εrε0
F















for the electric field, the mobile ion concentration, and the vertical displacement, respectively. The
expression of the displacement uz , i.e. equation (4.37), is obtained by integrating the kinematic
relation Ezz = u′z , and by using equation (4.29) together with the boundary condition (4.20)1,
i.e. uz(−λ0h) = 0. Please note that the electro-chemical variables are not influenced by the load σ̄.
4.3.2 Bernoulli-bar-like reduced model (1D bar)
TheBernoulli-bar-likemodel allows to set an uncoupled point of view of the electro-chemo-mechanical
problem occurring along the thickness of the polymer membrane. The same assumptions of the
Nemat-Nasser-like model are taken into account. Due to the small input voltage, the movement of
the ions in the domain determines a distortion field which is coupled with the mechanics through
the additive decomposition of the visible deformation, see equation (4.9)2. The employed equation
is formally analogous to the one used in the thermal analysis of elastic structures [170], where the
role of the inelastic thermal induced deformations is now related to the effects induced by the ion
transport:
EY0A u′′z (z) −
αEY0A
3
c′(z) = 0 , (4.38)
being A the hydrated cross-section, and EY0 the Young’s modulus of the hydrated membrane. The
electro-chemical problem is related to the Nemat-Nasser-like reduced model described in Subsection
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4.3.1. Therefore, the expressions for φ(z), ez(z) and c(z) come from the previous description (1D







(z + λ0h) , (4.39)
where equation (4.36) is employed, and where the boundary conditions for the mechanical field, see
equations (4.20)1 and (4.20)2, are rewritten in the one-dimensional framework of the bar theory:11







= σ̄A . (4.40)
4.4 Results and discussions
In this section, the numerical results of the ECM model are presented and discussed.
The performed analysis are related to (i) the numerical simulations of the ECM model given in
Section 4.1, (ii) the Nemat-Nasser-like reduced model, called “1D reduced”, given in Subsection 4.3.1,
and (iii) the Bernoulli-bar-like reduced model, called “1D bar”, given in Subsection 4.3.2. The
presented analytical formulations, i.e. 1D reduced and 1D bar model, provide two one-dimensional
steady-state analytical closed form solutions of the ECM model.
Three different levels of investigation are used to study the two configurations shown in Figure 4.5: (i)
a clamp-stress configuration, called “CF”, where the top surface is loaded with a constant pressure,
and (ii) a clamp-free configuration, called “CS”, where the top surface is unloaded.
In the following, a parametric analysis is carried out to investigate the dependency of the elastic
parameters (Young’s modulus and Poisson’s ratio) on the level of hydration of the membrane. A
similar investigation is also performed in [86]. Then, three-dimensional time-dependent numerical
simulations are performed in order to prove that the ECM model is capable of catching the expected
physical behavior. The outcomes of the numerical simulations are compared with the analytical
solutions (1D reduced and 1D bar) in order to validate the analytical formulations which are capable
of providing a rapid insight during the first steps of a design procedure.
4.4.1 Parametric analysis on the hydrated elastic parameters at B0
In this subsection, the elastic properties of the polymer membrane, i.e. the Young’s modulus and the
Poisson’s ratio, are investigated in relation to the hydration level of the membrane (free swelling).
Usually, the mechanical properties of elastic materials are given in terms of dry Young’s modulus EYd
and dry Poisson’s ratio νd. By using equations (4.22), the mechanical properties can also be expressed
in terms of dry shear modulus Gd and dry bulk modulus Kd. According to the previously described
free swelling problem, the deformation process F0 brings the dry membrane Bd toward the swollen
state B0. This process depends only on the (homogeneous) swelling-induced deformation λ0,
11 It is useful to highlight that, in the proposed Bernoulli-bar-like model, the Young’s modulus is employed in wet
conditions, while in Ref. [2] dry conditions are taken into account for the elastic parameters.
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which is also a measure of the amount of water absorbed by the dry membrane, see the volumetric
constraint (4.2). The stretch λ0 is evaluated, either (i) by solving the free swelling problem, or (ii) by
assuming λ0 as an input parameter. Then, the wet elastic properties of the polymer membrane can be
calculated by using equations (4.6) which give the wet shear modulus G0 and the wet bulk modulus
K0 under the assumption of small deformations. By using equations (4.22), a conversion in terms of
wet Young’s modulus EY0 and wet Poisson’s ratio ν0 can be easily obtained.
In Figure 4.6(A), the dimensionless Young’s modulus EY0/EYd (wet to dry ratio) is shown with
respect to the hydration level λ0. It is useful to remark that the parameter EY0/EYd depends on
the mixing component of the Flory-Rehner energy, see equations (4.6) and (4.22). However, in
dry conditions, i.e. when λ0 = 1, the dry Young’s modulus EYd (square marker) is not following
the trend of the curve. In fact, as stated before, the mixing component of the Flory-Rehner energy
shows a singularity in dry conditions. Therefore, the results have to be treated with caution nearby
λ0 = 1. As expected, for 1 < λ0 < 1.5, i.e. for progressively more hydrated membranes, the stiffness
of the membrane is decreasing. In the following numerical simulations of the ECM model, it is
assumed that λ0 = 1.25 as in Ref. [86]. The corresponding value of the wet Young’s modulus EY0
(circle marker) fulfills the admissibility condition EY0/EYd > 0 [146].12 For λ0 ≥ 1.414 too large
deformations take place, the stiffness of the membrane becomes negative and the Flory-Rehner theory
is not consistent anymore. In Figure 4.6(B), the dimensionless Poisson’s ratio ν0/νd (wet to dry ratio)
is shown. As before, for dry conditions λ0 = 1, the dry Poisson’s ratio νd (square marker) is not
following the trend of the curve. For λ0 = 1.25 the wet Poisson’s ratio ν0 (circle marker) is negative
(auxetic materials) and fulfills the admissibility condition −1/νd < ν0/νd < 0.5/νd [146]. The same
limit as for the Young’s modulus, i.e. λ0 ≥ 1.414, affects the Poisson’s ratio.
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Figure 4.6: (A) Wet to dry ratio of the Young’s modulus EY0/EYd with respect to the hydration level λ0. (B) Wet to dry
ratio of the Poisson’s ratio ν0/νd with respect to the hydration level λ0. The patterned gray areas represent
inadmissible conditions. The square markers represent the elastic properties in dry conditions λ0 = 1 where
the Flory-Rehner energy is not consistent. The circle markers represent the elastic properties for the particular
wet condition employed in the ECM model, i.e. λ0 = 1.25.
12 The elasticity tensor C is positive definite. Therefore, for isotropic materials, the elastic parameters have to fulfill the
admissibility conditions: EYd > 0 and −1 < νd < 0.5 which hold in dry, as well as in wet conditions [146].
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4.4.2 Three-dimensional time-dependent profiles: numerical simulations
In this subsection, the results of the performed numerical simulations of the ECM model are shown
with respect to the investigated configurations: i.e. clamp-stress (CS) and clamp-free (CF). The
outcomes of the simulations are presented in space (fixed at an instant in time) by referring (i) to
the cross-section of the 3D geometry, and (ii) to the normal direction in the membrane thickness,
i.e. the z–direction. The results are presented in time (fixed at a point in space) by considering four
significant dimensionless instants in time t/tmax, with tmax = 0.5 s, see Table 4.9.
Table 4.9: Instants in time employed in the ECM model. Each dimensionless instant in time is related to a certain value of
the input voltage φ̄ (Heaviside step function).





Figure 4.7(A) shows the 3D distribution of the dimensionless concentration c/c− in steady-state
conditions t/tmax = tD. The presented results are valid for both configurations, CS and CF, being the
back-coupling term of the mechanical field into the electro-chemical problem small in accordance
with the particular investigated setup. In fact, the term ∝ ∇p in the constitutive equation of the ion
transport, see the second row in Table 4.5, is zero due to the constant distribution of the stress in
both configurations (Tzz = σ̄ for CS, and Tzz = 0 for CS as it will be later shown). Ion accumulation
(depletion) is observed at the top (bottom) surface ∂PE1 (∂PE2), see the blue (red) area. This behavior
is in accordance with the applied input voltage. The phenomenon of ion accumulation (depletion)
takes place in very small regions, usually called boundary layers, as for the previous performed
simulations of the EC model. In the bulk (larger region than the boundary layers), the concentration
is constant (gray area) and the electroneutrality condition is fulfilled c = c−.
Figure 4.7(B) shows the 3D distribution of the dimensionless electric potential φ/φ̄ in steady-state
conditions t/tmax = tD. As for the concentration, the presented results are valid for both configurations,
CS and CF. The behavior of the potential is similar to that of the concentration, with large gradients
at the boundary layers (high electric field) and a constant trend in the bulk (zero electric field).
Furthermore, the applied boundary conditions, see equations (4.21), are fulfilled.
Figures 4.7(C – D) show the 3D distribution of the dimensionless component of the stress Tzz/σ̄
in steady-state conditions t/tmax = tD and for each configuration: CS (left) and CF (right). It is
worth noting that the dimensionless stress Tzz/σ̄ employs the parameter σ̄ which always refers to the
configuration CS. Therefore, when the configuration CF is taken into account, σ̄ still refers to CS.
As expected, the stress component Tzz (i) is constant and equal to the input pressure field σ̄ in the
whole domain (blue area) for the configuration CS, while (ii) is constant and equal to zero in the
whole domain (gray area) for the configuration CF.
Figures 4.7(E – F) show the 3D distribution of the dimensionless component of the displacement
uz/(λ0h) (vertical displacement) in steady-state conditions t/tmax = tD and for each configuration: CS
(left) and CF (right). Both configurations fulfill the boundary condition (4.20)1: uz/(λ0h) = 0 when
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z/(λ0h) = −1 (bottom surface ∂PE2), see the blue area. As expected, a small negative displacement
(red area) takes place at the top surface ∂PE1 (z/(λ0h) = 1) for the configuration CS due to the applied
pressure field σ̄ which generates a compression at the top surface. Furthermore, a quasi-linear trend
of the vertical displacement is observed along the thickness direction. The configuration CF shows a
small negative displacement (red area) in the bulk domain, while a zero displacement is shown at
the top surface (blue area): the membrane undergoes first compression and then extension without
changing the reference thickness (2λ0h). The order of magnitude of the observed displacement
for the configuration CF is smaller than the one observed for the configuration CS. In fact, when
mechanical loads are not taken into account, as for the configuration CF, the displacement is only
induced by the coupling with the electro-chemical problem through the distortion field Eo. Therefore,
electro-chemical induced displacements are smaller than the ones generated by direct mechanical
loads. Moreover, a similar color distribution of concentration, electric potential and displacement
is observed for CF: large gradients at the boundary layers and constant values in the bulk (classic
behavior of electro-chemical problems, see also the EC model).
Figure 4.8(A) shows the profiles of the dimensionless concentration c/c− along the z–direction for
different instants in time as given in Table 4.9.13 As mentioned before, the electro-chemical problem
is not influenced by the particular configuration, therefore the presented results are valid for both
configurations, CS and CF. Starting from the initial equilibrium conditions at tA = 0, where c/c− = 1
(dotted line with square markers), the concentration evolves in space and time until steady-state
conditions at tD = 1 are reached (solid line with circle markers). The latter steady-state profile is in
accordance with the 3D results shown in Figure 4.7(A), even though an asymmetric distribution with
respect to the centerline z/(λ0h) = 0 is observed as for the EC model.
Figure 4.8(B) shows the profiles of the dimensionless electric potential φ/φ̄ along the z–direction for
different instants in time. The presented results are valid for both configurations, CS and CF. The
time evolution of the potential profiles is indicated by the arrows. Initially for tA = 0, the potential is
zero everywhere φ/φ̄ = 0. When the input voltage is applied at the end faces, the potential profile
evolves in time: from a quasi-linear distribution (tB = 0.02) toward a steady-state profile (tD = 1)
similar to that of the concentration. For each instant in time, the boundary conditions are fulfilled.
Furthermore, the steady-state behavior is in accordance with the one shown in Figure 4.7(B). It
should be pointed out that the trend of the potential is different with respect to the one proposed for
the EC model (quasi-linear), see Figures 3.4(C – D).
Figures 4.8(C – D) show the profiles of the dimensionless component of the displacement uz/(λ0h)
along the z–direction for different instants in time. In steady-state conditions (solid line with circle
markers), both configurations show a trend which is in accordance with Figures 4.7(E – F). For
the configuration CS, the transient is very fast and steady-state conditions are reached immediately.
Contrary, for the configuration CF, the transient is slow: the time scale shows the same order of
magnitude of the electro-chemical variables c and φ. In fact, as stated before, the electro-chemo-
mechanical problem for CF is only governed by electro-chemical variables.
Finally, Figures 4.8(E – F) show the time evolution of the dimensionless component of the displacement
uz/(λ0h) for both configurations and in relation to three points along the thickness of the membrane: (i)
the lower boundary z/(λ0h) = −1 (dotted line), (ii) the midpoint z/(λ0h) = 0 (solid line), and (iii) the
upper boundary z/(λ0h) = 1 (dashed line). The results are in accordance with the behavior observed
in Figures 4.7(E – F) and in Figures 4.8(C – D).
13 The profiles of each electro-chemo-mechanical variable are referred to the hydrated thickness of the membrane 2λ0h.
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4.4.3 One-dimensional steady-state profiles: comparison with the analytical models
In this subsection, the three proposed levels of investigation, namely: (i) the 3D ECM model, (ii)
the 1D reduced model and (iii) the 1D bar model, are compared in order to verify the validity of the
analytical models and of the assumptions taken into account.
Figure 4.9(A) shows a comparison of the steady-state profile of the dimensionless concentration c/c−
between (i) the numerical simulations of the 3D ECM model (solid line with circle markers), and (ii)
the analytical results of the 1D reduced model according to equation (4.36) (dashed line with cross
markers). As stated before, the concentration used in the 1D bar model is related to the 1D reduced
model. Therefore, the 1D bar model turns out to be the same as the 1D reduced model concerning
the evolution of electro-chemical variables. Equation (4.36) shows that the concentration is not
influenced by the external load σ̄, therefore the same results hold for both configurations: CS and
CF. Small discrepancies are observed for the boundary values of the concentration at z/(λ0h) = −1
and z/(λ0h) = 1, this is due to the hypothesis made in the 1D reduced model with respect the 3D
ECM model (e.g. one-dimensional domain and steady-state conditions).
Figure 4.9(B) shows a comparison of the steady-state profile of the dimensionless electric potential φ/φ̄.
The formula of the potential for the 1D reduced model (dashed line with cross markers) is given
in equation (4.34). The 1D reduced model verifies the boundary conditions at z/(λ0h) = −1 and
z/(λ0h) = 1, while discrepancies are observed in the bulk domain at z/(λ0h) = 0. The proposed
analytical model can not catch the asymmetries as the numerical simulations of the ECM model due
to the fact that nonlinear terms are neglected during the formulation of the 1D reduced model, see
equation (4.31). As for the concentration field, also the electric potential is not influenced by the
external load σ̄, therefore the same results hold for both configurations: CS and CF.
Figure 4.9(C) shows a comparison of the steady-state profile of the dimensionless component of the
displacement uz/(λ0h) for the configuration CS among: (i) the numerical simulations of the 3D ECM
model (solid line with circle markers), (ii) the analytical results of the 1D reduced model given in
equation (4.37) (dashed line with cross markers), and (iii) the analytical results of the 1D bar model
given in equation (4.39) (dotted line with plus sign markers). It can be observed a good agreement
among the proposed models.
Figure 4.9(D) shows a comparison of the steady-state profile of the dimensionless component of the
displacement uz/(λ0h) for the configuration CF among the three different levels of investigation. In
the equations (4.37) (1D reduced model) and (4.39) (1D bar model), the parameter σ̄ is now set to
zero. The high gradients which develop at the electrode-membrane interfaces are influenced by the
boundary layers of the electro-chemical state variables as also suggested by a comparison on the
structure of the equations (4.37) and (4.39) with the equations (4.36) and (4.34). A good agreement
can be observed between the numerical simulations of the ECM model and the 1D reduced model,
while the 1D bar model shows discrepancies. The reasons behind this difference are not trivial and
are connected (i) to the strict assumptions of the 1D bar model, and (ii) to the lack of the modulating
effect induced by the external boundary load σ̄. Furthermore, only the numerical results of the
ECM model are capable of catching the small vertical displacement arising at the top surface at
z/(λ0h) = 1. In fact, many assumptions are taken into account in the 1D reduced model and the 1D
bar model (e.g. one-dimensional domain and steady-state conditions). These analytical models are
not capable of predicting three-dimensional effects. Therefore, the displacement equals zero at the
top surface in order to respect the electroneutrality condition in the z–direction.
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Figure 4.7: (A – B) Steady-state (t = tD tmax) 3D distribution of the dimensionless mobile ion concentration c(x, t)/c−
(left) and of the dimensionless electric potential φ(x, t)/φ̄ (right). The presented results are valid for both
configurations under investigation: clamp-stress (CS) and clamp-free (CF). (C – D) Steady-state 3D distribution
of the dimensionless component of the stress Tzz (x, t)/σ̄ for the configurations CS (left) and CF (right).
(E – F) Steady-state 3D distribution of the dimensionless component of the displacement uz (x, t)/(λ0h) for the
configurations CS (left) and CF (right). The dashed lines identify the membrane thickness direction z that is
later employed to investigate the time evolution of the electro-chemo-mechanical variables.
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Figure 4.8: (A – B) Space evolution of the dimensionless mobile ion concentration c/c− (left) and of the dimensionless
electric potential φ/φ̄ (right), for the configurations CS and CF. Different instants in time are identified by
different markers. (C – D) Space evolution of the dimensionless displacement uz/(λ0h) for CS (left) and CF
(right). (E – F) Time evolution of the dimensionless displacement uz/(λ0h) for CS (left) and CF (right).
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Figure 4.9: (A) Steady-state profile of the dimensionless concentration c(z, t)/c− provided by (i) the numerical simulations
of the ECM model (solid line with circle markers) and (ii) the 1D reduced model (dashed line with cross
markers). (B) The same comparison is shown for the steady-state profile of the dimensionless electric potential
φ(z, t)/φ̄. (C) Steady-state profile of the dimensionless component of the displacement uz (z, t)/(λ0h) for the
configuration CS provided by (i) the numerical simulations of the ECM model (solid line with circle markers),
(ii) the 1D reduced model (dashed line with cross markers), and (iii) the 1D bar model (dotted line with plus
sign markers). (D) The same comparison is presented for the configuration CF.
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4.5 Conclusions for the ECM model
In this section, the main results, as well as conclusions and outlooks, concerning the ECM model and
its reduced analytical closed form solutions, are drawn and summarized.
• The ECM model is capable of well predicting the physically-based behavior of a hydrated
polymeric membrane under the hypothesis of (i) impermeability, (ii) small applied voltages,
hence small displacements, (iii) clamped membrane at the bottom surface, (iv) either loaded
and unloaded conditions at the upper surface.
• The proposed configurations aim at mimicking different working conditions for polymeric
membranes: e.g. (i) the effects of the surrounding membranes on a single membrane within a
fuel cell stack [167], (ii) a pouch cell in a battery pack under a clamping load [168], and (iii) a
lithium-ion battery cell under a certain state of charge and mechanical compression load [169].
• The proposed different levels of investigation furnish different tools to get an insight into
the behavior of polymeric membranes in typical fuel cell working conditions. In particular,
the analytical equations provided by the 1D reduced model (for each of the main electro-
chemo-mechanical state variable) can be employed, in a first instance, for a rapid parametric
investigation (i) on the material parameters and (ii) on the boundary conditions of the problem.
Then, a numerical simulation of the ECM model can give information on the time evolution
and on the three-dimensional distribution of the state variables. Finally, the full ECHM model
can be employed to perform a detailed analysis.
• The potentialities of the ECM model are highlighted by the fact that critical stresses, which
can arise during working conditions can be investigated in relation (i) to the initial hydration
of the membrane which generates large swelling, (ii) to the geometry, (iii) to the boundary
conditions, and (iv) to the material parameters. For example, more complex geometries, as
well as different initial and boundary conditions, can be investigated through the proposed
ECM model by performing new simulations.
• The proposed analytical formulations, especially the 1D reduced model, can be adapted to
different kinds of problems.
• Finally, the model is potentially capable of predicting the behavior of membranes which, once
hydrated in free swelling conditions, have a negative Poisson’s ratio. The importance of this




In this chapter, a reduced hydro-mechanical (HM) model is presented in order to investigate the
multiphysics behavior of constrained polymer gels which swell or shrink when stimulated by a change
in the humidity conditions (i.e. a change in the chemical potential).
In the last decades, polymer gels have gained a particular attention due to their similar behavior to
that of biological systems [46, 90, 130, 172–174]. The main applications involving polymer gels
are actuators, sensors, but also bioinspired microstructures and biological tissues. This material
consists of a soft elastic body soaked in a fluid that undergoes swelling or shrinking when triggered
by an external stimulus. During the swelling or the shrinking of the gel, the fluid is absorbed or
released (hydration or dehydration), respectively, while large deformations (40-80%) occur [87].
Hydration-dehydration cycles can generate large stresses which may significantly reduce performance,
lead to failure, and determine fracture and fatigue phenomena. Recently, fatigue issues in polymers
have gained large attention [12, 13, 72]. More details concerning polymer gel are given in Chapter 1.
In order to further address the research toward this interesting topic, a reduced HMmodel is presented
and discussed for the same particular layout as the one given in the work of Rossi et al. [4], see Figure
5.1. The HM model can be derived by performing a reduction of the full ECHM model and, usually,
is known in literature as the stress-diffusion theory [6, 73, 80, 82, 83, 175].1
In the HM model, the chemical field due to ion transport and the electrical field are neglected, see
Table 5.1. Starting from the ECHM model, the following assumptions are taken into account:
• the distorted state Bo is neglected since the chemical field related to the ion transport is not
taken into account, hence four configurations are described according to the following list: Bd,
B0, Bs and Bt, where Bs is a new, intermediate and stressed configuration,
• from Bd to B0, mechanics and water transport are involved within a nonlinear framework (large
deformations), the gel swells in free conditions driven by a change in the chemical potential
µw0 and according to the deformation process F0 (homogeneous and isotropic),
• from B0 to Bs (new configuration introduced in the HMmodel), mechanics and water transport
are involved within a nonlinear framework (large deformations), the gel swells or shrinks in
mechanically constrained conditions driven by a change in the chemical potential µws and
according to the deformation process Fs (transversely isotropic),
• from Bs (new stressed reference configuration) to Bt, mechanics and water transport are
involved within a linear framework (small deformations), the clamped-free gel swells or shrinks
driven by a small change in the chemical potential µ̃ws and according to the deformation
process F̃.
1 The stress-diffusion theory employs the nonlinear mechanics. However, in some situations, linear formulations can
describe even moderately large deformations. Among these, the linear poroelastic model is derived by considering a
small perturbation of a reference state (incremental or linearization approach) [85, 87, 88].
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Fs = ∇fs F̃ = ∇f̃
Figure 5.1: Configurations and maps involved in the HM model, i.e. Bd, B0, Bs and Bt.
Table 5.1: Fields involved between two configurations of the HM model. Three steps are taken into account: (i) Bd → B0,








Bd → B0 B0 → Bs Bs → Bt
electrostatics
ion transport
water transport 6 6 6
mechanics 6 6 6
The free swelling problem from Bd to B0 has been already discussed in Section 4.1. Once the
gel has reached the free-swollen state B0, a set of linear springs, uniformly distributed at the gel
boundary ∂B0, is introduced. The stiffness of the springs may be different between the in-plane and
the out-of-plane direction. It is worth noting that the springs mimic the swelling/shrinking effect of
surrounding layers as, for example, in a single membrane within a fuel cell stack [167]. This aspect
distinguishes the investigation performed in the present research with respect to the existing scientific
literature. At B0, the elastic springs are at rest in a bath of assigned chemical potential µw0 . An




0 ), determines a solvent
uptake (release), and, as a consequence, the gel swells (shrinks) while springs shorten (elongate)
generating uniform compressive (tensile) stresses. Once the transition period has ended, the gel lays
in a new equilibrium and stressed state Bs. From Bs, an incremental problem, induced by a further
small change in the chemical potential µ̃ws , is formulated within a thermodynamically consistent
framework. The proposed incremental approach consists of a linearization of the HM model and is
derived in the same way like the classical poroelastic theory [86,164]. The so obtained linearized
HM model is employed to investigate the incremental dynamics of a prestressed thin plate-like gel
body which is clamped at the bottom surface and is free at the top surface and on the mantle. This
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approach is a first attempt to extend the classical Biot’s theory of linear poroelasticity [88] for all
kinds of problems where critical conditions for porous elastic bodies can arise due to an initial
stress (prestress). In fact, the poroelastic models published in literature always consider a stress-free
reference configuration [6, 86–88]. More details concerning the derivation of the HM model are
given in the work of Rossi et al. [4]. It should be mentioned that, even though the equations of the
chemical field are labeled for water transport, the HM model can be referred to a general solvent. As
stated before, the difference between a material (Lagrangian) and a spatial (Eulerian) description of a
certain field variable is left to the reader through the observation of the variable dependency on a
material or a space point, respectively.
This chapter is organized as follows: in Section 5.1 the HM model is derived from the full ECHM
model. The HM model is formulated in a general way between two configurations (Bd and Bt),
and is then applied to investigate particular and sequential problems: (i) a free swelling problem
Bd → B0, (ii) a mechanically constrained problem B0 → Bs, and (iii) an incremental problem from
a prestressed state Bs → Bt. In Section 5.2, the properties of the performed analytical investigation
are presented. In Section 5.3, the outcomes of the HM model are discussed for each of the problems
taken into account. Conclusions are drawn in Section 5.4.
5.1 Field equations, initial and boundary conditions
In this section, it is shown that the HM model can be derived by reducing the full ECHM model. This
formulation has been already proposed in Section 4.1, where a chemo-mechanical (stress-diffusion)
model has been formulated by neglecting (i) the ion transport, and (ii) the electrostatics from the
full ECHM model. Then, the so defined stress-diffusion model has been used to investigate a free
swelling problem. In the current chapter, the stress-diffusion model, called HM model, is presented
in a general way. The model is employed by using different initial and boundary conditions between
the processes Bd → B0 (free swelling problem) and B0 → Bs (mechanically constrained problem).
In the last process Bs → Bt, the HM model is linearized (incremental approach) by assuming (i)
small displacements and (ii) a prestressed reference configuration Bs.
5.1.1 Field equations: HM model (Bd → Bt)
In the following, the HM model is formulated between two general configurations: a dry reference
configuration Bd and an actual configuration Bt. The deformation gradient Fd brings Bd toward Bt.
The balance equations for the water (or a general solvent) transport and mechanics (only fields taken
into account in the HM model) remain the same (i.e. the third and fourth row in Table 2.3), while the
balance equations of ion transport and electrostatics vanish (i.e. the first and second row in Table 2.3).
The constitutive equations of the neglected fields vanish (i.e. the first and second row in Table 2.4),
while the constitutive equations of the modeled fields (i.e. the third and fourth row in Table 2.4) are
properly modified.
In the constitutive equation of the water transport (2.93)1, (i) the mobility tensorMw , given in equation
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(2.93)2, does not change, while (ii) the term related to the water potential µw , i.e. equation (2.92),
becomes:
µw = −RTη2h′(η) +Ωp ⇒ µw = RT h′(Jd) +Ωp , (5.1)
where equation (2.87) is employed with η = J−1d being now the solid volume fraction referred
to the configurations Bd and Bt (solvent transport takes place between these two configurations).
















In the full ECHM model, the volumetric constraint (2.41) is defined on Je and acts between Bo
and Bt, while in the initial characterization of the reduced ECM model (free swelling problem)
the volumetric constraint (4.2) is defined on J0 and acts between Bd and B0. For the general case







= 1 +Ωwd . (5.3)
Please be aware that wd is the water concentration at Bd due to the process Fd. Moreover,
equation (5.1)2 describes the space evolution of the chemical potential µw in both configuration Bd
and Bt, being µw not influenced by changes in density.
The constitutive equation of the mechanics (2.98), becomes:
Sd = GoFeF∗o − pF∗d + TMF∗d ⇒ Sd = GdFd − pF∗d , (5.4)
where TM = 0 by neglecting the effects of the electrostatics, F∗o = Jo F−To = I by neglecting the
effects of the ion transport and its volumetric constraint, i.e. Fo = I, and Fe = Fd being the elastic
part of the deformation process only related to Fd. The constitutive equation (5.4)2 can be expressed
in terms of actual stress T (per unit of actual area da) by using the proper relation for the change of
density as given in equations (2.11). Therefore, in the actual configuration Bt holds:
T = Gd
Jd
FdF Td − pI . (5.5)
It is worth noting that the pressure p in equations (5.4)2 and (5.5) is always referred to the actual
configuration Bt. An overview of the equations employed in the stress-diffusion problem between
the general configurations Bd and Bt is given in Tables 5.2 and 5.3.
Table 5.2: Balance equations of the reduced HM model in the dry configuration Bd. The HM model acts from Bd to Bt.
Suitable initial (ICs) and boundary (BCs) conditions have to be imposed in order to solve these equations.
balance equations ICs BCs
water transport: Ûwd = −∇ · hd wd = w̄ 0d hd · nd = h̄d , wd = w̄d
mechanics: ∇ · Sd = 0 ud = ū 0d Sdnd = s̄d , ud = ūd
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Table 5.3: Thermodynamically consistent constitutive equations of the reduced HM model in the dry configuration Bd.
The HM model acts from Bd to Bt.
constitutive equations















mechanics: Sd = GdFd − pF∗d
5.1.2 Field equations: free swelling problem (Bd → B0)
The general HM model is employed to investigate the free swelling of the gel from a dry configura-
tion Bd to a new equilibrium configuration B0.
Due to a change in the humidity conditions, from dry (µw = −∞ J mol−1) to wet (µw = µw0 >
−∞ J mol−1) conditions, the gel absorbs solvent and swells in absence of any mechanical constraint







Bd B0µw = −∞ J mol−1 µw = µw0
Figure 5.2: Investigation of the free swelling problem from the dry configuration Bd (blue) to the free-swollen state B0
(pink) by using the HM model. The membrane is not mechanically constrained (free conditions) and has
a theoretical initial chemical potential µw = −∞ J mol−1 (white background). A change in the chemical
potential of the surrounding environment, i.e. µw0 > −∞ J mol−1 (blue patterned background), induces solvent
uptake. The membrane absorbs solvent and the volume changes without changes in shape, in accordance with
the homogeneous and isotropic structure of F0. The Cartesian coordinate systems is also shown.
The free swelling from a dry configuration Bd has been already discussed in Section 4.1, where the
chemo-mechanical state of a free-swollen configuration (reference configuration of the ECM model)
has been investigated by assuming steady-state conditions.



















+Ωp0 = RT h′(J0) +Ωp0 , (5.6)
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which are identical to equations (4.4)2 and (4.5), and where J0 = det F0 = λ30.2 Equations (5.6)
represent a set of nonlinear algebraic equations in the unknowns λ0 and p0. The variables λ0 and
p0 are both defined for the process Bd → B0. It is worth noting that, in the ECM model, the
swelling-induced stretch λ0 is given as an input parameter, see Table 4.6. Otherwise, in the HM
model, the parameter λ0 is evaluated by solving the nonlinear system (5.6), once the external chemical
potential µw0 and the material parameters are fixed.
5.1.3 Field equations: mechanically constrained problem (B0 → Bs)
The general HM model is employed to investigate the swelling and/or the shrinking of a mechanically
constrained gel from a free-swollen configuration B0 to a new stressed state Bs.
The gel initially lays at the free-swollen state B0 with a constant equilibrium chemical potential µw0 .
In equilibrium, the chemical potential µw equals µw0 everywhere, i.e. within the gel and in the
surrounding environment. Then, the gel is anchored all over the permeable boundary ∂B0 through a
uniform field of linear elastic springs mimicking the effect of surrounding bodies. It is assumed that
the springs are relaxed at B0, and that the stiffness of the in-plane springs k, i.e. in the x– and y–
direction, is different with respect to the stiffness of the out-of-plane (transverse) springs k⊥, i.e. in
the z–direction ([k, k⊥] = N m−2). Moreover, the upper and lower surfaces of Bs = G (gel shape) are
denoted as G+ and G−, respectively, with unit normal vectors ±ξ3. The mantle (lateral boundary) is
denoted asM and has a unit normal vector m. Therefore, ∂G = {G+ ∪ G− ∪M}, see Figure 5.3.
Please be aware that the polymer gel employed in the HM model does not have a electrode-membrane
boundary as the one used in the EC and ECM model.
Fsx
z




Figure 5.3: Investigation of the swelling or shrinking of a mechanically constrained gel from the free-swollen state B0
(pink) to the stressed configuration Bs = G (green) by using the HM model. The cross-sections of the
reference B0 and final Bs configuration are shown according to a Cartesian coordinate systems in the xz–plane.
The free-swollen membrane B0 lays in equilibrium in a bath of chemical potential µw = µw0 . The boundary
∂G is classified as: (i) G+ upper surface, (ii) G− lower surface, and (iii)M mantle. A uniform field of linear
elastic springs secures the free-swollen gel. The springs have different stiffnesses: k in the x– and y–direction
(black), and k⊥ in the z–direction (yellow). When a change in the chemical potential of the surrounding
environment, i.e. µw = µws (see the darker blue patterned background of Bs with respect to B0), occurs,
then the membrane absorbs or releases solvent and the volume changes, in accordance with the transversely
isotropic structure of Fs.
2 It is worth noting that for a free swelling problem the equations (5.6) are invariant with respect to the density. Therefore,
a push-forward from Bd toward B0 of the general equations of the HM model, i.e. equations (5.1)2 and (5.4)2 (written
in Bd), gives the same results as in equations (5.6).
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A change in the chemical potential of the bath, from µw0 to µ
w
s , determines a new process from B0
to Bs, whose deformation gradient is denoted as Fs. Three different situations, discussed in more
details later, can arise in accordance with the value of the external chemical potential µws : (a) the gel




0 (the solvent is
released), and (c) the gel is unchanged when µws = µw0 (the solvent is neither absorbed nor released).
In the final (new) equilibrium state Bs, the chemical potential µw equals µws everywhere, i.e. within
the gel and in the surrounding environment. The equilibrium state Bs is not stress-free and is assumed
as new stressed reference configuration for the next step Bs → Bt, which is discussed in the next
subsection.
When the swelling is small enough to avoid buckling, it can be assumed that the deformation process
Fs has a transversely isotropic structure, which is dependent on the homogeneous stretches λs and
λs⊥ (B0 → Bs) as follows:
Fs = λsÎ + λs⊥ξ3 ⊗ ξ3 , (5.7)
where λx = λy = λs are the in-plane components, λz = λs⊥ is the out-of-plane component, and
Î = I − ξ3 ⊗ ξ3. Consequently, the actual (Cauchy) stress Ts has a transversely isotropic structure:
Ts = σsÎ + σs⊥ξ3 ⊗ ξ3 , (5.8)
where the components σs and σs⊥ represent the in-plane and the out-of-plane principal components
of stress tensor Ts, respectively.
It is useful to point out that the Cauchy stressTs is referred to the whole process Fd = FsF0 (Bd → Bs).
However, being the process Fd = F0 stress free, the tensor Ts is essentially the actual stress at Bs
due to the process Fd = Fs. Please be aware that, by assuming Fs transversely isotropic and F0
homogeneous isotropic, then Ts has a transversely isotropic structure, see equation (5.11)2.
Mechanical and chemical boundary conditions are prescribed on the configuration Bs (actual
configuration of the process B0 → Bs) by assuming steady-state conditions.
For the mechanical field, it holds:
Tsm = σ̄sm = −k (λs − 1)m on M , and (5.9)
Tsξ3 = σ̄s⊥ξ3 = −k⊥ (λs⊥ − 1)ξ3 on G± ,
where σ̄s and σ̄s⊥ represent the in-plane and the out-of-plane external (Cauchy) stresses induced by
the boundary springs.
For the chemical field due to solvent transport, it holds:
µw = µws on ∂G . (5.10)
The constitutive equations of the general HMmodel, given by the equations (5.1)2 and (5.4)2, are now
formulated for the process Fd = FsF0 (Bd → Bs) and pushed-forward to the configuration Bs:


















(FsF0)(FsF0) T − p0sI ,
where equation (5.5) is employed, and where p0s is the pressure at Bs due to the process Fd = FsF0
(Bd → Bs). Furthermore, it holds Js = det Fs = λ2sλs⊥ according to equation (5.7).
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As performed for the constitutive equations, the balance equations are pushed-forward to Bs. The
new expressions of the balance equations for the mechanical and chemical field turn out to be:
∇ · Ts = 0 and ∇µw = 0 . (5.12)
Equation (5.12)1 is the same as the equation (2.33), even though it can also be derived by performing
a push-forward to Bs of the dry integral balance given in equation (2.34)1. Equation (5.12)2 takes
into account steady-state conditions and the Dirichlet boundary condition µw = µws given in equation
(5.10). In fact, when steady-state conditions are reached, the chemical potential within the gel is
everywhere in equilibrium with the chemical potential of the surrounding environment µws . Therefore,
the flux (related to the gradient of the chemical potential) is zero and the steady-state balance equation
(see equation (2.30)2 properly pushed-forward to Bs) reduces from −∇ · (Mw∇µw) = 0 to ∇µw = 0.
The solution of the balance equations (5.12) with the boundary conditions (5.9) and (5.10) is the
solution of a homogeneous problem:
σs = −k (λs − 1) , σs⊥ = −k⊥ (λs⊥ − 1) , and µw = µws . (5.13)
The balance equations (5.12) are in total four equations. The transversely isotropic structure of Fs
and Ts determines a similar behavior in the x– and y–direction (in-plane components). Therefore, the
homogeneous solution of the balance equations reduce to the three equations given in formula (5.13).
By substituting the constitutive equations (5.11) into the equations (5.13), the following nonlinear
system with three unknowns (λs, λs⊥, p0s) is defined:
G0
λs⊥
− p0s = −k (λs − 1) , (5.14)
G0λs⊥
λ2s
− p0s = −k⊥ (λs⊥ − 1) ,
RT h′(J0Js) +Ωp0s = µws ,
where G0 = Gd/λ0 is the poroelastic shear modulus, as defined in equation (4.6)1.
Therefore, when the chemical potential varies from µw0 to µ
w
s , the swelling or the shrinking of the
gel determines a change in the length of springs, while uniform normal stresses act on ∂Bs. Three
different scenarios are taken into account according to Figure 5.4.
(a) When the chemical potential increases, that is when µws > µw0 , (i) the gel absorbs solvent and
swells (λs > 1 and λs⊥ > 1), so increasing its volume, (ii) the springs shorten, thus generating
uniform compressive stresses σs and σs⊥ (compression zone).
(b) When the chemical potential decreases, that is when µws < µw0 , (i) the gel releases solvent and
shrinks (λs < 1 and λs⊥ < 1), so reducing its volume, (ii) the springs elongate, thus generating
uniform tensile stresses σs and σs⊥ (tension zone).
(c) When the chemical potential does not change, that is when µws = µw0 , (i) the gel does not absorb
or release solvent (λs = λs⊥ = 1), so no further deformation process takes place, i.e. Fs = I, (ii)
the springs are relaxed and the gel is stress-free.
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B0 µw = µw0
Bs µw = µws > µw0
Bs µw = µws < µw0




Figure 5.4: A change of the chemical potential from µw0 at B0 to µws at Bs determines three possible scenarios: (a) swelling









In the following, a further assumption is taken into account: k̂ = 0 with k̂ = k/Gd. The gel G is
elastically constrained only at the end faces G±, while the mantleM is free.3 This assumption is
made in order to reduce the number of parameters involved in the following analyses. Furthermore, if
the gel would have been assumed as a membrane (as the hypothesis of the next subsection), the larger
in-plane dimensions with respect to the out-of-plane dimensions would allow to neglect in-plane
effects. All in all, the system (5.14) reduces to the following nonlinear algebraic equations with







= −k̂⊥ (λs⊥ − 1) , RT h′(J0Js) +Ω G0
λs⊥
= µws , (5.15)
where the dimensionless out-of-plane spring stiffness is given by k̂⊥ = k⊥/Gd.
5.1.4 Field equations: incremental problem from a prestressed state (Bs → Bt)
Finally, the general HM model is linearized through an incremental approach in order to investigate
the chemo-mechanical dynamics of a polymer thin film (membrane) when a small change of the
chemical potential µ̃ws takes place from Bs to Bt. In the following, a general linearization procedure
for the HM model is presented. The general linearized HM model is then solved by imposing suitable
initial and boundary conditions for a clamped-free gel under the assumptions of one-dimensional and
time-dependent problem.
3 In Ref. [4], the investigation is extended by considering another limiting case: k⊥ = 0. The gel G is elastically
constrained only at the mantleM, while the end faces G± are free.
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Linearization of the HM model
It is assumed that the change in the chemical potential from µws at Bs to µws + ε µ̃ws at Bt, with
ε  1, is small. Therefore, the chemo-mechanical problem can be studied through an incremental
approach based on a linearized analysis around the stressed state Bs. The latter state, i.e. Bs, has
been characterized in the previous subsection. The new and small deformation process has a gradient
which is denoted as F̃.4 A linearization of F̃, similar to that performed in equation (4.7), brings to:
F̃ = I + ε∇ũ = I + εH̃ . (5.16)
The reference stress Ss (per unit of stressed area related to Bs), i.e. the stress at Bs due to the
deformation process Fd = F̃FsF0 (Bd → Bt) is given by:
Ss = S0s + ε S̃s . (5.17)
The tensor S0s is usually called prestress and represents the stress at Bs corresponding to F̃ = I
(Bd → Bs), while the tensor S̃s represents the incremental stress due to the effects induced by F̃
(Bs → Bt). It is worth noting that S0s is equal to the Cauchy stress Ts at Bs corresponding to the
deformation process FsF0, i.e. equation (5.11)2, which, for sake of clarity, is here recalled:
S0s = Ts =
Gd
JsJ0
(FsF0)(FsF0) T − p0sI . (5.18)
The prestress S0s depends (i) on the stiffness of the out-of-plane springs k⊥, and (ii) on the equilibrium
chemical potential at B0 and Bs, i.e. µw0 and µws , respectively. In fact, the aforementioned parameters
(k⊥, µw0 and µ
w
s ) define the stretches λ0, λs and λs⊥, which completely characterize the deformation
gradients F0 and Fs, as well as the stress state Ts = S0s.
The incremental procedure can be introduced for each of the chemo-mechanical variable involved in
the HM model:
ps = p0s + ε p̃s , (5.19)
ws = w0s + ε w̃s ,
µw = µws + ε µ̃
w
s ,
hs = h0s + ε h̃s = ε h̃s .
In equations (5.19)1,2,4: (i) the term on the left hand side represents the value of the specific variable
at Bs due to the process F̃FsF0, (ii) the first term on the right hand side represents the value of
the specific variable at Bs due to the process FsF0 (i.e. when F̃ = I), which are known values
once the problems Bd → B0 and B0 → Bs are solved, (iii) the second term on the right hand side
represents the increment due to F̃. For example, the variable ps is the pressure at Bs due to the
complete process F̃FsF0, while p0s is the pore pressure at Bs corresponding to the process FsF0, and
p̃s is the (small) increment. The variable p0s can be evaluated by solving the system (5.14). The
aforementioned rule also holds for equation (5.19)3 by taking into account that the chemical potential
are equilibrium values at the end of each process. Furthermore, in equation (5.19)4, it is assumed
that h0s = 0 being the flux zero when the gel lays in equilibrium at Bs.
4 The tensor F̃ represents a small deformation process superimposed to FsF0. It holds that F̃(xs, 0) = I [86].
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Following Ref. [4], an incremental problem is formulated by considering a O(ε2) thermodynamics.
In other words, the external work and the free energy are developed up to the second order in ε .





(Ψws + Ψ us ) dVs ≤
∫
Bs
(W ws +W us ) dVs , (5.20)
the latter formula takes into account only the mechanical and the chemical field due to solvent
transport.
The free energy densities, Ψws and Ψ us , can be derived by considering the rule for changes of
density given in equations (2.45). According to the map shown in Figure 5.1 and to the deformation
process FsF0, it follows that Ψs = Ψd/(J0Js). The expressions of Ψwd , given in equation (2.52), and of
Ψ ud , given in equation (2.54), are modified according to the particular configuration system employed
in the processes Bd → B0 → Bs → Bt. In fact, because of the deformation process Fd = F̃FsF0, it
holds: Jo = 1, Fe = Fd = F̃FsF0, and η = 1/Jd = 1/(J̃ JsJ0).
The external power densities, W ws and W us , can be evaluated by pushing-forward to Bs the relations
written in the dry configuration Bd, i.e. equations (2.58)2 and (2.60), according to the formula (2.55).






















((F̃FsF0) · (F̃FsF0) − 3) ,
W ws = µ
w Ûws − hs · ∇µw ,
W us = Ss · Û̃F .
The incremental version of the dissipation inequality is derived by performing a linearization of each
term in the inequality (5.20) and by using the equations (5.16), (5.17), (5.19) and (5.21) dropped to
O(ε2). Further details can be found in the work of Rossi et al. [4]. It should be pointed out that, as
for the classical theory of poroelasticity, the term Ûws is derived by linearizing the incremental version
of the volumetric constraint on J̃ as follows:
J̃ = det F̃ = 1 +Ω(ws − w0s) ⇒ Ûws = 1
Ω
(
I + ε(I · H̃)I − εH̃ T) · ε Û̃H . (5.22)




















J0Jsh′′(J0Js)(I · H̃)I + h′(J0Js)((I · H̃)I − H̃ T)
)
+ . . .
µws
Ω




· Û̃H − ε2 (h̃s · ∇µ̃ws ) ≥ 0 .
In the incremental dissipation inequality (5.23), the term of first order in ε (first line) is identical to
zero, as it can be easily verified by using equations (5.14)3 and (5.18). The approximation of the
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dissipation inequality obtained through the incremental theory is represented by the terms of second
order in ε , see the second and third line in the inequality (5.23), which can be written in a compact
form by introducing the function F :(





· H̃ − h̃s · ∇µ̃ws ≥ 0 . (5.24)
Following the classical approach for the derivation of a thermodynamically consistent model, i.e. the
Coleman-Noll approach [129], it holds:
S̃s = F (F0, Fs, µws , h′(J0Js), h′′(J0Js), H̃) −
µ̃ws
Ω
I and h̃s = −M̃s∇µ̃ws , (5.25)
where the incremental mobility tensor M̃s is a positive definite tensor. Little manipulations allow to
simplify the representation of F and to write the incremental stress S̃s as:
S̃s = C̃[H̃] − p̃sI , (5.26)
where p̃s = µ̃ws /Ω is the pore pressure, as usually defined in the classical poroelastic theory [88], and






(µws − RT h′(J0Js))(H̃ T − (I · H̃)I) +
RT
Ω
J0Jsh′′(J0Js)(I · H̃)I , (5.27)
being C0s = (FsF0) T(FsF0) the right Cauchy-Green strain tensor corresponding to the deformation
gradient FsF0. It is worth noting that part of the second term in equation (5.27) is the pressure at Bs
















Finally, the balance laws for the incremental chemo-mechanical problem referred to Bs are
∇ · S̃s = 0 and Û̃ws = −∇ · h̃s = ∇ · (M̃s∇µ̃ws ) = ∇ · (M̃s∇Ωp̃s) , (5.29)
where the equation (5.25)2 and the definition of pore pressure are employed. The time-dependent
incremental balance equations (5.29) can be solved by considering suitable initial and boundary
conditions as for the particular problem discussed in the next paragraph.
Moreover, the two unknown fields (mechanical and chemical field) are coupled through the linearized
expression of the volumetric constraint. In fact, within an incremental and linearized framework, the
volumetric constraint is derived by using equation (5.22)1:
Ωw̃s = I · H̃ . (5.30)
As proved in the work of Rossi et al. [4], the previous incremental theory from a prestressed
configuration is validated by deriving two limiting cases which are well known in literature:
• the classic linear poroelastic theory (incremental theory from a stress-free configuration) [86,88],
and
• the standard incremental problem of elasticity around a stressed state [176].
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One-dimensional gel dynamics
The general model presented in the previous paragraph, i.e. the linearized version of the HM model
(poroelasticity) for a prestressed configuration, is now employed to investigate a one-dimensional
time-dependent problem from Bs to Bt, as shown in Figure 5.5. For this particular problem, a
closed-form solution exists. Furthermore, mechanics and chemistry can be solved sequentially, while,





Bs µw = µws Bt µw = µws + µ̃ws
wall (clamp)
Figure 5.5: Investigation of the incremental problem from the stressed configuration Bs (green) to the actual state Bt
(violet) by using the linearized HM model. A thin film is clamped at the bottom surface G− and is free at the
top surface G+. The small change of the chemical potential µ̃ws induces a solvent absorption or release.
The investigated problem has already been discussed in literature [74,87]. Therein, a linear poroelastic
theory for a stress-free reference configuration is employed to investigate a thin gel film which is
(i) glued to a rigid impermeable wall of unit normal vector ξ3 at the bottom surface G−, i.e. at z = −ĥ,
and (ii) free at the top surface G+, i.e. at z = 0. The mantleM is free and the membrane thickness
is ĥ. The same problem is discussed by using the proposed linearized version of the HM model for a
prestressed configuration.
It is assumed that the in-plane dimensions of the gel are much larger than its thickness. Therefore, the
chemo-mechanical problem is driven mainly by the evolution along the z–direction. The incremental
flux shows only a component h̃s = h̃s−z(z, t)ξ3 which is a function of the thickness coordinate z
and of the time t.5 The same space and time dependency holds for the incremental chemical
potential µ̃ws = µ̃ws (z, t), see equation (5.25)2, as well as for the other chemo-mechanical variables.
For example, the only meaningful component of the small displacement vector ũ, acting from Bs to Bt,
is the normal component to the wall:
ũ = ũxξ1 + ũyξ2 + ũzξ3 , with ũx = ũy = 0 and ũz = ũz(z, t) , (5.31)
that is the same assumption performed in the Nemat-Nasser-like reduced ECM model, see equa-
tion (4.23). According to the aforementioned assumptions and by using equation (5.26), it holds for
the incremental stress S̃s(z, t):
S̃s = σ̃s−xxξ1 ⊗ ξ1 + σ̃s−yyξ2 ⊗ ξ2 + σ̃s−zzξ3 ⊗ ξ3 , (5.32)
with
σ̃s−xx = σ̃s−yy = Q(λ0, λs, λs⊥)Ẽzz − p̃s , and σ̃s−zz = A(λ0, λs, λs⊥)Ẽzz − p̃s , (5.33)
5 It is useful to clarify the notation which is adopted for the components of a general vector and tensor field •.
Tensor •s−i j – the subscript “s” indicates the configuration Bs where the density is evaluated, while the indexes “i j”
indicate the particular component of a tensorial quantity.
Vector •s−i – the same structure is employed with only one index.
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where H̃ · ξ3 ⊗ ξ3 = Ezz = ∂ũz/∂z is the deformation in the thickness direction, i.e. the only non-zero
component of the tensor H̃. The parameters Q andA appearing in equations (5.33) are fully defined
by the solution (i) of the free-swollen state B0, and (ii) of the reference stressed state Bs:



















The balance of forces (5.29)1 in a one-dimensional context prescribes that ∂σ̃s−zz(z, t)/∂z = 0, which
can be solved by using the boundary condition of free stress at the tip, i.e. σ̃s−zz(0, t) = 0. Therefore,
by using equation (5.33)2, the solution of the homogeneous problem is
σ̃s−zz(z, t) = 0 ⇒ A(λ0, λs, λs⊥)Ẽzz = p̃s . (5.36)




σ̃s−xx(z, t) dz = (Q − A)
∫ 0
−ĥ
Ẽzz(z, t) dz , (5.37)
where equations (5.33)1 and (5.36)2 are employed. The integration of equation (5.37), together with
the boundary condition related to the clamp at the wall, i.e. ũz(−ĥ, t) = 0, gives an expression for the
incremental tip displacement which is merely the change in the gel thickness due to the process F̃:
ũz(0, t) = F̃(t)Q − A . (5.38)
In steady-state conditions t = t̄, the incremental chemical potential inside the gel equals that of the
surrounding environment: µ̃ws (z, t̄) = Ωp̃s(z, t̄) = µ̄ws , where µ̄ws is a constant input parameter. The
steady-state incremental tip displacement is derived by the integration of the equation (5.36)2:∫ 0
−ĥ
Ẽzz(z, t̄) dz = 1A
∫ 0
−ĥ
p̃s(z, t̄) dz ⇒ ũz(0, t̄) = ĥAΩ µ̄
w
s . (5.39)
The structure of equations (5.38) and (5.39)2 is the same as the one given in Yoon et al. [87], even
though the different denominators take into account the different reference configuration adopted
in the proposed HM model from Bs to Bt. In fact, in Ref. [87], the reference configuration of the
incremental approach is stress-free and is reached by a one step deformation process F00 = λ00I. On
the other hand, in the proposed linearized HM model from Bs to Bt, the reference configuration of
the incremental approach is not stress-free and is reached by two steps: (i) a stress-free step F0, and
(ii) a constrained not stress-free step Fs.
A comparison between the tip displacement in steady-state conditions of (i) the model given in this
thesis, and (ii) the one proposed by Yoon et al. [87] is introduced. It should be pointed out that (i) the
steady-state tip displacement of the current model is named as ũz(0, t̄), see equation (5.39)2, while
(ii) the steady-state tip displacement proposed in Ref. [87] is named as ũYz (0, t̄). The displacement





3A , and Υ =





− 1 , (5.40)
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where G00 and K00 are the classical poroelastic shear and bulk moduli as given in equations (4.6).
These parameters, i.e. G00 and K00, are referred to the one-step stress-free deformation process F00
of Ref. [87]. Therefore, they are evaluated by using λ00 instead of λ0 in equations (4.6). The
parameter λ00 is calculated by using equation (5.6)2 properly modified for a free swelling problem
induced by µw = µw00 and related to the deformation process F00 = λ00I, with J00 = λ300. It is worth
noting that, in order to have a consistent comparison within equations (5.40), it is assumed that
µw00 = µ
w
s , i.e. the reference gel has the same equilibrium chemical potential in the two problems.
The time derivative of the volumetric constraint (5.30) is formulated by using equation (5.36)2:
Ωw̃s = I · H̃ = Ẽzz ⇒ Ω Û̃ws = 1A
Û̃ps = 1AΩ
Û̃µws . (5.41)








with ∆ = M̃sAΩ2 , (5.42)
which is a partial differential equation in space and time for the incremental chemical potential µ̃ws .
The mobility is assumed as M̃s = κ(%Ω2)−1, where κ ([κ] = m2) is the permeability of the gel and
% ([%] = N s m−2) is the absolute (or dynamic) viscosity of the solvent. Therefore, ∆ is a constant
parameter with the same unit of measures of a diffusivity coefficient, see equation (5.42)2.
Equation (5.42)1 takes the form of a diffusion equation and can be solved by enforcing suitable initial
and boundary conditions. At the reference state Bs, the incremental chemical potential is zero for
t = 0: µ̃ws (z, 0) = 0. At the top surface G+, the incremental chemical potential equals that of the
surrounding environment: µ̃ws (0, t) = µ̄ws . At the bottom surface G−, the gel is clamped, hence the
impermeability condition holds: ξ3 · ∇p̃s = ξ3 · ∇µ̃ws /Ω = 0 which, in a one-dimensional framework,
becomes ∂ µ̃ws (−ĥ, t)/∂z = 0. A full analytical solution for µ̃ws (z, t) is derived by using the approach
of the separation of variables for non-homogeneous boundary conditions. Therefore, the space and
time evolution of µ̃ws (z, t) is given by:





















Once the space and time evolution of the incremental chemical potential µ̃ws (z, t) is known, the
profiles of the other chemo-mechanical variables can be derived:
• p̃s(z, t) = µ̃ws (z, t)/Ω,
• Ẽzz(z, t) from equation (5.36)2,
• σ̃s−xx(z, t) from equation (5.33)1,
• σ̃s−zz(z, t) from equation (5.33)2, and
• w̃s(z, t) from equation (5.41)1.
The time evolution of the incremental in-plane resultant force per unit length F̃(t) can be derived by
inserting equations (5.43) and (5.36)2 into equation (5.37):
F̃(t) = (Q − A)A
∫ 0
−ĥ
p̃s(z, t) dz = (Q − A)AΩ
∫ 0
−ĥ
µ̃ws (z, t) dz = (5.44)
=
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5.2 Properties of the analytical investigations
In this section, the properties, the settings and the parameters of the HM model are presented for each
of the three processes previously discussed, namely: (i) the free swelling problem from Bd to B0,
(ii) the mechanically constrained problem from B0 to Bs, and (iii) the incremental problem from
the prestressed state Bs to Bt. Moreover, the results are restricted to problems that can be treated by
analytical calculations. Therefore, contrary to the EC and the ECM models, numerical simulations
are not carried out for the HM model.
The geometric, material and input parameters are summarized in Tables 5.4 – 5.5.
When homogeneous conditions are assumed and buckling is neglected, the geometry of the gel
does not influence the results of the particular investigated problem. Therefore, the same geometric
dimensions given in Figure 4.3 for the ECM model can be ideally taken into account for the HM
model. The only important “geometric” assumption is that the gel has a membrane configuration
from Bs to Bt. In fact, in the formulation of the process Bs → Bt, the thickness ĥ at Bs = G
(i.e. after the deformation process FsF0) is employed. Differently from the ECM model, where Ω =
1.8 · 10−5 m3 mol−1 is referred to water [86], in the HM model Ω = 6 · 10−5 m3 mol−1 is referred to
ethanol, i.e. the solvent commonly used for polydimethylsiloxane (PDMS). This choice is justified
by the idea to validate and to compare the proposed analysis with the results already published in
literature [6, 81, 175, 177]. With a slight abuse of notation, the superscript w is used in Chapter 5,
even though the chemo-mechanical model (HM) is employed for a different solvent than water.
Other parameters, which are not listed in Tables 5.4 – 5.5, are assumed to span over a range. In
particular, the dimensionless stiffness of the out-of-plane springs k̂⊥ ranges from 0 to 4, while the
equilibrium chemical potential at Bs, i.e. µws , ranges from −100 to 0 J mol−1.
Table 5.4: Geometric and material parameters employed in the HM model.
parameter value unit reference
ĥ 5 · 10−4 m [86, 87]
T 288.15 K [6]
Ω 6 · 10−5 m3 mol−1 [6, 177]
χ 0.2 – [6, 82, 86]
Gd 1 · 105 N m−2 [6]
k̂ 0 – [4]
κ = κ̂ 1 · 10−18 m2 [4, 86]
% = %̂ 0.2 N s m−2 [4, 86]
Table 5.5: Input values employed in the HM model.
parameter value unit reference
µw0 −50 J mol−1 [6]
µ̃ws (z, t̄) = µ̄ws −1 J mol−1 [4]
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5.3 Results and discussions
In this section, the results of the analytical investigations performed on polymer gels by using the
HM model are presented and discussed.
Each of the following sections shows the results for the specific problem treated according to the HM
model, namely:
• the free swelling problem from Bd to B0,
• the mechanically constrained problem from B0 to Bs, and
• the incremental problem from a prestressed state, i.e. from Bs to Bt.
The first two problems are solved in steady-state conditions and admit large deformations, while the
third problem is time-dependent and admits only small deformations.
5.3.1 Free swelling problem (Bd → B0)
In this subsection, the analytical results concerning the free swelling of a dry membrane are shown.
This particular problem is described analytically through the HM model, which is presented in
Section 5.1: Bd → B0.
The free swelling is a well known problem in literature [6, 82, 86] and is assumed as starting process
for any investigation involving a poroelastic model. The presented results aim at (i) validating the
performed analysis by a comparison with the outcomes already published in literature, (ii) identifying
the swollen state of the gel B0 for the next investigation, i.e. the swelling or shrinking of a constrained
gel (B0 → Bs), and (iii) giving a general perspective on the free swelling problem which is also
employed in the ECM model.
In fact, the free swelling problem is also discussed in Chapter 4 in order to characterize the
configuration B0, which is assumed as reference state for the formulation of the ECM model. As
stated in the derivation of the HM model, the free swelling is solved explicitly, i.e. λ0 is an output
parameter once µw0 is fixed. Conversely, in the ECM model, the free swelling is solved implicitly,
i.e. λ0 is an input parameter.
Figure 5.6(A) shows the values that the swelling-induced deformation λ0 assumes for different
equilibrium chemical potentials µw0 . The profile is obtained by numerically solving the nonlinear
system given by equations (5.6).
Initially, the dry gel Bd lays in equilibrium conditions with a theoretical chemical potential µw =
−∞ J mol−1. An increase of the chemical potential µw = µw0 > −∞ J mol−1 determines a solvent
influx through the boundaries of the gel which induces a swelling λ0 > 1. It is useful to highlight that
λ0 is the stretch in steady-state conditions. Moreover, a shrinking of the gel λ0 < 1 can not take place
starting from dry conditions (trivially, there is not an amount of solvent to expel from the gel). Due
to the homogeneous and isotropic structure of F0 = λ0I, the positive stretch λ0 is the same for each
of the principal directions and zero for the other components, i.e. the gel modifies its volume but
not its shape. Larger stretches are achieved for values of µw0  −∞ J mol−1, i.e. for gradually larger
chemical potentials than the theoretical dry potential (−∞ J mol−1), see the sketches identified by the
light gray down triangle marker (low swelling) and the dark gray up triangle marker (large swelling).
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The white circle marker identifies the particular couple (µw0 , λ0) which characterizes the state of B0
for the next investigation B0 → Bs. In particular, fixed µw0 = −50 J mol−1, it follows λ0 = 1.615 and
G0 = 6.19 · 104 N m−2 (wet shear modulus), see equation (4.6)1.
Figure 5.6(B) shows the values that the dimensionless pore pressure p0/Gd assumes for different
external chemical potentials µw0 . The profile is obtained by using equation (5.6)1 once λ0 is evaluated.
As expected, p0 is always smaller than the dry shear modulus Gd.
(A)


































Figure 5.6: (A) Swelling-induced deformation λ0 for different equilibrium chemical potential µw0 according to the
deformation process F0 which brings Bd to B0. The white circle marker indicates the couple (µw0 , λ0) chosen
for the next investigation B0 → Bs. The dark gray up triangle marker and the light gray down triangle
marker identify large and low swelling conditions, respectively. (B) Dimensionless evolution of the pore
pressure p0/Gd for different equilibrium chemical potential µw0 .
5.3.2 Mechanically constrained problem (B0 → Bs)
In this subsection, the analytical results concerning the constrained swelling/shrinking of a polymer
gel are shown. This particular problem is described analytically through the HM model which is
presented in Section 5.1: B0 → Bs.
It is worth noting that the presented results refer to the assumption of elastic constraints only in the
out-of-plane direction, i.e. at G±, while the mantleM is free (k = 0). Under these conditions, the
problem shows a transversely isotropic symmetry.
Moreover, the reference state B0 is characterized by the particular couple (µw0 , λ0) identified by
the previous analysis (see the white circle markers in Figures 5.6). The presented results describe
the stretch and the stress state at Bs (actual configuration) of a pre-swollen gel B0 (reference
configuration). Different external conditions are taken into account, namely: (i) different equilibrium
chemical potential µws , and (ii) different stiffness of the out-of-plane springs k̂⊥. Throughout this
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subsection, three characteristic states at Bs are always emphasized in each plot by using specific
markers. The possible scenarios are explained in Section 5.1 (process B0 → Bs) and in Figure 5.4:
(a) The red circle marker indicates that the gel swells and undergoes compression. In these
conditions, the new equilibrium chemical potential is µws = 0 J mol−1, and the dimensionless
stiffness of the out-of-plane springs is k̂⊥ = 2.
(b) The blue circle marker indicates that the gel shrinks and undergoes tension. In these conditions,
the new equilibrium chemical potential is µws = −100 J mol−1, and the dimensionless stiffness
of the out-of-plane springs is k̂⊥ = 2.
(c) The white circle marker indicates that the gel is unloaded and has an unchanged shape. In these
conditions, the new equilibrium chemical potential is µws = −50 J mol−1, and the dimensionless
stiffness of the out-of-plane springs is k̂⊥ = 2.
Figure 5.7 gives an overview of the solutions of the system (5.15) which describes the HM model
for a gel constrained along its thickness. The system (5.15) shows only two unknowns λs and λs⊥
(steady-state stretches of the gel at Bs), while µws and k̂⊥ are assumed as varying parameters. The
other material parameters are given in Table 5.4.
The iso-potential solid lines are the solution of equation (5.15)2 corresponding to µws = −100, −75,
−50, −25, 0 J mol−1, see the arrow’s direction (solid lines with different shades of violet).
The iso-stiffness dashed lines are the solution of equation (5.15)1 corresponding to k̂⊥ = 0, 2, 4
(black, green and brown dashed line, respectively).
All the possible solutions of the system (5.15) are represented by the intersections of the solid and
the dashed isolines in the plane λs–λs⊥.
For µws = −50 J mol−1 and k̂⊥ = 2 (white circle marker), the gel is unchanged (λs = λs⊥ = 1)
and stress-free, being µws = µw0 (no further stimulus). Other trivial solutions are achieved by the
intersections of the iso-stiffness line k̂⊥ = 0 (black dashed line), i.e. the bisector of the λs–λs⊥ plane,
with all the iso-potential lines. In fact, when k̂⊥ = 0 the gel is not constrained (free conditions) and a




0 ) or free shrinking
(µws < µw0 ) problem which determines a homogeneous and isotropic deformation λs = λs⊥.
For µws = 0 J mol−1 and k̂⊥ = 2 (red circle marker), the gel swells being µws > µw0 , solvent is absorbed,
the springs shorten and the gel undergoes compression (light orange background area). The same
swelling behavior is achieved for other couples (µws , k̂⊥) which show in output λs > 1 and λs⊥ > 1.
In the swelling regime, λs shows larger values than λs⊥, i.e. λs > λs⊥. This behavior is related to free
boundary in the in-plane directions, while the out-of-plane direction is constrained.6
For µws = −100 J mol−1 and k̂⊥ = 2 (blue circle marker), the gel shrinks being µws < µw0 , solvent
is released, the springs elongate and the gel undergoes tension (light blue background area). The
properties observed for the swelling are reversed for the shrinking.
Figures 5.8 show the same aforementioned information concerning (A) the in-plane stretch λs, and
(B) the out-of-plane stretch λs⊥, for all the combinations (µws , k̂⊥). The contour plots show the
isolines related to the same level of stretch which can be achieved for different couples (µws , k̂⊥).
6 The behavior related to λs > λs⊥ is larger for stiffer springs: see the solutions (λs, λs⊥) going from the black to the
brown dashed line fixed a particular iso-potential line.
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µws = 0 J mol
−1
µws = −25 J mol−1
µws = −50 J mol−1
µws = −75 J mol−1
µws = −100 J mol−1
Figure 5.7: Iso-potential solid lines µws = −100,−75,−50,−25, 0 J mol−1 (different grades of violet from darker to lighter
colors) related to equation (5.15)2. Iso-stiffness dashed lines k̂⊥ = 0, 2, 4 (black, green and brown, respectively)
related to equation (5.15)1. The intersections between dashed and solid lines deliver the λs–λs⊥ solutions
corresponding to those specific values of µws and k̂⊥. The white circle marker identifies the undeformed
conditions (µws = −50 J mol−1 for each value of k̂⊥). The red and the blue circle markers identify swelling
and shrinking conditions, respectively. Tension and compression zones are indicated by a light blue and a light
orange area, respectively. All the solutions in those areas define a gel under a tension or a compression state.
The states depicted by the circle markers, as wells as the colored zones, are also employed in the following
figures.
Figure 5.8: Contour plots representing (A) the in-plane stretch λs and (B) the out-of-plane stretch λs⊥, for specific values
of µws and k̂⊥. The white, red and blue circle markers represent the undeformed, swelling and shrinking
conditions of the gel at the new equilibrium state Bs, respectively. Tension and compression zones are indicated
by a light blue and a light orange area, respectively.
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Figure 5.9 shows the dimensionless iso-stress lines σs⊥/G0 for different values of µws and k̂⊥. The
out-of-plane stress component σs⊥ at Bs is given in equation (5.13)2 and is made dimensionless by
performing the ratio with the wet shear modulus G0 at the reference state B0. Furthermore, the
in-plane stress component σs is always zero σs = 0, being the gel free in that directions. The results
confirm the same conclusions drawn in Figure 5.7 and Figures 5.8. As expected, for µws = −50 J mol−1
(no stimulus) and for each value of k̂⊥, the gel does not swell or shrink, therefore the stress is zero.
For k̂⊥ = 0 (no springs) and for each value of µws , the gel swells or shrinks in free conditions,
therefore the stress is again zero. Tension and compression zones, as well as the benchmark states
(red, blue and white circle markers), are in accordance with the previous analysis. Large stresses are
achieved for large chemical stimulus |µws − µw0 |  0 and for stiffer springs, i.e. for k̂⊥ increasing
from 0 to 4. By following the path of a specific isoline, the same stress state can be described by
different combinations of the couple (µws , k̂⊥). The variable σs⊥/G0 defines the stress state at Bs
which influences the following analysis Bs → Bt, see equation (5.17).
Figure 5.9: Dimensionless out-of-plane stress component σs⊥/G0 for specific values of µws and k̂⊥. The white, red
and blue circle markers represent the undeformed, swelling and shrinking conditions of the gel at the new
equilibrium state Bs, respectively.
5.3.3 Incremental problem from a prestressed state (Bs → Bt)
In this subsection, the analytical results concerning the incremental dynamics (swelling or shrinking)
of a stressed polymer gel are shown. This particular problem is described analytically through the
HM model which is presented in Section 5.1: Bs → Bt.
Unlike the previous problems, the evolution from Bs to Bt is also investigated in time, therefore
the maximum time has to be introduced: tmax = t̄ = 3 · 104 s (long enough to reach steady-state
conditions). The presented results investigate the stretch and stress state of Bt which develops in a
prestressed (and either pre-swollen or pre-shrunken) gel film. Different reference external conditions
are taken into account at Bs, namely: (i) different reference chemical potential µws , and (ii) different
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stiffness of the springs k̂⊥. Therefore, the parametric investigation is performed by considering
different characterizations of the reference state Bs, while the evolution Bs → Bt is always governed
by the same parameter µ̄ws (incremental chemical potential). Furthermore, the presented results aim at
investigating the different behavior of a prestressed thin sheet with respect to the case of a stress-free
reference state. The gel is clamped at G−, while it is free at G+ and atM. The other assumptions
are: (i) one-dimensional problem (z–direction), (ii) small stimulus, and (iii) small deformations.
Figure 5.10 shows the isolines of the dimensionless relative change of displacement Υ according
to equation (5.40)2. The variable Υ is expressed in percentages for different values of µws and k̂⊥.
It is worth noting that the parameters µws and k̂⊥ only refer to the reference state Bs, while the
variable Υ gives information on the actual state Bt. In particular, Υ describes the relative change of
the steady-state tip displacement between a stressed reference configuration and a stress-free reference
configuration. As expected, when there is no prestress, see Figure 5.9, there are no relative changes
with respect to the case with a stress-free reference configuration, i.e. Υ = 0% (ũz(0, t̄) = ũYz (0, t̄)) as
shown by the gray isolines. Large tip displacements ũz(0, t̄) with respect to ũYz (0, t̄) are related to
blue isolines (positive percentages), while small tip displacements ũz(0, t̄) with respect to ũYz (0, t̄) are
related to red isolines (negative percentages). As expected, larger or smaller values of Υ are achieved
when the prestress is higher, in accordance with Figure 5.9. When the gel is pre-compressed (light
orange zones) there is a resistance toward new swelling/shrinking and, therefore, negative relative
changes of displacement are observed. The opposite behavior (aiding) is observed for a pre-tension
(light blue zones). Furthermore, the isolines of Υ are independent from (i) the thickness of the
membrane ĥ, and from (ii) the incremental chemical potential µ̄ws , as shown in equation (5.40)2. By
following the path of a specific isoline, the same level ofΥ can be described by different combinations
of the couple (µws , k̂⊥).
Figure 5.10: Isolines of the relative change of displacement Υ for specific values of µws and k̂⊥ referring to the
reference configuration Bs. The variable Υ indicates the relative change of the steady-state tip displacement
(from Bs to Bt) between a stressed reference configuration (linearized HM model) and a stress-free reference
configuration (classical approach in literature). The white, red and blue circle markers represent the
undeformed, swelling and shrinking conditions of the gel at the reference (initial) state Bs, respectively.
Pre-tension and pre-compression zones are indicated by a light blue and a light orange area, respectively.
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Figure 5.11(A) shows the time evolution of the dimensionless in-plane resultant force F̃(t)/(ĥGd)
for different values of the equilibrium potential of the reference configuration Bs, i.e. µws . The
incremental potential is fixed at µ̄ws = −1 J mol−1. The different reference equilibrium potentials µws
correspond to the different benchmark states already introduced for Bs, namely:
(a) µws = 0 J mol−1 (red circle marker), described in Figure 5.11(A) by a red solid line, indicates
the pre-compression state,
(b) µws = −100 J mol−1 (blue circle marker), described in Figure 5.11(A) by a blue solid line,
indicates the pre-tension state, and
(c) µws = −50 J mol−1 (white circle marker), described in Figure 5.11(A) by a black solid line,
indicates the stress-free state.
In order to investigate the in-plane resultant force F̃(t) given in equation (5.44), new parameters have
to be introduced: µ̄ws , ĥ, % and κ, see also the parameter ∆ introduced in equation (5.42)2. These new
parameters are shown in Tables 5.4 – 5.5. It is useful to highlight that these parameters, i.e. µ̄ws , h, %
and κ, have been not employed in the previous analysis on Υ.
It is worth noting that, being always µ̄ws = −1 J mol−1, the solvent is always expelled, while the gel
always shrinks and undergoes tension, therefore F̃(t) > 0 for each µws . In fact, when µ̄ws is negative,
it follows trivially that µws + µ̄ws < µws , as shown in equation (5.19)3.
By looking at equation (5.44), it can be noted that the influence of the reference stressed state Bs
on F̃(t) is accomplished by the terms Q = Q(λs, λs⊥) and A = A(λs, λs⊥), see equations (5.34)
and (5.35), respectively. These parameters, i.e. the parameters Q and A, act as a factor and as a
coefficient of the exponential term. Therefore, these parameters influence the rapidity at which
steady-state conditions are achieved. In fact, the coefficient of the exponential term depends on the
reference stretches λs and λs⊥: ∆ = ∆(A) = ∆(λs, λs⊥). All in all, the reference state Bs influences
the factor and the coefficient of the exponential term.
The plot shows that steady-state conditions are reached faster when the gel has a compressive prestress
(red solid line) with respect to the case of a tensile prestress (blue solid line). In fact, the values of
λs and λs⊥ are larger when µws = 0 J mol−1 with respect to the case when µws = −50,−100 J mol−1,
see the red, the white and the blue circle markers, respectively, in Figure 5.7. For larger values of λs
and λs⊥, it follows that Q,A and ∆ are larger, therefore there is a larger factor and a larger coefficient
within the exponential function which brings the gel faster toward the new equilibrium conditions in
Bt.
As expected, fixed a particular instant in time, F̃(t) shows lower values for a compressive prestress
(red solid line) with respect to a tensile prestress (blue solid line): the compressive prestress acts,
in the z–direction, against the trend of the gel to generate a positive stress F̃(t) > 0 in the in-plane
directions.
Finally, the light blue and the light orange zones identify, as before, the pre-tension and the pre-
compression areas, delimiting all the solutions for −100 J mol−1 ≤ µws < −50 J mol−1, and for
−50 J mol−1 < µws ≤ 0 J mol−1, respectively.
Figure 5.11(B) shows the time evolution of the dimensionless in-plane resultant force F̃(t)/(ĥGd) for
different values of the incremental chemical potential µ̄ws . The equilibrium reference potential is
fixed at µws = −50 J mol−1.
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Unlike the previous analysis made in Figure 5.11(A), now the state of the reference configuration Bs
does not influence the resultant force F̃(t). It is worth noting that the black solid line in Figures
5.11(A) and 5.11(B) represents the same state. In fact, the same values of µ̄ws and µws are considered
as shown in both the legend.
According to equation (5.44), the parameter µ̄ws acts only as a factor of the exponential term.
Therefore, this parameter does not affect the rapidity of the system in reaching the steady-state
conditions, but only the final equilibrium state.
As expected, when µ̄ws = −10 J mol−1 (black dotted line), the generated positive force F̃(t) is larger
with respect to the case when µ̄ws = −1 J mol−1 (black solid line).
On the other hand, when µ̄ws = +1 J mol−1 (black dashed line), the generated force F̃(t) is negative,
i.e. F̃(t) < 0. In this case, the solvent is absorbed while the gel swells and undergoes compression.
Figure 5.12(A) shows the time evolution of the dimensionless in-plane resultant force F̃(t)/(ĥGd) for
different values of the solvent viscosity %. The benchmark case is represented by % = %̂, as given in
Table 5.4. Moreover, the gel permeability κ is always kept constant κ = κ̂.
The parameters µws = −50 J mol−1 and µ̄ws = −1 J mol−1 are fixed, therefore the black solid line
represents the same state as in Figures 5.11. The parameter % is only present as coefficient of the
exponential term, see equations (5.44) and (5.42)2. Therefore, this parameter only affects the rapidity
of the system in reaching the steady-state conditions but does not influence the final equilibrium state.
As expected, for a large solvent viscosity, steady-state conditions are achieved slower.
Figure 5.12(B) shows the time evolution of the dimensionless in-plane resultant force F̃(t)/(ĥGd) for
different values of the gel permeability κ. The benchmark case is represented by κ = κ̂, as given in
Table 5.4. Moreover, the solvent viscosity % is always kept constant % = %̂.
As before, the parameters µws = −50 J mol−1 and µ̄ws = −1 J mol−1 are fixed, therefore the black
solid line represents the same state as in Figures 5.11. The parameter κ behaves in a similar way
as the solvent viscosity %: it is only present as coefficient of the exponential term, therefore it only
affects the rapidity of the system in reaching the steady-state conditions. As expected, for a large gel
permeability, steady-state conditions are achieved faster.
Finally, it is useful to qualitatively analyse the influence of the thickness of the gel ĥ on the
dimensionless in-plane resultant force F̃(t)/(ĥGd). This result is not presented graphically, but,
anyway, it can be discussed by using equation (5.44).
In fact, the thickness of the gel ĥ appears (i) as factor of the exponential term, and (ii) as coefficient
of the exponential term. In accordance with the previous analyses, it can be observed that (i) the
first contribution influences the final equilibrium state in a similar way to that of µ̄ws . Moreover, (ii)
the second contribution influences the rapidity of the system in reaching the steady-state conditions
in a similar way to that of %. As expected, for a large membrane thickness, steady-state conditions
are achieved slower. Please be aware that the two effects induced by the thickness of the gel ĥ are
coupled.
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µws = 0 J mol
−1, µ̄ws = −1 J mol−1
µws = −50 J mol−1, µ̄ws = −1 J mol−1
µws = −100 J mol−1, µ̄ws = −1 J mol−1
(B)



















µws = −50 J mol−1, µ̄ws = +1 J mol−1
µws = −50 J mol−1, µ̄ws = −1 J mol−1
µws = −50 J mol−1, µ̄ws = −10 J mol−1
Figure 5.11: Time evolution of the dimensionless in-plane resultant force F̃(t)/(ĥGd) (A) for different values of the
equilibrium potential of the reference configuration Bs (fixed all the other parameters), i.e. µws , and (B) for
different values of the small incremental chemical potential from Bs to Bt (fixed all the other parameters),
i.e. µ̄ws . Pre-tension and pre-compression zones are indicated by a light blue and a light orange area,
respectively.
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Figure 5.12: Time evolution of the dimensionless in-plane resultant force F̃(t)/(ĥGd) (A) for different values of the solvent
viscosity % (fixed all the other parameters including κ), and (B) for different values of the gel permeability κ
(fixed all the other parameters including %). The parameters %̂ and κ̂ indicate the reference values as given in
Table 5.4. The parameters µws = −50 J mol−1 and µ̄ws = −1 J mol−1 are fixed.
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5.4 Conclusions for the HM model
In this section, the main results, as well as conclusions and outlooks, concerning the HM model (for
each of the proposed problems) are drawn and summarized.
• The general HM model, given in Section 5.1, is employed to investigate three particular
and consecutive processes: (i) the free swelling problem Bd → B0, (ii) the mechanically
constrained problem B0 → Bs, and (iii) the incremental problem from a prestressed state
Bs → Bt.
• For each of the proposed problems, different boundary conditions are taken into account in
order to solve the HM model. The particular boundary conditions are related to the particular
investigated configuration, i.e. B0, Bs, and Bt. The HM model is capable of well predicting
the physically-based behavior of polymer gels for the three different problems.
• The evolution Bd → B0 → Bs brings a dry polymer toward a new hydrated equilibrium state
which is characterized in terms of stretches and stresses. The state Bs is influenced by the
particular boundary conditions of the problem: (i) the initial and the final equilibrium chemical
potential µw0 and µ
w
s , and (ii) the stiffness of the mechanical constraints k̂⊥.
• The linear elastic constraints used in the performed investigation can be exploited to study
all the kinds of problems where boundary effects are induced by surrounding bodies, as for
example the effects induced by other layers on a single membrane in a fuel cell stack.
• The evolution Bs → Bt is treated by assuming small stimulus and, hence, small deformations.
A linearized version of the HM model is presented by using an incremental approach typical of
the linear theory of poroelasticity [88].
• The evolution Bs → Bt can be viewed as a linear poroelastic theory for prestressed configura-
tions, which has been presented in literature for the first time by Rossi et al. [4].
• The incremental dynamics of a thin plate-like gel body from a prestressed reference state is
studied. The final state Bt is influenced by (i) the prestress Ts = S0s, by (ii) the initial stretch
of the membrane λs and λs⊥, and by (iii) the difference between the reference and the final
chemical potential µ̃ws .
• The HMmodel is used to investigate three particular problems which can be treated analytically.
However, the model and the presented analyses are a first step toward a future numerical study





In the current chapter, final remarks are made for the proposed multiphysics model and the related
numerical/analytical investigations presented in this thesis.
The chapter is organized as follows: a summary of the research carried out in this work is presented in
Section 6.1. The main results achieved by the performed analysis, as well as the innovative outcomes
provided to the scientific community, are drawn in Section 6.2. Finally, future investigations aimed at
improving and/or extending the current research are outlined in Section 6.3.
6.1 Summary
As stated before, the multiphysics model presented in this thesis is capable of describing the behavior
of smart polymers, i.e. materials that show an intelligent multiphysics coupling largely exploited in
actuator and sensor devices. These materials have gained large attention in the last decades due to
similar properties as the ones of biological tissues and the capability of transducing energy without
generating harmful waste [22, 59]. Smart polymers have myriads of potential applications in many
fields [17, 58]. However, there is still a lack of a full theoretical understanding of many phenomena
which requires the development of advanced models, see Chapter 1. In this context, the current
research contributes to a more complete comprehension of smart polymers theoretically, analytically
and numerically.
A multiphysics model is formulated within the framework of continuum mechanics, see Chapter 2.
The proposed model assumes the solvent-ion-polymer mixture as a continuum homogenized body
and takes into account four different physical fields, namely: (i) the electrical field, (ii) the chemical
field related to the ion transport, (iii) the chemical field related to the solvent (water) transport,
i.e. hydration, and (iv) the mechanical field tailored for large deformations. For these reasons, the
model is called the full electro-chemo-hydro-mechanical (ECHM) model. The ECHM model fulfills
the conservation principles and the two principles of thermodynamics, under the assumptions of
isothermal conditions and by neglecting inertial effects. Moreover, constitutive equations are derived
consistently with a dissipation-like inequality [128]. The utilized procedure, i.e. the Coleman-Noll
procedure [129], is capable of modeling a fundamental aspect of smart polymers, i.e. the presence of
multiphysics couplings at the constitutive level among the involved fields.
The ECHM model is employed to investigate three particular problems involving smart polymers,
namely: (i) the chemical reactions occurring at the interface between the smart polymer membrane
(made of Nafion®) and the electrodes of electrochemical cells, such as proton exchange membrane
fuel cells and polymer-based rechargeable batteries [1, 3], (ii) the mechanical and electro-chemical
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state of a single Nafion® membrane within a stack of membranes (typical fuel cell configuration) [2],
and (iii) the swelling/shrinking process of constrained and prestressed polymer gels [4]. Each
of the aforementioned problems is investigated by using a reduced version of the ECHM model,
namely: (i) the electro-chemical (EC) model given in Chapter 3, (ii) the electro-chemo-mechanical
(ECM) model given in Chapter 4, and (iii) the hydro-mechanical (HM) model given in Chapter 5. The
reduced models are solved (i) numerically by using the finite element method within the commercial
tool COMSOL Multiphysics, and (ii) analytically by deriving closed form solutions based on further
simplifying assumptions.
6.2 Conclusions
Conclusions have been already drawn at the end of each of the main chapters, see Section 3.4,
Section 4.5, and Section 5.4.
Nevertheless, in this section, a brief recap of the main outcomes of the current research is given:
• The procedure, presented in Chapter 2, to derive the ECHM model can be regarded as a
universal approach for the formulation of general multiphysics models which can describe the
behavior of other smart materials beyond smart polymers, see also Figure 2.1.
• The ECHM model is adaptable to the representation of different phenomena and problems
beyond the ones proposed in this work. For example, (i) the volumetric constraints given in
Subsection 2.4.1 are formulated in a general form. Therefore, different other phenomena can
be included than the ones modeled in this research, i.e. (a) free swelling induced by solvent
transport, (b) distortions induced by ion transport, and (c) incompressibility due to solvent
transport. Likewise, (ii) the model can be formulated for a different solvent beyond the one
used in this research, i.e. water.
• The ECHM model is capable of describing the complex multiphysics behavior of smart
polymers, especially due to the coupling terms derived in the formulation of the constitutive
equations, see Section 2.5.
• As logical consequence of the consistency of the model, three reduced models, similar to the
ones presented in literature in Refs. [6,67,94], can be derived by performing a reduction of the
full ECHM model, see Section 2.6.
• The model presented in this thesis can be regarded as an extension of the model proposed by
Hong et al. [127]. This model [127] employs the same physical fields utilized in the ECHM
model. However, the many simplifying assumptions taken into account lead to neglect many
coupling terms within the constitutive equations.
• The EC model is the first attempt in literature (see the work of Rossi and Wallmersperger [3])
concerning the formulation of the well known one-dimensional PNP-FBV model [1, 93–97,
153, 154] toward three-dimensional domains. The EC model is capable of capturing multi-
dimensional effects, as shown by the electro-chemical investigation performed in Chapter 3 on
a hollow cylinder membrane configuration.
• The ECMmodel gives a further contribution in literature (see the work of Rossi et al. [2]) toward
the investigation of the effects induced by surrounding bodies on a thin polymeric membrane,
as in a fuel cell stack [167]. The ECM model is capable of predicting the electro-chemo-
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mechanical response of a constrained smart polymer membrane made of Nafion®, as shown in
the investigation performed in Chapter 4. The ECM model is solved both numerically and
analytically. In fact, beyond the three-dimensional and time-dependent numerical simulations,
different analytical closed form solutions for one-dimensional and steady-state problems are
first derived, and then compared with the numerical simulations. In this way, the analytical
models furnish a tool to get a rapid insight into the behavior of polymer membranes in operating
conditions.
• The HM model is the first attempt in literature (see the work of Rossi et al. [4]) concerning the
formulation of the well known Biot’s theory of linear poroelasticity [88] toward prestressed
configurations. The HM model is capable of predicting the chemo-mechanical response of a
polymer gel which is mechanically constrained, as shown in the investigation performed in
Chapter 5. Many analytical formulas are formulated in order to get a rapid insight into the
behavior of polymer gels in operating conditions.
6.3 Outlooks
The design of three-dimensional soft elastic structures and the active control of their shapes are
relevant research areas for physicists and engineers. The current research aims at improving the
theoretical knowledge about the behavior of smart polymers. However, many extensions, as well as
further analyses, are mandatory in order to refine the formulations and the investigations presented in
this research toward outstanding results.
As final remark, a list of the main outlooks is highlighted:
• The ECHM model has been already implemented within a finite element software, but
numerical simulations have been carried out only for simplified problems, such as the ones
described in this thesis involving either two fields (EC model and HM model) or three fields
(ECM model). Other benchmark problems have to be tested in order to perform, in a second
step, the full numerical simulation of a such complicated model as the ECHM model. The
analysis presented in this research can be regarded as a first step toward a future numerical
study which aims at comprehending the multiphysics problem of smart polymers.
• Different physical fields can be potentially added to the presented formulation in order to
evaluate the influence of other coupling terms within the constitutive equations. In this way, a
new model, capable of describing other smart materials, can be formulated. For example, the
modeling of the magnetic field could lead to describe porous ferrogels, as shown in Ref. [178].
• The ECHMmodel can be extended in order to describe (i) elastic and (ii) inelastic damages. The
first one takes into account possible cracking of the material due to the hydration/dehydration
cycles of the polymer. The second one takes into account ageing effects. Therefore, fracture
propagation models can be added to the current formulation in order to evaluate problems as
fatigue in polymers. In fact, recently, fatigue issues in polymers have gained a lot of attention
within the scientific community [12, 13].
• Experimental investigations can be performed in order (i) to refine the formulation of a
particular phenomenon of the ECHM model, as well as (ii) to confirm the validity of the





The purpose of the current appendix is to introduce some basic concepts and notations that are used
throughout the thesis. For a more accurate mathematical description of tensor algebra, please see
Refs. [133, 134, 146, 179].
Firstly, it is pointed out that the index notation is not taken into account in this thesis. In order to
keep a notation more compact and clear, a symbolic notation is used. The dimension of a particular
variable and/or entity is highlighted through a systematic font, case, and style of the letter denoting
that particular variable and/or entity:
• calligraphic restrained letters for frames, configurations and constants (e.g. R, B and Q),
• lowercase and capital letters for zero-order tensors, i.e. scalars (e.g. F, z and ε),
• lowercase bold letters for first-order tensors, i.e. vectors (e.g. d, j or ξ),
• capital bold letters for second-order tensors (e.g. T, E and F),
• blackboard bold letters for fourth-order tensors (e.g. C).
A Cartesian reference system R: {O, ξ1, ξ2, ξ3}, i.e. a reference frame of right-handed, rectangular
coordinate axes, is taken into account with a related coordinate system (x, y, z). The basis vectors (ξ1,
ξ2 and ξ3) are orthonormal, therefore, a general vector a can be represented in terms of its Cartesian




aiξi = a1ξ1 + a2ξ2 + a3ξ3 = axξ1 + ayξ2 + azξ3 . (A.1)
It is worth noting that, throughout the thesis, the components of tensors/vectors are indicated either
with subscript letters (x, y and z) or with subscript numbers (1, 2 and 3). In the index notation given
in the current appendix, the components are indicated with subscript numbers (1, 2 and 3).
The dot or scalar product (·) between two general vectors a and b is an operator which gives a general
scalar quantity c as result:









aibj ξi · ξj =
3∑
i,j=1
aibjδi j = a1b1 + a2b2 + a3b3 = c , (A.2)
where the Kronecker delta δ is employed to define ξi · ξj = δi j , with δi j = 1 when i = j, while
δi j = 0 when i , j.
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The length or Euclidean norm (| |) of a general vector a gives a general scalar b as result, and is
defined as:












3 = b . (A.3)
The cross or vector product (×) between two general vectors a and b is an operator which gives a
general vector c as result:









aibj ξi × ξj =
3∑
i,j,k=1
aibjΛLCi jk ξk = (A.4)
= (a2b3 − a3b2)ξ1 + (a3b1 − a1b3)ξ2 + (a1b2 − a2b1)ξ3 = c ,
where the permutation or Levi-Civita symbol ΛLC is employed to define ξi × ξj = ΛLCi jkξk , with
ΛLC
i jk
= 0 when any of i, j,k are repeated, ΛLC
i jk
= 1 when i , j , k with the indexes in cyclic order,
and ΛLC
i jk
= −1 when i , j , k with the indexes not in cyclic order [133].
The dyadic or tensor product (⊗) between two general vectors a and b is an operator which gives a
general second-order tensor C, i.e. a 3 × 3 matrix with 9 components, as result:














 = C , (A.5)
where ξi ⊗ ξj identifies the standard basis (and unit) dyads, which can be used in order to express
any second-order tensor. In equation (A.5), the components of the general tensor C are also given in
the matrix form. Usually, any given second-order tensor C can be expressed as a linear combination















In Refs. [134, 179] a second-order tensor C is defined as a linear mapping or operator that associates
a given vector a with a second vector b in order that a = Cb. The simplest example of a second-order










These definitions introduce the concept of matrix multiplication between two general tensors A and B.
The matrix multiplication is denoted without multiplication signs or dots and gives a general tensor C
as result:
AB = C =
3∑
i,j=1







AikBk j , (A.9)
for i = 1, 2, 3 and j = 1, 2, 3. In other words, the component Ci j is the scalar product of the i–th row
of A and the j–th column of B. The matrix multiplication is defined only if the number of columns
in A equals the number of rows in B [133].
The matrix multiplication between a general tensor A and a general vector b, gives a general vector c
as result:
Ab = c =
3∑
i=i




for i = 1, 2, 3.
Finally, the scalar product (·) between two general tensors A and B gives a general scalar c as result:
A · B = c =
3∑
i,j=1
Ai jBi j . (A.11)
This operator is also called Frobenius inner product and is indicated sometimes through the double
dot symbol (:) [133].
According to Refs. [133, 134, 146], the following operations and definitions are given: (i) the
symmetric and skew symmetric component of a general tensor A, where A = symA + skwA, (ii)
the trace of a general tensor A, i.e. I ·A, (iii) the determinant of a general tensor A, i.e. det A, (iv) the
transpose of a general tensor A, i.e. A T, and (iv) the inverse of a general tensor A, i.e. A−1.
Moreover, the following differential operators are introduced: (i) the divergence of a general
tensor A(x), with ∇ · A, and of a general vector a(x), with ∇ · a, (ii) the gradient of a general
vector a(x), with ∇a(x), and of a general scalar a(x), with ∇a, and finally (iii) the curl (a.k.a. rotor)





ΛLCi,j,k A1i A2j A3k = b , (A.12)
A−1 = 1














A − A T) = B ,
I · A =
3∑
i=1















ξi ⊗ ξj = B ,





ξi = b ,












ξi = b ,
where b, b and B are general scalars, vectors and tensors, respectively, which are introduced in order to
understand the particular entity obtained as result of the specific operator defined in equations (A.12)
and (A.13). In equation (A.12)2, the adjunct of a general matrix A, i.e. adjA, is the transpose of
the matrix obtained from A by replacing each element by its cofactor. The definition of cofactor
of a matrix can be found in index notation in Ref. [133]. The differential operators, given in
equations (A.13), act on space fields, i.e. entities (scalar, vector, tensor) which are functions of the
Cartesian coordinates of the space position x = [x1, x2, x3] T or, alternatively, x = [x, y, z] T. The
Cartesian coordinates are expressed in the three-dimensional (Cartesian) space R with respect to the
basis ξi [134].
The description of a general entity (e.g. a scalar, a vector, a second-order tensor and so on) can
be performed (i) with respect to a material point X, and (ii) with respect to a spatial point x. The
material point X is identified in the reference configuration at the time t = 0, while the spatial point x
represents the position occupied by the material point X at the time t , 0. Two different descriptions
are identified for a general vector field a, namely: (i) a material (Lagrangian) description a(X, t),
and (ii) a spatial (Eulerian) description a(x, t). The same properties hold for scalars and/or tensors.
According to the particular description, the differential operators given in equations (A.13) are
properly modified with respect material X or spatial x coordinates. For example, it exists a material
gradient or a spatial gradient in relation to the material description or to the spatial description,
respectively [128].
Finally, the divergence theorem of a general vector a(x) or a general tensor A(x) field is introduced as
in Ref. [134]. Given an infinitesimal volume element dv within the body B and its infinitesimal area
element da on the boundary surface ∂B, with n the unit normal vector to this surface, the divergence
theorem states that:∫
∂B
a · n da =
∫
B






∇ · A dv . (A.14)
As stated before, the divergence theorem can be expressed with respect to a material or a spatial
description.
Other properties and identities of the tensor algebra and of the vector calculus can be found in
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Refs. [133, 134, 146, 179].
Time derivatives are introduced as material (Lagrangian) and spatial (Eulerian) time derivatives. The
material time derivative is performed by fixing the material point X, while the spatial time derivative
is performed by fixing the position in space x. More details can be found in Refs. [128,133]. The
material time derivatives, the only time derivatives taken into account in this thesis, are denoted by a








= Ûa , (A.15)
where a is a general time-dependent vector field which is expressed in material (Lagrangian)
coordinates X. The same definitions hold for scalars and/or tensors. Material time derivatives can
















Equation (A.16) links the material and the spatial time derivatives.
Finally, the way to perform derivatives with respect to other entities is shown according to the
concept of directional derivatives [134, 146, 147]. In particular, the directional derivative ∂Ψ φd /∂dd,
appearing in the constitutive relation of the electrical field, i.e. equation (2.73), is performed. The






Fddd · Fddd . (A.17)
The directional derivative of Ψ φd with respect to dd is performed by using the definition of derivative
























Fddd · Fd l̂ = 1
εJd
F TdFddd · l̂ . (A.19)
The derivative ∂Ψ φd /∂dd is obtained by comparing the first member in equation (A.18) with the last
member in equation (A.19).
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A.2 Line, area and volume measures
It is useful to recall the way to transform line, area, and volume elements between two general
configurations Ba (reference state) and Bb (current state) [146]. The deformation gradient Fab, related
to the motion fab, brings points from Ba to Bb. Of course, the properties described in this appendix
are valid for different configurations (e.g. Bd, B0, Bo, Bt) and deformation gradients (e.g. Fd, F0, Fo,
Fe).
In the following, (i) a line, (ii) an area, and (iii) a volume element are defined in the reference
configuration Ba according to three vectors a1, a2 and a3 which are assigned to a particular material
point Xa ∈ Ba, see Table A.1. Therefore, (i) a line element is gauged by the vector a1, (ii) an area
element (a1, a2) is gauged by the corresponding vector (cross) product a1 × a2, and (iii) a volume
element (a1, a2, a3) is gauged by its (oriented) volume a1 × a2 · a3. These elements can also be
projected in the current configuration Bb, which is reached from the reference state Ba according to
the deformation process fab in order that xb = fab(Xa, t).
Table A.1: Definition of geometric entities in different configurations. The same point, line, area and volume elements are
expressed in the reference state Ba and in the current state Bb.
configuration Ba Bb
point Xa xb = fab(Xa, t)
line a1 Fab a1
area a1 × a2 (Fab a1) × (Fab a2)
volume a1 × a2 · a3 (Fab a1) × (Fab a2) · (Fab a3)
By using well known properties of the tensor algebra, the area and volume elements in Bb are written
as
(Fab a1) × (Fab a2) = F∗ab(a1 × a2) , (Fab a1) × (Fab a2) · (Fab a3) = Jab(a1 × a2 · a3) , (A.20)
where Jab = det Fab and F∗ab = Jab F−Tab represent the determinant and the adjugate of the deformation
gradient Fab, respectively. Therefore, the motion fab transports points in a configuration into points
in another configurations. In the same way, the deformation gradient Fab transports vectors in a
configuration into vectors in another configurations.
A rule relating the oriented normal vector na to a given facet in Ba and the oriented normal vector nb
to the image of that facet in Bb is defined by using the transformation of an area element given in
equation (A.20)1. It holds:
na dAa = a1 × a2 , nb dab = Fab a1 × Fab a2 = F∗ab(a1 × a2) = F∗ab na dAa , (A.21)
where dAa and dab ([dAa] = [dab] =m2) are two infinitesimal area elements ofBa andBb, respectively.
Combining equations (A.21)1 and (A.21)2 gives:






By using equation (A.21)2, the following identity holds
nb dab · nb dab = F∗ab na dAa · F∗ab na dAa = |F∗ab na |2dA2a , (A.23)
but it also holds the following relation
nb dab · nb dab = da2b . (A.24)
The combination of equations (A.23) and (A.24) gives
dab = |F∗ab na |dAa . (A.25)





A rule relating the oriented volume element dVa in Ba and the image of that volume in Bb, that is dvb
([dVa] = [dvb] = m3), can be defined as follows
dVa = (a1 × a2) · a3 , dvb = (Fab a1 × Fab a2) · Fab a3 ⇒ dvb = Jab dVa . (A.27)
Finally, the standard notation for transforming point, line, area, normal vectors and volume elements
between Ba and Bb is summarized as follows:




, dvb = Jab dVa .
where Xa, dXa, dAa, na and dVa are defined in Ba, while xb, dxb, dab, nb and dvb are defined in Bb.
For example, Table A.2 shows the way to transform elements between the dry configuration Bd and
the actual configuration Bt introduced in Chapter 2 according to the general formulation given in
equations (A.28). It is useful to point out that Xd, dXd, dAd, nd and dVd are defined in Bd, while x,
dx, da, n and dv are defined in Bt. Furthermore, it holds Jd = det Fd and F∗d = Jd F−Td .
Table A.2: Transformation laws for geometric entities between two configurations. The presented equations transform
point, line, area, normal vectors and volume elements from Bd to Bt and vice versa.
entity unit of measure transformation rule
point ([x, Xd] = m) x = fd(Xd, t)
line ([dx, dXd] = m) dx = Fd dXd
area ([da, dAd] = m2) da = |F∗d nd |dAd




volume ([dv, dVd] = m3) dv = Jd dVd
129
Marco Rossi Appendix
It is useful to recall that the oriented normal vector nd to the dry configuration Bd is the same as
the oriented normal vector n0 to the freely-swollen configuration B0, i.e. nd = n0. In fact, being the
deformation process F0 homogeneous and isotropic, i.e. being F0 = λ0I as given in equation (2.36),
it holds:








= nd . (A.30)
The same property holds for the normal vector no in the distorted state Bo. In fact, being Fo
homogeneous and isotropic as F0, see equation (2.38), the same approach as in equation (A.30) can
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