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A generalized quadrangle P* of order (s - 1, s + 1) may be constructed 
from a quadrangle P of order s by expanding about a regular point or line. 
Likewise, P is obtained from P* by constricting about a suitable family of 
lines or points. These expansion and constriction processes are studied, with 
certain examples worked out in detail. In the process a new class of quadrangles 
of order (s - 1, s + 1) is discussed. 
1. INTRODUCTION 
In [6] a geometric construction is given of a generalized quadrangle of 
order (4 - 1, p + 1) depending on a choice of a particular regular point of a 
quadrangle of order Q. In [7] it is shown that the previously known quadrangles 
of order (n - 1, 9 + 1) all arise as special cases of the construction just 
mentioned. It is clear that the construction of [6] may be dualized so as to 
depend on the choice of a regular line in a quadrangle of order Q. However, 
in either case the only examples known based on field of odd characteristic are 
those discussed in Section 3 of [7]. Hence we consider here only examples 
based on F = GF(2”). 
Let .Y be the collection of permutations iy of the elements of F satisfying 
0~ = 0, 1” = I, and the condition 
(corn - Csb)(C1 - 4 f (Cl” - csa)(co - 4 (1) 
for all distinct c0 , c1 , c2 in F. Then for 01 E 9, P(a) denotes the generalized 
quadrangle constructed via Theorem 5.1 of [4] with the @ of that theorem 
being the identity permutation. However, we continue to use the slightly 
revised coordinate system adopted in [8] with the accompanying revised 
description of the known collineations of such quadrangles. Recall (Theorem 
5.3 of [6]) that each collineation of a given quadrangle of order Q which 
fixes a regular point x, induces a collineation of the corresponding quadrangle 
of order (Q - 1, 4 + 1) depending on x, . 
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There are then two main examples which will be studied in detail in 
Sections 3 and 4, respectively. 
EXAMPLE I. For each 01 E 9, take the point (co) to be the point X, 
(cf., Lemma 2.3 of [6]). The resulting quadrangles P*(x, , a) are precisely 
those discussed in Section 2 of [7]. The collineations of P*(x, , a) are 
transitive on points. 
E~.UIPLE 2. As observed in Lemma 3.1 of [8], for each 01 E Y each line 
through (co) in P(a) is regular. Expanding about such a line yields a 
quadrangle P* which, in general, is isomorphic to no quadrangle of Example 
I, at least when (00) is the only regular point of the line. Hence this example 
provides new quadrangles of order (s - 1, s + 1). 
A complementary theme of this paper is that of constricting about some 
family of lines in the manner of Theorem 1.1. of [7] to obtain a quadrangle 
of order s from one of order (s - 1, s + 1). The following interesting 
situation occurs frequently: a given quadrangle of order s may yield non- 
isomorphic quadrangles of order (s - 1, s + 1) upon expanding about 
different regular points, and a given quadrangle of order (s - 1, s + 1) 
may yield nonisomorphic quadrangles of order s upon constricting about 
different families. Moreover, a given quadrangle P of order s may yield a 
quadrangle P* of order (s - 1, s + I) which has collineations not induced 
by collineations of any quadrangle P' obtained by constricting about some 
suitable family of lines. However, in the examples considered the noninduced 
collineations are generated by the directly induced ones. 
In Section 2 certain basic results are reviewed, and the concepts of 
expansion and constriction referred to above are studied in considerable 
generality. The main results consist of recognizing when the constriction 
process of Theorem 1.1 in [7] may be carried out. In all the discussion the 
fundamental concept seems to be that of regularity. 
2. CONSTRICTION-EXPANSION 
Let P be a generalized quadrangle of order (s, t), i.e., with each line (point) 
being incident with I + s points (1 + t lines). Let x and y be distinct points. 
Let zi , za ,... be the points collinear with both x and y. The pair (x, y) is 
said to be regular provided each point collinear with at least two of the zi’s 
is collinear with all of them. A pair of distinct collinear points will necessarily 
be regular. The point x is said to be regular provided each pair (x, y) of 
points is regular, y # X. Suppose that (x, y) is a regular pair of points, and 
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let x1 , zs ,... be the points collinear with both x and y. The span of x and y 
is the set sp{x, y} of points collinear with both x1 and zs . The set sp{x, y} = 
{% , 3 ,a.. } is the dual span of x and y, or of sp{x, y>. Note that a span (of a 
regular pair) of points is a line if and only if it is the set of points incident 
with a line. Self-dual spans have 1 + s points. Nonself-dual spans have 
1 + t points. The concepts of regularity and span are readily dualized for 
lines, so we assume that definitions have been given for regular pairs of lines, 
regular line, span of a regular pair (L, , La) of lines (denoted sp{L, , La}), and 
dual span sp(L, , L2} of the regular pair (L, , L,). 
Let P be a quadrangle of order s, i.e., of order (s, s). Let X, be a regular 
point of P. The quadrangle P*(xm) obtained by expanding P about X, has the 
following description. Points of P*(xm) are the points of P not collinear with 
X, . The lines are of two types. Lines of type (i) are the lines of P not incident 
with x, . Let L, and L, be distinct lines of P incident with x, . Then the 
lines of type (ii) are indexed by pairs [x1 , x2] of points, x, # xi E Li , 
i = 1,2. Incidence between lines of type (i) and points of P*(x,) is just that 
of P. The line [x1 , x2] of type (ii) is incident with those points of P*(xm) 
which are collinear in P with both x1 and x, . 
Now let P* be a generalized quadrangle of order (s - 1, s + 1). A family 
of lines of P* is a set M of s2 lines of P* with the property that each point of 
P* is incident with a unique line in M. Suppose the lines of P* are partitioned 
into s + 2 families A0 , A, ,..., JZs+i . We seek necessary and sufficient 
conditions on a fixed J&‘~ for JY~ uniquely to partition each J??~, i # j, into 
bundles in the manner of the J&‘,, of Theorem 1.1 of [7]. Hence the question 
is: When are the J&‘~ partitioned into s bundles of s lines each such that each 
line of J&‘~ is a transversal of some bundle of Ji , 0 < i < s + 1, i # i ? 
The bundles of a given J&‘~ would have to be determined in the following 
way. Let x1 ,..., x, be the points of some line L of Ai . For each k = l,..., s, 
xg is on a unique line L,’ of J%‘~ . Then each L,’ must be a transversal of the 
bundle 99 of J&‘~ containing L. Hence (LJ,‘, L,‘) is a regular pair for 
1 < k < m < s, as must be any pair of lines of g. On the other hand, let 
L1’, L,’ be any two lines of ./Yj . Let L be one of the lines concurrent with 
both L,’ and L2’, and suppose L belongs to some family J&‘~ . Each point of 
L,’ is on a unique line of JYU ; let the set of such lines be g. If J&‘~ is to 
bundle .A’, , i.e., if it is to partition AU into bundles, then L,’ must be a 
transversal of 93, as must be every line L’ of J&‘~ containing some point of 
some line of 39. Hence it is clear that if J@‘~ bundles every AU, u # j, J?‘~ 
must be a regular family, i.e., each pair of distinct lines of J$‘~ is regular. 
Moreover, the span of each pair of distinct lines of J&‘~ must lie in J&‘~. 
A regular family which contains the span of each pair of its lines is said to be 
a normal family. 
If we merely assume Aj is a normal family, the bundle determined by a 
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pair of lines of JZj might not always lie within a family. However, if those 
lines concurrent with a given pair of lines of the normal family ~2’~ always 
lie within some family, it follows that .,4’j bundles each family ~2’~ , i # j. 
We state this as our first theorem. 
THEOREM 2. I. Let P* be a generalized quadrangle of order (s - 1, s + l), 
and suppose that the lines of P* are partitioned into s + 2 families J?‘,, , 
dfv 1 ,..-, As+1 * Then a given family JZj bundles each of the other families if 
and only if 
(i) A+%!~ is normal, and 
(ii) If L, and L, are any distinct lines of Aj , the s lines concurrent with 
both L, and L, lie within one family. 
We say a given quadrangle P* of order (s - 1, s + 1) is clannish if its 
lines can be partitioned into families A,, ,,.., dS+i . The set (~2’s ,..., A,,,} 
of families is called a clan of P*. If a clan has some family ~8%‘~ which bundles 
all the others, then the clan is called stable and the family ~4’~ is said to be a 
pivotal family of the clan. 
The content of Theorem 1.1 of [7] is that if 4, is a pivotal family of a 
stable clan (~2’s ,..., .4ZS+i> of the quadrangle P* of order (s - 1, s + I), then 
a quadrangle P of order s may be constructed as follows. Points of P are of 
three kinds: points of type (i) are the points of P*; points of type (ii) are the 
s2 + s bundles of P*; there is a unique point of type (iii) denoted by (co). 
Lines are of two types. Lines of type (a) are the lines of P* not in the family 
~2’~ , Lines of type (b) are the families di , i # j. Then incidence is as follows: 
a point of type (i) is incident with a line of type (a) if and only if the two are 
incident in P*. A point of type (ii) is incident with each line of type (a) which 
belongs to it in P*, and with the unique line of type (b) of which it is a 
subset in P*. The point (CO) is incident with all lines of type (b). 
In the above construction, we say that P is obtained from P* by constricting 
P* about the family ~2’~. Note that the bundles of P* are completely 
determined by ~2’~ . lndeed if x and y are any noncollinear points of P* there 
are unique lines L,’ and L,’ in ~2’~ incident with x and y, respectively. Then 
the lines L, ,..., L, concurrent with both L,’ and L,’ form a bundle. If 
L r ,..., L, are all concurrent with L1’, L,‘,..., L,‘, then L,’ is in JZ~ , 1 < k < s, 
and the set of all points incident with L, ,..., L, is equal to the set of all points 
incident with L1’,..., L,‘. Any two points of this set determine both the 
entire set of points, the bundle {L, ,..., L,}, and the span {L1’,..., L,‘}. In this 
case (L, ,..., L,} and (L1’ ,..., L,‘} are dual spans. Any point incident with 
some line of these spans is said to be covered by them. 
Let J&‘~ be a pivotal family of the stable clan {A,, , A1 ,..., As+l}. Let 
9? 1 ,..., SYS be the bundles of di, for some i # j, determined by J%‘, . The 
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dual spans GQ’,..., 39: of the bundles partition the lines of JB’~ , so that dj is 
partitioned in s + 1 ways with the dual of each bundle determined by Mj 
appearing in exactly one of the partitions. Furthermore, the partitions 
completely determine the families J&‘~ . The following two lemmas are easily 
proved. 
LEMMA 2.2. Let J&‘, be a normalfamily of P*. For each i, 1 < i < s + 1, 
let B, be a partition of the lines of dl* into spans, with each span of A, 
appearing in exactly one of the partitions. Let Ai be the union of the “bundles” 
which are the duals of the spans in Bi . Then {.A’* , A1 ,..., A,,,} is a stable 
clan with A!.+ as a pivotal family. 
LEMMA 2.3. Let J&‘~ be a pivotal family of a stable clan of P,*, and let Pa 
be the quadrangle obtained from Pi* by constricting Pi* about Ai , i = 1, 2. 
Then each family preserving isomorphism rr* from PI* to Pz* which carries 
A1 to AZ induces an isomorphism rr from PI to Pz mapping (03)~ to ( “o)~ , and 
conversely. 
We wonder whether or not any isomorphism from PI* to Pz” which carries 
~&‘r to ~&‘a would have to be family-preserving. This would imply that a 
normal family of P* could have at most one admissable collection of partitions 
as in Lemma 2.2. Indeed, the answer is affirmative for the P*(a) considered 
in the next section. The following lemmas may have been implicit in the 
proof of Theorem 1.1 of [7], whose details were left to the reader but which 
we now make explicit. Let JZ* be a pivotal family of the stable clan 
{A* , &I ,..., A,,3 Of p*. 
LEMMA 2.4. If SY1 and SYz are any two bundles determined by A’* from 
drrerent families which both cover some point x, then the unique line L of A%‘* 
through x is a transversal of both gI and .Y%~ . Furthermore, the set of points 
incident with L is precisely the set of points covered by both gI and gz . 
Proof. Each line is in a unique family of the clan, any two noncollinear 
points are in a unique bundle, and each point of P* lies on a unique line of 
each family. It follows that bundles from two different families must cover 
in common the points of some line L. Clearly, L is not in both bundles, so it 
must be in the dual span of at least one of them. Hence L is in A.+ . 
LEMMA 2.5. The point (00) of the quadrangle P obtained by constricting P* 
about A?, is a regular point of P. 
Proof. This is essentially just the statement that if y is a point of P* 
covered by two of the bundles covering a point x, then y is covered by every 
bundle covering X. And this is clear from Lemma 2.4. 
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LEMMA 2.6. The family Ai , 1 < i < s + 1, is a pivotal family of the clan 
if and only if it is a regular line of the quadrangle P obtained by constricting 
about A!* . 
Proof. Let L be a line of P* neither in J!* nor in JZ?‘~ . Then L belongs to 
some bundle g of some family J&‘~ , and each line of the dual span g” of g is a 
transversal of some bundle of J%‘~ . Let L, ,..., L, be the lines in the different 
bundles of Ai which are incident with the s points of L. Then L, , L, ,..., L, 
and J%‘~ are the lines concurrent in P with both L and J?‘~ . So (L, Ai) is a 
regular pair of P if and only if each line concurrent with two of L, ,..., L, , AYj 
is concurrent with all of them. This is the same as saying that {L, ,..., L,} is 
the span of any two of them, and that the dual span is all in A?. This is 
equivalent to saying each pair of lines from different bundles of J&‘~ is regular, 
its span lies in J&‘~ , and its dual span lies in some JV~ . Since we know the 
span of any two lines in one bundle of Ai is that bundle, and its dual is a 
span lying in J%‘* , the lemma follows. 
3. P*(a) OF EXAMPLE 1 
For each 01 E Y, let P*(a) be the generalized quadrangle of order 
(2” - 1, 2” + 1) arising from P(a) (as described in revised form in [S]) by 
choosing (co) as the point x, . Then P*(a) has points (x, y, z), x, y, z E F = 
GF(2e), and lines with three types of coordinates (more conveniently than 
just two types (a) and (b) as indicated above). Lines of Type I are the lines 
[u, v, w] of P(m), u, v, w EF. Lines of Type II are the lines [u, v] of P(a), u, 
v E F. And lines of Type III have coordinates [[u, v]] and are incident with 
those points (x, y, .z) of P* which are collinear in P(a) with (u) and (0, v). 
Hence incidence in P*(m) is defined as follows: 
[u, v, w] is incident with (x, w + ux, v + u”x), x EF; (1) 
[u, v] is incident with (u, v, w), w EF; (2) 
[[u, w]] is incident with (u, v, w), v EF. (3) 
We let “N” denote “is concurrent with,” and easily calculate the following 
complete list of concurrencies: 
[ur , v1 , w,] N [u2 , va , 7.~~1 if and only if uI # us 
and 
Wl + w2 = v1+ 7J2 
% + u2 Ul” + u,= ; 
(4) 
[~,v,w]~[x,y] ifandonlyif y==w+ux; (5) 
[u, v, w] N [[x, y]] if and only if y = ~1 + XPX. (6) 
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Two lines of Type II (respectively, Type III) are never concurrent, but 
[x, y] N [[u, v]] if and only if x = U. (7) 
From (8) of [8] it is clear that for each cy. E 9, P*(a) has at least those 
collineations r* = n*(k, or , 02, uJ, K, a, , (s2, a,, l F, K # 0, defined by 
(x, y, x) -L (kx $ u1 , ky + 02 , kz + us), 
[u, v, w] -2 [u, kv + uaal + u3 , kw + olu + a,], 
[u, v] L [ku + ~1, kr + 4, 
Ku, VII L Pu + ‘~1 , kv + 41. 
(8) 
Define for the remainder of this section the clan of P*(U) as follows: 
J@* = @G Yll I 2, Y En 
Jcc = {hY1 I X,Y EFh (9) 
%M, = {[u, v, w] 1 v, w EF}, u EF. 
The clan of P*(E) is the set {,A’* , J&‘~} U {AU 1 u E 9}. This clan is rather 
remarkable. 
THEOREM 3.1. Each family of the clan of P*(a) is pivotal. Moreover, the 
pair (L, , L,) of distinct lines is regular if and only if L, and L, belong to the same 
family. 
Proof. If L, is a line of Type II or III and L, is any other line, it is routine 
to verify that (L, , L,) is regular if and only if L, is of the same type as L, . 
In the course of doing that it becomes clear that A’.+ and A@‘, are pivotal 
families. Of course, it should be obvious to begin with that A.+ is pivotal! 
So we consider in detail a family AC , c E F. 
Let [c, al, w,], [c, v2 , w2] be nonconcurrent lines of AC . If wr = w2(v1 f ~a), 
then the bundle determined by these two lines is {[x, w1 + cx] 1 x E F}, and 
their span is {[c, v, wr] ) u EF}. If vr = v,(w, # zu,), they determine the 
bundle {[[x, n1 + PX]] 1 x E F}, and their span {[c, v1 , w] / w E F}. So suppose 
Vl # v2 , q # w2 . Let x0 be the unique element of F such that 
c + x0 w1+ w2 -= 
ca + XoE Vl + v-2 * 
Since 01 E Y, x,, is well-defined. Then the bundle determined by the pair is 
I[ x0 , YT 6% + “2)Y + WlV2 + %fJl Vl + v2 II t YEF 
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and the span of the pair is 
zL.1+ w, 
1 
t+ 
WlV2 + W2Vl 
Vl + 532 Vl + v2 II 1 t.sF. 
This shows that each family is pivotal, and we now need only show that each 
pair of nonconcurrent lines ([ur , cur , wr], [u2 , v2, w2]), ur # u2 is not 
regular. If we write out the four equations determining R, (pi , g2, (us , such 
that the two lines in question are mapped to [ur , 0, 0] and [u2, 0, 11, 
respectively, by a collineation n* as described by (8) we obtain a system of 
four linear equations in four variables whose determinant 
Ll = (Wl + w2ha + u2”> + (Vl + ~2)(% + 4 
is not zero since the original lines were not concurrent and ui # u2 . Further- 
more, we find k = (ura + u2”)/A # 0. Hence the collineations given by (8) 
are simply transitive on pairs of nonconcurrent lines, one of which is in 
Jl 211 , the other in AU . So we need only consider whether or not the pair 
([ur ,O,O], [u2, 0, I]) & regular. But these lines are both concurrent with 
Mu1 + u2), %/(% + uz>l, KO, 011, and with one line of each family A’, , 
x~F,x#u~,x#u~. On the other hand, [I/(u, + u2), u~/(z+ + uz)] and 
[[0, 0]] are concurrent with [x, 0, (ui + x)/(ur + u2)] for all x EF. Since no 
two lines in a family are concurrent, for each 
x # Ul , u2 , [ x, 0, 
% + x 
% + u2 1 
is not concurrent with some line concurrent with both [ur , 0, 0] and 
[~a, 0, 11. This shows ([or , 0, 01, [u2 , 0, 11) is not regular, and similarly for 
W(~l + U2)l Q4 + u2)1, m 011). 
This completes the proof of the theorem. Lemma 3.1 of [8] asserted that 
each line through (co), is regular, but the proof was left to the reader. So via 
Lemma 2.6 it follows that Lemma 3.1 of [S] says precisely that each family 
in the clan of P*(a) is pivotal. 
COROLLARY 3.2. If CY, y E .Y, any isomorphism T* from P*(a) to P*(y) 
must map families to families. 
Recall the original construction of Tits (cf. [4]) of the quadrangles P(a) 
based on the oviod s2, . Let Da be Sz, together with its nucleus. So n, is a 
complete oval. Expand about the unique point (co) of type (iii). The resulting 
P*(a) has the following description. Let G = PG(3, s), fi= a complete oval of 
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some plane H of G. Points of P*(a) are points of G\H. Lines_of P*(B) are the 
lines of G not lying in H which contain a unique point of J& . Incidence is 
just that of G restricted to points and lines of P*(a). Hence the following 
theorem is true. 
THEOREM 3.3. Let 01, y E 9’ be such that their corresponding ovoids Qz 
and Q, are related as follows: QY is obtained from Qz by interchanging some 
point of Qe with its nucleus. Let P*(a) and P*(y) be obtainedfrom P(a) and P(y), 
respectively, by expanding about (co), and (~0)~ , respectively. Then P*(a) is 
isomorphic to P*(y). 
In the description of P*(a) given above in terms of G = PG(3, s), it is 
clear that a family is just the set of lines of G not in H incident with some 
fixed point of oti , and bundles are those lines of a family lying in some plane. 
Hence we have proved the following (cf. Theorem 3.9 of [S]). 
THEOREM 3.4. The collineations of P(cY) are precisely those induced by 
collineations of G under which Sz, (not just o=) is invariant, except, of course, 
when 01 = 2. 
For any 01 E Y we know P*(a) is isomorphic to P*(cl), since by [8] it is 
clear that I;;E, = De-1 . However, it is handy to have the specific isomorphism 
given by letting /I be the identity in the following. Let /3 E aut(F), and let 
y = p-‘&/3. Then y E Y and n* is (i.e., induces) an isomorphism from 
P*(a) to P*(y), where V* is defined by 
[UP v, WI -% [UfJ, WE, vqy ,
h Ylm -s [[x6, YSllY T (10) 
[[x9 Yll. -5 [x5, Y% * 
We leave to the reader the routine task of verifying that rr* does indeed yield 
an isomorphism. 
For the remainder of this section, suppose 01 is multiplicative. Then the 
isomorphism To* (cf., (6) of [5]) from P(a) to P(a*) = P(N/(~ - 1)) induces 
an isomorphism T* : P*(U) + P*(ol*) given by 
[u, v, wlol T* [ze, U-w, w + zP%],* ) u # 0, 
[O, vu, wlm T* k4 4%* , 
(11) 
1% Ylor 2 P, x, YL* , 
Kx, Yllor -5 NY, XL* . 
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Combining the isomorphisms given by (10) and (11) gives one 6* from P*(o~-1) 
to P*(ol*) which looks like 
Note that if oi* = cy-I, then P*(ol*) has collineations not induced by any 
collineations of P(,*). Eq uivalently, P*(a) has collineations not induced by 
any of P(a). Indeed, following 6* by a collineation of P*(,*) induced by one 
of P(a*) of the form +(O, d, p), d # 1, (cf., (11) of [S]) yields one of P*(o~*) 
in which no family in the clan is invariant! An example is given by 2” = 32, 
a = 6 (cf., [6]). Since the families are uniquely determined as maximal sets 
of nonconcurrent lines, any two of which form a regular pair, P*(a) must 
indeed have collineations not induced by collineations of any P obtained by 
constricting about some pivotal family of some clan of P*(a). Of course, in 
the examples mentioned, the collineations of P*(a) are generated by 
collineations induced by those of various constrictions. 
If 01 is an automorphism, but neither o( nor 01-r is 2, then the collineation 
group of P*(a) must fix both families J&‘, and J&‘, , since P(a) is not iso- 
morphic to P(c’). Hence the collineations of P*(a) are just those induced by 
collineations of P(a). If 01 = 2, P*(a) has collineations transitive on the 
families {&,} u {JJ%‘, 1 c EF}. Moreover, it has collineations interchanging 
any two of these families. If the collineations of P*(a) were transitive on all 
the families in its clan, then there would be a collineation interchanging 
&‘, and A.,+. But this would imply P(a) and P(apl) are isomorphic, i.e., 
CY-1 = 01* or 01-l = 01. If 1 F 1 > 4, this is impossible. 
Suppose 01 is not an automorphism, but is multiplicative. Then the 
collineations of P*(a) fixing JY, , A0 , and JY* are transitive on the families 
J&?‘~ , c # 0. If there is a collineation fixing .,&‘, (respectively, dm) moving 
JZ’,, or JJ?‘, (respectively, A0 or JZ%‘*), then 01 (respectively, CL-~) must be an 
automorphism. On the other hand, if there is a collineation interchanging 
4, and J&‘,, then P(a) is isomorphic to P(a-l), implying CL = a-1 
(i.e., a = -l), or CL* = 01-r. P*(- 1) is isomorphic to P*(2), so suppose 
cy* zzz 01-r. Then any collineation of P*(a) interchanging J&‘* and J?‘, may 
be combined with the isomorphism z* of (lo), to give a type-preserving 
isomorphism from P(a) to P(cl), an impossibility. Hence no collineation 
moving any one of do, &, , .,&‘* can fix any other of them. And we have 
seen they are permuted cyclically if and only if a* = a-l. If the collineations 
of P*(a) were transitive on families, then {&a , .L&, , J&‘*} would be a block 
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of imprimitivity, and s - 1 = 0 (modulo 3) i.e., e would be even. So in the 
example s = 2”, 01 = 6, mentioned above, the full collineation group of 
P*(a) is generated by collineations of P(a) together with the one given by (12). 
In general, if a-l = a* and e is even (a still multiplicative), we conjecture 
that the collineation group of P*( ) 01 is not transitive on families. Otherwise, 
it would be doubly transitive on its minimal blocks (of lines) of imprimitivity. 
This would seem rather remarkable. 
4. P*(a) OF EXAMPLE 2 
Recall again the original construction of Tits referred to in the last section. 
Let Q be an ovoid of the plane H contained in G = PG(3, s). In the cor- 
responding quadrangle P(a), expand about some regular line XL through 
(cc), in a manner dual to that described in Section 2. In the description of 
P(a) given in [4], XL is a point of Q. The resulting quadrangle P*(a) has the 
following description. Let L be the tangent line to Q at X, . Then the lines of 
P*(a) are the lines of G\H tangent to points of Q different from XL. Points 
are of three kinds. Firstly, there are the points of G\H. Secondly, there are the 
planes of G which meet 52 in a unique point different from X, . Thirdly, 
there are the planes of G through XL but not containing L. Incidence is the 
one naturally induced by G, i.e., a line of P*(a) is incident with a point of 
P*(a) if and only if one is contained in the other back in G. 
Each plane of G different from H and containing L determines a family 
of points, i.e., the points of that plane not on L. The point (co) of P(a) on X, 
determines the family of points which are the planes of G containing the 
nucleus N of Q but not containing L. The new points, i.e., the planes of G 
through X, but not containing L, form a family. Since the point (co) is regular 
back in P(a), by the dual of Lemma 2.6 the family determined by it must 
be a pivotal family of the clan consisting of the s + 2 families just described. 
It then follows readily that constricting P*(B) about this family yields the 
quadrangle determined by the ovoid Q’ = (9 u {N})\{X,}. We have thus 
established the following, where the notation is the same as above. 
THEOREM 4.1. Let Q and Q’ be ovoids in H such that Q’ is obtained by 
interchanging the nucleus N of Q with some point X of Q. Let P and P’ be the 
quadrangles corresponding to Q and Q’, respectively. Then the quadrangles P* 
and (PI)* obtained by expanding P and P’, respectively, about X and N, 
respectively, are isomorphic (essentially identical). 
COROLLARY 4.2. Let 01 be an automorphism of F, 01 E Y, and let P*(U) be 
the quadrangle of order (s - 1, s + 1) obtained by expanding P(a) about the 
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regular point (I). Let P’(a) be the quadrangle of order s obtained by constricting 
P*(m) about the family of points determined by the regular line [CO], . Then P’(a) 
is isomorphic to P(y), where y E Y is dejned by y : x -+ x(x-l)*, i.e., y = 1 - 01. 
Proof. First note that by Theorem 5.4 of [4] there is a duality of P(a) 
mapping (I)Di to [I]= . The point of QU on the line of G corresponding to [lla 
is (1, 1, 1, 0) (cf., Table I of [5]). Th e corollary follows then from (4) of [8] 
and the above theorem. 
THEOREM 4.3. Let 01 be the element of 9given by (7) of [8], i.e., 
cw:x+ 
i 
4(x + I>, xfl 
1, x= 1. 
Then P(a) is isomorphic to P(2-l) by arz isomorphism mapping (co), to (oo)~-~ .
Proof. The collineation group of P(2) fixing (~0)~ is transitive on the 
lines through (w)~ . Hence the quadrangle P* obtained by expanding P(2) 
by some line L through (00)~ is independent of L. Then constricting P* about 
the other available family of points yields a quadrangle independent of L 
and isomorphic to P(y), where J2, is obtained from Q, by interchanging the 
nucleus N of Q, with its point on L. In the notation of [8], for example, 
interchanging N with (0, 0, 1, ) ti (O), yields sZ,-l . And interchanging the 
nucleus of Q@ with the point (1, I, 1,O) yields Q, . Hence Q, and Qz-, are 
both obtained from Qz by interchanging the nucleus N of Qz with some 
point of Qa . Hence P(a) is isomorphic to P(2-I), as desired. 
It follows that expanding P(u) by some point (1, x)~ of [lla is equivalent 
to expanding P(2-9 about some point (~)a-1 , which is equivalent to 
expanding P(2-l) about some line [~]a-1 , X, y, u E F. The resulting quadrangle 
is one of a class studied in more detail later in this section. 
The only examples we know for which P(a), (Y E 9, has a regular point X 
different from (w)~ are the P(u) where 01 is an automorphism and the points of 
[03] are all regular. To study the quadrangles obtained by expanding about 
such points it certainly suffices to consider the quadrangles obtained by 
expanding an arbitrary P(y), y E 9, about some line through (co), . By the 
dual of Lemma 2.6, if P(a) is expanded about some line through (CO), whose 
only regular point is (~0)~ , the resulting P*(a) has only two regular families 
and is not isomorphic to any of the quadrangles of order (s - 1, s + 1) 
studied in Section 3 at least by family preserving isomorphism. In case (Y is 
an automorphism, the nonisomorphism does prevail. We close the section 
with a detailed study of this case. In view of Corollary 4.2, we may obtain 
P*(a) by expanding about a point. And with no loss in generality we may 
assume 01 # 2. 
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Let 2 # a: E P’, with 01 an automorphism. Since the collineation group of 
P(a) fixes (00) and is transitive on the points (u) of [CO], u EF, it makes no 
difference about which point (# (co)) of [co] we expand. So let P*(a) be the 
quadrangle obtained by expanding P(a) about (0). Then P*(a) has the 
following description. The points of P*(rx) are of two types: 
(i) those points of P(a) with coordinates (x, y, z), x # 0 (the revised 
system of [8] is used throughout for coordinates in P(a)), and 
(ii) those points of P(a) with coordinates (u, v). 
We relabel these points with the coordinates (0, u, v) as points of P*(a). 
The lines are naturally grouped into four types: (a) the lines [u, n, w] of P(a); 
(b) the lines [x, y], x f 0, of P(a); (c) the lines [u], u EF, of P(a), which are 
relabeled [O, U] as lines of P*(E); and (d) lines [[x, y]], x E (F\(O)) u {co), 
y EF. Here [[x, y]] is the line of P*(a) incident with those points of P(a) 
different from (0) and collinear in P(a) with both (x) and (0, 0, y). In place of 
[[co, y]], we write [[0, y]]. Then P*(a) may be described as follows: 
P*(a) has points (u, V, w), u, ZI, w EF, and lines of three types: 
Type I : [u,~,w],u,qzu~F, 
Type11 : b,yl, x,y~F 
Type III : [[m, b]], m, b E F. 
Incidence is defined as follows: 
[u, ZJ, w] is incident with (x, w + ux, v + ZPX), x # 0 and with (0, u, ZI), (13) 
[x, y] is incident with (x, y, z), .z E F, (14) 
[[m, b]] is incident with (m, x, xoLm1-ar + b), x EF. (15) 
In studying regular pairs of lines it is especially helpful to have handy a 
list of all concurrent pairs of lines. 
h Y VI > wr] and [ua , v2 , wa] are concurrent in P*(a) (16) 
if and only if 
(0 @) 
241 = 242 , Vl = v2 ) in which case they both are incident with 
, u1 ,4 or 
(ii) r~r + vs = (ur + z+)-~ (zul + wz) # 0, in which case both are 
incident with (x, wr + urx, zlr + ur%v), where x = (wr + wJ/(% + us). 
[u, U, w] and [x, y] are concurrent in P*(a) if and only if (17) 
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(i) y = w + ux, x f 0, in which case both are incident with 
(x, y, v + ~“4, or 
(ii) x = 0, y = u, in which case both are incident with (0, u, 7~). 
[u, q w] and [[m, b]] are concurrent if and only if (18) 
b = v + wan+, in which case both are incident with (m, w + urn, v + u%z), 
if m f 0, and with (0, u, v) if m = 0. 
No two lines of Type II are ever concurrent, and this also holds good 
for lines of Type III. (19) 
[[m, b]] and [x, y] are concurrent if and only if x = m, (20) 
in which case both are incident with (m, y, yamlpu + 6). 
We know that P*(a) has at least those collineations induced by collineations 
of F’(a) fixing (0), i.e., those of the form t? = S(u, d, /3) . n(k, 0, oa , ua) in the 
notation of [8]. Using the same notation for the induced collineations, we 
have the following: 
(i) (x, y, .a)” = (Kxa, /z(&-jla + cF1xa) + ua , K(dza + axe) + a,), if 
x # 0. 
(ii) (0, y, .a)” = (0, cP-l + da+yB, KdzB + oa), 
(iii) [u, v,‘w]~ = [cF’ + da-@, K&P + oa , kda-‘wfl + 0~1, (21) 
(iv) [x, yls = [kx@, k(da-jB + aa-‘xB) + a,], if x # 0, 
(v) [0, yls = [0, u”-’ + da-%B], 
(vi) [[m, b]le = [[kms, kdbB + u;(kmo)l-a + us]]. 
Let G denote the group of collineations of P*(a) of the form 19 = 7j. . ST 
as described above. It will turn out that G is the full collineation group of 
P*(a). In showing that fact it will be helpful to know which pairs of lines are 
regular. In determining which pairs are regular we make use of our knowledge 
of G to cut down the number of cases involved. Also, having been informed 
that a given pair is regular, we may easily check that this is the case. On the 
other hand, if a pair is irregular it may be considerably more tedious to 
verify that fact. Hence in order to minimize the length of this section, we 
merely sketch the organization of the computation and include some details 
in certain irregular cases. 
We first classify the cases according to the types of the lines in the pairs. 
Then we subdivide into cases via G, treating only one pair in each transitivity 
set of G. Also, if L, and L, are distinct lines concurrent with L, and L, , 
L, # L, , then (L, , L,) is regular if and only if (L, , L4) is regular. Now we 
list the cases to be studied, leaving the reader to verify that every non- 
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concurrent pair of lines of P*( ) a: is carried by G to one of the pairs listed here. 
Of course any concurrent pair is automatically regular. 
A. ([O, 0, 01, LO, 1,W. 
B. ([O, 0, 01, [O, 1, WI), w f 0. 
c. ([O, 0, 01, [I, 0, 01). 
D. ([O, 0, 01, [I, 1, WI), w # 1. 
E. ([O, 0, 01, [I, 0, 11). 
F. ([O, 0, 01, 11, 11). 
G. (P, 0, 01, [O, 11). 
H. (PI O,Ol, [L 111). 
I. (CO, 0, 01, w, 111). 
J. ([I, 01, h II), x f 0. 
K. (L 01, [O, 01). 
L. (W, 01, [O, 11). 
M. ([[l, 0]], [x, O]), x # 0, 1. 
N. NO, 011, [I, 01). 
0. ([VI 011, n 01). 
p. (Ul, 011, [[m, Oil>, m f 1. 
Q. (U, 011, [[I, 111). 
R. (W, 011, W? 111). 
The regular cases turn out to be precisely A, C, J, K, L, P, Q, and R. 
All other cases are irregular. Case B is quite easily handled, so we first look 
at Case D in detail. The lines meeting both [0, 0, 0] and [1, 1, w] are [1, 1, I], 
P, 0, w + 11, and 
W 
Pu = [% (li”,‘,;l?ly!u~-m > 
ul-q(u + l)i-, + w 
(u + 1)1-a + U1-a 1 ' u # 0, 1. 
Then for each t + 0, 1, 
qt = [tj 
ty1 + w(t + l)a-‘1 [l + w(t + 1)-l] 
p-1 + (t + I)a-1 ' -+w+q t-l + (t + 1)-l 
is concurrent with [I, 1, l] and [0, 0, w + 11. We claim there is a choice of u, 
t # 0, 1 such that p, is not concurrent with qt , implying case C is irregular. 
For p, is concurrent with qt , t # U, if and only if 
w-1(1 + w(u + 1)=-l) + ry1 + w(t + l)“-l) 
(24 + l),-1 + v-1 (t + l),-1 + t”-1 
= (u + t)u-l[w + 1 + ',; +(u~l+:$:) + l + w(t + I>,-l 
(t + 1),-l + t-1 I. 
481/22/I-8 
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This may be arranged as a linear equation aw + b = 0 in w in which 
b = 24-l + (u + q--l ta-1 + (u + q-1 
(u + 1),-i + um-1 + (t + I>,-1 + t”-l + (u + V-l. 
First choose u so that ZP # u2 (the first place we have used the assumption 
that 01 # 2). Then 
t=u+(*+ Us-l +yu + I),-l)l-, 
is well defined and different from 0, 1, and U. Furthermore, it then follows 
that b # 0, hence a # 0 if p, and qt are concurrent. But if this is the case, 
then w has a unique value not zero for which ([0, 0, 01, [I, 1, w]) might be 
regular. However, ([0, 0, 01, [l, 1, w])“(‘*~*~) = ([0, 0, 01, [l, 1, ws]). Since 
w # 0, 1, there is an automorphism /3 of F for which w # wa. Then 
([0, 0, 01, [I, k, wq) would have to be regular if ([0, 0, 01, [l, 1, w]) were 
an impossibility. Hence Case D is irregular. 
For Case E note that [0, 0, 0] and [I, 0, l] are both concurrent with 
[[0, 0]], [l, 01, and with 
4u = [% 
z@(u + I),-1 _ (u+lY 
u-1 + (24 + 1),-l ' Ua-l + (u + l>a-1 1 ' u f 0, 1. 
Then [u, 0, U] is concurrent with [[0, 0]] and [ 1, 0] but not with qU , since 
u f 0, 1. This shows both Cases E and N are irregular. Also, this shows 
([l, 01, qU), u # 0, 1, is irregular, from which it follows that Case F too is 
irregular. Furthermore, since ([[0, 0]], qJ, u + 0, 1 is irregular, it follows 
that Case I is irregular. 
It is convenient to treat Case 0 next. [[l, 0]] and [0, 0] are concurrent with 
[0, wa, w], w E F. Also [I, U, u], v # 0, 1 is concurrent with [0, 0, 0] and 
[0, 1, I]. However, [I, V, U] is concurrent with [0, w, w], w, ZI # 0, 1, if and 
only if v + w” = v + w, which never holds since 01 is an automorphism 
of maximal order and w # 0, 1. This says any two of {[[l, 0]], [0, 01, [I, v, v]}, 
v # 0, 1 form an irregular pair. Hence Case 0 is irregular, and it also readily 
follows that Cases G and H are irregular. 
The only remaining case is M. But [[l, 0]] and [x, 01, x # 0, 1, are both 
concurrent with [u, (ux>or, ux] for all u EF. Furthermore, r(R, 0, 0,O) maps 
([0, 0, 01, [I, UP, x]) to the pair ([0, 0, 01, [l, kxor, kx]). This pair is irregular 
by Case D. We now state these results as a theorem. 
THEOREM 4.4. The following list gives all the regular pairs of lines of the 
quadrangles P*(a) of Example 2 with OL an automorphism not 2: 
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(i) Each line of Type I forms a regular pair with precisely 2(s - 1) 
other lines. In particular, [0, 0, 0] f orms a regular pair with [0, v, 0] and with 
[v, 0, 01, ‘u # 0. 
(ii) Any two lines of Type II form a regular pair. 
(iii) Any two lines of Type III form a regular pair. 
Let cz and y be (not necessarily distinct) automorphisms of F of maximal 
order but different from 2. Let n be an isomorphism from P*(a) to P*(y). By 
Theorem 4.4,~ must carry lines of Type I to lines of Type I, so that v has the 
following partial description: 
[u, v, wla L [~I(% v, w), +4 v, w), n,(u, v, w)ly . (22) 
The subscripts OL and y indicate to which quadrangle, P*(U) or P*(y), 
respectively, the line with the displayed coordinates belongs, and r1 , rs, ma 
are functions from F3 -+ F. If no subscripts such as 01 or y are displayed, the 
statement is independent of 01 E Y. 
By choosing 0, 0s , o3 properly in a collineation + * rr of P*(y), we may 
assume 
LO, 0, 01, L P, 0, 01, . (23) 
The lines which form regular pairs with [0, 0, 0] are [0, v, 01, v # 0, and 
[u, 0, 01, u # 0. Further, any two of {[0, v, 0] 1 v # 0} or any two of 
{[u, 0, 0] 1 u # 0} form a regular pair. However, ([0, v, 01, [u, 0, 0]), M # 0, 
is never regular. The lines [u, 0, 0] are all concurrent with the lines [[x, 0]], 
and [0, v, 0] are all concurrent with the lines [x, 01. Hence as a mapping of 
lines either n preserves type and satisfies 
Tr,(u, 0,O) = Tr3(u, 0,O) = 7rl(O, v, 0) = n,(O, 0, 0) = 0 (24) 
or T interchanges Types II and III and satisfies 
n,(u, 0,O) = Tr,(u, 0,O) = 7r2(0, v, 0) = 7T3(0, v, 0) = 0. (25) 
We first assume that (24) holds and that n is described further by coordinate 
functions as follows: 
[[XT Ylle 2A [b,(‘? YL ~,(T YNI, > 
(26) 
[x9 Yla -5 M-Y Y>T 773(x, Y&J . 
Then for fixed X, [x, y] and [[x, t]] are concurrent for all y, t EF. It follows 
that ~~(x, y) = v,(x, y) = am is a permutation of F. Since [u, V, w]~ and 
[[x, v + wbxl-“I] are concurrent, so are their images under Z-, implying 
TT,(x, v + w?c-a) = 7r,(u, v, w) + 7r3(u, v, w)y 77&)1-y. (27) 
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Let x be the element of F such that TV = 0. Then from (27) it is clear 
that ra(u, v, w) is independent of U. Choosing x # X, it then follows that 
r,(u, TI, w) is independent of u. Hence n,(v, 0) = ra(O, q 0) = 0. Then 
putting w = 0 in (27) we have rs(x, v) = n,(v, 0) = R~(zI), i.e., r5(x, v) is 
independent of x. At this point, (27) appears as 
Tr5(v + w%--a) = r,(v, w) + Tr,(v, wo)’ T&)l--v = T$(v + w%-u, 0). (28) 
Putting x = X, we have 
Trs(v, w) = ?T2(v + wqq--a, 0). (29) 
At this point we assume x # 0, which will lead to a contradiction. From 
(28) and (29) it follows that 
~ (v w)y = %(V, 0) + %(V + wa(Va, 0) 
3 3 
?T~(o)1--v (30) 
Then [u, v, wlo. and [5, w + UX], are concurrent since x # 0, so 
I%(% VP 4, %,(v, WI, 773h f-4, and LO, 9(x, w + WI, 
must also be zero, implying 
7$(%, w + uq = n$u, v, w). (31) 
Hence ~~(21, v w) is independent of v. Also [u, ZI, w], and [0, u], are 
concurrent, and so must their images be, implying 
.rr,(O, 4 = 573(v, 4 + +4 4 %4(O). (32) 
Clearly, x3(q w) = na(w) is independent of D. But this implies that the 
numerator of the right side of (30) is independent of v, which in turn implies 
x -+ rra(x, 0) is an additive map. Write na(x) for ~a(%, 0). Then (30) implies 
7rz(w”(x)l-*) = 7r3(w)y T4(o)l--y. (33) 
Since ~a is additive and y is an automorphism, it follows that rr3 is additive. 
The images under 7r of the concurrent lines [u, v, w], and [x, w + WC]= 
must be concurrent, so that 
n,(x, w + ux) = 73(w) + 4% 4 %(X>, (34) 
if x # 0, 5. Putting u = 0, 5~,(x, w) = Z-~(W) + ~~(0, w) am, so 
7T,(x, w + ux) = Tr3(w + ux) + 7rl(0, w + ux) n&), x # 0,z. (35) 
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Using the additivity of us , (34), and (35), we see 
so that with w = 0, we have 
57&x) = Trl(O, w + UX) ?-r,(x), x # 0, x. (36) 
But u and x are interchangeable in (36) if u # 0, X. So either CT-~ is not a 
permutation, an impossibility, or ~~(0, w) = 0 for all w, implying CTs(ux) = 0, 
u, x # 0, X, also an impossibility. Hence it must be that 3 = 0, i.e., ~~(0) = 0, 
and the last valid equality is (29), as we are still assuming that (24) holds. 
And (29) says T,(v, w) = rs(~, 0) = a( ) T v is independent of w. So rr now 
appears as 
[% v, wla * Mu, VP 4, 9(v), ?(V, w)ly I
Rx, Ylla A [b,(x), ~z(Y)ll, P (37) 
Lx, Yla -h hi dx7 Y)l, T 
where ~~(0) = 0 = ~~(0) = .rrs(v, 0). Since [u, v, w]~ and [0, u]= are 
concurrent, so also are [~i(u, V, w), T,(V), rr,(v, w)], and [0, z-,(0, u)],, , implying 
7&L, v, w) = 5Q(u) = Tr,(O, 24). 
It is now clear that for fixed v, the map x -+ T~(v, x) is a permutation. 
We may first choose d in a collineation 7?(0, d, id) of P*(y), then k in a 
collineation n(Fz, 0, 0, 0), so that T : P*(a) + P*(r) satisfies 
rri(l) = 1 and 7r~(O, 1) = 1. (38) 
At this point we have fixed u, os , us, d, k, in a collineation 
following the original hypothetical T from P*(a) to P*(y). Hence our 
immediate goal is to show that T with the properties ascribed to it so far must 
be of the form T = +(O, 1, /3) for some automorphism j3. 
If ur # ua , [or, z-,(v,), ma(~r , wl)lY must be concurrent with 
bd%), dJ1 + (f% + %Y-l (Wl + 4, dv1 + (% + %Y (Wl + w,), %>I. 
Hence 
0 z %B4 + ~dV1 + (% + %)o-l (Wl + 4) (39) 
= M%) + d+wl MVl 3 4 + dv1+ (u1+ %Y (Wl + wz), %)I. 
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First put w, = 0 = ur , then put ur = 0 = w2 in (39), to obtain 
n3(v + u”-lw, w) = 77,(v, w), for uw # 0. Hence ma(z), w) = CT~(W) is 
independent of v. And (39) becomes 
0 # 7-N + %!(v + u,+ %)"-l(wl + 4) 
= h(%) + 44+ h(Wl) + T&4 w 
The right side of (40) is independent of a, hence so is the left side, implying 
that CT~ is additive. Putting v = 0 = u2 = wa , wr = 1 in (40), and using 
(38), we have 
?T&-1) = ?T&)y-1. 
Putting v = 0 = wa , w1 = 1 in (40), we have 
~,((u, + %)b-l) = b-l(%) + .rrl(%)ly-l ‘2 rr,(u, + %)y-1> 
implying 7r is additive. Then (40) becomes 
%(~2(21”-1(wl + wz)) = 4w1 (US + ~s@d* 
With u = 1, w2 = 0, we have rr, = ma . Hence (43) becomes 
n&4-lw) = 7&4)Y-17$(w). 
Then ~~(1) = ~~(1) = 1, so w = 1 in (44) implies 
7T2(u) = 7r1(u1/(“-l))y-1. 
From (44) and (45) we have 
(41) 
(42) 
(43) 
(4) 
(45) 
= ,l((uw))l~(~-ly = ?r,(u)?T,(w). 
Hence both n1 and CT~ are multiplicative, so must be automorphisms. But 
automorphisms commute with multiplicative maps, so Liz = ?ri(~)Y-l’+l, 
implying u + ~~-l’~-l is an automorphism. This implies y = (II by an 
exercise in elementary number theory. 
Hence rr, = QT~ = ~a = /3 for some automorphism j3 of F. So only rr, and 
r, remain to be determined. From (28) it follows that ~~(3) = ~0. Then 
since [u, v, w]~ and [0, u]~ are concurrent, so are [ufl, va, wfllY and [0, a,(~)],, . 
Hence r,(u) = up. 
This completes the proof that any n preserving types of lines from P*(U) 
to P*(y) must have 01 = y and be one of the collineations described in (21). 
We now know all collineations of P*(a) fixing any line of type II or III. 
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If L is a line of P*(a), let GL be the stabilizer of L in the group of all col- 
lineations of P*(a). Then for L = [0, y] or [[0, b]], 1 GL / = (s - 1)” s2e, 
where s = 2”. And if 
L = Lx, yl, x # 0, or L = m, bll, fn f 0, 1 GE 1 = (s - 1) s2e. 
Now suppose 01 and y are (not necessarily distinct) automorphisms of F 
of maximal order but different from 2. Let 7r be an isomorphism from P*(a) 
to P*(r). As before, r must satisfy (22) and we may assume v satisfies (23), 
but now we assume that n also satisfies (25). Since the families 
Uu, 0, 01 Iu # O> and (CO, ZJ), 01 ITJ # 01 are interchanged, so are the families 
{[[x, 0]] j x E F} and {[x, 0] 1 x E F}. Hence n satisfies 
[% Yla ---% b&? Yh 715(x, Y)ll, 9 
(46) 
where we know that nrg(x, 0) = z-,(m, 0) = v4(0,y) = ~~(0, b) = 0. Since 
[u, V, w]~ and [[x, ‘u + w%+“]]~ are concurrent, so are 
and 
[TrJx, v + waxl-a), 7$(x, v + w”xl-qy . 
For x = 0, this implies mr(u, v, w) = ~~(0, v), so ZT~(U, v W) = z~r(v) is 
independent of u and w. If x # 0, this implies 
x,(x, v + w%-a) = ?T& v, w) + 771(v) 7&q v + w”xl--a). 
So ms is independent of u. Similarly, since [u, v, w]~ and [0, u], are concurrent, 
it follows that ~~(0, U) = ns(u, v, w) = us is independent of v and w. 
For x # 0, [u, v, w]~ and [x, w + ZCX]~ are concurrent, so that 
n&q w + ux) = 772(u) + 7$(z), w)y 7r4(x, w + ux)l-v, 
implying ~s(v, w) = QT~(W) is independent of v. 
Now assume (ur - uz)(wl - w2) # 0. Hence 
and [u2 t v + 64 + uz)“-l (WI + wz), %2la 
are concurrent. It follows that 
972@41) + r2@2) 
= [7Tl(V) + Tl(V + (Ul + u2)“-l (Wl + %.w-l M%) - %hd)* (47) 
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Putting ui = z+ = wi = 0 in (47) we have 
n,(u) = 7r1(u”-lw)y-l 7$(w), (48) 
when uw # 0. Also Z-~(U) + nr(n + z@w) is independent of v for uw f 0. 
Since n,(O) = 0 it follows that r1 is additive, and 
%(Ul) + d4 = bG1+ UP (Wl - %P h(w1) + 4%B (4% 
With ua = 0 in (49) and using (48), we see ~a is additive. Hence 
= 7r1((u1 + upW)Y-lT3(W) = 77&l + UJ 
= Trl(u;-lw)y-17rs(w) + 7rl(u~-lw)y-%7s(w), if uluaw(ul + u,) # 0. 
It follows that ri(u + v)y-l = ri(u)y-l + ni(v)y-l = [vi(u) + ri(v)]y-l, 
from which it easily follows that y would have to be 2, a contradiction. 
This completes the proof of the following theorem. 
THEOREM 4.5. Let 01 and y be automorphisms of F = GF(2”) of maximal 
order e but different from the Frobenius automorphism. 
Let P*(a) and P*(y) be the generalized quadrangles of order (s - 1, s + 1) 
obtained by expanding P(cY) and P(y) about (0), and (0), , respectively. Then 
P*(a) is isomorphic to P*(r) if and only if (Y = y, and the full collineation 
group is given by (21). 
COROLLARY 4.6. The quadrangles P*(a) of Theorem 4.5, 2 # ~11 an 
automorphism, are not isomorphic to any quadrangle of Example I. 
Proof. This follows by considering regular pairs of lines, or by noting 
that the collineation group of P*( ) 01 is not transitive on points (as well as on 
lines). 
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