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If a man will begin with certainties, he shall end in doubts; but if he will be
content to begin with doubts, he shall end in certainties.
Francis Bacon.
The Advancement of Learning.

Verbum sapienti sat est. (A word is enough for the wise).
Plomtus.
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Abstract
Due to the growth of the subscriber base and the introduction of new services, mobile
communications networks’ demand for wireless resources is increasing. This has resulted
in an increasing need to change the frequency allocation of a network in order to adapt
the cellular network to new frequency demands.
Currently, a planning tool generates a new frequency plan, which is. then deployed
to cell sites. The deployment should ideally be carried out with minimum disruption to
network operation, which makes this deployment process a critical undertaking as any
errors during or after the deployment can leave the network with poor or no service.
Today, two methods are used to carry out this deployment. Binary download, which
requires to shut down parts of the cellular system in order to download the frequency
database, and sequencing deployment, where only the cell being modified will be shut
down. To shut down a large part of the network is becoming more and more undesirable
as operators require 99.999% up- time and users expect service availability around the
clock, in particular for emergency related services.

On the other hand, sequential

deployment reduces this disruption but deploys the frequency plan not in a structured
fashion but rather randomly.
This work presents two difl'erent cell sequencing schemes, a sequential scheme and a
parallel scheme, for on-line frequency deployment which solve the deployment problem
for minimum disruption, in conjunction with a protocol that will control the transition
between plans. Genetic Algorithms have been used as a stochastic optimisation tech
nique to obtain the optimum cell sequence for deployment. The effectiveness of the
proposed schemes is demonstrated through extensive computer simulation and results
are compared with existing techniques.
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Chapter 1
Introduction
The continuous and almost exponential growth of the number of subscribers in any
cellular radio system, together with the introduction of new wireless telecommunications
services, has lead to the search for a more efficient cellular system.
When talking about increasing efficiency in a cellular network, it refers to improving:
capacity, defined as the number of calls that can be handled in a certain cellular area
within a certain period of time; coverage, considered as the geographical region where
a cellular network is operational; and also quality, translated into good radio links and
marginal call dropping.
Due to the ever increasing demand for mobile communication services, capacity and
coverage are affected. As a result, a need for configuration changes for mobile networks
arises in order to adapt to varying demands. Different approaches have been proposed
to solve this lack of capacity. One approach to achieve this is presented in [1], where
network capacity is increased by obtaining a new method that introduces an adaptive
radio resource management system into a typical cellular network. Neural networks are
used to predict future resource demand and frequency assignment to the cells in the
network is then performed using a GA.
This approach requires the allocation of a new frequency plan that will replace
1

the old frequency plan for a new one.

However, the problem of having to deploy

a complete new frequency allocation to cell sites puts the deployment process in a
situation where the quality of the network can be reduced with regard to connection
availability and stability. Any error during or after the the deployment can leave parts
of the network with poor or no service. The following are some of the problems that
frequency deployment presents with regard to stability and availability:
• Changing from an old to a new frequency plan can not be done instantaneously.
Each transceiver requiring frequency change must be powered down, while the
data containing the new frequency are downloaded from its BSC. Hence, the
assignment of a new frequency plan will take a cell out of service and create a
coverage gap as it causes a reset of transceiver module operating on this frequency.
• The cells that have been already assigned the new frequency may interfere with
neighbour cells that have not been updated yet.
• For some network operators, the BSS can only download the data, that contain
the new frequency, to one cell at a time.
This confirms that the deployment process is an important task and needs to be
carried out carefully, otherwise, the performance of the entire cellular infrastructure
can be badly affected.

1.1

Why this project?

A simplified diagram of what is the design process of a cellular network is presented
in different steps in Figure 1.1. Prediction models (Step 1) provide an estimate of
the mean received power or path loss (PL) for a specified frequency band based on
topographical and morphological information about the chosen environment, together
with the prediction of the time dispersion in the case of wireless digital systems. Such

F'igiire 1.1: Cellular Network design process

models, which differentiate between models for macrocells and in general large cells
from microcells and small cells, are then used to obtain a cellular network optimising
cell coverage while minimising interference [2].
Once the cells are in place, the issue is to evaluate and constantly collect infor
mation about the performance of the wireless network. In the situation where a new
frequency plan is required, an automatic frequency planning tool produces a plan that
will substitute the old frequency plan. Having a new frequency plan generated, a suit
able deployment process needs to be found. In order to do so, two decisive issues have
to be taken into consideration [3]: select which method of frequency allocation is going
to be applied and study its interaction with the network during and after finishing the
deployment. It is in this step where the problems occur. Detailed knowledge of the

interaction between cells within the entire network are a keystone for the performance
assessment of the deployment process. Once the deployment is finished, the process
returns to execute Step 3.
A large number of projects have been published in the area of frequency planning,
but very little research has been dedicated to the study and improvement of techniques
to allocate a new frequency plan in a way in which an optimum frequency deployment
process is performed. As a result, what is required is to find a reliable and optimum
frequency deployment technique that fills this gap within the area of cellular telecom
munications management.

1.2

Aim of the Project.

Frequency deployment, the assignment of a new carrier frequency to a transceiver mod
ule, is part of network configuration management and controlled through an operations
and maintenance centre (OMC) of a typical mobile radio network such as GSM. The
deployment process is not an easy process. When performed on a particular cellular
site it causes its hardware to reset. Therefore, before the assignment of frequencies is
performed, it is vital to know a priori what the effects on the entire network will be.
Such effects of harmful influence must be eliminated or at least minimised.
Today, two methods are in use to perform the deployment, although none of them
takes into consideration the effects mentioned above. No previous study has been done
so far to obtain a sequence that minimises interference between cells and the number
of adjacent cells that are out of coverage at the same time.
Finding the optimum frequency deployment sequence is a difficult optimisation prob
lem and the performance of the deployment concept depends critically on finding such
an optimum sequence.
In this work, two enhanced approaches of a current deployment method algorithm

will be presented, which use genetic algorithm theory as a means of obtaining an opti
mum deployment sequence where the inter-cellular interference and outage restrictions
on the cellular network are minimised. In addition, a protocol, which controls the
transition between old and new frequency plans, will be presented.
Frequency deployment is performed by downloading an updated configuration man
agement database into the BS subsystem from which the new frequency plan is deployed
in a certain sequence. This protocol is implemented in the BSC and controls the de
ployment of frequencies, giving special attention to those that are causing interference
or outage in the network.

1.3

Outline of the Thesis.

Chapter 2 begins with an overview of mobile cellular telecommunications systems, in
troducing the different cellular network structures and the frequency reuse concept,
foundation of wireless cellular telecommunications. This chapter intends to familiarise
the reader with the concepts of co-channel interference, adjacent channel interference
and compatibility matrix, which are terms that will appear throughout the presenta
tion of the frequency deployment problem and whose understanding is vital in order to
identify the aim of the study and the solutions proposed here.
In Chapter 3, the core of the thesis, the two novel frequency deployment approaches
are proposed. These approaches are designed — using Genetic Algorithm theory — to
obtain optimum frequency deployment sequences. The beginning of the chapter deals
with a previous proposal and explains how, following in the same line, improvements
have been made to reach the goal in this thesis, to obtain an optimum deployment se
quence. This is followed by an introduction to Genetic Algorithms and their properties.
It is then outlined how GAs can be used in finding such optimum deployment sequence.

Chapter 4 presents the computer simulation platforms that were developed to implement
the sequential algorithms designed. Two platforms have been developed, a small cellular
network with 64 cells, each one of them having one BCCH out of four different over
the network, and a bigger network with a total of nine BSC, each one controlling 49
cells and having seven different BCGHs available. Also a protocol was designed whose
aim it is to control the transition from one frequency plan to another with minimum
disruption.
Chapter 5 Presents performance results obtained after extensive computer simulation.
These results demonstrate the validity of the proposed techniques, comparing them
with results obtained with previously proposed techniques.
Chapter 6 concludes the thesis with a number of points to emphasise the importance of
continuing the research in this area. This is only the beginning of an interesting idea,
that if continued would give wireless telecommunications operators a chance of improv
ing the quality of the services offered to the huge number of worldwide subscribers.
Finally, some ideas are given on how to continue this study.

Chapter 2
Cellular Mobile Networks
2.1

Introduction

The convenient and easy manner that cellular communications allow subscribers to use
worldwide public telecommunications and the large number of services provided are
the major reason for its popularity. Moreover, in a very short period of time, wireless
communications has undergone signihcant changes in order to evolve towards the global
multi-service network expected for the future.
As it was pointed out earlier, allocation of additional spectrum to meet cellular
systems growing demand is not possible [5]. This has motivated extensive research into
finding ways of utilising the available radio spectrum as efficiently as possible.
Limited by the available radio spectrum, the key elements of the design of a cellular
mobile radio system are;
• Cellular Netiuork Structure, representing the geographical layout of the wireless
network.
• Radio Resource Management (RRM), the key issue in terms of accommodating
the available radio frequency spectrum to obtain the smallest occupied channel
7

bandwidth per user without violating the interference restrictions. The purpose
of RRM is to ensure: sufficient coverage for each service, to guarantee required
connection quality, and to mantain (low) blocking [6].
In the following sections, a brief introduction to cellular network architecture is
presented, as well as a description of radio resource management.

2.2
2.2.1

Cellular Network Structure
Cellular Concept

The geographical area in which mobile communications is possible is divided into sec
tors called cells. Each ceil covering all Mobile Stations (MS) which are being served by
a particular Base Transceiver Station (BTS), is assigned a fraction of the total available
radio channels. The cells’ shape is irregular, depending on environmental conditions.

Figure 2.1: Cellular network

This is shown in figure 2.1, where a cellular network portion is shown. In a real net
work, cells have arbitrary shape, defined by the radio propagation environment and
cell coverage areas overlap with their neighbour cells. Overlapping of cells facilitates

handover, but it also contributes to the coverage of a cell by its neighbours when it
is out of service. Handover is the feature of mobile networks that facilitates seamless
communication while the MS roams, i.e., it is the process of switching over a call path
from its old cell to a new cell site when the voice signal drops below a certain minimum
value [7].

The size of this radio coverage zone, or cell, is determined by its transmitter’s
power; the smaller the power of the transmitter, the smaller the cell. Based on this
size criteria, the cells can be classified into groups; macrocells, microcells and picocells.
Macrocells are considered to be from a size of 2-5 Km radio coverage zone up to 25
Km, generally placed in rural and suburban areas. In order to cover for higher traffic
demand, a much lower cell size {microcells or picocells) is required, placed in areas
with a higher concentration of population. Microcells are a consequence of splitting the
original macrocells into smaller cells to accommodate demand increase. In order to split
a macrocell into various microcells, a radius relation between different cells sizesmust
9

be maintained.
Several factors are taken into consideration when deciding the maximum cell radius
of the larger cell in the network. These factors are: the antenna gains of the BTS,
the transmitter power and the terrain characteristics. Once the maximum radius is
known a smaller cell is obtained by reducing this radius by two. As a consequence,
the cellular area is reduced by four implying an increase of traffic capacity by the same
factor four, assuming uniform traffic density. An example is shown in Figure 2.2, where
three different cell sizes constitute the cellular network.
However, cell size reduction is limited in terms of handover. With the reduction of
the cell size, the need for more frequent handovers may increase, requiring additional
hardware (to handle more guard channels) whose cost and implementation difficulties
may not compensate the increase in capacity. Moreover, increase in handover rates
increases the volatility of the system in terms of increasing the probability of handover
failure [8].

2.2.2

Cellular Geometry

In a conventional macrocollular network the shape of cells is quite often represented as
hexagonal and the network is built by tesselating cells to provide contiguous coverage,
yielding a honeycomb structure. Even though the size of the cells is a factor that
directly affects their shape, it is only relevant when discussing a conceptual cellular
network that hexagons are used to model cells.
Its similarity in shape to a circle and the property of cell tesselation, make the
hexagon as the ideal choice for a general cellular network representation.
In order to investigate the geometrical properties of a cellular structure using the
hexagon as the basic building block [7], the two-dimensional structure in Figure 2.3
is considered, where the angle between the coordinate axes

and Y is /8 = 60° and

the resolution of the axes is expressed as a function of the hexagon radius R, that is
10

Figure 2.3; Hexagonal cellular network

v/3 • i?. = 2 • /? • cos 30F
Each cell centre is represented by P^ — (x,, t/i), where x^ and y^ are integer values.
Given two points Pq = (xo,'(/o) and Pj = {xi,yi) in the cellular network, the distance
between them, which represents the distance from the center of

ccIIq

to the center of

cell I, is given by:
PoPi =

- xo)'^ + {yi - '^o)^ +

(-'^^1

- xq) • (yi - yo)

21

( . )

If the coordinate system is centered in one of the cells then the distance d between cells
is given by:
d.

— yjxd

+ y'^

P X •

y

(2.2)

Given x > y > Q in equation 2.2, N, also called cluster size, is defined as
M

d? ^ x^+ y'^ + X ■ y,

x, ^ = 0,1, 2,...

(2.3)

leading to values 1,3,4, 7, 9,... N. This cluster size N represents the minimum number
of cells arranged in an hexagonal pattern. N can also be considered as the number of
11

disjoint frequency sets into which the available frequency bandwidth is divided. Ex
amples of the standard clusters, or cellular arrangements, are showm in Figure 2.4 for
different values of N.
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Figure 2.4; Standard cellulai reuse patterns

2.3

Radio Resource Management

As the radio frequency resource is limited, efficient allocation is required in order to
allow adequate coverage and quality of service.

The key here is to find a way to

reuse this limited frequency resource, observing the traffic carrying capacity of each cell
and the interference between cells that have the same frequency assigned (co-channel
interference).

2.3.1

Frequency Reuse Concept

The frequency reuse concept is the foundation of cellular wireless telecommunication
systems, and the solution to the problem of limited frequency resource. Using the same
frequency simultaneously in geographically distant cells is called frequency reuse. When

12

t,wo cells have the same frequency allocated, there exists the possibility of interference
between them. A minimum separation distance D must be observed in order to avoid
such interference.

Because of the geometry of hexagonal networks, the mean reuse

distance is related to the hexagons (cells) radius R, in the co-channel reuse ratio DjR
as,
I = VTN

(2.4)

where N is the cluster size, D is the co-channel separation and R the radius of a cell.
A graphical example representing these parameters can be seen in Figure 2.5, where

Figure 2.5: Cellular reuse distance for a 7 cell cluster

the structure of a 7 cell cluster network is shown: ‘1’ is the small cell’s identifier whose
co-channel cells are also labelled as A’. For this cluster size of 7, D is the radius of a
big hexagon where co-channel cells of its centre cell are the vertices. With N = 7 in
equation 2.4, the co-channel reuse ratio takes the value of 4.6.
A compromise must be made between the number of radio frequencies allocated per
cell, which relates to the system’s traffic carrying capacity, and the co-channel inter
ference expressed through D/R. The smaller the ratio D/R, the smaller the number
13

of cells per cluster. Thereby, the number of frequencies per cell increases as does the
traffic carrying capacity. However, the closer the cells with same frequency are, the
larger the co-channel interference becomes. On the contrary, increasing DjR results in
the reduction of co-channel interference and traffic capacity.

2.3.2

Radio signal propagation

Due to the electromagnetic characteristics of radio waves [9], signal propagation and
reception phenomena such as reflection, diffraction and scattering must be taken into
consideration when predicting signal coverage of a particular cellular network.The the
oretical frequency reuse concept described in section 2.3.1 for an idealised cellular net
work

having the same sized hexagonal cells — does not take into consideration these

radio signal propagation phenomena. As a result, propagation models [10] are designed
that simulate the propagation of the radio signal from transmitter to receiver and are
utilised for frequency reuse. This design takes into account the geographical environ
ment and the undesired effects such as blind spots, signal fading, shadowing, path loss
etc. that reflection, diffraction and scattering can generate. Most of these propagation
models include statistical evaluation of path loss or signal levels expected and can be
organised in two groups; Point-to-Point models such as free space loss or knife-edge
diffraction (smooth earth diffraction and diffraction over obstacles), and Point-to-Area
models which predict the field strength levels in a geographical area from a BTS. In
these Point-to-Area models a statistical analysis of measured data is performed where
factors such as shadowing and fading are taken into account [11].
All these models are derived from the fact that the intensity of the received electro
magnetic wave, Pr, is inversely proportional to the n^'^' power of the traveled distance d
and directly proportional to the transmitted power P^ as per equation 2.5,

14

Pr

CX

(2.5)

where n depends on the terrain conditions. In the particular case of the free space
loss model, n = 2, and n = 4 to n = 8 in typical cellular system environments.
Alternatively, ray-tracing techniques have been proposed to calculate electromag
netic field strength. However, due to their computational complexity ray-tracing tech
niques are only used for cellular planning tools [12].

2.3.3

Co-Channel and Adjacent Channel Interferences

As presented in section 2.3.1, co-channel interference must be considered when reusing
frequencies. A frequency used in one cell can be used in other cells in the network if they
are a certain distance apart, as the interference created is tolerable. This interference
is called co-channel interference and is the most important factor to consider when
evaluating the radio link performance, as most cellular networks are interference limited.
The effects of this interference in a netw^ork is not only dependent on its absolute value,
but also on the probability of affecting the total interference. In other words, the effect
of the

CO

channel interference will depend on the ability of the radio receiver to deal

with it. Equalization and interference cancellation techniques are signal processing
techniques, which are incorporated into radio receivers, intended to cancel or at least
reduce co channel interference.
A secondary, but also important interference contribution in a cellular network, is
adjacent channel interference (see Figure 2.6). Adjacent channel interference, similar
to co-channel interference, depends on the assigned frequency plan and results from
powder leakage of the modulated RF signal into neighbour (adjacent) channels. Channel
impairments such as cross talk, premature handovers, and dropped calls may result
from adjacent channel interference, leading to degradation of quality of service [13].

15

The modulation scheme used in the system is a significant factor that affects adjacent
interference. In the design of a radio cellular network the modulation method must
satisfy the adjacent channel power-level threshold required by the CCIR. In the case of
GSM \ where Gaussian Minimum Shift Keying (GMSK) modulation scheme is used,
the radiated power into the adjacent channel is below 60 dB.

Figure 2.6; Adjacent Channel interference between channels

Nevertheless, the performance of the system will depend, among others, on the
spacing between channels, particularly between adjacent channels, the statistical dis
tribution of the ratio desired-channel carrier level to adjacent-channel carrier level and
the selectivity of the receiver when detecting them [14].
Following the same criteria of avoiding to have the same co-channel assigned to
cells that are not sufficiently far apart, two adjacent channels must also be sufficiently
distant. Moreover, it is important not to follow a frequency allocation scheme where
two or more adjacent channels are accommodated in the same cell. The reason for this
is to avoid bandwidth overlap problems and adjacent channel interference.
When discussing the adjacent channel in the same cell, the adjacent channel referred
to in this study does not necessarily need to be the adjacent channel in bandwidth, but
rather it is the nearest channel that can be several channels apart. In this case, the
adjacent channel interference is due to modulation splatter.
Mhe GMSK modulation used in GSM is explained in more detail in section 2.5.3

16

Cell Identifier

Channel Allocated

A

1, 8, 15, 22

B

2, 9, 16, 23

C

3, 10, 17, 24

D

4, 11, 18, 25

E

5, 12, 19, 26

F

6, 13, 20, 27

G

7, 14, 21, 28

Table 2.1: Channel allocation that minimises system -adjacent channel interference.
For the minimisation of adjacent interference, careful frequency planning must be
carried out. In this frequency planning, channels assigned to the same cell are separated
by a minimum number of channels so that the adjacent channel interference in the same
cell can be reduced.
As an example of frequency distribution, consider table 2.1, where N — 1 and the
total number of frequencies to be allocated is 28. Each of the cells has four frequencies
assigned, where the nearest channel is seven frequencies apart within the same cell. Of
course, if the adjacent channel interference is to be minimised between cells, the bound
ary cells should observe the adjacent channel interference constraints. The smaller the
size of the cell cluster, the worse the adjacent channel interference can be.

2.3.4

Carrier to Interference Ratio

The reference interference level is a measure of the capability of the receiver to receive
a desired modulated signal without exceeding a given degradation due to the presence
of an unwanted modulated signal at the same carrier frequency (co-channel interfer
ence) or at any adjacent carrier frequencies (adjacent interference) [15, 16]. Once given
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this reference interference level, if the carrier-to-interference ratio, C/I, is equal or
greater than what is considered as the carrier-to-interference threshold, the transmis
sion quality of the radio signal will be acceptable. In general, this threshold will vary
with the modulation and coding scheme implemented, receiver structure, measure of
transmission qualit}^, propagation environment and MS velocity.
In order to calculate the signal to interference ratio for a cellular network, different
techniques have been developed. These techniques have undergone several modifications
since their inception, changing from a simplified approximation based on the hexagonal
cell geometry, through more elaborated probabilistic methods to a method where data
from the MS in a running cellular network are collected and used to predict the signal
to interference ratios.
Nowadays, in high capacity cellular systems, a probabilistic measure of signal tointerference ratio is used when a new cellular network is installed. Typically, satisfactory
radio link quality is achieved if the probability of C/I below the specified threshold is
below 0.05 and 0.1 for 90% and 95% of the time. This probabilistic model is expressed
mathematically using equation 2.6,

Td) = Pr[D,) - loiim

1

2,6)

(

t 1=1

where D = [Dq, Di,..., Djf) is the vector of distances between all transmitters and
receiver,

ks the receiver signal power and

are all the interfere!’ powers, all in dB.

Due to the difficulty in obtaining an analytical expression for C/I, several approxima
tions have been developed. In general, this can be done by Monte Carlo simulation [12].
For a large enough number of positions of vector D, an average of the normally dis
tributed power variations is calculated wTich will converge to a certain value, providing
the probability of obtaining a satisfactory carrier-to~interference ratio.
However, once a cellular network is in place, and new changes in its configuration
must be done, this method is now obsolete.
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Instead, the frequency planning tools

process the constant information that the MS are permanently sending in order to
predict future carrier-to-interference ratios.

2.3.5

Compatibility Matrix

The compatibility matrix is used to represent the interference relationship between cells
in a wireless cellular network. The probability of interference between all the cells in
the network is calculated based on propagation measurements, and based on it, the
compatibility matrix is defined. Each cellular network has its associated compatibility
matrices.
The compatibility matrices studied here, each one for different interference relations
between cells, are: co-channel compatibility matrix and adjacent channel compatibility
matrix. However, a general expression can be defined for the compatibility matrix.
The compatibility matrix is a square matrix with dimensions M x M. The number
M is given by the total number of cells in the network. If T denotes the compatibility
matrix, its elements can be represented as

where ^ represents the cell identifier for

the cell under consideration and j is the cell identifier for the other cells in the system.
Then the matrix can be written as:
"00,0

T =

■ ■

1

'00.p

^1.0

Vh,i

• •

01p-l

^2,0

'02,1

• •

'02,p-l

02,p

^p,0

0p,l

'0p,p— 1

0p,p

(2.7)

where, p = M — 1.
For the case where j = ?i, elements 'ipij are placed in the diagonal and have value
= 0. This represent the value of interference that cell i produces on itself (self
interference) and takes a value of zero for the cellular system under consideration.
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As new methods of gathering network statistics, e.g. the lOS [Intelligent Optimi
sation System) developed by Motorola, are put into operation —collecting information
of the system in an iterative manner — the necessity of changing the C/I data for
co-channel and adjacent channel with the new information is becoming more desirable
[17]. How this information is used in obtaining the C/I matrices, depends on one of the
following methods. The differences in these methods are based on how the two com
patibility matrices for co-channel interference F and for adjacent channel interference
A are generated. Two variations are presented here.
For the first method, the matrices are calculated using the following expressions,
based on a collection of information received from all cell sites in the network:
1

F

A — [ttij] —

^co—channel

MR,

■

100

(2.8)

100

(2.9)

M R-adj — channel

MR

where,
• MR.ggrver = total nuiiiber of measurement reports for a server or cell.
• MRco-channei = total number of measurement reports for which the sourceneighbour difference is such that the neighbour would interfere if it were using
the same frequency (co-channel frequency).
• MRadj-channei = total number of measurement reports for which the sourceneighbour difference is such that the neighbour would interfere if it were using an
adjacent channel frequency.
In contrast to this first method, a more elaborate method for learning the compatibility
matrix was presented in [18, 19]. Here, the radio network is considered as a neural
network, where the cells are neurons and the connection strengths correspond to the
interference weights. These interference weights are calculated as follows;
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1. If the channel usage of channel i in cell A correlates with the interference on the
same or an adjacent channel in cell B, then cell A interferes with cell B. The
correlation factor will give an estimation of the interference weight, and will be
transformed into entries for the compatibility matrix.
2. If no correlation is observed, then there is no interference generated between A
and B.
When a real cellular network was considered, the method designed by Motorola,
was the method assumed in this study. However, the proposed approach was evaluated
using a simulated cellular network platform, where the entries of the C/I matrices were
also simulated, and hence not based in any of the methods above described. In this
simulation platform, two versions of the C/I matrices were considered; binary C/I
matrices, where in case of interference, the C/I matrix entry takes a value of one, and
randomly-generated C/I matrices, where the interference contribution was randomly
chosen from the interval ]0, 1]. In both cases, an entry of zero means no interference.

2.4

Frequency Channel Allocation

Frequency allocation is a problem that arises in a wide variety of real life situations [20].
Given a number of radio transmitters, the aim of a frequency allocation optimisation
model is to assign a number of frequencies to those transmitters, while minimising
certain system constraints, e.g. interference limitations.
In a cellular network, the task of allocating the available radio frequency spectrum
is performed by an Automated Frequency Planning (AFP) tool. An automatic data
collection mechanism gathers network information, such as information of frequencies,
hopping parameters and BSIC numbers, to build up an accurate picture of the network
performance. Hence, using a frequency planning metric obtained from this information.
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a new frequency plan is generated. This metric will tell the operator the relations
between cells frequencies and the convenience of allocating them in one or other cell.

2.4.1

FDMA and TDMA

The work presented in this thesis is designed for cellular radio systems, such as GSM,
that use FDMA and TDMA channel multiplexing strategies. In FDMA a channel is
defined by its frec|uericy and bandwidth. However, if using TDMA, a time slot number
will also be associated with it. The use of TDMA is an approach for increasing spectrum
channel efficiency, having also the potential to reduce the cost of cell and MS equipment
21],
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Figure 2.7: Layout of a typical FDMA-TDMA system

The two schemes, shown in Figure 2.7, allow radio transceivers to share resources in
both the frequency and time domains. In these cellular network systems, where FDMA
Slid TDMA strategies are combined, channels will be assigned to each MS, using a du
plex spacing of frequency that will depend on the specifications of the communications
system. The channel directed from the MS to the BTS is referred as the uplink and
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the channel directed from the BTS to the MS is the downlink.

2.4.2

Channel Assignment

Channel assignment strategies are classified in three groups: fixed, dynamic or hybrid
[13]. In the Fixed Channel Assignment (FCA) scheme, the total number of channels
available are distributed among the cellular network, which depends upon the popula
tion distribution of the area of coverage. But because the traffic in the same area is
going to vary in time, the determined number of channels assigned to a cell must be
calculated for the worst case; the busiest time of a day.
Observing the reuse-distance concept, this set of frequencies/radio channels can
be applied to other cells sufficiently far apart. However, this assignment presents a
problem when a call is made to or from the cell and there is no channel available. The
call can not be accepted, and a consequently call blocking results. In order to solve
this problem, a sufficient number of frequencies — calculated for the busiest time of
use in the cell— is assigned to each cell, maintaining the average call blocking below
2%. However, this implies the misuse of some frequencies during the quiet hours.
In the Dynamic Channel Assignment (DCA) scheme however, the channels are not
fixed to a cell, but dynamically allocated as needed. Each time a call arrives in a cell,
the F3S requests a radio channel. How the request is executed depends very much on the
DCA scheme. Once a channel is chosen, it is accepted as valid only if the interference
level is below a certain threshold. This scheme offers more flexibility, but has increased
complexity compared to FCA.
In the Hybrid Channel Assignment{}iCA), as its name indicates, a combination of
both schemes, fixed and dynamic, is used. This is done to reserve a part of the available
frequencies for FCA and the other part to DCA. Dynamically allocated frequencies will
be used under low traffic conditions because DCA performs better than FCA, leaving
the fixed channels for the busiest hours.
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Nevertheless, with the evolution toward 2.5G, new assignment techniques are aris
ing. A very interesting approach is presented in [22] where a new pro-active resource
management system for a typical GSM/IS136 network is proposed. Adaptation is per
formed by using neural networks to predict each cells future demands and the available
resources are accordingly assigned. This approach exhibits less resource requirements
than existing FCA networks, and comparable performance to DGA schemes, but with
the advantage of less complexity and no additional signaling load.
Even though the frequency deployment approach presented in this work was ini
tially designed for a FCA network, it is possible to use it in conjunction with this new
adaptive radio resource management concept. In fact, the online deployment approach
is perfectly complementary to this work an in fact required for successful operation of
the pro- active scheme. Once the future resource demand is established, the frequency
deployment algorithm will provide the sequence in which the new frequency plan must
be deployed.

2.5

Introduction to GSM

GSM, the Global System for Mobile communications, was designed as a digital successor
to the analog cellular technology existing in the 1980s. Its superior speech quality, low
terminal, operational and service costs, its high level of security, support of low power
hand-portable terminals and a variety of new services have contributed to its enormous
success.
In this section an overview of the GSM is given, which aims to emphasise the main
concepts needed to understand the work presented here. In Figure 2.8, a simplified
diagram of the architecture of a GSM cellular network is shown. Several entities are
represented, each one with a particular functionality [23].
• BTS, Base Transceiver Station or simply Base Station, the mobile’s interface to
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Figure 2.8; GSM Cellular Network Architecture

the network.
• BSC, Base Station Controller, which manages the radio resources for several BTS.
Its main function is to exchange information with the BTS and to be in charge
of frequency administration.

~

• BSS Base Station System consists of BSCs and BTSs and is where all the radiorelated functions are performed.
• GMSC, Gateway Mobile services Switching Center and MSC, Mobile services
Switching Center. The GMSC acts as interface between the mobile network and
the public network (PSDN and ISDN). It also provides the network with specific
data about the MSs. If more exchange capacity is required than the supplied by
the GMSC, more MSC are available, with the particularity that they have not
got direct access to the fixed public network.
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• HLR, Home Location Register, which contains the administrative information such
as identity and user data of the subscribers in the GSM network. The HLR also
contains information about the VLR that is currently handling the MS.
• VLR, Visitor Location Register, considered as a dynamic database of the sub
scriber, stores all the information about MSs that enter its coverage area, allowing
the MSC to know the location in form of a signalling address.
• EIR, Equipment Identity Register, is a database that contains a list of all valid MS
in the network, where each MS is identified by its International Mobile Equipment
Identity (IMEI) [24]. This security feature of GSM allows to find the LMEI of a
MS that is either stolen or may not be used in the network anymore and mark it
as invalid.
• AUG, Authentication Center, stores information, which is protected against unau
thorised access. This information is necessary to protect communications through
the air interface against any intrusions to the MS. Special measures have been
taken in GSM, including authentication of the subscriber and ciphering of the
transmitted data.

Authentication information and ciphering are stored in a

database within the AUG which is protected against unauthorised access [25, 26].
• OMC, Operation and Maintenance Center, which purpose is to offer the customer
cost-effective support for centralised, regional, and local operational and mairitainance activities that are required for a GSM network. The OMG is connected
to all equipment in the switching system and to the BSC. The implementation of
OMC is called the Operations and Support System OSS [27]. The OSS controls
the traffic load of the BSC, handles error messages coming from the network,
monitors subscriber income, runs maintenance programs and records interference
conditions of the network.
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In this work, we will focus our attention in the inter-relations between OMC, BSC,
BTS and MS.

2.5.1

GSM Radio Link Aspects

In 1982 the ITU allocated two frequency bands for GSM: 890-915 MHz (uplink) and
935-960 MHz (downlink). The BTS always transmits in the upper band of the duplex
frequency pair.
Making use of the FDMA scheme, the frequency bands are divided into 125 fre
quency channels with 200 KHz width each. Instead of referencing each channel with
its absolute value in Hertz, the channels are numbered from 0 to 124, with the num
bers referred to as the ARFCN {Absolute Radio Frequency Channel Number). The
frequency channel given the number zero is used as a guard band between GSIVI and
other systems.
The ARFCN for the uplink and the downlink can be expressed mathematically as
follows:
U{n) = 890 -f 0.2-n

(2.10)

D{n) = U[n] F 4b

(2-11)

where, n = ARFCN, with 1 < n < 124. U{n) represents the carrier frequency in the
uplink and D{n) the carrier frequency in the downlink, both in MHz.
Now, combining FDMA with TDMA, each of the radio carrier frequencies is divided
into timeslots of approximately 577 fas duration with 156.25 bits per timeslot. Eight
timeslots or burst periods are grouped into a TDMA frame, represented in Figure 2.7
and lasts 120/26 ms ~ 4.615 ms. This basic frame unit is then grouped into a 26
frame-rnultiframe, 51 frame multiframe or into bigger frames called superframes. These
multiframes, depending on their size, are used to carry traffic channels, control channels
or to support data encryption mechanisms [28].
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2.5.2

Logical Channels

The GSM system distinguishes between traffic channels and control channels. Traffic
channels are intended to carry encoded speech or user data and are classified into two
groups: full rate traffic channels at a gross bit rate of 22.8Kbits/s, and half rate traffic
channels at 11.4 Kbits/s.
On the other hand, the control channels are intendend to carry signalling and syn
chronisation data between MS and BTS. The control channels are grouped into three
separated categories; broadcast, dedicated and common control channels (Figure 2.9).
• Broadcast Channel, used to broadcast information to the MS, i.e., they are down
link only channels.
- FCCH, Frequency Correction Channel for MS frequency correction.
- SCH, Syncronisation Channel for identification of the BTS and synchroni
sation of the MS.
- BCCH, Broadcast Control Channel, continuously broadcasts identifying in
formation about its cell site such as base station identity, frequency alloca
tions, and frequency-hopping sequences.
Special attention is given, in this section, to the BCCH. If the number of channels
in a cell must be reduced to its minimum number, this channel is always required
as it gives the MS the parameters needed in order to identify and access the
networK. Among these parameters an important one is the information on which
frequencies the neighbour cells will be found. It is also important as it gives
information about availability of certain options such a^ frequency hopping and
voice activity.
The BSIC or Base transciever Station Identity Code [29, 30] Should also be men
tioned here. This code, transmitted in the SCH, includes a six bit number; the
28

Frequency Correction Control Channel

Syncronisation Channel

Broadcast Control Channel

Stand-alone Dedicated Control Channel

Slow Associated Control Channel

Fast Associated Control Channel

Paging Channel

Random Access Channel

Access Grant Channel

Figure 2.9: GSM Signaling Channel Structure
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three most significant bits are the National Colour Code (NCC) that is defined to
differenciate between PLMNs, and the other three represent the Base transciever
Station Colour Code. It should be noted, that the same NCC can not be used
in adjacent PLMN as they may be using the same BCCH in neighbour areas.
The BSIC enables the network to discriminate betwen several cells happening
to use the same BCCH frequency and is also this BSIC an identification (not
unique) of the neighbouring BTS. If there exist places where MSs can receive two
cells, whether in the same PLMN or in different ones, that use the same BCCH
frequency, it is highly preferable that these two cells have different BSICs.
Dedicated Control Channel, which can be broken down into:
- SDCCH, Stand-Alone Dedicated Control Channel which carries signalling
data required for call connection establishment and channel assignment.
- SACCH, Slow Associated Control Channel is alwa3^s asociated with a traffic
channel or a Sr3CCH and maps on the same physical channel. The SACCH
carries signalling information between MS and BTS, in particular measure
ment reports of received signal streright from neighbour cells.
- F.ACCH, Fast Associated Control Channel carries the same signalling data
as the SACCH but a higher speed. The delivery time of a FACCH message
is four frames, or 18.5ms, in contrast to 480ms in the SACCH. GSM creates
this FACCH when more rapid network control is required [31], e.g., during
hangover signalling.
Common Control Channel, consisting of a combination of common control type
channel and is used during establishment of a connection between MS and BTS
before a dedicated control channel has been allocated to the MS.
- PCH, Paging Channel exists only on the downlink and it is used to alert the
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MS of an incomming call.
- RACH, Random Access Channel used by the MS to request access to the
network.
- AGCH, Aceess Grant Channel used by the BTS, to inform the MS about
which channel it should use, e.g. SDCCH. This channel is the answer to a
RACH message from the MS.

2.5.3

Modulation

GSM, like other modern mobile communications systems, uses digital modulation. Its
greater noise immunity, robustness to channel impairment, easier multiplexing of various
forms of information and greater security among others, present digital modulation as
the perfect candidate [32, 33].
GSM’s modulation scheme requires:
• Low out-of-band radiation so that adjacent channel interference is low.
• Relatively narrow bandwith to allow good spectrum efficiency.
• Frequency translation into the correct band.
• Constant envelope to allow the use of simple and efficient power amplifiers.
Minimum Shift Keying
achieves the last three.

(MSK), which is binary digital frequency modulation,

Unfortunately, it fails with the first one, having excessive

out-of band radiation. By prefiltering the modulating signal it is possible to reduce
out -of-band radiation while retaining the constant envelope property.

A Gaussian

premodulation filter (GMSK), produces this desired signal.
Depicted in Figure 2.10 are the impulse response of the Gaussian low pass filter
for different BT values, where BT is the bandwidth normalised with respect to T, i.e.,
bandwidth — BT/T.
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Impulse response of the Gsussian lov/ pass filter for various BT

Figure 2.10: Impulse response of the Gaussian low pass filter for various BT

In Figure 2.11, a comparison of MSK modulation with GMSK modulation is il
lustrated, where the out-of-band radiated power is represented. For a system using
GMSK modulation and with a BT = 0, 25, the out-oF band radiated power is less than
-60 dB compared to the - 20 dB obtained for the system using MSK. This results proof
the superiority of GMSK over MSK, and present it as an ideal candidate for modulation
in cellular radio systems.
This brief introduction into the primary characteristics of GSM - - the GSM radio
architecture and how cells are identified - was ment to provide the reader with some
familiarisation of the primary concepts. These concepts are necessary in order to under
stand the frequency deployment approaches , presented in this thesis, and their impact
in the system. Given a cell site in a wireless network, the number of carriers, site name,
cell identifier, ARFCN, and BSIC will unmistakably define it within the system. It is
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Power Spectral Densities for different values of BT

Figure 2.11: Power Spectral Desities for different values of BT

vital to realise that a BCCH radio frequency channel must always be fully allocated to
one cell. When only one carrier is allocated to the cell site, one of the channels must
be used for the BCCH. However, if two or more frequencies are assigned, there is no
need for each carrier to dedicate one channel to BCCH, only one BCCH is required.
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Chapter 3
Optimum Frequency Deployment
using Genetic Algorithms
3.1

Frequency Deployment

With the exponential growth of the subscriber base and the introduction of new ser
vices, digital cellular mobile communications network’s demand for wireless resources is
rapidly increasing. This increase will result in the need for changing the freciuency allo
cation of a network more often than in the past in order to adapt the cellular network
to the new frequency demand, i.e., adding new sites, adding capacity (more carriers) to
the system, reallocating the spectrum resource or assigning a different frequency plan
for the weekend.
As it was mentioned in section 2.4, different schemes are followed to allocate the
existing frequency resources in a manner that suits an individual operator. Once a new
frequency plan has been created, it needs to be deployed.
Frequency deployment is in the majority of cases a critical undertaking. The prob
lem of having to deploy a completely new frequency allocation to cell sites, puts the
deployment process into a crucial position with regard to network availability and sta34

bility and presents the following problems:
1. Changing from an old to a new frequency plan, can not be done instantaneously.
Each transceiver requiring frequency change must be powered down, while the
data containing the new frequencies are downloaded from its BSC. Once the data
transmission is over, each cell will then be powered up again. Therefore a change
of frequency leads to a disruption of service in the network.
2. For some network operators, the BSS can only download the data, that contain
the new frequencies, to one of its cells at a time. Therefore, independently of the
method of frequency deployment, the change of a frequency in more than one cell
within the same BSC is not permitted.
3. The cells that have been already assigned a new frequency may interfere with
neighbour cells that have not been updated yet. This undesirable situation will
last until all cells have had new freciuencies assigned.
4. Any errors during the deployment process or after it, caused by a faulty execution,
can leave parts of the network with poor service quality or no service at all.
These issues demonstrate the need for a robust frequency deployment approach and
dehne the aim of the work presented. The purpose of the current work is to develop
an approach that will succeed in this task, the deployment of a new frequency plan,
allowing the cellular network operator to change from an old to a new frequency plan,
observing the several constraints that are involved in the operation and limiting the
interference and outage that can result from the frequency reallocation. Moreover, a
novel approach, observing the second limitation above, will permit the deployment of
a new frequency plan in parallel, i.e., more than one cell at a time form different BSS
in the network.
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3.2

Existing Techniques for Cellular Frequency De
ployment

Basically two techniques exist for frequency deployment; binary frequency download
and on-line sequential deployment.

3.2.1

Binary frequency download

Binary frequency download — or simply binary download- -- requires an off-line database
preparation, which contains the information for the new frequency plan. When design
ing the frequency deployment strategy this off-line preparation allows the inter-relation
between cells to be considered. Each Base Station Subsystem (BSS) will have its own
database. As was pointed out earlier in chapter 2, a group of BTS is under the control
of a BSC. This group of BTS is called Base Station Subsystem (BSS).
Given a database ready to be deployed, a randomly chosen BSS is the first selected
for frequency deployment. As soon as this BSS sends acknowledgment of frequency
change completion, a new BSS is selected to undergo the same process. This process is
repeated until no more BSSs need frequency modification.
A flow chart representing the binary download method is depicted in figure 3.1. An
important aspect of this form of frequency deployment is that a complete shutdown of
the particular BSS to which the frequencies are being deployed is required. As a result,
it leaves the entire BSS without coverage during the time of the deployment. This is an
undesirable effect as operators require 99.999% uptime and subscribers expect service
availability around the clock, in particular for emergency related services.
A second disadvantage is related to the interference between cells. When the BSS
is powered up after deployment, a new set of frequencies has been allocated to its cells.
The cells with new frequencies may interfere at the BSS’ boundaries with cells of other

36

Figure 3.1: Binary frequency download

BBSs that have not been allocated the new frequency plan yet.

3.2.2

On-line Sequential Deployment

On-line sequential deployment is an alternative to binary download. In this technique,
one cell is modified at a time, where the deployment is performed on-line through a
direct interface between OMC and cell sites. This means that only one cell that requires
frequency change is powered down and only for the necessary time that this operation
requires.
Even though the on line sequential deployment performs better than the binary fre
quency download, in terms of cellular coverage (only one cell is powered down instead
of an entire BSS), there are still some aspects that need to be improved. As mentioned
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Figure 3.2: Sequential frequency deployment

above, deploying a new frequency in a selected cell can violate frequency reuse con
straints with cells that still operate under the old frequency plan. However, sequential
frequency deployment, if performed properly, can lead to minimal disruption of service.
The key of the problem is to find the deployment sequence that minimises disruption
of service. Unfortunately, the current approaches based on sequential deployment do
not observe these constraints. The selection of the deployment sequence is arbitrarily
chosen and performed manually by network operators.
Due to the limitations of existing techniques, Motorola developed an approach [4] as
a solution to the frequency deployment problem. This technique provides a method for
on-line change of frequency plans in a cellular communications network and a mecha
nism to execute the change of frequency plan. The new frequency plan is introduced
iteratively, cell by cell, whilst the system is in a substantially single carrier per cell state
operation, i.e., the number of carriers per cell is reduced to the BCCH carrier.
A collection of statistical information, taken from a sample of cellular networks
around the world, was considered in order to design the old and new frequency plans
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containing the carriers that needed redeployment in the cellular network. Study of this
information led to the conclusion that, the capacity demand during the quiet hours of
the day is such that, for a period of time, most cells require only a single carrier, i.e.
the BCCH carrier. If the OMC reconfigures the network with only one BCCH per cell,
the deployment sequence is reduced to one BCCH per cell site. Therefore, the final
sequence includes the cells that require frequency change.
There are two new concepts introduced in Motorola’s approach that address some
of the problems mentioned above:
1. Frequencies are deployed to cells such that adjoining cells will not go out of
service at the same time. The reason is to allow adjoining cells to cover the cell
under consideration when is having its frequency changed. As cell coverage areas
typically overlap, this is a reasonable assumption.
2. The frequency plan is rolled out according to a predetermined order (deployment
sequence) while the system remains on-line. This deployment sequence is sorted
according to increasing interference. Each cell requiring frequency change is ex
amined to determine the effects of its new frequency on the plans performance
using a performance metric. This metric consists of the sum of penalties given
for co-channel and adjacent channel assignments that are predicted to produce
interference in the network when each particular cell has its frequency changed.
The cell whose new frequency will minimise the performance metric becomes the
first in the order of deployment. The magnitude of the penalty reflects the level of
anticipated disruption to the network, therefore the lower the performance metric
of a proposed plan, the better the plan.
If during the frequency roll out a cell having its frequency changed causes inter
ference, above a specified interference threshold, with a neighbour cell, a different fre
quency is temporarily assigned to this neighbour cell. This is maintained until the
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interference situation is resolved. Once the new BCCH frequency plan is in place, the
new non-BCCH frequencies can be deployed to the remaining (inactive) transceivers
in each cell.
Motorola’s approach improves the sequential deployment approach by maintaining
coverage throughout deployment and limiting co-channel interference. However, be
cause the approach is entirely heuristic, it does not necessarily create an optimum cell
sequence. The approach will also generate only one sequence. The question remains
whether the limitation of interference obtained with Motorola’s approach is optimum
or if it would be possible to find a better sequence that generates a lower performance
metric. The methods proposed in this thesis provide answers to these questions.

3.3

Frequency deployment and Genetic Algorithms

In order to make the deployment process both reliable and fast, an alternative approach
to the on line and the sequential frequency deployments, based on Genetic Algorithms
theory, is proposed in this thesis.
The frequency deployment presents a sequencing problem which involves a large
number of constraints. When solved using traditional scheduling algorithms, a linear
algorithm is obtained, and as a result, a linear representation of the constraints. The
number of constraints involved in the frequency deployment problem and the fact that
these are dynamic constraints (the interference values calculated between cells depend
on their current frequency values), make the linear representation very complex. This
is the reason why traditional linear Programming (LP) methods are not considered as
the best option to solve the presented optimization problem.
Instead, Genetic Algorithms (GAs) have been chosen to fulfill this task. The reasons
for choosing GA techniques are their advantages against traditional methods [34]:
• Adaptability to changing situations. If the variables of the problem change, there
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is no need for a new algorithm, instead the new population, or set of solutions,
will act as the reservoir of information that can be applied to the new solution
search.
• GAs have a special capability for solving problems that can not be precisely
defined mathematically using traditional optimisation techniques.
• GAs have the ability to self-adapt the search for the optimum solution.
• Evolutionary computation methods are able to find good vsolutions in a relatively
short period of time, allowing their quick use.
In particular, the application of evolutionary algorithms has become quite popular in
solving tasks in the area of telecommunications network design such as capacity plan
ning, call routing, admission control, network management and frequency assignment
[35]. However, after extensive search, no reference has been found relating the frequency
deployment problem with the application of GAs. Furthermore, no reference has been
found where the frequency deployment problem has been approached in the way it is
addressed by [4] or in this thesis.
GAs are the mathematical representation of some real processes that take place in
natural evolution. This representation is obtained with the purpose of solving difficult
problems the same way that nature does, through evolution [36]. Designing a Genetic
Algorithm to solve a specific problem is a complex task, even though the idea behind
it is relatively easy to understand. GAs are considered evolution programs [37], with
the general structure shown below:
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begin
t i— 0
initialise P^{t)
evaluate Pi{t)
while (not termination condition) do
begin
t i— t + 1
select Pj{t) from P^{t — 1)
alter Pj{t) to obtain PT^{t)
evaluate P^{t)
end
end

where, P^{t) = [ s- ] with z = 0,1, 2,. .., A is the offspring population or group of
solutions sj in the t generation, and Pj{t) = [ 5^ ] with 7 = 0,1, 2,..., /z is the parent
population.
In any GA, a population of candidate solutions {Pj{t)) is chosen from a parent pop
ulation {Pz{t)) and randomly modified making it to evolve after applying a problem
specific selection of its members. After going through a selection process, a final can
didate is chosen among the others as the best solution.

3.3.1

Traveling Salesman Problem

In order to introduce the application of GAs to frequency deployment, the example of
the Traveling Salesman Problem (TSP), a classic problem of evolutionary computation,
is used as a guide because of its similarity to the frequency deployment problem:
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A salesman must visit clients in different cities, and then returning home.
What is the shortest tour, if he visits each city once and returns to his home
city a the end of the tour?

T.S.P.

The TSP belongs to the group of problems referred to as NP-hard where NP stands
for nondeterministic polynomial. Even though it is a conceptually very simple problem,
its solution is not simple at all. In fact, the number of solutions of the problem increases
as a factorial problem, so for even a modest number of cities, the possible number of
combinations to find the minimum distance solution becomes very large.
Traditional approaches to solve this problem have been investigated.

The most

intuitive solution seems to be: start at the nearest city that has not been visited and
add it to the visiting sequence. Repeat the process until no more cities are left in the
list without being placed in the visiting sequence. However, intuition is not always a
friend of optimisation, and this approach does not guaranty an optimum solution.
Nevertheless, after numerous intents upon solving the TSP, GAs have ended up
giving comparable results to those of top quality Non-GA heuristic techniques [38].
Motivated by similarities observed between the problem under investigation and the
symmetric Traveling Salesman Problem R GAs were chosen to find optimum solutions
for the deployment sequence. In fact, comparing both problems it can be observed that
in the frequency deployment problem, the network cells need to be placed in a sequence,
so are the cities in the TSP. Each cell must be accessed once only in order to allocate
its new frequency.
However, two main differences between the two problems can be pointed out: the
constraints that determine the position of the cells/cities in the sequence, and that
^Symmetric TSP: when moving from city A to city B, the constraints are equal to those when moving
form city B to city A. Asymmetric TSP: the constraints depend on the direction chosen between cities.
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in the TSP the tour is circular. The first city is the salesman’s home city, and it is
also where he must finish the tour. However, if this city is not restricted to be the
salesman’s home city, but any city in the tour, due to the circular tour characteristic,
sequences that at a first glance look different, are however the same, e.g.,sequences
[2,14,..., 25,11,6], [14,..., 25,11,6, 2] and [11, 6, 2,14,..., 25] are the same tour with
different city of origin. Hence, the total number of tours that can be obtained for
a T.S.P. with n cities is n!/2n = (n — 1)1/2. On the other hand, in the frequency
deployment problem, there is no need for having the first cell repeated twice, as its
frequency is only going to be modified once, therefore, the sequence can start and end
in any cell. In this case, the total number of possible deployment sequences is equal to
nl, which is the total number of permutations within the sequence.

3.4

Designing a Genetic Algorithm for Frequency
Deployment

In general, the steps followed in the design of a GA can be summarised in;
• Choosing the solution representation.

—

• Initialising the population.
• Devising a random variation operator/s.
• Evaluation or cost function.
• Determining a rule for solution survival.

3.4.1

Solution representation

In order to represent the solution, one must find a structure for the data that will
encode every possible solution that might be desirable to evaluate. The solution repre44

sentation commonly used must be easy to implement on a computer. For the frequency
deployment problem, the sequence of the cells that need a frequency change was the rep
resentation chosen. This sequence contains cell identity numbers [sq, Si, S2, 53, ■ ■ •, 5^]
indicating an order of progression, where n is the total number of cells to be modified.

3.4.2

Population initialisation

To start the evolutionary process, it is necessary to choose the initial population. If
nothing is known about how to solve the problem, the initial solutions can be chosen
at random. This is done obtaining an unbiased initial population from a randomly
distributed selection within the possible solutions.

However, sometimes in real life

problems, this initialisation can be influenced by information about the problem and
its solution that would help to obtain a more suitable initialisation. If there is some
knowledge about what the optimum solution should look like, it should be used in
the search. For example, a selected initial population containing an optimum solution
generated with a previous technique, could result in a faster convergence to the global
optimum.
For the frequency deployment problem, the randomly distributed selection approach
was chosen. A particular number of initial solutions are selected, generating cellular
sequences containing the cell identity numbers in randomly selected positions.
A second aspect is to decide the size of the initial and future populations. This size,
that is the number of population members, will influence the coming generations, and
must remain constant during the evolutionary execution. As an example, consider an
initial population of ten sequences. With a particular variation operator, twenty new
sequences will be created from the initial ten. After applying the selection process, only
ten out of the twenty will survive and become solutions for the new generation.
No rules exist to decide the best size of the population, it depends on the problem
under study and its properties and usually can only be decided after experimentation.
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The analysis of the proposed frequency deployment algorithm, will show the differences
between several population sizes and their dependency on the simulation specifications
will be compared.

3.4.3

Variation operators

The variation operator will be used to modify the initial population to generate a new
offspring from its parents. Variation operators — also called genetic operators — are
a very important part of genetic algorithms and must be as much tuned as possible
to solve the problem under consideration. It could be stated that there are at least as
many variation operators as problems. Furthermore, the same problem could be solved
using different variation operators, as is the case with the TSP [38, 39, 40].
Depending on the reproduction technique, these operators can be classified in two
groups ; asexual reproduction operators or sexual reproduction operators [41].
In asexual reproduction, a new offspring or offsprings will be generated from only
one parent. In the approach presented here, a random generation can be applied, or an
adaptive generation can be used, where every time a new individual is generated, the
solution has been improved compared to the previous one.
For example, given P as a parent sequence with six elements or cells, P = [0,1, 2, 3, 4, 5],
after applying a two-elements random permutation operator, the new offspring is:
O = [0, 3, 2,1,4, 5] which has the same number of elements, but now with 1 and 3
in a new posit^Jii, which results in a new sequence. However, if information exists on
which cells should be permuted, the new sequence obtained could be better than its
parent solution.
The second alternative is the sexual reproduction, where two or more parents are
required to generate one or more offspring. These operators offer a wider choice of
possibilities and as a result a more complex selection of offspring.
Experimentation goes against the assumption that, because the TSP and the fre46

quency deployment problem are two sequencing problems, they should be solved using
the same variation operator [42]. Depending on the sequencing task, the operators will
have to vary, adapting their qualities to the problem. However, there is a group of oper
ators that give good results in the area of sequencing algorithms [43]: crossover operator
and its variants (order crossover, partially mapped crossover, position based crossover,
cycle crossover, ...) edge recombination operator, edge recombination enhanced, etc.
The idea behind the simplest crossover operator is to select a crossover point in the
sequence, split the parent sequences at that point and construct the offspring sequence
taking the first part form one parent and the second part from the other. This can be
done with more than one crossover point. For example, parent one is Pi = [0,1, 2, 3,4, 5]
and parent two is P2 = [2, 3, 5,1, 0, 4]. Giving the crossover point in position 3 within
the sequences, the offspring generated is:
0 = [0,1, 2,1,0, 4].
The crossover operator is one of the most commonly used operators.

However,

sometimes the operator can produce infeasible sequences, such as in the example just
mentioned. The sequence contains the numbers 0 and 1 twice, and number 3 and 5 do
not appear at all. Several possible approaches are available to solve this problem:
• Removing the infeasible individuals from the population before the selection pro
cess is performed.
• Introducing a penalty into the cost function, that assigns zero probability of
selection to the infeasible offspring.
• Convert the offspring using a repair mechanism.
The first approach is not very efficient, if we consider the time wasted generating
seciuences that are not feasible. The second approach can result in a very complex task
as the correct penalty that covers all possible infeasible combinations must be found.
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The efficiency of the last approach would depend on the repair mechanisms complexity;
the easier the repair mechanism, the better.
A better approach than the one mentioned above is, from the outset, to design the
proper operator that does not generate infeasible individuals. This is achieved by the
class of edge recombination operators [42].
For the frequency deployment problem,two genetic algorithms have been developed
and implemented; Sequential Cell Sequencing Algorithm, where one cell at a time is
deployed and Pai'allel Cell Sequencing Algorithm, where the deployment is performed
in parallel. Due to the differences between the approaches the need for different genetic
operators arose. For the sequential deployment, two existing operators were selected:
edge recombination operator and mutation.

A novel operator has been specifically

designed for the parallel deployment approach [44].
Edge Recombination Operator
The Edge Recombination Operator (E.R.O.) used in the frequency deployment GA
is based on proposals from [39, 42]. This genetic recombination operator emphasizes
adjacency information instead of the order of position of the items in the sequence,
which builds the offspring exclusively from the edges present in both parents. A cell
in a given position without adjacent or surrounding information has little meaning
for constructing a good sequence.

For example, if network information proves that

deploying cell 29 just after cell 15 and before cell 3 gives a good result, then this
subsequence should be maintained in the new offsprings, independently of which part
of the sequence it is located in: sequence Si = [17,..., 15, 29, 3 ..., 34, 41] or sequence
§2

= [40, 22, 6,12 ..., 15, 29, 3], where in both cases, 15 and 34 are the edges of 29.
The first cell is selected randomly from one of the parents. The edges in each parent

are then examined to decide which of them will follow in the sequence.

A uniform

distribution is defined over the selected edges, based on the number of their adjacent
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cells, which have not been placed yet. The cell with the least adjacent cells in its list,
which still needs to be deployed, will be the next in the sequence. In the case of two or
more cells with the same number of adjacent cells, the selection will be random.
Parent 1 = (2, 4, 1, 5, 0, 6, 3)
Parent 2 == (1, 3, 5, 2, 4, 6, 0)
Edge Recombination List:
Cell

Adjacent cells

2 --------►
4------- ►
1 --------►
—►
—►
—►
—►

4,3,5
1,2,6
5, 4, 3,0
0, 1,2,3
6, 5, 1
3,0,4
2, 6, 5, 1

Offspring (2, 4, 6, 0, 1, 5, 3)

Tigure 3.3: Generation of an Offspring using the Edge Recombination Operator

An example is depicted in figure 3.3 to show how the edge recombination operator
functions when creating an offspring from two parent sequences.
1. An edge list is created for each of the cells in the sequence. This list contains the
adjacent cells, in both sequences, of the cell under consideration.
2. The first cell in the sequence of the offspring, Oq is selected from the first cell
in one of the two parents, in this particular example is Pi^o = 2, from Parent 1:
[Ego, -Egl,

Pi,2-

•••,

Pl,N-l]-

3. Delete selected cell, 0^ where f = 0,1,. ..,
all other cells.
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— 1, from the adjacent cells list of

4. For each of the adjacent cells of the selected cell

count the number of entries

in adjacent cell list.
5. The cell with least entries in adjacent cell list is selected next Oj+i. In case of
having more than one such cell, choose one at random.
6. Go back to step 3 until offspring cell sequence is complete (z =

— 1).

This operator presented a problem when it was implemented. The problem arises
if a cell has not been added to the offspring sequence, and it has no more cells in its
adjacent list. This occurs if all of the adjacent cells of this particular cell have been
added to the offspring and, therefore, canceled from the list. Consequently, the link in
the sequence brakes, and the solution chosen here is to select as the next cell one that
has not been assigned yet. This selection can be done randomly or by choosing the cell
with the least adjacent cells remaining in the list. The first option was chosen for the
frequency deployment problem, and step 5 above was therefore modified as;
5. The cell with least entries in adjacent cell list is selected next. In case of having
more than one such cell, choose one at random. In case the adjacent cell list of
selected cell is empty, randomly select a cell that has not been deployed yet as
next cell.
Parent 1 = ( ..., 5,3, 1, .,9, 6, 2,...)
Parent 2 = (..., 9, 3, 2, .,5,6, 1,...)
Edge Recombination list at a certain
moment of the selection:

Edge Recombination list before
starting the selection:
5, 1,9,2
9, 2,5, 1

Figure 3.4: Same Edge Recombination list for two cells in the sequence
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It was found that the probability of encountering this problem increased with the size of
the sequence. The larger the number of cells in the sequence, the higher the probability
of breaking the link of adjacent information in the offspring. When constructing the
edge recombination list, each cell has a number of adjacent cells wTich varies between
two and four cells. This number is four, when all the edge cells in the two parents are
different; three, when one of the adjacent cells is repeated in the two parents; and two,
when each of the two edge cells in one parent are also edge cells in the second parent.
It can happen, as shown in figure 3.4, that two different cells end up having the
same adjacent cell list and after several selections both have the same last cell left in
the list. One of them will be selected leaving the second one with no cells in the list.
Mutation
Mutation is a genetic operator that randomly alters one or more genes in a chromosome.
In the frequency deployment algorithm, the gene value is the cell identifier and the
cellular sequence is the equivalent to the chromosome. If mutation is only carried out
in one cell identifier, the sequence will end up having two repeated cells, and having one
cell identifier missing. This situation will generate an infeasible sequence, and therefore,
the situation should be dealt with as explained in section 3.4.3. Among all the mutation
operator variants such as flip bit mutation, boundary mutation, non-uniforrn mutation,
Gaussian mutation, etc., the proposed operator observes this constraint [45]. Mutation
is applied to two cells as follows:
1. Randomly select two positions, s, and Sj within the cellular sequence.
2. Swap value of Si and value of sj.
This operator is similar to the class of uniform mutation operators [45]. The muta
tion operator replaces the value of a chosen gene with a uniform random value, selected
between the user-specified upper and lower bounds for that gene. In the current study,
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the upper and lower bounds for each gene are the minimum and maximum position of
the cell within the chromosome/sequence, [0,

— 1].

An example of mutation used in the frequency deployment approach is given below;

Parent 1 =(2,4, 1, 5,0, 6, 3)
Parent 2 = (1, 3, 5, 2, 4, 6, 0)
Edge recombination
Transition sequence (2, 4, 6, 0, 1, 5, 3)

Mutation

Offspring (2, 5, 6, 0, 1,4, 3)

Figure 3.5; Offspring obtained using Edge Recombination and Mutation operators

If instead of selecting two random cell positions in the sequence, a probability of
mutation were generated, it should be under the conditions that; the number of muta
tions must be even, and the selected genes for mutation must interchange their values
to avoid the generation of an infeasible offspring.
Even though the mutation operator plays a secondary role in the frequency deploy
ment approach, its presence is necessary. The motivation behind the mutation operator
is to introduce some randomness into the population. The edge recombination operator
is effective in the recombination and generation of new offspring, however mutation is
needed to prevent the solution from being trapped in a relative minimum.
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Self-adapting Parallel Cell Sequencing operator

The variation operator designed for the parallel cell sequencing algorithm, can be used in
cellular networks having two or more BSSs. Assuming there are M BSCs in the cellular
network, and that N cells per BSS require frequency change, the parallel deployment
sequence is divided in groups of cells, or windows and represented as follows:

Sp
where

—

{bofi, bifl,..., bM-ifii......................... )

o is the cell identifier for a cell belonging to the

•

• • 5

bM-i,N-i)

(3.1)

BSS {BSS^) within the j:th

window, Wj\
— (^Oj) biji b2ji b‘ij,''' t bM—i,j')i j — 0,1, 2,..., A

1

(3.2)

where the window length contains the number of cells, each one belonging to a different
BSS, that will be deployed in parallel.
Given the initial population, matching representation 3.1, a penalty value is cal
culated for each window. This penalty value is obtained using the same global cost
function^ that is applied for the study of the quality of the entire sequence, with the
diffeience that here the contribution of interference and outage in this penalty value
comes from the M cells in the window. It is vital not to confuse the evaluation function
that evaluates how good a sequence is and this window penalty value whose purpose is
to help the genetic operation.
Having the window penalties calculated, three methods to obtain offsprings were
studied;
1. Select a chosen number of windows (p) that gave the worst penalty entries and
modify them. This number of windows p can be equal or greater that 2 and
smaller or equal to the maximum number of frequencies that a BSC must change.
'This cost, function is explained in detail in section 3.4.4.
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II. Select the worst /C»/2 windows and randomly select the other p/2 windows.
III. Select p windows randomly.
The p selected windows are then paired up. Each couple will swap a number of cells
(7), observing the position within the window, i.e., cells in positions i in each window
will swap values. Then each modified pair becomes part of one offspring together with
the original windows that are not modified. This gives a total of p/2 new offspring
generated from the parent sequence. This 7 is a natural number, that indicates how
many cells are changing value within a window and it is limited by the number of cells
within the window. Both p and 7 values are tuned observing the conditions of problem
under consideration.
The following example is given to clarify the operation of this new operator;
Consider a cellular network with BSS = 3, and iV = 12 cells requiring def)loyment
(4 cells/BSS or 4 windows) and p = 2, 7 = 1:
1. The cells in each BSS are:
BSSq = [1,2,3, 4], BSSi = [5, 6, 7, 8], BSS2 = [9,10,11,12].
2. One possible parallel deployment sequence is:
S;, = (1,5,9,2,6,10,3,7,11,4,8,12)
3. Results for each window penalties:
CF wo

4,

= 6,

= 12,

= 5.

4. If window selection method /. is considered, the 2 windows with worst CF.^^J are
chosen: nq and uq.
5. Randomly, position 0 within uq and uq is selected; uq = [2, 6,10], zxq = [3, 7,11]
and the correspondent entries swap values between windows resulting in two new
window combinations;
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new Wi

[3, 6,10] and new W2 = [2, 7,11].

6. The offspring obtained will contain the new Wi and w^'
Op = (1,5,9,3,6,10,2,7,11,4,8,12)
Step 4 will change if the window selection method is II. or III.
In the general situation where different number of frequencies per BSS require fre
quency deployment, the window length will still be given by the total number of BSS
requiring frequency change. However, the empty window positions -- corresponding to
those BSS that do not have any more frequencies to change - - are replaced by dummy
cells (ijj where i is the BSS number and j is the window number. These dummy cells
are ideal cells that do not generate interference within the network and have an ideal
deployment timm, i.e. zero. In the example shown below, BSSq has for cells that require
frequency change, while BSSi has two and BSS2 only one. The the window length is
three.
1. The cells in each BSS are:
BSSo = [1,2,3,4], BSS, = [5,6], BSS2 = [9]
2. Each BSS is filled with the necessary number of dummy cells to obtain complete
windows in the parallel deployment sequence.
BSSq — [1,2,3,4], BSS, = [5,6, ^2,2, ^2,3], BSS2 = [9, ^2,1, ^2,2, ^^2,3]3. One possible parallel deployment sequence is:
Sp = (1, 5, 9, 2, 6, (^2,1,3, cii,2, ^2,2, 4, (ii^3, ^2,3)

3.4.4

Evaluation

The next step in the specification of a GA is a cost function, where the cost is the means
to evaluate any candidate solution. A cost function assigns a cost to each solution giving
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an indication of the quality of the solution. The closer this cost value is to the optimum
value expected the better the solution.
Given a set of solutions s = (sq, Si, S2,..., sa-'-i), the cost function fcF must capture
the requirements for finding an optimum /cf(s), with s G S, where S = F U I is the
union between the sets of feasible solutions F and infeasible solutions L In the case
where the genetic operators only generate feasible solutions, the search will be limited
to the feasible solution group (s G F).
The goal of the optimum solution in the frequency deployment algorithm is to pro
duce the smallest interference and service outage possible. Therefore, the cost function,
which evaluates the solution, must take into consideration: the co-channel interfer
ence, adjacent interference, and service outage. Equation 3.3 shows the mean square
representation used in the general expression of the cost function for the frequency
deployment problem.

CF = vGTcT+Tin ■ c,f + {A„ ■

(3.3)

where, Co, C„ and C^ are the outage cost, co-channel interference cost and adjacent
interference cost respectively and /C,

and Aa are weight parameters which control

the importance of Co, Cn and Ca respectively, in the sequence. Among other constraints
taking part in the frequency deployment approach, these were chosen as the constraints
with most influence on the performance of the frequency deployment. The cost function
averages the contribution of both, interference and outage cost, during the deployment
process.
As already mentioned in section 3.4.3, two approaches have been developed to solve
the frequency deployment, a sequential approach and a parallel approach. It will be
shown that, even though the mathematical equation 3.3, representing the cost function,
is the same for both approaches, the expressions obtained for its terms, are not the same.
The expressions for both, C„ shown in equation 3.4 and Ca in equation 3.5, are
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calculated taking their values from the C/I matrix: Cn from the C/I co-channel in
terference matrix and Ca from the C/I adjacent channel interference matrix. In this
case, the two equations for the sequential and parallel cell sequencing approaches are
exactly the same.
N-l N-l
N~l
N-1

"
i=0 ;=0

(3.4)

Cn = ^ ^

N-\ N-l

Ca = 51

(3-5)

i—0 j=Q

where, the index i corresponds to the row position in the matrix, j the column
position and N is the total number of cells requiring frequency modification.
It should be noted that, throughout the thesis, the number of cells needing frequency
change coincides with the total number of cells comprising the network. The purpose
of this is to represent the worst possible scenario.
Nevertheless, when cell in position s^ within the sequence has the same frequency as
cell in position Sj, Cn increments its value in

the C/I matrix value for co-channel

interference between cells Si and Sj.
While the meaning of Cn and Ca is quite straight forward, the mathematical expres
sion of Co is more complex. Moreover, this equation will not be the same for sequential
(3.6) and parallel (3.9) approaches, although the concept behind it is the same.
Cost Function for the Sequential Cell Sequencing Algorithm
Before the expression for the cost function is presented, an equation to summarise the
outage cost is obtained as follows:
w—1

N-l

i—i

i-l

(3.6)
i=l j—Q

%=.w J=l — w

where,
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1,

freq. assign, to cell Sj when assign, to neighbour Sj not complete

0, otherwise
(3.7)
In equation 3.6, the service outage is calculated based on the neighbour cells of each
cell in the sequence. Given the cell in position Si in the sequence, each case where any
of the w previous cells in the sequence has a neighbour relation with cell Sj is penalised,
resulting in an increment in one of the value of Co- This w, or window length, is the
number of cells that have been previously assigned the deployment command but have
not acknowledged completion yet. Therefore, this cell {Sj) is not able to supply radio
frequency coverage to cell Si when being under frequency change.
Hence, the cost function 3.3 for the sequential cell sequencing can be rewritten using
equations 3.4, 3.5 and 3.6 as;

'vj—\ z—1

N-\

'N-l N-1

i-l

CR
\z=l j = 0

i=w j=i-iu

J /

\ i-0 j=0

(3.8)
Here, only one cell at a time is being changed, yielding a window length value of
one.
Every time a cell has its frequency changed, a transition frequency plan is generated
containing the new frequency change. Initially, this transition plan is the same as the
old frequency plan. Once the frequency deployment is finished, the transition plan is
the new frequency plan. The transition plan is dynamically updated every time the
index i in all the summations is incremented, i.e., when moving one position within
the cellular sequence. This dynamically modified transition plan serves as the reference
plan for the cost function. The contribution of each cell in the cost function is obtained
looking at the current situation of frequencies in the network, the transition frequency
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plan.
Cost Function for the Parallel Cell Sequencing Algorithm
A slight modification is made in equation 3.6 in order to represent the Co

parallel

leading

to the following equation;
N —w
parallel

^ ^

w — l-rk j — l
^ ^

^Si,Sj

^

('^•9)

k=0,w—l,2w — l,.-.j — l+k i=k

The k index is selecting groups of w cells in the sequence.

In the parallel cost

function, index k decides when the transition frequency plan must be dynamically
updated with the new frequencies (as many frequencies as cells are in the window). That
is, once all the cells in the window have acknowledge deployment. When the parallel
deployment of w cells is performed, it is necessary to study if they are neighbours or
not. As already mentioned in section 3.4.4 above, cells that are neighbours must not
be powered down at the same time, or radio frequency coverage will be affected.
Using equation 3.9, together with equations 3.4 and 3.5, the new cost function for
the parallel cell sequencing can be rewritten as;

f

CFparallel

/

N-ui

w-l+k j-l

\ ^

\ 1
\

V

/N-l N-l

^ ( X
\/c=0,u’ —1,2u;—

1

,...

j=

fc i = k

/

+

Aaas^,Sj)

\ i=0 j=0

,

(3,10)
It is very important to highlight that in the sequential approach the transition
frequency plan is updated with the cell position in the array. However, in the parallel
sequencing algorithm, it is updated every time a new window has been deployed (with
the window position in the sequence).
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3.4.5

Selection

Having specified the cost function and after obtained a fitness value for each solution,
the next step is to determine a rule for solution survival, that is determining a rule for
selecting which individuals of the population will survive to become parents of the next
generation. This can be done, either randomly or by taking the fittest. This places
the selection methods in two categories stochastic selection methods or deterministic
selection methods [42],

Deterministic methods will always eliminate the same type

individuals, whereas stochastic methods generate a probability function to select the
individuals for the next generation.
Stochastic selection methods can be classified as proportional selection and random
tournament selection. A very well known proportional selection method is the roulette
wheel method. In this method, each individual has a probability of being selected in
relation to its fitness. Those individuals whose fitness is above the average will have
a higher probability of being selected than those who are below it. This probability
will assign the space occupied for the solution in a roulette wheel. The solutions with
higher fitness, will have a higher occupied space in the roulette, and therefore a higher
probability of becoming offspring in the new population.
A simple application of tournament selection is to randomly choose a subset of the
population, and from it select the best solutions. For example, with /i = 10 sequences,
and A = 30 sequences, r = 20 sequences, a subset of lambda, is randomly chosen and
from it the best /i are then selected to become the new parents in the next generation.
Elitist selection is an example of a deterministic selection method, where the best
individuals are selected for the next generation.
When solving a time critical problem, the best option is to use a deterministic
selection process which takes the best few available solutions to become the parents
for the new generation leading to a faster convergence. However, depending on the
problem, there is a danger that the solutions may be trapped in a relative extremum
60

(maximum or minimum) of the cost function.
Elitist selection and tournament selection are the two methods implemented for
the frequency deployment algorithm. Obviously, once the selection method is chosen, it
needs to be decided from which group is the solution to be selected from. A special case
used in finding the solution for the frequency deployment algorithm was the selection
with incest. In this selection, 50% of the best solutions were chosen from the parent
population while the other 50% was taken form the best offspring. The reason for this
is to maintain a solution that carries good information into future generations.

3.5

Frequency Deployment Protocol

In order to control the transition from an old frequency plan to a new plan while the
cellular network is in operation, a robust control protocol is required. This protocol
must be implemented in the BSC with the CMC controlling the deployment of fre
quencies to each cell site (see figure 3.6). In order to cause minimum disruption to the

lOS
OMC
MSC

Figure 3.6: Entities involved in the frequency deployment
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mobile system during deployment
(i) no two adjoining cells can undergo a frequency change operation at the same time,
(ii) new frequency assignments have to observe the frequency reuse distance con
straint.
If any of these constraints (i) or (ii) is being violated in the deployment sequence,
the protocol is designed to identify its presence and to stop the roll-out of the new fre
quency plan in order to deal with the problem. Once the problem is solved, the OMC
carries on with the roll-out of the new frequencies. With this objective, two protocols
are proposed, one that controls the transition between frequency plans when perform
ing a sequential frequency deployment, and one that controls the parallel frequency
deployment.

3.5.1

Sequential cell deployment protocol

The proposed protocol for the sequential approach, whose flow diagram is shown in
figure 3.7, operates as follows;
(1) Starting with cell Sq in the deployment sequence .s, issue frecpiency assignment
command to cell s^, where z = 0,1,..., jV — 1 and N is the total number of cells
that need frequency change, if
(a) cell Sr: where r = i — I and i 7^ 0, has acknowledged frequency assignment,
(b) a neighbour cell Sj is still operating on the same frequency according to the
old plan.
(2) In case of (a) only, assign frequency to cell
In case of (a) and (b), borrow a frequency that is not in use in the neighbourhood
of Sn and assign it temporarily to Sj. As soon as Sj has confirmed assignment,
assign frequency to cell Si.
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Figure 3.7: Flow diagram of the Sequential Protocol
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1. Go back to (1) if there are cells left in deployment sequence s.
In this protocol, the situation where adjoining cells have the same frequency assigned
is avoided by borrowing an unused frequency and assigning it to the cell in the neighbour
area.

This is done in order to avoid co-channel interference during the frequency

allocation. However, adjacent channel interference or service outage are not considered
in the protocol as their effects are not as important as the co—channel interference.

3.5.2

Parallel cell sequencing protocol

When performing a parallel deployment, the optimum sequence obtained is different to
the sequence obtained in the sequential approach. Therefore, the protocol that controls
the transition between plans must adapt its specifications to the new solution. In the
parallel approach, each window within the sequence has one cell belonging to each
BSC. When the deployment is performed one window of cells is deployed at a time,
i.e., one and only one cell of each BSC is going to get its frequency changed. Hence,
the parallel protocol will be applied to each particular BSS with the observation that a
new frequency assignment command can not be issued to the BSC until all BSCs have
acknowledged deployment. This is controlled by the CMC.
Moreover, not only the interference and outage generated but the time to perform
the deployment is improved. This time depends upon the number of windows in the
sequence and the time to deploy frequencies to cells in each window, which is given by
the cell with the slowest response time. A flow chart of the operation of the parallel
protocol is shown in figure 3.8. Instead of deploying one frequency at a time, all cells
in one window are having their frequencies deployed at the same time. As mentioned
above, each cell within the window belongs to a different BSC. When the parallel
frequency deployment begins, each cell individually follows the same steps as a cell in
the sequential approach. This has been grouped in the box labelled ‘celU deployment
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Issue frequency assignment
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Figure 3.8: Flow diagram of the Parallel Protocol
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cell ^

Deployment
Algorithm

cellj ^ Deployment
Algorithm

Figure 3.9: Cell s^ Deployment Algorithm

algorithm’ in figure 3.8 and is represented in figure 3.9 in more detail.
In the second step, where neighbours of cell s^ are assessed, cells in the same window
must be excluded from the neighbour list. The reason is that the cells in the same
window as .s^, are powered down while having their frequency changed, and hence do not
cause interference. It should be noted that, before sending the frequency deployment
command to the following window, all the cells currently under deployment have to
acknowledge deployment. As long as not all acknowledgements have been received, the
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assignment of frequency change to the next cell of each BSC can not be carried out.
It has been shown that, given a deployment sequence obtained with the sequen
tial or the parallel approach, a problem-specific protocol is required that controls the
deployment and avoids interference in the network by borrowing frequencies from the
surrounding cells if necessary.
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Chapter 4
Simulation Platforms
4.1

Introduction

In order to evaluate the new proposals for a frequency deployment a cellular network
simulation platform is required. The analysis and evaluation of the proposed sequential
cell sequencing and parallel cell sequencing deployment approaches, using this simu
lation platform, will prove their superiority over Motorola’s Algorithm [4] in terms of
interference cost and outage.
The two proposed approaches are implemented in C-f+ on a Sun Sparc-Ultra 10
Station under UNIX, based on two separate cellular networks;
• A small cellular network, chosen to study the sequential frequency deployment
and its comparison with Motorla’s Algorithm.
• A cellular network with similar size to that of a small real cellular network (like
the cellular network in Jordan developed by Motorola). With this bigger cellular
network, sequential and parallel frequency deployments are studied and compared.
The deployment sequences obtained with Motorola’s Algorithm and with the pro
posed sequential cell sequencing approach, are then assessed in terms of outage time,
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i.e. time it takes to carry out the frequency deployment and on the number of frequency
assignments (desired assignments and borrowing) necessary to do the deployment. For
this purpose the sequential frequency deployment protocol (see Figure 3.7) was imple
mented in C-h-e. For the implementation of this sequential protocol the Communication
IVetworks Class Library (CNCL) [46] was used as a base class library.

4.2

Small Cellular Network Simulation Platform

A small, spherical cellular network platform comprising of 64 cells was implemented. A
spherical cellular network w^as chosen because it has the same number of neighbour cells
for each cell within the network. This means that the neighbours for the cells situated
in the edges of the matrix, have neighbours in the opposite edge. Moreover, those cells
placed in the corners, will also find some of their neighbours in the other three corners.
A simple cellular network was chosen as it allows a better insight in the behaviour
of the proposed approaches due to the reduced number of cells, carrier frequencies and
therefore, interferers.

Figure 4.1: Small Cellular Network platform
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This cellular network was implemented with the purpose of analysing the sequential
cell sequencing approach performance in comparison to that proposed by Motorola.
Each cell position is given an identifier between [0, 63] in sequential order as shown in
= [Cij], where Cij = ? • 8 + j, with i and j

figure 4.1, and placed in an 8 x 8 matrix

the row and column indices of the matrix respectively. This cell identifier

specifies

the position of the cell within the cellular network and its relative position in respect
to the other cells.
When old and new frequency plans had to be defined for the simulation platform, the
strategy mentioned in section 3.2.2 presented in Motorola’s approach [4] was considered
in this cellular network; ‘each cell is associated with a carrier frequency or BCCH in
the transition between old and new frequency plans ’.

Figure 4.2: (a) Old frequency plan, (b) New frequency plan

A total of four different carrier frequency values; 1, 2, 3, 4 were considered for the
simulation and their allocation based on a simple 4-cell reuse cluster (see Figure 4.2).
For the new frequency plan, the frequencies were simply shifted up one row, resulting
in a new frequency plan.
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All eight surrounding cells were chosen as neighbours for each cell. These surround
ing cells are potential interfering cells for each cell site, which results in eight as the
worst case of interferers. All other cells were neglected. Because the network is spheric,
the cells in column 0 have some neighbours in column 7 and vice versa; row 0 has some
neighbours in row^ 7, and vice versa. Moreover, cells 0, 7, 56 and 63 - - cells placed in
the corners — also find their neighbours in the other three corners, e.g. cell 7 has a
neighbour list = 62, 63, 56, 6, 0, 14, 15, 8.
The co-channel interference matrix [njj] and the adjacent channel interference ma
trix [fljj] were considered in two versions. In the first version, the C/I matrices were
considered binary, i.e. a value of one represents interference and zero no interference.
However, even though in this particular case both matrices are equal, [n^j] = [azj], their
interpretation is different: if cell i and cell j have the same frequency (are co-channels),
then

= 1, else

a-ij = 1, else

= 0; if cell j’s frequency is adjacent to cell z’s frequency, then
= 0. Using the example shown for cell 7, the position within the

co-channel matrix with value one are those where j = 62,63,56,6,0,14,15,8, this is,
^7,62 = ^7,63 = ^7,56, =

= '^7,0 = ^U,i4 = '^7,15

^ 1- The Same applies to [^7,^].

In the second version of the C/I matrices, entries that previously were one, are now
taken randomly between ]0,1] in order to consider different contributions of interference
from different cells, which is more realistic. In both versions, the matrices are square
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64 matrices, where only 8 elements of each row have a value different to zero.

4.2.1

Sequential Cell Sequencing Algorithm Implementation

Different versions of the sequential cell sequencing algorithm were implemented. How'ever, the main body of these algorithms remained identical. The algorithm versions
differ in the three approaches investigated for selection of the new population and the
two operators chosen for the genetic reproduction.
The main blocks that constitute the Sequential Cell Sequencing Algorithm, illus71

Figure 4.3: Flow diagram of the Sequential Cell Sequencing Algorithm
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trated in the flow diagram of Figure 4.3, are specified bellow:
• Cellular Network Implementation, block representing the part of the program
where the small cellular network, introduced in section 4.2, is implemented. The
main elements of this cellular network are now presented:
- A cell class is implemented as the main object in the network, containing
the cell’s information: cell identifier and neighbour list. An array of type cell
class represents the 64 cells in the network, where cell identifier and position
of the cell within the array are the same number.
— Old and new frequency plans are represented in two separated arrays. In
both cases, the array position indicates the cell identifier and the content of
the array in that position, the carrier frequency for this cell.
- C/I matrices are also implemented in this block.

The same two binary

co-channel and adjacent channel matrices are obtained for all the different
algorithm versions where binary C/I matrices are considered. For the ver
sions where non binary C/1 matrices are required, the entries for co-channel
and adjacent channel C/1 matrices are read from two files. These files have
been previously generated using the basic C-f-f- language library based on a
random number generator which takes as a seed, a proportional number to
the current simulation hour (expressed in seconds).
• Enter Simulation Conditions. In this step of the algorithm the user must input
the values under which the simulation will be executed:
- window length [W], in the sequential cell sequencing algorithm always takes
the value of W = 1,
- An, Aa and

the weight parameters which control the importance of co

channel interference cost C^, adjacent channel interference cost Ca and out73

age cost Co in the cost function, eq. 3.3,
- iteration number, i.e. the number of successive occasions over which a pop
ulation evolves.
• Initial population generator. Before starting the evolutionary process, it must be
initialised. Hence, a number of initial solutions or parent sequences (p) has to
be generated. This initial population generator requests an entry for p} and the
number of cells that constitute the sequence and returns ji feasible randomly gen
erated sequences, i.e., sequences with 64 cell identifiers, where none are repeated
or missing.
• Edge-recombination function is the block where the Edge Recombination opera
tor, discussed in section 3.4.3, is implemented. From every two parent sequences,
a new^ sequence or offspring is obtained. Given p parents, a total of A offspring are
derived, which is equal to the number of possible combinations of two different
parents that can be obtained without repeating any. The formula expressing this
ratio is shown below,
A =

/t •

ill -1)

(4.1)

• Mutation operator. The dashed-line box indicates that this operator is not used
in all of the algorithms investigated. How’ever, due to its important contribution
to the reproduction stage of the GA, it was believed that it should be included in
this diagram. Each time this operator was used, it appeared combined with the
Edge Recombination operator and never implemented on its owm.
• Cost Function (CF), is the part of the algorithm where the fitness of each of
the new A offspring generated is calculated, i.e., the suitability of the frequency
'Throughout this thesis, the same common notation that is used in Genetic .Algorithms is applied,
where p denotes the number of parents and A denotes the number of offspring.
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deployment sequence is derived depending on the positions of the cells within
the sequence. The higher the fitness of the offspring, the better the deployment
sequence solution.
For the calculation of each offspring’s fitness, the cost function 3.8 obtained for the
sequential cell sequencing approach was implemented. Co-channel interference
cost, adjacent interference cost and outage cost, resulting from deploying a new
frequency plan in the order established by the offspring, are calculated.

The

outcome are the cost function values, later classified into an array from best to
worst sequence.
• Selection, is the part of the algorithm that, together with the variation operators,
contributes to the implementation of the various algorithm versions. Three ap
proaches were investigated for selection of frequency deployment sequences. The.
three approaches are based on the elitist approach, i.e., the best solutions among
a particular set of frequency deployment sequences. However, how these sets of
frequency deployment sequences are taken, vary from one approach to another.
Hence, the selection methods proposed are:
- ELIT, short for elitism, selects the best jj offspring sequences. This results
in the possibility of having repeated sequences among the new selected pop
ulation. Hence, for these solutions, the probability of carrying their genetic
information to future generations is higher.
- NEO, Not Enough Offspring, selects the best /j, different offspring. Two or
more repeated sequences are not allowed in the /i selected offspring.
— ELITincest, elitism combined with incest, selects 50% of the new population
from the offspring group, and the other 50% from the parent group, i.e., best
/x/2 offspring and best /i/2 parents for the next generation.
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• Halt condition / last iteration, this step decides if the execution of the program
must continue or is finished. The halt condition, is different for the ELIT, NEO
and ELITincest implementations;
- ELIT and ELITincest have the same halting condition: the program finishes
when all of the offspring are the same, or when the iteration number is
reached.
- NEO, Not T'nough Offspring, halts the program when there are not more
than /i different offspring or when the iteration number is reached.

4.2.2

Implementation of Motorola’s Algorithm

For the implementation of Motorola’s algorithm in a computer simulation[4], the same
small cellular network platform was considered.

As pointed out earlier. Motorola’s

Algorithm results in one unique frequency deployment sequence.
In the complete version of Motorla’s Algorithm, the scenario where an interim fre
quency assignment is required before a selected cell can be given its new frequency
without causing unnecessary interference, is included. However, in order to compare
Motorola’s Algorithm with the sequential cell sequencing approach, only the part con
cern with the generation of frequency deployment sequences, is required in this work.
Even though the selection process of those interim frequency assignments is not shown
in this work, the sequential protocol shows the number of frequency deployments, in
cluding interim freciuency assignments. This is a more interesting information when
evaluating the quality of the obtained sequence and essential to give an estimation of
the time required for the frequency deployment process to be completed.
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4.3

Real-size Cellular Network Simulation Platform

Once the suitability and performance of the sequential cell sequencing approach in
obtaining optimum deployment sequences was established over a small network, a larger
simulation platform with 441 cells was implemented. The aim of this increment in size
was to approximate a real life problem, and also to study the efficiency of the new
parallel deployment approach proposed in this work. For this purpose a seven cell

Figure 4.4: Real-size Cellular Network model

cluster structure was chosen to build a spherical network with 9 BSSs, with 49 cells
each (see Figure 4.4). The number of BSSs will be called parallel deployment rate
(pdr). The number of BSSs will be called parallel deployment rate (pdr). Groups of
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pdr = 9 cells, each belonging to one of the nine different BSSs, constitute the sequence
of windows that are present in the window based format of the deployment sequence.
Therefore, the cellular sequence S has a total of 49 windows w^ wTere ^ = 0,1,..., 48
and each of those windows hats 9 cells, i.e., Wp = bp^g where g = 0,1,..., 8.
Cell identifiers followed the pattern shown in Figure 4.5.

Figure 4.5: Real-size Cellular Network model showing cell identifiers

For this larger network, not only are the eight surrounding cells (in the first encircling
layer) chosen as neighbours for each cell, but also the other ten cells placed in the second
encircling layer. Hence, a total of of eighteen cells constitute the neighbour list of each
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cell site. This results in having eighteen non-zero entries per row in both C/I matrices.
Old and new frequency plans are designed following the 7-cell cluster pattern de
picted in Figure 2.4. For the old frequency plan, the center cell in the network is given
frequency 1. The other cells in its cluster are assigned the other six frequencies (see
Figure 4.6) and then this cluster pattern is repeated over the cellular network until all
cells have been assigned a frequency.

Figure 4.6: Old frequency plan of the Real-size Cellular Network

In the same manner as the new frequency plan was obtained for the small cellular
network (section 4.2), the frequencies of the old plan are shifted down one row, and
the entries for the old first row are shifted to the top row, resulting in a new frequency
plan.
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4.3.1

Parallel Cell Sequencing Algorithm Implementation

The main blocks that constitute the Parallel Cell Sequencing Algorithm are the same as
the blocks in theSequential Cell Sequencing Algorithm (4.3) except those of the variation
operator in the reproduction stage of the GA. In the parallel algorithm, instead of
making use of the E.R. operator and mutation, a problem specific variation operator
was developed during the research reported here.
Although, most of the blocks of both algorithms are similar, the parallel algorithm
-- independently of the cellular network size — differs from the sequential algorithm
in the way in which the functions are implemented. These differences are explained
below:
• Cellular Network Implementation, the same cell class is declared, however the
method for obtaining the neighbour list requires a more complex function. This
function transforms the cell coordinates, shown in Figure 4.7, into the equivalent
cell id. This is achieved as follows;
- Convert the coordinates {x,y) into a natural number taking x and y as
characters: NN = xy.
- Varying the x coordinate by a factor of n, corresponds to:
(.T T n, y)

NN — xy + n ■ Dcoordjr., when moving right

{x — n, y) => NN = xy — n ■ Dcoordxr, when moving left
where, Dcoordjx = 100
- Varying the y coordinate by a factor of m, corresponds to:
(x, y + m)

NN = xy + m ■ Dcoordxy, when moving up

{x — n, y)

NN = xy — m ■ Dcoordjy, when moving down

where, Dcoordjy = 1.
Consider for example, the cell with coordinates = (7,06). The coordinates for
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the cells: on its right, left, above and below are (8,06), (6,06), (7,07) and (7,05)
respectively. This results in NN equal to: 806, 606, 707 and 705 respectively.

D

coord-x =100

Figure 4.7: Real-size Cellular Network model with NN entries and (x,y) coordinates

Once the NN entries for the eighteen neighbours are obtained, each NN is trans
lated into its equivalent cell identifier.
• Enter simulation conditions. The window length in the parallel approach is W =
9.
• Initial Population Generator Function. Several functions are involved in the gen
eration of the initial population:
- Step 1: Generate a 9 x 49 matrix called BSC, whose entries BSC = bij, are
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the cell identifiers. Each row i, where z = 0,1, 2,..., 8 represents the BSC^,
and the columns j = 0,1,..., 48 the cell identifiers of BSCi.
Step 2: Swap two columns, randomly chosen, of BSC matrix. Repeat the
process a certain number of times in order to introduce disorder in the matrix
elements. A number of five times w'as chosen.
Step 3: Swap two cells from different columns, randomly chosen, within the
same row of BSC matrix. Repeat the process several times (twenty times
W'as randomly chosen chosen).
Step 4- Transform BSC matrix into a unidimensional matrix, placing each
BSC's entries sequentially, from BSCq to BSCs a-s showm below;
BSC'array

=

0,0?

(^

0,1

^

•

0,48)

• 5 ^

1 0?

^ ,

1 1)

^ ,

1,48;

• • • , ^

8,0)

• • • 5 ^^

8, 1:

^

■

8,48)

• ■ > ^

(4.2)
Step 5: Starting at the first element of BSCarraxj and taking one entry every
49 positions, build the window^s wuthin the parallel deployment sequence Sp.
Sp — {boft, bift,..., bsft,........., 6o,48, biftg,..., ^gps)

(4.3)

or,

S'.

u; jn

J -0,1,2,...,48

(4.4)

wTere, 'Wj are the j different deployment wundow^s given by:
{bo,jx bij,

^2,j)

b^j,

■ ■ ■)

bgj)

(4.5;

These five steps are repeated each time a new parallel deployment sequence is
required, i.e., p times.
Problem specific variation operator. This operator is implemented followung the
specification already introduced in chapter 3, where the worst p — 4 windows are
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selected (window selection method /.), and

7

=

2

cells in each window swap their

values. No mutation combined with this operator was considered as the operator
itself introduces randomness when swapping entries between two windows.
• Cost Function (CF) implemented using formula 3.10, particular to the parallel
cell sequencing algorithm.
In order to be able to study the parallel deployment performance for this 441 cell
network, the sequential cell sequencing algorithm was also implemented for 441 cells.
The same functions were used for the sequential approach with a 441 cell network as
with the 64 cells network. Only the simulation platform changed, as the algorithm does
not depend on the network chosen for its application.
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Chapter 5
Performance Analysis
In order to demonstrate the advantages of the proposed sequential cell sequencing algo
rithm and the parallel cell sequencing algorithm over other, more traditional techniques,
a number of computer simulations -- based on the developed platforms (see Ch. 4)
were conducted. The results of those simulations are presented in this chapter and
their effectiveness assessed.

5.1
5.1.1

Sequential cell sequencing algorithm performance
E.R.O. and binary C/I matrices

In the hrst simulation, the results obtained with the three versions of the sequential cell
sequencing algorithm, ELIT, ELITincest and NEO, are compared with results obtained
with Motorola’s algorithm. The following simulation conditions were considered:
T

= Aa = Ao = 1

2. Edge Recombination Operator (E.R.O)
3. Binary co-channel and adjacent channel interference matrices
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4. Iteration number = 100 and yu = 20
The results obtained are summarised in table 5.1 and the evolution of the CF for
the three versions of the sequential cell sequencing algorithm are depicted in figure 5.1.

CF

ELIT

ELITincest

NEO

Motorola’s

253.292

265.912

251.319

248.387

Table 5.1: CF calculated with the sequential algorithms, using E.R.O. and binary C/I
matrices and calculated with Motorola’s Algorithm.

Iterations = 100 Population = 20

Figure 5.1: FLIT, ELITincest and NEC algorithms obtained using E.R.O. and binary
C/I matrices.
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In ELIT and ELITincest, relative minima are reached at the 15^* and 4^^ iterations
respectively.

These positions coincide with the best CF entries obtained for these

algorithms, and remain constant until the last iteration is reached. In the case of NEO,
the halt condition stopped the program at iteration 21, with a CF == 255.188, even
though the best CF = 251.319 w^as obtained in iteration number 17.
Neither ELIT, ELITincest nor NEO perform better under these simulation condi
tions than Motorola’s algorithm, which results in a smaller CF value. In the three
proposed algorithms, the CF gets as far as a relative minimum and the generation of
the offspring sequences require of a random contribution to take the resultant CF out
of that minimum. When only the E.R.O. is used in the generation of the frequency
deployment sequences, the resulting sequences do not include this randomness. Hence,
the generated offspring do not differ much from each other, deriving in similar CF val
ues. This is w'hy mutation combined with the E.R.O is required. Once the sequence
using E.R.O. is obtained, several entries are swapped or mutated, breaking the existing
links between cell positions and introducing these random values that help to continue
the evolution.

5.1.2

E.R.O., mutation and binary C/I matrices

Before the results of the sequential cell sequencing algorithm using E.R.O. combined
with mutation are presented, a preliminary study must be carried out. In this study, the
CF values obtained in ELIT and ELITincest algorithms with different initial population
nuiriber (/i), were compared. Given the best /i, derived from those results, the three
algorithms generated using E.R.O. and mutation were then obtained. Finally, in this
section, the results from ELIT, ELITincest and NEO are evaluated and compared with
Motorola’s results.
In figure 5.2, the evolution of CF values for the ELIT algorithm, when the initial
population /i takes values 30, 40 and 45, are depicted. Similarly, figure 5.3 illustrates

the CF values obtained with /i = 30,40,45 for the ELITincest algorithm.
In the ELIT and ELITincest algorithms, where E.R.O and mutation are combined,
the optimum CF = 248.387 is obtained for

ji =

30,40, 45. However, for both algorithms,

p, = 40 is the best population number in obtaining this CF. Furthermore,with

fi =

40,

the algorithm including incest and mutation (ELITincmut) is faster than ELIT with
mutation (ELITmut), as the optimum CF value is obtained at iteration 10, compared
to the 17’'^ iteration obtained in ELIT.
Table 5.2 summarises the results of ELIT against the results of ELITincest. The
iteration numbers at which the optimum CF value were obtained, for the ELIT and
ELITincest algorithms with different /x entries, are presented.

ELITmut

ELITincmut

/x = 30

26

17

/X

= 40

17

10

/X

= 45

18

15

Table 5.2: Iteration numbers at which CF == 248.387 was obtained in ELITmut and
ELITincmut for different /i entries.
After establishing that the best population size was /x = 40, the three sequential
cell sequencing algorithms were obtained using /x = 40 and compared with Motorla’s
algorithm. Figure 5.4 depicts that all three approaches reach the same CF =248.387
as Motorola’s algorithm in a very short number of iterations, presenting ELITincmut
as the fastest among them all.
With the introduction of mutation in the sequential cell sequencing algorithms, the
results have improved as they now coincide in CF value with Motorola’s result. Having
same result in all the algorithms,leads to the conclusion that CF = 248.387 is the
optimum solutions for a 64 cell cellular network under the stated simulation conditions.
87

Iterations = 50 Population = 30. 40, 45

Figure 5.2: CF values obtained from ELIT with /i — 30,40,45 using E.R.O., mutation
and binary C/I.

Iterations = 50 Population = 30, 40. 45

Figure 5.3: CF values obtained from ELITincest with /i = 30,40,45 using E.R.O.,
mutation and binary C/I.

Iterations = 50

Population = 40

Figure 5.4: CF values from ELFF, ELFFincest and NEO combining E.R.O. and muta
tion, calculated using binary C/I matrices.

Due to the simplicity of the network conditions such as the small number of different
carriers and the restricted condition of using binary C/I matrices, all four algorithms
result in the optimum CF value.
For the presented algorithms — including Motorola’s - - a more detailed analysis of
the CF, describing the individual contributions of interference and outage, was carried
out, giving the exact same results: Cn = 64, Ca = 240, Co = 0. The high contribution
of adjacent interference is due to the reduced number of carrier frequencies available in
the network. For this particular cellular network simulation platform under the stated
conditions, there is no outage.
Having obtained the same results, suggested to study a more complex C/I matrices
where the entries of interference were randomly chosen within the interval ]0,1]. The
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aim is to analyse the performance of the sequential cell sequencing algorithms and
demonstrate their superiority over Motorola’s algorithm.

5.1.3

E.R.O., mutation and non-binary C/I matrices

So far the following simulation conditions have been applied to the three versions of
the sequential cell sequencing algorithm:
1i . A

= A = A = 1i.
^-Iq

2. Window size W = 1
3. E.R.O. or E.R.O combined with mutation
4. Binary co-channel and adjacent channel interference matrices
Since the necessity of including a modification in the simulation conditions arised in
section 5.1.2, non-binary matrices were generated and used to calculate the CF" values
in the ELIT, ELITincest, NEO and Motorola’s algorithms.
The evolution of the CF values ol)tained — using the new C/I matrices and the
combination of E.R.O with mutation — from ELIT, ELITincest and NEO for the
population number /r == 30 and fi = 40 are depicted in figures 5.5 and 5.6 respectively.
In both figures all three algorithms converge towards similar CF results. In the case
where /r = 30 (see figure 5.5), the ELITincest algorithm presents a faster convergence
to which is the best CF = 126.307 of all three results. On the other hand, when

= 40

the three algorithms converge almost simultaneously, however now the best CF results
is obtained for NEO. These results are summarised in table 5.3.
Under the same simulation conditions, the optimum CF = 131.965 was obtained
when using Motorola’s algorithm. Hence, the results show the superiority of the three
sequential cell sequencing algorithms, ELIT, ELITincest and NEO, over Motorola’s
algorithms.
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Iterations = 100 Population = 30

Figure 5.5; ELIT, ELITincest and NEO combining E.R.O. and mutation, calculated
using non binary C/I matrices and

ji =

30.

Iterations = 100 Population = 40

Figure 5.6: ELIT, ELITincest and NEO combining E.R.O. and mutation, calculated
using non-binary C/I matrices and

ii =

40.
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Optimum CF value

(100 Iterations, /i

ELITmut

ELITincmut

NEOmut

126.709

126.307

127.220

126.542

126.536

126.662

30)

Optimum CF value

(100 Iterations, jj, = 40)
Table 5.3: Optimum CF values for the sequential cell sequencing algorithms obtained
for different (i entries using E.R.O., mutation and non-binary C/I matrices.
In order to give time to the algorithms to evolve towards a smaller CF value than the
obtained with Motorola’s algorithm, a total of 100 iterations were chosen. However, all
the sequencial cell sequencing algorithm version had a CF value smaller than Motorola’s
result [CF — 131.965), before the 20*^ iteration was reached. For each of the sequential
cell sequencing algorithms, the precise iteration number at which the CF value results
smaller that the 131.965 obtained with Motorola’s algorithm, is tabulated in Table 5.4.
ELITmut

ELITincmut

NEOmut

Iteration (/r = 30)

16

10

12

Iteration (/i = 40)

11

12

11

Table 5.4: Iteration numbers at which CF < 131.965 (Motorola’s result) was obtained
in FLIT, ELlTincest and NEO using mutation, for different fi entries.
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5.2

Sequential Deployment Protocol performance
analysis

For the solution sequences obtained in sections 5.1.2 and 5.1.3, the total time required to
deploy a complete plan and the number of frequency assignments — including borrowed
frequencies — that are required during the transition of plans, are now calculated
using the sequential protocol algorithm. Tables 5.5 and 5.6 tabulate the results of the
sequential cell sequencing algorithms using E.R.O and mutation and calculated with
both, binary C/I matrices and non-binary C/I matrices.
ELITmut

ELITincmut

NEOmut

Motorola’s

CF (binary C/I)

248.387

248.387

248.387

248.387

Deployment time (s)

7195.05

7351.55

7195.05

7195.05

96

98

96

96

Frequency Assignments

Table 5.5: Sequential protocol results for the sequences obtained from ELIT, ELITincest, NEC and Motorola’s algorithm using binary C/I matrices.
In the case where binary C/I matrices were considered (see figure 5.5), the same
results were obtained for the CF in all cases. This CF value is comprised of
Aa

= 64,

— 240 and /R = 0. However, this was not the case for the frequency assignments and

deployment time where, ELITincmut presented 98 frequency assignments and 7351.55
s. This represents a 2.6 minutes delay respect to the other algorithms.
On the other hand, when non-binary C/I matrices were used, a combined solution
was obtained from NEOmut, that resulted in both better CF value and better number
of frequency assignments than those obtained from Motorola’s algorithm. It must be
notice that, for this situation, the CF value is not the best that the NEOmut algorithm
can produced, but it is the best option when willing to obtain a good CF value and a
93

j ELITmut

ELITincmiit

NEOmut

Motorola’s

CF (non-binary C/I)

126.979

127.326

127.668

131.970

Deployment time (s)

7437.38

7576.83

7195.05

7351.55

99

101

96

98

Frequency Assignments

____

Table 5.6; Sequential protocol results for the sequences obtained from ELTT, ELITincest, NEO and Motorola’s algorithm using non-binary C/I matrices.
small number of frequency assignments as possible.
Einally, a more detailed description of these CE values is depicted in table 5.7 for
the best results obtained. In this description, the CF is decomposed in its interference
and outage contribution.
Iteration No.

CF

An

Aa

Ao

ELITmut (/i == 40)

>—r^
1 !

126.979

30.421

123.281

0

ELITincmut (/i, = 40)

45

127.326

29.1726

123.940

0

40

127.668

33.2753

123.255

0

NEOmut

{fi

= 40)

Table 5.7; CF decomposition in .4^,

Aa

and

Aq

contributions for FiLIT, ELITincest,

XEO .
In this table, Iteration No. represents the iteration at which those particular CF’
values were obtained. It can be seen that, as it already happened when working with
C/I matrices, the resulting solution sequences have no outage.

5.3

Parallel cell sequencing algorithm performance

One step further was taken when designing a frequency deployment algorithm. Instead
of using the sequential cell sequencing algorithm as the final answer to the frequency
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deployment problem, an enhanced version of it has been proposed in this work. This
second new algorithm, called parallel cell sequencing algorithm generates a cellular
sequence, specially designed to allow the deployment of pdr cells at a time, instead of
the one cell at a time allowed in the sequential cell sequencing deployment.
Furthermore, a new simulation platform, with a similar size of that of a real network,
was implemented. For this cellular network, the sequential cell sequencing and parallel
cell sequencing algorithms were simulated and their results compared.
Iterations = 1000 Population = 30, 40

Figure 5.7: Sequential cell sequencing algorithm results for 1000 iterations with different
population sizes.

The simulation conditions applied to the sequential cell sequencing algorithm, based
in the ELIT version, were:
1. Given the same importance to the contribution of outage, co-channel and adjacent
interferences in the CF, a weight value of one for the parameters7l„, .d^and Aq
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was chosen.
2. Window size W = 1
3. E.R.O combined with mutation
4. Binary co-channel and adjacent channel interference matrices.
5. 1000 iterations and ju = 30 and /j, = 40
The results are illustrated in figure 5.7 where it can be seen how the results obtained
for /i = 40 converge faster and to a better CF value than the results for ^ = 30. The
initial CF value is 1099.74 and 1110.76 for ju = 30 and /n = 40 respectively. It can
be seen how in the first 100 iteration, the CF values have been rapidly reduced in 100
units and the descent continues until stabilising its value within the interval [845,900]
for ‘series 30’ and within the interval [820,850] for ‘series 40’.
Iterations = 2600 Population = 40

1000

1500

3000

Iterations

Figure 5.8: Sequential cell sequencing algorithm results for 2600 iterations and /i — 40.

Once shown that 40 was a better choice for population size, the sequential cell
sequencing algorithm was executed for a greater number of iterations, 2600 iterations
96

(see figure 5.8). The best result obtained was oscillating between CF == (800±2). While
the results for 1000 iterations would take one day and a half of simulation time, the
2600 iterations were generated in a week of simulation time. It can be seen that the
time employed to obtained the solution sequence was not worth it, as the results did
not improve substantially.
Iterations = 1000 Population = 30, 40

Figure 5.9: Parallel cell sequencing algorithm results for 1000 iterations with different
population sizes.

When the same simulation conditions were applied to the parallel cell sequencing
algorithm on this 441-cell network (with 9 BSCs), the CF value generated after 1000
iterations and population sizes of 30 and 40, were significantly smaller that the results
obtained in the sequential (see figure 5.9). Even though the evolution is not as smooth as
the sequential solution, the best CF value obtained was in the margin of CF = (116 ±2)
for both ‘parallel 30’ and ‘parallel 40’ and the simulation time was in the interval of two
hours. This result represents almost one ninth of the result obtained for the sequential
cell sequencing algorithm. This can be expressed as CFsenes — 9 • CFparaiiei or more
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generally as:
CFsenes ~ pdv • CFp^^dH^i

(5-^)

Once the efficiency of the parallel deployment stated, a more detailed analysis of its
performance was carried out for 3000 iterations and four different entries of population,
i.e., /i = 40,50,80,90. Depicted in figure 5.10 are the results. The evolution of the
CF value improves as the population size increases from /i = 40, 50,80. However, when
jj.

= 90, the results show a worst performance, resulting in a CF evolution curve having

higher CF values than those resulting from jj, = 80. After this increase in p and in
iteration number, the best result obtained is about (114 ± 1).
Iterations = 1000 Population = 40, 50, 80, 90
155

3000

Figure 5.10: Comparison of the parallel cell sequencing algorithm results obtained after
3000 iterations and /i = 40, 50, 80, 90.

Due to the use of a more reliable reproduction operator, the graph for the sequential
deployment algorithm evolution shows less oscillation until it reaches the optimum

value. However, the overall result points to the parallel deployment as a more efficient
approach in terms of time and computational cost.
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Chapter 6
Conclusions and Future Work
6.1

Conclusions

Two novel concepts for online frequenc}^ deployment in current cellular mobile com
munications networks have been proposed in this thesis. It was demonstrated that
Genetic Algorithms are an excellent method for finding an optimum cellular deploy
ment sequence.
An analysis of the presented frequency deployment approaches, based on a computer,
simulation for each of the deployment processes (sequential and parallel cell sequenc
ing algorithms) within two cellular networks of different size, was performed. Results
indicate that the sequential cell sequencing approach performs better in terms of inter
ference and in terms of the total number of frequency assignments to cells — that is
cell outages — than previously proposed concepts. Moreover, with the introduction of
the parallel cell sequencing algorithm based on a window as a group of cells, a major
improvement is obtained in terms of interference, service outage and total time of de
ployment. Due to the possibility of deploying more than one cell at a time (a window
of cells), co-channel interference, adjacent interference, service outage and time of de
ployment can be reduced by a factor approximately equal to the parallel deployment
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rate [pdr] introduced in section 4.3.
The sequential cell sequencing algorithm and the parallel cell sequencing algorithm
can be used for freqiienc}^ deployment of any type of cellular network. In the case
where a cellular network does not require the same number of frequency changes per
BSS, a parallel deployment sequence — including dummy cells— using the parallel
cell sequencing algorithm can be obtained. For the parallel approach, a self-adapted
variation operator was designed, that observes the window constrains when creating
offspring and the need for dummy cells if required.
Once the deployment sequence is obtained, the frequency deployment is performed
using a protocol that controls the deployment. This protocol completes the frequency
deployment, controlling the deployment and borrowing frequencies in order to avoid co channel or adjacent channel interferences. It also calculates the estimated deployment
time and the total number of frequency changes necessary to finish the deployment
(including borrowed frequencies). For each of the deployment approaches developed, a
protocol was designed.
The presented concepts are novel solutions for the frequency deployment problem
that will reduce the service disruption due to the roll-out of a new frequency plan to an
absolute minimum. This will contribute significantly to the requirement for 99.999%
service availability during and after a frequency deployment.

6.2

Future Work

The study presented in this thesis is believed to be the beginning of a very complex
and interesting cellular network management problem. The fact that there is not much
research done in this topic makes it a very interesting problem to investigate. A great
number of new ideas, that could be incorporated to find an optimum solution, have
arisen during the work in this project.
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A possible future step to continue this work could be to implement the two new ap
proaches presented, the sequential cell sequencing algorithm and the parallel sequencing
algorithm,in a real cellular network with the aim of developing a realistic approach to
self-configuration in cellular networks. The parallel deployment was developed for cel
lular networks with the same number of frequencies per BSSs requiring change. It
would be interesting to include, in the same algorithm, the option of considering or not
considering dummy cells in the sequence.
In conjunction with the generation of an optimum frequency deployment sequence,
the implementation of the frequency deployment protocol to control the deployment is
necessary.
Finally, the relation between this work and existing studies that complement it,
must be mentioned. In combination with a pro-active frequency planning concept such
as the one proposed in [22], this approach can achieve self configuring cellular networks
without the need for extensive control signaling or changes in the current network
architectures.

6.2.1

Frequency Deployment Algorithm improvements

The constraints involved in the optimisation of the frequency deployment sequence are
not limited to interference and outage, although these two are the most important.
The following would be some interesting constraints to be included in the cost lunction,
when the number of factors affecting the performance of the deployment sequence is
broadened;
• Study the geographical area under consideration and see which parts of the net
work need to provide service earlier in the morning and which late at night. Assign
a degree of importance to certain areas that must provide with coverage at certain
times.

102

e

Observe the BSIC number assigned to each cell and the limitations that this
involves. Include restrictions in the deployment sequence for cells with certain
BSIC numbers.

• Calculate the number of cells that will need to borrow frequencies when deploy
ment is executed. The optimum is not to have to borrow any frequency during
deployment.
• The impossibility of having two cells together in the sequence which have a neigh
bour relation. This will reduce the co-channel and adjacent channel interference
cost.
When looking at the variation operators, the edge recombination enhanced operator
could be used and its performance compared with the edge recombination operator.
Moreover, it could improve the current approaches to search for other operator/s that
are used for the generating of non circular sequential solutions and observe their effect
on generating the deployment sequence.
Additional research should be done to predict unwanted situations such as a faulty
execution of the frequency deployment. In principle, the main cause of faulty execution
of the frecpiency deployment and therefore, the first that must be avoided, is the failure
of the Operations and Maintainance Link (OML) connection. The OML is intended for
the use of network management. It allows the connection between BTS and the BSC in
order to download the system software into the BTS and to configure and control the
BTS. If this link is broken, the frequency deployment process is stopped, leaving the
system in a transitory state where the frequency configuration may cause permanent
interference problems. Hence, the deployment protocol must be improved to deal with
the break of the link at any stage of the frequency deployment, recording the BTSs
that have been successfully changed, which ones need to restart the frequency change
and which ones are still in the queue waiting for frequency change.
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