Abstract: This paper adopts a different approach to the study of the persistence of U.S. GNP. First, this paper uses a more powerful version of the ADF test developed by Elliot, Rothenberg and Stock (1992) . Second, we also examine the results from a unit root test that has trend stationarity as the null (Kwiatkowski et al., 1992) . Third, simulated critical values generated from plausible trend stationary and difference stationary models for GNP data are used, in order to minimize the possible biases induced by nuisance parameters in finite samples. The ability of these two tests to discriminate against plausible alternatives is evaluated using alternative-specific rejection frequencies. Fourth, to evaluate the implication of extending the time span of the data on the ability to make clear inferences regarding the presence of unit roots, we examine both post-war quarterly data and a longer annual series spanning the period 1869 to 1986. For quarterly data, these two unit root tests do not provide a definite conclusion regarding the existence of a unit root in GNP data, thereby confirming Rudebusch's (1993) results. In contrast, when analyzing annual data over the 1869-1986 period, we obtain very sharp results: The unit root null is rejected, while the trend stationary null is not. Moreover, the alternative-specific power for the trend stationary null test is fairly high. We conclude that with a longer span of data, one can obtain strong evidence of trend stationarity in per capita GNP. JEL categories: C22, E32.
Introduction
Output persistence is one of the most debated issues in macroeconomics. In the wake of the seminal work by Nelson and Plosser (1982) , a large literature testing for unit roots was spawned, including Stock and Watson (1986) , Perron and Phillips (1987) , Campbell and Mankiw (1987) and Evans (1989) , to name only a few studies which have failed to reject the presence of a unit root in GNP. Recently, concern has arisen regarding the low power of conventional unit root tests, such as the augmented DickeyFuller (ADF) test, and consequently, the apparent finding of a unit root in GNP data using these tests. For instance, Christiano and Eichenbaum (1990) , Stock (1991) , Rudebusch (1992 , 1993 ), and DeJong et al. (1992 show that the ADF test has low power to differentiate between the trend and difference stationary properties of GNP. This paper adopts a different approach to the study of the persistence of U.S. GNP. First, instead of the standard ADF test, we use the ADF-GLS test of Elliot, Rothenberg and Stock (1992) .
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These authors show that the modified ADF test is more powerful than the original ADF test and is approximately uniformly most power invariant.
Second, the commonly used ADF test has the unit root, or I(1), process as the null hypothesis. In addition to the aforementioned power consideration, the use of ADF tests also gives the unit root specification the benefit of a doubt. In particular, we reject the unit root specification only if there is strong evidence against it. To account for this asymmetric treatment, we also examine the results from a unit root test that has trend stationarity, or I(0), as the null. The test employed is the KPSS test developed by Kwiatkowski et al. (1992) .
Third, simulated critical values generated from plausible trend and stationary models for GNP data are used to minimize the possible biases induced by nuisance parameters in finite samples.
The ability of these two tests to discriminate against a plausible alternative is evaluated using alternative-specific rejection frequencies.
Fourth, to evaluate the implication of extending the span of the data on the ability to make clear inferences regarding the presence of unit roots, we examine both post-war quarterly data and a longer annual series spanning the period 1869 to 1986. For quarterly data, these two unit root tests do not provide a definite conclusion regarding the existence of a unit root in GNP data.
Using null-specific critical values, neither the trend nor difference stationary null hypotheses can be rejected. However, we also observe that the alternative-specific power of both tests are low, so that no unambiguous conclusions can be made. Hence we confirm the Rudebusch (1993) results for this data set. In contrast, when analyzing annual data over the 1869-1986 period, we obtain very sharp results: The unit root null is rejected, while the trend stationary null is not. Moreover, the alternativespecific power for the test with a trend stationary null is fairly high. We conclude that with a longer span of data, one can obtain strong evidence of trend stationarity in per capita GNP.
The outline of the paper is as follows. In Section 2, the methodology is described. Empirical results are presented in Section 3. Section 4 concludes. 
Identification
The first step is to identify and estimate the ARMA and ARIMA processes which best describe the respective trend and difference stationary hypotheses. For the first case, various ARMA processes are fitted to the data, where {y } is log real per capita GNP. The final specification is t chosen from models with the lag parameters p and q ranging from 0 to 5 using the Schwarz (1978) Information Criterion (SIC). As long as the true lag parameters are less than 5, the SIC will select the true model with probability one in large samples (Hannan, 1980) .
The Box-Ljung statistic is used to insure that there is no significant serial correlation in the residuals of the selected model specification.
For the second case, the relevant series is first-differenced,
The lag parameter p in equation (3) is chosen on the basis 1 of the SIC. Hall (forthcoming) shows that the use of lag selection criteria such as the SIC can improve both the size and the power of conventional unit root tests.
testing a = 0 against the alternative of a < 0 in regression (4). 0 0 Elliot, Rothenberg and Stock (1992) recommend that the parameter c, which defines the local alternative through " = 1 + c/T, be set equal to -13.5. Critical values for the ADF-GLS test statistic are J provided by Elliot, Rothenberg, and Stock (1992;  exceeds the null specific critical value. Both the null specific critical value and the alternative-specific power are generated based on 10,000 replications of the relevant process.
The KPSS test
To examine the dynamic properties of GNP in a symmetric manner, we also apply the KPSS test to test the trend stationary null hypothesis against the unit root alternative. The procedure assumes that the time series is the sum of a deterministic trend, we can then obtain the DS alternative-specific power. One complication is that 4 in equation (7) (1993) , so our results are not specific to the data set we used.
We first examine the characteristics of the unit root test.
The simulated critical values for the 10%, 5% and 1% marginal significance levels (MSLs) are reported in the top part of Panel A of Table 2 . These critical values are quite similar to those tabulated in Elliot, Rothenberg and Stock (1992) . In the bottom part of Panel A, the size-adjusted power for each MSL is reported, assuming the given trend stationary ARMA(2,0) alternative hypothesis.
The ADF-GLS statistic is -2.3401, which is larger than the J 10% critical value; hence we fail to reject the null hypothesis of a unit root in per capita GNP. The statistic is computed from a lag 2 specification selected by the SIC. This is the same lag st ructure identified in Table 1 . Using the 10% critical value, the alternative-specific power is less than 50%.
We now turn our attention to viewing the trend stationary null test (see Panel B of Table 2 ). The finite sample critical values in the top half of Panel B differ depending upon the window size used.
In the bottom half of Panel B are the associated alternativespecific levels of power. We also explore the sensitivity of the results to data length. The recently developed tests do not help determine the presence or absence of a unit root in post-war quarterly per capita GNP data; nor do they agree on the degree of persistence in the data.
However, when the time span is extended to about 120 years, both the tests support a trend stationary specification for the GNP data. Thus, the availability of long time span data seems to be a more important factor than the number of observations in discerning the unit root property of GNP data (see also Shiller and Perron, 1985; Perron, 1989) .
It is known that the autoregressive parameter estimates reported in Tables 1 and 3 , while consistent, are biased. Following Rudebusch (1993) , we "correct" the bias and repeat our exercise.
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The test results, which are summarized in Tables A1 and A2, are These empirical results are available from the authors 6 upon request.
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essentially the same as those reported using uncorrected estimates.
To check the robustness of the trend stationarity result, we also applied the same procedure to the historical data series which are reported in, for example, Romer (1989) and Balke and Gordon (1983) 9"""""""""""""""""""""""""""""""""""""""""""""""""""""""""""""""7 9"""""""""""""""""""""""""""""""""""""""""""""""""""""""""""""""7
Notes: Dependent variable is log real per capita GNP. N is the i estimate of the i-th order autoregressive coefficient. time (x1000) is the coefficient on time, multiplied by 1000. SER is the standard error of regression. Q(j) is the Ljung-Box Q statistic for serial correlation of the 1st to j-th residuals. "Roots" are the roots of the AR polynomial.
TABLE 2 Empirical Size and Corresponding Alternative-Specific Power
for Quarterly GNP Per Capita Data 9"""""""""""""""""""""""""""""""""""""""""""""""""""""""""""""""7 9"""""""""""""""""""""""""""""""""""""""""""""""""""""""""""""""7 9"""""""""""""""""""""""""""""""""""""""""""""""""""""""""""""""7
A. ADF-GLS Test
Notes: In the top portion of panel A, each entry indicates the finite critical value corresponding to the indicated marginal significance level (MSL) for the simulated difference stationary null hypothesis. In the bottom half of panel A is the empirical power associated with each MSL, for the specific simulated trend stationary alternative. In the top portion of panel B, each entry indicates the finite critical value corresponding to the indicated marginal significance level (MSL) for the simulated trend stationary null hypothesis; there are four entries corresponding to the selected window size. In the bottom half of panel B is the empirical power associated with each MSL, for the specific simulated difference stationary alternative.
TABLE 3 Identification of Time Series Representations
for Annual GNP Per Capita 9"""""""""""""""""""""""""""""""""""""""""""""""""""""""""""""""7 9"""""""""""""""""""""""""""""""""""""""""""""""""""""""""""""""7
TABLE 4 Empirical Size and Corresponding Alternative-Specific Power
for Annual Per Capita Data 9"""""""""""""""""""""""""""""""""""""""""""""""""""""""""""""""7
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TABLE A1 "Bias-Corrected" Estimates of Time Series Representations
for Quarterly and Annual GNP Per Capita 9"""""""""""""""""""""""""""""""""""""""""""""""""""""""""""""""7 9"""""""""""""""""""""""""""""""""""""""""""""""""""""""""""""""7
Notes: Dependent variable is log real per capita GNP. N is the i estimate of the i-th order autoregressive coefficient. These "biascorrected" parameter estimates correspond to the estimates in Table  1 (quarterly) and in Table 2 (annual). "Roots" are the roots of the AR polynomial. Quarterly GNP Per Capita Data 9"""""""""""""""""""""""""""""""""""""""""""""""""""""""""""""""7
A. ADF-GLS : Model Specific Null Hypothesis CV's ARIMA(1,1,0) 
