In this paper we study the probability distribution of the position of a tagged particle in the q-deformed Totally Asymmetric Zero Range Process (q-TAZRP) with site dependent jumping rates. For a finite particle system, it is derived from the transition probability previously obtained by Wang and Waugh. We also provide the probability distribution formula for a tagged particle in the q-TAZRP with the so-called step initial condition in which infinitely many particles occupy one single site and all other sites are unoccupied. For the q-TAZRP with step initial condition, we provide a Fredholm determinant representation for the probability distribution function of the position of a tagged particle, and moreover we obtain the limiting distribution function as the time goes to infinity. Our asymptotic result for q-TAZRP with step initial condition is comparable to the limiting distribution function obtained by Tracy and Widom for the k-th leftmost particle in the asymmetric simple exclusion process with step initial condition (Theorem 2 in Commun. Math. Phys. 290, 129-154 (2009)).
Introduction
The Zero Range Process (ZRP) is the system of identical particles on a countable set S whose dynamics is described by the following rules (if the sites are homogeneous): if a site x ∈ S is occupied by k particles, then one of k particles leaves x after an exponential waiting time with rate g(k). The particle leaving x chooses a target site y with probability p(x, y) and then it immediately moves to y. As a special case of the ZRP, the system of N particles on S = Z with p(x, x + 1) = 1 and g(k) = (1 − q k )(1 − q) with q ∈ (0, 1), is an integrable model originated from the q-boson model introduced by Sasamoto and Wadati [15] . In this paper, we will call this special case of the ZRP the (spatial-homogeneous) q-deformed Totally Asymmetric Zero Range Process (q-TAZRP). The integrability of the q-TAZRP was studied by Povolotsky [13] and its transition probability was obtained by Korhonen and Lee [12] . The q-TAZRP is also a special case of the zero-range chipping model introduced by Povolotsky [14] in which multiple particles are allowed to jump at the same time and a jumping rate depends on the number of particles jumping as well as the number of particles at the departing site. The q-TAZRP can be generalized to let the jumping rates depend on not only the number of particles at the departure site, but also the site x itself, so that the jumping rate at x occupied by k particles is given by g(k; x) = a x (1 − q k ).
The finite system with the rate function (1) is well defined if a x > 0, and we assume that all a x are in a compact subset of (0, ∞). The transition probability of this model with finitely many particles was obtained by Wang and Waugh [22] as an extension of Korhonen and Lee's work [12] . We note that the transition probability can also be derived as a degeneration of the higher spin stochastic six vertex model studied by Borodin and Petrov [8] . Although the q-TAZRP with spatial-inhomogeneous jumping rate (that we refer to simply as q-TAZRP throughout the paper) is not much studied in literature, its dual model, the q-deformed Totally Asymmetric Simple Exclusion Process (q-TASEP) with particle-dependent jumping rate, has been extensively studied in [4] , [7] , and [9] . The aim of this paper is two-fold: First for an arbitrary initial condition in the N -particle q-TAZRP, we find the explicit distribution function for the position of a tagged particle (as the n-th rightmost or leftmost particle) at time t > 0 if the jumping rates are given by (1) . In [22] the transition probability for an N -particle system was obtained from which we derive the distribution of a tagged particle's position as a marginal probability. The result is given in Theorem 1.2. We also find the distribution function for a tagged particle's position under the so-called step initial condition which is such that initially infinitely many particles occupy a single site and all other sites are empty, as shown in Theorem 1.3. Under the step initial condition, the distribution of a tagged particle's position is represented by a contour integral of the Fredholm determinant of a certain trace class operator. We also study the asymptotic behaviour of this Fredholm determinant representation when t goes to infinity. This result is given in Theorem 1.4. We note that although the distribution of the m-th rightmost particle at time t in the limit that both m and t go to infinity can be obtained by the known results for the q-TASEP, as discussed in Appendix A, the limiting distribution when m is fixed is new. Since our limiting distribution agrees with that for the Asymmetric Simple Exclusion Process (ASEP) ( [20, Theorem 2] ), these results may describe a new universal behaviour of interacting particle systems.
Definition of the Model
First, we consider a system that consists of N identical particles on Z. We label particles 1, . . . , N from the rightmost particle. We assume that if more than one particle occupy the same position, they are ordered vertically such that the label of a particle at a higher position is smaller than the label of a particle at a lower position. We interpret the particle labelled m as the m-th rightmost particle. We denote by x m (t) the position of the m-th rightmost particle at time t, and t may be omitted if it is not necessary to specify the time. By abuse of notation, we also use x m to denote the m-th particle itself. The state of an N -particle system is represented by X = (x 1 , . . . , x N ) ∈ W N := {(i 1 , . .
and a state at time t is denoted by X(t) = (x 1 (t), . . . , x N (t)). Alternatively, a state can be specified by the number of particles at each site. We denote the number of particles at site k (at time t) by n k (or n k (t)). Hence, a state X(t) is equivalently expressed as (n k (t)) k∈Z , which satisfies ∞ k=−∞ n k (t) = N . The rules of the model are a specialization of the rules for the general ZRP explained in the beginning of this paper. But since we label the otherwise identical particles, the rules can be described more concretely. We fix q ∈ (0, 1). If a site x is occupied by k particles, then the particle at the top of the particles (the particle itself if a site is occupied by only one particle) jumps to the bottom of the particles at x + 1 (if there are other particles at x + 1) after an exponential time with rate a x (1 − q k ) where a x > 0 for all x ∈ Z. In this procedure only the particle at the top may jump after an exponential time and other particles do not respond to the exponential clock. If the local state at x is changed, that is, if the number of particles at x is changed from k to k ′ , then the exponential clock is reset to have the new rate a x (1 − q k ′ ) and the particle at the top jumps after a new exponential time. Also, we assume that all waiting times are independent. We denote by P Y the probability measure with an initial state X(0) = Y = (y 1 , . . . , y N ) of the process.
We also consider an infinite system as a limiting case of N -particle system. An infinite particle q-TAZRP is well defined by [10, Section 2] if we let the transition rules there be specified as P (x, y) in [10] is equal to δ x+1,y and ϕ(m) in [10] depends on x in the way ϕ(m; x) = a x (1 − q m )/m. (In [10] the ZRP is assumed to be spatial-homogeneous, but it is straightforward to generalize the proof to our spatial-inhomogeneous case.) In plain words, if site x is occupied by m < ∞ particles, a particle jumps out of site x at rate a x (1 − q m ), which is the Γ(m) defined in [10, Section 2], a particle jumps out of site x to site x + 1, and If site x is occupied by infinitely many particles, the rate for one particle to jump out of x to x + 1 is naturally defined, corresponding to the Γ(∞) defined in [10, Section 2], as a x (1 − q ∞ ) = a x . In all q-TAZRP models considered in our paper, the infinite particles are labelled by consecutive integers. We assume that at any time t ≥ 0, among all particles at site x, particles are stacked vertically with x m above x n if m < n, and further assume that the particle on the top (that with the smallest label) exists. Furthermore, we assume that this top particle jumps out of x to x + 1, and stays below all existing particles there. Hence at all time t ≥ 0, x m (t) ≥ x n (t) if m < n. The q-TAZRP with step initial condition, which is the infinite particle model analyzed in this paper, is defined in the following subsection.
Relationship between q-TASEP and q-TAZRP, and the height function
In general, a ZRP on Z has a particle-spacing duality with a simple exclusion process on Z [17] . In particular, the q-TAZRP considered in our paper is dual to the q-TASEP introduced by Borodin and Corwin [5] . The intuitive meaning of this duality is simple: we interpret the number of particles at site k in the q-TAZRP as the spacing between the k-th and (k − 1)-th particles in the q-TASEP. Below we describe the duality in precise terms and focus on the construction of the q-TASEP from the q-TAZRP. The inverse construction can be done in the same way, and we omit it since it is not relevant in our paper.
It is better to consider the duality between q-TAZRP and q-TASEP with infinitely many particles, rather than the finite-particle system defined above in our paper. Suppose that initially no site is occupied by infinitely many particles and there are infinitely many particles to the left and to the right of x, respectively, for each x ∈ Z. In this case it is impossible to say the "rightmost" particle and the "leftmost" particle, and in probability 1 no site is occupied by infinitely many particles at any finite time t ≥ 0. Let us label the particles at the initial time t = 0 as follows. We find the closest occupied site on (−∞, 0] to the origin, and call a particle at this site x 1 . If there are more than one particle at this site, since we assume that they are vertically stacked and the top particle exists, we call the particle at the top x 1 . By the ordering method introduced in section 1.1 we label the other particles at the same position as that of x 1 and the particles to the left of x 1 as x 2 , x 3 , . . . consecutively, and label the particles to the right of x 1 as x 0 , x −1 , . . . consecutively. Hence, at any time t ≥ 0, we express a state X(t) = (. . . , x −1 (t), x 0 (t), x 1 (t), x 2 (t), x 3 (t), . . . ) as a bi-infinite sequence whose terms are in weakly decreasing order, and x n (t) → ∓∞ as n → ±∞.
There is an alternative unique parametrization (n k (t)) k∈Z with n k (t) = #(particles at site k at time t) < ∞ and ∞ k=−∞ n k (t) = ∞. Let X(t) and (n k (t)) k∈Z denote the state of the particles in the q-TAZRP described above. Then we define a bi-infinite strictly decreasing sequence Y (t) = (y k (t)) k∈Z recursively by
and for t > 0 y 0 (t) = k 0 + #(particles in the q-TAZRP X(t) that move from 0 to 1 during time (0, t)).
If we interpret y k (t) as the position of the particle labelled k in an infinite particle system on Z at time t, the dynamics of this particle system can be described as follows: Each particle has an exponential clock that rings independently such that the clock for the particle labelled k has rate
When the clock rings, the particle moves one step to the right, see Figure 1 . (If the right neighbour site is blocked by another particle, we have that the exponential clock rings at rate 0, and the particle does not move.) This is exactly the q-TASEP model defined in [7] with infinitely many particles without the leftmost paritcle or the rightmost particle. (In [7] , the rightmost particle exists, though the particle number can be infinity.) Figure 1 : A snapshot of the q-TAZRP and the corresponding q-TASEP at time 0. At the bottom is the graph of the height function associated to the q-TASEP. In the q-TAZRP, the particle on the top of the stack at position 0 is about to jump, and the corresponding particle y 0 jumps in the q-TASEP. The jump of y 0 changes the height function by flipping the lower ∨ corner to the dashed ∧ wedge. Hence if we imagine the height function is for a surface, it grows upward when the q-TASEP evolves.
If the q-TAZRP model has infinitely many particles and the rightmost particle, which is denoted by x 1 (t), exists, then X(t) = (x k (t)) k∈Z + = (x 1 (t), x 2 (t), . . . ) is uniquely described by (n k (t)) k∈Z . We also assume that n k (t) < ∞ for all k ∈ Z and t ≥ 0 as before. The corresponding q-TASEP is described by (3) and (4), and has the feature that sites of Z far to the right are densely packed with particles at any given time t, since n k (t) = 0 for k ≫ 0. Moreover, if there are N < ∞ particles in the q-TAZRP so that we may denote by x 1 (t) and by x N (t) the positions of the rightmost particle and the leftmost particle, respectively, then again the corresponding q-TASEP is described by (3) and (4) . In this case the corresponding q-TASEP has infinitely many particles, and sites of Z far to either side are densely packed with particles at any given time t.
We note that in all the forms of the correspondence between q-TAZRP and q-TASEP described in the above, the number of particles in the q-TASEP is infinite, and we cannot specify the rightmost particle and the leftmost particle. But, if in the q-TAZRP a unique site, say site 0, is occupied by infinitely many particles and all sites to its left are empty, then the corresponding q-TASEP has the rightmost particle. This correspondence is realized by the q-TAZRP with step initial condition, and we explain it below.
Suppose Y (t) gives a q-TASEP model. Let the so-called height function h(x; t) associated to Y (t) be a continuous and piecewise linear function in x such that it takes integer values at k + 1/2 for k ∈ Z, and linearly interpolate between k − 1/2 and k + 1/2. h(x; t) is defined uniquely by Y (t) that h(−1/2; t) = #(particles that passes from −1 to 0 between time 0 and t in the q-TASEP),
and for any integer k we have
if site k is empty at time t in the q-TASEP.
The graph y = h(x; t) in the xy plane is a Dyck path, see Figure 1 . It is clear that the Dyck path has a 1-1 correspondence with the q-TASEP model, and as time t increases, the Dyck path monotonically moves upward. Actually the move of the Dyck path is in the KPZ universality class, and has been studied by [5] , [7] , [9] , [4] and [11] . A special state of the q-TASEP, which can be realized only as an initial condition at time t = 0, is that infinitely many particles are labelled as y 0 , y 1 , y 2 , . . . such that y i+1 = y i − 1. The Dyck path corresponding to this configuration of q-TASEP has the shape like a step, so this configuration is called the step initial condition for q-TASEP. Since this configuration of q-TASEP is constructed by the configuration of q-TAZRP that consists particles x 1 , x 2 , x 3 , . . . with x k = 0 for all k, we call this configuration also the step initial condition for q-TAZRP, especially if it is at the initial time t = 0.
In the q-TASEP with the step initial condition, the generating function E(q ym(t) ) of the m-th rightmost particle's position where the probability distribution of y m (t) is encoded was obtained in [5] and [7] . Furthermore, it was shown that an e q -Laplace transform of q ym(t) is the Fredholm determinant of an integral operator so that the distribution of y m (t) is obtained from the inversion formula of the e q -Laplace transform. In the q-TAZRP, we directly obtain the probability distribution of x m (t) based on Wang and Waugh's transition probability [22] as in Tracy and Widom's approach in [19] and [18] .
In the end of this subsection we consider the relation between the distribution of particles in the q-TAZRP with step initial condition x k (0) = 0 for all k ≥ 1, and the distribution of particles in the corresponding q-TASEP with step initial condition y k (0) = −k for all k ≥ 0. At any time t > 0, we have that for all integers x ≥ 0,
Since x m (t) > x is equivalent to ∞ k=x+1 n k (t) ≥ m, we have that x m (t) > x if and only if y x (t) + x ≥ m. We conclude that
where the two sides are the probabilities that x m (t) > x and y x (t) ≥ m − x respectively in the q-TAZRP/q-TASEP with step initial condition given above.
Main results
First we state the result on the distribution function for a single particle x n (t) in the N -particle q-TAZRP, under the initial condition that Y = (y 1 , . . . , y N ). This result is based on transition probability P Y (X; t) obtained by Wang and Waugh [22] , which is in turn a generalization of the result by Korhonen and Lee [12] in the homogeneous case. We first define notations to be used later in this paper. First, throughout this paper, we let
for all x ∈ Z. For a state X = (x 1 , . . . , x N ) expressed in terms of (n k ) k∈Z , let
where [m] q ! is the q-deformed factorial, defined by
Note that all but finitely many n k are 0, and the factor [0] q ! = 1, so the infinite product in (10) is well defined. For a permutation σ ∈ S N , an inversion of σ is an ordered pair (σ(i), σ(j)) such that i < j and σ(i) > σ(j). Let
where w α and w β are complex variabls and
We define A σ (w 1 , . . . , w N ) = 1 if σ is the identity permutation. For notational simplicity we define
The integral sign − is a shorthand for 1 2πi . Proposition 1.1. [22] Given the notations in the above, the transition probability of the q-TAZRP with rates (1) is given by
where C is a counter-clockwise circle centered at 0 with sufficiently large radius enclosing all singularities b k .
The first main result of this paper is the marginal distribution for the n-th particle's position at time t > 0. We provide the probability in two forms which are reminiscent of Tracy 
Then for the subset S = {s 1 , . . . , s r } ⊆ {1, 2, . . . , N } with |S| = r, we define for n ≤ r
where q-binomial coefficient n k q is defined by
Let
Theorem 1.2. Given the notations in the above,
where the contour C is a positively oriented circle centred at 0 and enclosing all b k .
where the contourC j is a positively oriented simple closed curve which encloses all b k but does not enclose 0, andC j encloses qC i if j > i.
We note that the n = N case of (21), which is stated separately in Proposition 2.3, is similar to the q-monent formulas for the q-TASEP and more generally the q-Whittaker processes, see [5, Proposition 3.5] and [7, Theorem 2.11 ]. The n = N case of (20) , which is stated separately in Proposition 2.1, generalizes [12, Theorem 3.1] that is the homogeneous case of Proposition 2.1.
If the initial condition Y is Y = 0 N = (0, . . . , 0), then it is clear that the formulas (20) and (21) can be simplified. Moreover, if we consider the limiting case of 0 N = (0, . . . , 0), that is, the step initial condition, Y = (y 1 , y 2 , . . . ) = 0 ∞ := (0, 0, . . . ), then the probability
can be expressed by a contour integral of a Fredholm determinant. To this end, we define the
with kernel
whose poles b 0 , b 1 , . . . , b M are enclosed in Γ, and the scaled down contour qΓ is enclosed in Γ. It is clear that K M,t is a trace class operator and the Fredholm determinant det(I + ζK M,t ) is well defined for all ζ ∈ C. Here we do not need to specify the shape of Γ, since later we only need the Fredholm determinant det(I + ζK M,t ) that is invariant when Γ is continuously deformed, as shown in [20, Proposition 1] . We note that the integral operator K M,t appears also in the study of q-TASEP in the socalled Cauchy-type determinant, see [7, Proposition 3.10] , and see [5, Theorem 3 .23] for an analogous "large contour formula" for the q-Whittaker processes. Theorem 1.3. For the q-TAZRP,
where C is a positively oriented circle centred at 0 large enough to enclose that all singularities
Here we remark that the probability P 0 ∞ (x m (t) > M ) depends on the values of b k with 0 ≤ k ≤ M , but not the order of them. This symmetry is not obvious from the definition of the model.
Below we give the asymptotics of the probability P 0 ∞ (x m (t) > M ) as t → ∞ when m is fixed and M is scaled accordingly. We consider only a special case that all but a fixed number of b k are equal.
we may assume the spiked b k are b 0 , b 1 , . . . , b l . This setting is analogous to the q-TASEP model with all but a fixed number of particles having the same speed parameter, as considered in [4] .
Let l, β 0 , . . . , β l , τ be fixed. Then, as n → ∞, we have uniformly for ζ in any compact subset of C, lim
where K M,t is defined in (22) and (23) with parameters specified in (25), and K is the integral operator on the infinite vertical contour Γ ∞ = {−1 − yi | y ∈ R}, oriented downward, with kernel
Hence
where C is the same as in Theorem 1.3. Remark 1.1. To include the important special case that all b k are identically 1 into Theorem 1.4, we simply let l = −1, and then γ(w) = 1. In this case, we denote the limiting kernel
Here we remark that unlike the dual q-TASEP process with step initial condition in which the limiting distribution of x m (t) is simple for small m, the limiting distribution of x m (t) is nontrivial even for small m in the q-TAZRP with step initial condition. For example, by applying the residue theorem to (28), we have
It shows that the limiting distribution of x 1 (t) is non-Gaussian, on the other hand the rightmost particle in the q-TASEP behaves as a free particle and hence the fluctuation of the first particle's position is Gaussian at large time.
In the study of 1-dimensional interacting particle systems like the Totally Asymmetric Exclusion Process (TASEP) and its variations, usually the focus is on the behaviour of particles in the bulk rather than those at the edge, partly because the limiting behaviour of bulk particles often shows the feature of the Kadar-Parisi-Zhang (KPZ) universality class, partly because the limiting behaviour of the edge particles is often trivial. An exception is the recent paper on the facilitated TASEP by Baik, Barraquand, Corwin and Suidan [2] , but the limiting behaviour of edge particles in their model is quite different from that in Theorem 1.3. Also nontrivial limiting behaviours of the edge particles in the ASEP model are found by Tracy and Widom [20] , [21] . It turns out that the limiting distributions for the rightmost particles in the q-TAZRP with the step initial condition are the same as those for the leftmost particles in the ASEP with step initial condition given in [20, Theorem 2] when all b k are identical. Hence the limiting behaviour of the edge particles in the q-TAZRP and ASEP may be in a new universal class and worth more investigation. satisfies for all ζ ∈ C,
whereK is the operator on L 2 (R), defined in [20, Theorem 2] with the parameters p and q replaced by q/(1 + q) and 1/(1 + q) respectively, and has the kernel
(b) The limiting distribution of the m-th rightmost particle in our q-TAZRP with step initial condition and all b k = 1 is the same as the limiting distribution of the m-th leftmost particle in the ASEP with step initial condition and the left and right jumping rates equal to q/(1 + q) and 1/(1 + q) respectively, under proper scaling.
From the exact contour integral formula (24), we can also derive the limiting distribution of x m (t) when both m and t approach ∞ and t/m is a constant. The asymptotic analysis is similar to that for [20, Theorem 3] , but can be simplified, due to the reason mentioned in Remark 3.1. However, we omit the asymptotic analysis, since the limit of P 0 ∞ (x m (t) > M ) can be expressed directly as a corollary of (8) and the results in [4] and [9] . See Appendix A for details.
Organization of the paper
In Section 2 we prove Theorems 1.2 and 1.3, and in Section 3 we prove Theorem 1.4 and Corollary 1.5. In Appendix A we discuss the limiting behaviour of particles in the bulk based on known results on q-TASEP.
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2 Distribution of the position of a tagged particle 2.1 Finite system with an arbitrary initial condition Y Let us consider an N -particle system with an arbitrary initial condition
We find the distribution functions of x n (t) and x N −n+1 (t) given by n-fold contour integrals. We first solve the problem for n = N (the leftmost particle) and N − n + 1 = 1 (the rightmost particle), and then solve for general n based on the two special cases.
In this section, we need the following notations and identities. First, recall the notations of A σ defined in (13) and B n defined in (16) . We have a formula that is proved in [22, Formula (5.1)]:
Also later we use the elementary symmetric function
and the Vandermonde determinant
2.1.1 Positions of the leftmost particle and the rightmost particle Leftmost particle The distribution of x N (t) is given by the following proposition:
Proposition 2.1. For the N -particle q-TAZRP model with initial condition Y = (y 1 , . . . , y N ), the leftmost particle x N satisfies
where the contour C is specified as in Theorem 1.2.
The proof of Proposition 2.1 relies on the following technical result:
and F (w 1 , . . . , w N ) be a meromorphic function in w 1 , . . . , w N . Let C be a positively oriented, large enough circle centered at 0 and enclosing all b k , and
Using the expression
and the contour integral formula for P Y (X; t) in Proposition 1.1, we have that Proposition 2.1 is the special case of Proposition 2.2 with F (w 1 , . . . , w N ) = 1. [12, Formula (3.11) ], the proof of (37) is by a straightforward mathematical induction, while the proof of [6, Corollary 5.22 ] is based on a result of the spectral Plancherel theorem, see [6] for more details.
Proof of Proposition 2.2. We prove (37) by induction on N . The N = 1 case of (37) is reduced to
Suppose without loss of generality that M ≥ y 1 . Since the radius of C is large enough and all b k are in a compact subset of (0, ∞),
converges on C uniformly. Hence it suffices to show that
This is done by the telescoping trick, noting that
Now we consider the general N case inductively, assuming that (37) holds for 1, 2, . . . , N − 1. We write the left-hand side of (37) as
such that I (N ) (m) degenerates to I(m, . . . , m) in (36). To evaluate I (l) (m), we decompose the index set S N into N l disjoint subsets S N (I l ) where I l ⊂ {1, 2, . . . , N } has l elements and
In the subsequent part of the paper, we take the notational convention that I l = {i 1 , . . . , i l } and I c l = {1, . . . , N } \ I l = {j 1 , . . . , j N −l } such that i k and j k are in ascending order. Let us define a bijective mapping
Then, for each σ ∈ S N (I l ), there is a unique pair λ ∈ S l and τ ∈ S N −l such that ϕ I l (λ | τ ) = σ by (46), and then
where
Dividing the summation over S N in (44) into N l terms where each term is the summation over an S N (I l ), and using (47) to decompose the A σ factor, we have
Applying the induction hypothesis to (49), we simplify it as
Next, by (32), we further have
Since the left-hand side of (37) is given by (43), we plug (51) into (43), and have that the left-hand side of (37) can be expressed as
To complete the proof, we need to show that (54) is equal to the right-hand side of (37). To this end, we need to simplify Γ(w 1 , . . . , w N ; l) and Γ m (w 1 , . . . , w N ). Let us consider
For each I l , the summand on the right-hand side of (55) is equal to the Vandermonde-like determinant
, where f
Summing up all the N l terms on the right-hand side of (55) with each term expressed by (56), we have that the result is the z l coefficient of the polynomial in z
Using elementary row operations, we can simplify the determinant in (57), and write it as
where e l and ∆ N are defined in (33) and (34), and
Thus we conclude that
Hence by (53) and the identity
Finally, substituting (61) into (54), and using the telescoping trick, we find that the left-hand side of (37) is
This completes the proof, and the convergence of (62) is due to that the radius of C is larger than sup k∈Z (b k ).
Rightmost particle Similarly, we can find the distribution of x 1 (t), the rightmost particle. The argument is parallel, and we stress the difference between the two derivations.
Proposition 2.3. For the N -particle q-TAZRP model with initial condition Y = (y 1 , . . . , y N ), the rightmost particle x 1 satisfies
where the contoursC 1 , . . . ,C N are specified as in Theorem 1.2.
The proof of this proposition is by expressing, similar to (38),
where −M is a small enough integer, say, −M < y N , and then using the following technical result with F (w 1 , . . . , w N ) = 1.
Proposition 2.4. Let q ∈ (0, 1), Y = (y 1 , . . . , y N ) ∈ Z N , positive numbers b k for k ∈ Z and meromorphic function F (w 1 , . . . , w N ) be defined as in Proposition 2.2. Let C be a positively oriented contour containing all b k , and we further require that F (w 1 , . . . , w N ) is continuous if all w k are on or within C. Moreover, letC 1 , . . . ,C N be positively oriented contours such that each of them encloses all b k , none of them encloses 0, andC j enclose q ·C i if j > i. We also require that as the contours for w k deform gradually from C toC k , the meromorphic function F (w 1 , . . . , w N ) does not meet any singularity. Suppose I(x 1 , . . . , x N ) are defined as in (36) of Proposition 2.2 with the contour C specified in this proposition. We have
where −M is a small enough integer, say, −M < min(y 1 , . . . , y N ).
Proof of Proposition 2.4. We prove by the induction on N . For the N = 1 case, we use the telescoping trick as for (39), and have
where we use that −M < y 1 . Since by assumption, F (w 1 ) has no pole for w 1 on or within the contour C, we have
Hence the N = 1 case of (65) is proved. Assuming that (65) holds if N is replaced by 1, 2, . . . , N − 1, analogous to (43) we write the left-hand side of (65) as
(68) Then analogous to (44), we have with the index U = (u 1 , . . . , u l ) ∈ W l , 
where the notations I l = {i 1 , . . . , i l } and {1, . . . , N } \ I l = {j 1 , . . . , j N −l } are the same as in (49), and the decompositions of σ into λ and τ , and of A σ into the product of G I l A λ A τ are given by (46), (47) and (48). Applying the induction hypothesis to (70), we have
By the property of the contours C andC j , we have that the integral contours for w jr in (71) can be deformed from C toC jr for each r = 1, . . . , N − l. Then by (32), we further have
where, analogous to Γ(w 1 , . . . , w N ; l) in (52), we define
Analogous to Γ m (w 1 , . . . , w N ) in (53), we define
and then similar to (54), we have that the left-hand side of (65) is expressed as 
It is not hard to check that for any intex set I l , the term in the sum (76) is equal to det f
Then by summing up all the N l terms, we have that the left-hand side of (76) is the z l coefficient of the following polynomial in z
Hence (−q)
Then by (79) we can express Σ m (w 1 , . . . , w N ) in terms of B N (w 1 , . . . , w N ), and by plugging this expression into (75) we have that the left-hand side of (65) is
where we use the telescoping trick for the identity. Hence we prove Theorem 2.4 by noting that
which is due to thatM < min(y 1 , . . . , y N ) and F (w 1 , . . . , w N ) has no singularity if all w k are on or withinC k .
Relation between the two types of nested contour integrals.
Using the residue formula inductively, we have that if the contours C andC 1 , . . . ,C N are defined as in Theorem 1.2, then
where I l = {i 1 , . . . , i l } with i k in ascending order, and the term corresponding to l = 0 and I l = ∅ is taken as 1. On the other hand, we have
where the term corresponding to l = 0 and I l = ∅ is taken as q −N (N −1)/2 . We remark that relation (82) is analogous to the expression ofμ k as a linear combination of µ j in [5, Proposition 3.12].
Proof of Theorem 1.2
In this subsection we compute the distribution function P Y (x n (t) ≤ M ) and P Y (x N −n+1 (t) > M ), where n = 1, 2, . . . , N . Let us write
and for l = 1, . . . , N − 1,
Recall the notations I l = {i 1 , . . . , i l } ⊆ {1, 2, . . . , N } with i 1 < · · · < i l , the complement set (45) of the permutation group S N , the mapping ϕ I l (· | ·) defined in (46) that maps S l ×S N −l bijectively to S N (I l ). We decompose
where, with indices
and
. . , N }, or degenerates into (64) if l = 0 and I l = ∅. In (88) we assume the contour C and constant −M are specified in Proposition 2.4. Recall that A ϕ I l (λ|τ ) (w 1 , . . . , w N ) can be decomposed by (47). Now we apply Proposition 2.2 to the right-hand side of (88), with X replaced by U , the N variables w 1 , . . . , w N replaced by the (N − l) variables w j 1 , . . . , w j N−l , and the function F (w j 1 , . . . , w j N−l ) specialized by
where G I l (w 1 , . . . , w N ) is defined in (48). We then rewrite (88) as
Now we note that F (w j 1 , . . . , w j N−l ) can be simplified by Proposition 2.4, with X replaced by V , the N variables w 1 , . . . , w N replaced by the l variables w i 1 , . . . , w i l , and the function F (w i 1 , . . . , w i l ) specialized by G I l (w 1 , . . . , w N ) in which w i 1 , . . . , w i l are variables and w j 1 , . . . , w j N−l are parameters. Thus (90) is further simplified into
Up to here P
is expressed by a single, but heterotypic contour integral. We can use the residue theorem to express it into a sum of multiple integrals over C, or a sum of multiple integrals overC 1 , . . . ,C N . The former approach leads to the proof of (20) , and the latter approach leads to the proof of (21).
The n-th rightmost particle We first prove (21) . For any pair of disjoint subsets
so that if we take I ′ = I l = {i 1 , . . . , i l } and J = I c l = {j 1 , . . . , j N −l } as above (46), then
Using the residue theorem to (91) and deform the contours for w jr (r = 1, . . . , N − l) from C toC jr one by one, we have (|I ′ | means the number of elements in set I ′ )
First we use (93) and (87) to derive
Below we compute the sum I ′′ ⊆I ′ and |I ′′ |=l C I ′′ ,I ′ \I ′′ . For notational simplicity, we denote u j = w i ′ j for j = 1, . . . , r. Then we have that for any I ′′ ⊆ I ′ , analogous to (55),
which is analogous to (56). Then we have
where the last identity is by [1, Corollary 10.2.2(c)]. Hence by using (95) and taking the t l coefficient in (97), we have
Thus we have by (87), (94) and (98) that
for l = 0, 1, . . . , N . Hence by (84), we have 
Hence we have
and prove (21) .
The n-th leftmost particle Next we prove (20) . Similar to (93), using the residue theorem to (91) and deform the contours for w ir (r = 1, . . . , l) fromC ir to C one by one, we have
Using (103) we can derive, analogous to (94),
Similar to (95), (96) and (98), we have that if we denote v i = w j ′ i for i = 1, . . . , r, then
Thus we have by (87), (104) and (105) that
for l = 0, 1, . . . , N . Hence similar to (100), we have by (84) that
Using (101) 
Plugging this into (108), we have
and prove (20) .
Infinite system with step initial condition
In this subsection we prove Theorem 1.3. First consider the q-TAZRP model with N particles starting at Y = 0 N = (0, 0, . . . , 0). By (20) , for a nonnegative integer M ,
such that Γ is the contour in (22) , and
To prove Theorem 1.3, we take the N → ∞ limit of (111). Since P 0 r (x r (t) > M ) is a number between 0 and 1 that is independent of N , we only need to take the limit of s N (r, m) as N → ∞. Since s N (r, m) > 0 for all N, r, m, the convergence of the series as N → ∞ is absolute, so we can freely change the order of summation.
We consider first the m = 1 case of Theorem 1.3, and have in that case
As N → ∞, we have that for all r
(115) Thus we have that for any fixed M and r, as N → ∞, we have
Next, we use [5, Proposition 3.9] and express
and then use [5, Proposition 3.16 ] to further express
where K M,t is the integral operator, from L 2 (C) to L 2 (C), defined in (22) . Hence by (116) we conclude that
which is the m = 1 case of (24).
By the same method, we can prove Theorem 1.3 for general m. Similar to (115), we have
By the q-binomial theorem (See [1, Corollary 10.
where the convergence is for |ξ| < q m−1 , so we have that
where the ξ contour lies in the region |ξ| < q m−1 . Finally we take the change of variables ζ = ξ −1 , and have (24) for general m, where the ζ contour lies out of the region |ζ| > q 1−m . We complete the proof by noting that the ξ contour in (122) can be taken that the corresponding ζ contour is the contour C given in Theorem 1.3.
Asymptotics
The main part of this section is the proof of Theorem 1.4, and in the end of this section we prove Corollary 1.5. To prove Theorem 1.4, we assume that M , t and b k are specified as in (25), depending on constants τ , l, β 0 , . . . , β l , and n → ∞. Then we follow the approach in [19] and [20] , and prove the following two limiting properties of the integral operator K M,t in Theorem 1.3:
for all k = 1, 2, . . . , where K = K τ ;β 0 ,...,β l whose kernel is defined in (27).
(ii) det(I + ζK M,t )| M =n+l+1, and t=n−τ √ n is uniformly bounded for large n on compact ζ sets.
If we have the two properties above, then it is straightforward to check that the convergence in (26) holds uniformly in λ, and then the contour integral on the right-hand side of (24) converges to the contour integral on the right-hand side of (28), if the contour C is specified as in Theorem 1.3. Hence Theorem 1.4 is proved. Below we prove the two properties.
Proof of property (i).
We note that K is a trace class operator, so its Fredholm determinant is well defined. We denote
Note that log(1− w) is not well defined on the whole Γ, and we take the branch cut of log(1− w) at [1, +∞) and assume its imaginary part is between −π and π. Nevertheless, the exponential of f (w) is holomorphic on Γ, and
It is not hard to see that w = 0 is the unique critical point for f (w). Inspired by this result and owing to the flexibility of the shape of the contour Γ, we deform Γ into the rectangle with vertices −n −1/2 + i, 2 + i, 2 − i and −n −1/2 − i, and the four edges denoted by Γ 1 , Γ 2 , Γ 3 , Γ 4 , as shown in Figure 2 . Here we note that the orientation of Γ 1 is downward. It is easy to check that ℜf (w) attains its minimum at w = −n −1/2 over Γ. To see it, we only need to consider η ∈ Γ∩C + since f (w) = f (w). Using that (i) as w = −n −1/2 + iy ∈ Γ 1 ∩ C + , ℜf (w) = −n −1/2 + log|1 − w| is a decreasing function of y, (ii) as w = x + i ∈ Γ 4 , ℜf (w) is an increasing function of x for d dx ℜf (w) = 1 + ℜ((1 − w) −1 ) > 0, and (iii) as w = 2 + iy ∈ Γ 3 ∩ C + , ℜf (w) is an decreasing function of y with minimum at ℜf (2) > ℜf (−n −1/2 ), we verify that −n −1/2 is the minimum of ℜf (w) on Γ. Next, we denote By the discussion on ℜf (w) above, it is straightforward to see that
where c is a small enough positive number, say, c = 1/10. Thus the kernel K M,t (w, w ′ ), although defined on the whole Γ, concentrates locally at the middle of Γ 1 , around 0. Let w = n −1/2 u and w
where γ is defined in (27). On the other hand, since
we have that for w ∈ Γ loc ,
Now we are ready to prove (123). For notational simplicity, we give the detail for the k = 2 case, and then explain how to extend the argument to general k.
We have by (125) and [16, Theorem 3.9] 
By (130), we have
where Γ ∞ = {−1 − iy | y ∈ R} is defined in Theorem 1.4. By (127), we have the estimate
and using (127) and (130) together, we derive that
On the other hand, by the definition of K in (27),
Comparing (136) with (133), (134) and (135), we prove the k = 2 case of (123). For general k, we need to replace the two-fold integral in (131) by a k-fold integral as in [16, Theorem 3.9] , and then similarly decompose the k-fold integral into the sum of 2 k terms, such that each term is a k-fold iterated integral with each integral domain being Γ loc or Γ res . Then the argument for the k = 2 case works for the general k case.
Proof of property (ii). We note that the integral operator K M,t is a trace class operator as well as a Hilbert-Schmidt operator, so we can write
where det 2 is defined in [16, Chapter 9] . First, by [16, Theorem 3 .9], we have
Thus as M = n + l + 1, t = n − τ √ n and n → ∞, we have, like the computation of tr((K M,t ) 2 ) in the proof of property (i),
where c is the same as in (127) and the C is equal to the contour integral on Γ ∞ , and we do not compute it explicitly. On the other hand, by [16, Theorem 9.2(b)], we have 
We are not going to evaluate the integral in (142) explicitly, but it is clear that K M,t 2 2 is bounded as M, t, b k are specified in (25) and n → ∞. Hence we finish the proof.
Remark 3.1. Our proof to Theorem 1.3 is similar to the proof of [20, Theorem 2] that obtains analogous limiting distributions for the leftmost eigenvalues in the ASEP with step initial condition. The argument in our proof is simpler than that in [20] , because our integral operator K M,t is on L 2 (Γ) such that Γ encloses the pole 0, while the counterpart integral operator K 2 defined in [20, Section 2] is defined on L 2 (γ) such that the contour γ does not enclose the pole 0. Analogously, one can compute the limiting distribution of x m (t) as both m, t → ∞ by the method in the proof of [20, Theorem 3] , and some steps can be simplified since our contour Γ is more friendly to asymptotic analysis than the γ in [20] .
Proof of Corollary 1.5. We only need to prove part (a) by checking (30), and then part (b) follows as we plug the Fredholm determinants det(I + ζK τ ;− ) and det(I + ζKχ (τ (1+q)/(1−q),∞) ) into the countour integral formulas for the m-th right-most particle in q-TAZRP (the righthand side of our (28)) and for the m-th left-most particle in ASEP (the right-hand side of [20, Formula (2)]) respectively.
To check (30), we note that for all z, w ∈ Γ ∞ , since ℜ(w − qz) = q − 1 < 0,
and then K τ ;− (z, w) = − 
We have that K τ ;− = −AB. If we defineK τ ;− = −BA, an operator from L 2 (R + ) to L 2 (R + ), then det(I + K τ ;− ) = det(I +K τ ;− ). HereK τ ;− is an integral operator with kernel
+z(ξ+τ ) e −qzη dz = 1 √ 2π e 
Noting that 1 √ 2π(1 + q) e − (ξ−qη) 2 2 = e (1−q 2 )η 2 /4 e (1−q 2 )ξ 2 /4K (ξ, η),
whereK is defined in (31), and that Fredholm determinant is invariant under conjugation, we prove (30).
A Limiting distributions of x m (t) as m, t → ∞ and t/m → c
We first fix some notations following [4] . Let Ψ q (z) = ∂ ∂z log Γ q (z), where Γ q (z) = (1 − q) 1−z (q; q) ∞ (q z ; q) ∞ .
Then for θ > 0, let 
Furthermore, fix α ∈ (0, 1], we define g = g(q, θ) = Ψ ′ q (θ) (log q) 2 α q θ − Ψ q (log q α) log q − log(1 − q) log q ,
We note that as θ runs over (0, +∞), χ(q, θ) > 0, and κ(q, θ) decreases monotonically from +∞ to (1 − q) −1 . Recall that in (8) we introduced the notation P q-TASEP step (y n (t) ≥ x) to represent the distribution of the n-th particle in the q-TASEP with step initial condition. Here F GUE is the GUE Tracy-Widom distribution, F BBP,k,b is the BBP (Baik-Ben ArousPécheé) distribution with rank k, and G k is the distribution of the largest eigenvalues of a k × k GUE. Their precise formulas are given in [4, Definition 3] . The phase transition of the three distributions in [4] was studied first in the spiked Wishart ensemble in random matrix theory [3] .
Hence by relation (8), we have the corresponding results for the q-TAZRP with step initial condition. (1 − q)κn + (1 − q)α −1 cn 1/2 > n = G k (ξ). (160)
