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Modèles régionaux de courbes de débits classés de cours d'eau pérennes et intermittents et leur utilisation pour caler les paramètres d'un modèle pluie-débit 1 INTRODUCTION
Flow-duration curves (FDCs) represent the relationship between magnitude and frequency of streamflow, determining the percentage of a given time span that a specified flow is equalled or exceeded. FDCs are usually computed from daily flow records and may refer either to the annual time span or to a historical multi-year period of record. Alternatively, one can interpret an FDC as the complement of the cumulative distribution function of streamflows.
Flow-duration curves are a simple representation of the hydrological response of a river basin: their shape and slope express streamflow variability and are
262
Hydrological Sciences Journal -Journal des Sciences Hydrologiques, 59 (2) 2014 http://dx.doi. org/10.1080/02626667.2013.802093 functions of physical, climatological, morphological and land-use characteristics. The area under the curve represents the total runoff volume in the period of record. A wide range of uses are associated with FDCs: water availability studies, hydropower generation and reservoir operation, water quality assessment (Cole et al. 2003) , hydrological regional analysis (Mohamoud 2008) and, more recently, the indirect calibration of the parameters of rainfall-runoff models (Liu and Han 2010 , Pinheiro and Naghettini 2010 , Westenberg et al. 2011 , Prafulla et al. 2012 .
Flow-duration curves can be constructed by means of two distinct approaches. In the first, all data from the period of record are used and the curve is referred to as a long-term FDC. The probabilistic interpretation of an FDC is restricted to the period of record and its use is only recommended when this period is long enough to characterize the streamflow limiting distribution. Despite these limitations, FDCs can be used to fill missing data and also to generate synthetic flow series in ungauged basins through the use of a regional model (Hughes and Smakhtin 1996) .
In the second approach, construction of the curves is carried out for every year (calendar or hydrological) and the curves are termed annual AFDCs. The use of this approach has been increasing because it allows a conventional statistical treatment: inter-annual variability can be evaluated and recurrence intervals can be associated with the curves. Furthermore, one can construct a median AFDC, representative of a median hypothetical year, supposedly not affected by abnormally wet or dry periods.
Independent of the approach used, FDCs are constructed by ranking the daily streamflows and assigning an exceedence probability to each ranked flow. Several estimators can be used for this purpose (Vogel and Fenessey 1994) ; the most common is based on the Weibull plotting position, which expresses the exceedence probability as follows:
where i denotes the rank of a given flow and n is the total number of flow records. This study presents a method for identifying a regional model of FDCs sufficiently general to represent the hydrological regimes of perennial and intermittent rivers. The models are based on the extended Burr XII distribution, which is characterized by its greater flexibility of shape and its goodness of fit to empirical data. The regional models were applied to catchments located in the Brazilian states of Minas Gerais and Ceará, as shown in Fig. 1 , encompassing perennial, intermittent and ephemeral streams. In addition, the experience of using synthetic FDCs for the indirect calibration of parameters for the Rio Grande rainfall-runoff model in ungauged basins is summarized, thus enabling a wide range of hydrological analyses in both regions under study.
CONSTRUCTION OF FDCS USING THE TOTAL PROBABILITY THEOREM
The use of conventional techniques for the construction of FDCs in intermittent and ephemeral rivers is not possible due to zero flows. To solve this problem, Haan (1977 , in Crocker et al. 2003 suggested the use of the total probability theorem, according to which the probability of an event A, belonging to the sample space S consisting of K mutually and collectively exclusive events B i , with i ≤ K, is given by:
For streamflow, the sample space consists of zero and non-zero flows. Thus:
Considering the duration as the complement of the cumulative distribution function, one can express equation (4) as follows:
where p * (i) corresponds to non-zero flow durations and p(i) corresponds to all flow durations. Equation 
THE EXTENDED BURR XII DISTRIBUTION FUNCTION FOR MODELLING FDCs
Burr (1942) introduced a system of cumulative distribution functions, based on the following differential equation:
The solution of equation (6) is expressed as follows:
where g(x) is a function that makes F(x) vary between 0 and 1, while x varies between -∞ and +∞. Burr (1942) proposed a family of 12 particular solutions for equation (7), highlighting the so-called type XII, given by:
where c and K ≥ 1 are shape parameters of the distribution. Shao et al. (2004) proposed a reparameterization of the original form of the Burr XII distribution, aiming to achieve greater flexibility in fitting empirical data. They termed this new form of the distribution "the extended Burr XII distribution", although, according to Nadarajah and Kotz (2006) , this model can also be referred to as the generalized Weibull distribution. In this reparameterization, the cumulative distribution function F(x) is expressed as follows:
where α = 1/c, β = -K and λ = -b/β α . Shao et al. (2009) successfully applied the extended Burr XII to model FDCs in Australian catchments encompassing perennial, intermittent and ephemeral streams. However, we could not find regionalization works that used this distribution in our literature review. Thus, we describe a full application of the extended Burr XII distribution herein, both as a regional model for FDCs in perennial and intermittent rivers, and for the indirect calibration of the parameters describing a particular rainfall-runoff model, namely the Rio Grande model.
The FDC models derived from the extended Burr XII distribution can be expressed by:
where Q p denotes the streamflow associated with duration p; λ is the scale parameter; α and β are shape parameters; and τ represents the fraction of time during which non-zero flows occur in the river. Parameter τ is termed "cease-to-flow" by Shao et al. (2009) ; in perennial streams, τ = 1.
It is worth understanding how these parameters affect the FDC. The cease-to-flow parameter τ changes the right end-point of the FDC, while the scale parameter λ changes it proportionally. When β ≥ 1, an increase in α will make the FDC steeper, whereas, for β < 1, an increase in α will shift the high-flow section of the FDC upwards and the lowflow section downwards. An increase in β will make the FDC steeper, particularly for the largest discharges (Shao et al. 2009 ).
FDC REGIONAL MODELS AND PERFORMANCE ANALYSIS
The construction of FDCs followed a statistical approach, in which extended Burr XII parameters, estimated at each gauging station, are related to physical, climatological and morphological characteristics of basins by means of multiple linear regression. Hereafter, these regression models are termed complete regional models (CRMs). Following identification of the CRMs, performance and reliability analyses were carried out. In this regard, the "jack-knife" cross-validation procedure was used, as suggested by Castellarin et al. (2004) . In short, the cross-validation consists of the following steps:
1. A regional model is identified for the set of N streamgauges in the study region. 2. A given gauging station, denoted by s, is removed from the set. 3. A new regional model, termed a jack-knife model (JKM), is then built on the basis of the set of remaining N -1 streamgauges, using the same explanatory variables as obtained in Step 1. 4. The regional model identified in Step 3 is used to estimate the synthetic FDC for station s. 5. Steps 2-4 are repeated until all the stations have been removed from the set. 6. Finally, each of the N synthetic FDCs is compared with the observed FDC, using the following performance indices:
(a) the relative error ε s,j at station s, associated with duration j:
whereq s;j denotes the flow obtained from the regional models, corresponding to duration j, and q s,j denotes the flow as read in the observed FDC, corresponding to duration j; (b) the mean relative error " s at station s:
in which N D denotes the number of durations used in the computation of relative errors; (c) the standard deviation of relative errors σ ";s :
(d) the Nash-Sutcliffe efficiency coefficient:
where q s denotes the mean flow at station s. In addition to the above indices, the p descriptors were evaluated. These descriptors express the percentage of cases, with respect to N, for which E s > 0.75 (p 1 : good to fair fit), 0.50 < E s < 0.75 (p 2 : fair to poor fit) and E s < 0.50 (p 3 : poor fit).
THE RIO GRANDE RAINFALL-RUNOFF MODEL

Introduction
The Rio Grande model is a conceptual, semi-distributed rainfall-runoff model, which incorporates current solutions to the mathematical modelling of hydrological processes. It comprises a runoff production module, a flow concentration module and a flow routing module.
Runoff production module
This module is based on the concept of the Xinanjiang model, first described by Zhao et al. (1980) . The main characteristic of the Xinanjiang model derives from the concept that runoff occurs only when the nominal maximum soil moisture storage is reached. In other words, runoff is not produced until the soil moisture content of the aeration zone reaches field capacity.
Soil, like any porous medium, has the ability to retain a certain amount of water against the force of gravity. The maximum capacity of soil moisture storage is sometimes referred to as the field capacity. Water retained by capillary forces cannot become runoff and can only be depleted by soil evaporation or plant transpiration. According to Zhao (1980) , evapotranspiration is the main controlling factor of how soil moisture storage depletes over time.
A flow chart of the runoff production module is shown in Fig. 2 . All symbols inside the blocks are variables (inputs, outputs and internal variables), while those outside the blocks are parameters. It follows the main elements of the Xinanjiang model (Zhao et al. 1980) , incorporating some minor changes as adopted in the Rio Grande model formulation.
In Fig. 2 , the model input variables are the mean areal precipitation (P) and daily pan evaporation (EM), and the main output is the total discharge per unit area (CIN) (in mm km -2 d -1 ). The state variables are the mean spatial soil water (W), representing the water storage, and the mean spatial free water storage (S), representing the amount of water in the soil that is free to flow, where W has three components, WU, WL and WD, representing the water storage in the upper, lower and deep layers, respectively; FR is the runoff contributing area factor, which is related to W; RB is the runoff from the usually small portion of impermeable area; and R denotes the runoff yield of the permeable area, formed by surface (RS), interflow (RSS) and groundwater (RG) runoff components, each of which reaches the drainage system at different velocities. Therefore, the runoff components are transferred into QS, QI and QG, respectively, and together form the total inflow to the channel network of the sub-basin (CIN).
As mentioned above, the symbols outside the blocks in Fig. 2 denote parameters: K is the ratio of potential evapotranspiration to pan evaporation; WM and B describe the soil water distribution, where WM is the mean spatial soil water capacity, having components UM, LM and DM, and B is the exponent of the soil water capacity distribution curve; IM is the Fig. 2 Flow chart of the runoff production module of the Rio Grande model, which is similar to the Xinanjiang model described by Zhao et al. (1980) . impermeable area factor; SM and EX describe the distribution of free water capacity, where SM is the mean spatial free water storage capacity and EX is the exponent of the free water capacity curve; KG and KSS are the outflow coefficients of the free water storage to groundwater and interflow, respectively; and, finally, CG is the daily recession constant of the groundwater flow and CI is the recession constant of the interflow.
For more details on the meaning and typical values of these parameters, the reader is referred to Zhao et al. (1980) .
Flow concentration module
The total inflow to the channel network of the sub-basin (CIN) represents the flow generated in the basin per unit area. However, it has to be pointed out that the flow generated in different areas of the basin is concentrated at the main outlet with different time lags. In the Rio Grande model, this is dealt with by applying a transfer function based on Clark's synthetic unit hydrograph, as originally formulated by the Hydrological Engineering Center of the US Army Corps of Engineers (Hydrological Engineering Center 1981).
Flow routing module
The flow routing in the Rio Grande model is based on the diffusive wave model, as suggested by Cunge (Ponce 1989) , commonly referred to as the Muskingum-Cunge model. In the application described herein, the Rio Grande model was used in its lumped version and the flow routing module was not employed.
Indirect calibration using synthetic FDCs
In regionalization studies, it is usual for rainfall-runoff model parameters to be related to physical, climatological and morphological characteristics of the catchment. The drawbacks of this methodology are: the great number of parameters to be regionalized, the correlation between parameters, the difficulty of associating parameters with catchment characteristics and the existence of multiple sets of parameters providing reasonably satisfactory results (Vogel 2006) . Yu and Yang (2000) suggested a methodology for hydrological models calibration using synthetic FDCs. The main idea is to find a set of parameters able to synthetize the ranked flows, with no obligation to reproduce their serial structure (Pinheiro and Naghettini 2010) . This structure is retrieved indirectly, through the evolution of rainfall and evaporation over the simulation period. The main advantage of this method is that only the parameters of the distribution function that models the FDC are regionalized.
In this paper, indirect calibration methodology was used for a number of analyses involving the Rio Grande rainfall-runoff model. For perennial streams, a comparative evaluation of parameter calibration quality (Colischonn et al. 2007) , as mimicking the long-term FDC or the median AFDC as the main goal of calibration, was carried out. For intermittent and ephemeral streams, calibration was carried out only for FDCs (Pilgrim et al. 1988 , De Boer 1992 , Hughes 1995 . The main objective was to assess the ability of the Rio Grande model to reproduce the flow intermittence condition, since its original structure had not been designed for this particular purpose. The assessment of parameter calibration quality was performed using the following indices:
(a) The Nash-Sutcliffe efficiency criterion, E:
where i is time in days; N is the number of days of calibration, with the exception of the model warm-up period; Q obs,i represents the observed flow on day i; Q sim,i denotes the simulated flow on day i and Q obs is the mean observed flow; (b) the root mean square error, RMSE:
(c) the average absolute percent error, AAPE:
Finally, two other indices were used: the K index, which is the ratio between the flow volumes as calculated for the calibrated and observed hydrographs over the full period of calibration (except for the first-year warm-up period), and the squared correlation coefficient (R 2 ) between simulated and observed flows, which gives a summary of the concordance between simulated and observed flows, as well as the time coherence between them.
APPLICATION OF THE METHODOLOGY TO PERENNIAL STREAMS IN MINAS GERAIS
Identification of regional FDCs
The basins of the Pará and the Paraopeba rivers are right-bank tributaries of the Upper San Francisco River. Regional models were identified for FDCs and median AFDCs in these basins. These models will be used later in the calibration of the Rio Grande rainfall-runoff model. Ten stream gauging stations were selected for the identification of regional models, with a common period of 29 years of record. The stations and the main attributes of the sub-basins are presented in Table 1 . The suitability of the extended Burr XII probability distribution for representing the empirical FDCs and median AFDCs was graphically evaluated with the use of L-moment ratio diagrams (Castellarin et al. 2007) . Figure 3 shows this diagram for the data used in the construction of FDCs. From the threeparameter distributions fitted in this diagram, one can observe that the extended Burr XII is a plausible candidate for the purposes of modelling the empirical FDCs, although the Generalized Pareto distribution could also be used for that purpose. In this context, other flexible models, such as the four-parameter Kappa, the Wakeby and the generalized gamma distributions, could also be included, and eventually chosen, as good candidate models on the basis of a comparative goodness of fit. Similar results, not shown here, were obtained for median AFDCs.
The parameters of the extended Burr XII probability distribution were estimated by the method of L-moments (MML). The parameters were related to the catchment characteristics through multiple linear regression. Regression equations for each parameter Table 1 Streamflow gauging stations and physical, climatological and morphological characteristics of the basins in Minas Gerais (A: drainage area of basin, L: length of main stream in basin, H max : watershed maximum elevation, H min : watershed minimum elevation, k c : watershed compactness coefficient, k f : watershed shape coefficient, P: mean annual rainfall, C esc : runoff coefficient of the basin, given by the relationship between runoff volume and rainfall volume, DD: drainage density, S eq : equivalent slope). are shown in Table 2 (FDC) and Table 3 (AFDC), along with the values of the coefficient of determination, the adjusted coefficient of determination, the standard error and the F total statistic.
Performance analysis of regional models for FDCs
As mentioned previously, the performance analysis was based on the cross-validation procedure suggested by Castellarin et al. (2004) . Figure 4 shows scatter plots of the CRM parameters and JKMs of FDCs in comparison to the MML estimates. One can see that the scatter is not high, indicating that the loss of information resulting from the removal of one station does not significantly affect the performance of the JKMs. This result suggests the robustness of the proposed methodology. The performance indices for the set of 99 durations in the interval [1-99]% were calculated for the JKM models for FDCs; for all stations, E s > 0.75 (p 1 = 100%). In addition, the scatter of the errors as the catchment drainage area varies was evaluated (not shown here). No trends were observed, indicating that the regional models have no bias as far as scale is concerned.
Finally, the correspondence between the synthetic and observed FDCs at Jaguaruna gauging station (Fig. 5) shows the quality of the obtained results, as this had the worst performance among the 10 stations. Table 3 Regression equations for the parameters of the extended Burr XII distribution for median AFDCs (R 2 : coefficient of determination; R 2 adj : adjusted coefficient of determination). 
Regional models of flow-duration curves
As an illustration, performance indices were also computed for the CRM and MML models. The results for the FDCs are presented in Table 4 , showing excellent goodness-of-fit measures provided by the extended Burr XII distribution function, as indicated by the low values of mean relative error, ε s , and high Nash-Sutcliffe efficiency criterion, E. The performance of the JKMs is not significantly lower than that of the CRMs, which is clear evidence of the robustness and reliability of the proposed method.
As for the AFDCs, similar performance analyses were made. The results were slightly inferior to those achieved for the FDCs, with relatively poorer fits in the lower and upper tails. The results for the AFDC fits are summarized in Table 5 . Calibration was performed for the period from October 1992 to September 1998. In the calculation of performance indices, the first year, corresponding to the "warm-up" period of the Rio Grande model, was removed from the analysis. Tables 4 and 5 show the performance indices of hydrographs for calibrations with FDCs and median AFDCs, respectively. Tables 6 and 7 show that the calibration with median AFDCs performs better than that with FDCs. In the first case, the Rio Grande simulation was able to explain about 59.5% of the total variance of flows, whereas in the latter case the corresponding value was 48.2%. Also, for calibration with median AFDCs, the K index is closer to unity, showing the better reproduction of observed flow volumes. The AAPE and R 2 values were similar for both cases (Tables 6 and 7 ). Tables 6 and 7) indicate that the median AFDC fits the hydrograph peaks better. The same result was observed for all gauging stations in the study region.
APPLICATION OF THE METHODOLOGY TO INTERMITTENT AND EPHEMERAL STREAMS IN CEARÁ STATE
Identification of regional FDCs
The watersheds selected for this study, located in the state of Ceará in the semi-arid Northeast region of Brazil, are of the intermittent rivers Poti, Banabuiú, Jaguaribe, Acaraú and Salgado. Regional models were identified only for FDCs in these basins; these will be used later in the indirect calibration of the Rio Grande rainfallrunoff model. The data observation periods range from 13 to 62 years. Eight gauging stations were used to build the regional models. The stations and the main attributes of the sub-basins are given in Table 8 . The suitability of the extended Burr XII distribution for representing the empirical FDCs was evaluated graphically using L-moment ratio diagrams (not shown here). The shape and scale parameters of the extended Burr XII distribution function were estimated by the MML. The parameter τ is the percentage of time in which there is non-zero flow in the river. All four distribution parameters were related to physical, climatological and morphological characteristics of the catchments through multiple linear regression, and the regression equations for each parameter are presented in Table 9 .
7.2 Performance analysis of the regional models for FDCs Figure 7 depicts scatter plots of the parameter estimates by the CRM and the JKM vs the MML estimates. The scatter is not great for any of the parameters; however, for some values of τ, scatter is significant. For example, for station 36290000, the, observed τ is 0.972 while the predicted value is 0.683. Due to the poor estimates found for parameter τ, the performance of the methodology was not as good as for the watersheds in the state of Minas Gerais (perennial rivers). For three gauging stations, the E s index was smaller than 0.50. In addition, the relative errors are extremely high in the low-flow portion of the FDCs, which parameter τ affects most.
Due to the sensitivity of flow estimates, performance indices were also calculated for the observed values of parameter τ, keeping the jack-knife estimates of the other parameters. A significant reduction in the values of the relative errors was observed. Furthermore, only one station presented E s in the Table 8 Streamflow gauging stations and physical, climatological and morphological characteristics of the basins in Ceará (A: drainage area of basin, L: length of the main stream in basin, CTD: total length of drainage in basin, P: mean annual rainfall, C esc : runoff coefficient of the basin, C ris : watershed percent area located on fractured rock aquifer). intermediate range, which shows, on the one hand, the robustness of the regional models for this situation, and on the other hand, the need for more reliable estimates for τ. Figure 8 shows the comparison of synthetic and observed FDCs for estimated and observed values of parameter τ at the gauging station of Sítio da Lapinha (36210000).
Station code
The variation of the errors with catchment drainage area was also evaluated, but no trends were observed. However, the errors associated with the estimated values of τ were much larger than those associated with observed τ. As an illustration, performance indices were calculated for CRM and MML models, taking into account the estimated and observed values of parameter τ (Table 10) .
Analysis of Table 10 shows that mean relative errors for the Ceará watersheds are larger than those for the Minas Gerais watersheds. This fact is largely attributed to the difficulty of modelling the low flow portions of FDCs for intermittent and ephemeral streams. The influence of parameter τ in the performance of CRMs and JKMs is evident. We conclude that the robustness of the methodology is directly related to good estimates of parameter τ. When observed τ values are employed, the performance results are satisfactory and comparable to those obtained for perennial streams, thus showing the reliability and robustness of the method under this condition.
Calibration of Rio Grande rainfall-runoff model using FDCs modelled with the extended Burr XII distribution function
Calibration of the Rio Grande model parameters for the Ceará watersheds aimed to assess the model's ability to reproduce the stream intermittence condition in this semi-arid region. In order to accomplish this without drastically changing the model structure, the soil water reservoirs of the Rio Grande model, as described by the variation bounds for parameters W, WU, WL and WD (see Section 5.1), were made larger so that more capillary water would be lost by evapotranspiration, thus reducing the water available for sub-surface flow and baseflow. Fig. 7 Scatter plots of CRM and JKM parameters vs MML estimates.
Regional models of flow-duration curves
Analogous to the previous application, the main input data to the model are: drainage area and dominant shape of the catchment (circular, rectangular or ellipsoidal); daily rainfall and evaporation; and attributes of the objective function, such as the durations to be evaluated and the number of iterations. The main information used for calibrating the model is the JKM parameters for FDCs.
Distinct calibration periods were used for the Ceará watersheds due to the different periods used in the construction of the FDCs. Table 11 shows the performance indices for the hydrographs simulated through calibration with FDCs, excluding the first "warm-up" year of simulation. The values of R 2 in Table 11 show that the agreement between simulated and observed flows is less than that calculated for the Minas Gerais watersheds. However, visual analysis of the hydrographs showed that temporal coherence was respected in most cases.
The relatively poorer indices for hydrograph simulation were due largely to the inability of the Rio Grande model to reproduce adequately the observed peak flows, which was noticed in all simulations for the Ceará watersheds, where K index values were always less than 1. This inability to adequately reproduce peak flows is attributed to the changes made in the model structure. In fact, the need to adapt the model structure to accommodate intermittent and ephemeral streams might have caused a considerable loss of water that would eventually sum up to the total runoff.
Further analyses from the observed values of the Nash-Sutcliffe efficiency criterion (E s ) do not seem appropriate, since this index gives relatively greater weight to peak flows. Although the E s values pointed to good quality of calibration, visual analysis showed that the results were clearly not satisfactory, as exemplified by Fig. 9 , which depicts the simulated and observed hydrographs for Fazenda Boa Esperança station (34750000).
DISCUSSION AND CONCLUSIONS
The main objective of this paper was to develop a methodology for regionalization of FDCs that is equally applicable to perennial, intermittent and ephemeral streams. For application of the methodology, the extended Burr XII distribution function was used. This distribution proved to be very flexible, satisfactorily reproducing the extremes of FDCs, although it showed a tendency to underestimate streamflow, especially in the low-flow portions of the duration curves.
Regional models identified for the perennial streams in Minas Gerais State showed satisfactory results. Even with the loss of information resulting from the removal of one station in the cross-validation procedure, the JKMs were able to reproduce with reasonable accuracy the empirical FDCs at all stations.
However, for the intermittent streams in Ceará State the results were not too good. The influence of parameter τ on the simulated flows is very strong, and there is a very large increase in the errors calculated when modelled rather than observed values of τ are used. The cross-validation procedure showed that the methodology is not robust or reliable when τ estimates are employed to calculate the FDCs. However, when the performance indices were recalculated taking into account the observed values of the τ parameter, a significant reduction in errors was observed, giving an overall performance close to that observed in the perennial watersheds in Minas Gerais state. This highlights the need to improve the regional procedures for estimating τ. In this regard, we suggest including other hydrogeological 
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Veber Costa et al. variables, more representative or more closely associated with the variation of τ, in the regression equations in order to explain more precisely the streamflow regime in these watersheds. Furthermore, the use of alternative techniques of regression, such as GLS (generalized least squares) or polynomial, can bring significant improvements to the estimates of the "cease-to-flow" parameter.
In addition to the regional models, the FDCs modelled with the extended Burr XII distribution function were used for indirect calibration of the Rio Grande rainfall-runoff model.
For the perennial streams in Minas Gerais State, a comparative assessment of the quality of calibration with FDCs and median ADFCs was performed; calibration with median AFDCs showed better performance. It was also found that simulated hydrographs resulting from calibration with FDCs reproduced the flow recession periods more adequately, while the hydrographs derived from calibration with median AFDCs reproduced the flow peaks more adequately. However, these are preliminary results and we recommend further investigation to achieve more definitive conclusions. New methods for uncertainty analysis, such as those proposed by Serinaldi (2011) , can be used to this end.
For the intermittent streams in the State of Ceará, the Rio Grande model structure had to be adapted in order to simulate the no-flow condition. This adaptation, based on the greater withdrawal of water from sub-surface flow and baseflow, allowed the simulation of very low flow values. However, under this model structure, peak flows were not adequately reproduced and simulated runoff volumes were always less than the observed ones. 
