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Starting with the work of Santiago Ramón y Cajal, neuronal cells in the
brain were recognized as independent units which communicate via the con-
tact of axons to dendrites and the body of nerve cells, and create neuronal
circuits through branching of their fibers (Ramon y Cajal, 1899), English
translation Ramon y Cajal (1995).
Simultaneously to Cajal’s morphological findings, a larger group of sci-
entists discovered the existence of action potentials (impulses, spikes) trav-
eling through nerve fibers. Since these impulses are similar in duration and
shape, this naturally lead to the binary all-or-none concept. As part of what
would be later called the neuronal doctrine, Cajal proposed unidirectional
transmission of nerve impulses from dendrites through soma to axon and
called it the law of dynamic polarization.
In the same way as Cajal postulated the neuron as a basic anatomical
unit, McCulloch and Pitts postulated the neuron as a basic unit of infor-
mation processing and used the all-or-none concept for modeling nervous
activity on the basis of logical calculus. In their seminal work a formal model
of the neuron was formulated and it was even indicated that a network of
such formal neurons is Turing-complete (McCulloch and Pitts, 1943).
With experimental research developing, such level of formal description
of information processing in a neuron was no more adequate. No later
than in 1959 it was observed that many electrical events on the membrane
are of a continuous nature and that there exists some background sponta-
neous activity (Bullock, 1959). The following decades added new findings,
which were either beyond neuronal doctrine or even contradicting it and the
whole picture became more complicated (Bullock et al., 2005). Similarly the
question where and on which scale (or level of description) information pro-
cessing takes place became problematic. For example glia cells were found
to communicate with each other via transmitters and gap junctions (Fields
and Stevens-Graham, 2002), chemical synapses between glia cells and neu-
rons were found as well (Bergles et al., 2000). Thus, it is possible that there
is parallel information processing going on at slower time scales.
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1.1 Level of description
Another ambiguity stems from the choice of the proper level of descrip-
tion. We can distinguish the level of large neural networks, simple circuits,
individual neurons, the sub-cellular level, membranes and the underlying
biochemistry. Traditionally the community around artificial neuronal net-
works does not use a detailed description of neurons and is satisfied with ab-
stract models not much different from the original McCulloch-Pitts neuron.
This abstraction would be hardly acceptable for the community studying
the features of single neurons and their membrane for its drastic simplifica-
tion since it would be impossible to mimic many of the effects observed in
physiological experiments. However, it does not automatically follow that
a more detailed description opens up a better understanding of the system
as a whole.
One such example is Hopfield’s work on the neural network for content-
addressable memory (Hopfield, 1982). According to the critics of this paper,
the neurons should have continuous input-output relations, moreover real
neurons and circuits have integration time delays due to the capacitance
of the neuronal membrane. Therefore, the time evolution of the state of
such systems should be represented by a continuous time representation.
In his response Hopfield showed that the important properties of the orig-
inal model remain intact when these two simplifications of the model are
eliminated (Hopfield, 1984).
On the other hand, a more detailed model can completely change the
way how information processing is implemented. For example in order to
compute a certain formula from logical calculus, the classical McCulloch-
Pitts approach needs to assemble a circuit from neurons in a similar fashion
as when logical gates are assembled in modern digital computers. However,
when we stop to look at a neuron as a simple one-point integrator of in-
coming signal and make a detailed model of a branching dendritic tree, we
get a very different picture of possible computations within a single neuron
only. Decomposing the dendritic tree of the neuron into subunits (Koch
et al., 1982) shows that the combination of a specific branching topology,
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and the precise timing of excitatory and inhibitory inputs implements the
approximation of logical gates (AND NOT, OR, AND) and even multiplica-
tive arithmetical operations. Since all logical operations can be defined via
AND and AND NOT gates, any logical operation can be synthesized by
local circuits consisting of synapses between the dendrites of two or more
neurons (Koch et al., 1983).
However, the discussion about the level of detail and precision in the
modeling of information flow inside the nervous system does not necessarily
end at the level of membrane biophysics. In a series of papers Hjelmfelt
showed that even enzymatic reactions inside cells can be interpreted as
information processing and he also showed that it is possible to construct
a universal Turing machine based on such reactions (Hjelmfelt et al., 1991;
Hjelmfelt and Ross, 1992, 1993).
While the advantages of a more detailed description are clear, there is
also a price to be paid. Firstly, more details of the model usually require
more parameters and it is often hard or even impossible to obtain such
parameters from experimental setup. Secondly, a more detailed description
might be intractable from a mathematical point of view, and no deeper
insight about the dynamics of the system can be obtained. Thirdly, when
we are interested in dynamics of large scale networks, the simulation of
detailed models can be very demanding on the computational power.
To sum up, there is no “proper” level of description unless we take into
account the aim and context of the study. In the rest of the text we will
have a look at the class of simplified models of the neuronal membrane.
Then we will inquire into possible encoding schemes of the action potential
sequences (“spike-trains”) generated by the neurons (or by their models
respectively). Finally we will focus on the problem of spatial hearing and
the different neuronal coding mechanisms used to explain animal sensitivity
of sound localization.
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2 Integrate and Fire neuronal model
2.1 Types of Integrate and fire model
Three basic types of models of a single neuron can be distinguished - digital
(all-or-none) and continuous, which can be subsequently modeled either
as a single point in a space or with more unit compartments simulating
morphology of the real neuron and its branching structure (Segev, 1992).
We shall focus on the single-point continuous models only.
Generally, the family of continuous models is described by an electrical
circuit representing the iso-potential patch of a membrane. The simplified
model of a neuron membrane as an electrical circuit consisting of capaci-
tor with leak was first proposed by Lapicque (1907), translation and review
Lapicque (2007); Brunel and van Rossum (2007). It was, however, before the
mechanisms of the action potential firing were understood and the first for-
mulations of the whole leaky-integrate-and-fire (LIF) model appeared later
(Stein, 1965; Knight, 1972).
The most simple version of the model circuit consists of capacitor C only
(representing lipid layers of the membrane) and is called perfect integrator




= I(t) , (1)
where I(t) represents the current from synaptic input at time t (or intra-
cellular electrode). The spiking mechanism is missing in this model and it
is usually described just as a complete reset after certain voltage threshold
S is reached; switch through which the accumulated voltage is discharged
would implement such behaviour inside electrical circuit.
If the neuronal membrane consists only of a twofold lipid layer, the
voltage would increase no matter how slowly the incoming current arrives
since the membrane functions as a perfect insulator. In biological reality
the membrane contains also proteins which form specific channels through
which various ions can flow and leak the charge. In such case the voltage
on the membrane does not integrate as above and additional resistor R
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implementing this leakage is added in parallel to capacitor in the electric
circuit thus forming leaky-integrate-and-fire (or forgetful) model. The cur-







= I(t) . (2)
Again, the voltage is integrated in subthreshold regimen (see section 2.2)
and once threshold S is reached, voltage is reset to its initial value and
integration starts anew.
Specific integrate-and-fire (IF) models which employ spike generation
as integral and emergent part of the model have been proposed, for exam-
ple by Fitzhugh (1961) who suggested simplification of the Hodgkin-Huxley
model (see below) and Nagumo et al. (1962) who formulated a correspond-
ing electronic circuit. The system is described by two coupled differential
equations and its advantage compared to the Hodgkin-Huxley model is that
the mathematical properties can be understood quantitatively.
Because of the random nature of incoming synaptic signal, a stochastic
version of integrate-and-fire model has been developed. Initial work was
done by Gerstein and Mandelbrot (1964) who used random walk to mimic
excitatory and inhibitory input pulses. The random walk counterpart of
the leaky model has been formulated by Stein (1965, 1967). Subsequently,
a continuous model can be obtained as a limit case thus obtaining Ornstein-
Uhlenbeck model (Uhlenbeck and Ornstein, 1930; Ricciardi and Sacerdote,






− Cσξ(t) = I(t) , (3)
where ξ represents white noise from the synaptic input and σ its variability.
A plethora of integrate-and-fire model variants can be found in a recent
review of Burkitt (2006a,b).
As a side note we shall remember that apart from the phenomenological
models above, more biologically plausible models exist including a channel
based biophysical description. Outstanding among there is the description
11
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by Hodgkin-Huxley who formulated their model after a long series of exper-
iments on the giant squid axon (Hodgkin and Huxley, 1952). Total mem-





+ INa(t) + IK(t) + Ileak(t) = I(t) , (4)
where the sodium INa and potassium IK ionic currents are determined by
the driving potential via Ohm’s law. For a full description of the equations
left and its parameters see Hodgkin and Huxley (1952). While being closer
to the physiological reality, the Hodkgin-Huxley model cannot be analyzed
analytically, has lots of parameters and its simulations require high compu-
tational resources. On the other hand, simplified IF models are both easier
to analyze and simulate, fewer parameters are needed to be estimated from
the data.
2.2 The parameters of LIF
Because IF models have been widely employed in neuronal modeling, there
is always question whether these models are sophisticated enough to mimic
the behaviour of biological neurons (Feng, 2001). Despite of wide usage of
IF models in the theoretical literature there has never been an attempt to
check IF models accuracy and assumption against intracellular recordings of
the membrane voltage (the traditional attempts were more focused on the
interspike intervals (ISI) statistics obtained from extracellular recordings).
In a couple of papers we compared in-vivo intracellular neuronal recordings
and stochastic variant of LIF model (3)
dV (t)
dt
= −β(V (t)− x0) + µ+ σξ(t), V (0) = x0 (5)
with few modifications, namely we assume that input µ is constant in time
and the process starts at the resting level x0. The (constant) parameters
C,R form the so-called membrane time constant τ = RC, which we use
here inversely as β = 1
RC
to conform with notation used later in our work
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Figure 1: Three basic regimes of neuronal firing. From top to bottom
we successively see the schematic evolution of a membrane potential in
the suprathreshold/threshold/subthreshold regimen. Spike generation upon
reaching the threshold S (thick solid line) is not considered. Thin dotted
lines converge to asymptotic mean depolarization. We can see that in case
of subthreshold regimen additional noise is the only way how the membrane
potential can reach the threshold.
and let the reader directly delve into it. As in other LIF models spike is not
intrinsic part of description and membrane potential is reset to x0 whenever
V (t) reaches the threshold S.
Parameters of such model are traditionally divided into those, which
depend on membrane properties (β – inverse of the membrane time constant,
S – threshold, x0 – resting level) and those, which depend on the input signal
(µ – mean signal, σ – signal variability).
The asymptotic mean depolarization derived from (5) as E(V (∞)) =
x0 + µ/β determines three regimes of neuronal firing (see Fig. 1):
• the subthreshold regimen (µ/β  S − x0) with Poissonian firing. As
the asymptotic mean depolarization does not reach the threshold the
firing depends on the noise and without it the neuron would remain
silent.
13
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• the threshold regimen (µ/β ≈ S − x0), where the distribution of ISIs
is positively skewed and resembles for example Gamma distribution.
• the suprathreshold regimen (µ/β  S−x0), where the firing is almost
regular and ISI histogram resembles normal distribution. The noise
plays a limited role in this range of parameters.
Initially, in Lansky et al. (2006), we obtained parameters and compared
different estimation methods for the spontaneous part1 of the recordings
and checked basic assumptions of the model. We found, that in general the
data are consistent with the model. The spontaneous part is in subthreshold
noise-driven regimen and ISIs are exponentially distributed, which suggests
they are generated in accordance with Poisson process. There were, how-
ever, also inconsistencies with the model. The model assumes that spectra of
the input signal should be flat, while we found characteristic hump around
the frequency of 2200 Hz in data, which was subsequently eliminated by
filtering. Next, the subthreshold regime requires the asymptotic depolar-
ization far below the threshold. In our case the asymptotic threshold is
below the threshold, but it is less than two-standard-deviations envelope.
The model also assumes a fixed value of the reset depolarization x0, which
did not hold, the effect of this discrepancy for the model performance is
negligible, however.
In the second analysis (Lansky et al., 2010), we compared activity and
estimated parameters for spontaneous and stimulated part of the recordings
and discussed their firing regimes. The simulation based on the estimated
parameters fits well with the course of the membrane depolarization (see
Fig. 2). The parameters dependent on the input signal µ and σ were larger
than in spontaneous part and the overall firing regimen is suprathreshold as
expected. Despite the assumptions that x0 is not dependent on input signal
our data shows that its value is actually influenced by the stimulation.
To summarize, external stimulation affects input parameters and thus
1The recordings contained spontaneous activity of the neurons in auditory pathway
and stimulated activity triggered by acoustic signal.
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Figure 2: The accuracy of the model simulation compared with the recorded
data. The simulation of the model (5) used parameters estimated from the
data. The middle line shows the mean difference of the membrane potential
between simulations and experimental recordings, while the surrounding
lines are 2 standard-deviations envelope. In ideal case we would obtain flat
line at 0. Left panel is comparison of the spontaneous part of the record,
right panel shows comparison of (acoustically) stimulated part of the record.
Different time axis is due to the fact that stimulation brings the neuron to
the suprathreshold regime where interspike intervals are much shorter.
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time evolution of membrane voltage in (5) and it has direct consequence
on the ISI statistics, since the stimulated intervals will be generally much
shorter.
The currently dominating opinion is that for neural coding is important
just occurrence of the spike (in time), neither its shape nor the membrane
evolution between spikes. From this point of view, the evolution details of
the membrane potential are not important, what matters is the time when
the potential reaches the threshold for firing and the question is whether
such simplified models can reliably predict occurrence of spiking times. The
ability to predict spiking behaviour has been shown for particular types of
neurons in this class of models (Kistler et al., 1997; Keat et al., 2001; Jolivet
et al., 2006; Kobayashi et al., 2009). It needs to be emphasized that in
order to strengthen the predictive power of spiking models, the dynamics of
threshold was included in the IF description, see (Jolivet et al., 2008a,b).
3 Neural code
3.1 Types of neural code
Let us now abstract from the underlying spiking mechanisms and focus only
on the resulting sequence of spikes. Such spike train is often considered
as a code through which information is conveyed across the neural system.
Beginning with the pioneering work of Lord Adrian who showed the relation
between the frequency of spikes of frog muscle receptors and the stretching
the muscle with different weights (Adrian and Zotterman, 1926), the idea
of firing rate code became the textbook model of neural coding.
This idea suggests that there is continuous function f(t) according to




determines the number of spikes expected to occur in the interval [t, t+ t0].
In case ∆t is sufficiently small so that p ≤ 1 we can interpret p as a prob-
ability that the spike occurs in [t, t + t0] . Of course such rate function is
not directly visible and we experimentally observe only realization of spikes
sampled from f . The conventional way of estimating such background rate
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function is recording multiple trials with identical stimuli and average the
rate over all recorded trials into post-stimulus time histogram (PSTH, Ger-
stein and Kiang (1960)). Another approach which has the advantage of
creating smooth function even for single recorded trial is kernel smoothing
(Nawrot et al., 1999).2 In this method the spike train is convolved with
kernel of a particular shape (usually gaussian one) and (band)width. Com-
mon problem of both PSTH and kernel based method is ad-hoc choice of
the histogram bin-size/kernel bandwidth which results in different firing
rate estimates. In series of papers Shimazaki and Shinomoto (2007, 2010)
suggested method for determining optimal width, based on the assumption
that the underlying spike generation process is Poissonian. We employed
the kernel optimization method for the analysis of experimental recordings
of olfactory neurons and found it computationally demanding. In order
to speed up the bandwidth determination we analyzed the algorithm and
transformed it into the parallel one which thanks to its speed-up in the
supercomputer environment allowed online interactive work with the data.
The details are covered in Šanda (2010), the analysis of the data was not
yet published.
The relationship between the mean firing rate and stimulus intensity
has been established (Fuortes, 1958; Matthews, 1964; Grüsser et al., 1968),
more recent examples of firing rate codes are from the monkey visual cor-
tex neurons, where the spike count correlates with motion discrimination
performance (Britten et al., 1992; Celebrini and Newsome, 1994) or stim-
ulus identity (Desimone et al., 1984). For some time it was assumed that
such code captures all relevant information because the firing-rate coding
scheme was robust against unreliability and noise observed in neuronal ac-
tivity. Later decades brought experimental findings which showed that what
was often considered as erratic behaviour (McCulloch, 1959) was rather mis-
understanding of the code transmitted (Barlow, 1972) and neurons can be
thought as a reliable unit of transmission – as an outstanding example Sakitt
2There is a group of methods employing Bayesian inference for the firing rate estima-
tion which we will not pursue here. For recent review and comparison of various methods
see Cunningham et al. (2009).
17
3 NEURAL CODE
(1972) showed that even single spike in certain critical sensory neuron can
lead to conscious experience.
In an influential workshop report by Perkel and Bullock (1968) it was
concluded that one should not expect universal coding principle indepen-
dent of the context and an extensive list of possible neuronal codes was
given. Experimental evidence of codes which depend on precise timing
of individual spikes started to appear at that time (Segundo et al., 1963;
Chung et al., 1970; Richmond et al., 1987). Moreover, it was shown that
spiking mechanism can be very reliable (Bryant and Segundo, 1976; Mainen
and Sejnowski, 1995). Subsequently the term temporal coding was coined
for the situation when precise timing of spikes matters, however, a precise
definition is missing and the term may be used to refer to different concepts.
One important concept is that of synchronous firing across neurons at
the same time leading to the coherent firing of spatially distributed neu-
rons (Bialek et al., 1991), possibly connected to oscillations (Eckhorn et al.,
1988; Gray et al., 1989). Although a vast body of work focuses on the visual
system, this type of coding has been found both in auditory (deCharms and
Merzenich, 1996) and in olfactory systems (Wehr and Laurent, 1996; Lau-
rent et al., 1996; Perez-Orive et al., 2002). Compared to rate coding where
fundamental operation would be the temporal integration, basic operation
for this type of code would be coincidence detection for spikes coming from
different inputs. Such summation based on the activity of synchronized in-
puts would be more effective than code based on the firing rate (Singer and
Gray, 1995).
Another concept of temporal coding is represented by the notion that
specific time intervals between spikes may code some information, proposed
as early as in Lorente de Nó (1939), experimentally confirmed in Strehler
and Lestienne (1986); similar coding via temporal patterns has been found
as well (Eskandar et al., 1992). Yet another specific type of this code can
be based on the first spikes and its latencies (VanRullen and Thorpe, 2002).
There is also recent evidence of the so called sparse coding. It refers to
the idea that sensory information can be encoded by only a small number of
neurons within population or sparse activity of a single neuron (Olshausen
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and Field, 2004). One notable example is from the primary auditory cortex
where DeWeese et al. (2003) showed that a neuron can produce a single
spike in a response to sound stimuli with very high reliability. Except ex-
perimental evidence in other sensory systems (Vinje and Gallant, 2000;
Perez-Orive et al., 2002), there is also a body of theoretical work showing
that sparse coding increases the capacity of associative memories, makes the
representation of signal easier to transmit and is efficient in terms of energy
consumption (Levy and Baxter, 1996). The relation between dense spatial-
temporal code and sparse code has been discussed in Theunissen (2003),
from another point of view (Földiák and Young, 1995) sparse coding can be
seen as a compromise between global activity of a whole neuron population
and single grandmother-like cell (Gross, 2002).
Another type of coding given by topographic position of a neuron is not
characterized by the type of neural firing activity but by the spatial position
of the active neuron in the brain tissue alone. An example of such “code” is
the mapping human anatomy in motor cortex (Penfield and Boldrey, 1937;
Nakamura et al., 1998) or representation of sound source spatial azimuth
in nucleus laminaris in birds (Carr and Konishi, 1988).
From the point of view of the whole network more codes can be used
simultaneously (Huxter et al., 2003) and even single spike train can encode
multiple features, for example Keat et al. (2001) shows how three differ-
ent features – what, when, how much, are assembled into waveform shape,
precise latency and firing rate of action potentials. Another example is our
proposal of a neural circuit computing sound azimuth in mammals (Sanda
and Marsalek, 2012) which uses a combination of topographic code (auditory
nerve fibers are sensitive to narrow range of frequencies), time coding (co-
incidence detection of appropriate spikes from ipsi- and contra-later fibers)
and rate code (capturing the final azimuth), details are depicted in section
3.3.1.
After introducing basic types of neural code we will focus on a particular





In order to determine the direction of a sound source the neural circuit
needs to compute azimuth and elevation of the sound source given then
input signal. The important auditory cues are interaural time differences
(ITD3), interaural intensity differences (IID) and spectral content of the sig-
nal. While the visual information can severely modulate auditory responses
and is important in the development and calibration of the (auditory) space
representations, the neural circuit in auditory pathway responsible for spa-
tial hearing is capable of highly accurate localization predictions based on
the auditory cues only (King, 2009). Thus we will focus on the compu-
tational processing of auditory cues occurring in initial parts of auditory
pathway.
Historically two mechanisms of localization in the horizontal plane were
proposed by Békésy (von Békésy, 1930; van Bergeijk, 1962) and Jeffress
(1948). Von Békésy model assumes neurons in unspecified brain nucleus
on which fibers from left and right ear converge. The first arriving signal
from left/right (L/R) defines tuning of the neuron (channel) to be L or
R respectively. L/R signals traveling through the nucleus tune the whole
population of the neurons and higher centers integrate the number of L/R-
tuned neurons. In parallel more intensive stimuli from one side is able to
excite larger population of neurons tuned to that side. The final azimuth is
determined by the ratio of L/R tuned neurons.
Later and more widespread concept of delay lines (Jeffress, 1948) as-
sumes array of neurons each acting as a coincidence detector for the signal
from left and right side. The axonal fibers have systematically different
lengths so that additional time needed for the action potential to traverse
fiber from one side exactly compensates ITD. Thus each neuron is tuned to
narrow sector of the azimuthal space and the array of such neurons create
a whole topographical map of the azimuthal space (see Fig. 3).
The research on barn owls (Carr and Konishi, 1990) (and similarly later
3Sound arrives at different times on the left and right ear. This difference defines ITD
and is dependent on the sound source position and the head size.
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in chicken (Overholt et al., 1992; Köppl and Carr, 2008) and emu (MacLeod
et al., 2006)) convincingly showed that Jeffress delay lines are employed in
birds and although it is known that binaural hearing evolved independently
in different species (birds, reptiles and mammals in particular) the Jeffress
model became textbook model for binaural hearing. Last decade, however,
brought controversy over the mechanism of binaural hearing in mammals.
3.3 Neural code for spatial hearing of mammals
Experimenting and theorizing about the mechanism of (human) spatial
hearing dates back to the psychoacoustic works of Thompson (1882) and
Rayleigh (1907) who formalized the duplex theory. In this theory low fre-
quency sounds are localized by ITD while high frequency sounds by IID. In
general contours this distinction holds even nowadays, anatomical and phys-
iological findings confirmed this distinction on physiological and anatomical
level (Yin, 2002; Tollin, 2003). Additionally, research showed that spectral
cue is actively used for sound source elevation (Davis et al., 2003; Oertel
and Young, 2004). There seems to be agreement on the general mechanism
of IID processing (roughly speaking subtraction of excitatory signal from
ipsilateral side and inhibitory signal from contralateral side (Covey et al.,
1991)). The mechanisms of ITD processing particularly in low frequencies
is a matter of discussions and poses open problem upon which will we focus
from now on.
3.3.1 Low frequency ITD cues and modeling
While the anatomical evidence for delay lines in birds is solid, there is a
weak anatomical evidence for delay lines in mammals. Moreover there are
contradictions in physiological recordings on small mammals, which show
rather broadly tuned neurons (channels) and bring back the attention to
the Békésy concept (McAlpine et al., 2001; McAlpine and Grothe, 2003).4
4Another distinct concept of cochlear traveling wave was proposed to account for the
existing experimental data, but we would not pursue any details here (Joris et al., 2006).
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Figure 3: Different concepts explaining ITD sensitivity in spatial hearing.
The place code proposed by Jeffress consists of topographical ordered set
of neurons (top-right). Each neuron functions as coincidence detector and
receives ipsi- and contralateral axonal input. As we move along the array of
neurons the axonal delay from ipsilateral side gets longer and vice-versa for
the contralateral side. Because the neurons work as coincidence detectors
the difference in axonal length must exactly counter-balance ITD delay. In
consequence each ITD value activates (ideally) single neuron. On top-left
we can see the profile of neuronal firing (ITD tuning-curves) — for two dis-
tinct ITD values A1, A2 two different neurons maximally fire at short range
around A1/A2 respectively. On contrary the concept of rate code suggests
that neurons do have approximately similar broad response curves (bottom-
left) and thanks to specific excitation/inhibition mechanism (bottom-right,
we show mammalian anatomical wiring at MSO neuron) the firing response
of binaural neuron gradually changes as we move along different ITD values.
The difference between two azimuths A1, A2 is represented by the different
firing rates of the neuron. Because critical encoding is employed in the slope
part of the tuning curve (in our scheme the part between the A1 and A2) it
is sometimes called also slope-encoding.
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In series of experiments the key role of synaptic inhibition on the first
binaural neuron in MSO was elucidated (Brand et al., 2002; Grothe, 2003;
Pecka et al., 2008). The key finding is that synaptic inhibition on the
critical neuron shifts maximum of the broad ITD curve out of physiological
range relevant for the animal. It was suggested that azimuth is in this case
encoded in the slope part within physiological range of the ITD curve (see
Fig. 3) by the firing rate of binaural neuron. Marsalek and Lansky (2005)
took this concept and proposed stochastic model for the spike interaction
in this first binaural neuron.
We continued in this direction and simulated such stochastic circuit in
(Sanda and Marsalek, 2012). Our aim was twofold. First, to build circuit
representing the whole auditory pathway up to the first binaural neuron,
endow it with small number of parameters and then explore the parameter
space in order to understand the circuit dynamics. Second, to compare
the performance of such neuron with known results in psychophysics by
employing the concept of ideal observer located at the final stages of the
circuit — such observer measures time consumed by the circuit until reliable
azimuth estimate is reached.
There are currently two areas of spatial hearing research which usu-
ally do not coincide much. Either electro-physiological recording of critical
(MSO) neurons on small rodents which provides knowledge about the shape
of ITD tuning curves and let us theorize about the neural code used. Or
psychophysical experiments on human subjects, which provide us informa-
tion about spatial accuracy and measurements about minimal time needed
for solid azimuth estimate. Providing electro-physiological recording from
human subjects or psychological estimates of sound location from small ro-
dents is difficult task from obvious reasons. Our model connects these two
separated fields of research.
The first part of the model we proposed can be seen as formalization
of available anatomical and physiological data, while the second “observer”
part directly connects its result with psychophysics.
As a short summary the model is able to reproduce the shape and po-
sition of ITD tuning curves known from experiments as well as inhibition
23
4 CONCLUSIONS
related results causing tuning curve shift. We identified the main parame-
ter responsible for this shift as coincidence window width. Next, we found
that certain amount of jitter actually improves efficiency of the circuit and
explored more thoroughly impact of jitter on time efficiency of the circuit in
Šanda (2011). Thanks to the observer module and data from psychophysics
we estimated value of minimal number of parallel circuits needed to repro-
duce psychoacoustic experiments.
The actual number of parallel fibers and their convergence on criti-
cal neurons is not exactly known and technical difficulties of physiological
recordings in MSO neurons do not provide sufficient experimental data to
decide the underlying mechanism even after decades of research. Mathe-
matical modeling can thus elucidate restrictions of suggested mechanisms
which can be checked by additional experiments.
4 Conclusions
It is widely believed that information processing in and between neurons is
mediated by action potentials (spikes) traveling along the neuronal mem-
brane. This process can be described at different levels — starting from
detailed biochemical models of membrane, continuing to its phenomeno-
logical models (integrate-and-fire models being the typical example) and
ending with very abstract models, in which only spike times are considered.
One particular description was chosen — stochastic LIF model — and
compared with in-vivo intracellular activity of neuron (such analysis has
not been done before, only either extracellular or in-vitro data are usually
available). We estimated parameters of the LIF model and tested in numer-
ical simulations (based on the estimated parameters) how model predictions
correspond to the real neuron. Additionally we characterized the difference
between spontaneous and acoustically stimulated behavior of the neuron.
To conclude, it was found that
• generally, the data are consistent with the model
• in the spontaneous part of the record:
24
4 CONCLUSIONS
– asymptotic depolarization is below threshold and neuron is in
subthreshold noise-driven regimen
– ISIs distribution suggests Poisson process
– there are also inconsistencies between the data and model (or its
assumptions):
∗ spectra of the input signal should be flat, while we found one
dominant frequency
∗ the reset depolarization is not a fixed value
∗ experimental and modeled ISI distributions do not coincide
exactly
• in the stimulated part of the record:
– firing regimen is suprathreshold
– parameters representing input take larger values in stimulated
part of the recording
– experimental and modeled ISI distribution coincide
– inconsistencies with the model assumptions:
∗ reset depolarization is influenced by stimulation
As expected, we found that stimulation brings neuron into suprathreshold
regimen which causes the average ISI to be shorter than it is in the spon-
taneous neuronal firing. This observation brings us directly to the more
abstract level of description, where we analyze spike trains without consid-
ering exact membrane voltage between the spikes. In other words, we ask
how the external stimulus is encoded in the spike train emitted by neurons.
There are many such neuronal codes described in the literature and we
focused on the open problem of neural mechanisms responsible for spatial
hearing in mammals. Several theories (which are actually a mixture of
different codes) explaining the experimental findings were proposed and
we modeled a specific variant of so called slope-encoding model. Stochastic
neuronal circuit mimicking auditory pathway up to the first binaural neuron
was constructed. Considering this circuit we were able to:
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• reproduce of standard results found in experiments (ITD tuning curves)
• identify the role of parameters responsible for ITD timing shift (coin-
cidence window)
• describe parameter responsible for efficiency of coding (jitter)
• estimate minimal number of parallel circuits needed to reproduce re-
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Abstract Five parameters of one of the most common neu-
ronal models, the diffusion leaky integrate-and-fire model,
also known as the Ornstein-Uhlenbeck neuronal model, were
estimated on the basis of intracellular recording. These pa-
rameters can be classified into two categories. Three of them
(the membrane time constant, the resting potential and the fir-
ing threshold) characterize the neuron itself. The remaining
two characterize the neuronal input. The intracellular data
were collected during spontaneous firing, which in this case
is characterized by a Poisson process of interspike intervals.
Two methods for the estimation were applied, the regression
method and the maximum-likelihood method. Both methods
permit to estimate the input parameters and the membrane
time constant in a short time window (a single interspike in-
terval). We found that, at least in our example, the regression
method gave more consistent results than the maximum-
likelihood method. The estimates of the input parameters
show the asymptotical normality, which can be further used
for statistical testing, under the condition that the data are col-
lected in different experimental situations. The model neu-
ron, as deduced from the determined parameters, works in
a subthreshold regimen. This result was confirmed by both
applied methods. The subthreshold regimen for this model is
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characterized by the Poissonian firing. This is in a complete
agreement with the observed interspike interval data.
Keywords Leaky integrate-and-fire model .
Ornstein-Uhlenbeck neuronal model . Parameters
estimation . Spontaneous firing
Introduction
Application of mathematical methods in neuroscience is
based on construction of models aiming to mimic real ob-
jects. The models range from phenomenological mathemat-
ical models to very detailed biophysical models. From a
biophysical point of view, the models of a single neuron
reflect the electrical properties of its membrane via elec-
tric circuit description. Such circuit models can be written
in terms of differential equations for the membrane volt-
age. Reducing these models, we can obtain integrate-and-
fire types of model, which are reviewed in detail in most
computational neuroscience monographs (Tuckwell, 1988;
Koch, 1998; Dayan and Abbot, 2001; Gerstner and Kistler,
2002). These models are sometimes criticized for their too
drastic simplification of reality (e.g., Segev, 1992). Simulta-
neously, the opposite opinion appears. For example, Kistler
et al. (1997) claim that the integrate-and-fire model with a
properly selected threshold, after reduction of the Hodgkin-
Huxley four dimensional model, predicts 90 percent of the
spikes correctly. Independently from this discussion, we ob-
serve that the number of papers devoted to the integrate-and-
fire model, or at least employing it, is very high.
The simplest “realistic” neuronal model is the determin-
istic leaky integrate-and-fire model (Lapicque model, RC-
circuit). It assumes that the membrane depolarization can
Springer
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be described by a circuit with a generator, a resistor and a
capacitor in parallel. It has to be stressed that while the elec-
trical representation is related to a small isopotential patch of
neuronal membrane, the mathematical variable (the voltage)
reflects an abstract representation of a complete neuron. This
is another simplification based on neglecting the spatial prop-
erties of a neuron. There are attempts to overcome this situ-
ation (e.g., Pinsky and Rinzel, 1994; Rodriguez and Lansky,
2000) but still the single-point models dominate most of the
applications. Due to the simplicity of the deterministic leaky
integrate-and-fire model, the action potential generation is
not an inherent part of the model as in more complex models
and a firing threshold has to be imposed. The model neuron
fires whenever the threshold is reached and then the voltage
is reset to its initial value. This means that in the electrical cir-
cuit representation a switch is added to the circuit. The reset
following the threshold crossing introduces a strong nonlin-
earity into the model. For a constant input the model neu-
ron remains silent, never reaching the threshold (subthresh-
old regimen), or fires at constant intervals (suprathreshold
regimen).
The experimental data recorded from very different neu-
ronal structures and under different experimental conditions
suggest a presence of stochastic variables in neuronal activ-
ity. We may assume that there is a random component, gener-
ally regarded as noise, contained in the incoming signal. The
other source of noise can be the neuron itself where a random
component is added to the signal. Unfortunately, there is no
clear distinction between noise contained in the signal and
the system noise. A phenomenological way how to introduce
stochasticity into the deterministic leaky integrate-and-fire
model is simply by assuming an additional noise term. If
the noise is not further specified, but assumed to be Gaussian
and white, then the model is well known in physical literature
as an Ornstein-Uhlenbeck model (e.g., Gardiner, 1982) and
this model has been widely used in neuroscience literature
(Tuckwell, 1988; Koch, 1998; Dayan and Abbot, 2001; Ger-
stner and Kistler, 2002). An alternative way to end up with
the Ornstein-Uhlenbeck model is by diffusion approximation
of the model with discontinuous trajectories (Stein, 1965).
An advantage of this approach is that a direct interpreta-
tion of the parameters appearing in the Ornstein-Uhlenbeck
neuronal model is available (Lansky, 1997).
Models without specified parameters remain only a tool
for qualitative comparison and thus finding methods for esti-
mation is equally important as model construction. The lack
of methods for parameters identification had been noticed for
a long period (e.g., Tuckwell and Richter, 1978; Brillinger
and Segundo, 1979). In general, the traditional approaches
were more frequently focused on interspike interval (ISI)
distribution. Keat et al. (2001) as well as Paninski et al.
(2004) developed methods based on extracellular recordings
in vivo conditions with known input to the system. Estima-
tion methods from in vitro voltage recordings for known in-
put were presented by Stevens and Zador (1998), Rauch et al.
(2003), Le Camera et al. (2004), Jolivet et al. (2006), Paninski
et al. (2004). None of these papers treats comparison of the
Ornstein-Uhlenbeck model with in vivo spontaneous activ-
ity. The likely reason is that, using the model, only interspike
intervals (ISIs) were usually predicted and thus the attempts
to identify the model parameters were based on observation
of ISIs. Such a task is enormously complicated and leads to
rather difficult numerical and mathematical problems (Inoue
et al., 1995; Shinomoto et al., 1999; Ditlevsen and Lansky,
2005).
We aimed to study the estimation methods in the Ornstein-
Uhlenbeck model, their stability and reproducibility. In the
first Section we summarize the properties of the model. Then
the methods for the estimation of its parameters are given
and details of data acquisition presented. Simultaneously,
the assumptions of the model are tested. Finally the param-
eters of the model are estimated and the obtained results
are discussed. We restricted the study on a single neuron
under spontaneous activity conditions. To extend the results
on several neurons and different experimental conditions is
possible, but beyond the scope of this article.
Model and its properties
The Ornstein-Uhlenbeck model of membrane depolarization
is formally given by the stochastic differential equation,
dX(t)= (−β(X (t) − x0) + µ)dt + σdW(t) , X (0)= x0, (1)
where dW represents increments of a standard stochastic
Wiener process (Brownian motion), and β > 0 characterizes
the spontaneous decay of the membrane depolarization in
the absence of input to the resting level x0. The drift coeffi-
cient µ reflects the local average rate of displacement due to
the neuronal input and local variability is represented by the
infinitesimal variance σ (the variability of the neuronal in-
put). The spikes are not an intrinsic part of the model but are
generated when the membrane depolarization X(t) reaches
for the first time the firing threshold S, which is an additional
parameter. Then, the depolarization is reset to the resting
level, x0, and the process of input “integration” starts anew.
We should keep in mind that also the reset level, x0, repre-
sents an additional parameter of the model. Thus the model
is fully described by Eq. (1) with its five parameters: β, µ, σ ,
S and x0. As said, the ISIs are identified in model (1) with the




T = inf (t > 0, X (t) ≥ S > x0) . (2)
Due to the complete reset in defining ISI by Eq. (2) and
due to the constant input µ, the ISIs form a renewal process,
which means that ISIs are independent and identically dis-
tributed random variables. Formula (1) can be rewritten in a




= −β(X (t) − x0 ) + µ + σξ (t) , X (0) = x0 , (3)
with the same interpretation of the parameters as above,
only the white noise ξ (t) is a formal derivative of the Wiener
process with respect to time. For a fixed time t, X(t) given
by (1) or (3) is a Gaussian random variable. In absence of
the threshold S and if σ tends to zero, we can solve the
differential Eq. (3). The solution is identical with the mean
value of the stochastic depolarization given by Eq. (1)
E(X (t)) = x0 + µ
β
(1 − exp(−βt)) (4)
and the variance of X(t) is
Var(X (t)) = σ
2
2β
(1 − exp(−2βt)) . (5)
The position of the asymptotic depolarization E(X( ∞ ))
= x0 + µ/β determines regimes of firing of the Ornstein-
Uhlenbeck model. For µ/β  S − x0, the suprathreshold
regimen, the firing is almost regular and ISI histogram re-
sembles normal distribution. The noise plays a limited role in
this range of parameters. For µ/β ≈ S − x0, the distribution
of ISIs is positively skewed and resembles Gamma distribu-
tion. In the subthreshold regimen, µ/β  S − x0 the firing
becomes Poissonian. Here, the noise plays a crucial role and
without it the neuron would remain silent. This last regimen
is important for this study, as will be seen. Of course, the
signs “  ” and “  ” are relative to the asymptotic vari-
ance Var(X( ∞ )) = σ 2/2β. More details on the Ornstein-
Uhlenbeck neuronal model can be found, for example, in
Tuckwell (1988) or in Ricciardi and Lansky (2003).
The description of the process via Eq. (3) is apparently an
intuitive extension of the deterministic approach. Its advan-
tage is in giving a method for a computer simulation of the
process sample trajectories (Kloeden and Platen, 1992). The
simplest discrete-time approximation of (3) is a stochastic
analogue of the Euler scheme for ordinary differential equa-
tions,
Xi+1 = Xi − β(Xi − x0)h + µh + σεi , X0 = x0 , (6)
where h denotes the time step of simulation, Xi (i = 1,2,
. . .) are the simulated values of the process, and εi are in-
dependent and normally distributed random variables, εi ∼
N(0, h). The increments εi in (6) can be replaced by ±
√
h
selecting these values with equal probability 1/2 , which
substantially decreases the simulation time (Tuckwell and
Lansky, 1997). This was the procedure applied to simu-
late the membrane depolarization in this study. Apparently,
the parameters β, σ , µ and x0 have to be determined for
the simulation procedure. If the ISIs are to be simulated,
then in addition, the firing threshold S is required. As men-
tioned, the spikes in the model are generated when the mem-
brane depolarization X(t) reaches, for the first time, the fir-
ing threshold S. While the simulation of the trajectories X
contains no systematic bias, it is not true for the simula-
tion of the first passage times (Lansky and Lanska, 1994).
It is systematically overestimated and this effect has to be
minimized.
Two basic types of data can be used for the identification
of the parameters appearing in Eq. (1). In the first of them
only the ISIs are available, which means the realizations of
the random variable defined by Eq. (2). If this is the case, then
the situation is complicated and the solution can be achieved
only under some additional assumptions. For example, it has
to be assumed that the firing threshold and the resting level
are known. In the second situation, which is investigated
here, the membrane depolarization is recorded between the
generation of spikes. To specify the firing threshold and reset
level seems to be a simpler task than to estimate the remaining
parameters of the model. We should simply record what was
the reset after the end of an action potential and what was the
final value of the depolarization when it started. However, we
will see that the situation is not so simple and also these two
parameters need to be estimated. A method of estimating the
remaining parameters was proposed more than two decades
ago (Lansky, 1983). Thus the novelty of this paper is mainly
in application of the method to real intracellular data. For an
extensive methodological review of estimation methods in
stochastic diffusion processes, for which Eq. (1) is a special
case, see Prakasa Rao (1999).
The aim of this article is primarily determination of the
values of the parameters β, σ and µ. The question is whether
these parameters are stable over a long period or whether
they vary in short time ranges. Whereas σ and µ are input
parameters and thus are assumed to change whenever the
input to a neuron has changed, model (1) assumes that β is
a property of the membrane (in the same way as S and the
reset level) and these three intrinsic parameters should be sta-
ble. However, these are only assumptions which have never
been confirmed. Thus, initially we estimate the parameters




(a) Estimation from a single interspike interval
The records of the depolarization within single ISI permit
us to estimate β, µ and σ . Theoretically also two additional
parameters S and x0 could be determined, but as we will see,
for that purpose more realizations of the ISIs are necessary.
Let us assume that in one ISI the membrane depolarization
Xi = xi is sampled at N + 1 points (i = 0, . . ., N) at steps
h at times ti = ih (the notation is complicated for non equal
sampling step but the results are analogous). Then the for-













j + x2 N
, (7)
µ̂ = xN − x0
T






(x j+1 − x j + x j hβ̂ − hµ̂)2 , (9)
where x = 1N
∑N
j=0 x j , T = Nh. These formulas are
discrete-time variants of the formulas based on the assump-
tion that the depolarization is continuously recorded in be-
tween the spikes.
Formula (4) suggests that the method of moments can also




(x j − x0 − µ
β
(1 − exp(−β jh)))2 (10)
with respect to the parameters β and µ by a regression
method. It is obvious that efficiency of this method depends
on the distance of x0 from the asymptotic depolarization
µ/β. An increase of β relatively to h also handicaps the
method.
Another method for estimate of the noise amplitude is




(x j+1 − x j )2 . (11)
This estimate follows from theoretical results established
by Feigin (1976). Comparing Eqs. (9) and (11), we can see
that for h → 0 in (9) we end up with Eq. (11). We will
compare all these estimation methods.
(b) Estimation from several interspike intervals
In this situation, if we assume that the parameters remain
stable over several ISIs we can use the extension of three
estimates as were formally proposed by Lansky (1983). That
method takes into account the length of ISIs and in some
sense shorter ISIs contribute to the estimates less than longer
ones. Here we use a slightly different approach. We estimate
the parameters for each ISI separately. Then, the global esti-
mates are representative over ISI counts not the total length
of the record. Further, and it is the main reason, in this way
we also get some information about the dependency of the
values on the lengths of ISI and their position in the record.
The global record can be characterized by representative val-
ues of βM , µM and σ M , in our case we use medians (denoted
by index M) of the estimated values.
If several ISIs are available, then in addition to the param-
eters mentioned in the previous Section, also the threshold S
and the reset value x0 can be estimated. For this purpose we
simply use the medians of the values observed for each ISI.
Animal preparation for the intracellular recordings
Guinea pigs served as subjects for the intracellular recording
experiments. Anaesthesia was initially induced with pento-
barbital sodium (Nembutal, Abott, 35 mg/kg, ip) and main-
tained by supplemental doses of the same anaesthetic (about
5–10 mg/kg/hr) during the surgical preparation and record-
ing. Throughout the recording, an electrocorticograph was
monitored to assess the level of anaesthesia. The subject was
mounted in a stereotaxic device following the induction of
anaesthesia. A midline incision was made in the scalp and
a craniotomy was performed to enable vertical access to the
MGB in the right hemisphere (He, 2003; Xiong et al., 2003;
Yu et al., 2004). The head was fixed with two stainless steel
bolts to an extended arm from the stereotaxic frame using
acrylic resin. The left ear was then freed from the ear bar,
so that the subject’s head remained fixed to the stereotaxic
device without movement.
Cerebrospinal fluid was released at the medulla level
through an opening at the back of the neck. The animal was
artificially ventilated. Both sides of the animal’s chest were
opened, and its body was suspended to reduce vibrations of
the brain caused by intra-thoracic pressure. The experimen-
tal procedures were approved by the Animal Subjects Ethics
Sub-Committee of The Hong Kong Polytechnic University.
A glass-pipette as the recording electrode, filling it with
0.5M KCl (pH 7.6, 0.05M Tris HCl buffer) was used. The
resistance of the electrode ranged between 40–90 M . The
electrode was advanced vertically from the top of the brain
by a stepping motor (Narishige, Tokyo, Japan). After the
electrode was lowered to a depth of 4–5 mm, the cortical
exposure was sealed using low-melting temperature paraffin.
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When the electrode was near or in the target area, it was
slowly advanced at 1 or 2 µm per step.
Data collection
Upon penetrating the membrane of a cell, the electrode de-
tected the negative membrane potential. After amplification,
the membrane potential as well as the auditory stimulus
were stored in the computer with the aid of commercial
software (AxoScope, Axon). The direct current (DC) level
of the recording electrode was frequently checked and set
to zero during the experiments. The DC level after each
recording was used to compensate for the membrane poten-
tial of some neurons. Neurons showing a resting membrane
potential lower than −50 mV and spontaneous spikes (if
any) of larger than 50 mV were included in the present
study. Single neuron data were selected for this article.
The membrane potential was recorded (in 100 mV) with
time step h = 0.00015 [s] = 0.15 [ms], for period 0−501
[s]. Accompanying the values of the membrane potential
is the stimulus level. For the purpose of this study we se-
lected only ISIs which were entirely outside the stimulation
period.
Detection of spikes and determination of S and x0
The parameter estimation method is based on the observation
of the membrane depolarization between spikes. Therefore
the spikes have to be removed from the data but it is not
entirely obvious which part of the records can be included in
the estimation procedure. At first, we detect the spikes and
then we judge their beginnings and their ends. In this way
ISIs are fixed. The least problematic is spike detection. The
level for this purpose was experimentally chosen at the value
of −35.5 [mV] (note that this is not the firing threshold S,
but a value to detect spikes in continuous sampling of the
voltage), see Fig. 1(a).
From visual inspection of the data it is clearly difficult
to decide where exactly to start and to end the spikes, and
hence to decide which data to include in the parameter es-
timation procedure. It follows from this inspection that for
detected spikes the width of the spike as well as the voltage
where ISI starts, are not always the same. This is in con-
trast with the assumptions of model (1). The consequences
are summarized in the Discussion. Determining x0 by the
minimum voltage after detected spike failed due to the large
fluctuations of these values. The final solution, which was
adopted, was that all data were transformed by a moving
average (over 6 values) and the minimum in “the valley”
after a spike is considered to be start of an ISI. This pro-
cedure was confirmed by the following analysis (see next
Section). To find this minimum, at first “the valley” has to be
defined.
Fig. 1 Example of data used for the estimation of the parameters. (a)
The spikes are not initiated at the same values and the end is not uniquely
defined. (b) Schematic illustration of ISI initial point detection (for
details see text). Gray line is the moving average over six observations
given by black line
Its start is fixed at the moment when the depolarization
reaches the value of −65.5 [mV] for the first time after
spike generation. Its end is the time point 0.01005 [s] after
its beginning. In this region the minimum depolarization is
sought for (see Fig. 1(b)).
Defining the end of each ISI was not so problematic and
we took the point 0.01005 [s] before detected spike, i.e., be-
fore the voltage reaches −35.5 [mV]. For threshold determi-
nation, we took the last point with decreasing depolarization
before the spike detection (in other words, the depolarization
only increases to the top of the spike after this point).
Model assumptions—Frequency analysis
When we tried the maximum-likelihood estimates directly
from the raw data we got the results which are illustrated in
Fig. 2 in a typical example.
It obvious that the simulated trajectory differs from the
recorded one in several respects. The former reaches the
steady-state much faster and the amplitude of the noise is
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Fig. 2 Example of membrane potential trajectories, experimental
(gray) and simulated (black) using the parameters estimated by the
maximum likelihood method from the original data
Fig. 3 Example of spectral decomposition of the data
much higher. Further, it seems that the noises is not of the
same type. This suggests that the assumptions of the model
should be checked. The assumptions imply that the spectra
of the data should not contain a dominant frequency (white
noise contains all the frequency components equally). We
performed a spectral decomposition of several parts of the
data and always found dominant frequency at 2180 [Hz].
An example of spectral density obtained from the data is in
Fig. 3. In this example there is also high peak at 1600 [Hz].
The source of this high frequency noise is not clear and to
avoid its influencing the results, all the values of the mem-
brane depolarization were transformed by a moving aver-
age over a time window of six steps. To eliminate this high
frequency noise we tried two strategies (moving averages,
averages over non overlapping time windows). The second
strategy appeared as inferior to the moving averaging. The
success was judged from the fit of the estimates to those
obtained from the regression of the data to an exponential
function (4), see formula (10). In the example, on the inter-
Table 1 Example of dependence of maximum likelihood estimates
on number of steps in moving average procedure
Number of steps Estimate σ Estimate µ Estimate β
1 0.071 1.954 170.80
2 0.038 0.785 62.17
3 0.024 0.454 33.03
4 0.017 0.370 24.90
5 0.014 0.355 23.06
6 0.011 0.343 21.58
7 0.011 0.331 20.53
8 0.009 0.329 20.10
9 0.007 0.317 19.04
10 0.007 0.310 18.59
Fig. 4 Example of membrane potential trajectories, experimental
(light gray), filtered (dark gray) and simulated (black) using the param-
eters estimated from the filtered data. Filtering decreased the amplitude
of the noise and made it similar to that of the simulated signal
val (20.4201–20.54955) [s], statistical regression gives µ =
0.341 [V/s] and β = 21.036 [1/s]. The results of the max-
imum likelihood estimate after computing moving averages
are given in Table 1.
From this table we can see that, the moving average over
about six steps removes the discrepancy. Subsequently we
simulated the model again using the parameters estimated
from the signal after the filtering (see Fig. 4. and compare
with Fig. 3).
It can be seen that the high-frequency noise present in
the experimental data has been removed and appears neither
in the filtered nor simulated trajectory. After the signal was
filtered, the estimates of the parameters for each detected ISI
were calculated according to formulas (7–9). From now on,
by “the data” we mean the filtered original data.
The differences in estimates of σ using formula (9) or
(11) were negligible. For example, on the interval (20.4201,
20.54955); we found σ̂ ′ = 0.0115 [V/√s] using (11), and
σ̂ = 0.0114 [V/√s] using (9). Therefore for the noise am-
plitude only estimate (9) was used.
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Fig. 5 Dependency of the sum of the ISIs length on the serial number
of the ISI. The dotted line corresponds to the constant firing rate
Fig. 6 Histogram of ISIs together with the corresponding density of
exponential distribution normalized on the number of ISIs
Results
Parameters of the input and the membrane time constant
Using the above described procedure we identified all ISIs
and estimated the parameters for each of them. In total, 312
ISIs were analyzed and before estimating the parameters of
the model, we applied simple standard statistical procedures
on them. The ISIs appear stable in time (see Fig. 5), which
means that there is no trend in their length.
The corresponding statistical characteristics are median
0.585 [s], average 0.872 [s] and coefficient of variation 0.883.
The shape of histogram of ISIs (Fig. 6) suggests that the ISIs
are generated in accordance with the exponential distribu-
tion. Kolmogorov-Smirnov test does not reject the hypoth-
esis of exponentiality, at 5% a significance level. Also the
other test for normality of the estimates are at 5% significance
level.
The parameters of model (1) were estimated by both meth-
ods for all the ISIs and by using the estimates in schema (6)
Fig. 7 Three curves: gray—data; fluctuating black—simulated model
with parameters estimated by maximum likelihood method from the
data; smooth black—mean value (model without noise). The horizontal
line represents the estimated threshold S
the simulated depolarizations were plotted. An example is in
Fig. 7.
From the simulations made with estimated parameters,
it appears that the estimated asymptotical voltages, µ/β,
coincide well with the data. On the other hand, in the
first part of the trajectories, the real data is a bit faster in
reaching the asymptote than simulated trajectory. This vi-
sual impression was confirmed by the following method
which aimed to check the fit of the model to the data.
For each ISI we have a vector of values of depolarization
xi = (xi0, xi1, . . . , xin) a corresponding vector of depolar-
ization, yi = (yi0, yi1, . . . , yin), obtained from simulating
Eq. (1) by formula (6) using the estimated parameters. The
differences zi = xi − yi were calculated and their averages
and standard deviations evaluated. These results are illus-
trated in Fig. 8 for both estimation methods. The main differ-
ence between the methods is in the period just after the spike
generation. This could be due to a violation of the model
assumptions (for example, hyperpolarization) and possibly
the method of moments could be more robust against this
violation.
Apparently the regression method works better. In both
cases there is a systematic hump after the origin, but for the
regression method it is much smaller.
An important question is dependency of the estimated
parameters on the length of ISIs. The only dependency we
can expect that, if the input to neurons changes with the ex-
periment, then µ could get smaller for longer ISI. Otherwise,
µ and β should keep stable and independent on the length of
ISI. The results are illustrated in Fig. 9. We can see, that the
results obtained by the regression method are independent of
ISI (corr (µ̂, ISI) = 0.016 and corr (β̂, ISI) = 0.136) which
is not the case of the estimates obtained by the maximum
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Fig. 8 Average difference between the data and simulated trajec-
tory. (a) estimates obtained by maximum likelihood (b) estimates ob-
tained by regression method. The region around the curves indicates
± 2 ∗ standard deviations
likelihood method (corr (µ̂, ISI) = 0.663 and
corr (β̂, ISI) = 0.668).
Similarly, we investigated the estimated value of σ and
found it independent of the ISI length, (corr (σ̂ , ISI) =
−0.099). As is apparent from the above analyses, the re-
gression method was superior to the maximum likelihood
method for estimation of µ and β (see Figs. 8 and 9),
so the values from the regression are considered further
on.
In Fig. 10 are presented histograms of estimated values
of the input parameters µ, σ and of the inverse time con-
stant β. We can see that the distributions are rather broad
and quite symmetric resembling Gaussian density. This sug-
gests the asymptotic normality of the estimates which can
be used for future statistical inference. The Kolmogorov-
Smirnov test rejected normality of µ̂ and β̂, but not for σ̂ .
The reason for the rejection in the case of µ̂ and β̂ were
the outliers on the right hand side of the histograms (see
Fig. 10). After their removal the estimates also fit the normal
distribution.
Fig. 9 Dependency of the estimated parameters (vertical axis) on the
length of ISI (horizontal axis). In (Fig.9(a), and (b) are results obtained
by regression method, (Fig.9(c), and (d) those obtained by the maximum
likelihood method
Finally we calculated the central characteristics of the
estimated parameters. Median value of the noise amplitude
was σ̂M = 0.013505 [V/
√
s]. Median values of µ and β were
by regression method, µ̂M = 0.2846 [V/s], β̂M = 25,8042
[1/s], for the maximum likelihood method the obtained val-
ues were µ̂M = 0.4606 [V/s], β̂M = 43,5068 [1/s]. Due to
the symmetry of histograms, the averages and the medi-
ans were practically the same. We should notice that both
methods give almost identical asymptotic depolarization
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Fig. 10 Histograms of the estimated parameters. (a) the drift, (b) the
noise amplitude, (c) the inverse membrane time constant
µ/β, for regression 0.0110 [V] and for maximum likelihood
0.0106 [V]. We can calculate the membrane time constant,
which from the regression method yields after inverting the
estimate of β, the value of 38.8 ms.
Reset, threshold and asymptotic depolarization
For each ISI we estimated the initial value of the depolar-
ization after a spike and the firing threshold (the last value
before the spike is generated), Fig. 11.
We see from comparison of Fig. 11(a) and (b) that the
initial values were more variable than the thresholds S. The
reason may be that the spike was not in principle generated
at the time when the voltage was at its highest level during
the ISI and this will be discussed later. The median value
of the initial depolarization is x0 = −73.92 [mV]. The
median threshold value is S = −61.0 [mV]. It implies that,
in average, the firing threshold is about 13 [mV] above the
initial depolarization. It is larger than approximately 11 [mV]
which is the level of asymptotic depolarization as it comes
Fig. 11 Histograms of the membrane parameters. (a) initial membrane
depolarization, (b) firing threshold depolarization
out from the parameters estimation. The normality of both
determined parameters, x0 and S, was rejected.
To illustrate the relationship between the firing threshold
and the asymptotic depolarization we compare Fig. 12 and
Fig. 11(b). Namely we can see that the estimated parameters
predict subthreshold firing type, as from Fig. 12 we can see
that the asymptotic depolarization is below the threshold
even with respect to its variation.
Finally, to show that the neuron, as the estimation of the
parameters suggests, is in the subthreshold (noise-driven)
regimen, we compare directly the theoretical asymptotic de-
polarization and the corresponding firing threshold (Fig. 13).
We can see that the difference between the threshold and
the asymptotic depolarization is almost always positive
(Fig. 13(a)). If we investigate some kind of two-standard-
deviations envelope around the asymptotic depolarization,
then we get below zero (Fig. 13(b)). The possible reasons
for this result are presented in Discussion.
Discussion
This is mostly a methodological attempt to estimate the pa-
rameters of the Ornstein-Uhlenbeck neuronal model from
the intracellular recordings and for an unknown input. We
have to realize that only a single neuron in a single record was
analyzed and thus the results are more a methodological il-




Fig. 12 Histograms of the asymptotic properties calculated from the
parameter estimates. (a) asymptotic depolarization, (b) asymptotic stan-
dard deviation of the depolarization
Fig. 13 Histogram of the pair wise differences between the es-
timated firing thresholds and the asymptotic depolarizations. (a)




We selected for statistical treatment only the unstimulated
activity of the neuron. The detected ISIs are exponentially
distributed which suggests that they are generated in ac-
cordance with a Poisson process. The Poisson process as a
model of spontaneous activity of a neuron was experimen-
tally observed many times and on very different neuronal
structures (e.g., Eggermont et al., 1993; Jones and Jones,
2000; Lin and Chen, 2000; Tateno et al., 2002). In sensory
neurons, we showed in frogs (Rospars et al., 1994) and rats
(Duchamp-Viret et al., 2005) that the spontaneous activity
of olfactory receptor neurons can be described by a Poisson
process. Theoretical arguments for the fact that the sponta-
neous activity is a low rate Poisson process can be found
in Laughlin (2001). The spontaneous activity can be inter-
preted as the summation of two processes: (i) an intrinsic
process which implies firing due to the noise, and (ii) an ex-
trinsic process, which induces firing due to the uncontrolled
occurrence of effects either from the environment or other
neurons. Of course, Poisson process, as any other model, is
an approximation which can be always questioned (Koyama
and Shinomoto, 2005), in this case for example by the exis-
tence of the absolute refractory period, but such objections
are marginal at this level of description.
From the point of view of the Ornstein-Uhlenbeck neu-
ronal model, the Poisson process corresponds to the situation
in which the signal is so weak that the asymptotic depolar-
ization is far below the firing threshold, which has to be true
with respect to the amplitude of noise. In other words, for
model (1) and (2) this type of activity is predicted if the firing
threshold S is far above the asymptotic depolarization, µ/β,
given by Eq. (4) with respect the asymptotic variance (5),
which is controlled by σ . We can see from Fig. 13(a), that the
asymptotic depolarization is below the threshold. However,
when we plot the asymptotic depolarization increased for two
asymptotic standard deviations, we get above the threshold.
This could break the exponentiality of ISIs distribution ob-
served in our data. The reason why this has not happened may
be that not every crossing of the voltage has induced a spike,
in other words, that we had not recorded exactly the trigger
zone depolarization. Namely, two-compartment version of
the model would be closer to reality. Similar conclusion can
be found in Jolivet et al. (2006).
Model assumptions
There are many assumptions of the model which are dis-
putable and can be true only in idealization. First of all, it
is the constancy of the input parameters µ and σ over each
ISI. We selected the spontaneous activity as an experimen-
tal material, for which such a constancy can be expected.
Another assumption is the Gaussian white noise on the neu-
ronal input. This we found was not true for our data and
the high-frequency noise was detected and eliminated. The
source of this high frequency noise remains unclear to us.
Next assumption, violated in our observations, was the first-
passage time inducing the generation of a spike. Probably,
we registered the membrane depolarization in other location
than the spikes are generated. The traditional assumption of
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the model is the fixed value of the reset depolarization (for
the variants with random initial value see Lansky and Smith,
1989; Christodoulou and Bugmann, 2000). This assumption
represents an oversimplification which was noticed as early
as by Stevens (1964). We found that this assumption was also
violated, but for the model performance the effect is negligi-
ble. Despite that any assumption of the model can be made
questionable, as it is only a model, we may conclude that the
data are consistent with the model. This was not the case in
Stevens and Zador (1998) where model (1–2) in absence of
noise was fitted to response of cortical neurons in vitro to
injection of constant current. There the voltage approached
the threshold as a concave curve, in contrast to Eq. (4), and
our data. The authors of the paper solved the discrepancy
by employing time-varying membrane resistance and time-
varying membrane time “constant”. In contrast to Stevens
and Zador (1998), here the investigated trajectories shown
the convex shapes, but it may happen that when a neuron is
stimulated, this property is met.
Intrinsic parameters
Tuckwell and Richter (1978), who pioneered the estimation
of the parameters in the stochastic neuronal models, clas-
sified the model parameters into two classes—intrinsic and
input. Unfortunately, their results are based on different as-
sumptions and thus not comparable with ours. In model (1–2)
are three intrinsic parameters, β, S and x0, and for different
neurons have been reported different values of them, even
without modeling concept. However, the intrinsic parame-
ters were not in the center of our interest despite they play
their important role for the model performance. Jolivet et al.
(2006) analyzed spike response model which was claimed to
be equivalent to the leaky integrate-and-fire model. However,
their approach is not oriented on estimating the parameters
µ and σ , but it is aimed on spike train prediction. The time-
dependent threshold is considered in their paper, but the
constant value is achieved in about 10 ms, which would not
change our results as no ISI shorter of 10 ms was observed. In
their Fig. 1(a) we can see, that the threshold reaches the value
between −60 and −70 mV which corresponds to our results.
In general, the values of intrinsic parameters obtained in this
article are consistent with the values found in literature.
Input parameters
Completely different situation comes with the input param-
eters. The attempts to estimate them were up to now rare
and based on additional assumptions. Inoue et al. (1995) an-
alyzed spontaneous activity of the mesencephalic reticular
formation neurons on the basis of ISIs. It should be noted
that the term spontaneous activity has in central neurons dif-
ferent meaning than in the sensory systems. In the case of
neurons investigated by Inoue et al. (1995) there were ei-
ther in sleeping animals or in bird watching state, but there
is no apparent difference in the activity or the parameters.
We should keep in mind that the firing rates were higher
than in our case and none of the neurons resembled Pois-
sonian firing. There the firing threshold and the membrane
time constants were selected a priory, S was set 15 [mV]
above the reset value and the time constant was taken equal
to 5 [ms]. The threshold obtained in this study (approx. 13
[mV]) is not so different from the value assumed by these
authors. On the other hand, the membrane time constant we
estimated was about seven times larger than that used by
them. This fact corresponds well to the fact that our values
of the drift parameter were estimated lower than in the cited
paper. The estimated µ ranges in their paper from −6 to
3 [mV/ms], whereas in this study we obtained the values
in much smaller range, around 0.28 [mV/ms]. Finally, the
most striking at the first sight seems to be the difference
in the amplitude of noise, which usually was found much
larger than in this paper. However, it is indirectly clear that
the values in Inoue et al. (1995) are in different units than
in this paper ([mV/ms]). After rescaling, the values the dif-
ference becomes less apparent. It is an open question if the
comparison of our results with Inoue et al. (1995) can be con-
sidered as a discrepancy, or if their results are so widespread
that ours can be seen included in theirs. A possible source
of discrepancy between these two papers is probably dif-
ference in applied method and the overall activity of the
neurons.
Another attempt to compare the Ornstein-Uhlenbeck
model with ISI data was done by Shinomoto et al. (1999)
with a negative result. Their method is not based on direct es-
timation of the model parameters but on studying mutual re-
lationship between coefficient of variation and the skewness
coefficient. They concluded that the model is not adequate
to account for the spiking in cortical neurons. These authors
did not estimate the membrane time constant and considered
for it several optional values. This complicates the compar-
ison of their results with ours. However, they claimed that
the reason for inconsitency of their data with the Ornstein-
Uhlenbeck process was mainly due to anomalous long ISIs.
In our case the parameters were found in the subthreshold
region and thus the long ISIs represent no problem for the
fit of the data to the model. On the other hand, in the case of
the stimulated activity such a situation can arise.
Both these attempts (Inoue et al., 1995; Shinomoto et al.,
1999) were based on ISIs statistics. It means that for estima-
tion of the parameters a sample of several hundreds of ISIs is
necessary. Our method permits to estimate the input parame-
ters in a short time window (in a single ISI). It appeared that
the regression method was superior to the maximum like-
lihood. There might be several reasons for this effect. The
first one can be the above mentioned violation of the model
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assumptions and thus that the maximum-likelihood may be
more sensitive to these discrepancies between the model and
the data. The second reason is that the maximum likelihood
estimates are discretized version of continuous sampling the-
ory. The asymptotic depolarization µ/β was estimated very
well by both methods, better than the parameters µ and β
separately. The reason is that the membrane potential was
almost permanently at the asymptotic level and in this situ-
ation the estimation of individual parameters is less precise
(Lansky et al., 1988). The distinction on input and intrin-
sic parameters fails for more realistic leaky integrate-and-
fire models (e.g., Lansky and Lanska, 1987; Richardson and
Gerstner, 2005). There the membrane time constant becomes
input dependent. The change is only formal at the level of
description applied in this article.
Noise
The results suggest that our neuron was firing in the noise
activated regimen, in other words, that in the absence of the
noise it would remain silent. This corresponds very well to
the fact that the driving signal is small and the neuron fires
only due to the stochastic fluctuation of the membrane de-
polarization. Theoretical prediction of the Poissonian firing
in the subthreshold regime of the Ornstein-Uhlenbeck neu-
ronal model is well known for a long time (Nobile et al.,
1985) and here the prediction and data estimation fits per-
fectly together. The values of the estimated noise amplitude
(Fig. 10(b)) seems to be quite small, but this is only an illu-
sion as what has to be considered comes out of Eq. (6), and





We estimated the parameters of the Ornstein-Uhlenbeck neu-
ronal model in spontaneous neuronal activity. The achieved
results are consistent with the conclusions which can be ob-
tained from the statistical analysis of the ISIs. The neuron
fires in subthreshold regimen and thus the activity is Poisso-
nian. The advantage of the applied method is that it permits
to judge quantitatively the input to the neuron within a single
ISI. This property will appear more important in presence of
stimulation and comparison of neuronal activity under dif-
ferent conditions.
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a b s t r a c t
The Ornstein–Uhlenbeck neuronal model is specified by two types of parameters. One type corresponds
to the properties of the neuronal membrane, whereas the second type (local average rate of the mem-
brane depolarization and its variability) corresponds to the input of the neuron. In this article, we esti-
mate the parameters of the second type from an intracellular record during neuronal firing caused by
stimulation (audio signal). We compare the obtained estimates with those from the spontaneous part
of the record. As predicted from the model construction, the values of the input parameters are larger
for the periods when neuron is stimulated than for the spontaneous ones. Finally, the firing regimen of
the model is checked. It is confirmed that the neuron is in the suprathreshold regimen during the
stimulation.
 2009 Elsevier Ltd. All rights reserved.
1. Introduction
Spiking activity is the basic mode of the information transfer
within the nervous system. The sequences of spikes (action poten-
tials) are generated and sent along an axon to other neurons. These
action potentials are considered to be none-or-all events with
shapes irrelevant for the information they convey. Formally, they
are taken in the limit as Dirac delta function and the complete se-
quence of them as a realization of a stochastic point process. The
application of the theory of stochastic point processes in descrip-
tion of spike trains is very common and the phenomenological
models of single neurons predicting properties of these point pro-
cesses are often investigated (Tuckwell, 1988; Gerstner and Kistler,
2002; Dayan and Abbott, 2001). The models are build to generate
interspike intervals (ISIs) and they are often based on the first-pas-
sage-time principle for so called integrate-and-fire models which
mimic accumulation of the incoming signal and the final genera-
tion of the spike is replaced by instantaneous reset of the generator
to the initial level (Brunel and van Rossum, 2007).
Attempts to compare the experimental data with the models is
very common for so called biophysical models of neurons, but con-
sidering the phenomenological models, they are more frequently
compared qualitatively, and the researchers are satisfied if they
perform in a similar way to the real neurons. Burkitt (2006) re-
viewed the integrate-and-fire neuron models and mathematical
techniques to analyze them. We can see from this review that with
exception of a few theoretical attempts, the comparison of the
models with data has been rather neglected. Only recently the phe-
nomenological models are confronted with experimental data, for
a review see Lansky and Ditlevsen (2008).
Stochastic diffusion integrate-and-fire neuronal model (the
Ornstein–Uhlenbeck process) describes the membrane potential
as a continuous-time stochastic process. Along the introduction
of this model there have been given many arguments why this
treatment of the integrate-and-fire model is appropriate. Leakage
of the neuronal membrane, it means the current which flows
through the membrane due to its passive properties, was one of
the first specification of the integrate-and-fire neuron model. It is
a crucial property of the integrate-and-fire models and thus it is
inherent for practically all the variants of the model. Generaliza-
tions were recently introduced aiming to improve flexibility of
the model and its predictive power (Clopath et al., 2007; Jolivet
et al., 2006).
The model investigated in this paper has parameters of two
types. The first are the parameters which can be measured by indi-
rect electrophysiological methods, deduced from the properties of
other neurons or from measuring the membrane potential fluctua-
tions. If these parameters are known, one can check how well the
model predicts spiking activity under the condition of an input
identical with the input to a real neuron. The second set of param-
eters, investigated in this paper, is identified with the signals
impinging upon the neuron. Knowledge of these parameters can
be used either to deduce unknown signal coming to a neuron or
to check whether we are able to read correctly an artificially deliv-
ered signal.
0928-4257/$ - see front matter  2009 Elsevier Ltd. All rights reserved.
doi:10.1016/j.jphysparis.2009.11.019
* Corresponding author. Address: Institute of Physiology, Academy of Sciences,
Videnska 1083, 142 20 Prague 4, Czech Republic.
E-mail address: lansky@biomed.cas.cz (P. Lansky).
Journal of Physiology - Paris 104 (2010) 160–166
Contents lists available at ScienceDirect
Journal of Physiology - Paris
journal homepage: www.elsevier .com/locate / jphyspar is
Author's personal copy
To estimate the input signal either the membrane depolariza-
tion or ISIs have to be at our disposal. As mentioned, the previous
attempts to identify the model parameters were based on observa-
tion of ISIs. Such a task is complicated and leads to rather difficult
numerical and mathematical problems (Inoue et al., 1995; Shinom-
oto et al., 1999; Ditlevsen and Lansky, 2005, 2006, 2007; Koyama
and Kass, 2008; Mullowney and Iyengar, 2008). In the study Lansky
et al. (2006) estimation of five basic parameters the Ornstein–
Uhlenbeck model was studied for the membrane depolarization
data. The whole estimation procedure was based on the spontane-
ous-firing part of the intracellular recording. The primary aim of
this study is to extend the results on the stimulation part of the re-
corded signal.
2. Model and its properties
The deterministic leaky integrate-and-fire model (Lapicque
model, RC-circuit) can be derived from the assumptions that the
membrane depolarization is described by a circuit with a genera-
tor, a resistor and a capacitor in parallel. It has to be stressed that
while the electrical representation is related to a small isopotential
patch of neuronal membrane, the voltage in the model reflects an
abstract representation of a complete neuron; usually described as
depolarization at the trigger zone. The trigger zone serves as a ref-
erence point and all the other properties of the neuron are inte-
grated into it.
The Ornstein–Uhlenbeck model of membrane depolarization is
a stochastic variant of the RC-circuit model and can be formally de-
scribed by a stochastic differential equation,
dXðtÞ
dt
¼ bðXðtÞ  x0Þ þ lþ rnðtÞ; Xð0Þ ¼ x0; ð1Þ
where b reflects the spontaneous decay of the membrane depolar-
ization to the resting level x0;l represents the local average rate
of displacement due to the neuronal input, r reflects the variability
of the membrane potential due to the neuronal input and nðtÞ
stands for Gaussian white noise. The spikes are not an intrinsic part
of model (1) but are generated when the membrane depolarization
XðtÞ reaches the firing threshold S for the first time. So, S is an addi-
tional parameter. After firing, the depolarization is reset to the rest-
ing level, x0, and the process of input ‘‘integration” starts anew. Also
the reset level, x0, represents a parameter of the model. The model is
fully described by five parameters: b;l;r, S and x0, which specify
Eq. (1) together with its initial and boundary condition. More details
on the Ornstein–Uhlenbeck neuronal model can be found, for exam-
ple, in Tuckwell (1988) or Burkitt (2006). The parameters intro-
duced above can be divided in two categories:
 Parameters depending on the membrane properties – b being
the inverse of the membrane time constant, threshold S and
resting level x0.
 Parameters depending on the input signal – l representing the
mean signal and r characterizing its variability. In this study
we identify these parameters. As we focus on the changes in
them brought by the stimulation, we are interested in compar-
ing the values of these two parameters in spontaneous and stim-
ulated parts of the data.
There can be posed serious questions whether b; S and x0 are
independent of the input. Actually, from the experimental data
we directly found that, at least, x0 changes in the presence of stim-
ulation and we further take this fact into account.
The position of the asymptotic mean depolarization
EðXð1ÞÞ ¼ x0 þ l=b, as seen from Eq. (1) determines three basic re-
gimes of firing of the Ornstein–Uhlenbeck model:
 The subthreshold regimen ðl=b S x0Þwith Poissonian firing.
As the asymptotic mean depolarization does not reach the
threshold the firing depends on the noise and without it the
neuron would remain silent. It was shown in our previous article
Lansky et al. (2006) that the spontaneous part of the recorded
data fits mostly with subthreshold regimen characterization.
 The threshold regimen ðl=b  S x0Þ, where the distribution of
ISIs is positively skewed and resembles for example Gamma
distribution.
 The suprathreshold regimen ðl=b S x0Þ, where the firing is
almost regular and ISI histogram resembles normal distribution.
The noise plays a limited role in this range of parameters.
As already mentioned in Section 1 two basic types of data can
be used for the identification of the parameters of the Ornstein–
Uhlenbeck model. If only the ISIs are available, the methods appli-
cable in this situation are reviewed in Lansky and Ditlevsen (2008).
In the second situation, which is investigated here, the membrane
depolarization is recorded in between the spike generation. Some
methods for estimation of the parameters under this sampling
were compared for this type of data in Lansky et al. (2006) and
now we apply only the selected ones.
3. Methods
3.1. Data collection
3.1.1. Animal preparation and data preprocessing
Guinea pigs served as subjects for the intracellular recording
experiments. Throughout the recording, an electrocorticograph
was monitored to assess the level of anaesthesia. A midline inci-
sion was made in the scalp and a craniotomy was performed to en-
able vertical access to the MGB in the right hemisphere (He, 2003;
Xiong et al., 2006; Yu et al., 2004). The experimental procedures
were approved by the Animal Subjects Ethics Sub-Committee of
The Hong Kong Polytechnic University. Upon penetrating the
membrane of a cell, the electrode detected the negative membrane
potential. After amplification, the membrane potential as well as
the auditory stimulus were stored in the computer with the aid
of commercial software (AxoScope, Axon). Single neuron data were
selected for this article. The membrane potential was recorded
with time step h ¼ 0:00015 s ¼ 0:15 ms , for period 0–501 s. For
further processing we make basic noise-filtering of the membrane
potential by a moving average over six values, see Lansky et al.
(2006) for details. The acoustic signal used for the stimulation of
neuron has duration of 0.1 s and the series of the acoustic signals
divided the record into the sections of stimulated and spontaneous
parts. We compare the stimulated parts of the record with the
unstimulated ones.
3.1.2. Detection of spikes
We detected and selected 86 stimulated parts in the record,
which were used for the analysis. An example of a data can be seen
in Fig. 1.
A typical neuronal response varies between two and three
spikes during the stimulation. In the spontaneous part, the spikes
appear rarely. As can be seen in Fig. 2 there is a substantial change
of depolarization course after the second spike within the period of
stimulation.
Because of this fact we need to distinguish between the first and
the following ISIs within one stimulation. For this purpose we di-
vide the periods of stimulation according to the number of ISIs in
them. We got three periods of stimulation without any complete
ISI, 68 periods of stimulation containing just one ISI, 14 periods
of stimulation containing two ISIs and one period of stimulation
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containing three ISIs. It is obvious from this distribution, that for
statistical evaluation only the first ISIs (68 + 14 + 1) can be used
(the second and the third ISIs are too rare).
In the spontaneous part we got 312 complete ISIs and because
the spike frequency in this part was substantially lower the shapes
of membrane depolarization were similar and there was no need to
distinguish serial number of ISIs in spontaneous part. Note that the
comparison between stimulated and spontaneous records is based
on ISIs which are completely within these specific periods and thus
the ISIs which are partly in both periods are disregarded (see
Fig. 2).
3.2. Precise detection of ISI
The membrane potential trajectories between spikes take a
shape of valleys in the stimulated parts of the record (see Fig. 2).
Firstly, we formulate a heuristic procedure how to detect these val-
leys in the record. As the estimation of the parameters is based on
the membrane potential trajectory which is entirely outside the
spikes, we have to determine carefully from what time and up to
which time we consider the data. Then, these two time instances
implicitly define the corresponding ISI.
For the detection of spike we fix the voltage level at 35.5 mV
as in the previous study (Lansky et al., 2006). For the beginning
of the valley we pose the valley-detection level at 50 mV. For
the detection of the end of the valley we look for the maximum
of the last point with decreasing depolarization before the next
spike or the last point when the threshold S is crossed before next
spike. Both cases can be seen in Fig. 3.
Threshold S itself is not searched for in periods of stimulation,
as the heuristic method used in the spontaneous part failed. Here
the depolarization often goes from the valley after spike straightly
(almost linearly) towards next spike without crossing any specific
point, which can be clearly marked as the threshold (see Fig. 2).
Model (1) considers the threshold as the membrane property and
thus we take its value S ¼ 61 mV as derived from the spontane-
ous part of the data (Lansky et al., 2006). In the same way, for
the inverse of the membrane time constant we fix b ¼ 25:8 1=s
as it was estimated from the spontaneous activity.
After detecting the valley we can detect the corresponding ISI.
We identify reset potential x0 as the minimal voltage value in the
valley and it is the only intrinsic parameter determined in this pa-
per, see Section 4.2.3. The ISI is defined as interval between the
time when XðtÞ ¼ x0 and the end of the valley. The period from
the spike to the beginning of ISI can be identified as the refractory
period. For a recent review of methods for determination of refrac-
tory period from ISI data, see Hampel and Lansky (2008). Here we
do not investigate this problem, but we complement the picture by
giving the values derived from the depolarization but not the ISIs,
see Section 4.2.4. We should note that the current procedure ap-
plied to the data is slightly different from that used in our previous
paper. In this study the valley has to be defined in a more complex
way as the lengths of ISIs are very short and the shapes of mem-
brane potential are much more variable (see details in Fig. 3).
3.3. Parameters estimation
There are two parameters of model (1) driven by the incoming
signal to the neuron – l and r. In Lansky et al. (2006), the regres-
sion method appeared to be more appropriate than the likelihood
method for estimating the parameter l. To apply the regression










with respect to the parameter l, where h stands for time step and xj
are individual measured values of membrane depolarization for the
total time T ¼ Nh. What is minimized in Eq. (2) is the distance be-
tween observed values of the membrane potential and the mean
depolarization in the absence of the threshold. There are two draw-
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Fig. 1. Example of the acoustic signal (shaded curve) and the membrane depolar-
ization (black curve). There are no spikes in the absence of stimulation and three

























Fig. 2. An example of membrane depolarization course during the period of




























Fig. 3. ISI detection. We can see three spikes defining two ISIs within period of
stimulation. The values of the membrane potential from x0 to the end of the valley
are used for the parameters estimation. See text for details.
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backs of the method. At first, it is the fact, that the predicted values
are those expected in the absence of the threshold. We investigated
this fact deeply in Bibbona et al. (2008) and the effect on the estima-
tion is not substantial. At second, the observed values of the mem-
brane depolarization are not independent realizations of random
variables and it restricts the conclusions made on the basis of the
regression. Nevertheless, in our experience, the method is an
acceptable compromise between the tractability and efficiency.
For estimation of the noise amplitude we use the formula ob-





ðxjþ1  xj þ xjhb hl̂Þ2; ð3Þ
and also the formula established by Feigin (1976), which is inde-
pendent of the other parameters estimation:




ðxjþ1  xjÞ2: ð4Þ
In this way for each ISI a pair of estimated l̂i; r̂i is computed.
4. Results and discussion
We investigate the effect of stimulation in two directions. At
first, we compare simulations of model (1) based on the estimated
parameters with the experimental record. Secondly, we compare
the stimulated ISIs and their respective l;r parameters to ISIs
and the parameters from the spontaneous part of the record.
4.1. Model and data comparison
As already stated, we have 83 ISIs which are the first ones and
completely contained in the stimulation periods. For i-th ISI
ði ¼ 1; . . . ;83Þ we have a vector of values of depolarization
xi ¼ ðxi0; xi1; . . . ; xinÞ, where n depends on the length of the ISI. Cor-
responding vector of mean depolarization, yi ¼ ðyi0; yi1; . . . ; yinÞwas
obtained from simulating Eq. (1) using the estimated parameter l̂i
and ri ¼ 0. The differences zi ¼ xi  yi were calculated and their
average and standard deviation evaluated. The results are shown
in Fig. 4. We can see that model based on the estimated parameters
does not show any systematic error in the course of membrane
depolarization.
4.2. Comparison of the parameters
4.2.1. Parameter l
It can be clearly seen in Fig. 5 that the estimates of l have much
broader distribution with median around 1.1 V/s in the stimulated
part than in the spontaneous part, where the distribution is located
around the value of 0.3 V/s. The fact that for stimulated part all the
estimated values of l are higher than in the spontaneous one cor-
responds with the interpretation of l in the Ornstein–Uhlenbeck
model. The lower variability of l in the spontaneous regime corre-
sponds to the fact that their values are lower, see Table 1, but the
relative variability, as reflected by CV, is higher for the spontaneous
data.
4.2.2. Parameter r
In Fig. 6 we can see that the situation for r is analogous to the
case of l. The estimate of the variance r has broader distribution




in the stimulated parts than in
the spontaneous parts, where r has more narrow range with sig-





are also documented in Table 2, where we can realize that Eq. (3)
gives slightly lower values of estimates than Eq. (4).
In correspondence with Lansky and Sacerdote (2001) there is
higher r for the stimulated ISIs. This is the first experimental con-
firmation of our results originally achieved on entirely theoretical
basis. To get a better picture of the relationship between l and r
different levels of the stimulation would be necessary.
4.2.3. Reset potential x0
It is apparent from the data and illustrated in Fig. 2 that the re-
set value is influenced by the stimulation. This can be interpreted
in such a way, that the accumulation of the incoming signal takes
place during the reset of the membrane potential, resp., during the
refractory period. Obviously, for the second ISI within one stimula-




















Fig. 4. Comparison of experimental data with the model. The central solid curve is
an average of the differences zi , dotted curves indicate 2  standard deviations .


















Fig. 5. Distribution of the estimates of the parameter l: left curves – spontaneous,







2s2 ; mstim ¼ 1:158; sstim ¼ 0:304 and mspont ¼ 0:283; sspont ¼ 0:091.
Table 1
Descriptive statistics for the estimates of parameter l.
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last parameter which we determine is x0. We can see in Fig. 7 that
the shapes of the densities of the estimates do not differ and the
range remains around 10 mV for both cases. The median value is
lower in the case of spontaneous record. As mentioned, this can
be explained by the fact, that the input signal contributes to the
membrane potential during the refractory period. See Table 3 for
the descriptive statistics of x0.
4.2.4. Time to reach the resting potential
We also measure how much time it takes for the membrane po-
tential to reach the resting level after the spike. It is not a param-
eter of model (1), but such knowledge could help to judge how
realistic the model is. In particular we take the interval which
starts on the top of the spike and calculate the time till the first lo-
cal minimum in the membrane depolarization after the spike. This
procedure has the advantage that we can take both the first and
the second spikes in stimulated region for statistical evaluation –
as it follows from the previous section, it is not generally possible
to define x0 after the second spike. The density estimation of the
time till x0 is reached is in Fig. 8 and summary statistics in Table 4.
These results practically coincide with the estimation of the
refractory period based on ISIs only, which was estimated around
3 ms (Hampel and Lansky, 2008), taking into account that the
refractory period should be longer than the time to the minimum
depolarization.
4.2.5. Firing regimen
As mentioned in Section 2, the key issue for the behavior of
model (1) is the mutual position between S x0 and l=b. To check
the threshold regime we compute S x0 and l̂=b, where for l̂ we
take the vector of estimated values, S, b are medians of the esti-
mates taken from the spontaneous part of the data and x0 from
the corresponding part (spontaneous or stimulated). In Fig. 9 we
see that asymptotic mean depolarization is always higher (median
is 43 mV) than threshold value in the case of stimulated data,


















Fig. 6. Distribution of the estimates of the parameter r: left curves – spontaneous,






















Fig. 7. Distribution of the reset potential x0: left curve – spontaneous, right curve –
stimulated.
Table 3
Descriptive statistics for parameter x0.












	 Stimulated Spontaneous Stimulated (r̂ from Eq. (3))
Min 0.01843 0.01043 0.01576
Max 0.03686 0.01681 0.03166
Median 0.02646 0.01351 0.02262
Mean 0.02640 0.01348 0.02215















Fig. 8. Distribution of the time from the peak of the spike to the resting potential,
169 (=3 + 2  68 + 2  14 + 2  1 – two first spikes taken, if possible) spikes were
regarded.
Table 4
Descriptive statistics for the time to reach the resting potential.
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4.3. ISI distribution
Using the methods described above we got 83 first ISIs com-
pletely within the stimulated parts and 312 ISIs in the spontaneous
parts. In Fig. 10 we compare their distributions. The empirical den-
sity of the spontaneous ISIs suggests that they are generated in
accordance with the exponential distribution (Kolmogorov–Smir-
nov test does not reject the hypothesis of exponentiality at 5% sig-
nificance level), which may imply the Poissonian firing regime. The
shape of the density for the stimulated ISIs suggests gamma distri-
bution (Kolmogorov–Smirnov test does not reject the hypothesis of
gamma distribution at 5% a significance level).
The descriptive statistics of the ISIs are in Table 5. We can see
that there is a clear distinction between the spike frequency for
stimulated part fstim ¼ 110 Hz and for spontaneous part fspon ¼
1:14 Hz, for median the values are fstim ¼ 119 Hz; f spon ¼ 1:71 Hz.
4.3.1. Comparison of experimental and theoretical distribution
To compare experimental ISI distributions with the Ornstein–
Uhlenbeck first-passage-time distribution, we simulated model





























Fig. 10. Distributions of ISIs lengths: the left panel – spontaneous ISIs, the dotted line represents the fitted exponential ðf ðxÞ ¼ kekx; k ¼ 1:14Þ and gamma




















Fig. 9. Estimations of the densities of the asymptotic depolarization with regard to
the threshold: left curve – spontaneous, right curve – stimulated. The values
(vertical lines) of S x0 ¼ 13 mV for the spontaneous case and 9.5 mV for





























Fig. 11. Distributions of the first-passage-times obtained from Eq. (1) with parameters estimated from the trajectories: the left panel – spontaneous, the right panel –
stimulated. The solid lines are estimated densities of experimentally obtained ISIs (histograms), the dotted lines are estimated densities from the simulation of first-passage-
times of model (103 runs).
Table 5
Descriptive statistics for ISIs.
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The fit of the observed ISIs to the model is perfect for the stim-
ulated activity. It is not the case for the spontaneous activity,
where from the model we obtained distribution which is more nar-
row and shifted in direction of short ISIs. At this moment we are
not able to explain this discrepancy.
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This article presents a stochastic model of binaural hearing in the medial superior olive
(MSO) circuit. This model is a variant of the slope encoding models. First, a general
framework is developed describing the elementary neural operations realized on spike
trains in individual parts of the circuit and how the neurons converging onto the MSO
are connected. Random delay, coincidence detection of spikes, divergence and
convergence of spike trains are operations implemented by the following modules: spike
generator, jitter generator, and coincidence detector. Subsequent processing of spike
trains computes the sound azimuth in the circuit. The circuit parameters that influence
efficiency of slope encoding are studied. In order to measure the overall circuit performance
the concept of an ideal observer is used instead of a detailed model of higher relays in the
auditory pathway. This makes it possible to bridge the gap between psychophysical
observations in humans and recordings taken of small rodents. Most of the results are
obtained through numerical simulations of the model.








A model of the mammalian MSO circuit which localizes the
direction of the sound source in the horizontal plane (azimuth)
at low frequency range is presented here. This model is based
upon the interpolation of the direction in question using the
firing rate code of the MSO binaural neurons. This is proposed
as an alternative mechanism for low frequency sound locali-
zation in mammals, as the precise mechanism in mammals
is not known to date (Dean et al., 2008; Joris et al., 1998, 2006;
Karino et al., 2011). The interpolation model differs from the
model proposing an array of delay lines (Jeffress, 1948). In the Jef-
fressmodel, the sound direction is encoded using a spatial code
which includes the position of peak neural activity within the
array. In the interpolation model, the binaural neuron encodes
the sound direction using its firing rate. Firing of this neuron
constitutes the ITD (interaural time difference) curve. The
sound direction is read out by interpolation from this curve.
McAlpine et al. (2001), Brand et al. (2002), Grothe (2003) and
others have proposed an ITD readout mechanism which en-
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codes the sound direction through the maximal slope of the
response function. This function has the ITD as its argument
and the firing rate as its output. In line with the terminology
used previously, we can call this mechanism slope encoding.
Our interpolation model is a variant of this slope encoding
mechanism. One of the crucial experimental findings is that
abolishing of inhibitory inputs by strychnine moves the max-
imum slope out of the operational range (Brand et al., 2002).
Based on this observation, the slope encoding model has, as
one of its key elements, an inhibitory input to the MSO.
Our model reproduces the MSO computations at the level
of abstract neural circuit description. Biophysical interactions
of the excitatory and inhibitory postsynaptic potentials (EPSPs
and IPSPs) at the postsynaptic membrane are not modeled in
detail. Concerning the interaction of the IPSP with the EPSP,
their time order is important. The IPSP must precede the
EPSP to exceed the threshold (Grothe, 2003; Pecka et al.,
2008). The PSPs from the two sides have to meet within a
given coincidence detection time window. The window size
is one of the key parameters in our model. We stress this as-
pect of the model because the rise and decay time constants
of postsynaptic voltage dependent currents determine the co-
incidence detection window size. The subcellular details are
abstracted in this paper. In vitro experiments conducted in
the search for the subcellular mechanism responsible for the
sub-millisecond precision show the plurality of underlying
biophysical mechanisms. To name only two of these one par-
ticular mechanism which contributes to setting the duration
of the coincidence detection window is implemented by the
voltage-activated potassium current at the postsynaptic
membrane (Mathews et al., 2010). Another mechanism by
which the order of the IPSP and EPSP is distinguished is the
post-inhibitory rebound mechanism (Brand et al., 2002).
We alsouse the ergodic assumptionof indistinguishable time
andpopulation ensemble encoding of the signals by spike trains.
The ergodic assumption in physics was originally introduced in
statistical mechanics of gases by Boltzmann in the nineteenth
century. According to this assumption the average of a selected
quantity is the same for the time average and for the statistical
ensemble average (Papoulis, 1991). In other words, it assumes
that the same result is obtained when observing a process over
a long period of time as when sampling a given number of
shorter independent realizations of the same process. This ap-
proach is applied in the neural coding description as follows.
To receive information about the sound source direction, one
can either wait for a given period of time and measure all the
Fig. 1 – Schemes of the MSO circuit anatomy and the interpolation model. The anatomical scheme (left) shows branches of the
binaural circuit (only one half of the symmetrical circuit is shown). L1, L2,…, R1, R2 are left and right neurons. The direction
from the auditory periphery to the auditory center is oriented top-down. Each neuron is denoted by its nucleus abbreviation
(expanded in the left-hand column). Synapses are either excitatory (E) or inhibitory (I). The model scheme (right) employs
neural circuit simplifications without losing the implementation of the key mechanisms.
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spikes in that period on an individual neuron, or one can observe
a given number of neurons over a shorter time period and
achieve the same precision. The number of spikes required for
such a measurement was estimated using the Bernoulli process
statistical model in Marsalek and Lansky (2005).
We propose a simple model where the basic processing
stages of the neural circuit have been replaced by four modules
operating in succession (see Fig. 1): a spike generator that repre-
sents the input from the auditory nerve (AN), a jitter generator
that adds jitter and delays, occurring in the pathway up to the
MSO, a coincidence detector that represents the first binaural
neuron in the MSO, and an ideal observer module. The detailed
description of these modules can be found in Section 4.
2. Results
2.1. Effects of inhibition
For the basic set of parameters (see Table 1), we obtained the
ITD curve shown in Fig. 2. It was checked that disabling the
asymmetric rule in the coincidence detector affects the output
of the circuit. We consider this to be our counterpart of inhibi-
tion suppression in the physiological model (see Section 2.3).
The result was as expected: in the purely excitatory case, i.e.,
with no inhibition, there is a higher firing frequency and, due
to the symmetric processing of excitatory spikes, the curve
peaks at DITD=0. In all other simulationswe used the asymmet-
ric coincidence detection rule only.
2.2. Effects of varying time parameters
After testing the basic parameter set, let us move to exploring
the parameter space, beginning with the timing jitter and
input sound frequency. When the ITD curves for increasing
input frequency fin are generated, it can be observed that the
firing rate grows and the ITD curve changes from flat in
lower frequencies to steep in higher frequencies (Fig. 3, left).
Similar rise of the firing rate with rising input frequency is ob-
served with the use of more detailed Meddis model, with
markedly lower output firing rates (Fig. 3, right). Furthermore,
the distance between the ITD peaks becomes smaller with in-
creasing fin as the input sound period decreases. The curve off-
set around the DITD=0 does not shift while changing fin.
As jitter decreases, the firing rate in the ITD curves in-
creases accordingly. See Fig. 4, right. This is due to the fact
that the smaller jitter helps spikes to occur in the same coin-
cidence window. For TJ→0, we would obtain a rectangular
pulse, which is unusable for interpolation. If the jitter be-
comes larger than the sound period, this would render the re-
sponse flat (not shown, effects of higher jitter values on ITD
curve are thoroughly demonstrated by simulations in Supple-
mentary information). Thus, the feasible jitter values are
bounded on both sides. Changes in jitter TJ values in the jitter
generator do not affect the ITD curve shift.
2.2.1. Window width and ITD curve shift
The ITD curve shift in ourmodel is produced by the asymmetric
coincidence rule but its particular size is affected by the param-
eters of the circuit. Therefore each parameter of our circuit was
studied to determine which parameters influence the ITD peak
shift. As a result of the simulations, it was possible to observe
that the parameter that changes the peak shift considerably is
the coincidence detection window width wCD. See Fig. 4. Other
parameters of our model did not affect the peak shift signifi-
cantly. See vertical lines in Figs. 3, 4.
2.3. Ideal observer
The ideal observer module is connected to the output of the
coincidence detector. For interpolation from the firing rate
back to the DITD value a previously fitted ITD function is
used. The ITD readout slope can be fitted to a sine function:
y ¼ 12A 1þ sin Btþ Cð Þ þ Dð Þ; where A is the multiplicative con-
stant setting up the maximum firing rate, B is dependent on
the input frequency, C is the phase shift and D is the sponta-
neous activity. See Fig. 5.
The shape of this function used for interpolation deter-
mines how precise the computation of DITD encoded in the in-
coming spike train is. As shown in previous sections, two
features are important. The first feature is the unambiguous
assignment of the unique DITD value from the firing rate. It is
the asymmetric rule together with wCD that plays an important
role in determining the readout curve whose fit is shown in
Fig. 5. The second feature is the slope of the interpolation curve
obtained as the difference ΔITD=ΔDITD/Δt and output range of
the ITD curve. Both are decisive for accuracy (or speed) of ITD es-
timate by the observer. As the output range increases, we obtain
a more precise azimuth estimate, which is influenced by all the
parameters, with jitter TJ being the main factor, as shown above.
2.3.1. Asymptotic times
Up to now we have looked only at the circuit output in the
terms of the firing rate. At the end, the information contained






















Fig. 2 – ITD curves for the basic set of parameters. This shows
a detailed view of the peak with inhibition shifted out of
the point, where DITD=0 as compared to the peak without
inhibition. The relative distances of the two curves (30–50 Hz)
are given in Grothe (2003). Further, the EE interaction has a
higher maximum firing rate than the EI interaction. The
basic ITD curve has shift of 0.25 ms, which is an emergent
property with no free parameter tuning.
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auditory pathway to estimate the azimuth. Since we do not
model higher stages of auditory processing, we use the ob-
server module, which sequentially collects information from
the circuit output and predicts resulting ITD from the infor-
mation given. Naturally, the longer the spike train is mea-
sured for, the more accurate the estimate of the source's
DITD which can be assessed. Thus in order to investigate the
overall estimate performance of our model circuit, we fed it
with a longer input and estimated the time TA needed for
the ideal observer to achieve accuracy 4°, in the head-on di-
rection (Mills, 1972). Fig. 6 shows fast asymptotic convergence
towards the source DITD value when basic jitter value (TJ=1
ms) is applied (left), and a comparison of the asymptotic
times for different parameter sets (right). In all cases shown
here we set DITD=0. A comparison between a pure tone and
a noisy input produced by the Meddis model was added to
the Supplementary information.
The time to reach the asymptotic values TA, which range
from 0.5 s up to 5 s (see Fig. 6), would be too long compared
to the typical reaction time. The humanminimum integration
time is discussed in Middlebrooks and Green (1991) as a range







































Fig. 3 – ITD response curves for different input frequencies fin directly delivered to the circuit (left-hand panel) and delivered




(50, 71, 100, 141, 200, 283 Hz),
the maximum firing also increases. In both cases, the period of the ITD curve decreases as the input frequency increases. If
cochlear filtering is used, it can be seen that the width of a single peak increases as the input frequency decreases. Secondly,
the output firing is approximately ten times lower with the Meddis model involved. For each sound frequency shown, the
















































TJ = 0.5 ms
TJ = 1.5 ms
Fig. 4 – Dependence of ITD peak shift on the coincidence detection window width wCD (left-hand panel) and different values of
jitter TJ (right-hand panel). Peaks do not exceed 140 Hz due to the input frequency fin=140 Hz in the basic set of parameters. In
the left-hand panel a shift of the peak towards higher ITDs can be seen as the window size increases from 60 μs towards 2 ms
(with step 300 μs). The two top left intervals show physiologically relevant range in a domestic cat (300 μs) and in a human
(600 μs), respectively. From around wCD=0.6 ms, and above that value, the maximum slope is observed and the shape of
the ITD function in physiologically relevant range does not change. For further notes about physiological relevance of this
observation see the Discussion section. Right-hand panel: larger jitter causes lower output dynamic range and wider curves.
The presence of high jitter values renders the response curve flat. The response increases as the magnitude of jitter decreases
towards zero.
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errors, typical azimuth integration time ranges from 150 to
300 ms of sound duration. However, the pathway from the
AN to the MSO is highly parallel and consists of up to a few
hundred neurons. When the ergodic hypothesis is used, as dis-
cussed in Section 3.4, TA can be divided by the number of neu-
rons. The time thus obtained corresponds to the theoretical
minimum time required by human listeners to determine the
DITD, when the entire brainstem circuit is working in parallel
and cooperating on the ITD estimation. When the basic set of
parameters is usedwe obtain that approximately 4 parallel neu-
ronswould be needed in order to achieve the 150 ms integration
time.
3. Discussion
3.1. Type of neuronal coding
Jeffress (1948) proposed a theory of how sound is localized by
a particular neural circuit. According to this concept, neural
representation divides the whole azimuthal space into dis-
tinct sections. Each section is handled by a specific neuron
and the fact that the sound originates from a given direction
is represented by higher firing activity of the corresponding
neuron. Jeffress suggested that this circuit is anatomically re-
alized by an array of delay lines. Indeed, experimental evi-
dence supporting this hypothesis was later found in the
circuit of the nucleus laminaris of birds by Carr and Konishi
(1988).
The responses of higher nuclei such as the colliculus inferior
in both birds,Wagner et al. (1987, 2007) andmammals, Joris et al.
(1998, 2006) have been systematically studied until recently.
This is because the colliculus inferior is more accessible to re-
cordings and its binaural response is analogous to that of the
nucleus laminaris or the MSO, respectively. In the MSO, which
is a mammalian anatomical counterpart of the avian circuit,
there is little supporting evidence for the existence of a structure


























Fig. 5 – The interpolation ITD curve in the physiologically
relevant range of values. The ITD curve is shown together
with the fitted sinus function used for interpolation in the
ideal observer. This function is fixed for the set of parameters
which would correspond to the fixed tuning of the neural
circuit for selected input signals. In this example, we used
the ITD curve, which results from simulation of the circuit for
the basic set of parameters. Note that the period of this slope



































TJ = 1 ms
wCD = 0.6 ms
TJ = 5 ms







Fig. 6 – Time required to reach a reliable estimate (with a given precision) of azimuth TA by a single binaural neuron. The x-axis
shows timeand the y-axis shows the ITD.Note the logarithmic scales used. In the left-handpanel, themiddle solid line represents
the mean value obtained for 1000 simulation runs, while the dotted lines show standard deviation. The three dotted horizontal
lines show DITD original source and margins of azimuth difference ±2° respectively. In the right-hand panel, the top line shows
mean convergence when using larger jitter (TJ=5ms), the middle line shows how convergence improves when using a wider
window (wCD=3ms), which is different from the basic parameter set, and the bottom line shows faster convergence for the basic
set of parameters (TJ=1ms). The horizontal lines show the precision obtained in thepsychoacoustical experiments. At the point in
time TA (TA=0.65 s for basic set of parameters) when the mean value crosses the precision line, enough information has been
obtained for ourmodel to be able to report the azimuthwith average precision corresponding to that of human listeners ([−2° ;2°]).
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Joris et al. (1998). This raises the question ofwhether such a type
of neural coding is also to be found in the mammalian brain
stem. Various alternatives have been proposed, for example,
delays of the cochlear traveling wave (Jennings and Colburn,
2010; Joris et al., 2006; Shamma et al., 1989). Previous experi-
ments have shown that ITD peaks occur out of the relevant
physiological range (McAlpine et al., 2001) and further reproduc-
tions of mammalian experiments similar to those have led to
the development of a theory showing that the mammalian lo-
calization mechanism is different from that of the avian. The
importance of the role of synaptic inhibition was also experi-
mentally discovered by Brand et al. (2002). The shift of the ITD
curve peak is somewhat counter-intuitive when we assume
that the Jeffress model is employed, and thus the slope (rate)
coding model has been proposed instead. In this paper a circuit
based on the slope coding scheme is studied.
3.2. Asymmetric rule for coincidence detection
The excitatory and inhibitory effects in the sound localization
circuit have been extensively discussed in experimental liter-
ature. Classical electrophysiological works by Goldberg and
Brown (1969) and others have distinguished between the EE
and EI type of binaural unit response. The EE (excitatory– ex-
citatory) abbreviation labels units where the sound level in-
crement at both sides has an excitatory effect, while EI
stands for the excitatory effect of one side and inhibitory ef-
fect of the other side. However, this is a phenomenological
classification and does not imply the synaptic mechanisms.
In the mammalian MSO circuit, other inhibitory inputs be-
sides those from the MNTB (Medial Nucleus of Trapezoid
Body) are involved. Each sensory pathway, including the audi-
tory pathway, also contains local inhibitory interneurons and
often other inhibitory circuits, like, for example the indirect
pathway of the basal ganglia. In all these synaptic circuits,
the role of inhibition is to dynamically set up the gain of the
circuit via feedback connections. Other inhibitory synapses
in the MSO circuit contribute to setting the gain, adaptation,
and perhaps to further unknown functions of the circuit.
Our model follows anatomical connections of the feedfor-
ward sound localization pathway. Although throughout the
paper excitatory and inhibitory synapses are referred to
according to their anatomical and functional classification,
we have shown that instead of synapse polarity, it is possible
to use a timing rule for coincidence detection. Thus, we have
been able to describe the circuitry independent of the synapses
polarity in more abstract and simple terms. We have also
demonstrated that our results are in line with the experimen-
tal results related to inhibition blocking (Brand et al., 2002;
Pecka et al., 2008).
3.3. Properties of the circuit
Having studied the parameters that affect important proper-
ties of the ITD curve, we have found that the parameter signif-
icantly affecting peak position is the coincidence window
width. One consequence of shifting the peak by employing a
wider window is a steeper ITD function in the physiological
range of ITDs. Bringing steepness to its maximum value
would require wCD≈0.6 ms which is higher than the observed
values (Jercog et al., 2010). Using smaller jitter values proved
much more effective in increasing the output range and
steepness of the ITD curve. As noted in Section 4.3, on the
one hand, jitter plays a positive role for more subtle differen-
tiation of azimuthal space, but on the other hand, higher jitter
reduces coding efficiency. This indicates the possible exis-
tence of an optimal jitter value which merits further research.
Asymptotic behavior of the sound direction “ideally ob-
served” by the model was also investigated. This gives us
overall precision and time performance for the whole circuit.
It could be seen that an ideal observer located on a single
fiber performs in the range of seconds, which is acceptable
considering that the auditory pathway works in parallel
using tens to hundreds of neurons. Using an ergodic assump-
tion for the ideal observer, we obtain a hundreds of milli-
seconds time range. This allows us to connect physiological
and psychoacoustical observations, which are normally two
separate areas of research.
Besides the regular input, theMeddis (2006)model of theaudi-
tory periphery was used to compare the performance of the two
input models. Generally, the Meddis model causes a fall in the
firing rate delivered as the input to our model, compared to the
regular spiking input we used. In addition, only phase-locked
spikes will be registered by coincidence detection. This reduces
both the available dynamic range of values of the ITD curve and
the computational performance of the circuit. The question re-
mains how closely this model corresponds to the real input to
theMSO, since themodel produces only the spike train occurring
at the auditory fiber. The cochlear nucleus can improve the
phase-locking due to summation of more AN fiber inputs.
The timing jitter also plays a role in deteriorating the phase-
locking precision. Most of the auditory processing stages blur
the phase locking. The comparisonwith theMeddismodel indi-
cates that introducing more processing stages into the circuit
does not necessarily blur the spike trains beyond the state
when the circuit would no longer function andwould no longer
possess a functioning coincidence detection mechanism. In-
deed, Reed et al. (2002) have shown that the phase locking in
a model neuron within a neural circuit can deteriorate, can be
sharpened, or can stay unaltered, depending upon the connec-
tion divergence and other simple properties of the neuron as a
relay within the sensory pathway.
3.4. Ergodic assumption
The performance of a single binaural neuron has been shown
for several parameters and inputs. Time (TA) to reach the esti-
mate of DITD by single neuron is higher than in psychoacoustic
experiments. It is known that the auditory pathway uses AN
fibers and subsequent neurons in parallel so the brainstem
contains several parallel circuits cooperating on the computa-
tion of azimuth. We used the ergodic hypothesis to divide TA
by the number of parallel neurons. This hypothesis used in in-
terpretation of Fig. 6 states that the same result is obtained
when counting spikes for a long time as when sampling
them across a given number of parallel fibers. This is also con-
sistent with the actual ITD processing in the MSO reported in
several species, which produced the same ITD tuning curves
by several repeats of sound stimulus, as shown, for instance
by Goldberg and Brown (1969).
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The exact number of circuits which work in parallel is dif-
ficult to estimate. It concerns not only the number of the bin-
aural MSO neurons but also the number and connectivity of
the spherical bushy cells of the cochlear nucleus. About 7000
of these cells connect to the MSO in a domestic cat. Since
their axons branch, the average number of connections to
the MSO is difficult to obtain with the current methodology
(P.X. Joris, personal communication). Next, the exact spectral
content of incoming acoustic stimuli affects the number of in-
volved fibers due to the tonotopic organization. For example
the broadband stimuli would be expected to perform better
than pure tone stimuli due to higher number of parallel fibers
transmitting the signal. All these problems were not studied
deeper in the current paper but they pose interesting open
questions for further work.
3.5. Stochastic coding of ITD
Finally,wewould like to point out the use of thebuilt-in random
number generator in our model. By means of these stochastic
simulationswehaveobtained realizations of a randomvariable,
namely of the timing jitter. The results obtained for the ideal
observer are shown together with their statistical description.
A previous paper by Marsalek and Lansky (2005) presented a
stochastic model of a coincidence detector and theoretically
calculated average detection times. In this paper a further step
has been taken, as the entireMSOmodel circuit has been studied.
The precision of the ITD detection assessed by our model re-




In some simulations a constant frequency spike train was
used as the input, with two spikes generated in each cycle —
one to one side, the other delayed by the ITD (this variable is
denoted by DITD) to the other side.
While the regular spiking input is suitable for analysis of cir-
cuit parameter properties, amore biologically plausiblemodel of
spike generation was also included. Specifically, the first part of
the computationalmodel of the auditory periphery as described
in Meddis (2006) was used. Here, the complex acoustic stimuli
are passed through successive stages of processing: stapes, bas-
ilar membrane, inner hair cell receptor potential, presynaptic
calcium currents and transmitter release events, AN (auditory
nerve) synapse and finally AN spiking response, including re-
fractory effects. The output – spike train in the auditory nerve
fiber with selected characteristic frequency – is subsequently
used as an input to our circuit. An extensive overview of all the
parameters can be found in the appendix under Meddis (2006).
This model was then used without further modifications.
4.2. Jitter generator
In the next processing stage, jitter is generated and added to
the spike times, simulating natural noise occurring in the
neural spike transmission. Each spike is shifted in time by a
small random delay value defined as D=TJ(B(a,b)−0.5), where
B(a,b) is a random variable from the beta distribution with pa-
rameters a=2, b=4 and TJ is the timing jitter magnitude.
Values of a=2 and b=4 are the smallest nontrivial values
resulting in a nonzero skewness of the beta probability densi-
ty function, as discussed in Drapal and Marsalek (2010). Note
the positive role of this type of noise in the circuit — it is be-
cause of this noise that more refined azimuth precision is
achieved.
4.3. Coincidence detector
Whenever two spikes are detected within the short time win-
dow, the coincidence detector neuron fires. In the classical
Jeffress (1948) model, coincidence detection is realized by the
excitatory spikes converging on a binaural neuron from both
sides simultaneously in a short time succession. The mere
fact of coincidence determines the azimuth defined by the
position of the neuron in a delay line. The interpolation model
also introduces a short time window for detecting consequent
spikes, while distinguishing between two EPSPs and a pair of
one EPSP and one IPSP. The preceding application of the timing
jitter is of essential importance to the circuit here as it allows
a more subtle distribution of coincidences. Instead of a binary
answer about two spikes being in the coincidence window, a
probabilistic variable is obtained which, in turn, allows a finer
distribution of recognized ITD values. Compared to the “all or
none” output of the Jeffress model, this means that one single
binaural neuron is already capable of determining DITD. How-
ever a longer spike train is needed to achieve the necessary pre-
cision of the estimate.
The important property of the ITD curve is its peak shift as
observed in an experimental study of mammals (Brand et al.,
2002). First, this leads to a shift of possible ITD values inside
the physiologically relevant range. Second, it allows the un-
ambiguous interpolation of a particular firing rate to a single
ITD value. This is in contrast to the situation where the ITD
curve has a peak at DITD=0 and the concave shape allows
two possible ITDs to be selected. We show that in order to
achieve this ITD curve shift, we need an “asymmetric” rule
of EPSP and IPSP coincidence detection, allowing incoming
spikes to trigger an output spike only if the inhibitory spike pre-
cedes the excitatory spike. This corresponds to the detailed bio-
physics of the PSPs. Pharmacological suppression of the
inhibition is equivalent in ourmodel to disabling this asymmet-
ric rule and letting the symmetric coincidencedetection operate
on the incoming EPSPs only. By “asymmetry” we mean that the
order of excitatory and inhibitory spikes matters — in contrast
to the excitatory only situation.
4.4. Ideal observer module
Compared to the Jeffress model where the azimuth is deter-
mined by the position of the firing neuron in the delay line,
the interpolation model relies on the value of a firing rate.
The firing rate is realized by random variations in the input
spike timings, and one way to eliminate this random compo-
nent is to take an average of the firing rates over a given
time. Because the input sound sequences may only last for a
short period of time, we would like to know what length of
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time intervals are needed in order to obtain an azimuth esti-
mate. Our aim here is not to model the higher stages of spatial
sound localization, but rather to estimate the information
that is available after theMSO processing stage and to connect
the physiologically relevant information (firing rate) with ex-
perimental azimuth measurements.
The concept of the ideal observer, originally also known as
the ideal receiver, is frequently used in the signal detection
theory and psychophysics (Tanner, 1961). By implementing
the ideal observer module, we used this concept to describe
a mechanism which represents the function of the next pro-
cessing stages of the auditory pathway. It should be noted
that this is not strictly an ideal observer analysis. Unlike pre-
vious modules, this module does not process the data. In-
stead, it simply extracts the available information encoded
in the output spike train from the binaural neuron, and in par-
ticular it reads the sound source direction from the MSO neu-
ron. This is done via the interpolation of the firing rates in
the ITD curve. This lookup (calibration) function must be
known beforehand and it can be approximated by a sine func-
tion RITD≈Rmaxsin2πfinDITD. The meaning of the parameters of
this approximation are listed in the Results section.
Since the ideal observer has complete access to perceptual
information, the azimuth perception can be obtained. In psy-
chophysics this precision is called the just noticeable differ-
ence, and in azimuthal sound localization in the head-on
direction is 4° (angular degrees). This has been observed with-
in a decade variation amongst distant animal species, in
humans, Mills (1972), guinea pigs, McAlpine et al. (1996) barn
owls, Moiseff and Konishi (1981) and even in parasitic flies
Ormia ochracea, Miles et al. (1995). Here, different azimuths
are distinguished as distinct points on the ITD curve along
its slope. Thanks to interpolation the just noticeable differ-
ence is obtained from the difference between two spike train
firing rates elicited by two stimuli (azimuths) φ1 and φ2. The
firing rates of spike trains in response to stimuli φ1 and φ2
denoted as R1 and R2 can be described as random variables
with means μ1 and μ2 and standard deviation σ (we assume
σ1=σ2). Detection distance is defined as: d=(μ2−μ1)/σ. When
t→∞, firing rates converge to their means, R1→μ1 and R2→μ2.
The computational precision performance of the circuit is depen-
dent upon speed of this convergence. Thus wemeasure the time
to reach the direction estimate TA. This variable ismainly depen-
dent on the firing rate RITD and input sound frequency fin, as well
as other parameters.
4.5. Simulations and parameters
The model circuit was simulated numerically with explora-
tion of plausible parameter space. Each of the circuit modules
has its own set of parameters which together define the cir-
cuit parameters. A default value of jitter of TJ=1 ms was
assigned since the experimentally observed values of jitter
do not exceed 1 ms as shown for example in the experiment
involving the octopus type cells of the cochlear nucleus in a
domestic cat (Oertel et al., 2000). The width of the coincidence
windowwCD has been assigned as 600 μs. This is in agreement
with the value used in a model part of Beckius et al. (1999).
Briefly, their model performed well as long as the coincidence
detection window was shorter than the period of the
fundamental frequency. (We get 1/wCD=1667 Hz, therefore it
must be fin<1667 Hz.) This latter assumption is also frequently
mentioned in other models. The subcellular experimental
studies also measured values of relevant postsynaptic
current- and voltage-dependent ionic current rise time. The
values measured give window width in the sub-millisecond
range close to this value (Jercog et al., 2010). Representative
fundamental sound frequency in the following results is
fin=140 Hz. Besides the fundamental frequency of spike gener-
ator fin, we set the duration of most simulations to 500 s in
order to reach a steady state. We select the parameters
above as a basic set, summarized in Table 1. An extensive list
of circuit parameters can be found in the Supplementary in-
formation. In all the simulations we use this basic set of the
parameters unless stated otherwise.
The physiological range of DITD in humans when localizing
sound source in one quadrant (0–90°) ranges from 0 to 600 μs.
This can be calculated from the sound speed in the air and the
distance between the ears. Differences in the ear distance of
smaller animals have to be taken into account when inter-
preting the data recorded in various laboratory animals.
Supplementary materials related to this article can be
found online at doi:10.1016/j.brainres.2011.08.048.
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Abstract
Objectives: Additional properties of the stochastic neural
circuit model suggested in [1] were studied.
Methods: The performance of the whole circuit when the
system employs a different jitter was studied by extensive
simulations. By performance we mean the time needed to
obtain a reliable estimate of ITD.
Results: It was found that the relation between jitter
and performance is nonlinear and we estimated a plausible
range of jitter values for the model.
Conclusion: To conclude, there exists an upper bound
of the timing jitter since the number of neurons needed
to compensate the injected noise grows exponentially and
above certain jitter values becomes unrealistically high.
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1 Introduction
The way mammalian brain localizes sound azimuth re-
mains a matter of discussion. The current textbook view
is based on the theory of delay lines proposed a long time
ago by [2].
Although there is a strong experimental evidence that
delay lines implemented by the branching pattern of neu-
ronal fibers are present in the Nucleus Laminaris in birds
[3], experimental evidence for such branching pattern in
the Medial Superior Olive (MSO - counterpart of bird’s
NL) in mammals remain weak [4] and alternative theories
have been proposed [5].
In a specific variant of the slope-encoding model [6]
proposed in [1] the interaural time difference (ITD) is en-
coded by the firing rate of the first binaural neuron. This
rate is driven by coincidence detection of the action po-
tentials coming from time locked ipsi- and contralateral
inputs shifted by ITD and additional jitter added to the
system. Under certain conditions each ITD value corre-
sponds to a unique value of the firing rate, thus the imag-
inary observer monitoring output of such a neuron is able
to estimate ITD only by interpolation from its firing rate.
The role of noise in this model is ambiguous. On the
one hand it allows a finer distribution of recognized ITD
values, on the other hand higher values deteriorate the
estimation performance of the circuit.
This performance decline was indicated in [1] for two
circuits with different jitter. The aim of this report is to
extend the previous result and show quantitatively how
jitter affects performance of the whole range of circuits
defined by different jitter values.
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2 Methods
The circuit operates at an abstract level of description
without explicit membrane potential regarding spikes as
single time point events and consists of several consecutive
processing stages (see Fig. 1):
Figure 1: Scheme of successive processing stages of the circuit.
• A generator of action potentials simulates time-
locked inputs, impulses from the contralateral side
are shifted in time by ITD value. The frequency of
generation is set to 140 Hz as in the previous study.
• A jitter generator which represents noise occurring
in the circuit during the signal transmission along
the auditory pathway. It is parametrized by a sin-
gle value. It should be noted that each different
parameter value defines a different circuit since it
changes the characteristic ITD interpolation curve
used for interpolation. Together with the spike
generator they can be considered as a very sim-
plified counterpart to the auditory pathway up to
the MSO (where the signal from the left and right
ear used for sound localization based on low sound
frequencies converges). In this stage each spike is
shifted in time by small random jitter ∆ which is
parametrized by jitter magnitude J , more precisely
∆ = J(B(2, 4) − 0.5), where B(a, b) is a random
variable from the beta distribution with parameters
a, b.
• A coincidence detector representing the first binau-
ral neuron. It generates a new spike only in case two
input spikes occur within a short time window and
in a specific order when contralateral spike precedes
the ipsilateral one.
• An observer which collects output of the previous
processing stages and estimates the ITD value com-
puted by the circuit. It can be seen as a counterpart
of higher processing stages which measure how much
information can, in principle, be obtained from the
rate coded presented by a single binaural neuron.
Details of the stages above are identical to those in [1]
except for one important feature. Fixed parameters of the
circuit define the ITD interpolation curve as seen in Fig.
2. In our previous study this curve was carefully fitted to
a fixed sinusoidal function and the inverse of this function
was used to interpolate ITD from estimated firing rate.
In Fig. 2 we can see how jitter J dramatically changes
this curve. Since we will use the whole range of different
jitter values we cannot rely on the fitted function any-
more and we shall use directly this interpolation curve.
Conceptually, this is not adding anything new, however,
it leads to additional computational difficulties - for each
jitter value a circuit ITD curve must be recomputed anew
and an inverse mapping from firing rate to ITD must use
a more elaborate interpolation mechanism since the curve
is not locally strictly monotonous.
Figure 2: ITD interpolation curves for circuits with a differ-
ent jitter value. Each firing rate value corresponds to an ITD
value and is uniquely determined in case the function is strictly
increasing in the ITD values under scrutiny. We see that in-
creasing jitter leads to smaller slopes of the interpolation curve
and we expect a deteriorated circuit performance for higher jit-
ter values.
3 Results
Each jitter value defines a new circuit and after com-
puting its interpolation curve we let the circuit estimate
a single ITD value while observing how the estimate de-
velops in time. This way we obtain asymptotic behaviour
for each circuit, see Fig. 3.
From psychophysical experiments we know that the
precision of azimuth estimation in a human is appro-
ximately 4◦ in the head-on direction [7]. We define that
the time needed for reliable estimation of ITD is identical
with the last-passage-time (LPT) of the 4◦ precision re-
gion, see the area delineated by horizontal dotted lines in
Fig. 3.
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Figure 3: Asymptotic behaviour of ITD estimation produced by observer for selected values of jitter J . The original azimuth
was selected as ITD = 0. Horizontal lines delineate the region when desired precision of ITD estimate was achieved (±2◦).
For each line we can define the last passage time (LPT) when the function enters the region and remains inside of it. We see
that increasing jitter leads to the increase of LPT value. Each line is an averaged function from 1000 simulation runs.
Figure 4: Dependence of last-passage-times on different jitter values. On the right hand side the same plot in logarithmic scale.
We fit ffit(x) in such a way to be as close as possible in the interval of 0.1 - 10 s of LPT. This will be subsequently used for
relating plausible jitter ranges, see text.
In this way we obtain unique LPT for each circuit with
specific jitter value, as plotted in Fig. 4. As we can see,
the functional dependence is nonlinear and can be appro-
ximately fitted by ffit(x) = e1.9(x−1.25) − 0.2.
Obtained circuit’s LPT time tA corresponds to the pro-
cessing time of a single binaural neuron in MSO needed to
estimate ITD. Because the auditory pathway consists of
many parallel fibers and processing of the signal is simul-
taneous, we used the ergodic hypothesis in our previous
study.
In short, we assume that when a single neuron of this
type requires the time tA, n neurons working in parallel
need the time tA/n to produce equivalent information sub-
sequently used in higher stages of the pathway (repre-
sented by the concept of the observer).
The number of binaural neurons working in parallel
is difficult to estimate but does not exceed hundreds of
units. Next, we know from psychophysical experiments
that the time tA needed for azimuth estimation ranges
around 150 - 300 ms in human subjects [8].
This allows us at least to connect specific jitter value
J with the required number of neurons n in order to ob-
tain tA (let us fix tA = 0.2 s). By employing the er-
godic hypothesis we get tA =
LPT (J)









To sum up, we obtain that the physiologically plausible
range of simultaneously working neurons n ∈ [1; 100] cor-
responds to jitter range J ∈ [0.7; 2.8], which also implies
plausible jitter values for the canonical set of parameters
of this model.
4 Discussion
Irregularities in spike timings observed in physiologi-
cal recordings were originally thought to be the result of
neuronal cells unreliability and it was assumed that the
c©2011 EuroMISE s.r.o. EJBI – Volume 7 (2011), Issue 1
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firing-rate neural coding scheme is used because of its ro-
bustness against the noise present in neuronal activity.
Later decades have shown that what was often considered
as erratic behaviour was rather a misunderstanding of the
transmitted code [9] and it turned out that neurons are
capable of reliable and precise spike timing [10] needed
for so-called temporal coding. Coincidence detection of
precisely timed input spikes is an important concept in
theories of binaural hearing and we suggested one variant
of such a model in a stochastic neural circuit in [1].
This time we focused specifically on the role of jitter.
In the previous study the jitter parameter was fixed to
J = 1 ms which is in a good agreement with experimental
findings [11]. Here we took a further step and estimated a
range of possible values based on circuit performance. We
should, however, note that this analysis is bound to the
canonical set of basic circuit parameters. For example,
the spike generator frequency also has an impact on the
overall performance of the circuit; in the previous study
we employed a more detailed model of the auditory peri-
phery [12] and we could observe a decrease of overall per-
formance of the circuit. This result cannot be, however, so
easily incorporated since one processing stage (bushy cells
layer) is missing. There are indications that this layer is
able to provide better time locking and consequently im-
prove coincidence detection in binaural neurons — that
can be another example of a somewhat unexpected ob-
servation that higher processing stages of neural circuity
increase the accuracy of phase locking [13].
Another problematic point is that the number of pa-
rallel circuits employed in ITD estimation is not exper-
imentally known. This parallelism would have a strong
impact on the overall performance as well, and we have
at least shown the correspondence between jitter and the
required number of neurons (or vice versa). By employ-
ing the ergodic hypothesis we can conclude that due to
(1) the number of neurons needed to compensate the in-
jected noise grows exponentially and above certain jitter
values becomes unrealistically high. This gives us an ap-
proximate upper bound of jitter allowed for this type of
circuit.
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