The analysis of space-time data from complex, real-life phenomena requires the use of flexible and physically motivated covariance functions. In most cases, it is not possible to explicitly solve the equations of motion for the fields or the respective covariance functions. In the statistical literature, covariance functions are often based on mathematical constructions. We propose deriving space-time covariance functions by solving "effective equations of motion", which can be used as statistical representations of systems with diffusive behavior. In particular, we propose using the linear response theory to formulate space-time covariance functions based on an equilibrium effective Hamiltonian. The effective space-time dynamics are then generated by a stochastic perturbation around the equilibrium point of the classical field Hamiltonian leading to an associated Langevin equation. We employ a Hamiltonian which extends the classical Gaussian field theory by including a curvature term and leads to a diffusive Langevin equation. Finally, we derive new forms of space-time covariance functions.
Introduction
Covariance functions play a significant role in the analysis of space-time data with geostatistical and machine learning methods [46, 45, 7] , in inverse modelling [48] , and in data assimilation [34] . Thus, there is active interest in applications of space-time data analysis and the development of new covariance models [7, 1] . Space-time covariance functions commonly used are straightforward extensions of purely spatial models (e.g., exponential, Gaussian) and constructions based on linear mixtures [39] . More complex models are generated using mathematical arguments, e.g. permissibility conditions [40] and simplifying assumptions such as separability of space and time components without clear physical motivation for the functional form or the parameters. Several authors have proposed more realistic, non-separable covariance models [8, 36, 9] . Simple space-time covariance models are determined by the variance and constant correlation length and correlation time. In purely spatial cases, richer parametric families such as the Whittle-Matérn covariance model [15, 20] or the Spartan covariance functions [25, 24, 27 ] offer more flexibility. The former is derived from a fractional stochastic partial differential equation driven by white noise [53, 38] . The latter is obtained from a Gaussian field theory with a curvature term which also leads to a fourth-order stochastic partial differential equation [26, 27] .
There is a long history of ideas from physics that find applications in information theory and data analysis, including the maximum entropy formalism developed by Jaynes [32] , more recently the Bayesian field theory [37] , and machine learning applications of the variational approximation [22] . The connection between statistical physics and space-time statistics on the other hand has not been duly appreciated, albeit the former can provide useful models for the analysis of space-time data. In statistical physics the literature on spacetime fields and correlation functions is extensive [14] . For example, the Gaussian model of classical field theory is equivalent to a Gaussian random field with a specific covariance function [35, 43] .
A formal difference between random fields in statistical field theories and those in spatial statistics is that the former are defined by means of local interactions, whereas the latter are defined by means of covariance matrices [5, 6] . Both approaches are formally equivalent provided that the covariance function of the local interaction model can be explicitly expressed. The interactionbased formalism has several advantages for parameter estimation, interpolation and simulation which derive from the sparseness of the inverse covariance matrix in the local interaction representation [28, 50] . Spartan Spatial Random Fields (SSRFs) are based on the local interaction framework in the static (timeindependent) case. SSRFs admit explicit relations for the covariance function in one, two, and three dimensions [25, 24, 11, 10, 27] . A similar framework was independently proposed by Farmer [12] . More recently, covariance functions similar to SSRF were derived for meteorological applications from polynomials of the diffusion operator [58, 56] .
In statistical physics, a coarse-grained Hamiltonian determines the relative probabilities of different field configurations for near-equilibrium systems. Excursions from equilibrium leading to dynamic fluctuations follow by perturbing the system with noise. The dynamic response of the system is determined by a stochastic partial differential equation, also known as Langevin equation, which can be derived in the framework of linear response theory [18] . The correlation functions are shown to obey the fluctuation-dissipation theorem, which connects them to respective susceptibility functions [42] . In physics, this approach has been applied to study dynamic critical phenomena [23, 47] .
The physical insight provided by the the fluctuation-dissipation theorem is that the fluctuations of the unperturbed system contain information about the response to external perturbations that drive the system away from equilibrium. This formalism, to our knowledge, has not been applied to generate spacetime covariance functions. Our goal in this paper is to show that effective Hamiltonians with local interactions, which are successfully used in spatial data analysis, can be extended to space-time random fields. This contribution is part of an ongoing effort to transfer ideas from statistical physics to space-time data analysis [25, 26, 10, 24, 28, 27] . Using the theory of linear response, we show that the local interaction framework leads to explicit forms for new space-time covariance functions.
The remainder of the paper is structured as follows: In Section 2 we present mathematical background on Gaussian random fields. Section 3 reviews local interaction random fields and demonstrates that the so-called Spartan spatial random field model is derived from the principle of maximum entropy. Section 4 briefly presents linear response theory focusing on the calculation of correlation functions. In Section 5 we use linear response theory to derive equations of motion for space-time SSRF covariances, and we obtain an explicit equation for the SSRF spectral density. Section 6 gives a standard derivation of spacetime covariances from Langevin equations. This leads to a general equation for the space-time covariance function of fields driven by colored noise and recaptures the results of the previous Section in the SSRF case with Gaussian white noise. In Section 7 we present explicit equations for SSRF space-time covariance functions. Finally, we present our conclusions in Section 8.
Mathematical Preliminaries
In the following, we focus on Gaussian space-time random fields. These can be used to model more complicated distributions in the Bayesian framework of Gaussian random processes [45] . A space-time random field (STRF) X(s, t; ω) ∈ R where (s, t) ∈ R d × R and ω ∈ Ω is defined as a mapping from the probability space (Ω, A, P ) into the space of real numbers so that for each fixed coordinate (s, t), X(s, t; ω) is a measurable function of ω [5] . An STRF involves by definition many possible states indexed by ω [5, 55] . In the following, we drop the state index ω for simplicity; instead, we use the symbol ω for the cyclical frequency in Fourier transforms. The states (realizations) of the STRF are denoted by the real-valued scalar functions x(s, t). In the following, Φ [X(s, t)] denotes a functional of the STRF X(s, t) that takes unique values for each realization x(s, t).
The expectation over the ensemble of STRF states is denoted by the angle brackets · . Hence, the covariance function is given by
An STRF is called statistically stationary in the weak sense (or simply stationary for brevity), if its expectation is constant and its covariance function depends purely on the spatial and temporal lags, r and τ , respectively. For simplicity, since we aim to calculate space-time covariance functions, we assume a zero-mean STRF, i.e. X(s, t) = 0. The STRF variance will be denoted by σ 2 . Furthermore, a stationary random field is called statistically isotropic if its covariance function depends only on the Euclidean distance but not the direction vector. In the following we focus on statistically isotropic STRFs.
In the spectral domain, we use the wavevector k to denote the spatial frequency and ω to denote the cyclic frequency with respect to time. For a given function x(s, t) with space and time dependence, we will usex(k, t) to denote the spatial (i.e., with respect to the space variable) Fourier transform andx(k, ω) the full Fourier transform with respect to both space and time. The pairs of the direct and inverse Fourier transforms, respectively, are defined as follows:
Local Interaction Random Fields
Time-independent random fields represent the long-time, i.e., equilibrium, configurations of dynamic variables. They also model "quenched randomness" which characterizes the structure of geological media and is a key factor for subsurface physical processes [5] . Static random fields can be defined in terms of a "pseudo-energy" functional H[x(s)] which assigns different "energy" levels, and subsequently different probabilities, to different configurations x(s). In the following, we will assume that the energy functional takes real, non-negative values. The most probable configuration of the spatial random field minimizes
The joint probability density function (pdf) of the equilibrium spatial random field X(s; ω) is determined from the functional H[x(s)]. The joint pdf for the realization (state) x(s) is proportional to exp[−H[x(s)], i.e.,
where the partition function Z is given by the following functional integral [17, 13] 
The functional integral is the continuum limit of the discrete representation Dx(s) = lim n→∞ n i=1 dx i , where the vector (x 1 , . . . , x n ) T represents a discretization of the continuum state x(s) at n points. Note that whereas Z may diverge for n → ∞, the SRF statistical moments are nonetheless well defined. For example, the covariance is given by the following functional integral
In statistical mechanics, the H[x(s)] for a given system is obtained from kinetic and potential energy terms that reflect the motion and interactions of microscopic constituents. In the case of macroscopic random fields X(s, t), the dynamics may not be fully known or solvable. Then, H[x(s)] represents an effective functional that incorporates fictitious interactions defined by means of derivatives of the field realizations. Hence, H[x(s)] may represent a sufficiently flexible heuristic functional and not a first-principles Hamiltonian.
Maximum Entropy Formulation of Spartan Spatial Random Fields
Based on the concept of the effective energy functional, the Spartan spatial random field model was proposed [25, 24, 28, 27] . This model is an extension of the classical Gaussian field theory [35] which incorporates a square curvature term. The respective energy functional is given by
In the above, η 0 represents a scale coefficient, η 1 a rigidity coefficient, and ξ a characteristic length; ∇ stands for the gradient and ∇ 2 for the Laplace differential operator. The energy functional H fgc [x(s)] generates Gaussian, zeromean, stationary random fields. As in classical field theory, a frequency cutoff is required for differentiability of the field states [59] . In the absence of such a cutoff, the high-frequency contributions lead to random fields that are meansquare continuous but non-differentiable in d = 2, 3 [24] . Explicit expressions for the covariance functions in d = 1, 2, 3 at the limit of infinite cutoff are derived in [24, 27] . The use of (4) in spatial data analysis requires the estimation of the coefficients η 0 , η 1 and ξ from the data.
The pdf with energy functional (4) can be derived using the principle of maximum entropy [32] . The main idea underlying maximum entropy is that the pdf is determined by maximizing the entropy of the system given constraints imposed by the data. Furthermore, it is assumed that the data constraints are equal to the respective expectations over the pdf.
Let us define the integrals
In addition, we assume that the expectations S i [x(s)] can be estimated from the data. If we possess only one realization, e.g., x * (s), the above assumption requires that the system is ergodic with respect to the constraints, i.e.,
. Then, the maximum entropy pdf conditional on these constraints is given by
The constant µ normalizes the pdf, i.e., Z = exp(µ), whereas the constants λ i , i = 0, 1, 2 are in principle obtained by solving the system of the three equations
. For example, on a regular grid the derivatives are replaced by respective finite differences which thus implement the high-frequency cutoff [25] . On irregular grids, estimators can be constructed using kernel functions [10, 51] . Then, the estimation of the model parameters is reduced to the solution of the following moment equationŝ
Dynamic Correlations
If a perturbation drives the system away from the equilibrium and the deviation is small, the equilibrium fluctuations determine the non-equilibrium response. This idea is exploited in statistical mechanics by means of the linear response theory [23] .
Susceptibility Function
The theory of linear response focuses on small perturbations of the field X(s, t) around the equilibrium state which are caused by an external field h(s, t). If we define by · 0 the expectation over the equilibrium distribution and by · the non-equilibrium expectation, the response of the system to the external field can be expressed as follows in terms of the susceptibility function χ(s − s ; t − t ) and the following convolution equation
For large perturbations, the response should also include nonlinear terms.
Since the difference X(s, t) − X(s, t) 0 = X (s, t) corresponds to the expectation of the non-equilibrium fluctuation, Eq. (8) implies that the susceptibility is given by the following functional derivative
In the above, δ(·)/δh(s , t ) represents the functional derivative, which is defined by means of δh(s, t)/δh(s , t ) = δ(s−s ) δ(t−t ). The limit h(s , t ) → 0 is taken in order to ensure that nonlinear terms vanish. LetX (k, ω) andh(k, ω) represent the Fourier transforms of the STRF fluctuation and the external field which are given by (2) . The Fourier transform of the susceptibility function is then given by the following limit
The susceptibility function is used in physical applications to describe the system's response to measurable external fields (e.g., electric or magnetic fields). In the analysis of spatial data, however, the external field does not necessarily represent a physical reality; hence, the notion of susceptibility has not found wide applicability. Nevertheless, we suggest that there are potential applications of the susceptibility concept, since the analysis of spatial fields often involves auxiliary variables [52] , which essentially represent external fields. For example, the elevation is an auxiliary variable that has significant impact on rainfall; thus, it makes sense to consider the susceptibility of the rainfall field to the elevation of a particular site.
Langevin Equations
Within the framework of linear response theory, the STRF dynamics is derived from the equilibrium energy functional and the noise field that drives deviations from the equilibrium by means of the following Langevin equation [31, 18] ∂X(s, t) ∂t
where Γ is a diffusion coefficient, δ[.]/δx(s) denotes the functional derivative with respect to the field state, and ζ(s, t) is the noise field. The latter is typically Gaussian white noise with ζ(s, t) = 0 and variance equal to D, i.e.,
Equation (11) links the rate of change of the field state x(s, t) to an equilibriumrestoring velocity that depends on H[x(s)] and a random velocity given by the noise term. For example, if H[x(s)] is given by the Ginzburg-Landau effective action, then (11) is known as the time-dependent Ginzburg-Landau equation [35, p.192] . In the following, we will denote the restoring velocity for a given random field state by
and V [X(s, t)] will denote the respective functional of the random field X(s, t).
Fokker-Planck Equation
The pdf of the STRF X(s, t) that is governed by the Langevin equation (11) is the solution of the following Fokker-Planck equation [18] ∂f
The equilibrium (time-independent) pdf is the asymptotic limit (as t → ∞) of the solution of the above Fokker-Planck equation:
The Fokker-Planck equation may not admit an explicit solution; however, for many applications in spatial data analysis it is sufficient to know the covariance of the random field, since the fluctuations often follow the Gaussian law, whereas in other cases the data can be transformed by means of nonlinear transformations to approximately fit the Gaussian law [52] .
Equation of Motion for the Covariance
To obtain the equation of motion (EOM) for the covariance function, we follow the approach described in [42, pp. 120-121] . First, we assume that t > t without loss of generality. We use the covariance definition (1), we replace the time derivative of X(s, t) with (11), and then replace x(s, t) with the random fields X(s, t). These steps lead to the following equation
The right hand side of the above equation involves the term ζ(s, t; ω) X(s , t ) . The principle of causality, however, implies that the noise at time t can not influence the field at the earlier time t . Hence, noise-field cross correlation is dropped, and we obtain the following EOM for the covariance:
Let us now assume that t ≤ t then since we can not reason that causality causes the noise-field cross correlation to vanish the EOM for the covariance will be given by:
Moreover from (17) the partial derivative of the covariance with respect to t will be given by:
Next, we subtract each side of the equation for ∂C x (s, t; s , t )/∂t from the respective side of (18) for ∂C x (s, t; s , t )/∂t. At this point we use the stationarity property, i.e., that the covariance is a function only of the lag t−t , which implies ∂C x (s, t; s , t )/∂t = −∂C x (s, t; s , t )/∂t. These operations lead to the following equation for the covariance rate
Using time and space translation invariance, the first two averages on the left hand side cancel each other. Combining Equations (17), (18) and (20) we obtain
The Fluctuation-Dissipation theorem
The fluctuation-dissipation theorem links the covariance and the susceptibility functions [23] . For t > t from (20) it is straightforward that:
2 ∂C x (s, t; s , t ) ∂t = ζ(s , t ; ω) X(s, t; ω) .
The term in the right hand side of can be evaluated by means of the FurutsuNovikov theorem [16, 44] 
In the present case, φ[X(s, t)] = X(s, t). We use the definition of the susceptibility function (9) as a response to the noise field, and we take into account the noise covariance (12) . Then, the time derivative of the covariance function is related to the susceptibility function via
Furthermore, for statistically stationary and homogeneous conditions, the above equation becomes
SSRF-based Space-Time Covariance Functions
Below we derive a partial differential equation for the space-time covariance function based on the equation of motion (17) . We consider a slightly modified form of the Spartan energy functional (4), in which the curvature term is multiplied by the coefficient µ ≥ 0. In the following, we assume an infinite spectral cutoff for the spatial frequency (wavenumber). We assume that Γ = D/2 in line with the relaxation model A of Hohenberg and Halperin [Eq.(4.2), p. 445] in [23] . It can then be shown using the properties of functional derivatives and ignoring boundary effects [26] that the Spartan energy functional is associated with the following restoring velocity
In light of the above restoring velocity and (17), the stationary covariance function is given by the solution of the following equation of motion
is the combined diffusion coefficient.
We define byC(k, τ ) the Fourier transform of the covariance function over the spatial lag vector. This is given by the following d-dimensional integral
The functionC(k, τ ) is the spectral density of the covariance at time lag τ . Expressing the equation of motion (27) in Fourier space, we obtain the following spectral counterpart
where k = k . The first-order ordinary differential equation (29) admits the following exponentially damped time evolution of the Fourier modes
whereC(k, 0) is the covariance spectral density at zero time lag. Let us assume statistical isotropy of the spectral density at zero time lag, i.e.,C(k, 0) =C(k, 0). Then, based on the spectral representation, the spacetime covariance function is given in real space by the following one-dimensional integral [55] C(r, τ ) =
where
is the Bessel function of the first kind and of order d/2 − 1 .
Given that the covariance function is stationary, the expression (31) also holds for t → ∞. At zero lag, therefore, C(r, 0) should be identical to the spatial covariance function that corresponds to the static energy functional (4). By setting τ = 0 in (31) it follows that the above constraint is satisfied ifC(k, 0) is
which represents the SSRF spectral density given by [25] slightly modified by the presence of µ. According to Bochner's theorem [4] , (32) is a permissible spectral density if (i)C(k, 0) ≥ 0 and (ii) dkC(k, 0) < ∞. These conditions are trivially satisfied if η 1 > 0, µ > 0 and d ≤ 3. The space-time spectral density S(k, ω) is defined as the Fourier transform of the space-time covariance function in the spatial-temporal frequency domain, i.e:
The spectral density S(k, ω) can also be expressed by means of the spectral density of the spatial fluctuations at time lag τ which was obtained in (30) as follows: 
The above is a permissible spectral density function of the form S(k, ω) = a/(Π(k) + ω 2 ), where Π(k) is an eighth order polynomial. This model is more flexible than the one described by the second order Matérn spectral density, commonly used in geostatistics, in which the respective polynomial Π(k) is given by Π(k) = (k 2 + φ 2 ) 4 [33] . In Figure 1 , the spectral density (36) is plotted for d = 1 and d = 3 for µ = 1. The spectral density (36) could by used in meteorological modelling as space-time extension of purely spatial spectral densities derived by polynomials of the diffusion operator [57] .
Covariance Function from Langevin equation
In this section we obtain space-time covariances from the equation that governs the motion of the STRF realizations. Based on (11) and (26) the following Langevin equation governs the time evolution of the state x(s, t)
where V [x(s, t)] is the restoring "velocity" as defined by (13), and ζ(s, t) is the stochastic "velocity". We assume a bilinear equilibrium energy functional of the form
where L(s − s) is the inverse spatial covariance operator defined by means of the convolution integral [54] R d
Note that L(s − s), R d → R is a real-valued and symmetric function, i.e., L(s − s) = L(s − s ). The restoring velocity is given by s 1 ) x(s 1 , t) .
The Langevin equation corresponding to (37) for the spatial Fourier modes of the STRF is
where L(k) ∈ R is the inverse spatial covariance operator in Fourier space. If L(·) is a linear combination of even-order derivative operators, then L(k) respectively is a polynomial in k 2 . The temporal evolution of the Fourier modes is given by the solution of the above ordinary differential equation, i.e., bỹ
The STRF spatial spectral density is given byC(k, t; k , t ) = x(k, t)x(k , t ) c . It follows from the above that the temporal evolution ofC(k, t; k , t ) is determined by the integral equation
where x(k, 0)x(k , 0) c is the initial condition at zero time lag. If we assume a correlated stochastic "velocity" with spatial spectral density
we obtain the following integral equation for the temporal evolution ofC(k, t; k , t )
Setting t = t in (40) we obtaiñ
Due to stationary it holds thatC(k, t; k , t) =C(k, t ; k , t ) for all t and t . Hence, we obtain the following relation for the spatial spectral density at zero time lagC
Combining (40) and (42), the temporal evolution of the spatial spectral density is given by the following exponential relatioñ
Finally, in light of (43) and by invoking the reflection symmetry L(k) = L(−k), we obtain the following equation for the evolution of the space-time covariance
Equation (44) holds in general for colored noise and for general L(k). For the SSRF case, the inverse spatial covariance operator L(k) is given by [27] 
Assuming that the stochastic "velocity" is Gaussian white noise, i.e.,c ζ (k) = 1, the SSRF covariance C(r, τ ) is given by
Based on the above and the spectral representation of isotropic random fields which transforms the multidimensional integral into a one-dimensional integral [55] , we recover (31) derived above.
Explicit Space-time Covariance Functions
Equation (31) is the general result for the space-time covariance function obtained in the framework of linear response theory from the equilibrium localinteraction energy functional (4). We use the following integral identity for the spectral density
The above is based on 1/A = ∞ 0 dκ e −κ A , for A > 0. The above leads to a space-time covariance function which is given by
We can thus express the space-time covariance function in terms of the following double integral
Covariance for the zero-curvature model
We investigate the space-time covariance (47) with µ = 0. In this case the function A(κ, k) is given by
Then, the spectral integral (49) can be analytically performed using [Eq.(11.4.28),
In the above, the 1 F 1 (a 1 , a 2 ; z) -also known as M (a 1 , a 2 ; z)-is the confluent hypergeometric function, defined by [Eq. (13.1.2), p. 504] [2] as follows
where (a 1 ) (n) is the rising factorial,
We apply the above definition with a
, and b = r to the integral in (51) . Based on these replacements, (49) and (50), we evaluate the function Q(κ) as follows
Further, using the definitions for the hypergeometric function, it follows for
In light of this identity, and the function Q(κ) is given by
Hence, the expression (53) for Q(κ) and (48) lead to the following univariate integral for the space-time covariance function
Equations (31) and (54) both involve univariate integrals. The latter, however, involves a non-negative, decreasing function of κ, whereas the former involves the integration of the oscillating Bessel function J d/2−1 (kr) which is more difficult to evaluate numerically, especially for large lags.
The case of zero spatial lag
For r = 0 the covariance function (54) is given by the integral
The integral can be performed using integral tables, and more precisely [Eq. 
In the above, Ei(x) is the exponential integral function defined by Ei(x) = (56) it follows that the time covariance has a singularity at τ = 0 for d = 2, 3.
The case of zero time lag
For τ = 0 it follows that β 1 = 0 and the covariance function (54) is given by the following integral
where y = β 0 κ and µ = r β 0 /β 2 = r/ξ √ η 1 . This integral can be evaluated using the identity [3.471.12, p. 385] [19] which leads to
where 
Hence, in light of (58) the spatial covariance has a singularity at r = 0 in d = 2, 3, in agreement with the limit of the time covariance as well. This is not surprising since the model described above is identical to the Gaussian field theory, which is known to have a singular behavior at the origin if a finite cutoff is not used [43, p. 227 ].
Explicit covariances for general lags
For d = 1, 3, µ = 0 it follows from (31) that the corresponding covariances are given by the equations
and
The above integrals can be evaluated analytically for η 1 > 0. Applying the identities [ Eq. (1.4.15 
The covariance function (61) is equivalent to a model derived by Heine starting from the general form of a second-order stochastic partial differential equation [21, 33] . Our result, however, is expressed in terms of the parameters η 0 , η 1 , ξ,D that can be easily identified with properties of the STRF and include the SSRF parameters of spatial random fields. In particular, η 0 is an overall scale coefficient that determines the amplitude of the fluctuations and has units [X] 2 , η 1 is a dimensionless rigidity coefficient that suppresses large gradients, ξ is a characteristic length, andD is a characteristic inverse time. We also derive the covariance function (62) which is valid in three spatial dimensions. Note that the presence of η 1 in addition to ξ implies that the correlation length is a function of both parameters [30] . In both d = 1 and d = 3 for r → 0 and τ → 0, the purely temporal and purely spatial covariance models, respectively (56) and (58) , are recovered from (61) and (62). In agreement with the zero-lag analysis, the singularity at r = 0 and τ = 0 is present for d = 3 in (62). This singularity, which denotes that the STRF has infinite variance, is known in Gaussian field theory as well as in statistical modelling [33] . We discuss a remedy for this problem in the next section.
In Figure 2 we plot the covariance functions (61) and (62) for d = 1 and d = 3, respectively. For d = 3 the minimum lags used are equal to 0.1 to avoid the zero-lag singularity. Figures 3 and 4 demonstrate the dependence of the covariance function (61) in d = 1 versus the spatial (time) lag under constant time (space) lag for different values of the rigidity coefficient η 1 . Note that at the larger lag distances, r = 3 and τ = 3 the covariance function is smooth at the origin, i.e., for τ = 0 and r = 0, respectively, in contrast with the non-differentiable peak at (r = 0, τ = 0).
Small-µ approximation
In the following we assume that µ 1, so that the curvature term in (47) is present but multiplied with a small coefficient. This small perturbation, however, is sufficient to tame the singularity at the origin (zero lag) of the covariance function, effectively by reducing the impact of large-frequency fluctuations.
We use the spectral representation (47) for the covariance function. The exponential e −A(κ,k) in this case is expressed as follows
where the coefficients v and u 2 are defined by means of the following relations and the constant coefficients given by (54b)
The exponential component exp(−µ v k 4 ) can be approximated using the Taylor expansion truncated at an even order 2M as follows
The even truncation order ensure that the approximation is non-negative. The divergence of the expansion for large k is controlled by the exponential exp(−u k 2 ) for η 1 > 0. Therefore, the truncated spectral density corresponds to a permissible covariance function. The resulting expansion of the covariance function (47) is given by the following series of integrals 
Conclusions
The analysis of spatiotemporal data and statistical mechanics have followed to a large extent separate paths, in spite of the conceptual overlaps between the two fields. The connection between statistical mechanics and geostatistics has been investigated in a series of papers [25, 26, 24, 28, 29, 27 ]. Herein we demonstrate that space-time covariance functions for the analysis of spatiotemporal data sets can be obtained using ideas from statistical mechanics, such as field theory, maximum entropy, and linear response theory. We show that a Gaussian field model with an energy functional to which a curvature term is added can be derived from the principle of maximum entropy using suitable data-based constraints. The spatial covariance functions obtained from this energy functional incorporate "interactions" between the sample locations, and they offer increased flexibility due to a richer parametric structure [28, 30] . The "equilibrium" spatial model is herein extended to the space-time domain by means of the covariance equation of motion or the associated Langevin equation for the realizations, both of which are obtained within the framework of the relaxation approximation in linear response theory. The covariance equation of motion provides explicit formulas for the temporal evolution of the spectral density. It is also shown that the associated covariance functions in real space involve integrals that can be analytically computed in different approximation regimes. The obtained solutions provide new types of non-separable, space-time correlation functions without using simplifying but unrealistic assumptions. In contrast with purely statistical models, the STRF model parameters introduced in this paper correspond to distinct properties of the random field.
For future investigations, flexible representations such as the KarhunenLoève expansion can be used in combination with the Langevin equations to obtain compact expressions for space-time covariance models. The general formulation for construction of space-time covariances based on concepts of statistical mechanics can be extended to incorporate more general models described by non-linear generalized Langevin equations and colored or non-Gaussian driving noises [3, 49] .
