Abstract-We introduce a new estimator for noise variance in tomographic images reconstructed using algorithms of the filtered backprojection type. The new estimator operates on data acquired from repeated scans of the object under examination, is unbiased, and is shown to have significantly lower variance than the conventional unbiased estimator for many scenarios of practical interest. We provide an extensive theoretical analysis of this estimator, highlighting the circumstances under which it is most effective. This analysis includes both general and specific data-correlation patterns. Moreover, we have applied our estimator to real X-ray computed tomography data and present preliminary results that support the theory and provide experimental evidence of the new estimator's efficacy.
I. INTRODUCTION
I N X-ray computed tomography (CT) and other medical imaging modalities, changes in the image-formation process generally impact image quality. The changes can vary from the data acquisition specifics to the image reconstruction algorithm. To establish whether or not an improvement has been achieved, a careful and thorough assessment of image quality is required. Such assessment generally involves estimation of image noise, because statistical effects are a prominent aspect of image quality. This important issue was already acknowledged in the early years of CT (see, e.g., [1] - [8] ). Recently, we proposed a new variance estimator and also a new covariance estimator for the noise in images reconstructed with filtered backprojection (FBP) algorithms [9] , which are currently used by all medical CT scanners. Here, we present a thorough, detailed analysis of the new noise-variance estimator.
A simple approach to image variance estimation involves the substitution of spatial averages for ensemble averages, i.e., the noise variance in a particular region of interest in an image may be estimated from a single noisy image realization by computing the sample variance of all pixel values in the region. Such an approach makes the strong assumption that the pixel values are taken from an ergodic, and hence, stationary, random process [10] . Moreover, it requires that there are enough pixels in the region of interest so that statistical variations in the variance estimate are small. These constraints are not very satisfactory for CT imaging, which is our topic of interest here. For investigations of image noise in CT, it is preferable to use ensemble averages instead of spatial averages because CT image noise is highly nonstationary. (The nonstationarity of CT noise is primarily caused by the object-dependent nature of statistical variations in the data.) Often, the initial evaluation of new CT reconstruction algorithms is performed from computer-simulated data of mathematically-defined phantoms. In this context, two techniques can be used to obtain an ensemble estimate of the image variance. The first technique involves computing multiple independent, identically distributed (iid) realizations of the noisy CT dataset, reconstructing one image from each of these datasets, and then computing the variance of an individual pixel value from the sample of images (see, e.g., [11] - [14] ). Since the data are simulated, it is usually possible to generate a large number of image realizations. However, in some situations, such as for 3-D volumes reconstructed from cone-beam data, it may not be practical to compute the large number of reconstructions required in order to get an accurate estimate of the image variance. In the second technique, the image variance is computed by analytically modeling each step of the reconstruction process [13] , [15] - [20] . Such analytical models typically assume that the CT data are uncorrelated and that the variance of the CT data is known, which is the case when using simple noise models and mathematically-defined phantoms. Unfortunately, analytical propagation of noise through the reconstruction algorithm can sometimes be challenging and the computational cost can be large.
Other procedures, such as evaluation of refinements in the data acquisition or late-stage characterization of new reconstruction algorithms, require using real data. In these circumstances, the two techniques described in the last paragraph may be implemented from repeated CT scans of a phantom, but they have limitations. The first approach is straightforward, but demands a large number of scans to be accurate, and there are practical limits to the number of scans that can be reasonably acquired. The second approach, which relies on analytical modeling, can be implemented by estimating the CT data variance 0278-0062/$26.00 © 2010 IEEE from the repeated scans and assuming that the data are uncorrelated. Unfortunately, since real CT data are typically correlated due to effects such as detector crosstalk and afterglow, and because this correlation is difficult to characterize accurately, variance estimators based on analytical models are bound to yield biased results, with a bias that is difficult to predict.
Compared to analytical models, the image variance estimator that we present in this paper is always unbiased and makes relatively weak assumptions on the correlations present in the CT data, namely, our estimator only requires knowledge of one parameter, , which specifies that each view of filtered data is correlated with at most previous views and subsequent views. In other words, the filtered CT projection data are allowed to be correlated within each view, and also between some views as described by . Moreover, knowledge of the correlation magnitudes is not required. If each view of filtered data is known to be correlated with at most previous views and subsequent views, then we show that compared to the conventional approach of estimating image variance directly from a sample of images, our estimator has lower variance by a factor of as much as (approximately), where is the number of views; see the end of Section V-B. As a specific example, if and , then our estimator may have as much as 200 times lower variance than the conventional estimator, and it thus requires many fewer scans to achieve comparable accuracy. Hence, we believe that our new image variance estimator presents strong advantages over the other estimation strategies mentioned above, especially for application to CT datasets where a small value for can be safely assumed.
This paper is organized as follows. First, Section II outlines our notation and reviews key concepts. Then, Section III introduces our noise-variance estimator in a very general form, applicable to any FBP reconstruction algorithm. We have performed a theoretical analysis of this estimator including a comparison to a conventional estimator (the first technique described in the third paragraph of Section I). This analysis is given in Sections IV and V. Specifically, Section IV considers the special case in which filtered data from different views are uncorrelated, and Section V turns to the general case in which each view of filtered data is correlated with a known number of adjacent views. Our analysis is not only supported by mathematical arguments, but also by preliminary experimental results using real X-ray CT data given in Section VI. These results are in excellent agreement with the theory. Finally, Section VII summarizes our results and conclusions.
II. PRELIMINARIES
In this section, we set our notation and review relevant material. Throughout the paper, we write vectors in boldface and denote the transpose of vectors and matrices with the superscript , e.g., is the transpose of the vector . Also, indicial notation is used to refer to individual entries of vectors and matrices. For example, denotes the th entry of vector and denotes the element of matrix that is in the th row and the th column.
We assume that the reader is familiar with the multivariate normal distribution [21] , [22] . A random vector following a multivariate normal distribution with mean and nonsingular covariance matrix will be denoted .
A. Sample Covariance Matrix
Consider a random vector with mean and covariance matrix , where denotes the expectation operator. Suppose that we have independent, iid measurements of , given by , and that we wish to estimate . The conventional unbiased estimator for is the sample covariance matrix [21] , [22] (1) where is the sample mean. Throughout this paper, we will use an overbar to denote the sample mean.
The following useful lemma characterizes the covariance between two entries of the sample covariance matrix, , when the samples follow a multivariate normal distribution.
Lemma 1: If is computed from independent samples for , then for any . Proof: The proposition follows from Theorems 3.3.6 and 3.3.15(i) of [23] .
B. FBP Reconstruction Methods
We consider image reconstruction from X-ray CT projections collected at view positions, , on a given source trajectory, with
. An FBP reconstruction algorithm [24] consists of two basic steps. First, there is a filtering step, in which the CT projection data are modified through some combination of rebinning, weighting, and filtering. Second, there is a backprojection step in which the filtered data are interpolated, possibly weighted, and then summed over for each point . The interpolated, filtered data from view used for reconstruction at is written as , and the backprojection weight for view and is denoted by , which is assumed to be strictly positive. Typically, the backprojection weight is voxel-dependent and is inversely proportional to a power of . Since the steps outlined above may be implemented in various ways, and since we wish to keep our discussion general, the development in this paper will be based on a generic expression for the final backprojection step, given by (2) Above, is the FBP reconstruction at the point . Equivalently, we may express (2) as the vector inner product 
C. Noise in FBP Reconstructions
We wish to calculate the variance of the FBP reconstruction at a given location , as defined by (2) , from multiple CT datasets obtained through repeated scans of the object of interest. For this purpose, we view these multiple datasets as repeated measurements of the interpolated, filtered data vector . Statistically speaking, is a random vector. The variance estimators which we consider in this paper apply without any specific assumptions on the distribution of , except that its mean and covariance matrix are well defined. However, for all theoretical analyses, we assume that is multivariate normal. For most CT datasets, we believe that this assumption is valid as long as the number of photons reaching the detector for each ray is large enough. This belief is in agreement with experimental observations made in [25] and [26] .
For an image reconstructed with the FBP formula of (3), the variance of a pixel value may be expressed in terms of covariances of the interpolated, filtered data. Let the covariance matrix of be denoted as (6) Using (3), the variance of the image pixel at is seen to be (7) Alternatively, the above equation may be written as (8)
D. Conventional Image Variance Estimator
Suppose that we perform repeated CT scans of an object, and that we wish to estimate the variance of an image pixel, assuming that the reconstruction is performed with an FBP method. A conventional approach to noise estimation is to first reconstruct the iid CT datasets to obtain iid image realizations, and then apply the standard unbiased estimator for variance (see [27, p. 212] ). Specifically, if we denote the value of the th image realization at pixel location as , then the image variance may be estimated as (9) where is the sample mean. We call the image noise estimator given by (9) the conventional variance estimator (CVE). In our notation, the hat emphasizes that the quantity defined by (9) is an estimator, and the subscript c on the estimator stands for conventional.
The CVE may also be written in terms of the interpolated, filtered data . Suppose that each of the CT datasets is filtered and interpolated to obtain realizations of . Denote the th realization as , and define the sample covariance matrix for as (10) where . Utilizing (3), the value of the th image realization at pixel location is . Inserting this relation into (9) , the CVE may be written as (11) In summation form, the above equation becomes (12) Observe that (11) and (12) are simply straightforward sample estimates of (7) and (8), respectively.
III. BAND-RESTRICTED VARIANCE ESTIMATOR
For data collected with a typical CT scanner, the X-ray measurements within each projection are correlated, and each projection may be correlated with projections collected at adjacent views. However, a given projection is not typically correlated with projections from distant views. Moreover, the filtering and interpolation steps required to compute in an FBP algorithm typically induce correlations only within a view and possibly between adjacent views. We will use this a priori knowledge to obtain a better estimator for image variance.
Suppose that the interpolated, filtered data within any view are correlated with the interpolated, filtered data from at most previous views and subsequent views, i.e., is the smallest nonnegative integer which ensures that, for any and if . Using this assumption together with (8) , it follows that the variance of an image pixel is (13) where (14) Now, we use (13) to motivate an image variance estimator. Suppose we have a sample of datasets resulting from repeated CT scans. From these datasets, we compute realizations of the filtered, interpolated data, . Observe that the covariances in (13) may be estimated with the corresponding entries of the sample covariance matrix, defined by (10) . Doing this, we obtain the following estimator for image variance: (15) Equation (15) may also be expressed in the vector-matrix form (16) where the entries of the band-restricted sample covariance matrix, , are defined as (17) We call the image variance estimator defined by (15) the band-restricted variance estimator (BRVE). The subscript on the estimator stands for restricted. The name for this estimator emphasizes that it depends on entries of the sample covariance matrix, , only within a specified band of width . On the other hand, the CVE does not have this restriction, since it uses all entries of [see (11) ]. By construction, the BRVE is unbiased and is consistent (i.e., converges to the true image variance as ). However, there is no guarantee that the new estimator is nonnegative, because is not necessarily a positive definite matrix, unless . Nonetheless, we will show that this disadvantage is largely compensated by attractive convergence properties compared to the CVE.
Our definition of the BRVE falls within the topic of estimating covariance matrices with a known pattern, which has received attention in the statistics literature [28] - [37] . Optimal estimation of such matrices is a challenging problem, especially as far as obtaining analytical results is concerned. To our knowledge, none of the theoretical results that we present here have been published. As an alternative to explicit analytical estimators, many investigators have proposed algorithms to compute the maximum likelihood estimator of patterned covariance matrices [29] - [32] , [37] . These algorithms are iterative, and they are also computationally demanding relative to the BRVE. Moreover, little is known concerning the magnitude of the bias and variance of these estimates (and functions of them) for finite as compared to the CVE.
IV. THEORETICAL ANALYSIS OF THE BRVE:
Here, we consider the performance of the BRVE in the case, i.e., when adjacent projections of the interpolated, filtered data are uncorrelated. We start by assessing the optimality of the BRVE and subsequently compare the BRVE to the CVE. This case applies to evaluation of many FBP reconstruction algorithms from computer-simulated data. It may also be useful for evaluations from real datasets provided that the effects which create correlations betweens views, such as detector afterglow, are well-mitigated.
As discussed in Section II-C, the interpolated, filtered data vector, , is assumed to follow a multivariate normal distribution, with mean denoted by , i.e., . In the development below, functional dependencies on are frequently suppressed for notational convenience.
A. Optimality Evaluation
Since the BRVE is an unbiased estimator of image variance, it is important to ask whether or not it is the uniformly minimum variance unbiased (UMVU) estimator [38] , [39] . The following theorem answers this question for : Theorem 1: Suppose that and that the BRVE is computed from independent samples for . Then, the BRVE is the unique UMVU estimator for the image variance.
Proof: The joint probability distribution function (pdf) of the measurements, , is
where denotes the determinant of , and (19) With the aid of the additive and cyclic properties of the trace, written , we may express as (20) Rearranging the above summation in brackets yields
where is defined by (10) . Next, we use the assumption that is diagonal together with (20) and (22) to find that takes the form (23) where denotes the th component of . Combining (18) and (23), the joint pdf for the sample may be rewritten as (24) By the Fisher-Neyman factorization theorem (see [38, In addition, the BRVE for the case is closely related to the maximum likelihood estimator (MLE) [38] , [39] for image variance. Specifically, the MLE asymptotically approaches the BRVE with increasing , while at any given , the MLE has slightly lower variance than the BRVE but is biased. The next theorem clarifies this relationship.
Theorem 2: Suppose that and that the BRVE is computed from independent samples for . Then, the MLE for image variance is equal to the BRVE multiplied by . Proof: We start by finding the MLE for the diagonal covariance matrix, . For this purpose, we use a technique employed by Muirhead (see [21, Th. 3 
The joint pdf of the sample is given by (18) and (19) . Using (20) and (21) together with the cyclic property of the trace, we see that the likelihood function is (26) Clearly, (27) with equality if and only if , since is positive definite. Hence, is maximized only if . Next, we find the that maximizes the function , or equivalently, any logarithm of this function. Because is diagonal, takes the form (28) Taking the natural logarithm of both sides yields (29) Let and consider the function . Because this function is maximized at , it follows that (30) where equality is achieved if and only if for every . In other words, is maximized if and only if for all . Therefore, in this case, we conclude that the MLE for is , where is defined by (17) with .
By the invariance property of maximum likelihood estimators (see [40, Th. 7.4 (16), we see that the MLE is equal to the BRVE multiplied by a factor of .
B. Comparison With the CVE
From Theorem 1, we know that when , the BRVE has smaller variance than the CVE. It is instructive to further examine both the origin and the magnitude of this difference. First, we state a useful result which shows that the diagonal entries of the sample covariance matrix, , are uncorrelated with the off-diagonal entries.
Lemma 2: Suppose that and that is computed from independent samples for . Then, for any with . Proof: Lemma 1 with yields . Since , either or . Consequently, since is diagonal, either or . The preceding formula thus implies that .
Observe from (11) and (16) that the BRVE for the case uses only the diagonal entries of the sample covariance matrix, , whereas the CVE incorporates all entries of this matrix. Moreover, (11) and (16) imply that the CVE may be written as the sum of the BRVE plus a linear combination of the off-diagonal entries of , i.e., (31) From Lemma 2, it follows that when , the BRVE is uncorrelated with the second term above. Therefore, the variance of the CVE consists of the variance of the BRVE plus the variance of the second term. Specifically, (32) The second term on the right side of (32) may be written as (33) where is defined as (34) Using Lemma 1, (33) becomes (35) As discussed in Section II-B, all of the backprojection weights are strictly positive. Therefore, given that the diagonal entries of are strictly positive due to being positive definite, all of the summation terms in (35) are either zero or strictly positive. Moreover, the summation includes nonzero terms; such terms appear, for example, when , in which case we get contributions of the form . Hence, , demonstrating that the variance of the CVE is strictly larger than the variance of the BRVE because the CVE includes an additional term that depends only on the off-diagonal entries of .
We may gain further insight by recalling from the proof of Theorem 1 that the BRVE is a function of the complete sufficient statistic , defined by (25) . Since any complete sufficient statistic is minimal sufficient (see [38, p. 42] ), the BRVE is therefore a function of a minimal sufficient statistic. Intuitively, this means that the BRVE is based on a statistic that optimally reduces the available data while still retaining all of the relevant information. By contrast, the CVE cannot be obtained as a function of the minimal sufficient statistic , and hence, the CVE makes an inefficient use of the data.
The next proposition characterizes the magnitude of the variance improvement offered by the BRVE when . Theorem 3: Suppose that and that the CVE and the BRVE are computed from independent samples for . Then
Proof: Utilizing (3), the value of the th image realization at pixel location is . Since any linear combination of a multivariate normal vector is also normal (see [21,Th. 1.2.6, p. 6]), it follows that the iid realizations of are each normal. Hence, Lemma 1 with implies that . Using the structure of , (8) reduces to . Thus, the variance of the CVE is (36) In the case, (15) for the BRVE reduces to . Since all of the are independent, . Moreover, Lemma 1 with implies that . Hence, the variance of the BRVE is (37) The ratio of (36) and (37) yields the stated formula.
Observe that the variance ratio in Theorem 3 above is independent of . If we further assume that there is a positive constant such that for all , then Theorem 3 yields Corollary 1 below. The assumption that for all applies, for example, in good approximation when the classical parallel-beam FBP algorithm is used for reconstruction (i.e., for all ) and data are acquired with a perfectly compensating bowtie filter (i.e., with a shaped piece of material that is placed between the X-ray source and the object so that all rays hitting the detector have the same intensity).
Corollary 1: Suppose that and that the CVE and the BRVE are computed from independent samples for . If there exists a positive constant such that for each , then
Since a typical commercially-available CT scanner uses , the variance improvement offered by the BRVE can thus be quite substantial in some circumstances.
In the other extreme, the energy of could be very concentrated around a given value. In such a case, Theorem 3 implies that the BRVE only offers a slight advantage over the CVE. For illustration, assume that there exists some index such that for and for where and are positive constants with much smaller than . Under this assumption, Theorem 3 shows that the ratio of the CVE variance to the BRVE variance is close to one. Situations where the energy of is concentrated around a given value appear when data collected from one view have much higher noise than data from other views, or when is close to the source trajectory and the backprojection weights are inversely proportional to a positive power of .
V. THEORETICAL ANALYSIS OF THE BRVE:
Next, we examine the performance of the BRVE in the general case when . After investigating the optimality of the BRVE, we contrast the BRVE with the CVE. As before, we assume that the interpolated, filtered data vector, , follows a multivariate normal distribution, and we frequently suppress functional dependencies on for notational convenience.
For the following discussion, it is informative to note that in practice, is usually small compared to the number of views, . In particular, on a typical commercial CT scanner collecting projections, we have observed that the amount of between-view correlation is commonly well-approximated by values of less than or equal to two.
A. Optimality Evaluation
We start with a heuristic argument supporting the effectiveness of the BRVE. Since is positive definite, it follows that and are invertible. Therefore, the inverse of may be written as (42) Under the assumption that , the expression given by (39) may be substituted into (42) to find that (43) For any integer , we define the th order approximation of as (44) Because is a symmetric band matrix of bandwidth , the th power of is a symmetric band matrix with bandwidth . Consequently, it follows from (44) that is a symmetric band matrix of bandwidth . Suppose that the BRVE is computed from independent samples for . By combining (18) , (20) , and (22), the joint pdf of the sample can be seen to take the form (45) If the th-order approximation given in (44) is accurate, then the joint pdf of the sample is well-approximated as (46) The expression on the right of (46) is not necessarily a valid pdf since may be singular and since . Nonetheless, in the heuristic discussion below, we treat this expression as though it actually is a pdf.
Let be the matrix defined as (47) Since is symmetric, it is easy to see that (48) Therefore, (46) depends on the entry if and only if is nonzero. Define the matrix to contain the entries of which correspond to nonzero entries of , i.e., . (We followed this approach in the proof of Theorem 2 in Section IV-A.) Unfortunately, finding the MLE for in the case when is a nondiagonal, band matrix is not straightforward and is still a subject of active research [33] , [34] . Moreover, we have verified to our satisfaction that is generally not equal to the MLE for when . On these grounds, we therefore conjecture that the BRVE is not simply linked to the MLE for image variance. Because explicit construction of the MLE for band matrices is difficult, proving this assertion is likely onerous.
B. Comparison With the CVE
We have learned that the BRVE is the UMVU estimator as a first-order approximation but is not the UMVU estimator in general. Below, we contrast the BRVE with the CVE.
Recall from the last section that the statistic is sufficient in the sense of approximation (46) . Also, (45) In CT imaging, the truncated Neumann series in (44) is likely to be a good approximation to with being very small, e.g., . Moreover, is much smaller than . Therefore, is a band matrix with a bandwidth which is much smaller than , i.e., has much smaller dimension than . As a consequence, extracts the sample information much more efficiently than . Because the CVE is a function of but not of , it appears that the CVE makes a relatively inefficient use of the sample. Hence, since the BRVE is a function of , we expect it to have better performance than the CVE. The following theorem shows that the BRVE outperforms the CVE when the interpolated, filtered data from different views all have a nonnegative correlation.
Theorem 5: Suppose that the CVE and the BRVE are computed from independent samples for . If for all , then
Proof: Using (11) and (17), the CVE may be rewritten as (50) Thus, the variance of the CVE is given by (51) Equations (16) and (51) imply that the difference in the variances of the CVE and the BRVE takes the form
The first term on the right side of (52) is expressed in summation form by (35) . As discussed in Section II-B, all of the backprojection weights are strictly positive. Because the entries of are assumed to be nonnegative, it then follows that each of the terms in (35) is nonnegative. Because is positive definite, its diagonal entries are strictly positive. Hence, if , then . Thus, there are some strictly positive terms in (35), and we see that .
The covariance in the second term on the right side of (52) may be written in summation form as (53) where the set was defined by (14) .
Using Lemma 1, (53) becomes
Since the entries of are nonnegative and since the backprojection weights are strictly positive, it follows that . Thus, (52) and the above observations imply that . The next theorem shows that the BRVE can also outperform the CVE when some correlations between views are negative. For the statement of the theorem, we define the maximum modulus of the off-diagonal correlation coefficients as (55) Considered as a function of , the quantity on the right side of (56) is a concave down parabola that attains its maximum at a (fictitious) negative value of and is strictly positive at . Therefore, there exists a constant such that if , then . The previous theorem is very general, as it applies to any value of , but it comes with no explicit indication of how small must be for the BRVE to outperform the CVE. Close examination of the proof shows that the constant can potentially be small; unfavorable settings occur when is large, because then and can be large, and when there are strong variations in the diagonal entries of or in the backprojection weights. Theorem 7 below provides an explicit expression for the constant from Theorem 6 for the particular case when . Notice that Theorem 7 involves some of the notation introduced in the proof of Theorem 6. Nevertheless, we repeat for the reader's convenience all required symbols so that Theorem 7 can be understood without reference to the proof of Theorem 6. . This assumption applies, for example, in good approximation when the classical parallel-beam FBP algorithm is used for reconstruction and the data are acquired with a perfectly compensating bowtie filter. In this case, it is easy to see that . Thus, for large , and the right side of the inequality in Theorem 7 is roughly equal to . Since it may be reasonable to assume that in experimental settings, this result suggests that the BRVE offers a potential advantage over the CVE for many situations of practical interest.
On the other hand, if the energy of is very concentrated, then needs to be very small for Theorem 7 to be satisfied, indicating that the BRVE might then not easily outperform the CVE. For example, suppose that there exists some index such that for and for , where is a positive constant much smaller than one. In this situation, is nearly 0, and hence, the upper bound on is very small. So far, we have not investigated the magnitude of the estimator variance ratio for the CVE and the BRVE in the general case when . First, note that this ratio is always independent of for normally distributed measurements, as was observed for the case (see Theorem 3); this is easily seen from (12) and (15) together with Lemma 1, as appears only through a common multiplicative factor in the estimators' variance. The next two theorems characterize the magnitude of the estimator variance ratio for the cases and when the covariance matrix, , is Toeplitz and the backprojection weights are constant. (57) where (58) A plot of versus is given in Fig. 1(left) . When is large, we observe that, except for a small interval bounded below by , the BRVE has significantly smaller variance than the CVE. It is important to note, however, that the variance gain offered by the BRVE for the case is not as great as for the case (see Corollary 1 in Section IV-B). The relative size of the interval where the CVE has smaller variance than the BRVE is plotted as a function of in Fig. 1 where is positive definite for arbitrarily large . Fig. 1(center) contains a contour plot of over this domain. Examining this figure, we see that for values outside a region bounded by the line , the BRVE has much smaller variance than the CVE. However, the maximum variance gain afforded by the BRVE for the case is not as great as for the case. The relative size of the region near the line where the CVE has smaller variance than the BRVE is plotted as a function of in Fig. 1(right) with a dashed line. Interestingly, we find that the plot for the case is very similar to the plot obtained in the case. For the specific case of views, the CVE has lower variance than the BRVE over only 1.46% of the values in the region over which is positive definite. For both the and cases discussed above, the regions where the CVE has lower variance than the BRVE correspond to situations when the variance of the CVE is nearly zero. From Lemma 1 with it follows that , and hence, the variance of the CVE is nearly zero only when the variance of the image pixel is nearly zero. Therefore, the CVE outperforms the BRVE in the two above cases only when the correlations in the filtered data are such that the variance of the reconstructed image pixel is very close to zero, which is impractical. In other words, the likelihood that the CVE outperforms the BRVE is small in practice.
Finally, note that and both behave as when the correlations are small. In this case, the variance of the BRVE is roughly times smaller than the variance of the CVE, as mentioned in Section I. 
VI. EXPERIMENTAL RESULTS
To give further evidence for the effectiveness of the BRVE, we now present some preliminary results regarding the application of the BRVE to real X-ray CT data. In particular, we compare variance maps obtained with the CVE and the BRVE corresponding to images reconstructed with the classical FBP algorithm for direct reconstruction of fan-beam data acquired over a full circular scan; for a description of this algorithm as we used it, see [19] . The reconstructions assume a rectangular apodization window for the ramp filter kernel, a data redundancy weight of for all rays, and are computed on a 640 640 grid of pixels, where each pixel has dimensions of 0.075 cm 0.075 cm and the grid covers a field-of-view with radius 24 cm.
For the experimental data acquisition, we used a Siemens SOMATOM Sensation 64 CT scanner to repeatedly scan a thorax phantom 186 times over a circular source trajectory. The phantom consisted of a torso constructed by QRM (Möhren-dorf, Germany) [45] together with two different water bottles attached to the sides to simulate arms. A reconstruction of the phantom is shown in Fig. 2 . The scans were executed in a thorax scan mode using a two-slice acquisition with a slice thickness of 1 mm; the X-ray tube settings were 25 mA s and 120 kVp, and the rotational speed was 3 revolutions per second, which implies that no flying-focal-spot was involved. Also, the Care Dose feature (X-ray tube current modulation) was turned off. Over the 186 repeated scans, the measurements for the first of the two slices amounted to 186 fan-beam datasets that constituted the repeated fan-beam measurements for our experiment.
The CT data that we used were the data that were saved by the scanner at scanning time. These data differ from purely raw measurements due to proprietary preprocessing steps performed by the scanner, but were deemed appropriate for our experiment, especially since it is the data that the scanner uses for reconstruction. We read the data using software supplied by Siemens, and we fed them directly into our own implementation of the classical direct fan-beam FBP algorithm, without performing any additional preprocessing prior to reconstruction.
Before applying the BRVE to the acquired set of CT data realizations, it was necessary to choose a value for , the amount of between-view correlation. Such a selection could be based on inspection of sample covariance matrices for various . Unfortunately, this approach was not practical here as the limited number of repeated scans available to us resulted in too much statistical uncertainty in the estimated covariance matrices. For this reason, we resorted to the indirect approach of mutually comparing the BRVE estimates obtained with a number of values of . Still, statistical uncertainty needed to be mitigated. To control this uncertainty, we used averages in and . Figs. 3 and 4 show a comparison of such averages obtained with , and 10 using all repeated scans. The comparison is based on relative differences computed using as a reference. This comparison shows that the correlations between views have only a small impact on the BRVE estimate, as the difference between using and using is small. The plots in the figures also show that using larger than 1 does not bring any apparent structural information, although it does increase statistical variability in the estimates, as expected. Hence, we decided to proceed with . We note that the relative difference between and exhibits strong deviations from zero at large and values, but these deviations are most likely due to the reduction in the number of pixels involved in the averaging process, which is due to the estimated variance images being defined only in the circular field of view of the scanner. CT data realizations. Examining these images, we see that the BRVE estimate appears to be similar to the CVE estimate, but with much lower variance. On the right side of Fig. 5 , the CVE and BRVE estimates computed from only data realizations are shown. While the CVE estimate exhibits strong statistical uncertainties in this case, the BRVE estimate based on only data realizations is comparable to the CVE estimate obtained from data realizations. Fig. 6 shows the profiles along the -axis for the BRVE image variance estimates with and , which are displayed in the bottom row of Fig. 5 . As a reference, the CVE estimate computed from all CT datasets is shown in light gray in both plots. On the left side, the BRVE estimate based on all datasets is plotted in black. Here, the BRVE result with appears close to the CVE result, but with a much lower variance. On the right, the BRVE estimate based on only datasets in plotted in black. Inspecting this plot, we observe that the BRVE estimate with closely follows the trends of the CVE result, with slightly lower variance.
Together, Figs. 5 and 6 demonstrate good agreement with our theoretical analysis of the BRVE and show its potential for improved image variance estimation in X-ray CT. Of course, a more thorough experimental investigation is desirable because the simple experiment reported here does not shed light on all aspects of the BRVE and since the presented results suffer from statistical variability.
VII. DISCUSSION AND CONCLUSION
We introduced a new unbiased estimator, called the BRVE, for noise variance in images reconstructed with FBP algorithms. The BRVE operates on an iid sample of CT datasets obtained from repeated CT scans of an object, and requires no statistical information for the data other than one parameter, , which describes the maximum amount of between-view correlation in the interpolated, filtered data, . Assuming that has a multivariate normal distribution, we showed that the BRVE is the UMVU estimator for image variance when . In the general case when , we proved that the BRVE is not the UMVU estimator. Nonetheless, we found that the BRVE has lower variance than the conventional variance estimator (CVE) if either all between-view correlations are positive, or if the maximum modulus of the between-view correlations is small enough. Furthermore, we found precise formulas describing the magnitude of the CVE to BRVE variance ratio in the cases , and , when the backprojection weights are constant and the covariance matrix of is Toeplitz. These formulas demonstrate that the variance reduction offered by the BRVE can be quite large when is small relative to . Finally, we presented preliminary experimental results establishing that the BRVE can be effectively applied to real X-ray CT datasets, and showing that in the case of real fan-beam CT data, the BRVE may require many fewer repeated scans to achieve comparable accuracy to the CVE. Although our experimental results involved data with no X-ray tube current modulation, the BRVE is of course not limited to such data. In other words, tube current modulation does not hinder use of the BRVE, but the value of may change. A comprehensive experimental assessment of the BRVE was beyond the scope of this paper. In a forthcoming publication, we will present a thorough evaluation using both computer-simulated and real CT data; for preliminary results, see [9] . In this evaluation, we will examine the effectiveness of the BRVE for different data acquisition geometries, e.g., parallel-beam, fan-beam, and cone-beam, and different FBP reconstruction algorithms, e.g., classical direct reconstruction from fan-beam data [24] , classical fan-to-parallel beam rebinning reconstruction [24] , and Katsevich's algorithm for the helical cone-beam geometry [46] . We will also experimentally investigate how to best select and how the performance of the BRVE is impacted by the assumption of different values as well as by variations in the backprojection weights; Theorems 3 and 7 give an indication of how the backprojection weights play a role. Furthermore, we will present a formula for the variance of the BRVE in the general case, and illustrate how this formula may be applied to estimate the BRVE variance effectively; for a statement of the BRVE variance formula, see [9] .
We did not discuss the computational complexity of the BRVE here. It is not difficult to see that for a fixed number of scans , the BRVE has computational requirements similar to those of the CVE. However, since the BRVE can achieve accuracy comparable to the CVE with many fewer data realizations, a large computational savings will often result from implementation of the BRVE.
Although the discussion was focused on FBP methods, the BRVE also applies directly to calculation of the variance in a differentiated backprojection (see, e.g., [47] and [48] ). We note that, in such cases, some of the backprojection weights may be negative, particularly for formulations involving -lines [48] . This difficulty is overcome by incorporating the sign of the negative backprojection weights within the definition of the interpolated, filtered data. Extension of the BRVE methodology to iterative reconstruction algorithms is also of high interest, but does not appear to be straightforward. Initial investigations could possibly build on the work in [49] .
In a future work, we will explore the generalization of the BRVE to the estimation of covariance between image pixels. We first described this estimator in [9] and we call it the band-restricted covariance estimator (BRCE). The BRCE is potentially very exciting, because it may enable accurate estimation of the full image covariance matrix from a relatively small number of CT scans. One possible application is to task-based image quality evaluation using model observers, such as the channelized Hotelling observer [50] .
APPENDIX A
We now prove Theorem 4, which shows that the BRVE is generally not the UMVU estimator of image variance. In the proof, we construct another image variance estimator which has smaller variance than the BRVE over a ball of nonzero volume of the parameter space. For notational convenience, we denote the BRVE as and the alternative image variance estimator as . Also, the functional dependence of quantities on is suppressed below.
Recall the definition of the restricted sample covariance matrix, , given by (17) . Define a modified version of this matrix as (61) From (16) [51] .
We still need to verify that . To do this, we examine each term in (69). Since , the first term is just . The second term is zero since is nonzero only if either or , but in both cases, . In the first part of the third term, only the term contributes to the sum. Therefore, since and , the first part of the third term is equal to . The second part of the third term is zero since the only way for to be nonzero is to have or , which are impossible cases due to the summation limits. Collecting these observations gives . Hence, , i.e., is nonempty.
APPENDIX B
Next, we prove Theorem 7, which gives an explicit condition under which the BRVE has smaller variance than the CVE when . This condition specifies a restriction on the maximum modulus of the between-view correlations, . We start by finding a lower bound on , the difference between the variance of the CVE and the variance of the BRVE. To do this, we derive a lower bound on each term in (52). Subsequently, we show that the resulting lower bound on is positive if satisfies the inequality stated in Theorem 7.
First, observe that when , the BRVE takes the form
Similarly, the difference of the CVE and the BRVE is
Thus, the covariance of the quantities in (73) and (74) Considered as a function of is a concave down parabola that attains its maximum at a (fictitious) negative value of , is strictly positive at , and has a positive zero at , where (95) Therefore, if , then , and thus, .
APPENDIX C
In this appendix, we prove Theorem 8, which describes the magnitude of the variance improvement offered by the BRVE compared to the CVE when is tridiagonal Toeplitz and the backprojection weights are constant.
As discussed in the proof of Theorem 3, the iid realizations of are each normal. Hence, Lemma 1 with implies that . Using the structure of , (7) 
Substituting (105)- (107) into (100) and simplifying yields
The desired result follows from the ratio of (96) and (108).
APPENDIX D
Here, we prove Theorem 9, which characterizes the magnitude of the variance improvement offered by the BRVE compared to the CVE when is pentadiagonal Toeplitz and the backprojection weights are constant.
As discussed in the proof of Theorem 3, the iid realizations of are each normal. Hence, Lemma 1 with implies that . Using the structure of , (7) The desired result follows from the ratio of (109) and (121).
