In this work we study the energy consumption by various modern secured hash functions (MD2, MD5, SHA-1, and SHA-2) and modern symmetric key encryption protocols (Blowfish, DES, 3DES, and AES) from the algorithmic perspective. We identify various parameters that moderate energy consumption of these hashes and protocols. Our work is directed towards redesigning or modifying these algorithms to make them consume lesser energy. As a first step, we try to determine the applicability of the asymptotic energy complexity model by Roy et. al. on these hashes and protocols. Specifically, we try to observe whether parallelizing the access of blocks of data in these algorithms reduces their energy consumption based on the energy model. Our results confirm the applicability of the energy model on these hashes and protocols. Our work is motivated by the relevance and importance of cryptographic hashes and symmetric key protocols for modern ICT (Information and Communication Technology), and ICT enabled industry to keep them protected from dynamically changing threat scenarios. Hence the design of more energy efficient hashes and protocols will definitely contribute in reducing the ICT energy consumption that is continuously increasing.
Introduction
Motivation to consider energy efficiency in delivering information technology solutions comes from: 1. Data centers with strong focus on energy management for server class systems. 2. Personal computing devices such as smartphones, handhelds, and notebooks, which run on batteries and perform a significant amount of computation and data transfer. 3. Telecom providers expecting to invest in equipment that will form an integral part of the global network infrastructure. On the other hand, information security has become a natural component of all technology solutions. Security protocols consuming additional energy are often incorporated in these solutions. Thus, the impact of security protocols on energy consumption needs to be studied. Ongoing research in this context has been mainly focused on energy efficiency/consumption on specific hardware and/or different systems/platforms. Very little is known or has been explored regarding energy consumption or efficiency from an applications perspective, although apps for smartphones and handhelds abound. Our Contributions: Our work makes a few key contributions. We first, present a detailed experimental evaluation of energy consumption for two distinct classed of cryptographic protocols. The first is the hash functions in which we cover MD2, MD5, SHA-1, and SHA-2 hashes. The second is symmetric key encryption in which we cover Blowfish, DES, 3DES, and AES ciphers. Our work experimentally validates the applicability of the energy model proposed in [1] on these classes of cryptographic protocols. We also present a generic way to achieve any desired degree of memory parallelism for a given protocol (hash or symmetric key), which can be employed by software engineers to implement energy efficient cryptographic protocols. We observe that the increased parallelism reduces running time along with energy. Second, we identify the main parameters of the protocols that impact their energy consumption. Our final contribution is a set of practical recommendations, derived from our experimental study, for energy-aware security protocol design.
Background
Cryptography has evolved from the earliest forms of secret writing to current era of computationally secure protocols, addressing range of security issues. In modern age, cryptography is not only about encryption, but it has larger objective of ensuring data protection from adversary's activities. Scope of modern cryptography also includes techniques and protocols to achieve authentication, nonrepudiation, and integrity objectives. Complexity of cryptology methods and its applications have continuously increased and evolution of computers has given a completely new dimension to this. Now cryptography problems/algorithms are measured in terms of computational hardness. In this journey, cryptography has always received a threat of getting obsolete because of rapidly increasing computational capabilities.
However, cryptography techniques still have great relevance and importance for modern ICT (Information and Communication Technology), and ICT enabled industry to keep them protected from dynamically changing threat scenarios [2] [3] [4] [5] [6] .
Energy has become a first class parameter now a days. This has been triggered with the ever-increasing energy generation by the data centers, and with the advent of the hand-held battery-driven devices like laptops, PDAs, etc. Cryptographic protocols have become an integral part of these devices to make them secured. Also, the cryptographic protocols are generally very expensive in terms of their energy consumption. Therefore especially for hand held devices, the protocols drain out a lot of battery power while operating. A network flooding attack with the intention of causing a simple denial of service by depleting the battery life of the device has been illustrated in [7] . They show that these flooding attacks can be carried out utilizing a smartphone as the aggressor in order to attack other mobile devices and that the procedure for such attacks is not difficult. A simple tool has been developed in order to carry out these attacks and to show that even though these attacks are relatively simple, they can have profound effects.
Therefore the necessity of reducing the energy consumption of cryptographic protocols comes into picture. As mentioned, we have considered two classes of cryptographic protocols to implement a parallelism technique based on the energy model of [1] that leads to reduction in their energy consumption.
Related work
Work has been done to show that hash functions are computationally intensive and are used in mobile devices. In this [8] paper, the authors have analyzed the energy efficiency versus quality characteristics of several hash functions. They perform Avalanche and Chi-square test to analyze the energy usage in Java-enabled smart phone. With the result obtained, the authors propose the best cryptographic and non-cryptographic algorithms that can be used in mobile devices [8] .
The impact of various parameters at the protocol level (such as cipher suites, authentication mechanisms, and transaction sizes, etc.) and the cryptographic algorithm level (cipher modes, strength) on overall energy consumption for secure data transactions has been investigated in [9] . Based on their results, the authors discuss various opportunities for realizing energy-efficient implementations of security protocols. Further work on these lines has been done in [10] [11] [12] [13] [14] [15] .
However, in our opinion, the recommendations proposed above for energy reductions in cryptographic protocols though very nice, stop short of making energy minimization a primary goal of security protocols design. In other words, the works do not address the questions: "(1) How do we design secured cryptographic protocols that are energy optimal? (2) How do we modify existing cryptographic protocols to make them energy optimal?". The main impediment for pursuing this direction is a to prove the applicability of a realistic model of energy consumption at the algorithm design by [1] on some of these protocols. We believe that our work will complement this body of existing work.
Engineering Cryptographic Algorithms for Energy Efficiency

Energy Complexity Model
An asymptotic energy complexity model for algorithms was proposed in [1] . Inspired by the popular DDR3 architecture, the model assumes that the memory is divided into P banks (M 1 , M 2 , · · · , M P ) each of which can store multiple blocks of size B. Each bank M i has its own cache C i that can hold exactly one block. A block can be accessed only when it is in the cache of the bank it belongs to. Therefore only one block of a particular bank can be accessed at a particular time. But P blocks in P different memory banks can be accessed in parallel. The main contribution of the model in [1] was to highlight the effect of parallelizability of the memory accesses in energy consumption. In particular, the energy consumption of an algorithm was derived as the weighted sum T + (PB) · I, where T is the total time taken and I is the number of parallel I/Os made by the algorithm. However, this model measures the energy consumption asymptotically and in particular, ignores constants in order to derive the simple model above. 
P-way Parallelism for Blocks
In the both classes of cryptographic algorithms we consider for energy efficiency (hashes and symmetric key), the input (plaintext) is in a vector form, and it is divided into blocks of a given size B, which are then processed. In this section, we describe a generic technique we adopt to parallelize the input blocks to the cryptographic algorithms based on the results in [16] .
Given any input data (vector), we created a logical mapping which ensures access to the vector in P-way parallel fashion, where P ranges from 1 to 8. As we mentioned before, the input data (vector) for both the classes of algorithms are accessed block-wise with predefined sized blocks. Consider an input vector V size of N. Our mapping function logically converts V into a matrix M of dimensions N B × B, where B is the size of each block.
We then define a page table vector T of size N B that contains the ordering of the blocks. The ordering is based on the way we want to access the blocks (P-way would mean a full parallel access). The page table is populated by picking blocks with jumps. For a 1-way access, we select jumps of P ensuring the consecutive blocks are in the same bank. For a P-way access, we selects jumps of 1 i.e. the blocks are picked from banks in round robin order. Fig. 2 presents an example with 4-way and 2-way parallel access.
The division of the input into blocks are done differently for hashes and symmetric key algorithms respectively. The specifics of the mappings for each of them will be discussed when we illustrate each one in detail. Input: Page table vector V, jump amount jump. f actor = 0; As the memory layout scheme is implemented on top of the algorithm, it might lead to additional overhead, negatively impacting the energy savings. Hence we incorporated some optimization techniques to reduce this overhead.
1. Usage of Spatial Locality. For every memory access we need to call the map function, which creates an overhead. We used the concept of Spatial Locality (consecutive elements in a logical stride are placed on consecutive memory locations) to reduce the overhead. 2. Bit shifts. We replaced operations like multiplication, division and mod with bit shifts wherever possible. 3. Register variables. To reduce runtime, we utilized Register variables when a variable had to be computed numerously.
The benchmark code was written in C and was compiled using gcc compiler.
Experimental Setup and Methodology
The two sets of cryptographic protocols we chose to experiment on are hashes and symmetric key encryption protocols.
Protocols Studied
We considered a mix of hashes and symmetric key protocols. We experimented on a few old ones, and the most recent ones. Our experiments are primarily designed to test whether the energy model of [1] is applicable to these protocols. In other words, can we observe a variation in the energy consumption of these protocols by varying the degree of parallelism of their inputs. Hence, [25] , and AES [26] [27] [28] [29] .
Each experiment has been repeated 10 times and the means are reported in this work. The variations in the energy readings that is, deviations from the average values were small (less than 4%) for all the experiments performed.
Hardware Setup
The experiments were run on a Mac note book with 4 Intel cores, each of which operates at a frequency of 2 GHz. The laptop has 4GB DDR3 memory with 8 banks and is running Mac OS X Lion 10.7.3. The sizes of L2 Cache (per Core), and L3 Cache are respectively 256 KB and 6 MB. The disk size of the machine is 499.25 GB. During any experimental run, all non-essential processes were aborted to ensure that the power measured by us can be attributed primarily to the application being tested. We measured the (total) power drawn using the Hardware Monitor tool [30] which include the processor power, memory (RAM) power, and a background (leakage) power. The Hardware Monitor tool reads sensor data directly from Apple's System Management Controller (SMC), which is an auxiliary processor independent of the main computer. Hence, energy consumed by the monitoring infrastructure does not add to the sensor readings, ensuring that the reported measurements are fairly accurate. Table 1 lists the hashes considered along with the sizes of their output, and any known vulnerabilities.
The hash functions
The output sizes specifications suggest, the output is always of that size irrespective of the size of the input.
P-way Parallelism for hashes
Energy optimal algorithms proposed in [1] require data to be laid out in memory with a controlled degree of parallelism. We first propose a way to ensure desired memory parallelism for a given input M to the hash algorithm.
Merkle-Damgård construction
All of the hashes we consider (MD2, MD5, SHA-1, and SHA-2) are based on the Merkle-Damgård construction [31] [32] [33] . In this construction, The given input M is padded with a few bits at the end to make it a multiple of a chosen block size B. The hash is then produced by applying a chosen function f on each block, and combining the result.
As described in Fig. 3 , the algorithm starts with an initial value, the initialization vector (IV). The IV is a fixed value (algorithm or implementation specific). For each message block, the compression (or compacting) function f takes the result so far, combines it with the message block, and produces an intermediate result. The last block is padded with zeros as needed and bits representing the length of the entire message are appended.
Implementing the parallelism
For the message M, which is a multiple of blocks of B bytes, we created a logical mapping which ensures access to the blocks in P-way parallel fashion, where P ranges from 1 to 8. More specifically, when P = 1, (almost) all the blocks of B bytes are clustered in a single bank. While for P = 8, the blocks are evenly spread across all 8 banks to ensure the maximum degree of parallelism of the access to the input (M). We also experiment for P = 2, and P = 4. To achieve the above, we create a mapping function which maps the physical input M into the logical input which defines the degree of parallelism (Fig. 6) . In other words, we define an ordering among the blocks of B bytes which defines the logical input (and the degree of parallelism). We change the order of processing of the blocks to ensure the change in parallelism of the input M. So e.g. for 1-way parallelism, every eight consecutive block access would be in the same bank; whereas for 8-way parallelism, every eight consecutive block accesses would be spread across the 8 different banks. Table 2 lists the symmetric key protocols considered along with the sizes of their input blocks, keys, and any known vulnerabilities.
Symmetric Key Encryption Protocols
P-way Parallelism for the symmetric key protocols
Block ciphers
Each of the protocols considered (Blowfish, DES, 3-DES, and AES) are block ciphers operating on fixed-length groups of bits, called blocks (of size B), with an unvarying transformation that is specified by a symmetric key. 
Implementing the parallelism
We treat each symmetric key algorithm (protocol) as a black box. Given an input M, the protocol divides M into blocks of B bytes and processes each block for encryption to produce the ciphertext ( Figure 5 ). For the message M which is a multiple of blocks of B bytes, we created a logical mapping which ensures access to the blocks in P-way parallel fashion, where P ranges from 1 to 8. More specifically, when P = 1, (almost) all the blocks of B bytes are clustered in a single bank. While for P = 8, the blocks are evenly spread across all 8 banks to ensure the maximum degree of parallelism of the access to the input (M). We also experiment for P = 2, and P = 4.
To achieve the above, we create a mapping function which maps the physical input M into the logical input which defines the degree of parallelism. In other words, we define an ordering among the blocks of B bytes which defines the logical input (and the degree of parallelism). We change the order of processing of the blocks to ensure the change in parallelism of the input M. 
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Experimental Results
Effect of Parallelism on Hash functions
In our first set of experiments, we compare the hash functions MD2 and MD5. We observe ( Fig. 7(a) and (b) ) that memory parallelism has significant impact on energy consumption for MD2 and MD5. That is, we observe that energy consumption of these hashes decreases with the increase in the degree of parallelism of the blocks. This is in line with energy model proposed in [1] . Interestingly the MD5 hash shows more significant reductions in energy consumption for different degrees of parallelism.
Next we compare the hash functions SHA-1 and SHA-2. Fig. 8(a) and (b) show a similar trend in the energy consumption as before that is again along the expected lines with the energy model of [1] .
Effect of Parallelism on Symmetric key encryption functions
For the symmetric key protocols, we first compare the DES and 3DES. We observe (Fig. 9(a) and (b)) that memory parallelism again has significant impact on energy consumption for DES and 3DES. Also, as expected 3DES consumes about thrice the amount of energy DES consumes.
Next we compare the symmetric key protocols AES and Blowfish. Fig. 10 (a) and (b) show a similar trend in the energy consumption as before that is again along the expected lines with the energy model of [1] . We use a 256 bit key for AES in the experiments.
For the symmetric key protocols in general the variations in energy consumption is bigger for larger size inputs (e.g. 256 MB). Whereas we see little variations for small inputs (e.g. 8MB). This is due to the fact that small size inputs fit into the caches nullifying the effect of memory parallelism in the RAM on the energy consumption. Also, in general, the energy consumption variations seem to work better for the symmetric key protocols than on the hash functions.
Comparison of energy consumed
We also compare the energy consumed by various hash functions, and symmetric key protocols. As we see from Fig. 11(a) , MD2 consumes way more energy than the other three, which consumes comparable amount of energy. For the symmetric protocols, (Fig. 11(b) ), AES consumes more energy than 3DES because of the fact we work with a 256 bit key for AES as compared to a 168 bit key for 3DES. The interesting observation is how light Blowfish is in terms of energy consumption. 
Analysis of Results
Applicability of the energy complexity model
Our experimental study establishes variations in energy consumed for both the classes of cryptographic algorithms with the variations in parallelization of their block accesses. Overall, these results establish the applicability of the energy complexity model proposed in [1] on these classes of cryptographic algorithms . One of the key aspects highlighted by our experiments is the reduced impact of parallelism, when the input data is small. This was due to the fact that smaller inputs fit into the cache. The memory controller then applies smart techniques to perform write backs to make the accesses more efficient (esp. during low parallelism), and in the process negates the effect of parallelism.
Analysis for hashes
With the applicability of the energy model established we further conducted micro experiments to compare the energy consumption of SHA-2 during our best case of parallelism, (8-way) with that during we have no parallelism at all (Fig. 12) . We see differences in energy consumption, but the difference at the moment is not very significant. However, as before, the difference becomes more significant with larger inputs. Hence, we can conclude that if the data is large, using the 8-way parallel technique is more energy efficient than not using any parallelism at all (just the regular implementation). Recommendations for hash usage. Fig. 11(a) shows MD5 to be the most efficient in terms of energy consumption. But from Table 1 , we know MD5 is vulnerable to the collision attack, whereas no vulnerabilities for SHA-2 are currently known. To further investigate if MD5 might be still usable to conserve energy in some places (and it is still in use), we estimated the numbers in Table 3 . What we would like to conclude from the numbers is, the reason why MD5 is still in use is it is not very likely for any adversary to have a supercomputer of the capacity to perform the collision attack on it in a reasonable amount of time (based on the numbers we get). Hence we recommend the use of MD5 over SHA-2 to conserve energy if the user is mostly sure of the strength of the probable adversary.
Analysis for symmetric key protocols
In a similar way, we further conducted micro experiments to compare the energy consumption of AES during our best case of parallelism, (8-way) with that during we have no parallelism at all (Fig. 13) . Again, we see differences in energy consumption, but the difference at the moment is not very significant. However, as before, the difference becomes more significant with larger inputs. Hence, we can conclude that if the data is large, using the 8-way parallel technique is more energy efficient than not using any parallelism at all (just the regular implementation). Recommendations for symmetric key protocols usage. Fig. 11(b) shows Blowfish to be the most efficient in terms of energy consumption. But Blowfish becomes computationally intense when it comes to key replacement. We have not conducted how expensive is the key replacement for Blowfish in terms of energy consumption. We would recommend the usage of Blowfish over the other protocols if the user is not required to change the keys too often.
Hashes vs. symmetric key protocols
There is a fundamental difference in how we parallelized the hashes and the symmetric key protocols. In case of the hashes, the parallelization of the block is done inside the hash function in the phase of the Merkle-Damgård construction, where the blocks are formed and accessed. Whereas in case of the symmetric key protocols, we do the parallelization of the blocks before they are applied for encryption (as a preprocessing phase). Comparing the results of Fig. 7 ), we observe, the parallelization for the symmetric key protocols appear to be more effective. In other words, the symmetric key protocols exhibit larger variations in energy consumption than the hashes by applying parallelization.
Conclusion
To summarize, we have proved the applicability of the energy model by [1] on two important classes of cryptographic protocols, which is our main result. Additionally, we have discovered a few things that might be instrumental towards designing energy aware secured cryptographic protocols. A few questions worth pursuing are:
1. Can we develop more efficient techniques to parallelize block accessed in hashed and symmetric key protocols?
Using Meta-Blocks. To throw some light on this point, the machine we used had a version of DDR3 RAM where the banks had a block size of 256 bits. Therefore, a single block of DES (size of 64 bits) AES (size of 128 bits) does not entirely fill up a single block in the memory banks. We define a meta-block to be formed of one or more blocks. Therefore, for example in the case of AES, we could work with meta-blocks of size 256 bits, where each meta-block would contain two AES blocks. We believe this additional level of abstraction to help further reduce the energy consumption in symmetric key protocols. 2. Is the energy model by [1] applicable on public key protocols?
Public key protocols depend on the computational hardness of one-way functions like modular-exponentiation or elliptic curve cryptography (ECC). It will be interesting to investigate whether we can parallelize computations for those operations, and whether parallelization reduces energy consumption in public key protocols like RSA or Diffie-Helman. 3. We have only considered encryptions for the symmetric key protocols. Do the decryption techniques for these protocols show the similar results?
Decryption process in some symmetric-key ciphers (e.g. DES) is exactly the same operation(s) as encryption. But ciphers like AES have different decryption operation(s) than encryption. We have applied the energy model to the encryption processes of the symmetric-key ciphers, our belief is the model will be applicable to the decryption processes as well, and we expect to observe similar results. 
