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In questo lavoro viene presentato il progetto di una rete Peer-to-peer (P2P) per la 
condivisione di contenuti che sfrutta l’architettura ALTO.  
Nella prima parte del primo capitolo verranno presentate le caratteristiche principali 
delle reti Peer-to-Peer (P2P) e le varie architetture esistenti. Nella seconda parte invece 
analizzeremo il file sharing e spiegheremo come avviene la distribuzione dei file in una 
rete BitTorrent. 
Nel secondo capitolo descriveremo lo stato dell’arte dell’architettura ALTO che 
costituisce la base di tutto il nostro progetto. 
Nel terzo capitolo osserveremo come sarà possibile influenzare la scelta dei peers 
presenti sul web fra quelli che ci forniscono i contenuti desiderati. Ciò avviene grazie ad 
un Plugin basato sulla strategia di selezione dei peers che sfrutta l’architettura ALTO, 
implementato su Vuze ( Client BitTorrent più popolare) . In particolare dimostreremo 
che, con l’utilizzo della strategia basata sull’architettura ALTO, la maggior parte del 
contenuto desiderato ci verrà fornito dai peers interni alla nostra rete; mentre senza di 
esso la quantità di materiale fornita dai nostri peers sarà minore e in alcuni casi la 
differenza sarà netta.  
Nel quarto capitolo verranno illustrati i risultati delle prove sperimentali effettuati 
all’interno del laboratorio di “Reti di Telecomunicazioni” situato nel Dipartimento di 
Ingegneria dell’Informazione del nostro Ateneo. La rete che abbiamo progettato è 
composta da quattro PC di cui due fissi, un tablet e un notebook. Abbiamo osservato che 
lo scenario è funzionante pur essendo implementato su una rete eterogenea sia in 
termini di sistema operativo (3 host contenevano il SO Windows – tra cui anche 
Windows 8 e uno il SO Ubuntu) che di architettura (3 host giravano su macchine a 32 
bit e uno su una macchina a 64 bit). 
Infine, nell’ ultimo capitolo analizzeremo le conclusioni e gli eventuali sviluppi futuri 





1.1 Peer-to-Peer . 
 
Prima di addentrarci nella presentazione del progetto, è necessario fare una panoramica 
sulle reti P2P. Il termine peer-to-peer (P2P) indica un’architettura logica di rete 
informatica in cui i nodi non sono gerarchizzati unicamente sotto forma di client o 
server fissi (clienti e serventi), ma sotto forma di nodi equivalenti o paritari (in inglese 
peer); in questo senso, quindi,  fungere sia da client che da server verso gli altri nodi 
terminali della rete (vediamo un esempio in  Figura 1.1).  
Mediante tale configurazione, qualsiasi nodo è in grado di avviare o completare lo 
scambio di un contenuto. I nodi equivalenti possono differire nella configurazione 
locale, nella velocità di elaborazione, nell’ampiezza di banda e nella quantità di dati 
memorizzati. L’esempio classico di P2P è la rete per la condivisione di file (in inglese 
file sharing). 
In alcuni ambiti, come ad esempio lo scenario residenziale utilizzato nel nostro 
progetto, si tende a definire con il termine peer-to-peer una rete di un piccolo gruppo di 
persone, dove la protezione non costituisce un problema, modalità normalmente 
conosciuta con il termine gruppo di lavoro. 
 
Figura 1.1: Generica rete Peer-to-Peer (P2P). 
Il sistema P2P è opposto al più tradizionale modello“client-server” secondo il quale gli 
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utenti non sono collegati tra di loro, ma sono connessi ad un server, il quale ha la 
funzione di conservare le pagine Web che, a loro volta, possono essere richieste dagli 
utenti stessi tramite i loro browser. Al contrario, il modello peer-to-peer prevede che gli 
utenti, chiamati appunto peers (nodi), possano connettersi tra di loro e scambiarsi dati 
reciprocamente. 
Proprio questa doppia presenza di modelli, fa sì che vi siano due o tre  tipi di 
architetture di reti P2P  che analizziamo nei prossimi paragrafi.  
1.1.3 Sistemi centralizzati 
 
Nei sistemi centralizzati  un server centrale mantiene un elenco di utenti e di risorse che 
questi ultimi mettono a disposizione. 
Quando si effettua una ricerca ci si rivolge al server centrale, il quale consulta i propri 
archivi e quindi ci fornisce dei risultati con gli indirizzi di chi mette a disposizione una  
certa risorsa. Un sistema del tutto simile ad un motore di ricerca, ma in questo caso sono  
i client a segnalare al server cosa desiderano. Il passaggio del file avviene direttamente 
tra i due utenti interessati e non coinvolge in nessuna maniera il server, che non 
mantiene al suo interno alcun file. 
 
 
Figura 1.2  .Architettura P2P centralizzata. 
 




1.   LOG -Nella prima fase, l'utente1 si connette alla rete p2p autenticandosi 
sul server centrale. Sempre in questa fase, l'utente trasmette al server una lista 
delle risorse che intende condividere. 
            2. QUERY - L'utente2 esegue una ricerca di una risorsa detenuta anche da 
 utente1. 
3. RESPONSE - Il server invia all'utente2 che ne ha fatto richiesta, una 
lista di  host che detengono la risorsa da lui richiesta insieme ad ulteriori 
informazioni  sugli host. 
4. PUSH - L'utente2 sceglie l’utente1 da cui scaricare la risorsa e manda la 
 richiesta direttamente a lui. 
      5. PULL - L'utente1, acconsente alla richiesta e manda la risorsa. 
 
1.1.2 Sistemi decentralizzati 
 
In questo caso non è prevista la presenza di alcun server ma, piuttosto, di diversi servant 
; questi ultimi sono delle entità che operano sia come server, sia come client. Per entrare 
a far parte del circuito e' necessario conoscere l'indirizzo di almeno un servant gia' 
attivo. Nessuno di questi nodi è però indispensabile per la rete che essi formano. Per 
intervenire è essenziale possedere perlomeno un indirizzo già attivo, di cui il servant 
relativo si occuperà di comunicare agli altri nodi la presenza. Ha così inizio un processo 
di trasmissione limitato secondo un “time to live”, ossia un numero massimo di 
passaggi oltre il quale i server smettono di comunicare la propria esistenza . 
Una volta inseriti all’interno della rete e' possibile effettuare delle ricerche presso i nodi 
che abbiamo attraversato, e quindi scambiarsi file direttamente tra gli interessati. 
 
In Figura 1.3 vediamo graficamente il funzionamento e di seguito i vari passaggi che 




          Figura 1.3.Architettura P2P decentralizzata 
In una fase iniziale (installazione) il file sharing esegue un'esplorazione della rete su cui 
si trova e contatta un Cache-Server. 
1.ALIVE - In questa fase, l' utente1 comunica agli utenti nella propria cache list, 
la propria esistenza. 
2.FORWARD - L' utente2, a sua volta, comunichera' agli altri server al quale e' 
connesso l’ esistenza dell’ utente1 e lo stesso faranno quest'ultimi e così via. Il 
processo non si perpetua all'infinito poiche' il protocollo prevede un TTL (un 
time to live), un numero massimo di passaggi, dopo il quale i server smettono di 
propagare la nostra esistenza. 
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1.1.3 Vantaggi e svantaggi 
 
I vantaggi e gli svantaggi del peer-to-peer sono relativi al tipo di ambiente in cui si 
decide di installare questo tipo di rete, ma sicuramente si deve tenere presente che:  
 Ogni utente condivide localmente le proprie risorse ed è amministratore del 
proprio client-server. Questo, da un lato può essere positivo per una questione di 
"indipendenza", ma dall'altro richiede delle competenze ad ogni utente, 
soprattutto per quel che concerne la protezione;  
 Non si deve acquistare un server con potenzialità elevate e quindi non se ne deve 
sostenere il costo; il carico è distribuito tra i computer che lavorano in locale e 
nella rete, ma anche gli altri utenti che desiderano accedere alle risorse di questo, 
lo possono fare  in remoto;  
 La velocità media di trasmissione dei dati è molto più elevata di una classica rete 
con sistema Client-Server; infatti, l'informazione richiesta da un Client può 
essere reperita da numerosi Server connessi in modo paritario (ossia "peer"), 
anziché da un unico server (questo tipo di condivisione diventa tanto più efficace 
tanti più sono i Client connessi, in antitesi con la rete tradizionale Client/ Server, 
dove un elevato numero di Client connessi ad un unico Server riduce la velocità 
di trasmissione dei dati per ogni utente presente all'interno della rete);  
 La sicurezza degli accessi ai client viene gestita localmente su ogni macchina e 
non centralizzata, questo significa che una rete basata su utenti deve avere lo 
stesso archivio reimpostato in ogni client. Per ovviare a questo problema si 
potrebbero utlizzare soluzioni ibride. 
1.1.4 Funzionalità 
 
La maggior parte dei programmi peer-to-peer garantisce un insieme di funzionalità 
minime, quali, ad esempio:  
 supporto multipiattaforma, multiserver, multicanale: il programma è compatibile 




 supporto del protocollo Ipv6; 
 download dello stesso file da più reti contemporaneamente;  
Una funzionalità di recente sviluppo è l'assegnazione di una priorità delle fonti che 
forniscono il file desiderato. 
1.2 File Sharing . 
 
Il file-sharing è un sistema che consente ad un utente di condividere i propri file con 
altri utenti all' interno di una rete. Può avvenire attraverso una rete con architettura 
client-server (cliente-servente) oppure peer-to-peer .  
Le più famose reti peer-to-peer (Gnutella, OpenNap, BitTorrent, eDonkey, Kademlia) 
possono permettere di ricercare un file in particolare per mezzo di un URI (Universal 
Resource Identifier), di individuare più copie dello stesso file nella rete per mezzo 
di hash
1
 crittografici, di eseguire lo scaricamento da più fonti contemporaneamente, di 
riprendere lo scaricamento del file dopo un'interruzione. 
Programmi di file sharing, sono utilizzati direttamente o indirettamente per trasferire 
file da un computer ad un altro su Internet, su reti aziendali o private. Questa 
condivisione ha dato origine al modello peer-to-peer. 
Il file sharing è la base di tutti quei programmi che permettono di scaricare file (mp3, 
video, programmi, immagini) dai computer di altre persone collegate ad Internet; tutto 
ciò sempre rispettando i diritti d’autore dei contenuti scaricati. 
I sistemi di scambio files peer-to-peer coinvolgono in prima persona gli utenti che ne 
fanno parte. E’ possibile scambiarsi files con una logica in fondo simile a quanto 
potrebbe avvenire per una biblioteca universale, con la sola differenza che essendo il 
sistema basato su dati digitali, quanto acquisito ti rimane, la copia e' identica 
all'originale . In un' ottica  piu' informatica possiamo immaginare un hard disk enorme 
                                                 
1
 Una funzione crittografica di hash trasforma dei dati di lunghezza arbitraria 
(un messaggio) in una stringa di dimensione fissa chiamata valore di hash che 
rappresenta una sorta di "impronta digitale" dei dati contenuti nella stringa di 
ingresso. Un hash può anche agire come una rappresentazione concisa del 
messaggio o del documento da cui è stato calcolato, permettendo un facile 
indicizzamento di file dati unici o duplicati. 
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composto da tutti gli hard disk dei partecipanti, nel quale ognuno cerca tra le directory 
di tutti. 
 
1.2.1 Distribuzione dei file: BitTorrent . 
E’ il più popolare protocollo P2P per la distribuzione di contenuti (circa 15% del traffico 
su Internet).  Ne analizziamo alcune caratteristiche dato che uno dei principali Client 





A differenza dei tradizionali sistemi di file sharing, l'obiettivo di BitTorrent è quello di 
realizzare e fornire un sistema efficiente per distribuire lo stesso file verso il maggior 
numero di utenti disponibili sia che lo stiano prelevando (download), sia che lo stiano 
inviando (upload). Si tratta quindi di un meccanismo per coordinare in automatico il 
lavoro di numerosi computer, ottenendo il massimo beneficio possibile per tutti. Grazie 
a questo sistema, ogni nodo contribuisce alla diffusione del file. Maggiore è l'ampiezza 
di banda in uscita su quel nodo, maggiori sono le probabilità che il file venga diffuso 
verso altri nodi. 
 
Idea di base di  BitTorrent 
 
L’idea di base di BitTorrente è quella di dividere un file in parti e far ridistribuire ad 
ogni peer i dati ricevuti, fornendoli a nuovi destinatari; in questo modo: si riduce il 
carico di ogni sorgente, si riduce la dipendenza dal distributore originale e si fornisce 
ridondanza. 
Per condividere un file, un peer crea un file .torrent , che contiene le informazioni sul 






In Figura 1.4 osserviamo uno schema di come avviene la distribuzione dei file. 
 
 
Figura 1.4 . Distribuzione di file in una rete P2P tramite Bittorrent 
 
Come avviene la distribuzione: 
 Il file viene diviso in parti (dette chunk) da 256 Kb; 
 Quando un peer entra a far parte del torrent : 
- non possiede nessuna parte del file, ma le accumula col passare del tempo; 
- si registra presso il tracker (e periodicamente lo aggiorna) per avere la lista dei 
peer, e si collega ad un sottoinsieme di peer vicini (“neighbors”); 
 Mentre effettua il download, il peer carica le sue parti su altri peer; 
 I peer possono entrare e uscire a piacimento dal torrent ; 
 Una volta ottenuto l’intero file, il peer può lasciare il torrent (egoisticamente) o 









Stato dell' arte di Alto 
(Application Layer for Optimization of Traffic) 
 
In questo capitolo viene presentato lo stato dell’arte di ALTO e viene valutata la 
possibilità di una soluzione in cui  gli  ISP (Internet Service Provider) vengono in aiuto 
ai sistemi P2P, offrendo il servizio di ALTO oracle .   
Va sottolineato che le proposte ALTO sono state sviluppate nell'ambito IETF (Internet 
Engineering Task Force), che ha il merito di dirigere la ricerca in questo campo . 
Gli ISP o terze parti possono raccogliere informazioni di rete, come ad esempio le 
politiche degli operatori, l'ubicazione geografica o di prossimità del dominio, la 
trasmissione dei costi connessi al trasferimento dei dati tra i peer, o l'importo residuo di 
traffico consentito da un operatore.  
Influenzando il processo di selezione dei propri vicini, l'ISP può anche ottenere vantaggi 
sui costi,  grazie alla riduzione degli stessi  per il traffico che abbandona la loro rete 
interna.  
Anche il beneficio ai nodi P2P di tutta la rete overlay è molteplice, infatti: 
 (1) non c'è bisogno di misurare le prestazioni del percorso tra loro stessi; 
 (2) possono usufruire delle conoscenze dell’ ISP nella scelta dei  vicini, con tutte le 
conseguenze positive che questo può produrre; 
 (3) essi si possono aspettare miglioramenti delle prestazioni nel senso di bassa latenza e 







2.1 La necessità di un servizio ALTO oracle. 
 
I nodi della rete P2P di solito recuperano un elenco dei membri della rete P2P tramite 
una pagina web nota, un file di configurazione, o con qualche meccanismo di storicità. 
Essi poi scelgono un sottoinsieme di questi, come possibili vicini, sia in modo casuale o 
in base ad alcuni gradi di misurazione delle prestazioni. Se la scelta del vicino 
impedisce di servire un nuovo nodo si potrebbe reindirizzare il nuovo nodo fornendo un 
elenco alternativo dei membri della rete P2P. Puntando a migliorare questo processo, un 
ISP  può offrire un nuovo servizio che classifica i potenziali vicini sulla base delle 
specifiche metriche. 
Tale classificazione può essere vista come un’espressa preferenza degli ISP verso alcuni 
vicini P2P. 
Possibili metriche meno dettagliate sulla distanza possono essere: 
 
• se un nodo si trova all’ interno / esterno degli  AS (Autonomous Systems) ; 
• numero di AS attraversati secondo un percorso BGP (Border Gateway Protocol ); 
• distanza dal bordo dell’ AS secondo la metrica IGP (Internal Gateway Protocol ). 
 
Per i nodi P2P che si trovano all'interno dell’ AS, ALTO oracle può inoltre classificare i 
nodi in base a: 
• informazioni geografiche come ad esempio: lo stesso punto di presenza (POP- 
Point of Presence),   la stessa città; 
• informazioni sulle prestazioni, quali: ritardo previsto, larghezza di banda; 
• congestione dei link ( ingegneria del traffico). 
 
Lavorando in questo modo, i fornitori di rete hanno un incentivo per consentire 
l'accesso a tali informazioni, mentre le applicazioni hanno un incentivo a usarli. Gli 
approcci utilizzati hanno portato a una soluzione di due tipi : in primo luogo ci deve 
essere un metodo per un'applicazione per trovare una fonte di informazioni, e quindi un 
protocollo con il quale tale applicazione possa eseguire le query per ottenere 
informazioni affidabili. Questi dati verranno utilizzati dal servizio per eseguire una 
migliore, seppur casuale, selezione dei proprietari di risorse all’interno di una lista. 
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L'obiettivo è quello di progettare un protocollo query-response per un servizio dove le 
applicazioni possono eseguire delle query per ottimizzare la scelta dei peer . 
Il gruppo di lavoro ha l’intento di progettare e specificare un servizio a livello 
applicativo per l’ottimizzazione del traffico (ALTO) in grado di fornire applicazioni con 
le informazioni per la selezione iniziale dei peer nel modo migliore.  
 
I servizi ALTO possono considerare diversi approcci per effettuare questa selezione: la 
massima larghezza di banda, il minimo numero di attraversamenti all’interno del 
dominio, il minor costo per l'utente, ecc . 
Il gruppo di lavoro prenderà in considerazione le esigenze di BitTorrent che sfrutteremo 
nel nostro progetto tramite il maggior client Bittorent che è VUZE. 
Anche se le applicazioni streaming non sono menzionate, è chiaro che tali 
servizi possono essere inclusi nella categoria delle applicazioni che possono trarre  
benefici dai servizi come quelli di ALTO. Ci sono vari motivi per questo, soprattutto la 
necessità di tempestività nella consegna dei contenuti nonché la necessità di una 
migliore gestione dell'enorme quantità di traffico che queste applicazioni producono. 
Ulteriori dettagli verranno forniti nei prossimi paragrafi. 
2.2  BitTorrent e la scelta casuale dei peers. 
 
Vi presentiamo qui di seguito molti scenari di simulazione in cui il comportamento di 
default del BitTorrent viene alterato. Il successo dei protocolli come BitTorrent è in gran 
parte dovuto alle loro elevate prestazioni in termini di tempi di scarico da parte 
dell’utente esperto; inoltre molti studi analitici e di simulazione hanno mostrato, per 
esempio, che l'algoritmo esistente in BitTorrent è quasi ottimale a questo proposito. 
Oltre a questo, tutti gli studi partono dal presupposto che quando i peers selezionano i 
propri vicini, lo fanno in modo casuale tra tutti quelli disponibili; questa è la causa 
principale di un alto attraversamento di traffico attraverso gli ISP . Eppure, non è noto 
se BitTorrent funzionerebbe se la scelta casuale del vicino venisse cambiata. Gli studi 
dimostrano che la selezione casuale del vicino è una condizione sufficiente di ottimalità 
delle prestazioni; ma è anche una condizione necessaria? Risponderemo a questa 
domanda attraverso l'analisi che faremo nei prossimi paragrafi e capitoli. 
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2.3 La proposta ALTO. 
 
La presente proposta presuppone che un server ALTO mantenga due diversi database 
che memorizzano sul lato server le informazioni necessarie per guidare i client ALTO. 
C'è la mappa di rete che fornisce una mappatura tra prefissi di rete e una macro detta 
partizione-ID (PID), e il quadro dei  dei costi che mette in relazione il PID  con i costi. 
Qui, il client ALTO può scaricare una serie di informazioni di guida più o meno statiche 
, che descrivono le regioni della topologia di rete o gruppi di host (in genere espressi 
come intervalli di indirizzi IP) ed i parametri che sono validi per le seguenti regioni o 
gruppi. La valutazione e il confronto tra i peer candidati a fornirci il contenuto 
desiderato viene quindi eseguita nel lato del client ALTO. Inoltre, le informazioni 
possono essere memorizzate nella cache del client ed essere utilizzate per la valutazione 
dei peer candidati anche in un momento successivo . 
2.4 Costruire un oracle ALTO. 
 
Il servizio oracle ALTO potrebbe essere implementato come un insieme di server 
replicati all'interno di ogni ISP che possono essere richiesti utilizzando un protocollo 
basato su UDP o, come accade in realtà, con l’esecuzione di un servizio Web che 
contatta un server centralizzato di proprietà del provider di servizi Internet. Può contare 
su un database semi-statico con il prefisso del provider e le informazioni sulla 
topologia. Aggiornando tali informazioni non dovrebbe imporre alcun ulteriore 
overhead al fornitore di servizi. 
Fintanto che il servizio di ALTO non viene offerto da un ISP, i nodi P2P hanno la 
possibilità di utilizzare un semplice servizio per ottenere benefici da oracle già usando il 
servizio “pWhoIs” . Questo servizio è in grado di soddisfare 100.000 query, utilizzando 
pc standard, in meno di un minuto. Esso consente al nodo P2P di recuperare le 
informazioni sui possibili nodi P2P vicini ( AS di appartenenza e alcune informazioni 
geografiche). Queste informazioni possono essere utilizzate dal nodo per pregiudicare la 
selezione del nodo vicino. Ma semplicemente utilizzando il servizio "pWhoIs" si aiuta 
solo il sistema P2P. Essa non consente al provider di servizi Internet di esprimere la 
propria preferenza e quindi non consente la cooperazione.  
Ciò che bisogna ricordare è che un oracle ALTO sarà probabilmente un server 
centralizzato comandato dall'operatore; vedremo che anche nella nostra rete sarà così. 
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2.5  Privacy e sicurezza. 
 
Un altro aspetto da considerare quando utilizziamo il servizio ALTO è la privacy degli 
utenti: da un lato, ci sono sicuramente i dati di un client ALTO che fornisce nelle sue 
richieste, informazioni che potrebbero contribuire ad aumentare il livello di precisione 
nelle risposte. Per esempio, se il client richiedente indica quale tipo di applicazione sta 
utilizzando (ad esempio comunicazioni in tempo reale, live streaming o grossi 
trasferimenti di dati), il server può essere in grado di produrre priorità migliori nelle 
risposte, adeguando i requisiti del traffico che l’applicazione genererà. Ma d'altra parte, 
le applicazioni potrebbero considerare tali informazioni come private, perché sanno che 
potrebbero aiutare nella costruzione del profilo di un utente. 
Inoltre, non possiamo dimenticare i dati segreti dell'operatore. Gli operatori di rete, con 
la loro profonda conoscenza della topologia della rete, potrebbero svolgere un ruolo 
fondamentale per quanto riguarda la fonte di informazioni di ALTO. Essi spesso 
considerano la rivelazione delle informazioni sulla struttura di tale rete come 
confidenziali. 
2.6 Il problema dell’eccesso di localizzazione. 
 
Un’ implicazione chiave dei vincoli sul P2P da parte di ALTO è che vi è un rischio di 
over-localizzazione. Se ALTO indica ai peers  di scaricare da troppi peers locali, i 
fornitori delle risorse in upload potrebbero essere sub-ottimi dal punto di vista 
dell'applicazione: i peer consigliati potrebbero essere fisicamente vicini, ma potrebbero 
non essere delle buone scelte nell’inoltro di pezzi con basso ritardo (ad esempio, perché 
questi peers hanno bassa capacità in upload o sono raggiungibili solo tramite link 
congestionati).  
Quindi, anche se uno degli obiettivi di base della localizzazione del traffico da parte di 
ALTO è quello di ridurre i costi per i fornitori di servizi Internet, bisogna stare attenti a 
non eccedere nella localizzazione del traffico: se i nodi si connettono a diversi host che 
si trovano nello stesso AS, ma hanno una bassa capacità in upload, la perdita di pezzi o i 
tempi di download aumentano notevolmente, con conseguente scarso utilizzo da parte 
dell'utente.  
Una soluzione potrebbe essere quella di adottare una strategia di selezione dei peers in 
cui una porzione dei peer vicini viene suggerita da un’indicazione di ALTO, e gli altri 
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vengono scelti casualmente. 
2.7 La necessità di prove sperimentali. 
 
Dovrebbe essere chiaro a questo punto, che fino ad ora non sono state eseguite grandi 
prove per testare le prestazioni di un tale servizio oracle, per lo meno in una rete reale. 
Tutte le proposte analizzate fino ad ora sono state convalidate nella maggior parte dei 
casi solo attraverso delle simulazioni con delle macchine e non c'è stato nessuno che 
abbia cercato di realizzare un vero e proprio prototipo  ALTO in una rete reale. 
Un esperimento è stato effettuato nei laboratori di ricerca della NEC a Heidelberg - 
Germania con la rete di Telekom Polska, dove il servizio ALTO viene impiegato 
semplicemente contattando un server centralizzato di proprietà dell’operatore.  
Pertanto, il contributo di questa tesi allo sviluppo di ALTO sarà la progettazione di una 
rete reale che prende come modello quella di una rete federata residenziale.  
Inoltre descriveremo e analizzeremo i risultati di prove sperimentali effettuati all’interno 
del laboratorio di “Reti di Telecomunicazioni” del Dipartimento di Ingegneria 














L’intera architettura ALTO 
 
In questo capitolo tratteremo e chiariremo quali sono i ruoli degli elementi costitutivi 
più importanti di ALTO: il protocollo di comunicazione, il server ALTO e il client 
ALTO.  
3.1 Il protocollo di comunicazione. 
 
Spesso, i servizi Internet attuali sono offerti con una rete overlay. È necessario 
descrivere brevemente questo concetto per capire meglio il modo in cui opera il servizio 
ALTO. Come mostrato in Figura 3.1, una rete overlay è una rete costruita da un qualche 
tipo di peer con in cima un’ altra rete pre-esistente; esso si compone di connessioni 
logiche dirette tra i nodi partecipanti. La stragrande maggioranza del protocollo P2P e 
del protocollo video streaming adotta un approccio distribuito basato su una rete 
overlay.  
 
Figura 3.1: Scenario base di ALTO - Rete overlay. 
 
Esiste un problema comune che possiamo trovare in ogni infrastruttura overlay di file 
sharing e di comunicazione in tempo reale. 
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Quando bisogna trovare una risorsa su Internet si può sempre distinguere tra un provider 
di risorse, che possiede la risorsa desiderata o parte di esso (cioè un pezzo di un video) e 
può condividerlo con altri host, e un consumatore di risorse, ossia un host che necessita 
della risorsa. Queste due entità spesso comunicano tra loro utilizzando i collegamenti 
logici stabiliti in una rete overlay.  
Siamo ora in grado di definire nuovi elementi in questo scenario di base: il server ALTO 
e il client ALTO, da cui si può dedurre che ALTO adotta un paradigma client-server.  
I client ALTO inizialmente hanno bisogno di individuare il server ALTO giusto che si 
occupa di servirli. Ci sono attualmente molte posizioni e soluzioni tecniche aperte su 
questo problema.  
Dopo aver individuato il server ALTO, e prima di poter iniziare l'esecuzione di query 
attraverso le indicazioni di ALTO, i client ALTO devono richiedere le funzionalità al 
server ALTO. Le funzionalità del server sono, ad esempio : 
 
 informazioni amministrative (server operatore, indirizzi di contatto, ecc…); 
 le caratteristiche di locazione degli  host supportati (indirizzi IP o prefissi IP); 
 i criteri di rating supportati, e la URI (Uniform Resource Identifier) per eseguire 
una query con le indicazioni di ALTO; 
 nel nostro scenario saranno necessarie informazioni sui costi di raggiungibilità 
dei peers dai quali vogliamo scaricare un contenuto. 
 




La Figura 3.2 mostra l'interazione tra le diverse componenti ALTO. Il client ALTO 
viene richiamato tramite una chiamata di funzione attraverso il client ALTO API e 
riceve un elenco di peer candidati dall'applicazione che sta usando ALTO. Il client 
ALTO analizza queste informazioni per creare una richiesta XML ( in seguito vedremo 
nel dettaglio com’è fatta). Questa richiesta viene inviata al server tramite l'interfaccia 
esterna del client utilizzando il protocollo ALTO. Il server analizza la richiesta XML per 
creare una query di back-up in un database. Produce poi i risultati dal database e crea 
una risposta XML corrispondente;  infine, invia questo indietro al client ALTO. 
 
Esistono almeno tre diversi tipi di soggetti che possono fornire un servizio ALTO: 
 
 Gli operatori di rete: di solito hanno una conoscenza completa della rete o degli 
Autonomous System (AS) che amministrano e sono pienamente consapevoli 
della loro topologia e delle politiche; 
 Terzi: essi sono entità separate rispetto agli operatori di rete, ma possono avere 
accesso ad alcune informazioni di rete grazie a qualche tipo di accordo con gli 
operatori di rete, o possono aver raccolto informazioni loro stessi; 
 Comunità degli utenti: queste comunità possono contare su algoritmi distribuiti 
per stimare alcune topologie di dominio. 
 
La Figura 3.3  illustra in modo schematico la portata della standardizzazione ALTO. 
 
Figura 3.3 : Applicazione senza il tracker. 
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Ora descriviamo più in dettaglio i passi fondamentali indicati nelle specifiche del 
protocollo: 
 L'applicazione apprende gli indirizzi IP (e altri parametri di connessione, se è il 
caso) del fornitore di risorse candidato, che può essere contattato per accedere 
alla risorsa desiderata. Questa acquisizione degli indirizzi IP candidati potrà 
essere effettuata utilizzando banche dati centralizzate o distribuite, come 
BitTorrent, Trackers, DNS, DHTs (Distribuited Hash Tables); 
 L'applicazione passa l'elenco di indirizzi IP candidati al client locale ALTO. Il 
client contatta il server, e in base alle esigenze generano assieme le specifiche di 
ALTO. Questa invocazione di ALTO può essere fatta dal peer che alla fine 
accederà alla risorsa desiderata (si veda la Figura 3.3), oppure può essere fatta 
da una terza parte, come ad esempio da un tracker, a nome del peer (si veda la 
Figura 3.4) ; 
 Il client ALTO restituisce l'elenco di indirizzi IP all'applicazione, insieme con le 
specifiche di ALTO. Queste specifiche possono essere espresse implicitamente 
ordinando l'elenco di indirizzi secondo alcuni criteri di rating  e/o in modo 
esplicito valutando i valori degli attributi per ogni indirizzo ( vedremo che nel 
nostro caso ci fornirà le priorità di ciascun peer fornitore della risorsa che stiamo 
cercando); 
 L'istanza dell’applicazione può combinare le specifiche di ALTO con le 
valutazioni generate localmente (ad esempio sulla base di misure) e quindi 
connettersi a uno o più fornitori di risorse a cui è stata data la valutazione 
migliore da parte di ALTO. Se l'applicazione non è soddisfatta delle prestazioni 
effettive, può connettersi ai fornitori di altre risorse più in basso nella lista 
ordinata, può interrogare nuovamente ALTO, oppure può procedere senza le 
indicazioni di ALTO. 
 
La fornitura di informazioni sulla topologia (o qualsiasi altro tipo di informazioni) a un 
server, nonché l'applicazione P2P, sono fuori dall’ambito di ALTO. Un client ALTO 
potrebbe essere sia un’applicazione (Figura 3.3) o un elenco di risorse, come uno 
specifico protocollo tracker, come ad esempio un tracker BitTorrent (Figura 3.4). 





Figura 3.4 : Applicazione con il tracker. 
 
Va ricordato che le applicazioni difficilmente possono essere costrette ad usare un 
servizio ALTO. Tale servizio è destinato ad essere opzionale e sarà usato dalle 
applicazioni solo nel caso in cui si manifestasse un guadagno, o per lo meno nessuna 
perdita. Nel nostro caso vedremo che effettivamente ci sarà un guadagno. 
 
3.2 Il Client e Server ALTO. 
 
Il client ALTO è una API
2
 (Application Programming Interface) per l'interazione con il 
server; in   Figura 3.5 vi è una rappresentazione schematica di esso . 
                                                 
2
 Con il termine API - Application Programming Interface  ( Interfaccia di Programmazione di 
un'Applicazione) si indica ogni insieme di procedure disponibili al programmatore, di solito 
raggruppate a formare un set di strumenti specifici per l'espletamento di un determinato compito 
all'interno di un certo programma. Spesso con tale termine si intendono le librerie software disponibili 
in un certo linguaggio di programmazione. La finalità è ottenere un'astrazione, di solito tra 
l'hardware e il programmatore o tra software a basso e quello ad alto livello semplificando così il 
lavoro di programmazione. Le API permettono infatti di evitare ai programmatori di riscrivere ogni 
volta tutte le funzioni necessarie al programma dal nulla, ovvero dal basso livello, rientrando quindi 
nel più vasto concetto di riuso di codice. Le API stesse rappresentano quindi un livello di astrazione 





Il client fornisce diverse interfacce (1) attraverso cui un'applicazione può eseguire una 
query per ottenere una valutazione di ALTO in merito ad uno o più indirizzi IP di peer 
disponibili a fornire il contenuto desiderato.  
Tutti gli indirizzi richiesti vengono  memorizzati nel DB requests (1, 2, 7). Il client invia 
poi ad ALTO Server tutti gli indirizzi presenti nel DB requests attraverso un file XML 
(3, 4) richiedendo una valutazione per ciascuno.  
In Figura 3.6 osserviamo quella implementata per la progettazione della nostra rete; 
notiamo gli indirizzi IP dei quattro PC appartenenti alla nostra rete ( il richiedente 




Figura 3.6.  ALTO query 
 
Il server che abbiamo implementato risponde anch’egli attraverso un file XML . 
Nel file rappresentato in Figura 3.7, abbiamo impostato il rating (  che nel nostro caso 
rappresenta la priorità) dei peers appartenenti alla nostra rete in modo da influenzare la 
strategia di selezione dei peers; in particolare, nel nostro caso, il rating è il costo di 
raggiungibilità del nodo che potrebbe fornirci il contenuto desiderato. Per questo motivo 
abbiamo imposto una priorità piuttosto bassa ai nostri peers in modo che la maggior 
parte del contenuto ci venga fornito da essi e dover accedere limitatamente alla rete 
esterna per raggiungere gli altri peers presenti su Internet . 
 
Figura 3.7. Risposta di ALTO Server  
 
Quindi, il client ALTO riceve l'elenco di indirizzi votati ( fase 5 della Figura 3.5). 
Quando la corrispondenza è stata completata, l'elenco degli indirizzi dei peer insieme 




In Appendice A analizzeremo la classe AltoClient e AltoPeerSelectionService che 
descrivono lo scambio di informazioni tra il Client e il Server per la selezione dei peers 
e come avviene l’assegnazione delle priorità descritta nei file XML appena presentati. 
3.3 Client BitTorrent 
 
In questo paragrafo analizzeremo il funzionamento di  BitTorrent. Poiché si tratta del  
protocollo utilizzato per i test, questa analisi è necessaria per comprendere meglio le 
tendenze che verranno discusse più avanti in questo lavoro.  
Successivamente troveremo la descrizione del software client BitTorrent. Poche righe di 
codice Java sono state utilizzate per evidenziare i compiti più significativi che sono stati 
aggiunti a un client BitTorrent ( Vuze) comune per comportarsi come un client ALTO. 
3.3.1 Panoramica del funzionamento di BitTorrent 
 
Meccanismi del protocollo 
BitTorrent è emerso come un sistema P2P per la condivisione di file; è molto scalabile 
ed è stato progettato per distribuire file di grandi dimensioni ad un vasto numero di 
utenti in modo efficiente. Questo viene ottenuto facendo uso della banda in upload di 
tutti i nodi (chiamati anche peers) che effettuano il download del file.  
Per distribuire un file tramite BitTorrent, il fornitore del file lo divide in piccoli blocchi 
(solitamente di dimensioni 245Kb), e genera un altro file che contiene informazioni sul 
file che contiene i dati veri e propri (chiamato il file .torrent).  
Il fornitore gestisce anche un tracker per questo file, oppure esegue un tracker sul 
proprio o registra il file con un tracker pubblico. Un tracker è un server centrale che 
tiene traccia di tutti i nodi che scaricano questo file.  
Il fornitore avvia quindi i suoi Client BitTorrent. Il client rileva automaticamente che ha 
il file completo e diventa quindi anch’esso un nodo seme nella rete. Il file .torrent viene 
quindi pubblicato su Internet e coloro che sono interessati al download possono 
scaricarlo mandando in esecuzione il loro client BitTorrent con il file .torrent come 
input. L'indirizzo del tracker è incorporato nel torrent, consentendo ai peer interessati di 
contattarlo.  
La Figura 3.8 mostra un tipico flusso dei messaggi di un client BitTorrent per impostare 




Figura 3.8 . Schema del flusso dei messaggi BitTorrent  
3.3.2 Formazione del grafico 
 
Un peer interessato a scaricare il file deve prima contattare il tracker che ospita il file in 
modo da unirsi alla rete BitTorrent di questo file (Fase 2 in Figura 3.8). 
La rete è costituita dal tracker, dal seme originale, e da tutti i nodi interessati al 
download del file. 
Il grafico è formato come segue. Ogni peer p, in sede di prima adesione alla rete, si 
mette in contatto con il tracker. Il tracker quindi seleziona casualmente, tra tutti i nodi 
partecipanti , C nodi (di default è C=35), e rimanda indietro la lista al nodo p. Il peer p 
avvia quindi i collegamenti con i nodi (Fase 3 in Figura 3.8). Più avanti, altri peer che 
si uniscono alla rete possono ottenere p come uno dei nodi restituiti dal tracker e avviare 
connessioni con p. Di conseguenza, i nodi della rete vicini a p comprendono sia i nodi 
verso cui p ha avviato delle connessioni sia quelli che le hanno avviate verso p.  
Notare che la descrizione di cui sopra è l'implementazione prevalente del Client. Ci 
sono un certo numero di implementazioni di client BitTorrent; alcune sono molto 
aggressive nel contattare il tracker;  possono ottenere più elenchi di nodi, e quindi 
scegliere il migliore in base a determinati criteri. Tuttavia, poiché questi client hanno un 
onere maggiore sul tracker , il loro uso non è raccomandato. 
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3.3.3 Algoritmo choking-unchoking 
 
In seguito, il download avviene principalmente tra i nodi che scambiano i blocchi con i 
loro vicini. I nodi si scambiano con i vicini vettori di bit dei blocchi in loro possesso, 
all'inizio e quando un peer ottiene un nuovo contenuto.  
Attraverso lo scambio di questi vettori di bit, il nodo p apprende che un proprio vicino 
ha aggiornato  i contenuti in suo possesso. Se un vicino ha dei blocchi che p non ha, p 
invia un messaggio "interessato" al suo vicino. Il vicino, tuttavia, non è costretto a 
inviare questi blocchi a p. Quando e se il vicino invia dei blocchi a p dipende 
dall'algoritmo “strozzamento-non strozzamento”("chocking / unchoking")  in 
BitTorrent, chiamato anche il meccanismo "tit-for-tat". Questo algoritmo determina, per 
ogni peer, tra i suoi vicini che hanno espresso interesse ai suoi contenuti, a quale di essi 
dovrebbe dare questo contenuto. Tutti i collegamenti vengono  “strozzati” come 
impostazione predefinita. 
Se un peer decide di fornire contenuti ad un altro peer, "strozza" la connessione con gli 
altri peer. Un peer può inviare dati in upload a più peer contemporanenamente, l’attuale 
limite predefinito al numero di upload simultanei è 5. Quindi, un peer ha 5 connessioni 
“non strozzate” alla volta. Quattro di questi collegamenti sono scelti utilizzando un 
criterio "tit-for-tat".  
Un nodo tiene traccia della sua velocità di download attraverso tutti i suoi vicini. Poi, 
attraverso l’interesse espresso tra i propri vicini, i quattro con il massimo rate in 
download verso questo peer non vengono “strozzati”. In altre parole, un peer premia 
coloro che gli hanno dato contenuti  in precedenza. Per il seme originale, che non ha 
nessuno da cui scaricare, questa decisione viene presa sulla base del rate in  upload dei 
propri vicini. Questa decisione di “strozzare / non-strozzare” dipende dalla velocità di 
download ( come descritto precedentemente) e viene effettuata periodicamente (ogni 10 
secondi), dopo di che alcuni dei nodi attualmente “non-strozzati” potrebbero essere 
“strozzati” e viceversa. 
Il meccanismo di "tit-for-tat" influenza naturalmente il traffico tra i peer verso i percorsi 
con larghezza di banda più elevate. Tuttavia, questa influenza è limitata dalla selezione 
dei propri vicini che avviene durante il set-up dei primi passi. L'ultimo dei 5 
collegamenti viene scelto in base ad un meccanismo diverso, chiamato “non-
strozzamento ottimistico” (“optimistic unchoke”). Al fine di marcare rapidamente nuovi 
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peer e di trovare nodi che possono avere una migliore velocità di upload, un nodo 
sceglie un vicino a caso da “non-strozzare”, indipendentemente dal rate in download 
verso quel peer. Questo nodo ottimisticamente “non-strozzato” casualmente viene 
scelto una volta ogni 30 secondi e la possibilità che  un nuovo nodo possa essere scelto 
con questa strategia è tre volte quella di un nodo che contiene già alcuni blocchi. 
3.3.4 Selezione del blocco. 
 
Una volta che un peer p esprime interesse verso un blocco di un file posseduto  da un 
vicino, p può richiederglielo. Quale blocco venga esattamente letto dal vicino è 
determinato da p utilizzando un algoritmo detto "prima rara replica ". Cioè, fra i blocchi 
forniti da un vicino, viene scelto quello che viene replicato almeno tra tutti i vicini di p . 
Gli studi hanno comunque dimostrato che questo algoritmo non è necessario per una 
prestazione ottimale di BitTorrent, tuttavia viene implementato per offrire una più equa 
distribuzione delle repliche tra i nodi all’interno di un gruppo di essi. 
3.4 Software Client BitTorrent – la scelta di Vuze. 
 
Volendo effettuare delle prove sperimentali su una rete reale, abbiamo implementato la 
strategia di selezione dei peers basata sull’architettura ALTO su un software Client 
popolare BitTorrent con funzionalità ALTO; tutto ciò al fine di emulare uno scenario 
distribuito senza il controllo centrale di un tracker.  
Con lo scopo di riflettere sul reale comportamento nel mondo di BitTorrent, era 
necessario scegliere un software client popolare. La scelta fatta fornisce i mezzi per 
registrare le statistiche interne, ed è estendibile, ad esempio attraverso un plug-in. 
Considerando tutti questi aspetti, tra i client BitTorrent più popolari e open source è 
stato scelto Vuze (precedentemente chiamato Azureus, disponibile sotto licenza GPL). 
Mentre Vuze si sta evolvendo verso una rete multimediale multiuso, è anche un 
importante client BitTorrent ad alte prestazioni. Vuze è molto popolare tra gli  utenti , a 
partire  dal 2003 fino ad oggi è stato scaricato ( come possiamo osservare in Figura 3.9) 





Figura  3.9: Andamento dei download di Vuze 
 
Dal momento che ha un potente plug-in come meccanismo da utilizzare per portare 
ALTO al client BitTorrent, Vuze è in grado di essere eseguito in modalità di sola 
console, è altamente configurabile ed è  ampiamente adottato e scaricato. 
Il client BitTorrent Vuze è open source ed è implementato in Java. E’ implementabile su 
tutti e tre i principali sistemi operativi :Windows ( anche sull’ultima versione Windows 
8), Linux e Macintosh.  
Un esistente plug-in open source Bass è già in grado di modificare la strategia di 
selezione dei peer da parte di Vuze. A partire da ciò, in una delle macchine della rete del 
nostro progetto ( quella che interagirà col Client ALTO) , abbiamo implementato il 
plug-in di ALTO basato sulla strategia di Bass per Vuze; questo plug-in viene avviato, 
attraverso un’applicazione Java, dal software Eclipse che analizzeremo in seguito. 
Per la selezione dei peer viene utilizzata principalmente l'interfaccia 













3.4.1  Interazione tra Vuze e l’architettura ALTO. 
 
In Figura 3.10 osserviamo graficamente come abbiamo implementato la strategia di 




Figura 3.10.Interazione tra VUZE e l’architettura ALTO.  
 
Mostriamo di seguito i passaggi che descrivono l’architettura appena rappresentata: 
1) Il BitTorrent client Vuze  installato sulla macchina che interagisce col Client 
ALTO, contatta il BitTorrent tracker affinchè gli venga fornita la lista dei peers 
che possiedono il contenuto che vogliamo scaricare; 
2) Il BitTorrent tracker restituisce la lista dei peers appena richiesta; 
3) Vuze desidera che questa lista di peers venga classificata da ALTO e la passa al 




4) ALTO Client invia la lista dei peers al Server affinchè venga assegnata la 
rispettiva preferenza ad ogni singolo peer;  
5) Il Server assegna le preferenze ad ogni peers della lista; in particolare ,attraverso 
un file che abbiamo configurato sul Server, assegna un rating molto basso ( in 
termini di costo di raggiungibilità) ai peers interni alla nostra rete ; mentre a tutti 
gli altri peers la strategia standard di Vuze assegna un rating molto elevato; in 
questo modo potremo influenzare la strategia di selezione dei peers che è 
l’obiettivo del nostro progetto; a questo punto il Server restituisce la lista 
ordinata al client ALTO. 
6) A questo punto il Client Alto, passa la lista ordinata alla nostra applicazione. A 
questo punto, quando Vuze effettuerà la ricerca del contenuto che desideriamo 
scaricare, come vedremo nel prossimo capitolo, vedremo che i peers interni alla 
nostra rete ci forniranno la maggior parte di esso. 
 
Come possiamo immaginare, questo è un grande risultato. Infatti, ci consente, qualora il 
contenuto che desideriamo scaricare fosse presente tra gli host appartenenti alla nostra 
rete, che vengano privilegiati essi senza aver bisogno di uscire sulla rete esterna di 
Internet che così rimarrà anche più scarica;  ovviamente  i vantaggi saranno tanto 


















Scenario e risultati sperimentali. 
 
In questo capitolo andremo a descrivere lo scenario di riferimento assunto per la 
progettazione della nostra rete. In particolare abbiamo assunto come  riferimento una 
rete federata residenziale.  
Ciò che abbiamo dimostrato, e che mostreremo attraverso i risultati, è che grazie 
all’utilizzo del Client ALTO e l’intera architettura che lo compone, siamo riusciti 
realmente ad influenzare la strategia di selezione dei peers per ottenere determinati 
contenuti multimediali a cui eravamo interessati. 
In particolare dimostreremo che, qualora il contenuto sia presente all’interno della 
nostra rete , grazie all’assegnazione di una priorità maggiore, la maggior parte del file 
desiderato ci verrà fornito dai peers interni alla nostra rete ; in questo modo riusciamo 
anche a tenere più scarica la rete esterna e riduciamo i tempi del download grazie alle 
ridotte distanze geografiche.  
 
4.1 Procedimento per l’implementazione delle simulazioni. 
L’obiettivo delle prove sperimentali è stato quello di verificare e dimostrare che la 
strategia di selezione dei peers , attraverso ALTO, viene effettivamente influenzata 
andando a privilegiare i peers appartenenti alla rete progettata da noi. 
 
4.1.1 Importazione del codice sorgente . 
 
Il primo passo per poter effettuare le prove sperimentali è stato quello di implementare 
il codice sorgente del plugin Alto basato sulla strategia di selezione dei peers di Bass. Il 
procedimento è stato piuttosto difficoltoso e dettagliato;  l’applicazione è scritta in Java 
e,  attraverso Eclipse, avvierà il plugin denominato Bass-based AltoPlugin. 
Abbiamo importato il codice all’interno di Eclipse del quale vediamo in Figura 4.1 
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l’interfaccia grafica. Eclipse è un ambiente di sviluppo integrato multi-linguaggio 
e multipiattaforma. Può essere utilizzato per la produzione di software di vario genere, 
si passa infatti da un completo IDE (Integrated Development Environment ) per il 
linguaggio Java (JDT, "Java Development Tools") a un ambiente di sviluppo per il 
linguaggio C++ (CDT, "C/C++ Development Tools") e a plug-in che permettono di 
gestire  Javascript. 
 Eclipse è scritto in linguaggio Java e si appoggia a SWT (Standard Widget Toolkit ), 
un toolkit grafico, ossia un insieme di strumenti software concepiti per facilitare e 




Figura 4.1 Interfaccia grafica di Eclipse 
 
La descrizione dettagliata della creazione e implementazione del plug-in passo per 







4.1.2 Caricamento del plugin su Vuze . 
 
Il secondo passo è quello di avviare l’applicazione creata su Eclipse in modo che il 
plugin venga caricato su Vuze ( nell’Appendice B vi sono i passi dettagliati). 
In Figura 4.2 osserviamo l’interfaccia grafica di Vuze e la modalità di selezione del 
Plugin : selezionare la voce Strumenti PluginBBAlto name. 
In seguito visualizzeremo nell’elenco sulla sinistra la dicitura BBAlto name che ci farà 
capire che il plugin è stato caricato. 
Non è necessario che il plugin venga caricato su tutti gli host della nostra rete, ma basta 
che sia presente in quello che comunica con ALTO Client; negli altri tre host sarà 
sufficiente che sia avviato Vuze in quanto client BitTorrent.   
 








4.2. Prove sperimentali. 
 
In questo paragrafo descriveremo il procedimento utilizzato per effettuare le prove 
sperimentali sulla rete reale creata in laboratorio. In seguito visualizzeremo i risultati. 
In Figura 4.3 osserviamo un modello schematico che rappresenta la nostra rete; il 
nostro scenario di riferimento è quello residenziale. 
In particolare possiamo notare gli indirizzi IP dei nostri host coinvolti nel progetto della 
rete: 10.1.54.71 (che è il Pc che si interfaccerà con Alto Client) , 10.1.53.88, 10.1.54.77, 
10.1.54.72. 
 
Figura 4.3: Scenario di riferimento – Rete federata residenziale 
Il primo passo è stato quello di scaricare, attraverso Vuze,  lo stesso contenuto ( in tutti i 
casi materiale open source e non coperto dai diritti d’autore) nei tre host che non 
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implementano obbligatoriamente l’architettura ALTO, ossia quelli con Indirizzi IP  
10.1.53.88, 10.1.54.77, 10.1.54.72. 
Dopo di ché, abbiamo effettuato il download dello stesso file dal PC identificato 
dall’Indirizzo IP 10.1.54.71 in tre modi diversi che descriveremo nei prossimi paragrafi  
assieme ai risultati ottenuti.  
 
4.2.1 Download di un contenuto con il  Client ALTO disattivato. 
 
Nel primo caso, rappresentato in Figura 4.4, abbiamo scaricato il contenuto dall’intera 
rete, quindi sia dagli host interni appartanenti alla nostra rete, sia da tutti i peers presenti 
su Internet ; questo test è stato effettuato senza aver attivato il client ALTO. 
In questa situazione ci aspettiamo che il contenuto che desideriamo scaricare ci venga 
fornito indistintamente dai tre host interni alla nostra rete e da quelli  presenti su 
Internet; da questi ultimi, però, ci aspettiamo un maggior contributo in quanto sono in 




Figura 4.4: Rete federata residenziale con il Client ALTO disattivato. 
Mostriamo, in Tabella 1, l’esito dei risultati delle sei simulazioni effettuate: 
 
  Tabella 1: Risultati sperimentali col Client ALTO disattivato. 
Come previsto la quantità di contenuto scaricata dai peers interni alla nostra rete è 
piuttosto inferiore rispetto a quella ottenuta dagli altri peers esterni; questo è dovuto 
all’algoritmo Standard di Vuze che sceglie i peers in modo casuale; perciò avendo 
solamente tre peers a disposizione, la somma totale ottenuta dai nostri host sarà 
notevolmente inferiore a quella di tutti gli altri che spesso superavano le 50 unità. 
In Figura 4.5 osserviamo uno screenshot di un test effettuato col Client ALTO 
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disattivato che testimonia quanto abbiamo appena affermato. 
 
Figura 4.5: Screenshot di un test col Client ALTO disattivato. 
Nella Figura 4.5 abbiamo evidenziato in giallo i tre peers della nostra rete; come 
previsto il loro contributo è simile a quello di tanti altri peers presenti su Internet. 
In Figura 4.6 riportiamo l’istogramma coi risultati delle simulazioni effettuate; è 




Figura 4.6:Contributo dei peers interni ed esterni alla rete federata residenziale col  
client ALTO disattivato. 
 
4.2.2 Download di un contenuto con il Client ALTO attivo. 
 
In questo paragrafo visualizzeremo i risultati ottenuti con l’attivazione del client ALTO ; 
in questo caso avviamo VUZE attraverso Eclipse dove abbiamo implementato il Plugin 
Bass-based AltoPlugin come descritto nei paragrafi precedenti. In questo modo, 
l’architettura ALTO sarà integrata su VUZE per poterne influenzare la strategia di 
selezione dei peers. 
In Figura 4.7 possiamo osservare, tramite il file di registro di una delle simulazioni, la 
comunicazione tra il Client Alto e il Server ; in particolare analizziamo i campi 
evidenziati: 
 È stato sottolineato in rosso l’indirizzo IP e la porta del Server che abbiamo 
configurato; sul Server abbiamo caricato il file di testo che contiene la 
configurazione delle priorità assegnate ai peers interni alla nostra rete;  
 È stato sottolineato in giallo l’indirizzo IP del  PC che comunica con il Client 
ALTO per ricevere la valutazione dei peers elencati sotto; questi ultimi, infatti, 
possiedono il file che desideriamo scaricare ( tra cui vi sono anche quelli 
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appartenenti alla nostra rete interna evidenziati in verde : xxx.yyy.54.72, 
xxx.yyy.54.77, xxx.yyy.53.88) ;  
 Dopo aver effettuato la queryAltoServer e aver ricevuto la queryAltoResponse 
otteniamo il rating assegnato ad ogni peer; in particolare osserviamo, evidenziati 
in blu, che ai nostri tre peers gli viene assegnata effettivamente la priorità che 
avevamo impostato (1,10,20) , mentre agli altri tre peers, evidenziati in 
arancione, gli viene assegnata una priorità casuale molto bassa ( in particolare 
gli viene assegnato di default il massimo numero rappresentabile su 32 bit;  




Figura 4.7: Comunicazione tra il Client ALTO e il Server e assegnazione delle 
priorità. 
In questa situazione, nonostante i peers della nostra rete siano in numero molto minore 
rispetto a quelli su Intenet, proprio grazie alle priorità che gli abbiamo assegnato, ci 
dovremmo aspettare un contributo maggiore da essi rispetto al caso precedente  e anche 
rispetto alla somma dei contributi di tutti gli altri peers. 





Tabella 2: Risultati sperimentali col Client ALTO attivo. 
In Figura 4.8 , grazie alla grafica in 2D di Bass-based AltoPlugin (nella colonna a 
sinistra in basso possiamo osservare che il Plugin è attivo con la dicitura BBALTO 
name) possiamo osservare lo swarm dei peers che ci forniscono i trunk del file che 
stiamo scaricando; nella figura, si distinguono, anche con un colore diverso, i nostri 
peers con le rispettive priorità ( 1,10, 20) rispetto a tutti gli altri peers presenti su Intenet 
che hanno priorità di default molto alta. 
 
Figura 4.8: Interfaccia grafica in 2D di un test con il Client ALTO attivo. 
Mentre in Figura 4.9 osserviamo lo screenshot di uno dei test di questa casistica in cui 
abbiamo evidenziato i tre peers interni alla nostra rete che ricevono la maggior parte del 
contributo; inoltre abbiamo anche evidenziato la fonte del contenuto e le priorità 




Figura 4.9: Screenshot di un test col Client ALTO attivo. 
Infine, grazie alla Figura 4.10 possiamo apprezzare i risultati ottenuti da questi test; in 
tutte le simulazioni, rispetto al caso col Client disattivato , la situazione si è 
praticamente invertita: il contributo maggiore viene proprio dai peers interni alla nostra 
rete grazie alla strategia di selezione dei peers imposta dall’architettura  ALTO 
attraverso il Bass-based AltoPLugin. 
 
Figura 4.10:Contributo dei peers interni ed esterni alla rete federata residenziale 
col Client ALTO attivo.   
4.2.3 Download di un contenuto solamente con il Client ALTO . 
 
Già con il secondo caso abbiamo osservato i benefici ottenuti dall’architettura ALTO. 
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Abbiamo, però, voluto effettuare un test che dimostra definitivamente i vantaggi 
desiderati ; infatti, VUZE ha la possibilità di scegliere la modalità con cui ottenere il 




 (Peer Exchange) o tramite 
Plugin; selezionando dall’interfaccia grafica di VUZE solamente l’opzione da 
StrumentiOpzioni  Connessione  “Aggiunte da un Plugin”  dovremmo riuscire a  
restringere il campo di ricerca del file da scaricare solamente ai peers interni alla nostra 
rete .  
Abbiamo effettuato nuovi test per dimostrare definitivamente che la selezione dei peers 
viene effettivamente influenzata grazie al Plugin implementato con l’architettura ALTO. 
I test hanno dato risultati più che soddisfacenti; infatti, come viene mostrato nella 
Tabella 3, che riassume i risultati numerici dei test effettuati possiamo osservare che 
addirittura il 100% del contenuto ci viene fornito dai peers interni alla nostra rete. 
 
Tabella 3: Risultati sperimentali del download di un contenuto solo col Client ALTO . 
Nello screenshot rappresentato in Figura 4.11 possiamo osservare i risultati appena 
presentati in riferimento ad uno specifico test; abbiamo anche evidenziato la fonte di 
provenienza del contenuto; effettivamente ci viene fornito tramite Plugin.  
Inoltre abbiamo anche selezionato la colonna dove sono visibili le rispettive priorità da 
                                                 
3
 Le tabelle di hash distribuite (in inglese distributed hash tables, indicate anche come DHTs) sono una 
classe di sistemi distribuiti decentralizzati . Le DHT sono tipicamente progettate per gestire un vasto 
numero di nodi, anche nei casi in cui ci siano continui ingressi o improvvisi guasti di alcuni di essi. 
Questo tipo di infrastruttura può essere utilizzata per implementare servizi più complessi, quali file 
system distribuiti, sistemi peer-to-peer di file sharing, web 
caching cooperativo, multicast, anycast e domain name services. Ciascun nodo mantiene un set di 
links agli altri nodi (i suoi vicini). Tutti insieme questi nodi formano l’overlay network, e vengono 
organizzati in modo strutturato, dando così forma alla topologia della rete. 
4
 PEX (Peer Exchange) è un protocollo di comunicazione che migliora il protocollo di file sharing di 
BitTorrent di. Esso consente a un gruppo di utenti (o peers), che stanno collaborando per condividere 
un file a farlo in modo più rapido ed efficiente PEX riduce notevolmente la dipendenza da un tracker, 
consentendo ad ogni peer di aggiornare direttamente gli altri presenti nello swarm su quali altri peers 
sono attualmente nello swarm. Per ridurre la dipendenza da un tracker centralizzato, PEX aumenta la 
velocità, l'efficienza e la robustezza del protocollo BitTorrent. 
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noi precedentemente impostate. 
 
Figura 4.11: Test del download di un contenuto con solo il Client ALTO. 
 
Nel prossimo paragrafo faremo una sintesi dei risultati ottenuti in cui metteremo a 
confronto i tre tipi di test effettuati; osserveremo come siamo riusciti a dimostrare che, 
grazie al Plugin, implementato con la strategia di selezione dei peers di ALTO,  
riusciamo a influenzare notevolmente la selezione dei peers da cui scaricare il contenuto 
che desideriamo e far in modo che la maggior parte, o anche totalmente nell’ultimo set 











4.3 Sintesi dei risultati ottenuti. 
 
In Figura 4.12 abbiamo riportato un grafico che riassume le simulazioni in tutti e tre i 
casi considerati nei test. 
E’ interessante osservare il miglioramento dei risultati attesi quando attiviamo il Client 
ALTO ; in particolare, come desideravamo, questo accade quando restringiamo la 



















Come abbiamo dimostrato nell’ultimo capitolo, l’obiettivo della nostra tesi è stato 
raggiunto. 
In particolare, siamo riusciti, tramite un Plugin integrato su Vuze, che implementava 
l’architettura di Alto , ad influenzare la strategia di selezione dei peers quando 
scarichiamo un contenuto dalla rete. 
Come previsto, quando attiviamo il Client ALTO, tramite Bass-based AltoPLugin 
implementato su VUZE, la maggior parte del contenuto, o anche la totalità di esso, ci 
viene fornita dai peers interni alla nostra rete. In questo modo riusciamo anche a tenere 
scarica la rete esterna. 
I risultati potrebbero risultare sempre più interessanti qualora si riuscisse ad avere un 
numero elevato di peers appartenenti alla rete interna.  
Questo potrebbe essere un eventuale sviluppo futuro per portare avanti il lavoro 












APPENDICE  A 
 
A.1 Classe AltoClient . 
 
La funzionalità per interrogare il server è stata implementata nella classe ALTOClient. 
In Figura A.1 riportiamo la parte della classe nella quale osserviamo come il metodo 
base da utilizzare per il client è il metodo queryAltoServer che accetta un insieme di 
PeerItem. Questo metodo passa l’insieme dei peer al metodo interno buildAltoQuery, in 
modo da ricevere una query XML che possa andar bene ad ALTO. Successivamente, 
queryAltoServer utilizza il blocco del metodo SendQuery, passa come parametro la 
suddetta query XML, in modo da poter  ricevere dal server ALTO la risposta come 
XML. Quando il server risponde, la risposta viene analizzata dal metodo 
parseAltoResponse  che prende come input la risposta del server e l’insieme dei peer e 
restituisce un TreeSet di elementi PeerPriority con le rispettive priorità assegnate ai 
peers. Questo TreeSet di elementi PeerPriority viene quindi passato indietro al metodo 
chiamante ALTOPeerSelectionService che analizziamo nel prossimo paragrafo. 
 
Figura A.1. Porzione della classe AltoClient 
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A.2   ALTOPeerSelectionService 
 
Per la selezione dei peer viene utilizzata principalmente l'interfaccia 
PeerSelectionService . E’ stata creata una nuova implementazione 
ALTOPeerSelectionService di questa interfaccia ed è stata modificata la classe 
principale BassPlugin per chiamare la nuova classe per la selezione dei peer, invece di 
chiamare il PeerSelectionService di Bass ( che analizzeremo nei paragrafi successivi). 
Quando viene chiamata con un numero di peer (ad esempio la classe PeerItem di Vuze, 
che contiene i parametri di connessione di un peer, quali le porte, l’indirizzo e la 
crittografia), la classe ALTOPeerSelectionService richiama una versione implementata 
in Java del client ALTO e restituisce un insieme ordinato di peer con le rispettive 
priorità. Queste priorità (modellate in una classe chiamata PeerPriority ) vengono 
utilizzate per rispecchiare le valutazioni di ALTO. Per fare ciò, il metodo 











All’interno della classe AltoConnectionManager , viene richiamata la classe 
PeerDatabase di Vuze che fornisce i metodi per selezionare un peer tra i nodi trovati del 
gruppo appartenente a quel torrent. Il plugin Bass fornisce un contenitore di questa 
classe PeerDatabase per consentire a sottoclassi di sovrascrivere i metodi di selezione 
dei peer. È stato implementato un ConnectionManager basato su ALTO la cui principale 
funzione è quella di sovrascrivere i metodi getNextOptimisticConnectPeer e 
getGoodPeer del contenitore della classe PeerDatabase che restituisce esattamente un 
peer a cui Vuze tenterà di connettersi per scaricare i pezzi di torrent. Questi metodi 
utilizzano il set di peer vicini scoperto per il particolare torrent e chiamano il sopracitato 
ALTOPeerSelectionService per ottenere un elenco ordinato di peer. Per ottimizzare 
l'applicazione riducendo al minimo le interazioni con il server e anche per ridurre il 
carico su di esso, è stato introdotto un meccanismo di memorizzazione per gli elementi 
PeerPriority: invece di chiamare direttamente l'ALTOPeerSelectionService :: 
getPeerPriorities, il metodo getGoodPeer verifica prima che il prossimo peer vicino 
scoperto sia già un elemento PeerPriority presente nella cache. Questi peer vengono 
rimossi dal set che verrà passato al metodo ALTOPeerSelection-
Service::getPeerPriorities. Il codice mostrato in Figura 3.10 mostra come la 
getGoodPeer utilizza la cache PeerPriority. E’ chiamata dal metodo 
getNextOptimisticConnectPeer ogni volta che Vuze richiede il database costruito nel 
peer vicino per un particolare torrent. 
 Il getNextOptimisticConnectPeer viene omesso, in quanto è principalmente un 
interruttore tra una chiamata nativo del codice di Vuze o il relativo codice ALTO per 
determinare il prossimo peer a cui  connettersi; in questo modo è possibile utilizzare 
ALTO come meccanismo per la decisione dei peer con priorità migliore che nel nostro 
progetto si riferisce al minor costo di raggiungibilità del peer che possiede il contenuto 
desiderato; tutto ciò è configurabile tramite un file di configurazione che abbiamo 



















B.1 Creazione di Bass-based AltoPlugin  passo per passo 
 
Un plugin deve essere progettato in maniera di soddisfare alcuni requisiti che ne 
permettano il riconoscimento ed il caricamento da parte di Vuze. Il  Plugin di nostro 
interesse è un programma Java a se stante, che però è dotato di un meccanismo per 
interagire con Vuze. Si tratta di un programma che presenta un punto di "entrata" che 
consente a Vuze di utilizzarlo come plugin. Ha tutte le API (Application Programming 
Interface) Java per interagire con Vuze e di conseguenza le su funzionalità dipendono 
dalla disponibilità delle API. 
Con il termine Application Programming Interface API  (Interfaccia di 
Programmazione di un'Applicazione) si indica ogni insieme di procedure disponibili 
al programmatore, di solito raggruppate a formare un set di strumenti specifici per 
l'espletamento di un determinato compito all'interno di un certo programma. La finalità 
è ottenere un'astrazione, di solito tra l'hardware il programmatore o tra software a basso 
e quello ad alto livello semplificando così il lavoro di programmazione. Le API 
permettono infatti di evitare ai programmatori di riscrivere ogni volta tutte le 
funzioni necessarie al programma dal nulla, ovvero dal basso livello, rientrando quindi 
nel più vasto concetto di riuso di codice. Le API stesse rappresentano quindi un livello 
di astrazione intermedio: il software che fornisce una certa API è detto implementazione 
dell'API. 
 
B.1.1 Prerequisiti e Dipendenze. 
 
Oltre ad aver installato Eclipse ( è consigliabile la versione classica), quando si scrive il 
plugin, è necessario compilare il codice di Vuze  che è fornito in un singolo file JAR. È 
necessario utilizzare il file principale Azureus2.jar ( Vuze ha sostituito il termine 
Azureus) associato alla versione di Vuze che si vuole utilizzare o un file JAR che 
contiene solo le interfacce che compongono il plugin API (entrambi i quali sono 




Inoltre, se si scrive un plugin che necessita di interagire con gli oggetti SWT ( toolkit 
grafico -  insieme di strumenti software concepiti per facilitare e uniformare lo sviluppo 
di interfacce grafiche (GUI)), sarà necessario utilizzare il file swt.jar che si trova nella 
directory di Vuze. 
 
B.1.2  Preparazione del  Plugin attraverso Eclipse. 
 
Dopo aver installato Eclipse, prima di tutto creiamo un nuovo progetto Java. In Figura 
B.1 vediamo i dettagli dei passaggi iniziali: 
 
Figura B.1. Creazione del progetto. 
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A questo punto sono necessarie due cose: 
- Avere una versione di Java con cui lavorare attraverso Eclipse ( noi abbiamo 
utilizzato la versione 1.7 ); 
- Selezionare l’opzione "Use project folder..."   . Nella Figura B.2 possiamo 
osservarne la configurazione iniziale. 
 
Figura B.2 : Configurazione iniziale del progetto. 
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Ora è il momento di inserire le dipendenze. È necessario includere il file pluginapi.jar 
associato alla versione di Vuze che abbiamo installato (scaricabile dalla pagina 
http://sourceforge.net/projects/azureus/files/ ). È necessario includere anche il file 
swt.jar per interagire con la libreria SWT a tutti (questa è la libreria grafica utilizzata 
per l'interfaccia principale). Osserviamo le suddette operazioni nella Figura B.3 
sottostante. 
 
Figura B.3 . Dipendenze del plugin 
 
Per creare un plugin sono necessari soprattutto due file: 
- La classe del plug-in  che risulta il principale punto di accesso per lo stesso 
plugin; 





B.1.3 Creazione dei pacchetti e delle classi 
 
Prima di tutto devo creare di volta in volta dei nuovi pacchetti all’interno dei quali 
inserirò le singole classi del Plug-in  . E’ importante che il nome del pacchetto riprenda 
il percorso della classe che conterrà; nella seguente Figura B.4 un esempio di come 
debba essere creato: 
 
Figura B.4 Creazione di un Plugin 
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Ora vediamo la creazione di una classe vuota che sarà contenuta nel pacchetto 
“com.ti.bass.core”, in particolare quella principale che chiamiamo “BassPlugin”: 
 





Dopo di ché  possiamo scaricare il codice del Plug-in di Alto con tutte le classi e 
inserirla all’interno della classe vuota appena  creata, eccone il risultato su Eclipse: 
 
Figura B.5: Inserimento del codice di Alto Plugin. 
 
Questo procedimento va fatto per ogni singola classe. 
Ora è necessario creare un file di testo nella directory principale del progetto, e lo 
chiamiamo plugin.properties. Di seguito vediamo com’è fatto quello appartenente al 
nostro progetto BassPlugin: 
 
Figura B.6 : File Plugin.Properties con le proprietà principali del plugin. 
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Le caratteristiche principali da includere in questo file sono (opzionalmente si potrebbe 
inserire anche l’opzione plugin.version): 
- plugin.class: indica il percorso all’interno del progetto in cui è contenuto il 
file della classe che implementa l'interfaccia del Plugin. 
- plugin.id : una breve stringa che indica il nome interno del plugin. Questo 
nome interno viene utilizzato per varie cose da Vuze (, per esempio è usato 
come prefisso per le impostazioni di configurazione usate dal plugin).  
Ora abbiamo il plugin ma dobbiamo ancora costruirlo e mandarlo in esecuzione. 
 
B.1.4 Mandare in esecuzione il plugin. 
 
Quindi stiamo andando a configurare Vuze per mandarlo in esecuzione direttamente da 
Eclipse; questo è utile perché Eclipse estrarrà i file delle classi dal progetto del nostro 
plugin. 
Prima di tutto dobbiamo configurare un comando Run per avviare Vuze attraverso 
Eclipse. Osserviamo graficamente i passaggi nelle immagini sottostanti: 
 
Figura B.7:Avviare Vuze tramite Eclipse. 
Ora bisogna creare una nuova applicazione Java. Una volta cliccato su Run 
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Configurations apparirà la schermata che vediamo in Figura B.8. Andiamo nella sezione 
Classpath, selezioniamo Add External JARs e dal percorso del progetto importiamo due 
file JAR esterni - Azureus2.jar e swt.jar . 
 
Figura B.8: Configurazione dell’applicazione 





Figura B.9: Settaggio della classe Main. 
Ora è possibile mandare in esecuzione Vuze cliccando su Run. Se si va nella pagina 
Strumenti-> Opzioni -> Plugin, vedremo che il plugin Bass è regolarmente presente 
nella lista dei plugin.  
 
Figura B.10: Plugin caricato su Vuze. 
Affinchè il Plugin venga caricato correttamente , Vuze ha bisogno che in una delle 
directory (le cartelle "condivise" e "per utente" elencate nella parte superiore della 
pagina Plugin; nel nostro caso dalla directory 
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C:\Tesi\workspace4_bis\BassPlugin\plugins), all’interno di ogni singola cartella che 
contiene i plugins sia presente il file plugin.properties che come abbiamo detto in 
precedenza contiene le caratteristiche principali del Plugin. 
 
Figura B.11: Configurazione corretta delle directory che caricano il plugin 
 
Questo è tutto ciò che serve per essere in grado di eseguire Vuze con le eventuali 
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