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ZEROS OF RANDOM FUNCTIONS GENERATED WITH
DE BRANGES KERNELS
JORGE ANTEZANA, JORDI MARZO, AND JAN-FREDRIK OLSEN
Abstract. We study the point process given by the set of real zeros of
random sums of orthonormal bases of reproducing kernels of de Branges
spaces. Examples of these kernels are the cardinal sine, Airy and Bessel
kernels. We find an explicit formula for the first intensity function in
terms of the phase of the Hermite-Biehler function. We prove that the
first intensity of the point process completely characterizes the underly-
ing de Branges space. This result is a real version of the so called Calabi
rigidity for GAFs proved by M. Sodin.
1. Introduction
1.1. Background. Let E(z) be a function of the Hermite-Biehler class, i.e.,
E(z) is entire and satisfies the inequality |E(z)| > |E∗(z)| for Im z > 0,
where E∗(z) = E(z¯). Given such a function, the de Branges space H(E) is
defined by
H(E) =
{
f entire :
f
E
,
f
E∗
∈ H2(C+)
}
,
with norm given by
‖f‖2H(E) =
∫ +∞
−∞
∣∣∣∣ f(x)E(x)
∣∣∣∣2 dx.
Here, we use H2(C+) to denote the Hardy space of the upper half-plane.
The standard reference for de Branges spaces is the book [9] by de Branges.
Note that in this paper, we restrict ourselves to considering Hermite-
Biehler functions without real zeroes. This excludes the existence of points
x ∈ R such that f(x) = 0 for all f ∈ H(E).
The spaces H(E) can be thought of as weighted versions of the Paley-
Wiener spaces PW 2a . The simplest description of PW 2a is perhaps as con-
sisting of the Fourier transforms of functions in L2(−a, a) with the induced
norm of L2(R). By the Paley-Wiener theorem, this space is identical to H(E)
with E(z) = e−iaz. And, as we point out below, its reproducing kernel is
given by translates of the cardinal sine function, i.e.,
Ky(x) =
sin a(x− y)
(x− y) .
Other important examples are obtained by using the Airy or Bessel func-
tion. The corresponding reproducing kernels, together with the cardinal sine,
are ubiquitous in random matrix theory. A reason is that the determinantal
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random point processes given by these kernels (see below for a definition)
describe the possible asymptotic distribution of eigenvalues from large Her-
mitian matrices, see, for instance, [7].
In this paper, instead of considering determinantal processes, we investi-
gate random point processes whose relation to the cardinal sine, Bessel and
Airy functions is slightly different. Namely, translates of these functions es-
sentially appear as orthonormal bases of reproducing kernels of certain de
Branges spaces. We study the point processes obtained by considering the
random linear combinations obtained from each of these bases. These are
examples of Gaussian Analytic Functions (GAFs).
Remark 1.1. The de Branges spaces can be seen as a subclass of model
subspaces of the Hardy space H2(C+). The model subspaces M(Θ) of H2
are exactly those of the form M(Θ) = H2 ∩ (ΘH2)⊥, where Θ is an in-
ner function. That is, Θ is bounded on the upper half-plane and satisfies
|Θ| = 1 on R. To see the connection, one may easily verify that if E is
of Hermite-Biehler class, then Θ = E∗/E is a meromorphic inner function,
and, conversely, it is possible to show that any meromorphic inner function
can be factorized in this way. In other words, the operator f 7→ f/E, where
Θ = E∗/E, is an isometry from H(E) ontoM(Θ). See [12] for more details.
To introduce the GAFs that are our object of study, we first recall some
additional facts and notations about the spaces H(E). For a point w ∈ C,
the reproducing kernel function Kw ∈ H(E) is the function satisfying
f(w) = 〈f,Kw〉 =
∫ +∞
−∞
f(x)Kw(x)
dx
|E(x)|2
for all f ∈ H(E). This function exists since point evaluations are bounded
functionals. A straight-forward computation yields the formula
Kw(z) = K(z, w) =
i
2pi
E(z)E(w)− E∗(z)E∗(w)
z − w .
It is useful to introduce the polar decomposition E(x) = |E(x)|e−iφ(x) for
x ∈ R. Here, the so called phase function φ is an increasing C∞(R) function.
With this notation, for x ∈ R, we have
‖Kx‖2 = K(x, x) = 1
pi
φ′(x)|E(x)|2,
and, for x, y ∈ R, we get the following expression for the normalized repro-
ducing kernels
ky(x) =
K(x, y)
K(y, y)1/2
=
|E(x)|√
piφ′(y)
sin(φ(x)− φ(y))
x− y .
Observe that ky(x) = 〈ky, kx〉 = 0 whenever x, y ∈ R are such that φ(x)−
φ(y) = kpi for k ∈ Z. This means that if {ωn} is the sequence of points such
that φ(ωn) = α+pin, for some α ∈ [0, pi), then the family of functions {kωn}
forms an orthonormal system in H(E). However, as de Branges proved, see
[9, p. 55], more is true.
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Lemma 1.2. Suppose that H(E) is a de Branges space. Then, for all
α ∈ [0, pi), except at most one, the system {kωn} is an orthonormal ba-
sis for H(E). Moreover, these are the only orthonormal bases of repro-
ducing kernels, and the exceptional α is characterized by the condition that
eiαzE(z)− e−iαzE∗(z) ∈ H(E).
We now give the definition of a de Branges GAF.
Definition 1.3. Let H(E) be a de Branges space with phase function φ(x)
and an orthonormal basis of reproducing kernels {kωn}. For real i.i.d. standard
normal random variables an, we call the random function
F (x) =
∑
n
ankωn(x) =
∑
n
an
i
2
E(x)E(ωn)− E∗(x)E∗(ωn)√
piφ′(x)|E(x)|(x− ωn)
=
∑
n
an
|E(x)|√
piφ′(ωn)
sin
(
φ(x)− φ(ωn)
)
x− ωn
(1)
a de Branges GAF.
We remark that Kolmogorov’s inequality shows that, for a fixed x ∈ R, the
series (1) is almost surely pointwise convergent. In fact, since
∑
n |kωn(z)|2
converges uniformly for z on compact subsets of C, it can be proved that
the series in (1) almost surely converges uniformly on compact subsets of C.
Thus, the de Branges GAF is an entire function with probability one.
More generally, for a sequence of analytic function {ψn(z)} defined in a
certain region Λ ⊂ C, if∑n |ψn(z)|2 converges uniformly on compact sets of
Λ and an are real i.i.d. standard random variables, the series
Ψ(z) =
∑
n
anψn(z) (2)
defines an analytic function with probability one. If an are complex i.i.d. standard
normal random variables, the function Ψ(z) is called a Gaussian Analytic
Function (GAF), see [13, Lemma 2.2.3].
The main feature connecting the zeros of the de Branges GAF F (x) with
the de Branges space H(E) is that, by definition, the covariance kernel of the
gaussian stochastic process (F (x))x∈R coincides with the reproducing kernel
of the de Branges space H(E), i.e.,
E[F (x)F (y)] = K(x, y).
Here E denotes the expectation. Recall that the covariance kernel, as (F (x))x∈R
has mean zero, completely defines the behavior of the process.
Remark 1.4. By Remark 1.1 above, the random function F/E should be
called a model space GAF. Since E(x) is a non-random function without
zeros on the real line, the zeros of F/E has exactly the same distribution as
that of F . We will therefore pass freely between the two. Note that if we
factor out non-random factors, then we can write
F (x)
E(x)
=
eiφ(x) sin(φ(x)− α)√
pi
∑
n
an
(−1)n√
φ′(ωn)(x− ωn)
,
where α ∈ R is the parameter so that {ωn} is the sequence of points such
that φ(ωn) = α+ pin.
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To formulate our results, we need to define the intensity functions, see
[13, Chap. 1], which describe the distribution of a point process and, in
some sense, are similar to densities. To this end, suppose that a simple point
process X is defined in R or C, i.e., the points of X are almost surely of
multiplicity one. In our case, this process will be the real zeroes of a de
Branges GAF (1). The joint intensities ρk(x1, . . . , xk) are defined by the
relations
E[X (D1) · · · X (Dk)] =
∫
D1×···×Dk
ρk(x1, . . . , xk)dx1 . . . dxk,
where X (A) stands for the number points of X in a Borel set A ⊂ R, the
Borel subsets D1, . . . , Dk ⊂ R are mutually disjoint, and ρk(x1, . . . , xk) =
0 if xi = xj for i 6= j. Other reference measures can be considered, but
throughout this work we will consider only intensity functions with respect
to the Lebesgue measure.
In particular, if ZR(F ) denotes the set of real zeroes of a de Branges GAF
F (x) =
∑
n
ankωn(x),
its first intensity satisfies
E[#(ZR(F ) ∩D)] =
∫
D
ρ1(x)dx.
A particularly well studied class of point processes is defined by assuming
that the intensities are given by determinants of certain kernel functions
ρk(x1, . . . , xk) = det(K(xi, xj))i,j=1,...,k.
These are exactly the deteminantal point processes mentioned above, see
[7, 27]. The de Branges reproducing kernels provide some well known ex-
amples of determinantal point processes. These processes have been studied
specially in connection to random matrix theory. More specifically, the car-
dinal sine kernel describes the distribution of neighbouring eigenvalues in the
bulk for the Gaussian unitary ensemble, GUE [20], the Airy kernel (13) de-
scribes the soft edge of the spectrum for the GUE [30], while the Bessel kernel
(18) represents the hard edge of the spectrum of the Jacobi and Laguerre
ensembles, [31].
In the determinantal case, the first intensity function is just given by the
diagonal of the kernel, namely ρ1(x) = K(x, x). For GAFs defined as in
(2) with the an being complex i.i.d. standard normal variables, Sodin [26],
computed that
ρ1(z) =
1
pi
∆ logK(z, z) (3)
whence
E[#(ZC(Ψ) ∩D)] = 1
pi
∫
D
∆ logK(z, z)dz
where D ⊂ Λ and ZC(Ψ) is the zero set of Ψ(z). This generalises previous
works of Kac [15], Rice [24, 25], and Edelman-Kostlan [10].
In our case, as we consider real random coefficients, and not complex, the
first intensity cannot be computed using the expression (3). Instead, the
situation is more similar to the case of real zeroes of random polynomials
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with real coefficients, studied in [29]. Indeed, in the case of real random
coefficients, the de Branges GAFs have zeroes which are symmetric with
respect to the real line (recall that the kernel functions are symmetric with
respect to the real line), and one expects to find a certain proportion of
them on the real line. For this reason, with respect to the complex plane,
the intensity functions should have a singular part that is supported on the
real line. Indeed, this is a consequence of the following formula which was
proved in [11]. It says that in the distributional sense, the first intensity
function satisfies
ρ1(z) =
1
pi
∆ log
(
K(z, z) +
√
K(z, z)2 − |K(z, z¯)|2
)
. (4)
1.2. Results. In the following theorem, we give a formula for the first in-
tensity function of de Branges GAFs in terms of the Schwarzian derivative
of the phase function φ, i.e.,
Sφ =
(φ′′
φ′
)′ − 1
2
(φ′′
φ′
)2
.
Theorem 1.5. Let H(E) be a de Branges space with phase function φ. For
any choice of orthonormal basis of reproducing kernels, then the first intensity
function of the corresponding de Branges GAF satisfies
ρ1(x) =
1
pi
√
φ′(x)2
3
+
Sφ(x)
6
.
To compute ρ1(x) one can use any of the following equivalent formulas:
ρ1(x) = E
[|F ′(x)| : F (x) = 0] (Rice formula)
=
1
pi
√
∂2
∂t∂s
logK(s, t)
∣∣∣
s=t=x
(Edelman-Kostlan)
=
sup
{|h′(x)| : ‖h‖H(E) = 1, h(x) = 0}
pi
√
K(x, x)
(Bergman metric),
where E
[|F ′(x)| : F (x) = 0] denotes a conditional expectation.
We found the appearance of the Schwarzian derivative, which is an in-
finitesimal version of the coss-ratio (see [3]) quite intriguing. It is invariant
under any Moebius transformation and it measures, in some sense, how far
a map is from being a Moebius map. Geometrically, it is connected with
curvature. It appears in the study of univalent functions, generalizations of
Schwarz-Christoffel mappings, Sturm-Liouville equations and real dynamics,
see the survey paper [22].
Example 1.6. The Paley-Weiner space PW 2a is a de Branges space with
E(z) = e−iaz. It follows that φ(x) = ax, and that the Paley-Wiener GAF is
given by
F (x) =
∑
n∈Z
an
sin a(x− n)
a(x− n) .
In this case, the process given by the real zeroes is stationary. By Theorem
1.5, it follows that ρ1(x) ≡ a/pi
√
3. Although well-known, we point out
that this is surprising since it implies that the expected number of zeroes
to be found in an interval is strictly smaller than what one would expect
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by comparing to the density of the zeroes of the reproducing kernel. Some
properties of this process where studied in [4].
Below, in Section 3, we will consider examples of de Branges spaces given
by the Airy and Bessel functions. Here, we state the following lemma which
will be used to transfer information of the derivative of the phase function
φ′(x) to the first intensity function ρ1(x).
Lemma 1.7. Suppose that φ(x) is a function such that
φ′(x) =
C
xα
+ g(x)
where g(x) = o(x−α), g′(x) = o(x−α−1) and g′′(x) = o(x−α−2) as x → ∞,
respectively. Then, as x→∞,
Sφ(x) =
2α(1− α)
x2
+ o
( 1
x2
)
.
Proof. The proof follows from a direct computation using the definition of
Sg. 
An interesting feature of GAFs is that the distribution of the zero set
depends just on the first intensity function, as was shown by Sodin in [26]
(see also [13, Section 2.5.]). The idea is that from (3), it can be shown that
the difference between the logarithms of the covariance kernel of two GAFs
with the same first intensity is an harmonic function. This implies that the
covariance kernels are equal on the complex diagonal, up to a multiplication
by a non-vanishing harmonic function. From this, one is able to argue that
the kernel functions are essentially equal even off the diagonals, which leads
to the desired result.
As Sodin mentioned in his paper, his result can be seen as a special case of
Calabi’s rigidity theorem, [8, 16]. A version in the setting of model subspaces
was proved by Nikolskii, [21]. In our case, as we are working in a real context,
the formula (3) is no longer valid. However, as we show in the following
theorem, the first intensity still determines the distribution.
Theorem 1.8. Let F (x), G(x) be two de Branges GAFs and let ρF1 (x), ρ
G
1 (x)
be the respective first intensity functions. If, for all x ∈ R,
ρF1 (x) = ρ
G
1 (x),
then there exists a non-random analytic function S(z), which does not van-
ish anywhere, such that S(x)F (x) and G(x) have the same distribution. In
particular, the random processes given by the zeros of F (x) and G(x) have
the same distribution.
This result follows as a consequence of the following theorem, which shows
that the first intensity function not only determines the de Branges GAF,
but also the underlying de Branges space up to a very special isometric
isomorphism.
Theorem 1.9. Let E1(z), E2(z) be Hermite-Biehler functions with phase
functions respectively given by φ1(x), φ2(x) and let K1(z, w),K2(z, w) repro-
ducing kernels of the de Branges spaces H(E1), H(E2). If
ρE11 (x) = ρ
E2
1 (x), for all x ∈ R,
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then there exists an entire function S(z) without zeros, such that
K2(z, w) = S(z)K1(z, w)S(w),
and the map f 7→ Sf is an isometry from H(E1) to H(E2),
Observe that it follows from this result that a de Branges GAF is not
stationary unless the kernel is essentially the reproducing kernel of a Paley-
Wiener space, (see [13, Corollary 2.5.4.]).
1.3. Structure of the paper. In Section 2, we prove Theorem 1.5. In
Section 3, we apply Theorem 1.5 to several examples, including de Branges
spaces with the cardinal sine, Bessel and Airy functions yielding the re-
producing kernel as well as to de Branges spaces connected to orthogonal
polynomials. In Section 4, we prove Theorem 1.8 and Theorem 1.9.
1.4. Notation. We use the notation f(x) . g(x) to indicate that f(x)/g(x)
is bounded above by some positive constant. We write f(x) ' g(x) if both
f(x) . g(x) and g(x) . f(x) hold.
2. The first Intensity function
In this section, we explain two methods for computing the first intensity
function of a de Branges GAF. This proves Theorem 1.5. The first method
relies more explicitly on probability theory, and is based on the Rice formula
(see formula (5) below). The second method is function theoretic and is
based on solving a deterministic maximal problem. This maximal problem
is arrived at via the classical Edelman-Kostlan formula and its connection
to the Bergman metric.
2.1. Computation of ρ1(x) using Rice’s formula. As we consider Hermite-
Biehler functions E(z) without zeros on R, the process given by the zeros of
the de Branges GAF F (x), defined by (1), has the same distribution as the
process given by the zeros of
FΘ(x) =
F (x)
E(x)
= eiφ(x)
∑
n
an
sin(φ(x)− φ(ωn))√
piφ′(ωn)(x− ωn)
:=
∑
n
ankΘ(x, ωn),
where kΘ(x, ωn) is the normalized reproducing kernel inM(Θ) (see Remark
1.1). Observe that this corresponds to considering the GAF defined by an
orthonormal basis of reproducing kernels of the model subspaceM(Θ).
According to the Rice formula (see [2, Chap. 11]), the first intensity of
the point process associated to the real zeroes process FΘ(x) is given by
ρ1(x) = E
[|F ′Θ(x)| : FΘ(x) = 0] = ∫
R
|t| pFΘ(x),F ′Θ(x)(0, t)dt, (5)
where pFΘ(x),F ′Θ(x) is the joint probability density of the two dimensional
normal vector (FΘ(x), F ′Θ(x)). Since both FΘ(x) and F ′Θ(x) are normally
distributed, it follows that
pFΘ(x),F ′Θ(x)
(s, t) =
1
2pi
√|Σ| exp
( 1
2|Σ|(s, t)Σ
−1(s, t)T
)
,
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where the covariance matrix Σ is given by
Σ =
(
E
[
FΘ(x)
2
]
E [FΘ(x)F ′Θ(x)]
E [FΘ(x)F ′Θ(x)] E
[
F ′Θ(x)2
] ) := (a b
c d
)
.
Let KΘ(x, y) be the reproducing kernel inM(Θ). We compute the entries:
a = E
[
FΘ(x)
2
]
=
∑
n
kΘ(x, ωn)
2
= KΘ(x, x) =
φ′(x)
pi
,
d = E
[
F ′Θ(x)
2
]
=
∑
n
( ∂
∂x
kΘ(x, ωn)
)2
=
∂2
∂s∂t
KΘ(s, t)
∣∣∣
s=t=x
=
2φ′(x)3 + φ′′′(x)
6pi
,
and
b = c = E
[
FΘ(x)F
′
Θ(x)
]
=
∑
n
kΘ(x, ωn)
∂
∂x
kΘ(x, ωn)
=
1
2
∂
∂x
∑
n
kΘ(x, ωn)
2
=
1
2
∂
∂x
KΘ(x, x) =
φ′′(x)
2pi
.
On the other hand, since
Σ−1 =
1
|Σ|
(
d −b
−c a
)
,
it follows that
ρ1(x) =
1
2pi|Σ|1/2
∫
R
|t|e− 12 (0,t)Σ−1(0,t)T dt
=
1
pi|Σ|1/2
∫ ∞
0
te
− at2
2|Σ|dt
=
|Σ|1/2
pia
.
As |Σ| = ad− bc, this yields
ρ1(x) =
1
pi
√
1
a
(
d− bc
a
)
=
1
pi
√
pi
φ′(x)
(
2(φ′(x))3 + φ′′′(x)
6pi
− pi
φ′(x)
(φ′′(x))2
4pi2
)
=
1
pi
√
φ′(x)2
3
+
Sφ(x)
6
,
where, as before, Sφ denotes the Schwarzian derivative of φ. 
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2.2. Computation of ρ1(x) using the Bergman metric. To compute
the first intensity function, one can alternatively use the Edelman-Kostlan
formula, [10]. It says that for a real point process with covariance kernel
K(s, t), it holds that
ρ1(x) =
1
pi
√
∂2
∂t∂s
logK(t, s)
∣∣∣
t=s=x
. (6)
Following Bergman [6, p. 35, formula (27)], one can relate this expression
with an extremal problem
∂2
∂t∂s
logK(t, s)
∣∣∣∣
s=t=x
= K(x, x)
inf{‖h‖2H(E) : h(x) = 1}2
inf{‖h‖2H(E) : h(x) = 0, h′(x) = 1}
,
where it is implicit that both infimums are taken only over h ∈ H(E). This
can be reformulated as
∂2
∂t∂s
logK(t, s)
∣∣∣∣
s=t=x
=
sup{|h′(x)|2 : ‖h‖H(E) = 0, h(x) = 1}
K(x, x)
. (7)
This last expression is related with the Bergman metric for the space H(E)
(see e.g., [14, Ch. 6] and [5]). Indeed, the first intensity ρ1(x) is the density,
with respect to the real line, of the Bergman metric given by the reproducing
kernel of H(E). Using (7), we can compute ρ1(x) by solving this (determinis-
tic) extremal problem in H(E). To this end, we prove the following technical
lemma. Just as a curiosity, this lemma provides a generalisation of the Basel
problem.
Lemma 2.1. Let H(E) be a de Branges space with phase function φ. If
{kωn} is an orthonormal basis of reproducing kernels for H(E), then∑
n6=k
φ′(ωk)
(ωk − ωn)2φ′(ωn) =
φ′(ωk)2
3
+
Sφ(ωk)
6
. (8)
Proof. Fix n, and let x ∈ R \ {ωn}. Computing the norm of the normalized
reproducing kernel kx, we get∑
n
1
φ′(ωn)(x− ωn)2 =
φ′(x)
sin2(α− φ(x)) ,
whence∑
n6=k
φ′(ωk)
φ′(ωn)(x− ωn)2 =
φ′(ωk)φ′(x)
sin2(φ(ωk)− φ(x))
− 1
(x− ωk)2
=
(
φ′(ωk)φ′(x)
sin2(φ(ωk)− φ(x))
− φ
′(ωk)φ′(x)
(φ(ωk)− φ(x))2
)
+
(
φ′(ωk)φ′(x)
(φ(ωk)− φ(x))2 −
1
(x− ωk)2
)
.
The first summand converges to φ′(ωk)2/3 as x→ ωk since
lim
x→0
(
1
sin2(x)
− 1
x2
)
=
1
3
.
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To deal with the second summand, we use the well-known formula
lim
x,y→t
(
φ′(x)φ′(x)
(φ(x)− φ(y))2 −
1
(x− y)2
)
=
1
6
Sφ(t).

It follows from Lemma 1.2 that for almost every x ∈ R, there exists a
sequence {ωn} ⊂ R such that {kωn} is an orthonormal basis for H(E) and
x = ωk for some k ∈ Z. Hence, for such an x, we fix the corresponding
sequence {ωn} and use the notation x = ωk.
Our first step is to rewrite the variational formulation of the Bergman
metric in the following way:
ρ1(ωk)
2 =
sup{|h′(ωk)|2 : ‖h‖H(E) = 1, h(ωk) = 0}
pi2K(ωk, ωk)
=
1
piφ′(ωk)
sup
{∣∣∣∣h′(ωk)E(ωk)
∣∣∣∣2 : ‖h‖H(E) = 1, h(ωk) = 0
}
=
1
piφ′(ωk)
sup
{∣∣∣∣( hE
)′
(ωk)
∣∣∣∣2 : ‖h‖H(E) = 1, h(ωk) = 0
}
. (9)
Let h ∈ H(E) satisfy ‖h‖H(E) = 1 and h(ωk) = 0. Since the functions
kωn(x) =
|E(x)| sin (φ(x)− φ(ωn))√
piφ′(ωn)(x− ωn)
,
form an orthonormal basis for H(E), there exists a sequence {cn} ∈ `2(Z)
such that
h(x)
E(x)
=
∑
n6=k
cn
kωn(x)
E(x)
=
∑
n 6=k
cn
sin
(
φ(x)− φ(ωn)
)√
piφ′(ωn)(x− ωn)e−iφ(x)
=
1
2
√
pi
∑
n6=k
cn
(
ieiα(−1)n
) (1− e2i(φ(x)−α))√
φ′(ωn)(x− ωn)
.
As we may assume that the sequence cn is finite, we can differentiate term-
by-term to get(
h
E
)′
(x) =
1√
pi
∑
n6=k
c˜n
(
φ′(x)√
φ′(ωn)(x− ωn)
)
−
∑
n6=k
cn
(
kωn(x)
E(ωk)(x− ωn)
)
,
where c˜n = cn(eiα(−1)n). Since kωn(ωk) = 0 for every n 6= k, it holds that(
h
E
)′
(ωk) =
1√
pi
∑
n6=k
c˜n
(
φ′(ωk)√
φ′(ωn)(ωk − ωn)
)
.
Therefore, the supremum in (9) can be rewritten as
ρ1(ωk)
2 =
φ′(ωk)
pi2
sup

∣∣∣∣∣∣
∑
n6=k
dn√
φ′(ωn)(ωk − ωn)
∣∣∣∣∣∣
2
: dk = 0,
∑
n∈Z
|dn|2 = 1
 .
(10)
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As this is the dual-formulation of an `2-norm, it follows immediately that
ρ1(ωk)
2 =
φ′(ωk)
pi2
∑
n6=k
1
φ′(ωn)(ωk − ωn)2 .
By Lemma 2.1, we get Theorem 1.5.
Remark 2.2. We observe that, with the notation above, the relation be-
tween the Bergman and the sine distances (see [5, Proposition 8]) gives that
for any interval I ⊂ R with φ′-measure equal to 1, i.e., ∫I φ′(t)dt = 1, then∫
I
ρ1(x)dx & 1.
Therefore, the expected number of real zeros in an interval of bounded φ′-
measure is bounded below. But these two integrals are in general not equiv-
alent, in the sense that there exist I of φ′-measure 1 with
∫
I ρ1(x)dx = +∞.
Indeed, this happens with a half-line of φ′-measure 1 in the Bessel and Airy
case (see Remark 3.5). However, we have not been able to find an example
of a bounded interval where this happens.
3. Examples
3.1. The Paley-Wiener space. As we mentioned in the introduction, the
main example of a de Branges space is the Paley-Wiener space, which cor-
responds to the choice E(z) = e−ipiz. We recall that the Paley-Wiener GAF
is given by ∑
n
an
sinpi(x− n)
pi(x− n) ,
where an are real i.i.d. standard normal random variables. The phase func-
tion is φ(x) = pix and trivially
ρ1(x) ' φ′(x). (11)
3.2. de Branges spaces with doubling phase function. Here, we con-
sider de Branges spaces with phase function φ(x) such that the measure
φ′(x)dx is locally doubling on R.
We recall that a measure µ is doubling on R if there exists a constant
C > 0 such that, for all intervals I ⊂ R, the inequality µ(2I) ≤ Cµ(I) holds.
The measure is called locally doubling if it is doubling for all intervals I ⊂ R
satisfying µ(I) ≤ 1.
Locally doubling de Branges spaces are in some sense close to Paley-
Wiener spaces and are amenable to study. E.g., it is known that these
spaces correspond (cf. Remark 1.1) to so called meromorphic one-component
model subspaces of the Hardy space, and, in [19], density-type results for
sampling and interpolating sequences, analogue to those known to hold for
Paley-Wiener spaces, were obtained.
We need the following result, which is Lemma 2.3 in [19].
Proposition 3.1. Let H(E) be a de Branges space with phase function φ.
If the measure φ′(x)dx is locally doubling on R, then there exist constants
such that
|φ(s)− φ(t)| ≤ 1 =⇒ φ′(s) ' φ′(t). (12)
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As a generalisation of (11), we obtain the following.
Proposition 3.2. Let H(E) be a de Branges space with phase function φ.
If the measure φ′(x)dx is locally doubling on R, then
ρ1(x) ' φ′(x).
Before we give the proof of the proposition, we note that by the definition
of the first intensity function, we immediately get the following corollary.
Corollary 3.3. Let H(E) be a de Branges space with phase function φ. If
the measure φ′(x)dx is locally doubling on R, then, for I ⊂ R, the de Branges
GAF
F (x) =
∑
n
ankωn(x)
satisfies
E[#(ZR(F ) ∩ I)] '
∫
I
φ′(x)dx.
Proof of proposition 3.2. Define the function
Φ(z) =
{
log |E(z)| if Im z ≥ 0,
log |E∗(z)| if Im z < 0.
Let f ∈ H(E) be such that f(x) = 0 and ‖f‖H(E) = 1. The Bernstein
inequality (see, e.g., Lemma 2.10 in [19]), says that
|f ′(x)|2
K(x, x)
=
pi
φ′(x)
∣∣∣∣( fE
)′
(x)
∣∣∣∣2 . φ′(x)3 ∫
Dφ(x,1)
|f(z)|2e−2Φ(z)dm(z),
where Dφ(x, 1) is the disc in C, having both diameter and intersection with
R equal to {t : |φ(x)−φ(t)| < 1}. It is not difficult to show that the measure
φ′(Re z)χDφ(x,1) is a Carleson measure for the Hardy spaces H
2(C+) and
H2(C−), see [19, Remark 2.12]. Therefore
φ′(x)
∫
Dφ(x,1)
|f(z)|2e−2Φ(z)dm(z) . ‖f‖2H(E) = 1.
Combining the previous two computations, we obtain
|f ′(x)|2
K(x, x)
. φ′(x)2.
Taking into consideration the Bergman metric expression for the first inten-
sity function, it follows immediately that ρ1(x) . φ′(x).
For the opposite inequality, let x, y ∈ R be such that φ(x) − φ(y) = pi,
and set f(z) = ky(z). Clearly f(x) = 0 and ‖f‖H(E) = 1. Since
|k′y(x)|2 =
φ′(x)2|E(x)|2
piφ′(y)|x− y|2 ,
we deduce, again from the Bergman metric expression for the first intensity,
that
ρ1(x)
2 &
|k′y(x)|2
K(x, x)
=
φ′(x)
piφ′(y)|x− y|2 ' φ
′(x)2.
In the last step, we use (12) and the relation φ′(c)(x−y) = φ(x)−φ(y) given
by the mean value theorem. 
ZEROS OF RANDOM FUNCTIONS GENERATED WITH DE BRANGES KERNELS 13
3.3. The Airy kernel. The Airy function Ai(z) is the solution of the dif-
ferential equation
u′′ = zu
that, for t ∈ R, is expressed by the oscillatory integral
Ai(t) =
1
2pi
∫ +∞
−∞
eitx+i
x3
3 dx.
For information about the Airy function one can consult the monograph [32].
The function E(z) = Ai′(z) − iAi(z) =: A(z) − iB(z) is in the Hermite-
Biehler class and has no real zeros. It therefore yields a de Branges space
H(E) with reproducing kernel given, for real x 6= y, by
K(x, y) =
B(x)A(y)−B(y)A(x)
pi(x− y)
=
Ai(x)Ai′(y)−Ai′(x)Ai(y)
pi(x− y) . (13)
The functions Ai(z),Ai′(z) have zeros only on the negative real axis. We
denote the zeroes of Ai, as is customary, by
0 > a1 > a2 > . . . .
In the following proposition, we summarize some facts about the resulting
Airy de Branges space.
Proposition 3.4. Let H(E) be the de Branges space given by the function
E = Ai′(z)− iAi(z).
Then, the associated de Branges GAF can be expressed as
F (x) =
∞∑
n=1
Xn
(−1)n+1Ai(x)√
pi(x− an) , (14)
where an are real i.i.d. standard normal variables, and has first intensity
ρ1(x)
2 =
1
pi2
(
2
3
Ai(x)Ai′(x)
xAi(x)2 −Ai′(x)2 −
Ai4(x)
4(xAi(x)2 −Ai′(x)2)2 −
x
3
)
. (15)
Moreover, if we denote by φ the phase function of E, the following holds:
(i) The measure φ′(x)dx is not locally doubling on R.
(ii) The function φ′(x) satisfies the estimates
φ′(x) '

1
2x3/2
+O(x−5/2) as x→ +∞,
1
pi
(
sin2
(
2
3 |x|3/2 − pi4
)
+
cos2( 23 |x|3/2−pi4 )
|x|
)−1
as x→ −∞.
(iii) The first intensity function satisfies the estimates
ρ1(x) '
{
1
4pix +O(x
−3/2) as x→ +∞,
1
pi
√
|x|
3 as x→ −∞.
One can compare this estimate with the corresponding one for the the
determinantal case ([28, (1.17)]) where the first intensity behaves as pi−2
√|x|
when x→ −∞ and decreases faster than exponentially when x→ +∞.
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Figure 2. Derivative
of the phase function,
φ′(x).
Remark 3.5. If we compare φ′ with ρ1, we observe the following. For x < 0,
the first intensity function behaves, in average, like the oscillating function
φ′(x). Indeed, for I ⊂ (−∞, 0), it holds that∫
I
φ′(x)dx = 1 =⇒
∫
I
ρ1(x)dx ' 1
To see this, simply use the well-known estimate (see [32, formula (2.52)]),
an = −
(
3pin
2
)2/3 (
1 + o(1)
)
.
to see that ∫ ak
ak+1
ρ1(x)dx '
∫ (k+1)2/3
k2/3
√
xdx ' 1.
For x > 0 the situation is quite different. Indeed, the analogy that can
be seen when taking averages breaks down for x > 0, since, unlike in the
determinantal case, the expected number of zeros on (0,∞) is unbounded
while it has finite φ′-measure. Indeed, the expected number of zeroes on the
interval (0, N) grows as logN (see Remark 2.2).
Proof. Since Ai and Ai′ do not have any zeroes in common, it follows that
E is real exactly on the points, an, and so, these form a sequence of points
which are exactly at φ′-distance pi from each other. Since |Ai(x)/E(x)|2 is
not integrable (that it is not integrable on (0,∞) frollows from [1, items
10.4.59 and 10.4.61, p. 448] or [32, formulas (2.44) and (2.45)]), by Lemma
1.2, the normalized reproducing kernels {k(x, an)}n∈N yield an orthonormal
basis of H(E).
To obtain an explicit formula for the Airy de Branges GAF, we note that
from the relation Ai′′(x) = xAi(x), we get
φ′(x) = pi
K(x, x)
|E(x)|2 =
A(x)B′(x)−A′(x)B(x)
A2(x) +B2(x)
=
Ai′(x)2 − xAi(x)2
Ai′(x)2 + Ai(x)2
.
(16)
Taking into account that Ai(an) = 0 and Ai(x) is real-valued on R, it is now
straight-forward to see that in the Airy case, formula (1) yields (14).
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To compute ρ1 for the Airy de Branges GAF, it is practical to use the
following representation for the reproducing kernel
K(x, y) =
1
pi
∫ +∞
0
Ai(x+ t)Ai(y + t)dt,
that follows from [32, formula (3.52)] and the fact that both Ai(x) and Ai′(x)
decay as x → +∞. Combined with the Edelman-Kostlan formula (6) and
formulas for primitives of products involving the Airy function, [32, Chapter
3], it yields (15). We remark that one can get a similar formula for the first
intensity function for any de Branges space considering the related Sturm-
Liouville (or Schrödinger) equation (see [23, 18]).
To see that the Airy space is not locally doubling, we verify that (12) does
not hold. To this end, denote the (negative) zeros of Ai′(x) by bk. Then (see
[32, p. 15]), it suffices to observe that
|φ(bk)− φ(ak)| = 1
2
, and φ′(ak) =
1
pi
, φ′(bk) =
|bk|
pi
' k2/3.
More generally, one may translate asymptotic estimates for the Airy func-
tion and its derivative in combination with (16) and (15) to check that (ii)
and (iii) holds, respectively. More specifically, in both cases, one uses the
estimates [1, 10.4.59 and 10.4.61] to obtain the asymptotics as x→ +∞ and
the estimates [1, 10.4.60 and 10.4.62] to obtain the asymptotics as x→ −∞.

3.4. The Bessel kernel. For ν ≥ −1/2, the Bessel function of order ν,
denoted by Jν , is the solution to the differential equation
x2y′′ + xy′ + (x2 − ν2)y = 0, (17)
that can be expressed, using Taylor series, as
Jν(z) =
∞∑
k=0
(−1)k( z2)2k+ν
k!Γ(k + ν + 1)
.
One can define a de Branges space using the Hermite-Biehler function (see
[18])
Eν(z) = Aν(z)− iBν(z)
= z−ν/2
(
z1/2J ′ν(
√
z)− iJν(
√
z)
)
.
Observe that with the term z−ν/2 in the definition, the function Eν(z) is
entire. The reproducing kernel for the de Branges space H(Eν) is given by
K(x, y) = (xy)−ν/2
√
yJ ′ν(
√
y)Jν(
√
x)−√xJ ′ν(
√
x)Jν(
√
y)
pi(x− y) , x, y ∈ R.
(18)
In the determinantal case, it is more common to define the kernel without
the extra term (xy)−ν/2, but this version appears also in the literature. See,
e.g., [17].
The functions Jν and J ′ν only have zeroes on the positive half of the real
line, and we denote the zeroes of Jν by
0 < jν,1 < jν,2 < . . . .
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We summarize some facts about the Bessel de Branges GAF in the following
proposition.
Proposition 3.6. For ν ≥ −1/2, let H(Eν) be the de Branges space given
by the function Eν defined above. Then the associated de Branges GAF can
be expressed by
F (x) =
√
2
pi
x−ν/2
∞∑
k=1
an
(−1)kjν,kJν(
√
x)
x− j2ν,k
, (19)
where an are real i.i.d. standard normal variables
Moreover, if we denote by φ the phase function of Eν , the following holds:
(i) The measure φ′(x)dx is not locally doubling on R.
(ii) The function φ′(x) satisfies the estimates
φ′(x) '
{ 1
2
1
(
√
x sin t+c2 cos t)2+cos2 t−2c1 sin2 t +O(x
−1/2) as x→ +∞,
|x|−3/2
2 +O(x
−2) as x→ −∞,
where t =
√
x− νpi2 − pi4 , µ = 4ν2, c1 = (µ−1)(µ+15)128 and c2 = µ+38 .
(iii) The first intensity function satisfies the estimates
ρ1(x) '
{
1
2pi
√
3x
as x→ +∞,
1
4pi|x| +O(|x|−3/2) as x→ −∞.
Observe that the formula for φ′ above says that as x→ +∞, we have that
2φ′(x) oscillates between 1/(x− 2c1) and the constant 1/(1 + c22).
As in the Airy case, we can interpret the first intensity function as giving
an “average” of the φ′-function, since, for k ≥ 1, we have∫ j2ν,k+1
j2ν,k
ρ1(x)dx '
∫ j2ν,k+1
j2ν,k
φ′(x)dx = pi.
And, as in the Airy case, the analogy breaks for on the other half line:
pi =
∫ j2ν,1
−∞
φ′(x)dx ≤
∫ j2ν,1
−∞
ρ1(x)dx =∞,
see Remark 2.2.
Also, it is not difficult to estimate the first intensity for the the determi-
nantal process given by the kernel K(x, y)(xy)ν/2
K(x, x)xν ' 1
pix1/2
(
1 +O(x−1/2)
)
for t =
√
x− νpi2 − pi4 , and we get a bigger amount of points (in expectation)
than in the GAF case.
Proof. Since Eν is real exactly on the points, jν,k, these are necessarily at
φ′-distance pi from each other. As in the Airy case, by using the well-known
asymptotic estimates for the Bessel function and its derivative ([1, items
9.2.5 and 9.2.11, p. 364]), one can see that |Bν(x)/Eν(x)|2 is not integrable
and therefore, by Lemma 1.2, that {K(x, j2ν,k)}k≥1 is an orthogonal basis in
H(E).
A straight forward calculation yields that the Bessel de Branges GAF may
be given by the formula (19).
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of the phase function
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By using Bessel’s equation (17), one can show that
φ′(x) =
B′ν(x)Aν(x)−Bν(x)A′ν(x)
A2ν(x) +B
2
ν(x)
=
1
2
J ′ν(
√
x)2 +
(
1− ν2x
)
Jν(
√
x)2
xJ ′ν(
√
x)2 + Jν(
√
x)2
.
(20)
From this, we can observe, as in the Airy case, that the de Branges spaces
given by the Bessel functions are not locally doubling. Indeed, since the
zeros of Jν and J ′ν interlace (i.e., jν,k < j′ν,k+1 < jν,k+1, where we let j
′
ν,k
denote the zeroes of J ′ν), one can make the following argument. If H(Eν)
was locally doubling, then, by property (12), it would follow that
φ′(j2ν,k) ' φ′(j′2ν,k).
From the expression of φ′, we get
φ′(j2ν,k) =
1
2
1
j2ν,k
and φ′(j′2ν,k) = −
1
2
J ′′ν (j′ν,k)
Jν(j′ν,k)
.
Since Jν(x) satisfies Bessel’s equation of order ν, i.e., equation (17), we get
a contradiction from the limit
J ′′ν (j′ν,k)
Jν(j′ν,k)
=
ν2
j′2ν,k
− 1→ −1, k →∞.
Compared to the Airy case, it is much more difficult to get asymptotic
estimates for the phase function, its derivative, and the first intensity func-
tion.
Using formula (20) and an accurate estimate for Jν(x) and its derivative
J ′ν(x) (see, e.g., [1, items 9.2.5 and 9.2.11, p. 364]), we get the estimate for
φ′(x) as x → +∞. To estimate what happens when x → −∞, we combine
(20) with asymptotic estimates for the modified Bessel functions of the first
kind Iν(z) and its derivative (see, e.g., [1, items 9.7.1 and 9.7.3, p. 377-378]).
Here, we also need the relation
Jν(iz) = e
νipi
2 Iν(z),
which is valid for −pi < arg(z) ≤ pi2 , and so, in particular for z =
√
x for
x > 0.
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To obtain an explicit expression for ρ1(x), in principle it is possible to
proceed in the same way as for the Airy function, using the reproducing
property [31, p. 295]
2piK(u, v) = (uv)−ν/2
∫ 1
0
Jν(
√
ut)Jν(
√
vt)dt
and the Edelman-Kostlan formula. However, this requires far more work
than in the Airy case. Instead, it is possible to get the estimate as x→ +∞
using direct estimates on φ′, while to get an estimate as x → −∞, one can
combine direct estimates with Lemma 1.7. 
3.5. Orthogonal Polynomials. The de Branges spaces above all belong to
a more general class of spaces which can be built in connection with singular
or regular Sturm-Liouville problems. More precisely, the Airy equation on
[0,+∞) and the Bessel equation in (0, 1] are examples of singular Sturm-
Liouville problem in the limit-point and in the circle-point case. For more
details see [23, 18]. A discrete version of these problem is to consider spaces
of orthogonal polynomials.
Let µ be a finite positive Borel measure µ on R whose support is not a
finite number of points and which has finite moments of all orders, i.e.,∫
R
|x|ndµ <∞, ∀n ∈ N0.
Denote by pn(x) = γnxn + . . . , γn > 0, a set of polynomials orthonormal
with respect to the measure µ, i.e., satisfying∫ +∞
−∞
pn(x)pm(x)dµ(x) = δn,m.
One can define the Hermite-Biehler function En(z) =
√
pi γn−1γn (pn−1(z)−
ipn(z)), and there is a unitary equivalence between the de Branges space
H(En) and the space of orthonormal polynomials with respect to µ. The
associated de Branges GAF has the same distribution as the random poly-
nomials
Pn(x) =
n−1∑
k=0
akpk(x) (21)
where ak are real i.i.d. real standard normal random variables. This is clear
because the covariance kernel of this gaussian proces is given by Kn(x, y) =∑n−1
k=0 pk(x)pk(y).
The problem of estimating asymptotically the expected number of real
zeros has been studied in some cases, see [33] for the Legendre case.
In principle, by identifying the phase, it would be possible to compute the
expected number of real zeros, but this seems far from being trivial.
One case which can be studied explicitly is the orthonormal polynomials
with respect to the measure dµ = (x2 + a2)−ndx, where a > 0 and n ≥ 2.
In this case, one can take E(z) = (z + ia)n. If φ(x) is a primitive of the
Poisson kernel, i.e. φ′(x) = a
x2+a2
, a straight-forward computation yields
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Sφ = −2(φ′)2. From this it follows that a phase function for H(E) is nφ(x)
and
ρ1(x) =
1
pi
√
n2 − 1
3
φ′(x).
Consequently, the expected number of real zeros of (21) is, in this case,
E[#(ZR(Pn) ∩ R)] =
∫
R
ρ1(x) =
√
n2 − 1
3
.
4. Proofs of Theorems 1.8 and 1.9
We begin with a lemma on the Schwarzian derivative. It is one of four
lemmas from which Theorem 1.9 follows.
Lemma 4.1. Suppose that, for all x ∈ R,
Sφ1(x) + 2φ
′
1(x)
2 = Sφ2(x) + 2φ
′
2(x)
2.
If we put ψ = φ2 ◦ φ−11 , then it holds that
1 = ψ′(t)2 +
1
2
Sψ(t). (22)
Proof. The Chain Rule for the Schwarzian derivative is
S(f ◦ g) = (Sf ◦ g)(g′)2 + Sg,
whence
Sφ1(φ
−1
1 (t)) = −
S(φ−11 )(t)
(φ−11 )′(t)2
.
Combined with the usual chain rule, this yields
2φ′1
(
φ−11 (t)
)2
+ Sφ1
(
φ−11 (t)
)
=
2
(φ−11 )′(t)2
− S(φ
−1
1 )(t)
(φ−11 )′(t)2
.
Applying the hypothesis to the left-hand side above, with x = φ−11 (t), and
rearranging the terms, this becomes
2 = 2φ′2
(
φ−11 (t)
)2
(φ−11 )
′(t)2 + Sφ2
(
φ−11 (t)
)
(φ−11 )
′(t)2 + S(φ−11 )(t).
Now, using both chain rules on the right-hand side, we get
2 = 2(φ2 ◦ φ−11 )′(t)2 + S(φ2 ◦ φ−11 )(t),
whence the result follows. 
Introducing the change of variables x = logψ′ and y = x′, we can turn
(22) into a second order differential equation. Indeed,{
x′ = y,
y′ = 2− 2e2x + 12y2.
(23)
To obtain a linear differential equation, in terms of differentiation with
respect to x, we observe that, by the chain rule,
dy
dx
=
dy
dt
dt
dx
=
2− 2e2x + 12y2
y
= (2− 2e2x)1
y
+
1
2
y.
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Figure 5. Phase portrait of (23).
It now follows, by the further change of variables z = y2, that
dz
dx
= z + 2(2− 2e2x).
This linear differential equation has the general solution
z(x) = Cex − 4(1 + e2x),
whence, by substituting back, it follows that if
(
x(t), y(t)
)
is a solution of
(23), then
y(t)2 = Cex(t) − 4(1 + e2x(t)).
Therefore, the system has periodic orbits, and, by taking different values of
C ≥ 8, one gets the phase portrait in Figure 5.
The next result shows that the function ψ′(t) = (φ2◦φ−11 )′(t) is pi-periodic.
Lemma 4.2. The solutions to the system (23) have period pi.
Proof. Let (x, y) be a solution to (23). As x′ = y, it is clear that it is enough
to show that x(t) has period pi. For C > 8, let x± = x±(C) be the two
numbers such that Cex − 4(1 + e2x) = 0, i.e., the points where y = 0 in the
phase portrait.
Let T be the period of the solution (x, y). If we let x(0) = x−, then, by
symmetry, from time 0 to time T/2 the function x(t) goes from x− to x+.
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Therefore, by the inverse change of variable x(t) = s, we get
T
2
=
∫ T/2
0
dt =
∫ x+
x−
ds√
Ces − 4(1 + e2s)
=
∫ r+
1/r+
dr
r
√
Cr − 4(1 + r2)
=
1
2
[
arcsin
(
Cr − 8
r
√
C2 − 82
)]r+
1/r+
=
pi
2
.
Here, we used, in the first line, that
x′(t) = y(t) =
√
Cex(t) − 4(1 + e2x(t)) =
√
Ces − 4(1 + e2s),
and, in the second line, the change of variables es = r. Since x± corresponds
to y = 0, it follows that
r± =
1
2
(
C
4
±
√
C2 − 82
4
)
,
and x+ + x− = log r+ + log r− = log r+r− = 0. The last step of the
computation now follows. 
Lemma 4.3. Let (x, y) be a solution of the system (23) such that y(0) = 0.
If
U(s) =
∫ s
0
ex(t)dt,
then, for all k ∈ Z, we have
U
(
k
pi
2
)
= k
pi
2
.
Proof. By essentially the same computations as in the previous proof, we get
U(pi/2) =
∫ pi/2
0
ex(t)dt =
∫ r+
1/r+
dr√
Cr − 4(1 + r2)
=
∫ r+
1/r+
du
u
√
Cu− 4(1 + u2) =
pi
2
.
Here, the only difference is the change of variables u = 1/r in the second
line.
With this, it is enough to show that, for 0 < t < pi,
x(t) = x(pi − t).
Indeed, defining
(x˜(t), y˜(t)) = (x(pi − t),−x′(pi − t)),
we see that (x˜, y˜) is a solution of (23) with initial condition (x˜(0), y˜(0)) =
(x0, 0). Therefore, it follows by uniqueness that
(x(t), y(t)) = (x(pi − t),−x′(pi − t)),
whence the desired conclusion follows. 
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The above result shows that if (φ2 ◦φ−11 )′′(0) = 0, which is tantamount to
y(0) = 0, then the function
s 7−→
∫ s
0
(φ2 ◦ φ−11 )′(t)dt
is pi-periodic.
Let α ∈ R be such that (φ2 ◦ φ−11 )′′(α) = 0. Indeed, such an α exists
because (logψ′, ψ′′/ψ′) for ψ = φ2◦φ−11 is a solution of the system (23). Now,
we observe that the solution (x, y) to (23), where x(t) = log(φ2◦φ−11 )′(t+α),
satisfies x′(0) = 0. Hence, by Lemma 4.3 above,
(φ2 ◦ φ−11 )
(
pik
2
+ α
)
− (φ2 ◦ φ−11 )(α) =
pik
2
.
So, for vk = φ−11 (
pik
2 + α), we get
φ2(vk)− φ2(v0) = φ1(vk)− φ1(v0).
Therefore, we have that
φ2(vk) = φ1(vk) + β,
where {vk} are the points such that φ1(vk) = α (mod pi2 ), and β ∈ R is a
constant.
The proof of Theorem 1.9 is now a consequence of the following modi-
fication of a result of de Branges [9, Theorem 24], which is well-known to
specialists.
Lemma 4.4. Let E1 and E2 be two Hermite-Biehler functions without real
zeroes, with phase functions φ1 and φ2, respectively. Suppose that there exist
α, β ∈ R so that
φ2(t) = φ1(t) + β
for all t ∈ R such that φ1(t) = α (mod pi2 ). Then, there exists a non van-
ishing real entire function S such that F (z) 7→ S(z)F (z) is an isometric
isomorphism from H(E1) onto H(E2).
Proof. Define the Hermite Biehler functions E˜1 and E˜2 by
E˜1(z) = e
−i(β−α)E1(z) , and E˜2(z) = eiαE2(z).
If φ˜1, and φ˜2 denote their corresponding phase functions, then
φ˜1(t) = φ˜2(t),
whenever t is such that φ˜2(t) = 0 (mod pi2 ). Therefore, by Theorem 24 in [9],
there exists a real entire function S(z) such that
F (z) 7→ S(z)F (z)
is an isometric map between the spaces H(E˜1) and H(E˜2). Since H(E1) =
H(E˜1) and H(E2) = H(E˜2), in the sense of Hilbert spaces, it follows that S
induces an isometry between the original spaces H(E1) and H(E2). A priori,
this function may have real zeroes. However, since neither E1 nor E2 have
real zeros, the function S never vanishes. Indeed, the function S satisfies the
identity
K2(z, w) = S(z)K1(z, w)S(w),
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and Kj(x, x) = 1piφ
′
j(x)|Ej(x)|2 for j = 1, 2 and x ∈ R. From this it follows
that, for every x ∈ R,
|S(x)| = K2(x, x)
K1(x, x)
=
φ′2(x)|E2(x)|2
φ′1(x)|E1(x)|2
6= 0.
From this we conclude that S is an isometric isomorphism between the spaces
H(E1) and H(E2). 
Now we can easily deduce Theorem 1.8 from Theorem 1.9.
Proof. (Theorem 1.8) Let F (x) be a de Branges GAF defined by the repro-
ducing kernel K1(z, w) of the space H(E1) and let G(x) be the de Branges
GAF defined by the reproducing kernel K2(z, w) of the space H(E2). It fol-
lows from Theorem 1.9 that S(x)F (x) and G(x) have the same covariance
kernel and therefore, as they are gaussian processes, S(x)F (x) and G(x)
have the same distribution, but S(x) does not vanish, so we get the result.

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