We present an algorithm for phase retrieval based on improvements to the methods developed by Bates [see Optik 61, 247 (1982)]. Specifically, we have developed a more precise way of calculating phase differences between adjacent actual sampling points. This leads to a reduction in the error buildup in a recursive phase propagation scheme. Our approach has the advantage of having no adjustable parameters. We present a few examples of how this method can lead to improved image reconstructions.
INTRODUCTION
Phase retrieval can be described as the task of obtaining the phase of the Fourier transform of a function (image) when only the magnitude (modulus) of this Fourier transform is known. The solution is known to be unique only when the dimensionality of the problem d is greater than 1. To obtain a unique solution (aside from certain trivial characteristics) for d ജ 2, some additional information about the image is needed. This matter, also known as the phase problem, is raised in many fields of interest, such as x-ray crystallography; x-ray, neutron, or electron diffraction; and astronomy, when it is often the case that one is able to measure a quantity related only to the magnitude of the Fourier transform of a quantity of interest.
In x-ray diffraction experiments, for instance, the objective is to probe the microscopic structure of materials by measuring the intensity of scattered radiation in a detector. It is the spatial inhomogeneity of the probed material that makes the incident beam scatter. In the Born approximation, when the incident radiation is coherent the measured intensity is proportional to the magnitude of the Fourier transform of a function-such as electron density-that is related to the structure of the sample. If we represent the property that causes the scattering as the field ͑r͒, then
where I͑k͒ is the measured intensity and k is the scattering wave vector. As mentioned above, the scattering intensity provides some information about the structure. However the intensity alone is insufficient to recover the precise form of this structure because the phase of the Fourier transform ͑k͒ is lost. To obtain the real-space function ͑r͒ one needs additional a priori information that one hopes can be incorporated into a phase retrieval method.
In most cases some information is available in the form of constraints that are characteristic of the image of study (e.g., positivity, compactness, support, image intensity, or a combination of these). Unfortunately, even when enough is known to retrieve the phase in principle, no procedure has been developed that systematically guarantees the solution of the phase problem for all cases. However, several methods have been developed and applied with varying degrees of success. The first important contribution was made by Gerchberg and Saxton [1] in 1972. They developed an algorithm for phase retrieval for cases where both the Fourier and image-space amplitudes are known. Fienup [2] modified the Gerchberg-Saxton algorithm for objects applying support and nonnegativity constraints.
In 1982, Bates, Garden, and Fright developed a method based on the outward recursive propagation of the phase using oversampled measurements of the Fourier transform modulus for compact images [3] [4] [5] . The work presented here roughly follows the same the solution scheme. Fienup [6] introduced a set of algorithms, among which the "hybrid input-output" is the most widely used in imaging applications. Elser [7] introduced the "difference map" and identified the Fienup algorithms as special cases of the iterated projections method. In general, for all the algorithms mentioned above, the performance depends on the set of a priori constraints available for the particular type of images to which the algorithm is applied.
The work of this paper consists of a refinement to the algorithm developed by Bates and colleagues [3] [4] [5] . In particular, we derive a correction term to better estimate phase differences between samples. Besides yielding more precise estimates, our expressions do not have any adjustable parameters, and take into account the linear oversampling ratio, which was not previously considered.
The contents of this paper are organized as follows. In Section 2 we present an overview of the method developed by Bates and present it as a background framework for our work. In Section 3 we derive the equations and a detailed explanation of the algorithm we have developed. Section 4 contains examples in which the algorithm was applied and a comparison of our results to the previous results of Bates et al. Conclusions and some discussion are the content of Section 5.
RECURSIVE PROPAGATION METHODS
In the series of papers [3, 8, 9] it was shown that the phase problem can be solved unambiguously for more than one dimension, and that this solution is "almost" always unique. Bates also proposed an algorithm for image reconstruction for both weakly and strictly localized images. The idea behind this method is the principle that for a "sufficiently" localized image f͑x͒ in d dimensions, its Fourier transform F͑u͒ can be usefully represented using an expansion in sampling functions samp l ͑u͒ centered at points p l called actual sampling points:
where the value F l is the lth complex expansion coefficient of F͑u͒ and where the sampling functions must satisfy
When the sampling functions take the form of a product (over all dimensions) of normalized sinc functions ͓sinc͑t͒ = sin͑t͒ / t͔, Eq. (2) becomes
where u j and p l,j are the components in the jth direction of u and p l , respectively. This equation is an expression of the Shannon-Whittaker sampling theorem, which holds when the image is strictly localized. It is important to note that Eqs. (3)- (5) are consistent only if the sample points p l are located at regular intervals in a uniform rectangular d-dimensional grid with spacing ␣ j , where 1/␣ j is the size of the image in the jth direction. Therefore, the sample points can be written as p l,j = l j ␣ j . From Eqs. (3) and (4) we have F͑p l ͒ = F l . Also important is that the values F l are proportional to the Fourier series expansion coefficients of f͑x͒. Thus, knowledge of the magnitude and phase of all significant values of F͑u͒ at a sampling rate 1 / ␣ j -the Nyquist rate-is enough to construct both the image (using a series expansion) or its Fourier transform (using the sampling theorem). When only the value of ͉F͑u͉͒ (and no other a priori information) is available, the phase information can be recovered only by sampling at a rate higher than the Nyquist rate (oversampling). Miao et al. [10] have shown that for localized complex images, one needs to oversample ͉F͑u͉͒ by at least a factor of 2 1/2 in each direction for 2D and 2 1/3 for 3D. This implies that samples of values of ͉F͑u͉͒ must be obtained at points that are between the conventional Bragg samples.
For the methods described in [3] [4] [5] 11] , localized, singlelobed sampling functions are used instead of the infinitely extended sinc function. The use of localized functions in Eq. (2) implies that f͑x͒ can no longer be localized because the Fourier transform of a localized function is infinitely extended. Instead, when Eq. (2) holds for single-lobed sampling functions, the image is said to be weakly localized (or quasi-localized of order 1). The convenience of using single-lobed sampling functions is that it greatly simplifies Eq. (2) . The range of the sampling functions is limited because only a few terms (values of F l ) on the right-hand side of Eq. (2) survive for any given value of u. The method devised by Bates takes advantage of this fact and applies Eq. (2) with single-lobed sampling functions at values of u located at the midpoints between actual sampling points in each direction. Note that this requires using a rectangular sampling grid and oversampling by a factor of at least two in each direction. The resulting equations turn out to have only a few unknowns (the phases of the actual samples) in common, which makes them easier to solve numerically.
Assuming the values of ͉F͑u͉͒ are given for both the actual sampling points and the midpoints, one can obtain a relation between three adjacent samples (two actual, one between) on the same line. For purposes of clarity we will write this expression below for 1D (it is essentially the same when d Ͼ 1 because only samples within the same line are involved). We denote the actual sample magnitudes as A l = a l 2 = ͉F͑l␣͉͒ 2 and the midpoint sample magnitudes as B l = b l 2 = ͉F͑͑l +1/2͒␣͉͒ 2 for integer values of l. The resulting expression is
Here is a parameter that depends on the value of the sampling function at ␣ / 2 and l is the phase difference between actual samples F͑l␣͒ and F͓͑l +1͒␣͔. In practice it makes sense to consider only a finite range of values for l (those for which the value of ͉F͉ is significant). We denote −M and M to be, respectively, the upper and lower limits for the index l. The value of M should be related to the resolution at which we expect the image to be properly represented. The only unknown in Eq. (6) is l , so this equation can be used to compute the magnitudes of the phase difference between adjacent actual samples. As is explained in detail in [3] , these values can be used to obtain the phases at the actual sampling points for d ജ 2. The only obvious limitation of this method is that (as mentioned above) it is applicable only to weakly localized images. However, a similar approach is employed in [3] to find an approximate solution for images that are effectively strictly localized, given that we are able to sample ͉F͑u͉͒ at an even higher rate in each direction. It is on this particular case that we centered our attention and developed improvements on the previous work. In particular we present refinements to the computation of the phase differences between actual samples.
METHOD
As we mention in the Section 2, our main goal is to derive a series of equations to be used within an algorithm for phase reconstruction based on recursive propagation of the solution. Our method is restricted to strictly localized images. Although this method can be easily generalized to 3D images, we consider its application for 1D and 2D cases only. It is shown in [11] that there is a unique solution to the phase problem only if it is known that the image is the most compact one compatible with the modulus of its Fourier transform (unless the image is known to be positive). We assume that this is indeed the case and that a good estimate of the support size of the image is known. For the purpose of simplicity we present most of the details of the derivation in one dimension, as the generalization for the 2D case is rather straightforward.
We begin by defining a strictly localized function f͑x͒, where x is a scalar (real) and where f can be real or complex, such that f͑x͒ = 0 for ͉x͉ Ͼ L. Here L is a real, positive scalar and so 2L is the size of the support for f. This function can be effectively represented within the interval ͓−L , L͔ by the finite Fourier series expansion
͑7͒
with complex coefficients C n given by
For 1D the Shannon-Whittaker sampling theorem takes the form
where F͑u͒ is the Fourier transform of f͑x͒,
Note that the interval of integration is finite since f is localized. It is also important to keep in mind that
We shall refer to the points located at u = n /2L as the Nyquist sampling points and to the values F n Ny as the Nyquist samples.
Consider now a representation of f within an interval 2LЈ larger than its support, i.e., LЈ Ͼ L. For reasons that should be clear shortly, it is convenient to choose LЈ to be an integer multiple of L. Then LЈ = NL, where the integer N will be referred to as the linear oversampling ratio, as defined in [12] . Equation (9) is still valid if we replace L by LЈ because the localization of f within 2L implies localization within 2LЈ. This gives us
where F n = F͑n /2LЈ͒. The number of terms in the sum (now 2MЈ + 1) needs to be increased proportionally with N to properly represent F. We may loosely set MЈ to correspond to the sampling point beyond which ͉F͑u͉͒ is negligible. Note that
Ny
, which means that because N is integer, Eqs. (9) and (12) have coefficients in common that are the Nyquist samples. To preserve the terminology employed in [3] [4] [5] the points at u = n /2LЈ and the values F n will be called actual sampling points and actual samples, respectively. Finally, the values of F between actual samples are named in-between samples.
Before we continue, it is important to point out that those values F n that correspond to points between the Nyquist sampling points are not independent of the values F n Ny . Once both the magnitude and phase for all F n Ny are fixed, the values of F n can be obtained employing Eq. (9) .
The idea behind using the expansion (12) instead of Eq. (9) is that we expect the samples at a finer spacing to represent F͑u͒ more smoothly. It makes sense then to employ Eq. (12) to derive a simple, approximate interpolation relation for values F͑u͒ between two actual sampling points. An example of such relation is
which yields Eq. (6) simply by squaring both sides and making the substitution =1/␥ 2 . An algorithm that uses relation (14) with ␥ =1/2 is derived in [11] . As we mentioned in Section 2, Eq. (6) can be used to estimate ͉ n ͉ provided we oversample enough to measure at actual as well as at in-between sampling points. The value of ␥ is not fixed. In [4, 5] it is chosen to be the value that minimizes a certain error metric calculated after the phase has been computed. An obvious disadvantage of this approach is that one has to apply the reconstruction algorithm many times for different values of ␥ until the "best" reconstruction is found. Below we take a different approach, one that yields a value that depends only on the linear oversampling ratio N.
We proceed by evaluating the error made by using the simple interpolation relation (14) . To maintain some consistency with the notation used in [3] [4] [5] we continue to use the notation introduced in Section 2 for the actual and in-between samples, now evaluated with the sampling interval 1 / 2LЈ: F n = a n e i n , ͑15͒
where n is the phase of the actual sample F͑n /2LЈ͒. We define an error function E n at each of the in-between sampling points as
where true is the exact relation for the phase difference between two adjacent actual samples, and est is the estimate that satisfies the approximate relation (14) . The two terms in Eq. (17) are then given by
Considering that the truly independent variables are the Nyquist samples or, more precisely, the phases at the Nyquist samples, we write all the terms in both Eqs. (18) and (19) in terms of the expansion given by equation (9) . This gives us We have also defined the quantity j,n to be proportional to the distance that separates the in-between sampling point u = ͑n +1/2͒ /2LЈ and the Nyquist sampling point u = j /2L:
We now substitute Eqs. (20)- (22) 
where J is defined as
Note that at the limit N → ϱ, E n = 0 for = 4. Our goal now is to find an approximate expression for E n that does not depend on all of the unknown values c j,k Ny and then substitute this expression into Eq. (17) to improve on the calculation of ͉ n ͉.
It is straightforward to note that Eq. (29) can be simplified by choosing the value of that makes the coefficient in parentheses vanish. We set then the value of to
The function J͑͒ is shown in Fig. 1 . Since its envelope decays much faster than the sinc function, a reasonable approximation is to truncate it into a single-lobed function. We define
Using J sl ͑͒ instead of the infinitely extended J͑͒ greatly simplifies Eq. (29). For fixed n, the values ⑀ k,n are discrete and equally spaced at intervals of unit size. This implies that at most two terms in the sum over index k in Eq. (29) Here j is the index of the closest Nyquist sample to the left of actual sampling point n. We define the coefficient c j,n as c j,n = cos͕͓͑n + 1/2͒/2LЈ͔ − j Ny ͖. ͑34͒
We have also renamed n est as n lin to stress that it corresponds to the estimate obtained using the linear interpolation formula (14) . The term in square brackets in Eq. (33) represents a correction to the simple interpolation relation (19). Accordingly, we will refer to it as the correction term.
The only unknown quantities in Eq. (33) are c j,n and c j+1,n , which depend on the phase differences between the point u = ͑n +1/2͒ /2LЈ and the nearest Nyquist sampling points to the left and the right. Both of these quantities can be approximated using the following general scheme: By performing a performing phase propagation from Nyquist sampling point u j Ny to point u j+1 Ny we can find an estimate for j+1
Ny . This can be done using relation (19) (which does not depend on any unknown variables) to get estimates of ͉ n ͉. (In the 1D case, the signs of ͉ n ͉ must be known a priori for the phase to be unique [13] . For the 2D case, the signs can be obtained unambiguously using the method described in [3] .) Since we started at point u j Ny , j Ny is assumed to be already known (or estimated). Then we can use the following expression to estimate at all the in-between sampling points between u j Ny and u j+1 Ny :
Ny J sl ͑ j,n − 1͔͒ ͮ .
͑35͒
Equation (35) can be obtained through a derivation similar to the one that leads to Eq. (33), applied to Eq. (14) instead of relation (19). Finally, we can use Eq. (33) with the estimates obtained in the previous step to repeat the propagation between the two Nyquist sampling points. This should give us better estimates, and so we can repeat the propagation with the updated estimates until we get a stationary solution.
It is important to mention that for the 2D phase propagation this must be done simultaneously for each row and column of actual points within a Nyquist cell. Thus estimates for the phase must be computed not only at the Nyquist points on the corners but also on the sides of the Nyquist cell. This scheme is illustrated in Fig. 2 . The values of the phase at the actual sampling points on all sides of the Nyquist cell are estimated on the preliminary propagation. These values are then used to estimate the phases of all the in-between points with Eq. (35) applied to all rows and columns. The propagation is repeated until a steady solution is found. Once the solution for the first Nyquist cell has been computed, the rest of the solution can be found by outward propagation for the remaining Nyquist cells, with the procedure described above repeated for each cell. The values of the phases at the Nyquist sampling points, with the corresponding known amplitudes, are sufficient to compute the form of the retrieved image function using Eq. (7). The complete phase retrieval scheme is outlined in Fig. 3 .
RESULTS
We present a few examples of the method described in Section 3. We first consider phase propagation in 1D. We construct a sample that consists of a real, strictly localized image f͑x͒ of support size equal to unity. We take this image to be effectively represented within the interval ͑−1/2,1/2͒ as a Fourier series of a finite (a few) number of terms ͑2M +1͒. This gives us
where C n = F n Ny = a n Ny exp͑i n Ny ͒. Since f is real, Friedel's law requires that C n = C n * , which implies that only M + 1 coefficients in Eq. (36) can be fixed arbitrarily. For the sample images we show in Fig. 4 , we fixed the value of M at 8, i.e., we take eight-component images. We use a halfnormal distribution with variance 2 = 1 to generate the amplitudes of the M + 1 independent coefficients, and a continuous uniform distribution on the interval ͑0,2͒ for the phases. The phase Ny is set to zero for the zeroth mode ͑j =0͒. The constructed sample functions are represented by solid curves. For the calculation of the phaseretrieved functions (dashed curves) we assume knowledge of the signs of the phase differences between adjacent actual points. This information could be available from (possibly) noisy estimates ͑⌽ n ͒ of such phase differences obtained externally [14] . Then a recursive phase correction method, in which only the signs of phase difference estimates are used in combination of the computed values ͉ n ͉, should yield better results than using the values ⌽ n directly, provided that the values ͉ n ͉ are more accurate. This approach is applied (and described in more detail) in [4] . Our results obtained using Eq. (33) are compared with reconstructions of the same system using Bates's interpolation relation (19). We call the latter Bates's images. We show examples of reconstructions for three different linear oversampling ratios: N = 4, 6, and 8. We found that our method works well for N ജ 4. For Bates's images [Figs. 4 , right], we set the parameter to an optimum value via the minimization of an error criterion function defined in [4] . For our own results (left), we used the value of fixed by Eq. (31). It can be seen from the figure that for the cases considered our method yields consistently (although not dramatically) better results than Bates's method, with the additional advantage that our equations have no adjustable parameters.
CONCLUSIONS
We have presented an algorithm for phase retrieval based on recursive phase propagation from estimated phase differences between Fourier samples for strictly localized images. Our work is based on a higher-order correction to an expression obtained by Bates [3] [4] [5] 11 ] to compute phase difference estimates. We have shown, through a few examples, how our method yields improved estimates for the phase differences as well as for image reconstructions in 1D. Unfortunately, we have found problems for the application of our algorithm to images in higher dimensions. Specifically, we have observed the presence of "unsteady" states when applying the correction terms for the phase differences to a single Nyquist cell propagation. This is related to the sign of each actual phase difference being chosen by a "minimum difference between paths" criterion, and the choice perhaps being wrong if the phase difference estimates are not accurate enough. Although we have not been able to overcome this difficulty, we believe that it should be resolved once better estimates for each phase difference can be computed at the preliminary propagation stage. Further improvement could be achieved by making the function J sl more extended, although this would imply the need for the inclusion of additional unknown phases in the correction term of Eq. (33). The computational effort required by our method is not significantly greater than that required by Bates's method. For an image consisting of M d components and a linear oversampling ratio of N in each direction, the time complexity of our algorithm is O͑M d N d ͒ times the number of iterations required for each Nyquist cell propagation to converge. Empirically, we found this to be ϳ30-50, regardless of the values of N and d.
Like all recursive propagation algorithms, ours has the drawback of being overly sensitive to both noise in intensity measurements and rapid phase variations, which lead to error buildup. Consequently, it is most likely inappropriate for images with high-frequency components. However, it can be readily implemented as a refinement for the "crude phase estimation" stage (followed by "Fienup tidying") of the composite method proposed in [15] , given that our approach avoids the stagnation problems associated with the most common iterative algorithms.
