Abstract. We consider a single-machine bi-objective scheduling problem with rejection. In this problem, it is possible to reject some jobs. Four algorithms are provided to solve this scheduling problem. The two objectives are the total weighted completion time and the total rejection cost. The aim is to determine the set of efficient solutions. Four heuristics are described; they are implicit enumeration algorithms forming a branching tree, each one having two versions according to the root of the tree corresponding either to acceptance or rejection of all the jobs. The algorithms are first illustrated by a didactic example. Then they are compared on a large set of instances of various dimension and their respective performances are analysed.
Introduction
The majority of the researches in the scheduling problem literature [2] considered that all the jobs must be scheduled in the workshop. However, there are particular practical situations where all the jobs may not be accepted and thus some of them rejected for specific reasons as congestion of the workshop, impossibility to meet customers requirements or as very long processing time or less importance of a job. 
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The problem
We consider a single-machine scheduling problem. There are n jobs and each job j ∈ {1, . . . , n} is characterized by its processing time p j and its own weight w j .
A first objective is to minimize the total weighted completion time C w , for which it is well known [2] that an optimal solution consists to schedule the jobs in the increasing order of the ratio p j /w j . For this reason, we assume that the n jobs are initially ranked in this order:
Nevertheless, it is possible to decide not to schedule all the jobs and thus to reject some of them. If the job j ∈ {1, . . . , n} is rejected, a rejection cost or penalty r j is incurred. A second objective R is to minimize the total rejection cost i.e. the sum of the penalties r j of the rejected jobs. A solution s is characterized by A ⊆ {1, . . . , n} the set of rejected jobs and by A = {1, . . . , n} \ A the set of accepted jobs scheduled in the order (1) . The two considered objectives to minimize are thus
where C j is the completion time of job j ∈ A in the optimal schedule of the jobs in subset A obtained by the order of relation (1) . Let us note that as
relation (2) can be written equivalently
For this bi-objective scheduling problem, our aim is to determine (or to approximate) the set of efficient solutions and the corresponding Pareto front.
We recall [9] that a feasible solution s is efficient if it does not exist any other feasible solution s such that C w (s ) ≤ C w (s)
R(s ) ≤ R(s)
with at least one strict inequality. We denote by E the set of efficient solutions. The points {(C w (s), R(s)) |s ∈ E} correspond to the non-dominated points in the bi-objective space and form the so called Pareto front.
Obviously the two extreme efficient solutions, denoted by s a and s b , correspond respectively to A = ∅ and A = {1, . . . , n}, giving the two extreme points of the Pareto front (C w = C w (s a ) = n j=1 w j C j , R = R(s a ) = 0) and (C w = C w (s b ) = 0, R = R(s b ) = n j=1 r j ). For all efficient solutions s ∈ E, we have thus C w = C w (s b ) = 0 ≤ C w (s) ≤ C w (s a ) = C w R = R(s a ) = 0 ≤ R(s) ≤ R(s b ) = R
Terminology
Potential efficient solution
In the algorithms proposed in this paper, in a certain iteration, a solution is called a "potential efficient solution" if it is not dominated by any other solutions.
The set of potential efficient solutions is denoted by P E. Each time new solutions are generated, the list P E is updated.
Algorithms of type a and type b
A solution s is of level k, if the number of rejected jobs is equal to k, i.e. if |A| = k. The algorithms in Section 4 are implicit enumeration forming a tree. An algorithm is said of type a, if the root of the tree is the solution s a (i.e. the unique solution of level 0) and the branching scheme increases progressively the considered level, creating children solutions at level k + 1 by rejecting an additional job from a parent solution at level k.
An algorithm is said of type b, if the root of the tree is the solution s b (i.e. the unique solution of level n) and the branching scheme decreases progressively the considered level, creating children solutions at level k − 1 by the acceptance of an additional job from a parent solution at level k.
For both types, the considered children solutions of a parent solution s will be denoted by E(s).
3.3. Children nodes generated by non-dominated variations 3.3.1. Algorithm of type a At each level, the branching scheme creating E(s) is based on a dominance relation defined by decreasing the first objective value C w and increasing the second objective value R.
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A
The parent of this solution is the initial solution s a at level 0 with C w (s a ) = C w and R(s a ) = 0. If a child solution s 1 at level 1 is characterized by A = {j}, using relation (5), it is easy to see that
where
Definition: Dominance relation of variation (∆
j , r j ) In an algorithm of type a, the variation (∆ (1) j , r j ) is dominated if there exists another job k ∈ {1, . . . , n} \ {j} such that
with at least one strict inequality.
In such a case, by rejecting job k, it is possible to have a larger decrease of the objective C w at a smaller increase of the objective R. It is clear that the nondominated variations are the only onces able to possibly generate an efficient solution at level 1.
So the branching scheme will only generate the set of children solutions E(s a ) with each solution s 1 corresponding to a non-dominated variation (∆ (1) j , r j ). At this first iteration, all the solutions E(s a ) are potential efficient solutions and there are all assigned in the list P E. E(s) at level k = 2, . . . , n From a parent solution s k−1 , with A = {j 1 , . . . , j k−1 } at level k − 1, an additional job j can be rejected to build a child solution s k with A = {j 1 , . . . , j k−1 , j}.
Using relation (5), the variation of the two objectives is iteratively determined:
where ∆
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The non-dominated variations (∆ (k)
j , r j ) are the only ones able to possibly generate potential efficient solutions s k . So the branching scheme will only generate the set of children E(s k−1 ) with each solution s k corresponding to a non-dominated variation (∆ (k) j , r j ). Remark 1: At each level k, the set of non-dominated variations (∆ (k) j , r j ) is always non-empty, containing at least the job j with the smallest r j and the job j with the largest ∆ (k) j . If it is the same job, then there exists only one non-dominated variation.
Algorithm of type b
When an algorithm of type b is considered, with the root s b at level n, with C w (s b ) = 0 and R(s b ) = R, at each level the branching scheme creating E(s) consists to schedule an additional job and is also based on a dominance relation defined by the increase of the first objective C w and the decrease of the second objective R.
The concept is similar and the equations (6), (7), (8), (9) and (10), are replaced by the following equations (11), (12) ,(15),(13) and (14).
with s k+1 characterized by A = {j 1 , . . . , j k−1 } and s k by A = {j 1 , . . . , j k−1 , j}. The dominance relation of variation (∆
j , r j ) could be defined as following:
As for the algorithm of type a, the branching scheme will only generate the set of children E(s k+1 ) with each solution s k corresponding to a non-dominated variation (∆ Each of these four algorithms can be of type a or type b. In these algorithms, we denote by P the pool of solutions which must be still considered by the branching scheme. These algorithms will be illustrated on the following didactic example with 5 jobs (already in the order of increasing ratio p j /w j ). In this algorithm, to describe a solution we will assign a status to each job with one of the three possibilities: status 0 scheduled job free to be rejected, status −1 definitively rejected job, status 1 definitively scheduled job.
The initial solution is s a = (0, . . . , 0) and assigned to the pool P . The solutions of P are ranked in the increasing order of the objective R; in case of equality of this objective, the solutions are sorted in the order of their generation (see remark 2 below). When a new solution is examined by the branching scheme, the first solution of P is chosen and this solution is removed. The algorithm comes to the end when P = ∅.
When a set of children solutions is created, they are compared with those of P E. Only the new potential solutions are assigned to the pool P , the others are fathomed in the tree, i.e. they are no more considered for the branching scheme.
The aim of the status "1" of a job is to avoid non-empty intersections between the sets of solutions corresponding to the different non-fathomed branches of the tree. For instance at the first iteration of H1a on the didactic example where the children solutions consist to reject one of the three jobs 2, 4 or 3, these three children solutions will be (0, −1, 0, 0, 0), (0, 1, 0, −1, 0) and (0, 1, −1, 1, 0).
The rejection of job 2, considered in the first branch, will no more be examined in the second and third branches, and the rejection of job 4, considered in the second branch, will no more be examined in the third branch.
185
Toward an Efficient Resolution for a Single-machine... For a solution with no job with the status "0", this solution is an ending solution of the branch. Table 2 describes the successive iterations of the algorithm H1a on the didactic example. Figure 1 represents the corresponding branching scheme. The twelve efficient solutions of this instance are generated. For this didactic example, the subindex of a solution is the value for the objective R; in case of identical value, the upper index indicates the order of their generation.
Remark 2: An impact of the order of the solutions in the pool P Let us suppose that inside the pool P , the solutions with identical value of objective R are ordered in the increasing order of objective C w in contrary to the order of their generation. Table 3 indicates what happens for the didactic example with this change. The solution s , will be generated before the solution s 8 , a child solution of s 3 , and as s 8 is dominated by s 2 8 , the solution s 8 will now be fathomed and no more included in the pool P . The consequence is (see iteration 9 of Table 2 and also Figure 1 ) that it will be impossible to still generate the efficient solution s Toward an Efficient Resolution for a Single-machine... Table 2) .
of
So it appears that with such a change in the order to treat the solutions of the pool, only 10 efficient solutions will be generated instead of 12. We have seen that this case can happen in several instances and it is the reason why we have chosen to order the solutions of the pool as indicated before. 
H1b
Algorithm H1b is similar to algorithm H1a. The unique difference is that this algorithm is of type b so that the initial solution is thus the extreme efficient solution s b , initializing the pool P . There are two logical modifications in comparison to H1a. First, the solutions of P are ranked in the decreasing order of the objective R; in case of equality of this objective, the solutions are sorted according to their generation. Nevertheless, the management of the pool P is identical to the one of H1a and thus the dominated children solutions are not placed in the pool P .
Secondly, in the description of a solution, the three following status of a job are used:
status 0 rejected job free to be scheduled, status −1 definitively rejected job, status 1 definitively scheduled job, so that s b = (0, . . . , 0). But the aim of the status "-1" is also to avoid non-empty intersections between the sets of solutions corresponding to the non-fathomed different branches of the tree. Table 4 describes the successive iterations of the algorithm H1b on the didactic example. Figure 2 represents the corresponding branching scheme. The twelve efficient solutions of this instance are again generated even if the way to obtain those solutions in Figure 1 is quite different to the one in Figure 2 . As we will see in the numerical experiments of Section 5, the two sets P E obtained by H1a and H1b, can be different, contrary to what happens in the didactic example. If these two sets are filtered by pairwise comparisons of the solutions, this filtering will be denoted by H1ab. Thus only the non-dominated solutions present in the union of these two sets are saved.
Algorithms H2
H2a
The algorithm H2a presents a minor modification comparing to the algorithm H1a.
As we will see in the numerical experiments (and see also above-mentioned remark 1), an efficient solution can be missed in the case where all the children solutions of the same parent solution are dominated and thus fathomed and not placed in the pool P 190 A. Moghaddam, J. Teghem, D. Tuyttens, F. Yalaoui, L. Amodeo of solutions still to be examined. It is the reason why in such a situation, in H2a one of the dominated children solutions is kept in the pool P . To choose which solution to retain in the pool, different criteria are possible. For H2a, we decide to keep the dominated child solution with the minimum value of R in the pool. Another possibility investigated is to keep the solution corresponding to the minimum ratio r j /∆ j . In this case, the other dominated children solutions are fathomed.
In Table 5 , an example of modification due to H2a comparing to Table 2 for H1a is given. As the two children solutions s 7 and s 10 are dominated, the solution s 7 is kept in the pool. 
H2b
In H1b a similar modification that the one made in H1a is introduced. When all the children solutions of the same parent solution are dominated, one of them is kept in the pool P : the dominated child solution with the maximal value of R is assigned to the pool. The other dominated children solutions are fathomed.
H2ab
In this algorithm, the two sets of P E obtained with H2a and H2b are filtered, keeping only the non-dominated solutions in the union of these two sets.
Algorithms H3
H3a
The principle of this algorithm is identical to the one H1a. The unique difference is that in H3a the status "1" of a job is not considered. Thus there are only two possibilities for the status of a job:
status 0 scheduled job free to be rejected, status −1 definitively rejected job.
In H1a, a job j with the status "1" is no more considered to be rejected in the branching scheme so that its variation (∆ j , r j ) is not taken into consideration. As a 191 Toward an Efficient Resolution for a Single-machine... consequence, the set of non-dominated variations can be influenced by this fact. In H3a, all the variations for the jobs with "0" status are analyzed. This mechanism helps generating new branches, which can lead to efficient solutions ignored by H1a.
Of course, another consequence is that the intersection of the sets of solutions in non-fathomed branches are no more empty. The algorithm simply ignores redundant solutions, which have been generated in another branch.
The numerical experiments of Section 5 will prove that such a situation appears in the case of large-size instances. Table 6 illustrates the first three iterations of H3a. We see that the non-dominated variations of iteration 3 are now obtained for jobs 2 and 3, providing the solutions s 4 (already obtained) and s 8 instead in H1a (see Table 2 ) for jobs 5 and 3 providing the solutions s 2 5 and s 8 . Table 6 : Three first iterations of algorithm H3a on the didactic example 
H3b
A similar modification is made in H1b, i.e. the status "-1" of a job is no more considered, keeping only the two status:
status 0 rejected job free to be scheduled, status 1 definitively scheduled job.
The consequences of this modification are identical to those described for H3a.
H3ab
The result of this algorithm is the filtering of the two sets H3a and H3b. In this algorithm, as in H3a, we do not consider the status "1" of a job, keeping only the status "0" and "-1". But here the status "-1" means "rejected job free to be scheduled" but no more "definitively rejected job". This change differs the H4a algorithm to H3, H1 and H2 by one main element: if the solution parent is of level k, the possible children solutions will be of level k − 1 or of level k + 1. Effectively, the considered variations consist to change successively the status of each job; thus:
• the status "0" becomes "-1" generating solutions of level k + 1,
• the status "-1" becomes "0" generating solutions of level k − 1.
Among these n variations, as in the three preceding algorithms, only the non-dominated variations are kept to define E(s). Redundant solutions are ignored as they were in H3 algorithm. Nevertheless, Table 7 illustrates this new branching scheme on the iterations 4 and 5 of Table 2 for the didactic example. In the next section, the positive impact of H4 on two larger instances is presented.
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H4b
By changing the initial efficient solution, algorithm H4b can also be developed. Nevertheless, for all the instances treated in Section 5, the results of H4b will be systematically the same as those of H4a. For this reason, in the following, we will only mention H4.
Illustrations
In this section, we will analyse the impact of the algorithms using the first two instances of Section 5 presenting some differences between the results of the algorithms. The data of these two instances 12 (13-3) and 13 (15-1), are given in Table 8 and Table 9 in the Annex.
Instance 12 (13-3)
This instance with 13 jobs has 41 efficient solutions. They are all generated by the algorithms H1b, H2a, H2b, H3b and H4. H1a provides only 39 efficient solutions (see Table 10 in the Annex); the two missing solutions are:
• s 1 at level 8, with rejected jobs 1,4,5,6,7,8,11 and 12,
• s 2 at level 11, with rejected jobs 1,2,3,4,5,7,8,10,11,12 and 13.
H3a provides 40 efficient solutions (see Table 14 in the Annex); s 2 is the missing solution.
Remarks on the observations made.
H1a versus H2a
In H1a, at parent solution at level 6 corresponding to the successive rejects of jobs 7,12,5,4,8,6 and the job 2 with status "1", all the children solutions are dominated so that it is impossible to obtain s 1 corresponding to the reject of the additional jobs 1 and 11.
But with H2a, the dominated child solution with the minimal rejection cost is kept in the pool; and during the two next iterations these two jobs are successively rejected providing s 1 .
Similarly in H1a, at parent solution at level 9 corresponding to the successive rejects of jobs 7,12,5,4,8,2,11,1,10 and the job 6 with status "1", all the children solutions are dominated and it is impossible to obtain s 2 corresponding to the reject of the additional jobs 3 and 13.
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A. Moghaddam, J. Teghem, D. Tuyttens, F. Yalaoui, L. Amodeo Again, with H2a, the dominated child solution with the minimal rejection cost is kept in the pool. This allows to reject jobs 3 and 13 during the two next iterations providing s 2 .
H3a versus H4
In H3a, from the same parent solution at level 9 that was in H1a, it is impossible to obtain s 2 .
It is useful to note that s 2 at level 11 is generated with H4 from the parent solution at level 12 corresponding to the successive rejects of jobs 7,12,5,4,8,2,11,6,1,13,10,3, changing the status "-1" of job 6 to status "0".
Instance 13 (15-1)
This instance with 15 jobs has 66 efficient solutions. They are all provided by algorithms H1b, H2b, H3b and H4. But H1a, H2a and H3a generate only 65 efficient solutions (see Table 10 , Table 12 and Table 14 ).
H3a versus H4
It is important to note that the missing efficient solution at level 11, corresponding to the reject of jobs 1,3,4,5,7,8,9,10,11,13 and 14 is obtained by H4 as child solution of a solution at level 12, changing the status "-1" of job 12 to status "0", despite that this job was initially rejected already at level 3.
Numerical experiments
The data
To evaluate the performance of the different algorithms described in Section 4, we use the instances proposed in [8] . These instances are randomly generated within predefined intervals as follows:
• the processing times p j : random integer numbers within [10, 80] ,
• the weight values w j : random integer numbers within [1, 30] ,
• the rejection costs r j : exp(5 + √ a b) where a is a random integer number within [1, 80] and b is a random number within [0,1].
The number of jobs is fixed to 21 values:
• small instances with n ∈ {5, 7, 9, 13, 15, 20},
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• medium instances with n ∈ {25, 30, 35, 40, 45, 50},
• larger instances with n ∈ {60, 70, 80, 90, 100, 125, 150, 175, 200}.
Three instances are generated for each value of n so that 63 instances are solved.
The results
The complete results are presented in Table 10 , Table 12 , Table 14 and Table 16 (see the Annex). In these tables we use the following notations.
|P E(H)| the number of solutions obtained by algorithm H and for the comparison between two algorithms H andH:
• C(H,H) = |{x ∈ P E(H) P E(H)}| is the number of common solutions in P E(H) and P E(H),
• D(H,H) = |{x ∈ P E(H) | ∃y ∈ P E(H), y dominating x}| is the number of solutions in P E(H) dominated by a solution of P E(H),
• N D(H,H) = |P E(H)| − C(H,H) − D(H,H) is the number of solutions in P E(H) not present in P E(H) and not dominated by any solution of P E(H).
One can find that, H4 is by so far the most performant algorithm: no of the solutions obtained by H4 is dominated by any solution generated with another algorithm H; moreover all the solutions generated by any H are either found by H4 or dominated by a solution of H4. We have thus
For this reason the results of all the algorithms will be compared with those of H4.
In Table 10 till Table 16 , the first two columns characterize the instance:
(1) index of the 63 instances (2) name of the instance (n − x, with x ∈ {1, 2, 3}) Table 10 is dedicated to the algorithm H1 and its comparison with H4. Columns 3 till 9, present the comparison of the results of H1a and H1b: With the same structure of Table 10 , Table 12 and Table 14 consider respectively the comparison of H2 and H3 with the algorithm H4. Table 16 analyses the performance of the different algorithms, indicating the ratio
i.e. the percentage of the solutions of H4 generated by algorithm H. This percentage is given in columns 5, 7 and 9 for H1a, H1b and H1ab, in columns 10, 12 and 14 for H2a, H2b and H2ab, and in columns 15, 17 and 19 for H3a, H3b and H3ab. Table 16 gives also the CPU time for the different algorithms, in columns 6 and 8 for H1a and H1b, columns 11 and 13 for H2a and H2b, columns 16 and 18 for H3a and H3b. Column 3 gives the number of solutions obtained with algorithm H4 and column 4 gives the CPU time for algorithm H4. Only the CPU times greater or equal to 1 second are reported.
Let us note that the filtering process-time to obtain the result of an algorithm Hab is almost immediate.
Finally, Table 18 presents a more synthetic view of all these results, gathering the instances by three successive values of n. These values are indicated in column 1 and correspond to 9 instances. The nine other columns give the average value of %(H, H4) in these instances, respectively for the 9 algorithms from H1a till H3ab. The last line of Table 18 resumes all the results by the average value of %(H, H4) for all the instances.
Remark 3:
In [8] , all these instances are solved to also generate P E, with two metaheuristics: MOSA [10] and NSGAII [3] . Unfortunately, it appears impossible to compare our results with those of [8] for the following reasons:
• with NSGAII, the number of solutions in P E is always limited to 100,
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• for MOSA, the parameters are not well fixed because they do not dynamically vary in function of the dimension of the instances.
So in the results of [8] the average numbers of solutions in P E for the instances with n = 200, are respectively equal to 87 with MOSA and 100 with NSGAII, to compare with the thousands solutions in P E in the results of Table 10, Table 12 and Table 14 .
Analysis of the results
H3 versus H4
First of all, Table 14 and Table 16 indicate that the two algorithms H3a and especially H3b give excellent results according to H4, with very large ratios %(H3a, H4) and %(H3b, H4). But it is remarkable that D(H3ab, H4) = N D(H4, H3ab) = 0 so that %(H3ab, H4) = 100 for all the instances. H3ab and H4 produce thus the same sets P E(H3ab) and P E(H4). Is it the exact set of efficient solutions ? It is an open question to further research. In any case, we take thus this set, denoted byÊ, as a reference set to compare the different algorithms.
The small-size instances (n ≤ 20)
For this set of instances, it has been possible to verify thatÊ is the exact set of efficient solutions by a complete enumeration of all the feasible solutions. For the 18 small instances, even if the results of the 3 algorithms H1a, H2a and H3a are quite good, nevertheless sometimes they miss some solutions ofÊ; it is the case for 5 instances (12-13-16-17-18) for H1a and H3a and for 3 instances (13-16-18) with H2a (see Table 16 ). But it is not the case for the versions H1b, H2b and H3b which generate exactlyÊ (see Table 16 ). In these instances, it appears that the missing solutions of the versions a, are located at a high level of the branching scheme and for this reason, they are more easily obtained with the versions b.
The medium-size instances (25 ≤ n ≤ 50)
Often, the versions b of the algorithms produce a larger percentage ofÊ than the corresponding versions a, but it is not always the case. Effectively, in particular for H1, we have opposite results: for example, with instance 27, we have %(H1b, H4) = 98.9 however only %(H1a, H4) = 54.1 otherwise with the instance 36 the results are different, %(H1b, H4) = 42.0 instead %(H1a, H4) = 95.4. The respective performance of the versions a and b depends on the data of each instance. Nevertheless, for these medium-size instances, the results of H1ab are excellent with an average percentage %(H1ab, H4) larger than 99.83% (see Table 18 ).
It is even the case when either the result of H1a is bad (see the instance 27 in Table 16 where %(H1ab, H4) = 99.3) or the result of H1b is bad (see the instance 36 in Table 16 %(H1ab, H4) = 99.0). We can note that H2 becomes a little bit more competitive than H1 for these medium-size instances, and H3 is more competitive than H2.
The version b of H2 and H3 are almost always more performant than their version a, with some rare exceptions like instances 27, 35 and 36 for H2 and instance 27 for H3 (see Table 16 ). But, as with H3, we have always %(H2ab, H4) = 100 so that for the medium instances P E(H2ab) =Ê.
The large-size instances (60 ≤ n ≤ 200)
For the large instances, clearly algorithms H1a and H1b become inadequate to obtain a good approximation ofÊ, with small ratios %(H1a, H4) and %(H1b, H4). Table 10 shows also that the numbers D(H1a, H4) and D(H1b, H4) are very large, especially when n ≥ 150 (with rare exception like D(H1a, H4) for instance 59); it appears that these algorithms produce thousand solutions which in fact are dominated.
It should be underlined that in many of these large instances, we have only C(H1a, H1b) = 2 (see Table 10 ). These two unique common solutions in P E(H1a) and P E(H1b) are in fact the two extreme efficient solutions corresponding to rejecting none of the jobs or rejecting all of them. Except these two obvious solutions, H1a and H1b completely diverge to generate P E(H1a) and P E(H1b).
Even if the results of H2 improve those of H1, we note (see Table 12 ) that D(H2a, H4) and D(H2b, H4) increase with the dimension of the instances to reach several thousands when n ≥ 150. So these algorithms do not provide a good approximation ofÊ for instances with very large dimension.
For such instances, there is a clear superiority of H3 versus H2. The performance of H3 remains excellent and very stable with, in particular of H3b, a ratio %(H3b, H4) larger than 99.1 (see Table 16 ). We recall that for all the instances %(H3ab, H4) = 100.
The CPU time
Concerning the CPU time of all the different algorithms, we can see from Table 16 (columns 4, 6, 8, 11, 13, 16 and 18) that:
• for H1 and H3, it is always inferior to 2 seconds, even when n = 200,
• logically, H2 needs a larger CPU time till 35 seconds for H2a and 16 seconds for H2b when n = 200,
• H4 takes 19 seconds to treat the instances with n = 200, thus a larger time than H3a and H3b. We must note that the filtering process of their respective set P E to obtain P E(H3ab) is almost immediate.
In conclusion of this analysis, H4 appears the more efficient and stable algorithm to approximate E even if H3ab appears as an excellent alternative, a little faster.
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Comment on the implementation of the algorithms
The algorithms presented in the paper are all implicit enumeration. At each iteration, a solution s (related to a node of the tree) is selected from the pool and is examined by the branching scheme. The set E(s) of children solutions of the parent solution s is created with only solutions corresponding to a non-dominated variation. For the solution s, the variations corresponding to the two objectives C w and R can be efficiently obtained using relation (9) and relation (10) . Nevertheless relation (10) is computationally very efficient only when the vector of variations ∆ () can also be stored in the pool. For information, to treat the instances with n = 200, the maximal size of pool is equal to 1600 for H1, H3 and H4, and is equal to 8000 for H2. In case of limited memory (very large scale problems), we can proceed differently and these variations can still be calculated efficiently using relation (16) which is a generalization of relation (7) . ∆
The verification of the non-dominance of the variations can be done efficiently when considering these variations in the order of increasing rejection cost. For this reason, an additional vector is created (i 1 , i 2 , . . . , i n ) corresponding to the increasing order r i1 ≤ r i2 ≤ . . . ≤ r in . For the didactic example given in Table 1 , we have that r 2 ≤ r 5 ≤ r 4 ≤ r 3 ≤ r 1 so that we create the additional vector (2, 5, 4, 3, 1) . We compare the successive variations (r j k , ∆
Conclusion
For the bi-objective model 1//(C w , R) several heuristics which are implicit enumeration following a branching scheme are proposed. They all use the concept of nondominated variations to define the set E(s) of children solutions of a parent solution s. These heuristics differ either by the definition of fathomed node or by the branching scheme. The large set of experimental results proofs that the heuristic H1 and H2 are not well adapted to large instances; secondly the superiority of the heuristic H4, even if H3ab obtains the same results.
For the future, one can first analyse if some metaheuristics are able to improve the results; of course to propose an exact method is also a challenge. It will also be interesting, in the spirit of [4] , [6] and [8] , to analyse if the concept of non-dominated variations can be extended to the Lorenz domination variations instead of the Pareto domination. Another direction of further research is to adapt these algorithms to other classical scheduling models, like two parallel machines or two sequential machines, with rejection.
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