Abstract: We present a new procedure for photometric parallax estimation. The data for 1236 stars provide calibrations between the absolute magnitude offset from the Hyades main-sequence and the ultravioletexcess for eight different (B−V ) 0 colour-index intervals, (0.3 0.4), (0.4 0.5), (0.5 0.6), (0.6 0.7), (0.7 0.8), (0.8 0.9), (0.9 1.0) and (1.0 1.1). The mean difference between the original and estimated absolute magnitudes and the corresponding standard deviation are rather small, +0.0002 and ±0.0613 mag. The procedure has been adapted to the Sloan photometry by means of colour equations and applied to a set of artificial stars with different metallicities. The comparison of the absolute magnitudes estimated by the new procedure and the canonical one indicates that a single colour-magnitude diagram does not supply reliable absolute magnitudes for stars with large range of metallicity.
Introduction
Stellar kinematics and metallicity are two primary means to deduce the history of our Galaxy. However, such goals can not be achieved without stellar distances. The distance to a star can be evaluated by trigonometric or photometric parallaxes. Trigonometric parallaxes are only available for nearby stars where Hipparcos (ESA, 1997) is the main supplier for the data. For stars at large distances, the use of photometric parallaxes is unavoidable. In other words the study of the Galactic structure is strictly tied to precise determination of absolute magnitudes.
Different methods can be used for absolute magnitude determination. The method used in the Strömgren's uvby-β (Nissen & Schuster 1991) and in the UBV (Laird et al. 1988 , hereafter LCL) photometry depends on the absolute magnitude offset from a standard main-sequence. In recent years the derivation of absolute magnitudes has been carried out by means of colour-absolute magnitude diagrams of some specific clusters whose metal abundances are generally adopted as the mean metal abundance of a Galactic population, such as thin, thick disks and halos. The studies of Phleps et al. (2000) and Chen et al. (2001) can be given as examples. A slightly different approach is that of Siegel et al. (2002) where two relations, one for stars with solar-like abundances and another one for the metalpoor stars were derived between M R and the colour-index R−I, where M R is the absolute magnitude in the R filter of Johnson system. For a star of given metallicity and colour, absolute magnitude can be estimated by linear interpolation of two ridgelines and by means of linear extrapolation beyond the metal-poor ridgeline.
We strongly believe we can contribute to this important topic by modifying the method of LCL and by adapting it to Sloan photometry. LCL used the equation As these equations reveal, the method of LCL is based on the fact that absolute magnitude (and metallicity) is a function of UV-excess, in addition to colour-index. UVexcess is usually defined as the de-reddened (U-B) colourindex difference between a star and a Hyades star of equal (B-V) 0 . The U-band is centred at a wavelength where metallicity effect is efficient, hence a star with bright U-magnitude, i.e. a relatively metal-poor star, is absolutely faint relative to a Hyades star of equal (B-V) 0 .
We considered the possibility of calibrating the absolute magnitude offset from the updated Hyades sequence (derivation given in full in the Accessory Material) M V (Hyades) = −1.48739(B−V) 2 0 + 7.70982(B−V) 0 + 0.331195 (1 ) using only δ for different (B-V) 0 colour-indices without any restriction for metallicity. This is the main scope of this work. We will show in the following sections that such an approach provides more precise absolute magnitudes than those of LCL. In Section 2 we present the data used for calibration and in Section 3 the procedure used for calibration is given. The extension of this procedure to the Sloan photometry is given in Section 4 and in Section 5 a detailed discussion is provided.
The Data
The V , B-V , U-B and E(B-V) photometric data used in this paper and the star distance d are taken from Ryan (1989) . For any star the following reductions have been applied
H is the de-reddened (U-B) colour-index of a dwarf star of the Hyades cluster with the same (B-V) 0 of the star considered. We indicate with M H V the absolute magnitude difference between a star and a Hyades star of equal (B-V) 0 and with δ 0.6 the normalised UVexcess of the star considered (see Table 1 ), namely δ 0.6 is the de-reddened (U-B) colour-index difference between two stars just quoted and necessary coefficient used here is given by Sandage (1969) . This procedure is necessary for the equivalence of UV-excess of two stars of the same metal-abundance, one with any (B-V) 0 and another one with (B-V) 0 = 0.6, where the latter is adopted as a reference colour-index for this reduction (Sandage, 1969) . Contrary to Laird et al. (1988) who gave relations as a function of both colour-index (B-V) 0 and δ 0.6 (equation 2) we prefer to plot M H V as a function of only δ 0.6 for different (B-V) 0 intervals, 0.3 < (B-V) 0 ≤ 0.4; 0.4 < (B-V) 0 ≤ 0.5; 0.5 < (B-V) 0 ≤ 0.6; 0.6 < (B-V) 0 ≤ 0.7; 0.7 < (B-V) 0 ≤ 0.8; 0.8 < (B-V) 0 ≤ 0.9; 0.9 < (B-V) 0 ≤ 1.0 and 1.0 < (B-V) 0 ≤ 1.1. This approach significantly improves the calibrations with respect to those of LCL, as explained in the following sections.
Photometric Parallaxes

Calibration of Absolute Magnitude as a Function of UV-Excess
and the δ 0.6 data listed in Table S1 for a third-degree polynomial, fitting for each (B-V) 0 interval cited in Section 2, where M V (H) and M V ( * ) are the absolute magnitudes of a Hyades star, evaluated by equation (1 ), and of a programme star of equal (B-V) 0 , respectively. Stars are separated into different bins in δ 0.6 with range δ 0.6 = 0.05 mag in order to take into account all the programme stars and to provide reliable statistics. The number of bins is 6 for the bluest and reddest intervals of 0.3 < (B-V) 0 ≤ 0.4 and 1.0 < (B-V) 0 ≤ 1.1 and lie between 9 and 12 for the other six colourindex intervals. The mean of δ 0.6 and M H V are evaluated for each bin except one bin in each interval of 0.7 < (B-V) 0 ≤ 0.8; 0.8 < (B-V) 0 ≤ 0.9; 0.9 < (B-V) 0 ≤ 1.0 and 1.0 < (B-V) 0 ≤ 1.1, which have relatively extreme δ 0.6 or M H V values. According to this criterion, eight stars were excluded from the analysis (see Table 1 ). Then M H V was plotted versus δ 0.6 (Fig. 1) and a third-degree polynomial was fitted for each set of data
The coefficients, a i , of this equation are given in Table 2 as a function of (B-V) 0 . One notices two important points in Figure 1 . First, a large scattering between the curves exists and, second, contrary to expectations, neither of the curves converge towards the origin. This means that a star with δ 0.6 = 0, corresponding to the absolute magnitude of a Hyades star, would have a value for M H V different from zero and, hence, a different absolute magnitude from the Hyades star, according to the definition of M H V . This is a contradiction. The curves should pass through the origin to avoid this discrepancy. Table 2 shows that all the zero points are larger than
35 in the interval 0.6 < (B-V) 0 ≤ 0.7 and declines to such a lower value as M H V = 0.29 for the interval 1.0 < (B-V) 0 ≤ 1.1. We would like to quote the work of Cameron (1985) , who discussed the same relation, i.e. M(V) versus δ 0.6 . We fitted a third degree polynomial for his data (Table 2 and Figure 6 in that paper) with a constant term of −0.1663, which is absolutely equal and almost half of the mean of the constant terms in our work. The work of Cameron (1985) also indicates that δ 0.6 = 0 does not imply M(V) = 0.0.
Normalisation of the Hyades Main Sequence
The discrepancy mentioned above can be minimised by normalisation of the Hyades main-sequence. In other words, M H V needs to be incremented to limit the constant term in equation (6). Table 3 gives M H V as evaluated by equation (1 ) (7) This is the normalised colour-magnitude equation for the Hyades main-sequence used in the derivation of photometric parallaxes.
Final Equations for Photometric Parallaxes
After normalisation, the difference in absolute magnitude between a star and a Hyades star of equal (B-V) 0 , i.e. M H V (nor) is re-evaluated and used in final equations for photometric parallaxes (see Table S2 ). The procedure is 
The coefficients, b i , of this equation are given in Table 4 and the plots are shown in Figure 3 . The curves in Figure 3 exhibit a different appearance than the corresponding ones in Figure 1 . The dispersion of the curves in Figure 3 is smaller and now all the curves pass almost through the origin (see the term b 0 in Table 4 ). We used equation (8) to evaluate M H V (nor) for all the programme stars and to estimate M H V (est) by the definition of the off-
. Surprisingly, the differences between the estimated and original absolute magnitudes M H V are rather small. The mean of these differences for each (B-V) 0 -interval is almost zero and their standard deviations are only few percent. However, this is not the result for the procedure applied by LCL (Table 5 and Figure 4 ; see Section 5 for detailed discussion). The evolutionary effect has not been considered above. However, the (U-B) 0 versus (B-V) 0 sequence slightly varies as a function of the gravity. Therefore for stars close to the end of the main sequence (TAMS), the estimate of real δ 0.6 is smaller. We used the Yale isochrones of Yi et al. (2001) 
Transformation of the Normalised UV-Excess from UBV to the Sloan Photometry and New Metallicity Calibration
The following colour equations of Fukugita et al. (1996) provide a relation between the normalised UV-excesses for UBV and Sloan photometries, and the new metallicity calibration for the Sloan photometric system
Let us write equation (9b) for two stars with the same (B-V) 0 (or equivalently (g -r ) 0 ), i.e. for a Hyades star (H) and for a star (*) whose UV-excess is normalised to (u −g ) H = 1.38(U−B) H + 1.14 (10) (u −g ) * = 1.38(U−B) * + 1.14 Then, the UV-excess for the star in question, relative to the Hyades star is
or, in standard notation
If we apply this equation to a star with (B-V) 0 = 0.6, corresponding to (g -r ) 0 = 0.4, we obtain
for the relation between the normalised UV-excesses in the UBV and the Sloan systems. From this equation
we obtain
which yields a new metallicity calibration for the Sloan photometry by its substitution in Finally, we can show that the coefficients given by Sandage (1969) for the UBV photometry can also be used for the normalisation of the UV-excesses in the Sloan photometry. Take another star with any B-V (or equivalent g -r ) but with the same metallicity as the first star. The relation between its normalised UV-excesses in the two systems would be as equation (12). Hence, from (12) and (13) we obtain
where f is the UV-excess normalised factor.
Photometric Parallaxes for the Sloan Photometry
As mentioned above, the procedure in Section 3.3 can be adopted for photometric parallax derivation also for the Sloan photometry by using the colour equations and the relation between the normalised UV-excesses in two systems. First, we draw (B-V) 0 from equation (9a)
and then substitute it into (7) for normalisation of the Hyades main-sequence in the Sloan photometry as follows
Bearing in mind that the offsets from the fiducial sequence of Hyades in two systems are equal, the offset for Sloan photometry can be derived by replacing the equivalence of δ(U-B) 0.6 in equation (14) 
where the coefficients c i are given in Table 6 as a function of (g -r ) 0 .
Comparison of the Absolute Magnitudes Derived by the New Procedure and the Colour-Magnitude Diagram of a Specific Cluster
As an example, we compared the absolute magnitudes derived by the new procedure and the colour-magnitude diagram of cluster M13 used for the photometric parallax estimation for halo dwarfs (cf. Chen et al. 2001 ). One can extend this comparison to the other components of the Galaxy. The work is carried out as follows. First, we used the UBV data of Richer & Fahlman (1986) and evaluated the (g -r ) 0 and the M g absolute magnitudes for the main-sequence of M13 via equation (9a) and the following colour equation, which is adopted from Fukugita et al. (1996) 
The (g -r ) 0 and M g data thus obtained (Table 7) Equation (22) yields direct absolute magnitude estimates for metal-poor stars such as halo dwarfs.
As a second step, we adopted seven sample of artificial stars with (g -r ) 0 between 0.20 and 0.50 but with different metallicities, and evaluated their absolute magnitudes by using equation (19) and the related one in (20). The selection of this colour-index interval is due to the work of Chen et al. (2001) . These authors assumed that stars fainter than g ∼ 18 mag with 0.20 ≤ (g -r ) 0 ≤ 0.50 belong to the halo population and used the colour-magnitude diagram of cluster M13, without any metallicity restriction, for their absolute magnitude determination. However, we adopted different metallicities for different samples to reveal the difference between two procedures. As it is easier to derive the metallicity from the normalised UV-excess, we adopted δ 0.4 = 0.00, 0.10, 0.20, 0.30, 0.40, 0.50 and 0.60 respectively which correspond to the metallicities [Fe/H] = 0.10, −0.21, −0.71, −1.33, −1.99, −2.63 and −3.18 dex. Table 8 gives the full set of (g -r ) 0 cited, the corresponding M H g (nor), the M H g (nor) and M g .
Finally, we evaluated another set of M g , by means of equation (22) and compared them with the M g in the seven sets mentioned above ( Table 9 ). The mean of the differences between the M g derived by the new procedure and those evaluated by means of equation (22) 
Discussion
We have used the high-precision UBV data of Ryan (1989) for absolute magnitude estimation. Although LCL already derived two equations, one for stars with metallicity [Fe/H] ≥ −1.75 dex and another for extreme metal poor stars (equations 2 and 4 respectively), both equations are functions of (B-V) 0 and of the normalised δ 0.6 Table 9 UV-excess. However, as it can be seen from Figures 1  and 3 , the offset from the fiducial main-sequence of Hyades behaves differently for different colour-index intervals, confirming the necessity of different equations for different (B-V) 0 intervals.
As admitted by LCL, they forced their calibration in order to pass through the zero point, thus supplying the Hyades absolute magnitudes for δ 0.6 = 0. In this study we have used the updated data (see Appendix) and have obtained a quadratic equation for the Hyades sequence. However, our calibration does not pass through the zero point either. Hence, we normalised the fiducial main-sequence of Hyades. This approach supplies absolute magnitudes almost equal to the Hyades absolute magnitudes for δ 0.6 = 0, for all (B-V) 0 intervals.
The comparison of the estimated absolute magnitudes with the original ones confirms the accuracy of our calibration. The mean of the differences of absolute magnitudes for each (B-V) 0 interval is almost zero and their standard deviations are only few percent (Table 5 ). The mean difference for stars with 0.3 < (B-V) 0 ≤ 1.1 and the corresponding standard deviation are +0.0002 and ±0.0613 mag, respectively. Moreover, the plot of these differences versus the original absolute magnitudes shows that most of the stars lie within the interval −0.1 < M(V) < +0.1 (Figure 4a ). Whereas the comparison of the absolute magnitudes estimated by LCL with the original ones gives larger means and standard deviations (Table 5 ). The mean difference and the corresponding mean standard deviation for all stars are −0.0151 and ±0.4782 mag, respectively, rather different values than those from the new procedure. Finally, Figure 4b also demonstrates the large range of the absolute magnitude differences for LCL, i.e. the majority of stars lie within −0.5 < M(V) < +0.5 and there are about one hundred stars with still larger differences.
The colour-equations of Fukugita et al. (1996) provide a new metallicity calibration for the Sloan photometry. This has been carried out by the relation of normalised UV-excesses in the UBV and Sloan photometric systems, i.e. by substituting δ(U-B) 0.6 = 0.725 δ(g -r ) 0.4 into the metallicity calibration of Karaali et al. (2003) . The same substitution into equation (8) (19) and (20) provides absolute magnitude estimation for the Sloan photometry.
We applied the new procedure to a set of artificial stars with (g -r ) 0 between 0.20 and 0.50, and compared the absolute magnitudes derived for seven different metallicities with the absolute magnitudes evaluated by means of the colour-magnitude diagram of M13. This is an example to see how coincident are the present approach and the canonical one. The mean of the differences between the absolute magnitudes derived by the new procedure and the canonical one is large for relatively metal-rich stars, is zero for the metallicity [Fe/H] = −2.23 dex and has a large range extending from < M> = 1.269 to < M> = −0.186. It is surprising that the coincidence occurs for the metallicity of M92 but not for the metallicity of M13 ([Fe/H] = −1.4 dex). One can argue that the metalrich stars are not efficient in the deep surveys. However, the range of < M> extends from +0.4 to −0.2 even for the metallicity range from −1.0 to −3.0 dex, which is dominated by Population II stars. Additionally, the standard deviations (Table 9) for the seven comparisons mentioned above are larger than σ = ±0.2 mag, resulting in an extra internal error in absolute magnitude estimation. The combination of these effects encourages us to claim that a single colour-magnitude diagram does not supply reliable absolute magnitudes for stars with a large range of metallicities. On the other hand, the small scattering of the differences between the original and the estimated absolute magnitudes for the UBV photometry confirms the significant improvement of the new procedure with respect to that of LCL. Finally, regarding the colour-equations of Fukugita et al. (1996) , we argue that the new procedure can also be applied extensively and efficiently to SDSS (and to other systems, using appropriate colour-equations).
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