Authentic and natural infant-parent interactions analysis requires the development of efficient detectors such as the discrimination between infant and adult-directed speech. Supervised methods have been found to be efficient for labeled data. The annotation process is time-consuming and the eventual divergence between annotators increases the difficulty. Semi-supervised approaches such as co-training offers a framework allowing to take advantage of supervised classifiers trained by different features. The proposed motherese detector system combined various features and classifiers used in emotion recognition in a co-training framework. The results show the relevance of this approach for real-life corpora such as home movies.
INTRODUCTION
Researchers in autism pathology and parent-infant interaction highlighted the importance of infant-directed speech for infants who will become autistic [14] [16] . Given that home movies offer a unique opportunity to follow infant development and ParentlInfant interactions. The study of home movies is very important for future research, but the use of this kind of database makes the study very difficult and long, the manual annotation of these films is very costly and time consuming. In addition, from the manual analysis, we have found that 80% of positive sequences (i.e. multimodal response of the infant: vocalization, gaze, facial expression) have been induced by motherese. So, for the analysis of the role of infant-directed speech during interaction, we developed an automatic motherese detection system. Motherese is a highly communicative and social event in parents child communication that can elicit emotional reactions. If we look to the definition of infant-directed speech and the acoustic characteristics of this kind of speech, hight pitch/dialect/register [3] , the problem of classification seems to be not very complicated, a simple method based only on prosodic feature should immediately discriminate motherese from normal speech. However, in [13] [14] , we have 978-1-4244-4948-4/09/$25.00 © 2009 IEEE shown that the processing of natural and authentic interactions requires the development of methods beyond the strict definition: prosodic features alone were not sufficient to resolve this problem. We tested many machine learning techniques, statistical and parametric, with different feature extraction methods (time/frequency domains). GMM (Gaussian mixture model) with MFCC (Mel-frequency cepstrum) features were found to be efficient (73.5% accuracy). However, the training of GMM classifiers requires a large amount of data, while until now we have collected around 300 labeled segments of motherese and normal speech from family home movies annotated by two psycholinguists on two categories (motherese and normal speech). In this work, we are interested on non-acted databases such as home movies. The study of home movies is very important for future research, but the use of this kind of database makes the study very difficult and long, the manual annotation of these films is very costly in time. In addition to annotated utterances (300 on total), we have a lot of utterances not yet annotated, so we investigated a semi-supervised approach which does not require a large number of annotated data, this method combines labeled and unlabeled utterances to enable the infant-directed speech discrimination. In the area of classification, many semi-supervised learning algorithms have been proposed, one of these algorithms is the co-training approach [2] . Most applications of cotraining approach have been devoted to text classification [12] [21] and web page categorization [2] [7] . However, there are few studies related to semi-supervised learning for speech emotion recognition. The co-training algorithm proposed by Blum and Mitchell [2] is a prominent achievement in semi-supervised learning. It initially defines two classifiers on distinct attribute views of few labeled data. Either of the views is required to be conditionally independent to the other and sufficient for learning a classification system. Then iteratively, each classifier's predictions on unlabeled examples are selected to increase the training data set. This co-training algorithm and its variations [18] have been applied in many application areas because of their theoretical justifications and experimental success. The originality of our work is to use multi features and multi classifiers to minimize the error of classification. To obtain a more accurate system, we employ all the investigated features and classifiers to predict the correct class label. This paper is organized as follows. In section 2, different supervised learning and feature extraction methods are described. Section 3 presents the details of our co-training algorithm. In section 4, a description of the database used in the experiments is given and different experimental results are shown. Section 5 concludes this paper.
FEATURES AND CLASSIFIERS

Features extraction
Temporal and frequential features are usually investigated in emotion recognition [11] [17] . In this study, 70 prosodic, 16 cepstral and 96 spectral features were extracted, which were shown to be the most efficients [9] [10) [13) . In addition, we computed frame-level and utterance-level features that can be used in different modeling techniques to develop motherese detection system.
Frame-levelfeatures extraction
Frame-level features refer to features extracted each 20 ms of the utterance, so the number of the resulting feature vectors is variable and depends on the length of the utterance. Cepstral features such as MFCC are often successfully used in speech and emotion recognition. Short-term cepstral signatures of both motherese and normal speech are characterized by MFCC features. Several studies have shown that fundamental frequency (FO) and energy features are very important to emotion recognition applications [9] . FOand energy were estimated each 20 ms [4), and we computed, for each voiced segment, 3 statistics: mean, variance and range for both FO and short-time energy resulting in a 6 dimensional vector.
2./.2. Utterance-level features extraction
Utterance-level features refer to features extracted per whole utterance, so we have one feature vector by utterance. In addition to pitch estimations per frame, we also measured some more global higher-level pitch features to capture the fluctuations and variability of fundamental frequency. We computed 32 statistics : maximum, minimum and mean values, standard deviation, variance, skewness, kurtosis, interquartile range, mean absolute deviation (MAD), MAD based on medians, i.e. MEDIAN(ABS(X-MEDIAN(X», first and second coefficients of linear regression, first, second and third coefficients of quadratic regression, 9 quantiles corresponding to the following cumulative probability values: 0.025, 0.125, 0.25, 0.375, 0.50, 0.625, 0.75, 0.875, 0.975, quantile for cumulative probability values 0.1 and 0.9, and interquantile range between these two values, absolute and sign of time interval between maximum and minimum appearances . These 32 statistical features are also extracted in order to model the dynamic variations of the bark spectral perceptive representation. Three other features are also extracted from the pitch contour and the loudness contour, by using histograms and considering the maximum, the bin index of the maximum and the center value of the corresponding bin. These 3 features are relevant for pitch and energy contours . To extract spectral bark features, for a given spectral model we performed the analysis on successive time frames along each utterance. We then extracted a set of F (in our case 32) statistical features from these representations. These features can be applied either along the time axis or along the frequency axis as shown in figure 1. Indeed as described in [1], three approaches, for extraction of a feature vector of a defined dimension F, were used: 2) averaging the values of the F features along time.
• SL Approach ('for Spectral Line'): (l) extracting the F features along the time axis for each spectral band, (2) averaging the F features along the frequency axis.
• MV Approach (for 'Mean Values'): (l) averaging the values along the time axis to obtain a spectral vector of dimension S, (2) extracting the F features on this spectral vector.
Finally, we have 9 kind of feature vectors with different dimensions and are presented in Table 1 . After feature extraction, the classification task can be achieved using standard machine learning methods. In this study, four different classifiers: Gaussian mixture model (GMM) [19] , Neural network (MLP) [8] , SVM [5] [20] and k-nearest neighbor (k-NN) [6] classifiers, were investigated. Each classifier considers the selected features as the most efficient for the two-classes discrimination problem. With a relatively small number of training samples compared to the dimensionality of the data, a high risk of bias due to variances in training material is present. In order to improve instable classifiers we investigated a novel approach which combines labeled and unlabeled utterances for motherese detection using a co-training algorithm.
3. CO-TRAINING ALGORITHM In the previous section, for supervised method, we tried to optimize each classifier for each feature set. However, all the classifiers presented previously require a large number of utterances to enable efficient learning , therefore we proposed a novel method based on a co-training approach described in Table 2 . Given a set L of labeled training utterances and a set U of unlabeled utterances, we extract framelevel and utterance-level features from all these utterances. First, to initialize the algorithm we found the best feature set for each classifier. We obtained a table of correspondence which link each classifier with the best feature set as described in Table 4 . Secondly, a loop for n iterations (n is the number of classifier, 9 in our case) on:
• select the ensemble of segments T for which label predictions from all the classifiers are identical and add them to the training base and remove them from test database U.
• remove the classifier which is the least correlated with the other classifiers.
• compute correlation: for each couple of classifiers we calculate the number of utterance whose label predictions are identical.
Fig. 2. Correlation analysis matrix
If we remove the most correlated classifier, we risk to have a lot of utterances not classified after the last iteration. And these utterances will be classified using the best single classifier which can cause a decrease in performance of classification. We will test the two approaches in section 4.2.2. At the end, if the data test U is not empty, we classify the remaining examples using the best classifier hi. Table 3 . Accuracy of separate classifier (in %)
Database description
Experiments results
Supervised Classifiers
The performances of the different classifiers, each trained with different feature sets (MFCC, Pitch-iEnergy-S, Pitch-35, Energy-35, Pitch+energy-70, Bark TL , Bark SL, Bark MV and Bark TL+SL+MV) were evaluated on the home movies database. We use the accuracy rate to compare the performances of the different separate classifiers. Table 3 shows the best result of all classifiers trained with different feature sets. Best result obtained with GMM trained with cepstral MFCC features, second best result is obtained with k-NN trained with Energy-35 features . Therefore, table 3 shows that frame level features MFCC outperform the other features, but in comparing the results of all the feature sets and taking into account the different classifiers, we can observe that utterance level features in most of the cases, perform better than frame levels. To summarize, the best performing feature set for motherese detection appears to be the frame-level cepstral (MFCC).
Regarding the classifiers, we can observe that GMMs generalize better over different test cases than other classifiers do.
Semi-Supervised Classifiers
The algorithm works as described in figure 2. To initialize the co-training algorithm, we take into account the best configuration of each features trained with all supervised classifiers. We obtained 9 classifiers, hl to h9 as described in table 4. After that, we take the ensemble of utterances T which has same label predictions from all the classifiers hi, we add T to train data L and remove it from test data U. Figure 3 presents the number of utterances for which the label predictions from all the classifiers are identical. Then, the least correlated classifier is removed. In the first iteration we removed h5. The accuracy of co-training algorithm is about 75.5 %. Table 5 shows that, with only 104 labeled utterances, we obtained statistically significant improvements in classification accuracy compared to the best results of the supervised classifier GMM trained with cepstral MFCC features). Ifwe modify our algorithm by removing the most correlated c1as- he speech corpora used in our study are a collection of natural and spontaneous interactions. These corpora contain expressions of non -linguistic communication (affective intent) conveyed by a parent to a preverbal child. The corpora are a real parents/child interactions and consist of recordings of Italian mothers and fathers as they addressed their infants. We decided to focus on the analysis of home movies as it makes possible to set up a longitudinal study (months or years) and gives information about early behaviors of autistic infants, a long time before the diagnostic would be made by the clinicians. All sequences were extracted from the Pisa home movies video database [15] . However, this large corpus makes it inconvenient for people to review it. Also, the recordings are not done by professionals resulting in adverse conditions (noise, camera, microphones...). We focus on different home videos of the first year of an infant. Verbal interactions of the mothers have been carefully annotated by two psycholinguists on two categories: infant directed speech (motherese) and adult directed speech (normal). From this manual annotation, we extracted 152 utterances for each class. The utterances are typically between 0.5s and 4s length. We divided the database into two parts, test database L which contains 104 utterances of motherese and normal speech and base learning U that contains 200 utterances of motherese and normal speech.
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this work by comparing different supervised classification techniques for the discrimination of infant-directed speech from normal speech . We found that GMM classifier trained with cepstral MFCC feature gives the best result. However, the best system obtained with GMM has many limitations such as the need of a large quantity of annotated data for training. To enhance our detector, we investigated the semisupervised learning approach. A co-training algori thm was presented to utilize the different features of manually presegmented unlabeled examples to reduce the need of expensive labeled data . The semi-supervised method achieved better performance than the method based on supervised learning. In the future, we intend to test other semi-supervised algorithms and to integrate a non-supervised method like kmeans to improve the performance of the co-training algorithm . It er at ion 7 8 Thanks 
CONCLUSIONS
Using unlabeled data to enhance the performance of classifiers trained with few labeled data has many applic ations in pattern recognition. In this paper, we proposed a new approach for infant-directed speech discrimination based on semi-supervised learning. We computed frame level and utterance level features used to train different classification models. The performance of a pattern recognition system highly depends on the discriminant ability of the features. We started
