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a b s t r a c t
Weconstruct rank varieties for theDrinfeld double of the Taft algebraΛn and foruq(sl2). For
the Drinfeld double when n = 2 this uses a result which identifies a family of subalgebras
that control projectivity of Λ-modules whenever Λ is a Hopf algebra satisfying a certain
homological condition. In this case we show that our rank variety is homeomorphic to the
cohomological support variety. We also show that Ext∗(M,M) is finitely generated over
the cohomology ring of the Drinfeld double for any finitely generated moduleM .
© 2010 Elsevier B.V. All rights reserved.
1. Introduction
Rank varieties were first introduced by Carlson in [3], with the aim of providing easily computable homological
information about finite-dimensional modules over the group algebra kG of an elementary abelian p-group, where k is a
field of characteristic p. Combined with Quillen’s stratification theorem [2, 5.6], they became a useful tool for arbitrary finite
groups, since the rank variety is much easier to work with than the more abstractly defined cohomological support variety.
Since Carlson’s original definition, rank varieties have been introduced in many other contexts, for example for
p-restricted Lie algebras [5], finite-dimensional cocommutative Hopf algebras [6], quantum complete intersections [1], and
for certain tensor products of Taft algebras [10].
These definitions of rank variety all have the property that the rank variety can be computed explicitly, usually by
determining if a module is projective when viewed as a module for certain commutative subalgebras generated by a
nilpotent element. A fundamental property of these rank varieties is that they detect projectivity byway of ‘‘Dade’s Lemma’’:
the rank variety of a module is trivial if and only if the module is projective.
In this paper, we define rank varieties for Drinfeld doubles of the Taft algebra and for uq(sl2), a finite-dimensional
quotient of the quantized enveloping algebra of sl2. These algebras are Hopf algebras that are neither commutative
nor cocommutative, and the latter is an important example of a small quantum group. The Drinfeld double of a finite-
dimensional Hopf algebra was defined by Drinfeld to provide solutions to the quantum Yang–Baxter equation arising
from statistical mechanics. The Drinfeld double of the Taft algebra also turns out to be of interest in knot theory [11]. Its
representation theory was studied in [4], and its cohomology ring, which turns out to be finitely generated, was computed
by Taillefer in [13].
This paper is organized as follows. In Section 2, we summarize some properties of finite-dimensional Hopf algebras and
of support varieties that will be needed later. In Section 3, we develop a general condition for a set of subalgebras to detect
projectivity based on cohomological properties of a finite-dimensional Hopf algebra. In the next two sections, wework with
the Drinfeld double of the Taft algebra when n = 2 and then in general, along with uq(sl2).
First we show that the Drinfeld double of the Taft algebra with n = 2 satisfies the cohomological properties needed to
apply our results of Section 3. Therefore we can define rank varieties in this case. The rank variety is defined via a set of
subalgebras generated by a nilpotent element and a unit. The rank variety is given as a union of lines through the origin of
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k2. We show that the support variety and the rank variety are homeomorphic and that the rank variety satisfies the tensor
product property; that is, the rank variety of the tensor product of twomodules is equal to the intersection of the respective
rank varieties.
Finally, in Section 5, we introduce rank varieties for the Drinfeld doubles of the Taft algebra for any n and for uq(sl2).
In the general case we get the rank variety using rank varieties defined for Morita equivalent blocks. Unlike the case when
n = 2, we cannot find subalgebras generated by a nilpotent element in order to define rank varieties, but we use the known
structure of blocks to determine the basic algebra to which the blocks are Morita equivalent. It then turns out that we can
use the theory developed in [1] to define rank varieties for these algebras. When n = 2, the two approaches used define the
same rank variety, and for any n this rank variety is also given in terms of the projective space P1.
In this paper all algebras are finite-dimensional over a field k, and all modules are finite-dimensional left modules.
2. Preliminaries
In this section, we establish some notation and recall the definition of support varieties for finite-dimensional Hopf
algebras. We also prove two technical results that will be needed later on.
2.1. Varieties
Let A be a finite-dimensional algebra over an algebraically closed field k and let A-mod be the category of finite-
dimensional left A-modules. Suppose we have a map V from A-mod to a set S containing a distinguished element 0. The
following four conditions are fundamental to all the existing ‘‘module variety’’ theories.
(C1) V (M ⊕ N) = V (M) ∪ V (N), for allM,N ∈ A-mod.
(C2) Let 0→ M1 → M2 → M3 → 0 be an exact sequence of finite-dimensional A-modules; then V (Mi) ⊂ V (Mj)∪ V (Ms),
where {i, j, s} = {1, 2, 3}.
(C3) V (Ωn(M)) = V (M), for all n ∈ Z and for allM ∈ A-mod.
(C4) (Dade’s Lemma) V (M) = {0} if and only ifM is projective.
If A is a Hopf algebra, the cohomological support variety of a module can be defined as follows. Denote by Ext>0A (k, k)
the unique homogeneous maximal ideal of ExtevA (k, k). Let M and N be two finitely generated A-modules and let ψM :
ExtevA (k, k) → ExtevA (M,M) be the ring homomorphism given by tensoring an extension representing an element of
ExtnA(k, k)withM . Using ψM , we can view Ext
∗
A(M,N) as an Ext
ev
A (k, k)-module.
Definition 2.1. Let Ann(M,N) denote the annihilator of Ext∗A(M,N) under the action of Ext
ev
A (k, k). Let Proj Ext
ev
A (k, k) be the
set of homogeneous prime ideals not contained in any homogeneous prime except Ext>0A (k, k). The support variety V
s(M,N)
is the set of elements of Proj ExtevA (k, k) containing Ann(M,N). We write V
s(M) for V s(M,M).
Note that V s(M) ⊂ V s(k). We assume for the rest of this section that ExtevA (k, k) is a finitely generated commutative ring
and that Ext∗A(M,N) is finitely generated as an Ext
ev
A (k, k)-module. Then applying verbatim the proof of [10, Proposition 2]
gives the following results.
Lemma 2.2. Let M and N be finite-dimensional A-modules. Then (C1)–(C4) hold and we have
(1) V s(M,N) ⊂ V s(M) ∩ V s(N).
(2) V s(M ⊗ N) ⊂ V s(M) ∩ V s(N).
(3) V s(M) =S V s(M, S), where the union is over all simple A-modules S.
Following Carlson [3], we can associate to a non-zero element ζ ∈ ExtnA(k, k) ∼= Hom(Ωn(k), k) the kernel, Lζ , of the
corresponding map ζˆ : Ωn(k) → k. Here HomA(M,N) is the morphism set in the stable category, that is, the quotient
of HomA(M,N) by the space of homomorphisms factoring through a projective module. Let ζ be a homogeneous element
in ExtevA (k, k); then ⟨ζ ⟩ denotes the subvariety consisting of all elements of Proj ExtevA (k, k) containing ζ . The proof of [10,
Proposition 3] goes through to give the following.
Proposition 2.3. For any finite-dimensional A-module M we have V s(M ⊗ Lζ ) = V s(M) ∩ ⟨ζ ⟩.
2.2. The Heller translate and reciprocity
LetΛ be a finite-dimensional Hopf algebra over a field k. LetM be an indecomposableΛ-module which has period 2, so
that there is an exact sequence
0→ M → X1 → X0 → M → 0 (1)
where the Xi are projective. All even-dimensional Ext-groups Ext2nΛ (M,M) are isomorphic because Ext
m
Λ(A, B) ∼=
Extm−1Λ (Ω(A), B), and in fact they are all isomorphic to the stable endomorphism ring End(M). It follows that Ω2 induces
an automorphism of End(M). Carlson gives a condition in [3, Proposition 3.6] for this automorphism to be the identity. His
proof was in the group algebra case, but it goes through for arbitrary Hopf algebras.
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Lemma 2.4. Let f ∈ End(M) represent an element ξ ∈ Ext2Λ(M,M) in the image of the map − ⊗ M : Ext2Λ(k, k) →
Ext2Λ(M,M). ThenΩ
2(f ) = f , where the underline denotes the image in the stable category.
Proof. Let (∂, F∗) be aΛ-projective resolution of k. Then (∂⊗ id, Fi⊗M) is a projective resolution ofM , and there is a chain
map θ between this resolution and (1):
Ω2(k)⊗M   / F1 ⊗M ∂1⊗id / F0 ⊗M ϵ⊗id / M
M
µ
O
ι / X1
θ1
O
d / X0
θ0
O
π / M.
Hereµ is a split monomorphism. The condition on f means that f = (g ⊗ id) ◦µ for some g ∈ HomΛ(Ω2(k), k), and we
assume that g ≠ 0. We then get a sequence representing f as follows:
0 / Ω2(k)⊗M /
g⊗id

F1 ⊗M /
q⊗id

F0 ⊗M / M / 0
0 / M
α / F1
ker g ⊗M
∂¯1⊗id / F0 ⊗M / M / 0,
where q is the quotient map and α(m) = q(y)⊗ m, where y is some fixed element ofΩ2(k) such that g(y) = 1. Now ξ 2 is
represented byΩ2(f ) ◦ f , and also by the Yoneda product of two copies of the bottom row of the diagram above. As a map
fromM toM , the Yoneda composition corresponds to f 2 because the following diagram commutes:
M 
 /
f 2

X1 /
(q⊗f )◦θ1

X0
ι◦π /
(id⊗f )◦θ0

X1 /
q◦θ1

X0 / /
θ0

M
M 
 α / F1
ker g ⊗M
∂¯1⊗id / F0 ⊗M α◦(ϵ⊗id)/ F1ker g ⊗M
∂¯1⊗id / F0 ⊗M ϵ⊗id / / M.
ThereforeΩ2(f )◦ f = f 2 in the stable category. Replacing f by id+f , if necessary, wemay assume that f is invertible (recall
thatM is indecomposable so its endomorphism ring is local). The result follows. 
Our second lemma is a reciprocity result for Hopf algebras.
Lemma 2.5. Let Γ be a subalgebra of Λ, so Γ has a ‘‘trivial module’’ kΓ defined by the counit ϵ of Λ restricted to Γ . Then, for
anyΛ-module M, we have
(M|Γ )↑Λ∼= (kΓ↑Λ)⊗M.
Proof. Let∆ be the coproduct onΛ and write∆(λ) =∑ λ(1) ⊗ λ(2). The map is given by
λ⊗Γ m →
−
(λ(1) ⊗Γ 1)⊗ λ(2)m.
It is well defined because, for λ ∈ Λ and γ ∈ Γ , we have
λγ ⊗Γ m →
−
(λ(1)γ(1) ⊗Γ 1)⊗ λ(2)γ(2)m
=
−
(λ(1) ⊗ ϵ(γ(1)))⊗ λ(2)γ(2)m
=
−
(λ(1) ⊗Γ 1)⊗ λ(2)ϵ(γ(1))γ(2)m
=
−
(λ(1) ⊗Γ 1)⊗ λ(2)γm,
which is the image of λ⊗Γ γm. It is easy to check that this is a module homomorphism with inverse
(λ⊗Γ 1)⊗m →
−
λ(1) ⊗ S(λ(2))m,
where S is the antipode. 
The same result holds withM ⊗ (kΓ↑Λ) instead of (kΓ↑Λ)⊗ M , showing that these two modules are isomorphic even
ifΛ is not cocommutative.
Remark 2.6. WhenΓ is a sub-Hopf algebra ofΛ, there is a stronger result, that (N⊗M|Γ )↑Λ∼= (N↑Λ)⊗M for anyΓ -module
N . The proof is similar to that of Lemma 2.5, but in this case the map is given by
λ⊗Γ (n⊗m) →
−
(λ(1) ⊗Γ n)⊗ λ(2)m.
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3. Detecting projectivity
In this section, we introduce a condition on the cohomology of a Hopf algebra Λ that is sufficient to determine a set
of subalgebras of Λ with the property that a Λ-module is projective if and only if it is projective when restricted to all
subalgebras of this set. This condition will be very useful for defining rank varieties for certain classes of Hopf algebras.
Definition 3.1. An element ξ of ExtnΛ(M,N) is of induced type if it can be represented by a sequence of the form
0→ M → Ln−1 ⊗ (kHn−1↑Λ)→ · · · → L0 ⊗ (kH0↑Λ)→ N → 0
for some modules L0, . . . , Ln−1 and some proper subalgebras H0, . . . ,Hn−1 ofΛ. The Hi are said to be involved in ξ .
Definition 3.2. A subalgebra Γ ofΛ is called a flat subalgebra ifΛ is projective as a left Γ -module.
Definition 3.3. A collection of subalgebrasA ofΛ is said to detect projectivity if aΛ-moduleM is projective if and only if it
is projective on restriction to every A ∈ A.
IfA detects projectivity, every element ofAmust be a flat subalgebra ofΛ.
Theorem 3.4. Suppose there exists a two-dimensional subspace of ExtnΛ(k, k), where n ≥ 2 is even, such that every element of this
subspace is of induced type and the subalgebras involved can be taken to be flat. LetA be the collection of these flat subalgebras.
ThenA detects projectivity.
The proof is based on Carlson’s ideas from [3].
Proof. If M is projective then it is projective on restriction to any A ∈ A by the flatness condition. So suppose M is
indecomposable and projective on restriction to every element ofA; we wish to show thatM is a projectiveΛ-module.
Let ξ1 and ξ2 span the subspace given by the hypothesis of the theorem. These are of induced type, and by tensoring with
M and using Lemma 2.5 we get a sequence
Cξ1 ⊗M : 0→ M → Ln−1 ⊗ (M|Hξn−1 )↑Λ→ · · · → L0 ⊗ (M|H ′ξ1 )↑
Λ→ M → 0,
where Hξ1 and H
′
ξ1
are inA. The middle terms are projective because induction preserves projectivity, soΩn(M) ∼= M , and
for all l ∈ N0 we have that ExtnlΛ(M,M) is isomorphic to End(M).
This means that Cξ1 ⊗ M and Cξ2 ⊗ M correspond to elements f1 and f2 of End(M). This ring is local because M is
indecomposable. Therefore any linear combination f = αf1+βf2, withα andβ such that at least one is nonzero, is nilpotent.
The map f represents Cαξ1+βξ2 ⊗M . By Lemma 2.4, powers of this correspond to powers of f , which are eventually zero. But
repeated Yoneda splices of Cαξ1+βξ2 ⊗ M begin a projective resolution ofM , so can never be zero unlessM is projective, as
Λ is self-injective. 
LetA be a set of subalgebras ofΛ. We define the map V : Λ-mod→ A ∪ {0} by
V (M) = {0} ∪ {A ∈ A : M|A is not projective }.
Lemma 3.5. LetA be a set of self-injective subalgebras ofΛ that detect projectivity. Then V as defined above satisfies (C1)–(C4).
Proof. Property (C1) follows immediately from the definition, and (C4) holds by hypothesis. As any A ∈ A is self-injective,
we have that the exact sequence
0→ M1|A → M2|A → M3|A → 0
splits if any two modulesMs|A,Mj|A are projective. ThenMi|A is also projective, and therefore (C2) holds. Part (C3) is proved
by induction. For n = 1, we consider the exact sequence 0 → Ω(M)→ P → M → 0, where P is a projective cover ofM .
Then P|A is projective and (C2) proves the result. 
4. The Drinfeld double of the Taft algebra when n = 2
We apply the results of the previous section to the case of the Drinfeld doubleD(Λ2) of the Taft algebra when n = 2, over
an algebraically closed field k of characteristic not equal to 2. This algebra is given by generators and relations as follows:
D(Λ2) = ⟨x, X, g,G|x2, X2, g2 = 1, G2 = 1, gG = Gg, gx = −xg,
gX = −Xg, Gx = −xG, GX = −XG, xX + Xx = 1− gG⟩.
D(Λ2) has a Hopf structure with respect to which the elements g and G are grouplike, and the coproduct of x and X is given
by
∆(x) = 1⊗ x+ x⊗ g
∆(X) = 1⊗ X + X ⊗ G.
The counit sends g and G to 1 and kills x and X .
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Lemma 4.1. The elements f+ = (1/2)(1 + gG) and f− = (1/2)(1 − gG) are central primitive idempotents in D(Λ2), and the
block D(Λ2)f− is semisimple.
Proof. Only the semisimplicity needs checking. If E = xf− and F = Xf−, then EF + FE = 2f−, so the subalgebra generated
by E and F is isomorphic toM2(k) via
E →

0 0
1 0

F →

0 2
0 0

.
Since D(Λ2)f− = ⟨E, F⟩ o ⟨gf−⟩ and k⟨g⟩ is semisimple, we have that D(Λ2)f− ∼= M2(k)⊕M2(k). 
For α, β ∈ k not both zero, we define Hαβ to be ⟨g,G, αx + βX⟩. The reason for introducing these subalgebras is that
they satisfy the conditions of Theorem 3.4 for D(Λ2), which we will now check.
Lemma 4.2. D(Λ2) is free as a left Hαβ-module.
Proof. Put H = Hαβ . It is easy to verify that
D(Λ2)|H = H ⊕ H · (βx− αX),
and the second factor is isomorphic to H as a left H-module. 
Let k be the trivial D(Λ2)-module, and k− the one-dimensional D(Λ2)-module on which g and G act as−1.
Lemma 4.3. The module kHαβ↑D(Λ2) is two-dimensional and indecomposable with top k and socle k−. Also any two-dimensional
indecomposable module with top k and socle k− is induced from the trivial module of some Hαβ . For all α, β, γ , δ with (α, β) ≠
(0, 0) ≠ (γ , δ), there is an exact sequence
0→ k → kHαβ↑D(Λ2) ⊗k− → kHγ δ↑D(Λ2)→ k → 0.
Proof. Let H = Hαβ and let α ≠ 0. It is easy to verify that α ⊗ 1 and X ⊗ 1 form a basis for kH↑D(Λ2)= D(Λ2) ⊗H kH , and
that X ⊗ 1 generates a submodule isomorphic to k−.
Given any two-dimensional indecomposable module with top k and socle k−, we may choose a basis such that the
elements x and X act via matrices of the form
0 −β
0 0

and

0 α
0 0

.
If α ≠ 0, then the action of D(Λ2) is the same as on the basis for kHαβ↑D(Λ2) given above, so these modules are isomorphic.
Similar arguments hold for β ≠ 0. The claim about exact sequences follows immediately. 
To apply Theorem 3.4 to the familyA = {Hαβ : (α, β) ≠ (0, 0)}, we need to verify the condition on Ext2D(Λ2)(k, k).
Lemma 4.4. Every element of Ext2D(Λ2)(k, k) is of induced type with all algebras involved of the form Hαβ .
Proof. Let e± = (1/4)(1±g±G+gG), soD(Λ2)e+ andD(Λ2)e− are the projective covers P+, P− of k and k−. Thesemodules
are spanned by e±, xe±, Xe±, xXe± and have the Loewy structures
k
k− k−
k
and
k−
k k
k−
(2)
respectively. Therefore there is a minimal projective resolution of k given by
· · · →
2i+1
j=1
P+
∂2i→
2i
j=1
P−
∂2i−1→
2i−1
j=1
P+ → · · · → P+ ∂0→ k → 0. (3)
We define φˆi ∈ Ext2D(Λ2)(k, k) to be the class of the homomorphism φi : ⊕3j=1P+ → kwhich sends e+ in the ith summand to
1 and kills the other two summands.
Let xi ∈ Ext1D(Λ2)(k−, k) be given by
0→ k → Si ⊗ k− → k− → 0,
where S1 is the two-dimensional module ⟨t, s⟩ such that ⟨s⟩ ∼= k−, xt = s, Xt = 0, S1/⟨s⟩ ∼= k, and S2 is the samemodule but
with the roles of x and X reversed. Let yi be the element of Ext1D(Λ2)(k, k−) given by tensoring xi with k−. The xi are a basis
of Ext1D(Λ2)(k−, k) and the yi are a basis of Ext
1
D(Λ2)(k, k−), using (2). We compute that x1y1 = φˆ1, x1y2 = φˆ2 = x2y1 and
x2y2 = φˆ3, and so the map induced by Yoneda product
Ext1D(Λ2)(k−, k)⊗ Ext1D(Λ2)(k, k−)→ Ext2D(Λ2)(k, k)
is onto with kernel spanned by x1 ⊗ y2 − x2 ⊗ y1. An element of a tensor product of vector spaces U ⊗ V is called pure if
it is of the form u⊗ v for u ∈ U, v ∈ V . Any coset of the kernel contains a pure tensor, because∑ij aijxi ⊗ yj is pure if and
only if det[aij] = 0. Therefore every element η of Ext2D(Λ2)(k, k) can be written as a product of elements of Ext1D(Λ2)(k−, k)
and Ext1D(Λ2)(k, k−). Any element of these groups is of induced type by Lemma 4.3, so η is of induced type. 
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This result actually holds for every Ext-group between one-dimensional simple modules, and it follows that
Ext∗D(Λ2)(k±, k∓) is generated as an Ext
∗
D(Λ2)(k, k)-module by Ext
1
D(Λ2)(k±, k∓). We will prove this generation property later
as part of the more general Theorem 5.4.
We are now in a position to define rank varieties for D(Λ2).
Definition 4.5. LetM be a D(Λ2)-module. Then the rank variety V r(M) is defined to be
{0} ∪ {(α, β) ∈ k2 : M|Hαβ is not projective}.
Note that this is a union of lines through the origin in k2, so there is a corresponding projective variety V¯ r(M). That this variety
satisfies Dade’s Lemma is immediate from Theorem 3.4. In fact, by Lemma 3.5, the rank variety V r satisfies (C1)–(C4).
Next we show that the rank variety is well behaved under tensor products.
Lemma 4.6. Let M and N be finite-dimensional D(Λ2)-modules. Then
V r(M ⊗ N) = V r(M) ∩ V r(N).
Proof. The result is equivalent to showing that (M⊗N)|Hαβ is projective if and only ifM|Hαβ or N|Hαβ is projective. Without
loss of generality, we choose M and N to be indecomposable. If f−M ≠ 0, then M is simple projective by Lemma 4.1, so
M ⊗ N is projective and the lemma follows. So we may assume thatM = f+M and N = f+N .
It is therefore enough toprove that (M⊗N)|Hαβ f+ is projective if andonly ifM|Hαβ f+ orN|Hαβ f+ is projective. The subalgebra
H := Hαβ f+ is isomorphic to k⟨s⟩ n k[t]/t2, where t corresponds to t = (αx+ βX)f+ and s to gf+ = Gf+, so sts = −t .
The coproduct on D(Λ2) acts as follows:
∆(t) = (αx⊗ g + βX ⊗ G+ 1⊗ (αx+ βX))(f+ ⊗ f+ + f− ⊗ f−)
∆(s) = (g ⊗ g)(f+ ⊗ f+ + f− ⊗ f−). (4)
Therefore t acts onM⊗N as t⊗ s+1⊗ t , s acts as s⊗ s and f+ as the identity. ThenH is a Hopf algebra with comultiplication
∆(t) = t ⊗ s+ 1⊗ t ,∆(s) = s⊗ s, counit ϵ(s) = 1, ϵ(t) = 0 and antipode S(s) = s, S(t) = −ts. With this action we have
(M⊗N)H ∼= M|H ⊗N|H . Therefore (M⊗N)H is projective if and only ifM|H is projective or N|H is projective. The statement
then follows immediately by the definition of the rank variety. 
4.1. The restriction map resD(Λ2)Hαβ
We will need later to understand the map resD(Λ2)Hαβ : Ext∗D(Λ2)(k, k) → Ext∗Hαβ (k, k) induced by the inclusion Hαβ ↩→
D(Λ2). Let P be the minimal D(Λ2)-projective resolution (3) of k and let Q be a minimal Hαβ-projective resolution of k. In
order to compute the restriction map we compute a chain map lifting the identity k → k to a map Q → P|Hαβ . From the
proof of Lemma 4.4 we see that
P+|Hαβ = ⟨e+, (αx+ βX)e+⟩ ⊕ ⟨(αX − βx)e+, xXe+⟩, (5)
where the first summand is isomorphic to the Hαβ-projective cover Q+ of k and the second to the Hαβ-projective cover Q−
of k−. A similar result holds for the restriction of P−. Therefore a minimal Hαβ-projective resolution of k can be obtained by
taking repeated Yoneda splices of
0→ k → Q− → Q+ → k → 0,
and so Ext∗Hαβ (k, k)
∼= k[γ ], where γ is the element of Ext2Hαβ (k, k) represented by the sequence above.
We now give the lift between Q and P|Hαβ :
P+ ⊕ P+ ⊕ P+ / P− ⊕ P− / P+ / k / 0
Q+ /
O
Q− /
O
Q+ /
O
k / 0.
The horizontal maps on the top row are determined by
(ae+, be+ce+) → ((ax+ bX)e−, (bx+ cX)e−)
(ae−, be−) → (ax+ bX)e+ e+ → 1
reading from left to right. Identifying Q+ with the first summand in (5) and Q− with the corresponding summand of P−|Hαβ ,
the horizontal maps on the bottom row are e+ → (αx + βX)e−, e− → (αx + βX)e+ and e+ → 1. The vertical maps are
e+ → (α2e+, αβe+, β2e+), e− → (αe−, βe−) and e+ → e+.
The ring structure of Ext∗D(Λ2)(k, k)was computed by Taillefer in [13]:
Ext∗D(Λ2)(k, k) = k[x, y, z]/(xy− z2),
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where x, y, z all have degree 2. These correspond to homomorphisms ux, uy, uz from P+ ⊕ P+ ⊕ P+ to k:
ux(a, b, c) = a · 1 uy(a, b, c) = c · 1 uz(a, b, c) = b · 1.
Our computations show that
resD(Λ2)Hαβ x = α2γ res
D(Λ2)
Hαβ
y = β2γ resD(Λ2)Hαβ z = αβγ .
The map k2 → maxspec Ext∗D(Λ2)(k, k) = {(a, b, c) ∈ k3 : ab = c2} induced by restriction is therefore a bijection, but
not invertible as a map of varieties (the inverse will involve a square root). This is the same as the situation for elementary
abelian groups: see [2, Remark after 5.8.2].
Remark 4.7. Given a k-algebra A, a group G such that kG is semisimple, and a map G → Aut A, form the split extension
B = A o kG. For any B-moduleM , there is a ring isomorphism
Ext∗B(M,M) ∼= Ext∗A(M|A,M|A)G,
where the right-hand side is the ring of G-invariants. This can be used to find the ring structure of Ext∗D(Λ2)(k, k) as follows:
as shown in Section 5, the principal block of D(Λ2) is Morita equivalent to the split extension of A = k[x1, x2]/(x21, x22) by a
cyclic group ⟨g⟩ of order 2, where g conjugates each generator to its additive inverse. Ext∗A(k, k) is isomorphic to k[η1, η2]
with the ηis in degree 1, and the action of g multiplies ηi by−1. Therefore the ring of invariants is generated by η21 , η22 and
η1η2, and is isomorphic to k[x, y, z]/(xy− z2).
4.2. Connecting the rank and support varieties
In this section, we show that the rank variety and support variety for D(Λ2) are homeomorphic. The finite generation we
need for the good behaviour of the support variety is obtained in Section 5.1.
Note that, by the results of the previous section, Ext∗Hαβ (k, k)
∼= k[γ ], where γ is in degree 2. We write ταβ for the
restriction map resD(Λ2)Hαβ which is surjective by the results of Section 4.1. The kernel of ταβ is therefore in Proj Ext
ev
D(Λ2)(k, k),
as any subring of k[γ ] does not have zero divisors, and it depends only on the line (α, β) through the origin and (α, β).
Lemma 4.8. Let ζ ∈ Ext∗D(Λ2)(k, k) and M be an indecomposable D(Λ2)-module. Then (ζ ⊗M)|Hαβ = 0 if and only if M|Hαβ is
projective or ταβ(ζ ) = 0.
Proof. AsM is indecomposable, we can assumewithout loss of generality that f+M = M . Recall thatHαβ f+ ∼= k⟨s⟩nk[t]/t2,
so it has two simple one-dimensional modules which we denote by k and k−. Therefore M|Hαβ f+ is the direct sum of a
projective module Mp and a semisimple module Mn. Using (4), we have that the sequence representing (ζ ⊗ M)|Hαβ f+
decomposes as a direct sum of a sequence representing (ζ ⊗Mn)|Hαβ f+ and a sequence representing (ζ ⊗Mp)|Hαβ f+ .
Clearly, (k ⊗ Mp)|Hαβ f+ ∼= Mp, which is projective (hence injective) as an Hαβ f+-module. So the sequence representing
(ζ ⊗Mp)|Hαβ f+ splits. AsMn decomposes as a direct sum of one-dimensional simple modules, (ζ ⊗Mn)|Hαβ f+ is a direct sum
of copies of ταβ(ζ ) and ταβ(ζ )⊗ k−. So (ζ ⊗M)|Hαβ f+ = 0 if and only ifM|Hαβ f+ is projective or ταβ(ζ ) = 0. 
Theorem 4.9. For any D(Λ2)-module M, the map φM : V¯ r(M)→ V s(M) sending (α, β) to ker ταβ is bijective.
Proof. Let (α, β) ∈ V r(M); thenM|Hαβ is not projective. Let ζ ∈ kerψM be a homogeneous element. Then (ζ ⊗M)|Hαβ = 0,
and by the previous lemma we have ταβ(ζ ) = 0. This shows that kerψM ⊆ ker ταβ , so the map φM sends V¯ r(M) to V s(M)
and is well defined.
The calculation of resD(Λ2)Hαβ given earlier shows that the map is injective, so it remains to show surjectivity. Again using
the calculation we have that every element of V s(k) is of the form ker ταβ . Let Ann(M,M) ⊆ ker ταβ . We need to show that
(α, β) ∈ V r(M). There are homogeneous elements ζ1, . . . , ζn such that ker ταβ = ∩ni=1⟨ζi⟩. We set Lζ = Lζ1 ⊗ · · · ⊗ Lζn ;
then V s(Lζ ⊗ M) = ker ταβ = φM(α, β) by applying Lemma 2.3 repeatedly. The first part of the proof then implies that
(α, β) ∈ V¯ r(Lζ ⊗M). Therefore (α, β) ∈ V r(M) by Lemma 4.6. 
5. The Drinfeld double of the Taft algebra when n > 2 and uq(sl2)
Let k be a field whose characteristic does not divide n, which contains a primitive nth root of unity q. The Drinfeld double
of the Taft algebra over k is presented as follows:
D(Λn) = ⟨x, X, g,G|xn, Xn, gn = 1, Gn = 1, gG = Gg, gx = q−1xg,
gX = qXg, Gx = q−1xG, GX = qXG, xX − qXx = 1− gG⟩.
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This algebra has a Hopf structure with respect to which the elements g and G are grouplike, and the coproduct of x and X is
given by
∆(x) = 1⊗ x+ x⊗ g
∆(X) = 1⊗ X + X ⊗ G.
The antipode S inverts g and G, and satisfies S(x) = −xg−1 and S(X) = −XG−1 The counit ϵ has ϵ(g) = ϵ(G) = 1 and
ϵ(x) = ϵ(X) = 0.
uq(sl2) is a finite-dimensional quotient of the quantized enveloping algebra of sl2. There is some variation in notation
and defining relations for this algebra in the literature [8, VI.5], [12,7,9].
According to [4] and [12], a non-semisimple blockB of D(Λn) or of uq(sl2) contains exactly two isomorphism classes of
simple modules, S and T , say. The Loewy structures of the projective covers PS and PT are
S
T T
S
and
T
S S
T
respectively. The projective module P = PS ⊕ PT is a progenerator ofB, which is therefore Morita equivalent to EndB(P)op.
Lemma 5.1. EndB(P)op is isomorphic to the algebra A given by
k⟨y1, y2⟩/⟨y21, y22, y1y2 + y2y1⟩ o k⟨g⟩, (6)
where g2 = 1 and gyig−1 = −yi.
The algebra A is a split extension of the quantum symmetric algebra [1] generated by y1 and y2 by the group algebra of a
cyclic group ⟨g⟩ of order 2.
Proof. By replacing y2 with x2 = gy2 and setting x1 = y1, we see that A is isomorphic to
A′ = k[x1, x2]/⟨x21, x22⟩ o k⟨g⟩,
where g2 = 1 and gxig−1 = −xi, a split extension of the Kronecker algebra by a cyclic group of order 2. Suter [12, §5] shows
that EndB(P)op ∼= A′ for uq(sl2), and the proof is identical for D(Λn). It uses the expression
EndB(P) =

EndB(PS) HomB(PS, PT )
HomB(PT , PS) EndB(PT )

.
The generators g, x1, x2 correspond to matrices of the form
id 0
0 − id

,

0 φ
0 0

,

0 0
ψ 0

respectively. 
Consider the subalgebra B of A generated by y1 and y2, which is isomorphic to k⟨y1, y2⟩/(y21, y22, y1y2 + y2y1). If the
characteristic of k is not 2, then an A-module is projective if and only if it is projective on restriction to B. Let Bαβ =
⟨αy1 + βy2, g⟩, where α, β ∈ k are not both zero. Using [1, 3.1,3.3], or by applying the results of Section 3, we see that
the rank variety for A-modules defined by
V r(M) = {(α, β) ∈ k2 : M|Bαβ is not projective}
satisfies (C1)–(C4) for all finitely generated A-modules. Note that, with the notation of the previous section, we have
Bαβ ∼= Hαβ f+.
Remark 5.2. The algebra A is isomorphic to the quiver algebra kQ/I appearing n [4, 2.26] and [13]. If k has characteristic 2
then A is isomorphic to the group algebra of an elementary abelian group of order 8.
Let e be an idempotent in B such that P = Be, so A ∼= EndB(Be)op ∼= eBe, where the second isomorphism is given
by f → f (e). Then the Morita equivalence between Bmod and eBemod acts on modules byM → eM . It follows thatM is a
projectiveB-module if and only if eM is projective when regarded as an A-module by the isomorphism A ∼= eBe.
Definition 5.3. Let char k ≠ 2 and letM be a finitely generated D(Λn)-module or a uq(sl2)-module that belongs to a block
B. Let e be an idempotent inB such thatBe is a progenerator. Then the rank variety V r(M) is defined to be
{(α, β) ∈ k2 : eM|Bαβ is not projective}.
By the previous remark this defines a rank variety satisfying (C1)–(C4).
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5.1. Finite generation of the Ext-ring of A
Let k be a field of characteristic not 2 and let A be as in (6). Then A has two projective indecomposable summands
P+ := Ae+ and P− := Ae−, where e+ = 1 + g and e− = 1 − g . We denote the respective simple modules by k+ and
k−.
Theorem 5.4. Let M, N be two finitely generated A-modules. Then Ext∗A(M,N) is finitely generated as an Ext
∗
A(k, k)-module and
Ext∗A(k, k) is a finitely generated algebra.
Proof. By [13, 3.3] or Remark 4.7 the cohomology ring Ext∗A(S, S) is isomorphic to by k[x, y, z]/(z2 − xy), where x, y and z
are in degree two for S = k− or S = k+. Therefore Ext∗A(S, S) = ExtevA (S, S) is a finitely generated commutative ring.
By induction on the length of a composition series ofM andN , it is sufficient to show that Ext∗A(k+, k−) is finitely generated
as an Ext∗A(k+, k+)-module.We show next that Ext
∗
A(k+, k−) is generated by Ext
∗
A(k+, k+) in degree one. Note that aminimal
projective resolution P is given by
· · · → P+ ⊕ P+ ⊕ P+ → P− ⊕ P− → P+.
We denote by ej the idempotent generating the jth copy of P± at a fixed degree in this projective resolution. The differentials
are then given by ∂i(ei+1) = y1ei, ∂i(e1) = y2e1 and ∂i(ej) = y2ej + y1ej−1 for 1 < j < i + 1. Therefore Ext∗A(k+, k−) is
non-zero only in odd degrees and dim Ext2i+1A (k+, k−) = 2i+ 2.
Similarly, a minimal projective resolution P− of k− is given by
· · · → P− ⊕ P− ⊕ P− → P+ ⊕ P+ → P−.
The differentials are as above.
LetP denote the category of projective finite-dimensional A-modules and let K−,b(P ) denote the homotopy category of
bounded above complexes with bounded homology. Then we can identify ExtnA(k+, k−) with HomK−,b(P )(P, P−[n]). So let
ζ ∈ ExtnA(k+, k−) be a non-zero element with n odd. Then we can view ζ as an element of HomK−,b(P )(P, P−[n]). We fix
1 ≤ t ≤ n+1 and take ζ it (ej) = ej−t+1 for j = t, . . . , t+ i−n and i ≥ n and 0 otherwise. The elements ζt span ExtnA(k+, k−).
Then ζt factors through a map f : P[n− 1] → P−[n] and h : P→ P[n− 1] as
· · · /
n+1
i=1
P− /
hn

n
i=1
P+ /

n−1
i=1
P− /

· · · / P+ /

0
· · · /
2
i=1
P− /
f n

P+ /

0

/ · · · / 0 /

0
· · · / P− / 0 / 0 / · · · / 0 / 0,
where hi(ej) = et−j+1 for j = t, . . . , t + i − n + 1 and i ≥ n − 1 and is 0 otherwise. The map f is given by f i(ej) = ej
for j = 1, . . . , i − n + 1 and i ≥ n and 0 otherwise. Then f ∈ HomK−,b(P )(P[n − 1], P−[n]) can be seen as an element of
Ext1A(k+, k−) and h as an element of Ext
n−1
A (k+, k+). Furthermore, composition of chain maps in K−,b(P ) corresponds to
Yoneda multiplication in the Ext-ring. This finishes the proof. 
By Lemma 5.1, the non-semisimple indecomposable blocks of D(Λn) and uq(sl2) are Morita equivalent to A. So the
previous theorem gives the following.
Corollary 5.5. Let H be uq(sl2) or D(Λn) for some n. Let M, N be finitely generated H-modules. Then Ext∗H(M,N) is finitely
generated as an Ext∗H(k, k)-module and Ext
∗
H(k, k) is a finitely generated algebra.
Remark 5.6. We can use previous results to determine certain restriction maps. Define Bαβ = ⟨αy1 + βy2, g⟩ for α, β not
both zero. Then the restriction map resABαβ : Ext∗A(k, k)→ Ext∗Bαβ (k, k) is identical to the one computed in Section 4.1 as the
non-semisimple block D(Λ2)f+ of D(Λ2) is isomorphic to A, with the isomorphism sending Hαβ f+ to Bαβ .
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