Suppose that the matrix equation AXB = C with unknown matrix X is given, where A, B, and C are known matrices of suitable sizes. The matrix nearness problem is considered over the general and least squares solutions of the matrix equation AXB = C when the equation is consistent and inconsistent, respectively. The implicit form of the best approximate solutions of the problems over the set of symmetric and the set of skew-symmetric matrices are established as well. Moreover, some numerical examples are given for the problems considered.
Introduction and Notations
Let R m×n , SR n×n , and SSR n×n be the set of m × n real matrices, the set of n×n real symmetric matrices, and the set of n×n real skew-symmetric matrices, respectively. The symbols A T , A † , and A will denote the transpose, the Moore-Penrose generalized inverse, and the Frobenius norm (see, for example, [7] ), respectively, of a matrix A ∈ R m×n . Further, vec (·) will stand for the vec operator, i.e. vec (A) = a T for the matrix A = (a 1 , a 2 , . . . , a n ) ∈ R m×n , a i ∈ R m×1 , i = 1, 2, . . . , n, and A ⊗ B will stand for the Kronecker product of matrices A and B ∈ R m×n , (see [5] ). The well-known linear matrix equation AXB = C, where A, B, C are known matrices of suitable sizes and X is the matrix of unknowns, were studied in the case of special solution structures, e.g. symmetric, triangular or diagonal solution X in [1, 2, 3, 4, 15, 16] using matrix decomposition such as the singular value decomposition (SVD), the generalized SVD, the quotient SVD, and the canonical correlation decomposition. In these literatures, the matrix equation AXB = C is consistent. But, it is rarely possible to satisfy the consistency condition of the matrix equation AXB = C, since the matrices A, B, and C occurring in practice are usually obtained from an experiment.
An iteration method to solve the linear matrix equation AXB = C over the set of symmetric matrices have constructed by Peng et al. [17] . In addition, Peng [19] has established an iterative method to solve the minimum Frobenius norm residual problem: min AXB − C where X is the symmetric matrix of unknowns. Huang and Yin solved the constrained inverse eigenproblem and associated approximation problem for anti-Hermitian R-symmetric matrices and the matrix inverse problem and its optimal approximation problem for R-symmetric matrices in [8] and [9] , respectively. Huang et al. gave the precise solutions to the minimum residual problem and the matrix nearness problem for symmetric matrices or skew-symmetric matrices in [10] and constructed an iterative method to solve the linear matrix equation AXB = C over the set of skew-symmetric matrices in [11] .
This work is devoted to give the best approximate solutions of the following two problems, which are interesting and known as the matrix nearness problems, in an alternative way: Problem 1 For given matrices A ∈ R m×n , B ∈ R p×r , and C ∈ R m×r , let S G be the set of all solutions of the consistent matrix equation
For a given matrix X 0 ∈ R n×p , findX ∈ S G such that
Problem 2 For given matrices A ∈ R m×n , B ∈ R p×r , and C ∈ R m×r , let S E be the set of all least squares solutions of the minimum residual problem
For a given matrix X 0 ∈ R n×p , findX ∈ S E such that
In fact, the Problems 1 and 2 are to find the best approximate solution for a given matrix X 0 ∈ R n×p over the set of general solutions (S G ) and the least square solutions (S E ) of the matrix equation AXB = C, respectively. These problems are known as the matrix nearness problem in the literature. The matrix nearness problem is very important in applied sciences and has been extensively studied in recent years (see, for example, [6, 12, 13, 18] ). Therefore, it is important to give the best approximate solutions of the problems in implicit forms.
In general, numerical algorithms or iteration methods for solving these problems are suggested in most of the works mentioned above.
In this work, the implicit forms of the best approximate solutions to the problems mentioned above have been obtained over the set of symmetric and the set of skew-symmetric matrices using the Moore-Penrose generalized inverse. Moreover, some numerical examples are given via Matlab 7.5. The matrices in the examples have been taken from related reference work articles.
Preliminary Results
The vector x 0 ∈ R n×1 is the best approximate solution (BAS) to the inconsistent system of linear equations Ax = g, where A ∈ R m×n , if and only if
The vector x 0 ∈ R n×1 is a least squares solution (LSS) to the inconsistent system of linear equations Ax = g, where A ∈ R n×1 , if and only if
for all x ∈ R n×1 [5] . It is noteworthy that there may be many LSS for an inconsistent system of linear equations. In addition, an LSS may not be the BAS while the BAS is always a LSS. However, the BAS is always unique.
We close this section by giving two auxiliary results related to the problems mentioned earlier and which will be used in the rest of the work.
Lemma 1 Suppose that S G ′ is the set of all solutions to the consistent system of linear equations Ax = g, where A ∈ R m×n is a known matrix, g ∈ R m×1 is a known vector, and x ∈ R n×1 is the vector of unknowns. For a given vector
Proof. If x ∈ S G ′ , then it can be written in the form
. Thus, the problem turns into the problem of finding the BASx of the system
or equivalently the system
Since the matrix I − A † A is symmetric and idempotent, it is obtained
by Theorem 7.4.1 in [5] . Substituting this expression in the equation (2.1), we getx
So, the proof is completed.
Lemma 2 Let S E ′ be the set of all least squares solutions to the system of linear equations Ax = g which do not need to be consistent, where A ∈ R m×n is a known matrix, g ∈ R m×1 is a known vector, and x ∈ R n×1 is the vectors of unknowns. For a given vector x 0 ∈ R n×1 , the vectorx ∈ S ′ E satisfying
Proof. If x ∈ S E ′ , then it can be written in the form
. This is of the same type with (2.1). So, the remaining part of the proof can be completed easily in a similar way as in the proof of Lemma 1.
It is noteworthy that the structures ofx in Lemmas 1 and 2 are exactly the same.
The Best Approximate Solutions of Problems 1 and 2
If it is assumed that the matrix equation AXB = C, where A ∈ R m×n , B ∈ R p×r , C ∈ R m×r are known nonzero matrices and X ∈ R n×p is the matrix of unknowns, is inconsistent, as was the system of linear equations, then it may be asked to find a matrix X such that AXB − C is minimum, too. A matrix satisfying this condition is called an approximate solution to the matrix equation. The matrixX ∈ R n×p is defined to be the BAS to the matrix equation AXB = C if and only if
We note that a vector k ∈ R mn×1 will stand for the vector vec(K) in the rest of the text, where K ∈ R m×n . It is known that the matrix equation AXB = C can be equivalently written as
where B T ⊗ A is the kronecker product (see, for detail, [20] ). Consequently, the solutions of a matrix equation AXB = C can be obtained considering the usual system of linear equations (3.1) instead of the matrix equation AXB = C. Now we can give the solutions of Problems 1 and 2 which are the subjects of the following two theorems, respectively. Theorem 1 Let the matrix equation AXB = C be consistent, where A ∈ R m×n , B ∈ R p×r , C ∈ R m×r are known nonzero matrices and and X ∈ R n×p is the matrix of unknowns. Then, for a given matrix X 0 ∈ R n×p , the matrix
Proof. If X ∈ S G , then it can be written in the form
for some matrix H ∈ R n×p [20] . Since the statement (3.2) is equivalent to the statement
the problem turns into the problem of finding the best approximate solution of the usual system of linear equations
or equivalently
Using Lemma 1 and (3.3), we get
or, in the matrix form,X
Lemma 3
Let the matrices A, B, and C be as in Theorem 1, and assume that the matrix X is a least squares solution to the inconsistent matrix equation AXB = C. Then the matrix X can be written in the form
Proof. The proof is immediately follows from Theorem 6.3.2 and Theorem 7.6.3 in [5] considering the usual system of linear equations B T ⊗ A x = c instead of the matrix equations AXB = C because the former and the latter are equivalent.
Theorem 2 Let the matrix equation AXB = C be inconsistent, where A ∈ R m×n , B ∈ R p×r , C ∈ R m×r are known nonzero matrices and X ∈ R n×p is the matrix of unknowns. Then, for a given matrix X 0 ∈ R n×p , the matrix X ∈ S E satisfying X − X 0 = min
Proof. By Lemma 3, any least squares solutions of the inconsistent matrix equation AXB = C is in the form
for some matrix H ∈ R n×p . Hence, in the framework of Lemma 2, the proof is easily completed by proceeding as in the proof of Theorem 1.
The Symmetric and Skew-Symmetric Solutions of Problems 1 and 2
Now, suppose that the symmetric solutions of Problems 1 and 2 are required.
To do this, the pair of matrix equations
or, equivalently, the usual system of linear equations
instead of the matrix equation AXB = C is taken with c 1 = vec (C) and c 2 = vec C T . Then, for a given matrix X 0 ∈ SR n×n , in the framework of Theorems 1 and 2 the solution matrixX ∈ SR n×n is obtained by usinĝ
Remark 1 If the matrix X 0 is not symmetric, then the matrix
, instead of the matrix X 0 , is taken to find the symmetric solutions of Problems 1 or 2. The reason for this is that the minimization problem min X − X 0 is equivalent the minimization problem
(for example, see [14, 17, 19] for details).
Now suppose that the skew-symmetric solutions of Problems 1 and 2 are required. To do this, the pair of matrix equations
instead of the matrix equation AXB = C is taken where c 1 and c 2 are as in Remark 1. Then, for a given matrix X 0 ∈ SSR n×n , the solution matrix X ∈ SSR n×n is obtained by usingx = vec X given bŷ
Remark 2 If the matrix X 0 is not skew-symmetric, then the matrix
instead of the matrix X 0 is taken to find the skew-symmetric solutions of the Problems 1 or 2. The reason for this is that the minimization problem
is equivalent the minimization problem
(for example, see [11] for details).
Note that the structures of the general solution and a least squares solution of the matrix equation AXB = C when the equation is consistent and inconsistent, respectively, are exactly the same. Therefore, the structures of the solutions of Problems 1 and 2 are the same, too. The former and the latter facts are immediately seen from Theorem 1 and 2, respectively, together with Lemma 3 in the framework of Lemmas 1 and 2.
We conclude the paper by giving a few numerical examples. As it was mentioned earlier, the matrices in the examples have been taken from related reference work articles. It is seen that the solutions are exactly the same with four decimal digits as those in the works cited. All the computations have been performed using Matlab 7.5. By the formula (4.2) in the framework Remark 2, the skew-symmetric solution matrix is obtained aŝ
0.0000 2.0000 −1.0000 −2.0000 0.0000 −2.0000 0.0000 2.0000 1.0000 −4.0000 1.0000 −2.0000 0.0000 −1.0000 −0.0000 2.0000 −1.0000 1.0000 0.0000 −4.0000 0.0000 4.0000 −0.0000 4.0000 0.0000
Example 2 [14, Example 1] . Consider the symmetric solution of Problem 2 where
Here E mn and Z mn are m×n matrices whose all entries 1 and 0, respectively, and 
