Our knowledge about the state of the world is often incomplete, making it difficult to select the best course of action. One strategy that can be used to improve our ability to make decisions is to identify the causes of our ignorance (i.e., why an unexpected event might have occurred) and use estimates of the uncertainty induced by these causes to guide our learning. Here, we explain the logic behind this process and describe the evidence that human learners use estimates of uncertainty to sculpt their learning. Finally, we describe recent work suggesting that misestimation of uncertainty is involved in the development of anxiety and depression and describe how these ideas may be advanced.
Your cat scratches you on 10% of the times you stroke it when it is in a good mood (green areas) and 80% of the time you stroke it when it is in a bad mood (red areas). You cannot observe the mood of the cat; all you can observe is whether it has scratched you when you previously stroked it. To learn what the mood of the cat is and, therefore, how likely it is to scratch you the next time you stroke it, you need to account for two important sources of uncertainty: (i) expected uncertainty: even if you know exactly what the mood of the cat is, you cannot be certain what its behaviour will be when you stroke it (e.g., even when it is in a good mood, it will scratch you 10% of the time); and (ii) unexpected uncertainty: the mood of the cat changes over time; thus, even if it was in a good mood the last time your stroked it, it might now be in a bad mood. If you stroke the cat and it does something surprising (e.g., scratches you when you thought it was in a good mood), how you should update your belief about its mood depends on what caused the surprising event. If you think it was caused by chance (expected uncertainty, it just happened to scratch you) then you should not change your belief about its mood much (use a low learning rate), whereas if it was caused by a change in the mood of the cat (unexpected uncertainty), you need to update your belief quickly (use a high 
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In the first of these cases, the surprising event is caused by a probabilistic relationship between the cat scratching and its mood. In other words, the cat may occasionally scratch even if it is feeling friendly and/or not scratch if it is feeling angry. This means that, even after experiencing whether the cat has scratched us or not, we cannot be sure of its mood. This form of uncertainty is called 'irreducible' or 'expected' uncertainty [1] and increases as the association between an observation and a hidden process becomes less deterministic. For example, expected uncertainty would be relatively higher if the cat scratches on 30%:75% of the times that it is in a good:bad mood and relatively lower if it scratches on 10%:88% of occasions. When considering how to respond to this source of surprising events, the higher the expected uncertainty, the less a specific observation tells us about the hidden process we are interested in, and the more observations we need to collect to confidently estimate the state of the hidden process (see Box 2 for a description of the effect of different sources of uncertainty on the information content of events). More concretely, having high expected uncertainty about the behaviour of the cat means that we should consider its average behaviour across multiple previous time points to be confident of whether it is in a good or bad mood now, whereas a low expected uncertainty would allow us to make a similar judgement based on fewer events.
A second reason why the cat may scratch is because its mood has changed and, even though it was previously feeling friendly, it is now angry. This form of uncertainty, called 'unexpected uncertainty', is produced when the hidden process we are estimating changes [1] . It is high if the mood of the cat changes frequently (is volatile) relative to if it is stable. Unexpected uncertainty requires the opposite response to expected uncertainty. Specifically, when learning about a volatile process, we cannot rely so much on previous observations because it is more likely that the hidden process will have changed since they occurred; rather, we have to base our current beliefs on more recent observations. Thus, if the behaviour of the cat has high unexpected uncertainty, we should base our belief about its mood mainly on how it responded the last few times we stroked it, whereas, if it has low unexpected uncertainty, we can incorporate a greater number of prior events in our estimate.
Reinforcement learning models [3] offer a relatively straightforward framework for describing how agents update their beliefs in response to experience and, thus, provide a useful tool for thinking about and measuring adaptation to uncertainty. One of the simplest models is the RescorlaWagner learning rule [4] (Equation 1 ), in which a belief at time t, r (t) is updated by a prediction error, the difference between an event which has just occurred o (t) and what the agent expected to happen (its current belief about the event), multiplied by a learning rate, α:
The learning rate in Equation 1 is simply some number between 0 and 1. The role of the learning rate becomes more obvious if we rearrange Equation 1 to collect the terms on the right (Equation 2):
Glossary
Expected uncertainty: uncertainty that arises because of a nondeterministic relationship between observable events and some hidden process. For example, the cat still scratches 10% of the time it is stroked, even when it is in a good mood (see Figure 1 in the main text).
Hidden process: any process that we cannot directly observe but that influences observations is a hidden process (sometime called a 'partially observable' process). Examples include other people's mood, the weather, or how enjoyable a party will be. Surprise: a measure of the absolute difference between what occurred and what was expected. In the reinforcement learning literature, surprise is often quantified as the absolute value of the prediction error. In the Bayesian literature, it is formalised as the negative logarithm of the conditional probability of the event, given the belief of the learner [2] . Unexpected uncertainty: uncertainty that arises because of a change in the thing that is being learned. For example, the mood of the cat changes (see Figure 1 in the main text). Volatility: the changeability of a process, source of unexpected uncertainty. A related concept is a 'change point', which is when a process abruptly changes (see Box 1 in the main text).
learning rate). In other words, to learn about a hidden, changeable process such as the mood of the cat, you need to identify the potential causes of events you were not expecting and use estimates of the extent of these causes to guide how you learn. Misestimating uncertainty leads to suboptimal learning. (B) A volatile cat (mood changes frequently) and (C) a stable cat (mood remains constant). The dashed lines represent the belief of an agent learning about the cat who is using a low learning rate (i.e., assumes surprising events are caused by chance) and the dotted lines the belief of an agent using a high learning rate (assumes surprising events are caused by changes in the cat's mood). In (B), the low learning-rate learner does not adapt to changes in the mood of the cat fast enough and, thus, never accurately estimates its current mood. In (C), the high learning rate learner overreacts to chance events and so never settles on an accurate estimate of the mood of the cat.
As can be seen, the Rescorla-Wagner learning rule defines the updated belief as a weighted mean of new information from the recently observed outcome, o (t) , and old information in the form of the previous belief, r (t) , with the learning rate acting as the weight. When the learning rate is high, the learner places more weight on the recent observation; when it is low, the learner places more weight on prior belief. As described earlier, if an agent believes that surprising events are being generated by noise in the relationship between observations and the hidden process (expected uncertainty), then it should be more influenced by prior events, and the agent should use a lower learning rate ( Figure 1C ). By contrast, if an agent thinks the surprising events are caused by changes in the hidden process being estimated (unexpected uncertainty) then it should be more influenced by recent events and use a higher learning rate ( Figure 1B) . Here, it is important to note that the Rescorla-Wagner learning rule itself does not estimate uncertainty: it assumes that learning rate does not change. It is presented here as a simple framework to illustrate how learning rates should adapt to changes in expected and unexpected uncertainty. A range of more complex models, which are able to estimate uncertainty, are described in Box 3. These more complex models use their estimates of uncertainty to adapt their learning rate in the manner described earlier.
In summary, surprising events can arise from a variety of causes. Different causes of surprising events may motivate diametrically opposing inferential responses, with an increased learning Box 1. Forms of Uncertainty
In this paper, we focus specifically on expected and unexpected uncertainty. Here, we describe these and other forms of uncertainty [36, 38, 39] .
Estimation Uncertainty
The first time we meet a new cat, we do not know whether it is likely to scratch us. This lack of knowledge is called 'estimation uncertainty' and, in some respects is similar to expected uncertainty. The important distinction is that estimation uncertainty occurs because of lack of experience; thus, we can reduce it by gathering more evidence (e.g., stroking the cat and seeing what happens), whereas, with expected uncertainty, the lack of knowledge is a fundamental aspect of the system that is not reduced by gathering more evidence.
Expected Uncertainty
Expected uncertainty arises when events occur probabilistically, rather than deterministically ( Figure 1 in the main text) and is linked to 'risk'. Generally, the term 'risk' is used when a probability is explicit and expected uncertainty when it is estimated. Gathering more experience does not reduce expected uncertainty, which has resulted in it sometimes being called 'irreducible uncertainty'.
Unexpected Uncertainty
Unexpected uncertainty arises when the thing we are learning about changes ( Figure 1 in the main text). Unexpected uncertainty may be conceptualised in several ways. In the example illustrated in Figure 1 in the main text, being scratched by the cat is ambiguous, so we can never be sure whether the mood of the cat has changed. In these cases, unexpected uncertainty is often described as 'volatility', roughly an estimate of the average amount that an association will change between observations. However, if we are estimating how much food our cat eats and, after eating 100-120 g a day for 3 months, it suddenly eats 300 g, we can clearly say that a change has just occurred (sometimes called a 'change point'). In fact, the two descriptions are complimentary: the volatility of an association is the probability that a change point has occurred over a specific time period.
Higher Order Uncertainty
Uncertainty may change over time. This allows the possibility of higher order uncertainties, uncertainty about the current level of uncertainty. While the number of higher order uncertainties may theoretically be infinite, their calculation becomes progressively more demanding, and their impact on estimates of the environment more subtle, meaning there is likely to be a limit beyond which they are not accounted for in human learning. This highlights a more general question when investigating how humans learn: what are the hidden processes that are (or should be) estimated?
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rate being appropriate for higher unexpected uncertainty and a decreased learning rate for higher expected uncertainty. An alternative way to frame this problem is to consider whether the information contained in a surprising event is useful at predicting the future (i.e., like unexpected uncertainty) or not (i.e., like expected uncertainty) [5, 6] . This illustrates that one way of mitigating the impact of uncertainty on decision-making is to identify the potential causes of the uncertainty,
Box 2. The Effect of Uncertainty on the Information Content of Events
As described in the main text, different forms of uncertainty influence how useful recent relative to more distant previous events are when learning about a hidden process. Expected uncertainty, arising from a probabilistic relationship between the hidden process being learned and observations, reduces the amount of information individual events provide, requiring learners to rely on more distant previous events during learning (i.e., use a lower learning rate, see Equations 1 and 2 in main text). By contrast, unexpected uncertainty erodes the information content of past observations by making it more likely that the underlying generative process has changed since they were observed (i.e., prompting the use of a higher learning rate). Here, the term 'information content' can be understood as the amount of information observing an event provides to a learner. The information content is challenging to quantify because it depends on the nature of the event as well as the learner's prior belief(s) about the state and structure of the world. One approach that has been used to measure the information content of events is to construct a Bayesian Ideal Observer model of a task and use the Kullback-Leibler divergence (KLDiv) of the belief of the model from before to after a particular event as a measure of the information content of the event [5] .
Here, the Bayesian Observer (see [7] for a description of an ideal observer model) maintains its belief about the state of relevant aspects of the task as dimensions of a multivariate probability distribution, with updates applied to this distribution that reflect the assumptions of the model about the structure of the task (e.g., that the process it is learning about may change over time; Figure I ). The KLDiv is a distance measure, in this case of the change in the ideal observer's belief from before to after the event, and can be conceptualised as the degree to which the event changes the learner's belief about the generative process that it uses to predict future outcomes. An example of this approach is shown in Figure I . Data from this model allow quantification of the effects of unexpected and expected uncertainty ('volatility' and 'noise' in Figure I ) on the information content ('KLdiv' in Figure I ) of events: KLDiv is significantly higher when volatility is higher [F(1,831)=4.3, P=0.038] and when noise is lower [F(1,831)=142, Pb0.001]. In other words, the learning rate adaptation in response to uncertainty described in the main text reflects the relative information content of events: a higher learning rate is used when events have relatively higher information content. Model, which estimates the magnitude of an outcome (y i ) from previous observations. The model believes that the outcomes are generated from a Gaussian distribution with mean mu i and a standard deviation SD i , which produces expected uncertainty. The mean of the process is volatile with a change rate vmu i producing unexpected uncertainty. kmu and vsd are higher level change parameters that allow the model to conceptualise changes in vmu i and SD i . (B) Data (black line) and model-estimated mu i (green line) when learning about the data. Note that the data include periods of high (trials 1-120 and 300-360) and low (trials 121-299) volatility as well as high (trials 240-360) and low (trials 1-239) noise. From trial 1-120, the model thinks (correctly) that volatility is high and so changes its belief about the mean to match its observations. Between trials 260 and 300, the model thinks volatility is low and noise is high, so it (correctly) ignores variation in the observations when estimating the mean of the process. Between trials 240 and 260, the model mistakes noise for volatility and so rapidly changes its belief in response to random fluctuations in the outcome (i.e., uses a high learning rate when it should be low). 
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estimate the extent of each cause, and then to use these estimates to sculpt how we learn. In the next section, we consider the evidence suggesting that human learners maintain and use such estimates.
The Impact of Estimates of Uncertainty on Human Learning
As explained in the previous section, learning is more accurate if a higher learning rate is used for volatile than stable processes (i.e., when unexpected uncertainty is high relative to when it is low). Several studies using a range of reward and/or punishment-based learning tasks [7] [8] [9] [10] [11] [12] [13] have examined whether humans increase their learning rate when the volatility of the process being learned increases. The consistent finding across studies is that, as predicted by the normative account of learning, participants use a higher learning rate in volatile relative to stable contexts (i.e., when unexpected uncertainty is high compared with low). This effect is apparent in tasks using both rewarding [7] [8] [9] 12, 13] and punishing [10, 11] outcomes.
Investigation of physiological markers of this volatility adaptation process have reported activity in the dorsomedial prefrontal cortex (dmPFC) that correlates with estimated volatility [7, 8, [13] [14] [15] , with a consistent effect found in single-neuron recordings from primates [16] . A second line of enquiry, arising from an early synthesis of animal work [1] , suggests that phasic activity of the central norepinepheric (NE) system also contains an estimate of volatility. This proposition is consistent with theories [17, 18] on the broader role of NE, which argue that it increases the gain of sensory representations and, thus, increases their impact on behaviour (i.e., analogous to an increased learning rate). Phasic activity of the central NE system is correlated with pupil dilation in primates [19] , suggesting that it would be possible to estimate activity of this system using pupillometry. Consistent with the proposed role of central NE activity in representing estimated volatility, several previous studies have reported greater pupillary dilation following outcomes when estimated volatility was high relative to when it was low [9] [10] [11] [12] 14] .
In contrast to unexpected uncertainty, increased expected uncertainty should prompt reduced learning rates. Most studies that have explicitly manipulated expected uncertainty have used tasks in which participants have to learn the magnitude, rather than the probability, of an outcome. In such tasks, outcomes are generated using a random process, with the standard deviation (SD) of this generative process controlling the expected uncertainty. An advantage of this type of task is that expected uncertainty (the SD of the process) and unexpected uncertainty Box 
Models of Uncertainty Estimation
In this paper, we have framed the logic behind using estimates of uncertainty to guide learning. We have also described studies in which the simple Rescorla-Wagner learning rule was used to obtain separate estimates of learning rate when uncertainty was high versus low [7, 8, 10, 11] . In these studies, the Rescorla-Wagner rule was used as a method of measuring learning rate; it does not describe how learners might calculate whether learning rate should be changed (the model is simply fit separately to blocks in which uncertainty is high or low). Several more complex models, which are able to adapt their effective learning rate in response to uncertainty, have been described, which we briefly summarise here.
A relatively simple adaptation of the Rescorla-Wagner learning rule was suggested by Pearce and Hall [40] and developed by others [41] . The broad class of 'Pearce-Hall type' models are able to adapt to changes in unexpected uncertainty by estimating the surprise associated with a stimulus (i.e., learning the absolute magnitude of the prediction error) and using this estimate to adjust the main learning rate of the model. More elaborate than this are models in which various sources of uncertainty are estimated separately before impacting learning [9, 42] . Finally, Bayesian learners, which invert generative models of the environment, including estimates of various sources of uncertainty, have been described. The most prominent of these is the Kalman Filter [43] , which can efficiently estimate and adapt to changes in unexpected uncertainty. More recent Bayesian 'filters' have also been described which provide estimates of higher order and/or expected uncertainty [7, 38] (see also Box 2 in the main text). These different models solve similar problems in different ways, with the complexity of the model increasing from the Pearce-Hall to the Bayesian examples. To date, it is not clear which model provides a more veridical description of how humans solve the problem of estimation of uncertainty.
(shifts in the mean of the process) can be independently manipulated. The predicted reduction in learning rate as expected uncertainty increases has been reported using two reward-based versions of this magnitude learning task [9, 12, [20] [21] [22] . Subsequent work showed that the prediction errors encoded in the activity of midbrain dopaminergic areas (substantia nigra and/or ventral tegmental area) displayed a similar scaling as that seen for the learning rate [21] . Given that learning rate multiplies prediction error to produce the belief update (Equation 1), the authors interpreted this result as evidence of the mechanism by which estimates of expected uncertainty modify belief updating.
In summary, there is robust evidence that human learners adapt to changes in unexpected uncertainty in the manner predicted by normative accounts of learning and initial evidence of a similar process for expected uncertainty. These observations suggest that humans maintain estimates of the uncertainty of the associations they are learning and use these estimates to tune their learning.
The Impact of the Misestimation of Uncertainty on Human Learning
The above-described work indicates that, overall, humans are able to adapt to changes in the unexpected and expected uncertainty of rewarding outcomes, at least in some situations. When investigating the role of uncertainty estimation in affective disorders, as we do later, it is useful to consider what the impact on behaviour might be if an individual was generally less able to estimate the degree or nature of uncertainty during learning.
The effects of misestimating the level of uncertainty can be derived from the normative account of learning described earlier. Overestimating expected uncertainty and/or underestimating unexpected uncertainty would lead an individual to be relatively less sensitive to recent events and slower to adapt to important changes, particularly in volatile, less noisy environments ( Figure 1B ). By contrast, underestimating expected uncertainty and/or overestimating unexpected uncertainty would lead to an increased influence of recent events and unstable beliefs, particularly in stable, noisy environments ( Figure 1C ). Therefore, a general consequence of uncertainty misestimation is a reduced ability to accurately track the state of dynamic environments and, thus, to select the actions most likely to obtain positive outcomes or avoid negative outcomes. As a result, the misestimation of uncertainty may provide a mechanistic link between the internal cognitive facets of depression and anxiety and the external risk factors for the disorders, such as exposure to adversity. More targeted consequences of uncertainty misestimation would be expected if the uncertainty of specific associations were misjudged. For example, as discussed later, a specific tendency to overestimate the unexpected uncertainty of negative relative to positive outcomes would lead an individual to be more influenced by recent negative than positive events, a cognitive profile that is characteristic of depression and anxiety [23, 24] .
As well as misestimating the degree of uncertainty, its nature may also be misjudged. This may occur, for example, by mistaking the random variation that produces expected uncertainty for the meaningful change to the environment that produces unexpected uncertainty (e.g., see trials 245-260 of Figure I in Box 2). The opposing responses required by expected and unexpected uncertainty on learning rates mean that this form of misattribution would lead to particularly inefficient estimation of the state of the environment and exaggerate the effects of uncertainty misestimation described earlier. It is notable that the research examining the effects of uncertainty manipulations, reviewed earlier, has either manipulated one form of uncertainty [7, 10] , has explicitly instructed participants about which form of uncertainty has changed [5, 20, 21] , or has made the effects of different forms of uncertainty unambiguously different (e.g., by making changes caused by unexpected uncertainty much bigger than changes causes by expected uncertainty [9, 12, 22] ). As a result, the degree to which humans can accurately attribute uncertainty to a specific source when it is not unambiguously specified has yet to be investigated (see Outstanding Questions).
Abnormal Learning in Depression and Anxiety
Adverse experience is a risk factor for both depression and anxiety [25] , suggesting that learning processes are involved in the aetiology of these illnesses. Several recent reviews [24, [26] [27] [28] [29] have described in detail the evidence that altered learning processes are associated with these illnesses. Here, we briefly summarise the pertinent aspects of this literature before considering the possible role of the misestimation of uncertainty in anxiety and depression.
The case for abnormal learning in anxiety is supported by a large case-control literature examining fear conditioning and aversive learning in anxious relative to control groups, with evidence that anxious participants are slower to extinguish fear associations and show greater generalisation of such associations compared with non-anxious controls [26, 29, 30] . A complementary mechanistic literature has suggested that anxious individuals show increased limbic (including amygdala) and reduced inhibitory frontal activity in response to aversive stimuli [28, 31, 32] . The learning literature in depression is somewhat less developed and, while there exists a degree of inconsistency in the findings, current evidence suggests that depressed patients are generally less behaviourally sensitive to rewarding outcomes than are control participants [24, 27] . From a mechanistic perspective, a similar network of brain regions to those described for anxiety have been reported in depressed cohorts [33] , with more focussed work looking specifically at anhedonia also describing aberrant activity in the substantia nigra and ventral tegmental area [34] .
A common feature of the clinical literatures on both anxiety and depression has been that they have generally reported 'first-order' measures of learning and decision-making that assess gross effects, such as how quickly patients learn associations or their behavioural sensitivity to a specific valence of outcome. To date, little work has assessed questions related to the uncertainty of outcomes that require 'second-order' measures of learning, such as whether patients are able to adapt their learning rate to changes in unexpected and/or expected uncertainty. As described in earlier sections, tuning learning to the estimated levels of uncertainty is important when learning about hidden, dynamic processes. This suggests that some aspects of the aberrant learning associated with depression and anxiety are related to the misestimation of uncertainty.
In the next section, we review early work that provides evidence for this proposal and suggests how such misestimation influences cognitive processing generally.
The Misestimation of Uncertainty in Depression and Anxiety
One approach to assessing whether symptoms of anxiety and depression may be associated with misestimation of the level of uncertainty is to measure how individuals with high versus low symptom scores adapt their learning in response to changes in the levels of uncertainty. A single study [10] has examined the degree to which trait anxiety is associated with learning rate adaptation to the changing volatility of an aversive outcome. In this study, a group of nonclinical participants, selected to have a range of trait anxiety scores, completed a learning task that comprised two blocks of trials during which participants had to learn the association between shape stimuli and electric shocks. In one block of the task, the stimulus-outcome associations were stable, whereas they were volatile in the other block. The authors estimated the learning rates used by participants in the two blocks and showed that, across all participants, a higher learning rate was used for volatile than for stable blocks. The key result of the study was that
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this difference in learning rate decreased as trait anxiety increased. In other words, individuals with higher anxiety adjusted their learning rate less in response to changes in unexpected uncertainty. Consistent with the putative role of central NE in representing estimated unexpected uncertainty [1, 17, 18] , pupil dilation was found to be greater when outcomes were presented in the volatile than in the stable block, with the size of this volatility-related pupillary effect also being significantly smaller in anxious participants. While this study provides initial evidence that symptoms of anxiety are associated with a relative insensitivity to changes in unexpected uncertainty, several crucial issues regarding the specificity of the findings and the causal (or otherwise) relationship between uncertainty estimation and symptoms remain (see Outstanding Questions).
As described earlier, another route by which the misestimation of uncertainty may impact symptoms of anxiety and depression is by skewing the processing of affective stimuli in a manner that favours negative over positive events. The preferential processing of negative events, known as 'negative cognitive bias', is believed to be causally linked to both anxiety and depression [23, 24, 35] . As described in the introductory sections of this opinion article, the optimal response to changes in estimated uncertainty is to adjust the degree to which beliefs are influenced by current relative to previous events (i.e., to use a higher or lower learning rate), to reflect the relative information content of the events (Box 2). Patients with anxiety and/or depression are more influenced by negative than by positive events [21, 31, 32] , suggesting that they misestimate the uncertainty associated with the two class of events such that negative events are judged to be more informative. This mechanism would require individuals to maintain independent estimates of the uncertainties associated with positive and negative events. An initial study [11] tested whether such separable estimates exist by using a task in which choices led to independent positive and negative outcomes (wins and losses of money). In the task ,the volatility and, therefore, the unexpected uncertainties, of the two outcomes were manipulated such that, in one block, wins were more volatile than losses, whereas, in another, the losses were more volatile. This manipulation serves to make the relatively more volatile outcome more informative (Box 2). The degree to which participant belief was updated in response to the separate outcomes was measured by fitting separate learning rates for win and loss outcomes. A clear effect was found such that participants independently adjusted their learning rates for the positive and negative outcomes with a higher rate being used for whichever outcome was more volatile and pupil dilation during outcome receipt reflecting this learning rate effect. These results provide evidence that human learners maintain separable estimates of the unexpected uncertainties of positive and negative outcomes and use these estimates to modify the degree to which they update their beliefs in response to a particular valence of outcome. The existence of independent estimates of the uncertainties associated with positive and negative events suggests that the estimates may motivate the negative cognitive biases underlying anxiety and depression.
In summary, a few studies have begun to examine the potential role of misestimation of the level of uncertainty in anxiety and depression. The results to date are promissory rather than conclusive, and have focussed on unexpected rather than on expected uncertainty, although they suggest that considering questions of uncertainty estimation would allow us to identify novel cognitive mechanisms of the illnesses.
While the focus of this paper has been on the affective disorders, misestimation of uncertainty can produce profound changes in how an individual interacts with their environment (see section on the impact of the misestimation of uncertainty). This suggests that difficulties in estimating uncertainty may underlie other psychiatric phenomena, such as response to stress [36] or autism [37] . Thus, it will be essential to determine the specificity of these findings by assessing uncertainty estimation processes in populations of participants with a range of presentations. This and other issues are summarised in the Outstanding Questions.
Concluding Remarks
Humans are sophisticated learners, which is fortunate given that the complexity of the world we need to learn about, and our inability to directly observe many important aspects of it, make accurate learning difficult. There is strong preclinical evidence that one strategy used to improve inference involves identifying the causes of surprising events, estimating the magnitude of these causes and using these estimates to sculpt how much we learn from the events. Anxiety and depression are associated with difficulties in learning, particularly about valenced events, where an enhanced impact of negative over positive outcomes is seen. Misestimation of the level, and potentially the source, of uncertainty may underlie some of these difficulties. Recent advances in the computational analysis of behaviour and physiology mean that understanding how this misestimation arises is now within our reach and that testing the impact of interventions that modify it should be a translational priority.
Outstanding Questions
How accurately can human learners distinguish between expected and unexpected uncertainty? The published literature has used tasks in which expected and unexpected uncertainty are unambiguously differentiated, leaving open the question of how humans adjust their learning when this is not the case.
How is the misestimation of uncertainty linked to prior experience? The process by which levels of uncertainty are estimated may be influenced by prior experiences, suggesting a potential mechanism by which adverse experiences could impact risk for emotional disorders. It would be interesting to test, for example, whether experience of adversity was associated with overestimates of the unexpected uncertainty of negative events.
How is uncertainty represented in the brain? While animal and human work has identified a range of neural areas in which activity correlates with estimates of uncertainty, it is not clear how the separable estimate of uncertainty related to positive and negative outcomes are represented.
Is insensitivity to changes in volatility specific to anxiety disorders? The finding that symptoms of anxiety correlate with insensitivity to changes in volatility does not provide strong evidence that this relationship is specific to anxiety. Misestimation of unexpected uncertainty has also been reported in individuals with autism and, thus, may be characteristic of a range of psychological difficulties rather than anxiety specifically.
What is the causal relationship between misestimation of uncertainty and affective disorders? The association between a cognitive process, such as the (mis)estimation of uncertainty, and symptoms is interesting if it tells us something about the aetiology of, or a potential treatment for, the symptoms. Testing this requires experimental studies in which the cognitive process is manipulated, for example by using targeted pharmacological or cognitive interventions.
