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Abstrak  
Peradangan hati merupakan salah satu penyakit menular yang menjadi masalah kesehatan masyarakat yang 
berpengaruh terhadap angka kesakitan, angka kematian, status kesehatan masyarakat, angka harapan hidup, dan 
dampak sosial ekonomi lainnya. Melakukan diagnosa dini pada penyakit ini adalah sesuatu yang sangat penting 
agar dapat secara cepat ditangani dan diobati. Pada penelitian ini peneliti akan mengaplikasikan dan 
membandingkan beberapa metode klasifikasi data mining dan optimasi dengan Particle Swarm Optimization (PSO), 
diantaranya Algoritma C4.5, k-Nearest Neighbor, C4.5 dengan PSO, dan k-Nearest Neighbor dengan PSO untuk 
mendiagnosis penyakit peradangan hati, kemudian membandingkan mana dari beberapa metode tersebut yang 
paling akurat. Berdasarkan hasil pengukuran kinerja ketiga model dengan menggunakan metode Cross Validation, 
Confusion Matrix dan ROC Curve. Berdasarkan hasil penelitian, diketahui bahwa metode C4.5 dengan PSO 
merupakan metode terbaik dengan akurasi 79,51% dan nilai under the curva (AUC) 0,950, kemudian metode k-
Nearest Neighbor dengan PSO memiliki akurasi 75,59% dan nilai AUC sebesar 0,909, kemudian metode C4.5 
dengan tingkat akurasi sebesar 70,99% dan nilai AUC sebesar 0,950, selanjutnya metode k-Nearest Neighbor 
dengan tingkat akurasi sebesar 67,19%, dan nilai AUC sebesar 0,873.  Hal ini membuktikan bahwa optimasi 
Particle Swarm Optimization dapat meningkatkan kinerja metode klasifikasi yang digunakan. 
Kata Kunci: C4.5, k-Nearest Neighbor, Particle Swarm Optimization, Confusion Matrix, ROC 
Curva.  
Abstract  
Inflammation of the liver is a contagious disease that is a public health problem that affects morbidity, mortality, 
public health status, life expectancy, and other socio-economic impacts. Early diagnosis of this disease is very 
important so that it can be quickly treated and treated. In this study the researchers will apply and compare several 
data mining and optimization classification methods with particle swarm optimization (pso), including the C4.5 
algorithm, k-Nearest Neighbor, C4.5 with PSO, and k-Nearest Neighbor with PSO to diagnose inflammatory diseases. 
carefully, then compare which of the several of these methods is the most accurate. Based on the results of measuring 
the performance of the three models using the Cross Validation, Confusion Matrix and ROC Curve methods. Based on 
the research results, it is known that the C4.5 method with PSO is the best method with an accuracy of 79.51% and an 
under the curva (AUC) value of 0.950, then the k-Nearest Neighbor method with PSO has an accuracy of 75.59% and 
an AUC value of 0.909, then the C4.5 method with an accuracy rate of 70.99% and an AUC value of 0.950, then the k-
Nearest Neighbor method with an accuracy rate of 67.19%, and an AUC value of 0.873. This proves that particle 
swarm optimization can improve the performance of the classification method used. 
Keywords: C4.5, k-Nearest Neighbor, particle swarm optimization, confusion matrix, ROC Curva. 
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Penyakit peradangan hati (liver) atau biasa juga disebut hepatitis merupakan salah satu penyakit 
menular yang menjadi masalah kesehatan masyarakat  yang berpengaruh terhadap angka kesakitan, angka 
kematian, status kesehatan masyarakat, angka harapan hidup, dan dampak sosial ekonomi lainnya. 
Besaran masalah Hepatitis di Indonesia dapat diketahui dari berbagai studi, kajian, maupun kegiatan 
pengamatan penyakit. Hepatitis adalah peradangan hati yang bisa berkembang menjadi fibrosis (jaringan 
parut), sirosis atau kanker hati. Hepatitis disebabkan oleh berbagai faktor seperti infeksi virus, zat beracun 
(misalnya alkohol, obat-obatan tertentu), dan penyakit autoimun. Penyebab paling umum Hepatitis adalah 
yang disebabkan oleh Virus Hepatitis B dan C (Kemenkes RI, 2017).  
Dalam tubuh manusia terdapat organ yang paling besar dan penting yakni hati. Tanpa organ ini 
manusia tidak bisa hidup. Adapun infeksi virus, bakteri atau bahan-bahan beracun merupakan penyebab 
penyakit hati oleh sehingga mengakibatkan hati tidak dapat melakukan fungsinya dengan baik serta tahap 
awal dalam mendiagnosis penyakit hati tidak dapat dilakukan dengan mudah (Musyaffa & Rifai, 2018). 
Salah satu penyakit yang semakin meluas antara manusia adalah penyakit hati. Dikarenakan betapa 
pentingnya organ ini apabila tidak bekerja dengan baik bisa mengakibatkan kematian. Sudah banyak 
penelitian mencoba untuk menemukan gejala dan atribut penting untuk membuat diagnosis lebih mudah 
dengan mempertimbangkan dataset penyakit hati yang dirilis dari berbagai eksperimen yang dilakukan 
dokter di pasien. Oleh karena itu, kombinasi atribut yang efektif akan menghasilkan aturan-aturan yang 
merupakan pola-pola diagnosa penyakit (Hassoon et al., 2017). 
Pada penelitian ini, peneliti akan menerapkan dan membandingkan metode klasifikasi data mining 
dan optimasi particle swarm optimization (PSO), diantaranya  yaitu Algoritma C4.5, k-nearest neighbor, C4.5 
dengan PSO, dan k-nearest neighbor dengan PSO untuk mendiagnosa penyakit peradangan hati. Manakah 
metode tersebut yang paling akurat mendiagnosa penyakit peradangan hati. Penelitian ini diharapkan 
dapat membantu para tenaga kesehatan untuk mendiagnosa secara dini penyakit perdangan hati. 
Algoritma C4.5 merupakan metode yang ada pada teknik klasifikasi dalam data mining. Kelebihan 
Algoritma C4.5 dapat mengubah fakta yang sangat besar menjadi pohon pohon keputusan yang 
mempresentasikan aturan. Pohon keputusan juga berguna untuk mengeksplorasi data, menemukan 
hubungan tersembunyi antara jumlah calon variable input dengan sebuah variabel target. K-nearest 
neighbor (k-NN) adalah salah satu algoritma paling sederhana untuk memecahkan masalah klasifikasi. 
Kelebihan metode ini adalah dapat melakukan klasifikasi terhadap obyek  berdasarkan data yang jaraknya 
paling dekat dengan obyek tersebut. Sedangkan particle swarm optimization (PSO) sering 
diimplementasikan untuk menangani  masalah optimasi serta masalah seleksi atribut. Beberapa cara 
dalam teknik  PSO untuk pengoptimasian,  diantaranya meningkatkan bobot  atribut terhadap semua 
atribut atau variabel yang digunakan dan menyeleksi  atribut atau fitur untuk meningkatkan akurasi.  
Sebagai bahan acuan dan perbandingan, peneliti melakukan studi literatur dengan beberapa 
penelitian terdahulu yang terkait dengan tema metode-metode yang pernah digunakan untuk 
menyelesaikan prediksi penyakit peradangan hati, diantaranya penelitian yang dilakukan oleh (Vijayarani, 
2015), dimana pada penelitian ini menggunakan algoritma klasifikasi yaitu Naïve bayes dan Support Vector 
Machine (SVM) untuk prediksi penyakit hati. Perbandingan algoritma ini dilakukan dan didasarkan pada 
akurasi klasifikasi faktor kinerja dan waktu eksekusi. Dari hasil eksperimen, dapat disimpulkan bahwa 
SVM dianggap sebagai algoritma terbaik karena akurasi klasifikasinya yang paling tinggi sebesar 79.66%. 
Selanjutnya penelitian yang dilakukan oleh (Suwardika, 2017) dimana pada penelitian ini proses 
klasifikasi pada data aktual dari website http://archive.ics.uci.edu/ml/datasets.html (UCI Machine 
Learning Repository) dimana tanpa melakukan pembagian data testing dan data training dilakukan untuk 
mengetahui bagaimana hasil ketepatan klasifikasi dengan menggunakan analisis regresi logistik, SVM dan 
CART. Hasil pengklasifikasian dibandingkan dengan klasifikasi dengan menggunakan data hasil 
pengelompokan dengan menggunakan Kernel K-Means. Pengklasifikasian antara ketiga data dengan ketiga 
metode menghasilkan ketepatan klasifikasi dengan nilai yang besar. Pada data aktual, ketepatan klasifikasi 
terbesar adalah dengan menggunakan metode CART yaitu sebesar 83,2%, sedangkan pada data hasil K-
Means dihasilkan ketepatan sebesar 100% dengan menggunakan CART dan data hasil Kernel K-Means 
ketepatan sebesar 98,7% dengan menggunakan metode SVM dan CART Selanjutnya penelitian yang 
dilakukan oleh (Prayoga, 2018)  dan kawan-kawan yang meneliti tentang  diagnosis penyakit hepatitis 
dengan metode Naïve Bayes. Dari pengujian tingkat akurasi yang dilakukan, diketahui bahwa akurasi 
metode Naïve Bayes adalah sebesar 87,50%. 
 
II. STUDI PUSTAKA 
A. Penyakit peradangan hati 
Menurut Departemen Kesehatan RI (2009) dalam (Septiani, 2017) Hepatitis atau peradangan hati 
merupakan salah satu dari banyaknya jenis penyakit hati, yang lainnya seperti pembengkakan hati (fatty 
liver) dan kanker hati (cirrhosis). 
154 
B. Data Mining 
Menurut Santosa (2007) dalam (Pahlevi, 2018) Data mining sering disebut juga Knowledge 
Discovery in Database atau disingkat menjadi KDD, adalah kegiatan yang meliputi pengumpulan, 
pemakaian data historis untuk menemukan keteraturan, pola atau hubungan dalam set data berukuran 
besar. Gambar tahapan pembuatan aplikasi data mining ditunjukan pada gambar 1 
 
Gambar 1. Tahapan Proses KDD 
Gambar 1 menunjukkan langkah dalam proses data mining. Proses dalam tahap data mining terdiri 
dari tiga langkah utama, yaitu: 
1. Data preparation 
Pada langkah ini, data dipilih, dibersihkan, dan dilakukan preprocessed mengikuti pedoman dan 
knowledge dari ahli domain yang menangkap dan mengintegrasikan data internal dan eksternal ke 
dalam tinjauan organisasi secara menyeluruh.  
2. Algoritma data mining 
Penggunaan algoritma data mining dilakukan pada langkah ini untuk menggali data yang 
terintegrasi untuk memudahkan identifikasi informasi bernilai. 
3. Fase analisa data 
Keluaran dari data mining dievaluasi untuk melihat apakah knowledge domain ditemukan dalam 
bentuk rule yang telah diekstrak dari jaringan. 
 
C. Algoritma C4.5 
Algoritma C4.5 adalah algoritma yang menghasilkan pohon keputusan, serta penerapan fungsi 
algoritma C4.5 untuk menghasilkan tingkat akurasi data sebagai dataset yang mengandung data dalam 
jumlah besar (Fiandra et al., 2017). 
D. Naïve Bayes 
Menurut Han, et.al (2012) dalam (Praningki & Budi, 2018) Klasifikasi Bayesian adalah 
pengklasifikasian statistik, bayesian mampu memprediksi kelas keanggotaan probabilistik. Ide dasar dari 
Naive Bayes (NB) adalah menggunakan probabilitas gabungan dari kata-kata dan kategori untuk 
memperkirakan probabilitas dari kategori yang diberikan, secara umum persamaan yang digunakan untuk 
teorema Bayes adalah  
   (1) 
Dimana: 
y = data dengan kelas yang tidak diketahui 
x = data hipotesis y adalah kelas tertentu 
P (x│y) = probabilitas hipotesis x berdasarkan kondisi y (probabilitas posteriori) 
P (x) = probabilitas hipotesis x (probabilitas sebelumnya) 
P (y│x) = probabilitas y berdasarkan kondisi pada hipotesis x 
P (y) = probabilitas y 
 
 
E. Algoritma K-Nearest Neighbor 
Algoritma K-Nearest Neighbor merupakan salah satu metode yang menggunakan algoritma 
supervised learning. Dimana menggunakan klasifikasi ketetanggaan sebagai nilai prediksi dari sampel uji 
yang baru. Serta biasanya menggunakan Euclidean Distance dan Manhattan Distance untuk menghitung 
jarak pada algoritma k-NN (Prasetio & Pratiwi, 2015). 
F. Confusion Matrix 
Confusion matrix merupakan suatu metode yang digunakan untuk melakukan perhitungan akurasi 
pada konsep data mining (Rosandy, 2016). 
G. Particle Swarm Optimization (PSO) 
Algoritma PSO merupakan sebuah populasi yang berdasarkan pada proses penelusuran inisialisasi 
partikel secara random dan memiliki interaksi diantara partikel dalam populasi. Adapun di dalamnya 
terdapat partikel yang bergerak melalui ruang solusi dan mempunyai kemampuan untuk mengingat posisi 
terbaik sebelumnya dan dapat bertahan dari generasi ke generasi (Koeswara et al., 2020). 
H. Rapid Miner 
Menurut Muslehatin & Ibnu (2017) dalam (Novianti, 2019) Rapid Miner adalah sebuah tools yang 
digunakan dalam teknik yang berada di lingkungan machine learning, data mining, text mining dan 
predictive analytics. 
III. METODE PENELITIAN  
Penelitian ini terdiri dari beberapa tahap seperti terlihat pada gambar 2 kerangka pemikiran. 
Permasalahan pada penelitian ini adalah belum diketahui algoritma yang akurat untuk  diagnosa penyakit 
peradangan hati. Untuk itu dibuat approach (model)  yaitu algoritma C4.5, k-Nearest Neighbor, C4.5 dengan 
PSO, dan k-Nearest Neighbor dengan PSO untuk memecahkan permasalahan kemudian dilakukan 
pengujian terhadap kinerja dari beberapa metode tersebut. Pengujian menggunakan metode Cross 
Validation, Confusion Matrix dan kurva ROC. Untuk mengembangkan aplikasi (development) berdasarkan 
model yang dibuat, digunakan Rapid Miner. 
 
Gambar 2. Kerangka Pemikiran Penelitian 
 
IV. HASIL DAN PEMBAHASAN  
A. Analisa Data 
Pada penelitian ini dataset yang digunakan adalah dari website UCI Machine Learning Repository  
yaitu Indian Liver Patient Dataset (ILPD). Dataset ini berisi data yang dikumpulkan dari para pasien yang 
ada di timur laut Andhra Pradesh, India. Setelah dilakukan teknik preprocessing data, maka dataset berisi 
414 pasien penderita liver sedangkan 165 pasien  bukan penderita liver. Dataset ini memiliki 10 atribut 
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dimana 9 atribut merupakan atribut input sedangkan 1 atribut sebagai output  atau class, dan memiliki 579  
record.  Adapun deskripsi atribut seperti ditunjukkan pada tabel 1 berikut: 
Tabel 1. Deskripsi Atribut 
Atribut  Keterangan 
Age Umur pasien 
TB Total bilirubin pasien 
DB Direct bilirubin pasien 
Alkphos Alkaline phospotase 
Sgpt Almine Aminotransferase 
Sgot Aspartate Aminotransferase 
TP Total protiens 
ALB Albumin 
A/G Ratio Albumin dan Globulin ratio 
Class Class apakah pasien positif liver atau tidak 
 
B. Pengujian Model 
Penelitian ini dilakukan dengan eksperimen  pengujian pada model yang diusulkan. Kemudian 
dilakukan evaluasi dan validasi model untuk menghasilkan nilai accuracy dan AUC. Pengujian 
menggunakan Rapidminer dengan operator 10-fold cross-validation untuk mendapatkan hasil accuracy dan 
AUC pada setiap algoritma yang diuji.  Evaluasi yang  dilakukan  adalah  dengan Confusion Matrix dan ROC 
Curve atau Area Under Curve (AUC). 
1. Confusion Matrix 
a. Algoritma C4.5 
Tabel 2 adalah confusion matrix untuk algoritma C4.5. Diketahui 407 data diklasifikasi “Yes” 
diprediksi sesuai dengan data sebenarnya, lalu 7 data diprediksi “No” tetapi ternyata “Yes”. Kemudian 4 
data diklasifikasi “No” diprediksi sesuai, dan 161 data diprediksi “Yes” ternyata “No”. 
Tabel 2. Model Confusion Matrix untuk Algoritma C4.5 
   Accuracy: 70.99% +/- 1.98% (mikro: 70.98%) 
  true Yes true No 
class 
precision 
pred. Yes 407 161 71.65% 
pred. No 7 4 36.36% 
class recall 98.31% 2.42%   
 
b. k-Nearest Neighbor 
Tabel 3 adalah confusion matrix untuk algoritma k-Nearest Neighbor (k-NN). Diketahui 318 data 
diklasifikasi “Yes” tepat sesuai dengan data sebenarnya, lalu 96 data diprediksi “No” tetapi ternyata “Yes”. 
Kemudian 71 data diklasifikasi “No” diprediksi sesuai, dan 94 data diprediksi “Yes” ternyata “No”. 
Tabel 3. Model Confusion Matrix untuk Metode k-Nearest Neighbor (k-NN) 
   Accuracy: 67.19% +/- 3.79% (mikro: 67.18%) 
  true Yes true No 
class 
precision 
pred. Yes 318 94 77.18% 
pred. No 96 71 42.51% 
class recall 76.81% 43.03%   
 
c. Algoritma C4.5 dengan PSO 
Tabel 4 adalah confusion matrix untuk algoritma C4.5 dengan PSO. Diketahui 320 data diklasifikasi 
“Yes” diprediksi sesuai dengan data sebenarnya, lalu 1 data diprediksi “No” tetapi ternyata “Yes”. Kemudian 
2 data diklasifikasi “No” diprediksi sesuai, dan 82 data diprediksi “Yes” ternyata “No”. 
 
Tabel 4. Model Confusion Matrix untuk Metode C4.5 dengan PSO 
   Accuracy: 79.51% +/- 1.10% (mikro: 79.51%) 
  true Yes true No 
class 
precision 
pred. Yes 320 82 79.60% 
pred. No 1 2 66.67% 
class recall 99.69% 2.38%   
 
d. k-Nearest Neighbor dengan PSO 
Tabel 5 adalah confusion matrix untuk algoritma k-Nearest Neighbor dengan PSO. Diketahui 275 data 
diklasifikasi “Yes” diprediksi sesuai dengan data sebenarnya, lalu 46 data diprediksi “No” tetapi ternyata 
“Yes”. Kemudian 31 data diklasifikasi “No” diprediksi sesuai, dan 53 data diprediksi “Yes” ternyata “No”. 
Tabel 5. Model Confusion Matrix untuk Metode  k-Nearest Neighbor dengan PSO 
   Accuracy: 75.59% +/- 6.67% (mikro: 75.56%) 
  true Yes true No class precision 
pred. Yes 275 53 83.84% 
pred. No 46 31 40.26% 
class recall 85.67% 36.90%   
2. Kurva ROC 
a. Algoritma C4.5 
Kurva ROC untuk algoritma C4.5 seperti ditunjukkan oleh gambar 3 di bawah ini. 
 
 
Gambar 3. Kurva ROC dengan algoritma C4.5 
Kurva ROC pada gambar 3 mengekspresikan confusion matrix. Garis horizontal adalah false positives 
dan garis vertikal true positives. 
b. k-Nearest Neighbor 
Kurva ROC untuk algoritma k-Nearest Neighbor seperti ditunjukkan oleh gambar 4 di bawah ini. 
 
Gambar 4. Kurva ROC dengan Metode k-Nearest Neighbor 
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c. Algoritma C4.5 dengan PSO 
Kurva ROC untuk algoritma C4.5 dengan PSO seperti ditunjukkan oleh gambar 5 di bawah ini. 
 
Gambar 5. Kurva ROC Metode C4.5 dengan PSO 
 
d. k-Nearest Neighbor dengan PSO 
Kurva ROC untuk algoritma k-Nearest Neighbor dengan PSO seperti ditunjukkan oleh gambar 6 di 
bawah ini. 
 
Gambar 6. Kurva ROC dengan Metode k-Nearest Neighbor dengan PSO 
 
3. Analisis Hasil Komparasi 
Perbandingan nilai accuracy dan ROC Curve atau AUC  untuk algoritma C4.5, k-Nearest Neighbor, C4.5 
dengan PSO, dan k-Nearest Neighbor dengan PSO ditunjukkan oleh tabel 6 di bawah ini. 
Tabel 6. Komparasi Nilai Accuracy dan AUC 
  C4.5 k-NN C4.5 dengan PSO k-NN dengan PSO 
Accuracy 70.99% 67.19% 79.51% 75.59% 
AUC 0.950 0.873 0.950 0.909 
Tabel 6 membandingkan accuracy dan AUC dari tiap algoritma. Terlihat bahwa nilai accuracy 
algoritma C4.5 paling tinggi begitu pula dengan nilai AUC-nya. Untuk klasifikasi data mining, nilai AUC 
dapat dibagi menjadi beberapa kelompok, yaitu: 
a. 0.90-1.00 = klasifikasi sangat baik 
b. 0.80-0.90 = klasifikasi baik 
c. 0.70-0.80 = klasifikasi cukup 
d. 0.60-0.70 = klasifikasi buruk 
e. 0.50-0.60 = klasifikasi salah 
Berdasarkan pengelompokkan di atas dan Tabel 6 maka dapat disimpukan bahwa model algoritma 
C4.5, C4.5 dengan PSO, dan k-Nearest Neighbor dengan PSO termasuk kategori klasifikasi sangat baik, 
sedangkan k-Nearest Neighbor termasuk kategori  klasifikasi baik. 
 
V. SIMPULAN  
Dari hasil penelitian dan pengujian, performa model C4.5 untuk diagnosa penyakit peradangan hati 
memberikan tingkat akurasi kebenaran sebesar 70,99% dengan nilai area under the curva (AUC) sebesar 
0,950. Performa model k-Nearest Neighbor memberikan tingkat akurasi kebenaran sebesar 67,19% 
dengan nilai area under the curve (AUC) sebesar 0,873. Performa model C4.5 dengan PSO memberikan 
tingkat akurasi kebenaran sebesar 79,51% dengan nilai area under the curve (AUC) sebesar 0,950. 
Sedangkan Performa model k-NN dengan PSO memberikan tingkat akurasi kebenaran sebesar 75,59% 
dengan nilai area under the curve (AUC) sebesar 0,909. Hal ini membuktikan bahwa optimasi particle 
swarm optimization dapat meningkatkan kinerja metode klasifikasi yang digunakan. Berdasarkan tingkat 
akurasi dan nilai area under the curve (AUC), maka performa metode C4.5 dengan PSO adalah yang paling 
baik untuk mendiagnosa penyakit peradangan hati. 
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