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Abstract
Convolutional Neural Network is good at image classifi-
cation. However, it is found to be vulnerable to image qual-
ity degradation. Even a small amount of distortion such as
noise or blur can severely hamper the performance of these
CNN architectures. Most of the work in the literature strives
to mitigate this problem simply by fine-tuning a pre-trained
CNN on mutually exclusive or a union set of distorted train-
ing data. This iterative fine-tuning process with all known
types of distortion is exhaustive and the network struggles
to handle unseen distortions. In this work, we propose dis-
tortion robust DCT-Net, a Discrete Cosine Transform based
module integrated into a deep network which is built on top
of VGG16 [1]. Unlike other works in the literature, DCT-
Net is “blind” to the distortion type and level in an image
both during training and testing. As a part of the train-
ing process, the proposed DCT module discards input in-
formation which mostly represents the contribution of high
frequencies. The DCT-Net is trained (“blindly”) only once
and applied in generic situation without further retraining.
We also extend the idea of traditional dropout and present a
training adaptive version of the same. We evaluate our pro-
posed method against Gaussian blur, motion blur, salt and
pepper noise, Gaussian noise and speckle noise added to
CIFAR-10/100 [2] and ImageNet [3] test sets. Experimen-
tal results demonstrate that once trained, DCT-Net not only
generalizes well to a variety of unseen image distortions but
also outperforms other methods in the literature.
1. Introduction
Back-propagation and gradient based learning [4,5] ush-
ered a new era in the field of machine learning and artifi-
cial intelligence. The ImageNet challenge [6] has induced
a number of new image classification architectures starting
from AlexNet [7] to even deeper networks like ZFNet [8],
VGGNet [1], ResNet [9], GoogleNet [10]. However, these
Figure 1. VGG16 fails to correctly classify degraded images while
the proposed DCT-Net predicts the class labels accurately. Type
of distortion from top to bottom: Gaussian Blur, Motion Blur, Salt
and Pepper noise, Gaussian Noise and Speckle noise.
deep networks are found to be susceptible to image distor-
tion as far as classification is concerned [11–16]. It is ob-
served that adding a little amount of distortion in the test
set leads the network to misclassify an object as something
else with surprisingly high confidence: some as high as
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Figure 2. Sample output of DCT module. Each input is trans-
formed into frequency domain via forward DCT and information
is discarded in increasing magnitude from left to right with DCT
frequency coefficient threshold set to 0 (L), 25 (M) and 50 (R).
Lower and upper left ones are original image since 0 threshold
does not discard any detail from the original image. Inverse DCT
reconstructs the image from remaining coefficients. It should be
noted that the images do not lose overall object structure. The
sample pair belongs to ImageNet with class label Banjo (Top) and
Impala (Bottom).
99.99% [13]. The above-mentioned popular CNN models
are reported to exceed human performance level on Ima-
geNet [3]. Nevertheless, in a number of instances, the sub-
ject of an image is easily recognizable by human but these
CNN models fail to correctly classify in presence of negli-
gible distortion. Figure 1 provides further visual evidence
of this claim as VGG16 fails to correctly predict class la-
bels of a set of distorted input. Most of the work in the
literature tackle this problem by data augmentation or fine-
tuning networks with mutually exclusive training image of
chosen distortion. While it does increase the accuracy of the
network, this does not perform better than models trained
on a single distortion type [12]. Moreover, the fact that the
network has to be fine-tuned on all possible distorted image
data separately makes it even more undesirable. All these
facts culminate to an intriguing question.
Is it possible to attain such a network that is not fine-
tuned to any explicit distortion type and is generally robust
enough after being trained only once on the original train-
ing data?
In this work, We propose Discrete Cosine Transform
based deep network DCT-Net which significantly increases
the deep network’s invariance to a variety of unseen im-
age distortions. We show that after the input is transformed
into frequency domain, dropping DCT coefficients or cer-
tain frequency components help the deep network to learn
a more robust representation of the training images leading
to a quality invariant CNN. The input diversity stemming
from the integrated DCT module provides an assorted vi-
sual representation of the training data and the network gets
to learn features from a wide array of variants of a single im-
age. DCT-Net no longer heavily relies on minute image de-
tails for learning and therefore when faced with a degraded
version of an image, it can still classify correctly.
Overfitting to training data has been a well-known issue
with deep networks and dropout is a widely used technique
to counter this problem [17]. Rather than using constant
dropout probability through the entire training period, we
incorporate a training adaptive version of it in DCT-Net to
improve the test accuracy even further. The initial dropout
probability is incremented when the network starts converg-
ing to training data.
Gaussian noise and blur are the two most common forms
of image quality degradation. In addition to these two,
we evaluate our network on salt and pepper noise, motion
Blur and speckle noise. Speckle noise is often inherent
to sound/electromagnetic wave-based imaging systems but
has similarity to Gaussian granular noise [18].
This paper is organized as follows: Section 2 sheds light
on our motivation behind this work. Section 3 discusses
related works. In Section 4, we introduce and formulate
the proposed DCT-Net with adaptive dropout. In Section 5,
we discuss about the data sets and provide a performance
comparison of existing works with our proposed approach.
Section 6 concludes this paper.
2. Motivation
Most of the well established deep networks (AlexNet [7],
ResNet [9], GoogleNet [10], VGG16 [1]) presume that the
input images are of artifact-free, high quality and both the
training and test datasets of these networks reflect this as-
sumption. However, in real-life scenarios, images can get
distorted during acquisition, transmission or even by delib-
eration. For example, while capturing, image sensor can
exhibit noise in low light conditions. Motion/Gaussian blur
can occur if the camera or subject is moving/shaking or due
to focusing error. In transmission, packet-loss can poten-
tially result in missing regions of the image, noise, or miss-
ing frequencies, depending on how the image is encoded.
Moreover, there are situations where surveillance images
are taken in challenging conditions (low light, rain, snow,
fast moving object etc.) or the device used is of substan-
dard quality resulting in degraded visual data. Addition-
ally, with the advent of a wide range of cellular phones
and hand-held devices, the requirement of high-quality im-
agery to perform different computer vision related tasks
may need to be relaxed. Distortion or substandard image
quality can also degrade the performance of a CNN based
system in other computer vision tasks as well e.g. object
detection, image retrieval, image registration, segmentation
and even more complex tasks like autonomous car driving,
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facial recognition-based security systems etc.
All these facts inspired us to exploreways of overcoming
the drawbacks of traditional CNN. Our proposedDCT-Net’s
aim is to solve this issue by learning a more robust repre-
sentation of the training data. Since noise and blur cause
the greatest degradation in a convolutional neural network’s
performance [12, 14, 19], we focus on these two types of
distortion in this work. We have found that training the
deep network with DCT module enables our deep network
to perform well on unseen distortions and thereby achieves
substantial invariance against quality degradation.
The DCT module transforms each input image to fre-
quency domain via Discrete Cosine Transform [20, 21]. In
order to discard input information and image details during
training, DCT module eliminates certain DCT coefficients
based on one randomly chosen threshold per image. The
random threshold value X is selected for each new train-
ing input from a standard uniform distribution of integers
where, X ∼ U [0, 50]. When X happens to be 0, the image
does not get transformed at all and is fed forward in the in-
put’s original form. Values close to 50, on the other hand,
removes more detail from the image. It is worth noting that
most of the discarded DCT coefficients belong to high fre-
quency and therefore discarding them contributes to loss of
image details as depicted in Figure 2. Since the DCT based
loss of input information or image detail is random for each
image, every epoch of our deep network’s training process
yields a different representation of each original training
data. The input diversity induced by the DCT module ame-
liorates the learning process and enables the network to ex-
cel when tested on unseen distortions. The process is ex-
plained elaborately in Section 4.
3. Related Work
Despite the deep network’s vulnerability to small image
perturbations [13, 15] or quality degradation [11], not a lot
has been done to solve this problem. A simple approach
to add robustness to neural networks is to fine-tune the net-
work on images with the expected distortions. Vasiljevic et
al. [22] show that this approach works well for blurred im-
ages. They achieve satisfactory performance on clean and
blurred test sets and their training data consists of half clean
and half blurred images. Similarly, Zhou et al. [23] show
the effectiveness of fine-tuning for both noisy and blurry
images. Interestingly, the model trained on both noisy and
blurry images has a much higher error rate than the av-
erage error rate of models trained only on noise and blur
when these latter models are tested on their respective dis-
torted or degraded test sets. Our results section shed further
light on this aspect. Dodge et al. [12] propose a mixture of
experts-based model for image classification (MixQualNet)
that is more robust to distorted data than single fine-tuned
models. Their proposed network architecture consists of
expert networks where the experts are trained for particu-
lar distortion types and a gating network which is trained
to select among the experts. This model shows better per-
formance compared to [22, 23]. However, MixQualNet is
effectively a complex ensemble of N number of identical
CNN models where N is the number of distortion types the
model is trained on. This already parameter heavy model
has 1 million additional gating network parameters all re-
sulting in a sluggish training process. Diamond et al. [24]
and Yim et al. [14] propose a system that modifies a neu-
ral network with additional layer or channels that serve to
undistort the images by denoising and deblurring. For these
reconstructed images, further fine-tuning of a deep neural
network is performed. The method has prior knowledge of
camera noise and blurring parameters, but for general appli-
cations (e.g. images from the internet) the camera param-
eters may be unavailable. This drawback greatly limits the
feasibility of the method.
To reduce data overfitting during training, constant
dropout probability [17, 25] is used in the literature. The
dropout probability (P) used in VGG16 [1] is fixed at 0.5.
Evaluation results in Section 5 will show that the proposed
training adaptive incremental dropout enables the deep net-
work to generalize better.
4. DCT-Net
In this section, we introduce our proposed DCT-Net
which takes the form of a VGG16 [1] architecture with
the integration of the DCT module and training adaptive
dropout. We make use of Discrete Cosine Transform to se-
lect and eliminate a set of frequency coefficients from each
of the training images. Section 5 which assesses the results,
quantitatively demonstrates that once trained, the proposed
DCT-Net not only achieves considerable robustness against
a variety of quality degraded test sets but also maintains
consistent performance on clean or original data.
4.1. Discrete Cosine Transform
Discrete Cosine Transform is a widely used technique to
analyze signals in the frequency domain. It has found its
way into numerous applications, from lossy compression of
audio (e.g. MP3) and image (e.g. JPEG) to spectral meth-
ods for the numerical solution of partial differential equa-
tions. To perform The Forward DCT (FDCT) in a standard
JPEG compression [26], each image is divided into 8 × 8
blocks; effectively a 64-point discrete signal. However, it is
found that this block-wise DCT operationmay lead to unde-
sired properties like blocking artifacts [27, 28]. Therefore,
we consider only one block with dimensions equivalent to
the height (H) and width (W) of the original input image.
FDCT takesH×W signal as its input and outputs the corre-
sponding basis-signal amplitudes or DCT coefficients. The
DCT coefficient values can thereby be regarded as the rel-
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ative amount of the 2D spatial frequencies contained in the
original input signal, which in our case is an image. One of
the most important features of FDCT is that it concentrates
most of the signal energy in a few transformed DCT coef-
ficients in the lower spatial frequencies [26, 29]. In other
words, the number of DCT coefficients with substantially
high magnitude is very low and the smaller coefficients are
far greater in number. More often than not, bulk of the infor-
mation in a natural image is represented in lower frequen-
cies. Higher frequencies generally encode sharp changes
that add extremely fine detail to the image.
There are a number of ways to perform DCT in the lit-
erature [30]. However, we make use of Fast Cosine Trans-
form (FCT) [20,21] because of its computational efficiency
(NLogN). We make use of Equation 1 on an input image A
for FDCT and Equation 2 for Inverse DCT (IDCT) to obtain
the reconstructed image B.
Bpq = αpαq
M−1∑
m=0
N−1∑
n=0
Amn cos
pi(2m+ 1)p
2M
cos
pi(2n+ 1)q
2N
,
0 ≤ p ≤M − 1, 0 ≤ q ≤ N − 1
(1)
Where,
αp =
{√
1
M
, p = 0.√
2
M
, 1 ≤ p ≤M − 1
αq =


√
1
N
, q = 0.√
2
N
, 1 ≤ q ≤ N − 1
And the Inverse DCT (IDCT) is performed by:
Amn =
M−1∑
p=0
N−1∑
q=0
αpαqBpq cos
pi(2m+ 1)p
2M
cos
pi(2n+ 1)q
2N
,
0 ≤ m ≤M − 1, 0 ≤ n ≤ N − 1
(2)
Where,
αp =
{√
1
M
, p = 0.√
2
M
, 1 ≤ p ≤M − 1
αq =


√
1
N
, q = 0.√
2
N
, 1 ≤ q ≤ N − 1
Here M and N are the row and column size of the input and
output images respectively.
4.2. DCT Module Integration
DCT module in the DCT-Net (Figure 3) transforms each
of the training images using FDCT and produces a set of
DCT coefficients. A uniform random variable (X) is cho-
sen for each training image from a predefined range of 0
Algorithm 1 : DCT Module
Input: Image RGB (H ×W × C)
Output: DCT transfromed image D (H ×W × C)
1: I = rgb2Ycbcr(RGB)
2: for all channels c = 1 to C do
3: DCT Coeffs[c] = DCT(I), using equ. 1
4: Abs DCT Coeffs[c] = ABS (DCT Coeffs[c])
5: X =Uniform Random Threshold(0, 50)
6: for allDCT Coeffs[c] < X do
7: DCT Coeffs[c] = 0
8: end for
9: O[c] = IDCT (DCT Coeffs[c]) using equ. 2
10: end for
11: D = Ycbcr2rgb(O)
to 50 (X ∼ U [0, 50]) which is effectively a random DCT
coefficient threshold value. All the DCT coefficients lying
under the chosen threshold X are turned zero. From a super-
ficial point of understanding, when the random threshold is
equal to or close to 0, the input image undergoes very lit-
tle or no transformation at all which means there is hardly
any loss of input information or image detail. On the other
hand, if the random threshold happens to be a large number
which is close to 50, this thresholding step removes most
of the high frequencies from an image and leaves most of
the lower frequencies intact along with the DC component.
Since a large part of the signal strength is stored in the lower
spectrum, the loss of information takes away mostly sharp
changes and finer details of the image pertaining to different
edges and contours. Along with the omission of most of the
high frequencies, some of the lower frequencies with little
visual impact on the input image may get discarded as well
in the process. It is worth noting that the thresholding con-
siders the absolute values of the coefficients. Inverse DCT
or IDCT is performed on the remaining DCT coefficients to
reconstruct the transformed image. This DCT transformed
image is then fed forward to the first convolutional layer.
The modus operandi of the proposed DCT module is pre-
sented in Algorithm 1.
The DCT module is free of trainable parameters and
no backpropagation based learning takes place within this
module. Once the deep network is trained, this module is re-
moved from the network and test images directly enter into
the first convolutional layer. Figure 2 depicts a sample im-
age pair of DCT transformed training data from ImageNet.
It can be visually observed that higher the threshold value,
greater the loss of information or image detail.
4.3. Deep Network
VGG16 is found to be the most resilient deep network
against image degradation [12, 32]. Therefore, we employ
this particular CNNmodel as the base of our proposedDCT-
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Figure 3. Proposed DCT-Net architecture based on VGG16 [1].
ReLU [31] is used as activation function followed by each convo-
lutional layer and the fully connected layer apart from the last one.
Adaptive dropout is used only in fully connected layer. The pro-
posed DCT module followed by the input layer is responsible for
transforming the input according to Algorithm 1. By discarding in-
formation, this module generates a wide range of representations
of each image during training.
Figure 4. Five progressively distorted sample test image pairs from
ImageNet test set. From top to bottom: (a) Gaussian Blur (b)
Gaussian Noise (c) Motion Blur (d) Speckle (e) Salt & Pepper.
Networks are tested against these five types of quality degradation.
Net. Original VGG16 uses 3 × 3 filters in all thirteen con-
volutional layers, ReLU is used as activation function, 2×2
max pooling with stride 2 and 1000 channel softmax and
classification output layer. All the weights are initialized on
ImageNet for our network training.
Dropout is a well-known technique to counter the ef-
fect of data overfitting [17]. We extend the idea of dropout
and deploy an adaptive version of it during training. The
dropout probability P is initialized with 0.1 at the begin-
ning of training and updated from a range of [0.1 - 0.5] with
smallest increment unit of 0.1. The update only comes into
effect when the network seems to converge to training data
and the possibility of overfitting is inevitable. P is updated
when minibatch training accuracy reaches and stays above
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Figure 5. Performance comparison of MixQualNet [12], DCT-Net
with and without adaptive dropout in five distorted versions of the
ImageNet test set over the distortion levels specified in Section 5.2.
80% for an entire epoch. The value of P depends on the re-
maining number of epochs which is divided into five equal
intervals. As the training proceeds forward, P increases in
each of the five epoch intervals by 0.1.
Because of the smaller image dimensions in CIFAR-
10/100, we modified the original VGG16 input layer from
224 × 224 × 3 to 32 × 32 × 3 and to maintain regularity
of the network, the dimensions of the first and second fully
connected layers are reduced to 512 from 4096. The orig-
inal 1000 way softmax and classification output layers are
replaced with 10 and 100 for CIFAR-10 and CIFAR-100 re-
spectively. We use stochastic gradient descent (SGD) with
momentum value 0.9, data shuffling before every epoch
while training. We have used 40 epochs with minibatch size
set to 128. Initial learning rate was set to 0.01. We make
use of proposed adaptive dropout and L2 regularization to
counter overfitting [33, 34].
5. Results
In this section, we present and discuss the performance
of different deep networks on a number of benchmark data
sets. In addition to the original test set, we evaluate the net-
works on five different types of distortion namely Gaussian
noise, Gaussian blur, salt and pepper noise, motion blur and
speckle noise.
5.1. Datasets
We consider CIFAR-10, CIFAR-100 [2] and ImageNet
[3] as our benchmark datasets. CIFAR-10 consists of
60,000 32× 32× 3 images in 10 classes, with 6,000 images
per class. The split is 50,000 training images and 10,000 test
images. CIFAR-100 has 100 classes containing 600 images
each. There are 500 training images and 100 testing im-
ages per class. Dimensions of these images are same as
CIFAR-10. In ImageNet, there are 1000 object classes and
approximately 1.2 million training images, 50,000 valida-
tion images and 100,000 test images.
5.2. Test Data
Gaussian noise is added to an image with the variance
ranging from 0.1 to 0.5. For the Gaussian blur kernel, the
standard deviation used is between 0 to 5 for CIFAR-10/100
and 0 to 10 for ImageNet. Salt and pepper noise is repli-
cated by turning on and off pixels with a predefined proba-
bility. We add salt and pepper noise to an image pixel with
a probability varying from 0 to 0.5. For motion blur kernel
in CIFAR-10/100, we use motion angle range between 0 to
22.5 degree because of the small spatial dimension of the
dataset. The number of pixels is set to 10 as linear motion
parameter. As the spatial dimension is greater in ImageNet,
we use a motion angle range of 0 to 45 degree with the
number of pixels set to 15 as linear motion parameter. We
add multiplicative speckle noise to an image I and produce
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CIFAR-10
CNN Model Original Gaussian
Noise
Salt and Pep-
per Noise
Speckle
Noise
Gaussian
Blur
Motion
Blur
Overall
Accuracy
Mclean (VGG16 [1]) 88.43 40.53 42.60 45.10 61.43 56.35 55.74
MGnoise 65.50 62.91 59.10 54.32 23.50 20.36 47.60
MGblur [22] 68.84 29.33 30.25 38.36 73.36 50.51 48.44
MBN [23] 83.36 59.06 51.87 55.08 69.36 52.98 61.95
MAll 80.54 57.95 60.77 63.12 68.14 59.20 64.95
MixQualNet [12] 81.56 60.69 58.99 57.36 70.26 62.89 65.29
DCT-NetNoAdaptiveDropout 85.36 55.87 59.02 61.39 76.41 68.51 67.76
DCT-Net 86.97 57.06 61.23 62.05 77.15 70.91 69.23
CIFAR-100
CNN Model Original Gaussian
Noise
Salt and Pep-
per Noise
Speckle
Noise
Gaussian
Blur
Motion
Blur
Overall
Accuracy
Mclean (VGG16 [1]) 67.49 25.52 29.62 32.91 50.39 48.30 42.37
MGnoise 52.54 49.80 59.22 41.20 17.61 14.25 39.10
MGblur [22] 56.81 19.69 22.26 27.35 62.37 42.77 38.54
MBN [23] 62.44 46.08 38.28 33.03 52.46 35.88 44.70
MAll 60.68 45.13 60.20 61.39 53.32 49.10 54.97
MixQualNet [12] 63.50 45.89 58.01 57.61 55.22 49.83 55.01
DCT-NetNoAdaptiveDropout 64.30 44.11 60.25 60.39 62.32 53.50 57.48
DCT-Net 65.39 44.85 62.33 60.65 64.05 55.91 58.86
ImageNet
CNN Model Original Gaussian
Noise
Salt and Pep-
per Noise
Speckle
Noise
Gaussian
Blur
Motion
Blur
Overall
Accuracy
Mclean (VGG16 [1]) 92.60 32.45 15.32 24.98 29.53 25.67 36.76
MGnoise 49.60 55.31 40.21 33.55 11.95 10.66 33.55
MGblur [22] 55.36 16.24 18.91 22.63 39.88 30.69 30.62
MBN [23] 75.77 54.25 42.30 38.65 30.14 27.85 44.83
MAll 74.12 49.22 45.35 44.22 38.32 40.50 48.79
MixQualNet [12] 72.85 50.68 49.63 47.34 39.33 34.98 49.14
DCT-NetNoAdaptiveDropout 85.35 52.12 50.66 50.30 42.25 39.77 53.41
DCT-Net 87.50 52.98 51.30 50.98 43.90 41.32 54.66
Table 1. Performance comparison of different network architectures on the clean and distorted test sets of CIFAR-10/100 and ImageNet.
Accuracy over each type of distorted test sets is the mean over the distortion levels specified in Section 5.2. Overall accuracy is the
network’s average accuracy across clean and distorted datasets. The best accuracy is displayed in bold and the second best is underlined.
a noisy image J, where J = I + n ∗ I , n is a uniformly
distributed random noise. Variance ranging from 0.1 to 0.5
is used for speckle noise. All the test images are tested at
five different distortion levels uniformly chosen from the
defined range of distortions. A set of sample test image
pairs with increasing level of distortion can be seen in Fig-
ure 4.
5.3. Performance Comparison
We refer our model as DCT-Net in this work which is
based on the VGG16 architecture with adaptive dropout.
We denote Mclean as the VGG16 network trained on the
original clean dataset. MGnoise and MGblur [22] are effec-
tively Mclean fine-tuned on Gaussian noise and blur contain-
ing training set respectively. MBN [23] is the model which
is fine-tuned on both Gaussian blur and noise. MAll is the
VGG16 network fine-tuned on all five distortionsmentioned
in this work. Finally, MixQualNet is the ensemble of indi-
vidual distortion expert models with a gating network [12].
Table 1 compares the classification accuracy of these
base models. All of the deep networks are tested against
five increasing levels of corresponding type of noise and
blur. The levels are uniformly chosen between the mini-
mum and maximum distortion range specified in Section
5.2. The mean accuracy over all distortion levels is dis-
played in each of the results’ column of Table 1 except the
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first and last one. For a particular network, the original ac-
curacy in Table 1 is computed over the corresponding clean
test set whereas the overall accuracy in the last column is
the numerical average over all six individual accuracies. It
is worth noticing that the models fine-tuned on one specific
type of distortion e.g. MGnoise and MGblur [22] perform well
on their specific distorted test set. However, they fail to gen-
eralize well to other types of distortion and also accuracy on
the clean test data drops.
On the other hand, MBN [23] has a mediocre perfor-
mance on all the test sets and could not surpass MGnoise and
MGblur in their particular distortion test sets in any of the
benchmark data set. Moreover, the performance of MBN
propels the belief that the poor performance of these net-
works on unseen distortion remains a major drawback.
MAll and MixQualNet [12] displays competitive results
in a number of test sets but the rigid training image require-
ment with all possible distortions should be kept in mind.
The accuracy displayed by MAll and MixQualNet [12] seem
to be similar across all three databases. The overall accu-
racy of MAll and MixQualNet is 64.95%, 54.97%, 48.79%
and 65.29%, 55.01%, 49.14% in CIFAR-10, CIFAR-100
and ImageNet respectively. This is consistent with the ways
these networks are designed and trained. MixQualNet is ba-
sically an ensemble of expert networks trained on specific
distortions augmented by a weight sharing gating network.
MAll, on the other hand, is fine-tuned on those specific dis-
tortions with a single network.
Our proposed DCT-Net is found to ameliorate the stan-
dards and copes well with all types of image distortion, out-
performing contemporary models on overall accuracy in all
three datasets (69.23% in CIFAR-10, 58.86% in CIFAR-
100 and 54.66% in ImageNet). It also demonstrates consis-
tent accuracy on each type of distortion that is introduced
while negligible drop in performance on the original clean
test set.
Figure 5 further sheds light on the performance of DCT-
Net with and without adaptive dropout and MixQualNet
[12] on ImageNet over the specified levels of distortions.
It is visually evident that with increasing magnitude of dis-
tortion in the test sets, all three networks struggle to main-
tain classification accuracy. DCT-Net displays better con-
sistency under increasing level of distortion which is con-
sistent with the results in Table 1.
6. Conclusion
We have proposed DCT-Net with an adaptive dropout
and show that discarding part of the input signal or im-
age detail based on Discrete Cosine Transform adds diver-
sity to each of the training data. Since the threshold used
for discarding information is random for each image, every
epoch is likely to produce a different version of a training
image. This way, the network gets to learn a strong fea-
ture representation from all the variants of an image. Our
deep network does not heavily rely anymore on fine de-
tails for an object to be recognized and therefore becomes
able to correctly classify degraded (noisy or blurry) images.
Contrary to traditional fine-tuning process on specific dis-
tortions, the introduced DCT-Net is “blindly” trained only
once and shows impressive accuracy on unseen distortions
on a number of benchmark data sets.
Although image classification has been the center of at-
tention in this work, Substandard image quality can ad-
versely affect the performance of any other computer vi-
sion task that relies on neural networks e.g. object detec-
tion [35–37], image segmentation [38] etc. Our proposed
method can easily be applied in other existing networks
which further adds to the contribution of this work.
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