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Abstract
The power of a language L is the set of all powers of the words in L. In this paper, the
following decision problem is investigated. Given a context-free language L, is the power of L
context-free? We show that this problem is decidable for languages over unary alphabets, but it
is undecidable whenever languages over alphabets with at least two letters are considered.
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1. Introduction
An important class of decision problems in the theory of formal languages can be
stated as follows. Fix a family of languages and a unary operation on languages, is
it decidable, given a language from this family, whether or not the application of
the operation to the given language leads out of this family? Analogously, one could
ask such question for non-unary operations, even involving operands from di9erent
families of languages. In this paper, we study this problem for the family of context-
free languages with respect to the power operation.
For any language L, the power of L is the set
pow(L) = {wi | i ¿ 0; w ∈ L} = ⋃
w∈L
w∗:
Clearly, pow(L) is a subset of L∗=
⋃
i¿0 L
i. The family of context-free languages is
not closed under the power operation. Consider, e.g., the language de;ned by the regular
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expression a+b, its power is the non-context-free language
⋃
i¿0(a
ib)∗. Therefore, it
is natural to search for some algorithm deciding whether pow(L) is context-free if a
given language L is context-free.
This problem was ;rst mentioned for regular languages in [2], see also [3], and
has partially been answered by Cachat [1] proving that there is an algorithm deciding
whether the power of a unary regular language is regular.
Theorem 1 (Cachat [1]). Given a regular language L over a one-letter alphabet, it is
algorithmically decidable whether pow(L) is regular.
The problem for regular languages over arbitrary ;nite alphabets is left open there.
Recently, it was shown that this problem becomes decidable in certain cases depending
on properties of the root of the language under consideration, see [4]. The root of a
word p, denoted by
√
p, is the unique primitive word q such that p= qn, for some
positive integer n. A word q is primitive if and only if q is not the power of another,
di9erent word. For a language L, its root
√
L is de;ned to be
√
L= {√p |p∈L; p = },
where  denotes the empty word.
Theorem 2 (HorvFath et al. [4]). Given a regular language L such that L∩√L is reg-
ular or both L and pow(L)\L have in6nite roots, then it is decidable whether pow(L)
is regular.
Hence, it remains open whether or not the regularity of the power of a given regular
language L is decidable, if L has a non-regular intersection with its root and for which
pow(L)\L has a ;nite root.
For the upper classes of the Chomsky hierarchy, i.e., the families of recursively enu-
merable, recursive, and context-sensitive languages, the problem is trivially decidable,
because each of these families is closed under the power operation (what can easily
be shown by appropriate machine constructions). In this paper, we aim to settle the
problem for the family of context-free languages.
The reader is assumed to be familiar with basic concepts of formal language theory
as contained, e.g., in [5] or [6]. Concerning our notation, we have the following con-
ventions: V+ denotes the set of non-empty words over alphabet V ; if the empty word
 is included, then we use the notation V ∗. The mirror image of a string w is denoted
by wR, its length by |w|. Generally, for a singleton set {a} we simply write a.
A context-free grammar is a quadruple G=(N; T; P; S), where N and T are disjoint
alphabets of non terminals and terminals, respectively, S ∈N is the axiom, and P
is a ;nite set of productions of the form A→ u, where A∈N and u∈ (N ∪T )∗. A
production with A on its left-hand side is referred to as an A-production of G.
2. Context-free languages
Before giving the proof of our main result that context-freeness of the power of
context-free languages is undecidable, we mention a direct consequence of Theorem 1.
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Since any context-free language over a one-letter alphabet is e9ectively regular, we
immediately get the following result.
Corollary 3. Given a context-free language L over a one-letter alphabet, it is algo-
rithmically decidable whether pow(L) is context-free.
Next, we show that there is no algorithm for context-free languages over ;nite
alphabets with at least three letters.
Theorem 4. Given a context-free language over an alphabet with at least three letters,
it is undecidable whether pow(L) is context-free.
Proof. We proof the undecidability by reducing Post’s correspondence problem (PCP).
Let {(u1; v1); (u2; v2); : : : ; (un; vn)} be a ;nite set of pairs of {a; b}+×{a; b}+, an
instance of the PCP. We consider the context-free grammar
G = ({S; S ′; A; B; C; D; E}; {a; b; #}; P; S);
where P is the union of the following sets of productions:
P1 = {S → S ′; S → E##; S ′ → A##S ′; S ′ → };
P2 = {A→ aAa; A→ bAb};
P3 = {A→ aBb; A→ bBa} ∪ {B→ xBy | x; y ∈ {a; b}};
P4 = {A→ aC; A→ bC; B→ C} ∪ {C → aC; C → bC};
P5 = {A→ Da; A→ Db; B→ D} ∪ {D→ Da;D→ Db};
P6 = {B→ #; C → #; D→ #};
P7 = {E → uiEvRi | 16 i 6 n} ∪ {E → ui#vRi | 16 i 6 n}:
The derivation process starts o9 with an application of P1 generating either (A##)j,
for some j¿0, or E##. Any occurrence of A can be replaced by productions in P2
followed by exactly one A-production in P3, P4 or P5. Note that there is no other way
to get rid of the non-terminal A. After further derivation steps using productions from
P3, P4 or P5, from any single A a string of one of the following forms is obtained:
• z1Bz2 with z1; z2 ∈{a; b}∗ and |z1|= |z2|, z2 = zR1 ,
• z1Cz2 with z1; z2 ∈{a; b}∗ and |z1|¿|z2|,
• z1Dz2 with z1; z2 ∈{a; b}∗ and |z1|¡|z2|.
Therefore, starting o9 the derivation with S→ S ′, the language L∗0 with
L0 = {z1#z2## | z1; z2 ∈ {a; b}∗; z2 = zR1 }
is obtained. On the other hand, using S→E## ;rst, the language
L1 = {ui1ui2 : : : uim#vRim : : : vRi2vRi1## |m¿ 1; 16 ij 6 n for 16 j 6 m}
is generated. Thus, we have L(G)=L∗0 ∪L1. Note that the grammar G′ which is ob-
tained from G by omitting the production S→E## generates the language L∗0 . There-
fore, L∗0 is context-free.
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Assume that the PCP does not have a solution for the given instance. Then L1⊆L0
holds. Hence L(G)=L∗0 in this case. Since pow(L
∗
0)=L
∗
0 and L
∗
0 is context-free,
pow(L(G)) is context-free if there is no solution for the instance of the PCP.
On the other hand, if there is a solution, then there exist in;nitely many words
of the form z#zR## in L(G). Therefore, we can prove pow(L(G)) is not context-free
as follows. Assume the contrary, and let k be the constant from Bar–Hillel’s pump-
ing lemma. Choose a solution i1i2 : : : il of the PCP such that |ui1ui2 : : : uil |¿k. Let
z= ui1ui2 : : : uil and consider the word #= z#z
R##z#zR##z#zR##, an element of the lan-
guage pow(L(G)). Then there is a factorization #= uvwxy such that |vwx|6k, |vx|¿0,
and uviwxiy∈ pow(L(G)), for any i¿0. Since |vx|6|vwx|6k, we have |vx|#62. If
|vx|#¿0, then one of the following statements holds true:
(1) uwy= s##%,
(2) uwy= %s or uwy= %s#,
(3) uwy= %1s1#s#s2%2, or
(4) uwy= %1##s##%2,
for some s; s1; s2 ∈{a; b}+ and %; %1; %2 ∈{a; b; #}∗. In any case, we ;nd uwy =∈
pow (L(G)). Thus, |vx|# = 0. Now, the pumping on # can be performed only in a
way such that at most two (consecutive) substrings of the form z#zR## are modi;ed
and, therefore, at least one of them remains unchanged. This yields a string of the
form w1##w2##w3##, where w1 is still of the form z#zR but w2 or w3 is di9erent from
w1, or w3 = z#zR but w1 or w2 is di9erent. Obviously, a string with this property be-
longs neither to L∗0 nor to pow(L1), thus it does not belong to pow(L(G)), a contradic-
tion.
Corollary 5. Given a context-free language over an alphabet with at least two letters,
it is undecidable whether pow(L) is context-free.
Proof. Let G be the context-free grammar used in the proof of Theorem 4 and let
c : {a; b; #}∗→{a; b}∗ be some injective morphism. Furthermore, let L= c(L(G)). Then,
c(pow(L(G)))= pow(L) and c−1(pow(L))= pow(L(G)).
Since the family of context-free languages is closed under homomorphisms and in-
verse homomorphisms, pow(L) is context-free if and only if pow(L(G)) is context-
free.
3. Conclusion
The problem to decide whether the power of a given context-free language is context-
free is shown to be undecidable. Thus, the decidability status of the “power problem”
is known for all classes of the Chomsky hierarchy containing the family of context-
free languages as well as for unary regular languages. There remains a gap between
unary regular and arbitrary context-free languages which can be expressed in the open
question which of the problems summarized below is algorithmically decidable.
• Given a non-unary regular language L, is pow(L) regular?
• Given a linear context-free language L, is pow(L) linear context-free?
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The ;rst question has been answered only partially, cf. Theorem 2. The technique used
in the proof of Theorem 4 does not apply to the case of linear context-free languages
since those are not closed under Kleene closure.
The question whether pow(L) is context-free for a regular or for a linear context-free
language L might be interesting as well.
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