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Abstract
The L-function of symmetric powers of classical Kloosterman sums is a polynomial whose degree is now known, as
well as the complex absolute values of the roots. In this paper, we provide estimates for the p-adic absolute values of
these roots. Our method is indirect. We first develop a Dwork-type p-adic cohomology theory for the two-variable infinite
symmetric power L-function associated to the Kloosterman family, and then study p-adic estimates of the eigenvalues of
Frobenius. A continuity argument then provides the desired p-adic estimates.
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1 Introduction
Let Fq be a finite field with q = p
a elements, p ≥ 5. Associated to each t¯ ∈ F∗q define the Kloosterman sum
Klt¯,m :=
∑
x¯∈Fqm
t¯
ψ ◦ TrFqm
t¯
/Fq
(
x¯+
t¯
x¯
)
m = 1, 2, 3, . . . ,
where deg(t¯) := [Fq(t¯) : Fq], qt¯ := q
deg(t¯), and ψ is a fixed non-trivial additive character on Fq. It is well-known that the
associated L-function is quadratic:
L(Klt¯, T ) := exp
∑
m≥1
Klt¯,m
Tm
m
 = (1− π0(t¯)T )(1− π1(t¯)T ),
with roots satisfying π0(t¯)π1(t¯) = qt¯, |π0(t¯)|C = |π1(t¯)|C = √qt¯, and π0(t¯) is a p-adic 1-unit, meaning |1− π0(t¯)|p < 1.
For k a positive integer, define the k-th symmetric power L-function of the Kloosterman family by
L(SymkKl, T ) :=
∏
t¯∈|Gm/Fq |
k∏
m=0
1
1− π0(t¯)k−mπ1(t¯)mT deg(t¯) .
∗This work was partially supported by a grant from the Simons Foundation (#314961 to C. Douglas Haessig).
1
Robba [16] gave the first p-adic study of this L-function, and showed among other things that it is a polynomial defined
over Z, and gave a conjectural formula for its degree. Using ℓ-adic techniques, Fu-Wan [9] proved a corrected version
of this conjecture as a special case of their study of the n-variable Kloosterman sums. In that paper, motivated by a
conjecture of Gouveˆa-Mazur, they asked whether there exists a uniform quadratic lower bound for the Newton polygon
of L(SymkKl, T ) independent of k. Our first main result of this paper affirmatively answers their question:
Theorem 1.1. Let p ≥ 5. For every positive integer k, writing L(SymkKl, T ) =∑ cmTm, then
ordqcm ≥
(
1− 1
p− 1
)
m(m− 1). (1)
A uniform quadratic lower bound is known [18] for the L-function of the k-th symmetric product of the first relative
ℓ-adic cohomology of the Legendre family of elliptic curves Et : x
2
1 = x1(x1 − 1)(x1 − t). This L-function, defined
analogously to L(SymkKl, T ), equals the nontrivial part of the Hecke polynomial associated to the p-th Hecke operator
Tk+2(p) for level 2 acting on cusp forms of weight k + 2 (see [1]). For the Kloosterman family, recent work of Yun [21],
based on conjectures of Evans [3], gives an automorphic interpretation for L(SymkKl, T ) when k is small. It has also
been shown by Fu-Wan [10] that L(SymkKl, T ) is geometric (or motivic) in nature, meaning it equals the local factor
at p of the zeta function of a (virtual) scheme of finite type over Z.
Our motivation for the following study comes from a related but different direction. In [7], Dwork first defined the
unit root L-function of the Legendre family of elliptic curves essentially as follows. Setting X := A1 \ {0, 1,H(t) = 0},
where H(t) is the Hasse polynomial, the map f : Et 7→ t ∈ X gives a family of ordinary elliptic curves whose first relative
p-adic e´tale cohomology R1f∗Zp gives a continuous rank one representation ρE : π
arith
1 (X) → GL1(Zp). This has the
property that, for a closed point t ∈ |X/Fq |, the image of the geometric Frobenius Frobt is ρE(Frobt) = π0(t), where
π0(t) is the unique p-adic unit root of the zeta function of the fiber Et. For k a positive integer, define the unit root
L-function
L(ρ⊗kE , T ) :=
∏
t¯∈|X/Fq |
1
1− π0(t¯)kT deg(t¯) .
For every k, meromorphy was shown by Dwork in [7]. It also has a p-adic modular interpretation. Define the Fredholm
determinant D(k, T ) := det(I −UpT |Mk), where Mk is the space of overconvergent p-adic modular forms of level 2 and
weight k, and Up is the Atkin operator. Then there is the relation:
L(ρ⊗kE , T ) =
D(k + 2, T )
D(k, pT )
. (2)
This allows one to obtain results about modular forms from results about the unit root L-function. See [19] for a detailed
exposition; see also [18]. Their special values L(ρ⊗kE , 1) are also related to geometric Iwasawa theory as discussed in [4].
Unit root L-functions do not appear to have a nice cohomology theory, however a related L-function does appear to
have one, which is essentially the main result of this paper. To motivate, notice that using (2) recursively:
D(k, T ) =
∏
i≥0
Lunit(k − 2− 2i, qiT )
=
∏
t¯∈|X/Fq |
∏
i≥1
(1− π0(t¯)k−2−iπ1(t¯)iT deg(t¯))−1.
The latter product is similar to the k − 2 symmetric power except that the product runs over all i ≥ 1 rather than
1 ≤ i ≤ k. This motivates us to define the infinite k-symmetric power L-function of the Legendre family E by
L(Sym∞,kE,T ) :=
∏
t¯∈|X/Fq |
∏
i≥1
(1− π0(t¯)k−2−iπ1(t¯)iT deg(t¯))−1,
and thus the above relation becomes
det(I − UpT |Mk) = L(Sym∞,k−2E, T ). (3)
(This relation ultimately comes from the Eichler-Selberg trace formula.) We conjecture that there is a p-adic cohomology
theory for L(Sym∞,kE, T ) that lines up with (3). Furthermore, this cohomology theory should have a natural dual
theory. One possible approach is to take a p-adic limit in k of Adolphson’s work [1]. This is likely related to p-adic
modular forms and p-adic modular symbols.
Our main reason to suspect the existence of such a p-adic cohomology theory comes from the Kloosterman family
studied in this paper. Let κ ∈ Zp, where Zp denotes the p-adic integers. Define the infinite κ-symmetric power L-function
(using the roots π0 and π1 from the Kloosterman sums above)
L(Sym∞,κKl, T ) :=
∏
t¯∈|Gm/Fq |
∏
m≥0
1
1− π0(t¯)κ−mπ1(t¯)mT deg(t¯) .
In this paper, we develop a p-adic cohomology theory H•κ (Section 3) for the infinite κ-symmetric power L-function which
may be used to meromorphically describe the L-function:
L(Sym∞,κKl, T ) =
det(1− β¯κT | H1κ)
det(1− qβ¯κT | H0κ)
,
2
where β¯κ is a completely continuous operator defined on p-adic spaces H
1
κ and H
0
κ. We note that these types of L-
functions are not expected to be rational functions in general. For the Kloosterman family, we will show H0κ = 0 when
κ 6= 0, and of dimension one when κ = 0, and when κ ∈ Zp \ Z≥0 then H1κ is infinite dimensional. It is interesting that
the case κ ∈ Zp \Z≥0 is the easiest to handle, whereas we are unable to compute cohomology when κ is a positive integer.
Studying the action of Frobenius on cohomology leads to our third main result:
Theorem 1.2. Let p ≥ 5. For every κ ∈ Zp, L(Sym∞,κKl, T ) is p-adic entire with T = 1 a root. Furthermore, writing
L(Sym∞,κKl, T ) =
∑
m≥0 cmT
m ∈ 1 + TZp[[T ]], then ordqcm satisfies (1).
The proof of Theorem 1.1 now follows from the following identity: for k a positive integer,
L(SymkKl, T ) =
L(Sym∞,kKl, T )
L(Sym∞,−(k+2)Kl, qk+1T )
. (4)
Some heuristic calculations suggest that there is a chance the lower bound in Theorem 1.2 (and thus Theorem 1.1)
may be improved to simply m(m − 1), but we have been unable to prove this, and it may be that it fails for some m.
We conjecture that the zeros and poles of L(Sym∞,κKl, T ) are all simple except for possibly finitely many, and that
adjoining the collection of zeros and poles to Qp produces a finite extension field of Qp (the so-called p-adic Riemann
hypothesis).
We feel strongly that a relation such as (3) exists for L(Sym∞,kKl, T ). As the Kloosterman sums are defined over
the totally real field Q(ζp + ζ
−1
p ), one could look at p-adic Hilbert modular forms for such a relation. However, since
Kloosterman sums depend on the embedding of the character ψ, a relation would involve instead the more complicated
L-function L(⊗σSym∞,κKlσ, T ), where σ runs over the real embeddings of Q(ζp + ζ−1p ). Further, running over different
symmetric powers for each embedding, the L-function
L(Sym∞,κ1Klσ1 ⊗ · · · ⊗ Sym∞,κ(p−1)/2Klσ(p−1)/2 , T )
is likely related to non-parallel weight (κ1, . . . , κ(p−1)/2) p-adic Hilbert modular forms.
The Kloosterman unit root L-function is defined by
Lunit(Kl, κ, T ) :=
∏
t¯∈|Gm/Fq |
1
1− π0(t¯)κT deg(t¯) , (5)
and note that
Lunit(Kl, κ, T ) =
L(Sym∞,κKl, T )
L(Sym∞,κ−2Kl, qT )
, (6)
and so we have the cohomological description of the unit root L-function:
Lunit(Kl, κ, T ) =
det(1− β¯κT | H1κ)
det(1− qβ¯κ−2T | H1κ)
(when κ 6= 0 or 2).
This shows the unit root L-function has a root at T = 1 and a pole at T = 1/q. It is unclear whether there are any
cancellations among the remaining zeros and poles, however, we expect that there are few if any. We note that while
Artin’s conjecture does not carry over to geometric p-adic representations, it does for infinite symmetric powers over
curves. See [20] for more details.
The p-adic cohomology theory developed here is of de Rham type, and may be seen as an extension of Dwork’s p-adic
cohomology theory. We thus expect techniques from Dwork’s classical theory may be carried over to this theory. For
example, a dual theory seems possible, perhaps giving rise to possible symmetry? Another example is studying the
variation of a family of unit root L-functions. In joint work with Steven Sperber [15], we examine how the unit roots of
a family (of unit root L-functions) vary with respect to the parameter by means of establishing a dual theory for infinite
symmetric power L-functions.
While we have restricted our study to the case of the one-variable Kloosterman family, the cohomology theory
developed here may be used for other families, such as those studied in [13] and [14]. We hope to say more about their
cohomology in a future article.
2 Relative Bessel cohomology
Attached to the Kloosterman family are the relative cohomology spaces H0t (b
′, b) and H1t (b
′, b) defined below. The
subscript t is meant to remind us that we will be viewing the Kloosterman family x + t
x
with t as a parameter, and
thus H0t and H
1
t will be modules over function spaces in t. In this section, we will recall Dwork’s “Bessel cohomology”
construction [6, Section 2] of H0t and H
1
t but modified according to [14]. In particular, we will see that H
0
t = 0 and H
1
t
is a free module of rank 2 over a certain power series ring L(b′). We then study the action of Frobenius on H1t . In the
next section, we will take, in an appropriate sense, the infinite symmetric power of H1t and define a cohomology theory
on it.
Throughout this paper we fix a prime p ≥ 5 (see the beginnings of Sections 3.3 and 4.3 for the reason). Next, fix
π ∈ Qp satisfying πp−1 = −p, and for convenience, set Ω := Qp(π). Set b˜ := (p − 1)/p. Throughout the following, let b
and b′ be real numbers satisfying:
b˜ ≥ b > 1/(p− 1) and b ≥ b′, and set ε := b− 1
p− 1 . (7)
3
Dwork’s theory works best when the spaces are tailored to suit the family in hand. Observe that we may write
expπ(x+ t
q
x
) =
∑
n≥0,u∈ZA(n, u)t
n · tqm(u)xu, where m(u) := max{−u, 0}. This guides us in the following definition of
the space Kq(b
′, b) below. Let ρ ∈ R. Define the following spaces:
L(b′; ρ) :=
∑
n≥0
A(n)tn | A(n) ∈ Ω, ordp A(n) ≥ 2b′n+ ρ

L(b′) :=
⋃
ρ∈R
L(b′; ρ)
Kq(b
′, b; ρ) :=
 ∑
n≥0,u∈Z
A(n, u)tn · tqm(u)xu | A(n, u) ∈ Ω, ordp A(n, u) ≥ 2b′n+ b|u|+ ρ

Kq(b
′, b) :=
⋃
ρ∈R
Kq(b
′, b; ρ),
where q = pa with a ≥ 0. Note that Kq(b′/q, b) is an L(b′/q)-module. When a = 0, we will often write K(b′, b) for
K1(b
′, b). Define the (twisted) relative boundary operator
Dtq : = x
∂
∂x
+ π
(
x− t
q
x
)
= e−pi(x+t
q/x) ◦ x ∂
∂x
◦ epi(x+tq/x),
which acts on Kq(b
′/q, b), and thus defines the cohomology spaces
H0tq (b
′/q, b) := ker(Dtq | Kq(b′/q, b)) and H1tq (b′/q, b) := Kq(b′/q, b)/DtqKq(b′/q, b).
Define
Vq(b
′, b; ρ) :=
(
Ω[[t]] + Ω[[t]] · t
q
x
)
∩Kq(b′, b; ρ)
Vq(b
′, b) :=
⋃
ρ∈R
Vq(b
′, b; ρ).
When a = 0, we will write V (b′, b) for V1(b
′, b).
Theorem 2.1 (Theorem 2.1 of [6]). We have
H0tq(b
′/q, b) = 0 and H1tq(b
′/q, b) ∼= Vq(b′/q, b).
More specifically,
Kq(b
′/q, b; 0) = Vq(b
′/q, b; 0)⊕DtqKq(b′/q, b; ε).
Proof. This is [6, Theorem 2.1] but modified slightly to suit the spaces defined above. Dwork does not explicitly point
out that ker Dtq = 0, however, this follows immediately from [6, Lemma 2.5].
As a consequence, we from now on will identify the first cohomology group H1tq (b
′/q, b) with Vq(b
′/q, b), a free L(b′/q)-
module of rank two with basis {1, πtq/x}. We now study the action of Frobenius on this space.
Relative Frobenius. Dwork’s Frobenius, denoted αa below, is essentially the geometric Frobenius map ψx : x 7→ x1/q
but twisted in a similar manner to that of Dt. It is defined as follows. First, define Dwork’s splitting function
θ(z) := expπ(z − zp) =
∑
i≥0
θiz
i,
where it is well-known that ordp θi ≥ (p − 1)i/p2. The splitting function gives a p-adic analytic representation of an
additive character on Fq: specifically, θ(1) is a primitive p-th root of unity thanks to the oddness of p-adic analysis, and
for z¯ ∈ Fq with q = pa, and zˆ the Teichmu¨ller lift of z¯,
θ(1)
TrFq/Fp (z¯) = θ(zˆ)θ(zˆp) · · · θ(zˆpa−1).
See [8, Prop. 6.2] for discussion of this splitting function. We now consider the p-adic analytic analogue of θ(1)
TrFq/Fp (x+
t
x
)
=
θ(1)Tr(x)θ(1)Tr(t/x): for each m ≥ 1, define
F (t, x) := θ(x)θ(t/x)
Fm(t, x) :=
m−1∏
i=0
F (tp
i
, xp
i
).
4
Define the operator ψx :
∑
Aux
u 7→ ∑Apuxu, and observe that ψx : K(b′, b; 0) → K(b′, pb; 0). Dwork’s Frobenius is
defined by
α1(t) : = ψx ◦ F (t, x)
= e−pi(x+t/x) ◦ ψx ◦ epi(x+t/x),
and for m ≥ 1,
αm(t) : = ψ
m
x ◦ Fm(t, x)
= α1(t
pm−1) ◦ · · ·α1(tp) ◦ α1(t).
In this definition F (t, x) acts via multiplication. Now, since F (t, x) ∈ K(b˜/p, b˜/p; 0) we see that F (tpi , xpi) ∈ K(b˜/pi+1, b˜/pi+1; 0),
and thus we have the well-defined map αm(t) : K(b
′, b; 0)→ Kpm(b′/pm, b; 0). Furthermore, by construction,
pmDtpm ◦ αm = αm ◦Dt,
and so αm induces a map on relative cohomology α¯m(t) : H
1
t (b
′, b)→ H1
tp
m (b′/pm, b).
The next theorem provides details on the entries of the matrix of α¯m(t) with respect to the bases {1, πt/x} and
{1, πtpm/x}. These entries will consist of power series in t whose specific growth conditions will help us give a well-
defined Frobenius map on the infinite symmetric power spaces of H1t given in Section 3.3.
Theorem 2.2. [6, Theorem 2.2 and Lemma 3.2] With {1, πt/x} and {1, πtpm/x} as bases of H1t (b˜, b˜) and H1tpm (b˜/pm, b˜),
respectively, the relative Frobenius α¯m satisfies
α¯m(t)(1) = Am,1(t) + Am,3(t)
πtp
m
x
and α¯m(t)(
πt
x
) = Am,2(t) + Am,4(t)
πtp
m
x
,
where
Am,1 ∈ L(b˜/pm; 0)
Am,2 ∈ L(b˜/pm; 1
p− 1 −
b˜
p
)
Am,3 ∈ L(b˜/pm; b˜− 1
p− 1)
Am,4 ∈ L(b˜/pm; b˜− b˜
p
)
(8)
Furthermore,
Am,1(0) = 1 Am,2(0) = 0 Am,3(0) 6= 0 Am,4(0) = pm.
3 Sym∞,κ-cohomology
We now consider the meaning of taking the infinite symmetric power of the space H1t from the previous section and how
to construct a cohomology on it. Later, in Section 3.3 we will define and study a Frobenius map on these spaces. For
now, we continue with the same restrictions (7) on p, b, and b′ from the beginning of Section 2.
Let κ ∈ Zp. Denote by Ω[[t, w]] the formal power series ring in the t and w. Intuitively, we will think of Ω[[t, w]] as
the κ-symmetric power of the space H1t with basis {1, πt/x} by writing w for the basis vector πt/x, and 1 for the other
basis vector 1. Then we should intuitively view the monomial wm ∈ Ω[[t, w]] as the κ-symmetric power vector 1κ−mwm.
This intuition will guide us through our definitions below.
In order to avoid certain denominators in κ, we will use a normalization w(m) of the monomial wm. This is defined
as follows. First, define the falling factorial κm: for κ ∈ Zp \ Z≥0 and m ≥ 0, the definition is conventional:
κm := κ(κ− 1) · · · (κ−m+ 1),
where κ0 := 1. For κ = k ∈ Z≥0, define
km :=

1 if m = 0
k(k − 1) · · · (k −m+ 1) if 0 < m ≤ k
k(k − 1) · · · 2 · 1 · 0ˆ · (−1) · (−2) · · · (k −m+ 1) if m ≥ k + 1,
where 0ˆ means it is counted in the m terms of the product, but omitted from the actual product. For example,
kk = kk+1 = k! and kk+2 = k! · (−1); and 00 := 1, 01 := 0ˆ = 1, and 02 := −1. We now define w(m) := κmwm. A more
natural choice of basis (due to the definition of [α¯a]κ below) is
(
κ
m
)
wm; however, this leads to a non-integral cohomology
theory, which in turn makes obtaining p-adic estimates difficult. As in the previous section, we need to limit our space
to one with specific growth conditions. That is, define the subspaces of Ω[[t, w]]:
S(b′, ε; ρ) :=
 ∑
n,m≥0
A(n,m)tnw(m) | A(n,m) ∈ Ω, ordp A(n,m) ≥ 2b′n+ εm+ ρ

S(b′, ε) :=
⋃
ρ∈R
S(b′, b; ρ).
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We now define a boundary map on this space by taking the infinite symmetric power of the Gauss-Manin connection.
Recall, the Gauss-Manin connection for the Kloosterman family is the following. With
∂ : = t
∂
∂t
+
πt
x
= e−pi(x+t/x) ◦ t ∂
∂t
◦ epi(x+t/x),
observe that ∂ and Dt commute, and thus ∂ acts on the relative cohomology space H
1
t . Its action may be computed
explicitly: since
∂(1) =
πt
x
and ∂(
πt
x
) = π2t, (9)
we see that on H1t with basis {1, πt/x} the map ∂ takes the matrix form (acting on row vectors)
∂ = t
d
dt
+H, where H :=
(
0 1
π2t 0
)
. (10)
This is the Gauss-Manin connection of the Kloosterman family. (The solutions of this family at 0 and ∞ are studied in
detail by Dwork [6].)
As mentioned earlier, if we intuitively set w = πt/x then we may write (9) as ∂(1) = w and ∂(w) = π2t. Viewing wm
as 1κ−mwm suggests we may define the κ-symmetric power of ∂ on Ω[[t, w]] by the product rule:
∂κ(w
m) = “ ∂(1κ−mwm) ”
= (κ−m)∂(1)wm +mwm−1∂(w)
= (κ−m)wm+1 +mπ2twm−1.
Adding in t d
dt
finishes the definition:
∂κ(t
nwm) := ntnwm + (κ−m)tnwm+1 +mπ2tn+1wm−1.
Since we are using the normalized basis {w(m)}, which modifies the coefficients, we restate the definition. Define the
boundary map ∂κ : S(b
′, ε)→ S(b′, ε) as follows. Let m ≥ 0. For κ ∈ Zp \ Z≥0, define
∂κ(t
nw(m)) := ntnw(m) + tnw(m+1) +m(κ−m+ 1)π2tn+1w(m−1). (11)
Note that ∂κS(b
′, ε; ε) ⊂ S(b′, ε; 0). For κ = k ∈ Z≥0, define ∂k as follows. For 0 ≤ m ≤ k − 1 or m ≥ k + 2, then
∂k(t
nw(m)) is defined by (11). When m = k or m = k + 1, define
∂k(t
nw(k)) := ntnw(k) + kπ2tn+1w(k−1)
∂k(t
nw(k+1)) := ntnw(k+1) + tnw(k+2) + (k + 1)π2tn+1w(k).
Define the cohomology spaces
H0κ(S(b
′, ε)) := ker(∂κ) and H
1
κ(S(b
′, ε)) := S(b′, ε)/∂κS(b
′, ε).
It is useful to have a matrix version of ∂κ, especially when showing H
0
κ = 0 for almost all values of κ (Theorem 3.1).
To do this, we begin by writing the basis vectors 1 and πt/x in row vector form (1, 0) and (0, 1) so that (1, 0)H = (0, 1)
and (0, 1)H = (π2t, 0). We will abuse notation and write these as H(1) = w and H(πt/x) = π2t. This defines the
derivation (or Leibniz rule):
Lκ,H(wm) := (κ−m)H(1)wm +mwm−1H(w)
= (κ−m)wm+1 +mπ2twm−1. (12)
In terms of the normalized basis this means: for κ ∈ Zp \ Z≥0,
Lκ,H(w(m)) = tnw(m+1) +m(κ−m+ 1)π2tn+1w(m−1).
Thus, ∂κ on S(b
′, ε) takes the form
∂κ = t
d
dt
+ Lκ,H ,
an infinite differential system, where the matrix of Lκ,H , acting on row vectors, takes the following form. For κ ∈ Zp\Z≥0:
matrix of Lκ,H =

0 1
κπ2t 0 1
2(κ− 1)π2t 0 1
3(κ− 2)π2t 0 . . .
. . .
 .
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For κ = k ∈ Z>0, the matrix takes the form
0 1
1 · kπ2t 0 1
2 · (k − 1)π2t 0 1
3 · (k − 2)π2t 0 1
. . .
. . . Note
(k − 1) · 2π2t 0 1 ↓
k · 1 · π2t 0 0
(k + 1) · 0ˆπ2t 0 1
(k + 2) · (−1)π2t 0 1
. . .

.
where 0ˆ means it is omitted. Note the zero in the (k + 2) column. For κ = 0, we have
matrix of L0,H =

0 0 0
2 · 0ˆπ2t 0 1
2 · (−1)π2t 0 1
. . .
. . .

3.1 H0
κ
It follows almost immediately from this matrix description above that H0κ = 0 for all κ ∈ Zp \ Z≥0 (see Theorem 3.1
below). This also holds when κ is a positive integer, but it is not immediate. When κ a positive integer, then the infinite
differential system breaks up into two systems, one finite and one infinite. The finite system will be precisely the k-th
symmetric power of the Gauss-Manin connection ∂ = t d
dt
+H . A study of solutions of this latter system uses Robba’s
work on the symmetric powers of the Kloosterman family, and ultimately a deep result of Dwork’s. That this finite
system exists is interesting, and is likely analogously related to how classical modular forms of weight k sit inside the
space of p-adic modular forms of weight k. We also note that in the next section, when studying H1κ, we will encounter
the same issue, that things are easier when κ is not a positive integer.
Theorem 3.1. Let κ ∈ Zp. Then
H0κ(S(b
′, ε)) =
{
0 if κ ∈ Zp \ {0}
Ω if κ = 0.
Proof. We first suppose κ ∈ Zp \ Z≥0. Let ξ ∈ S(b′, ε) be such that ∂κξ = 0. Writing ξ =
∑
n≥0 ξnw
(n), then ∂κξ = 0
takes the form
tξ′0 + κπ
2tξ1 = 0
tξ′1 + ξ0 + 2(κ− 1)π2tξ2 = 0 (13)
tξ′2 + ξ1 + 3(κ− 2)π2tξ3 = 0
...
...
...
We will show tm | ξn for every m ≥ 1 and n ≥ 0 using induction, and thus ξ = 0. Observe that the second equation of
(13) implies t | ξ0, and the third equation implies t | ξ1, and so forth: t | ξn for n ≥ 0. Next, suppose tm | ξn for every
n ≥ 0. The first equation of (13) then implies that tm+1 | ξ0. Using this, the second equation of (13) shows tm+1 | ξ1.
Continuing, we see that tm+1 | ξn for every n ≥ 0. Hence, ξ = 0 as desired.
Suppose now that κ ∈ Z≥1. For convenience, set k := κ. We first observe that ∂κξ = 0 breaks up into two systems of
the form
tξ′0 + kπ
2tξ1 = 0
tξ′1 + ξ0 + 2(k − 1)π2tξ2 = 0 (14)
tξ′2 + ξ1 + 3(k − 2)π2tξ3 = 0
...
...
...
tξ′k+1 + ξk + (k + 1)π
2tξk+2 = 0
and
tξ′k+2 + (k + 2) · (−1)π2tξk+3 = 0 (15)
tξ′k+3 + ξk+2 + (k + 3) · (−2)π2tξk+4 = 0
tξ′k+4 + ξk+3 + (k + 4) · (−3)π2tξk+5 = 0
...
...
...
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As (15) is of a form essentially identical to (13), a similar argument shows ξm = 0 for every m ≥ k+ 2. Thus, (14) takes
the form of the (finite dimensional) differential system t d
dt
+Hk, where Hk is the (k + 1) × (k + 1) matrix
Hk =

0 1
kπ2t 0 1
2(k − 1)π2t 0 1
3(k − 2)π2t 0 . . .
. . . 1
kπ2t 0

This is precisely the k-th symmetric power of the differential system (10). Using a deep result of Dwork’s, Robba [16,
p.202] shows this system has no overconvergent solutions.
Lastly, set κ = 0, then ∂κξ = 0 takes the form
tξ′0 + π
2tξ1 = 0
tξ′1 + 2(−1)π2tξ2 = 0 (16)
tξ′2 + ξ1 + 3(−2)π2tξ3 = 0
tξ′3 + ξ2 + 4(−3)π2tξ4 = 0
...
...
...
Ignoring the first equation, this system is of a similar form to (13), and so a similar argument shows ξm = 0 for every
m ≥ 1. Consequently, the first equation now becomes ξ′0 = 0, and so ξ0 is a constant, finishing the proof.
3.2 H1
κ
with κ ∈ Zp \ Z≥0
Next we study the first cohomology group H1κ, assuming throughout this section that κ ∈ Zp \Z≥0. We have been unable
so far to handle the case when κ is a positive integer due to obstacles trying to obtain a result similar to Lemma 3.3.
Our goal of this section is to prove a similar decomposition result for S(b′, ε) to that of K(b′, b) in Theorem 2.1.
We start by first noticing that L(b′; ρ) and L(b′) sit naturally in S(b′, ε) by sending ξ 7→ ξ, the series with no w(m)
terms. We will denote by R(b′) and R(b′; ρ) the images of these spaces in S(b′, ε). We will show that H1κ(S(b
′, ε)) ∼= R(b′).
Lemma 3.2. Let κ ∈ Zp \ Z≥0. Then R(b′) ∩ ∂κS(b′, ε) = {0}.
Proof. Let η ∈ R(b′) ∩ ∂κS(b′, ε). Write η =
∑
n≥0 ant
n, and let ξ ∈ S(b′, ε; ρ) such that ∂κξ = η. Write ξ =∑
n,m≥0 A(n,m)t
nw(m) with ordpA(n,m) ≥ 2b′n + εm + ρ for some ρ ∈ R. Set ξm :=
∑
n≥0 A(n,m)t
n. Using this,
ξ =
∑
m≥0 ξmw
(m). Using the {w(m)}m≥0 as a basis of S(b′, ε) as an L(b′)-module, ξ takes the vector form (ξ0, ξ1, . . .),
and η takes the form (
∑
ant
n, 0, 0, . . .). Writing ∂κ = t
d
dt
+ Lκ,H then ∂κξ = η is equivalent to the system
∑
n≥0 ant
n = tξ′0 + κπ
2tξ1
0 = tξ′1 + ξ0 + 2(κ− 1)π2tξ2
0 = tξ′2 + ξ1 + 3(κ− 2)π2tξ3
...
We will show by induction that tn | η for every n. Observe that the right-hand side of the first equation of the system is
divisible by t, and thus a0 = 0, or equivalently, t divides η. Similarly, the second equation shows t divides ξ0. Continuing,
we get that t divides every ξi for all i ≥ 0.
Next, as κπ2tξ1 in the first equation is now divisible by t
2, the coefficient of t in ξ0 must equal a1. Using this, from
the second equation and the fact that 2(κ− 1)π2tξ2 is divisible by t2, the coefficient of t of ξ1 must equal −a1. The same
argument using the third equation shows the coefficient of t in ξ2 equals a1. Continuing the argument, we must have
ξm = (−1)ma1t + O(t2) for every m ≥ 0, and so A(1,m) = (−1)ma1. As ordpA(1,m) ≥ 2b′ + εm + ρ for every m, it
must be that a1 = 0.
Assume now that tn divides η and every ξm. We proceed with an identical argument as above to show an = 0. As
κπ2tξ1 in the first equation is now divisible by t
n+1, the coefficient of tn in ξ0 must equal (1/n)an. Using this, from the
second equation and the fact that 2(κ − 1)π2tξ2 is divisible by tn+1, the coefficient of tn of ξ1 must equal −(1/n2)an.
The same argument using the third equation shows the coefficient of tn in ξ2 equals (1/n
3)an. Continuing the argument,
we must have ξm = (−1)m(1/nm+1)antn + O(tn+1) for every m ≥ 0. This means ordp( 1nm+1 an) ≥ 2b′n + εm + ρ for
every m, which is impossible unless an = 0. Thus, η = 0.
Lemma 3.3. Let κ ∈ Zp \ Z≥0. Then
S(b′, ε; 0) = R(b′; 0)⊕ Lκ,HS(b′, ε; ε). (17)
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Proof. We first observe that the righthand side of (17) is contained in the left. We now show the reverse direction. First,
observe that
w(m+1) = −m(κ−m+ 1)π2tw(m−1) + Lκ,Hw(m).
Using this recursively, it follows that:
for m ≥ 0: w(2m+1) = Lκ,H
(
m∑
l=0
ζ2m+1,lπ
2ltlw(2(m−l))
)
for m ≥ 1: w(2m) = η2m,0π2mtm + Lκ,H
(
m−1∑
l=0
ζ2m,lπ
2ltlw(2(m−l)−1)
)
,
where η0 and ζl are elements in Zp. The result follows easily from this. For future reference we record:
η2m,0 = 2
2m(κ/2)m(−1/2)m
ζ2m,l := 2
2l(m− 1
2
)l(−κ
2
+m+ 1)l
ζ2m+1,l := 2
2l(m)l(
κ+ 1
2
+m)l.
Theorem 3.4. Let κ ∈ Zp \ Z≥0. Then
S(b′, ε; 0) = R(b′; 0) ⊕ ∂κS(b′, ε; ε). (18)
Hence, H1κ(S(b
′, ε)) ∼= R(b′).
Proof. First, observe that the righthand side of (18) is contained in the left. Let ξ ∈ S(b′, ε; 0). By Lemma 3.3, there
exists η0 ∈ R(b′; 0) and ζ0 ∈ S(b′, ε; ε) such that ξ = η0 + Lκ,Hζ0. Setting ξ1 := −t ddt ζ0, then ξ = η0 + ∂κζ0 + ξ1. As
ξ1 ∈ S(b′, ε; ε), which is an increase by ε in valuation, we may repeat this process to obtain ξ =
∑
m≥0 ηm+∂κ
∑
m≥0 ζm,
with ηm ∈ S(b′, ε; εm) and ζm ∈ S(b′, ε; ε(m+ 1)).
3.3 Frobenius
Now that we have completed our study of the cohomology spaces H0κ and H
1
κ, we move on to the study of the action
of Frobenius. First we need to make sense of taking the (infinite) κ-symmetric power of the relative Frobenius αa on
S(b′, ε). As before, intuitively, if we view wm as the κ-symmetric power vector 1κ−mwm, then the κ-symmetric power
of αa should act on this by (αa(1))
κ−m · αa(w). Thus, we need to make sure (αa(1))κ−m is well-defined. Furthermore,
we need to show such a map is well-defined on the space S(b′, ε). Unfortunately, it is not, unless we make one further
restriction on b. This is done now.
We first show that it makes sense to write (αa(1))
κ−m. By Theorem 2.2, α¯a(1) ∈ L(b′/q; 0) +L(b′/q; ε)pitqx . Further-
more, α¯a(1) = 1 + η + ζ
pitq
x
with η ∈ L(b′/q; 0), t | η, and ζ ∈ L(b′/q; ε). Define Υq : H1tq (Kq(b′/q, b)) → Ω[[t, w]] by
sending ζ + ξ pit
q
x
7−→ ζ + ξw. Thus, for τ ∈ Zp, (Υq ◦ α¯a(1))τ is a well-defined element of Ω[[t, w]].
We now define the κ-symmetric power of αa as follows: define [α¯a]κ : S(b
′, ε)→ S(b′/q, ε) by linearly extending over
Ω[[t]] the action
[α¯a]κ(w
(m)) := κm · (Υq ◦ α¯a(1))κ−m(Υq ◦ α¯a πt
x
)m.
Due to the weighted basis {w(m)}, it is not immediate that this is well-defined, and in fact may not be without further
conditions on b. We state this now. Recall, b˜ = (p− 1)/p. Assume that
b˜− 1
p− 1 ≥ b >
1
p− 1 and b ≥ b
′. (19)
Note, p ≥ 5 implies b˜ > 2/(p − 1) and so (19) is not vacuous.
Lemma 3.5. Assuming (19) then [α¯a]κ : S(b
′, ε)→ S(b′/q, ε) is well-defined.
Proof. We now make use of the estimates from Theorem 2.2. Using the notation from that theorem, set A˜a,3 := Aa,3/Aa,1.
Then
[α¯a]κ(w
(m)) = κm(Aa,1 + Aa,3w)
κ−m(Aa,2 +Aa,4w)
m
= κmAκ−ma,1 (1 + A˜a,3w)
κ−m(Aa,2 +Aa,4w)
m
= κmAκ−ma,1
(
∞∑
l=0
(
κ−m
l
)
A˜la,3w
l
)(
m∑
n=0
(
m
n
)
Am−na,2 A
n
a,4w
n
)
=
∑
l≥0,0≤n≤m
C(l, n)w(l+n),
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where
C(l, n) := Aκ−ma,1 A˜
l
a,3A
m−n
a,2 A
n
a,4
(
m
n
)(
κ−m
l
)
κm
κl+n
.
Observe that (
m
n
)(
κ−m
l
)
κm
κl+n
∈ 1
l!
Zp,
and so its p-adic valuation is at least −l/(p−1). Using the estimates from Theorem 2.2, we see that Aκ−ma,1 A˜la,3Am−na,2 Ana,4 ∈
L(b′/q; c), where
c := l(b˜− 1
p− 1) + (m− n)(
1
p− 1 −
b˜
p
) + n(b˜− b˜
p
).
By the hypothesis on b and b′ in (19), it follows that C(l, n) ∈ L(b′/q; ρl,n), where
ρl,n = (l + n)ε+ n(b˜− b) +m( 1
p− 1 −
b˜
p
).
We may now define the Frobenius operator βκ. First, define the (geometric Frobenius) operator ψt : S(b
′/p, ε) →
S(b′, ε) by
ψt :
∑
n,m≥0
A(n,m)tnw(m) 7−→
∑
n,m≥0
A(pn,m)tnw(m),
and set
βκ := ψ
a
t ◦ [α¯a]κ : S(b′, ε)→ S(b′, ε).
This is a completely continuous operator, and so its Fredholm determinant is p-adic entire. The Dwork trace formula
now proves the following (see Section 5.1 for the proof):
Theorem 3.6. L(Sym∞,κKl, T ) = det(1− βκT | S(b′, ε))δq where δq sends any function g(T ) to g(T )/g(qT ).
We now rewrite this using the cohomology theory introduced in Section 3. First, we note that:
Lemma 3.7. q∂κ ◦ βκ = βκ ◦ ∂κ.
This lemma is a bit involved and so we delay its proof until Section 5.2. As a consequence of Lemma 3.7, βκ induces
maps β¯κ : H
1
κ(S(b
′, ε))→ H1κ(S(b′, ε)) and β¯κ : H0κ(S(b′, ε))→ H0κ(S(b′, ε)) with the property:
L(Sym∞,κKl, T ) =
det(1− β¯κT | H1κ(S(b′, ε)))
det(1− qβ¯κT | H0κ(S(b′, ε)))
.
Using our knowledge of cohomology from the previous sections gives:
Theorem 3.8. If κ ∈ Zp then L(Sym∞,κKl, T ) is an entire function. When κ = 0, then
L(Sym∞,0Kl, T ) =
det(1− β¯0T | H1κ(S(b′, ε)))
1− qT ,
which is still an entire function by Theorem 3.9 below.
Proof. If κ 6= 0, then the first statement follows immediately from Theorem 3.1. Suppose now that κ = 0. In this case,
the constant 1 is a basis for H0κ with trivial action of Frobenius:
qβ¯0(1) = qψ
a
t ◦ [α¯a]0(1) = qψat (Υq ◦ α¯a(1))0 = q.
This proves the first part of the theorem. To show entireness, since the unit root L-function with κ = 0 takes the form
Lunit(0, T ) = (1− T )/(1− qT ), we see that
L(Sym∞,0Kl, T ) = (1− T )L(Sym
∞,−2Kl, qT )
1− qT .
We will see in the next proposition that L(Sym∞,−2Kl, T ) has a root at T = 1, which proves the entireness for κ = 0.
Theorem 3.9. For every κ ∈ Zp, T = 1 is a root of L(Sym∞,κKl, T ).
Proof. While one may use the cohomology above to prove this, we will use a different argument. From [16, Theorem
B] T = 1 is a root of the k-th symmetric power L-function L(SymkKl, T ) for every positive integer k. The result now
follows by continuity: let {km} be any sequence of positive integers which tend to infinity and km → κ p-adically, then
lim
m→∞
L(SymkmKl, T ) = L(Sym∞,κKl, T ).
Now that L(Sym∞,κKl, T ) is an entire function, we next investigate the zeros using the q-adic Newton polygon. We
could use the above theory to give a lower bound for the Newton polygon, however, since we are using the “first” splitting
function, the estimate is weaker than it could be. In Section 4 we switch to using the infinite splitting function which will
provide a stronger estimate. This switch comes at the cost of reworking much of the theory we just established because
the map βκ and the spaces involved are altered.
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4 p-adic estimates
In order to obtain the best possible p-adic estimates, we modify the splitting function used earlier. Unfortunately, this
affects nearly all the spaces and maps defined earlier as well, which means we need to redefine them accordingly, as well
as reprove certain results. We do this now.1
Let γ ∈ Qp be a root of
∑∞
i=0
tp
i
pi
with ordp(γ) =
1
p−1
, and set Ω0 := Qp(γ). Let E(t) := exp
(∑∞
i=0
tp
i
pi
)
be the
Artin-Hasse exponential. Define γl :=
∑l
i=0
γp
i
pi
and note that ordp(γl) ≥ pl+1p−1 − l−1. Dwork’s infinite splitting function
is defined as θ∞(t) := E(γt) =
∑∞
i=0 λit
i, and it is well-known that the coefficients satisfies ordp(λi) ≥ ip−1 since the
Artin-Hasse exponential has p-adic integral coefficients. It also satisfies the same properties as θ(z) defined in Section 2
in terms of being a p-adic analytic lift of an additive character on Fq. Set bˆ := p/(p− 1). Throughout this section, let b
and b′ be real numbers satisfying:
bˆ ≥ b > 1/(p− 1) and b ≥ b′, and set ε := b− 1
p− 1 . (20)
With q = pa for a ≥ 0, define the spaces
L(b′; ρ) :=
{
∞∑
n=0
A(n)tn | A(n) ∈ Ω0, ordpA(n) ≥ 2b′n+ ρ
}
L(b′) :=
⋃
ρ∈R
L(b; ρ)
Kq(b′, b; ρ) :=
 ∑
n≥0,u∈Z
A(n, u)tn · tqm(u)xu | A(n, u) ∈ Ω0, ordpA(n, u) ≥ 2b′n+ b|u|+ ρ

Kq(b′, b) :=
⋃
ρ∈R
K(b′, b; ρ).
We will denote K1(b′, b) by K(b′, b). Note that these spaces are precisely the same as in Section 2 but with π replaced by
γ.
Relative cohomology. Our first step is to obtain relative cohomology, which requires a boundary map D̂t defined as
follows. As we did before, consider the p-adic analogue of θ(1)
TrFq/Fp (x+
t
x
)
= θ(1)Tr(x)θ(1)Tr(t/x): define
F∞(t, x) := θ∞(x)θ∞(
t
x
)
F∞,a(t, x) :=
a−1∏
i=0
F∞(t
pi , xp
i
),
Next define a function G(t, x) such that F∞(t, x) =
G(t,x)
G(tp,xp)
. Using this equation recursively, we see that G(t, x) must
be defined by
G(t, x) :=
∞∏
j=0
F∞(t
pj , xp
j
) ∈ Ω0[[t, x]].
Define the (twisted) boundary operator D̂t on K(b′, b) by
D̂t : =
1
G(t, x)
◦ x ∂
∂x
◦G(t, x)
= x
∂
∂x
+W1(t, x)
where, setting fx := x
∂
∂x
f(t, x),
W1(t, x) :=
∞∑
j=0
γjp
jfx(t
pj , xp
j
). (21)
As W1 ∈ K(bˆ, bˆ;−1) and acts via multiplication, D̂t is a well-defined endomorphism of K(b′, b). This allows us to define
the relative cohomology spaces
H0t (K(b′, b)) := ker(D̂t | K(b′, b)) and H1t (K(b′, b)) := K(b′, b)/D̂tK(b′, b).
We will now identify H1t (K(b′, b)) with a simpler space and show H0t = 0. Define the spaces (with ρ ∈ R)
Vq(b′, b; ρ) :=
(
Ω0[[t]] + Ω0[[t]]
tq
x
)
∩ Kq(b′, b; ρ)
Vq(b′, b) :=
⋃
ρ∈R
Vq(b′, b; ρ).
1The paper could have been written using only the results from this section, however, I feel there is something to be gained from the simplicity
using the first splitting function as well as potential future work.
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Theorem 4.1. We have
H0tq (K(b′, b)) = 0 and H1tq(K(b′/q, b)) ∼= Vq(b′/q, b).
Furthermore,
Kq(b′/q, b; 0) = Vq(b′/q, b; 0) ⊕ D̂tqKq(b′/q, b; ε).
Proof. The result follows from [6, Lemma 2.1], and a similar argument to [12, Section 3.3].
Relative Frobenius. Define the relative Frobenius
α∞,1(t) := ψx ◦ F∞(t, x),
and, for m ≥ 1,
α∞,m(t) : = ψ
m
x ◦ F∞,m(t, x)
= α∞,1(t
pm−1) ◦ · · · ◦ α∞,1(tp) ◦ α∞,1(t).
It follows from F∞(t, x) ∈ K(bˆ/p, bˆ/p; 0) that F∞(tpi , xpi) ∈ K(bˆ/pi+1, bˆ/pi+1; 0), and thus α∞,m(t) : K(b′, b; 0) →
Kpm(b′/pm, b; 0). As
pmD̂tpm ◦ α∞,m = α∞,m ◦ D̂t,
we see that α∞,m induces a map on relative cohomology α¯∞,m(t) : H
1
t (K(b′, b)) → H1tpm (K(b′/pm, b)). Again, we need
to understand the power series entries of the matrix of α¯∞,m(t):
Theorem 4.2. With {1, γt/x} and {1, γtpm/x} as bases of H1t (K(bˆ, bˆ)) and H1tpm (K(bˆ/pm, bˆ)), respectively, the matrix
of the relative Frobenius α¯∞,m satisfies
α¯∞,m(1) = Am,1(t) + Am,3(t)
γtp
m
x
and α¯∞,m(
πt
x
) = Am,2(t) + Am,4(t)
γtp
m
x
,
where
Am,1 ∈ L(bˆ/pm; 0)
Am,2 ∈ L(bˆ/pm; 1
p− 1 −
bˆ
p
)
Am,3 ∈ L(bˆ/pm; bˆ− 1
p− 1)
Am,4 ∈ L(bˆ/pm; bˆ− bˆ
p
)
(22)
and Am,1(0) = 1.
Proof. This follows from an analogous argument to [2, Section 3] or [12, Section 3].
We now move on to the infinite symmetric power theory.
4.1 Sym∞,κ-cohomology (again)
Analogously to what we did in Section 3, within Ω0[[t, w]] and setting w
(m) := κmwm, define the spaces
S(b′, ε; ρ) :=
 ∑
n,m≥0
A(n,m)tnw(m) | A(n,m) ∈ Ω0, ordp A(n,m) ≥ 2b′n+ εm+ ρ

S(b′, ε) :=
⋃
ρ∈R
S(b′, b; ρ).
We now use the Gauss-Manin connection to define a boundary operator for this space. As our cohomology has changed
since Section 3, so has the connection. Define
∂̂ : =
1
G(t, x)
◦ t ∂
∂t
◦G(t, x)
= t
∂
∂t
+W2(t, x)
where, setting ft(t, x) := t
∂
∂t
f(t, x),
W2(t, x) :=
∞∑
j=0
γjp
jft(t
pj , xp
j
) =
∞∑
j=0
γjp
j
(
t
x
)pj
.
Note that ∂̂ is an endomorphism of K(b′, b) since W2(t, x) ∈ K(bˆ, bˆ;−1). Also, ∂̂ commutes with D̂(t) as endomorphisms
of K(b′, b), and thus it induces an operator on relative cohomology ∂̂ : H1t (K(b′, b))→ H1t (K(b′, b)). With respect to the
basis {1, γt
x
} on H1t (K(b′, b)), we may write the boundary map in matrix form ∂̂ = t ddt + Ĥ, where Ĥ is a two-by-two
matrix with entries in L(b′). We define the κ-symmetric power of the boundary operator ∂̂ on S(b′, ε) by ∂̂κ := t ddt+Lκ,Ĥ ,
where Lκ,Ĥ is defined similarly to (12) but using the matrix Ĥ. Define the cohomology spaces
H0κ(S(b′, ε)) := ker(∂̂κ | S(b′, ε)) and H1κ(S(b′, ε)) := S(b′, ε)/∂̂κS(b′, ε).
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4.2 H0
κ
and H1
κ
when κ ∈ Zp \ Z≥0
Throughout this section we will assume κ ∈ Zp \ Z≥0. As we did before, we will show H0κ = 0 and identify H1κ with a
simpler space R(b′) defined as follows. The spaces L(b′; ρ) and L(b′) sit naturally in S(b′, ε) by sending ξ 7→ ξ, the series
with no w(m) terms. We will denote by R(b′) and R(b′; ρ) the images of these spaces in S(b′, ε). We will show that
H1κ(S(b
′, ε)) ∼= R(b′).
Abusing notation slightly, define the matrix
H :=
(
0 1
γ2t 0
)
.
(Note, this is the same matrix as in Section 3 with π replaced by γ.) In the following lemma we relate Ĥ with the matrix
H . This lemma is a technical key which allows us to prove results using the simpler H matrix and then lift the result to
that of the more complicated Ĥ.
Lemma 4.3. There exists η0 a 1-unit in L(b′; 0) and a matrix R̂ such that
Ĥ = η0H + R̂,
where
R̂ =
(
R̂00 R̂01
R̂10 R̂11
)
satisfies
R̂00 ∈ L(b′; 0) R̂01 ∈ L(b′; ε) R̂10 ∈ L(b′;−ε) R̂11 ∈ L(b′; 0).
Proof. Write fx(t
pj , xp
j
) = fx(t, x)
pj + ph(t, x), where h has p-adic integral coefficients. Using this, define Q1 and R1
such that
W1 = γfxQ1 +R1.
It follows from (21) that R1, Q1 ∈ K(bˆ, bˆ; 0) and Q1 is a 1-unit. Similarly, define Q2 (no R2 is required) such that
W2 = γftQ2, and note that Q2 ∈ K(bˆ, bˆ; 0) is a 1-unit.
Consider now ∂̂(1) = W2. From [6, Lemma 2.1], there exists a 1-unit η0 ∈ L(b′; 0) and h ∈ K(b′, b; ε) such that
Q2 = η0 + γfxh. Then
W2 = γftQ2
= γftη0 + γfx(γfth)
= γftη0 + (W1 −R1)Q−11 (γfth)
= γftη0 + D̂t(ζ1)− ξ1
where ζ1 ∈ K(b′, b; 0) and ξ1 ∈ K(b′, b; 0). By Theorem 4.1, write ξ1 = ξ(0)1 + ξ(1)1 γtx + D̂t(ζ2) where ξ
(0)
1 ∈ L(b′; 0),
ξ
(1)
1 ∈ L(b′; ε), and ζ2 ∈ K(b′, b; ε). Then
∂̂(1) = η0
γt
x
+ ξ
(0)
1 + ξ
(1)
1
γt
x
+ D̂t(ζ1 + ζ2).
This shows, R̂00 = ξ
(0)
1 ∈ L(b′; 0) and R̂01 = ξ(1)1 ∈ L(b′; ε).
We now compute ∂̂( γt
x
). Write
∂̂
(
γt
x
)
=
γt
x
+W2
γt
x
=
γt
x
+ γftQ2
γt
x
=
γt
x
+ γft(η0 + γfxh)
γt
x
=
γt
x
+ η0
(
γt
x
)2
+ γfx(γfth)
γt
x
.
Now,
D̂t
(
γt
x
)
= −γt
x
+W1
γt
x
= −γt
x
+ (γfxQ1 +R1)
γt
x
= −γt
x
+ γ2t−
(
γt
x
)2
+ γfxξ1 + ξ2
13
where ξ1 := (Q1 − 1) γtx and ξ2 := R1 γtx are elements in K(b′, b;−ε). By Theorem 4.1,
γfxξ1 + ξ2 = η˜0 + η˜1
γt
x
+ D̂t(ζ˜)
for some η˜0 ∈ L(b′;−ε), η˜1 ∈ L(b′; 0), and ζ˜ ∈ K(b′, b; 0). Next, setting ξ˜ := γfth γtx ∈ K(b′, b;−ε), then
γfx(πfth
γt
x
) = γfxξ˜ = D̂t(ζ1) + ζ2 + ζ3
γt
x
where ζ1 ∈ K(b′, b;−ε), ζ2 ∈ L(b′;−ε), and ζ3 ∈ L(b′; 0). Consequently,
∂̂(
γt
x
) =
γt
x
+ η0(
γt
x
)2 + γfx(γfth
γt
x
)
=
γt
x
+ η0
(
−γt
x
+ π2t+ η˜0 + η˜1
γt
x
+ D̂t(ζ˜)
)
+ D̂t(ζ1) + ζ2 + ζ3(
γt
x
)
= η0γ
2t+ R̂10 + R̂11
γt
x
+ D̂t(ζ1 + η0ζ˜),
where
R̂10 := η0η˜0 + ζ2 ∈ L(b′;−ε)
R̂11 := 1− η0 + η0η˜1 + ζ3 ∈ L(b′; 0).
This finished the proof.
It follows immediately from the estimates on the matrix of R̂ that:
Corollary 4.4. We have
1. Lκ,Ĥ = η0Lκ,H + Lκ,R̂, where Lκ,H and Lκ,R̂ is defined similarly to (12).
2. Lκ,R̂S(b′, ε; 0) ⊂ S(b′, ε; 0).
Lemma 4.5. S(b′, ε; 0) = R(b′, ε; 0) + Lκ,ĤS(b′, ε; ε).
Proof. Let ξ ∈ S(b′, ε; 0). We will show ξ is contained in the righthand side. By the proof of Lemma 3.3 but with π
replaced by γ in the matrix of H , there exists η ∈ R(b′, ε; 0) and ζ ∈ S(b′, ε; ε) such that ξ = η + Lκ,H(ζ). By Corollary
4.4, we may write Lκ,H = (Lκ,Ĥ − Lκ,R̂)η−10 , and so
ξ = η + (Lκ,Ĥ − Lκ,R̂)η−10 ζ = η + Lκ,Ĥ(η−10 ζ)− Lκ,R̂(η−10 ζ).
By Corollary 4.4, since η−10 ζ ∈ S(b′, ε; ε), Lκ,R̂(η−10 ζ) ∈ S(b′, ε; ε). We may now repeat this procedure with Lκ,R̂(η−10 ζ)
and so forth, thus showing ξ ∈ R(b′, ε; 0) + Lκ,ĤS(b′, ε; ε).
To prove the other direction, let ζ ∈ S(b′, ε; ε). Again by Corollary 4.4, Lκ,Ĥ(ζ) = η0Lκ,H(ζ) + Lκ,R̂(ζ). Now
Lκ,H(ζ) ∈ S(b′, ε; 0), and Corollary 4.4 gives Lκ,R̂(ζ) ∈ S(b′, ε; ε). This proves the result.
Lemma 4.6. R(b′, ε) ∩ Lκ,HS(b′, ε) = {0}.
Proof. Let ξ =
∑
m≥0 ξmw
(m) ∈ S(b′, ε) and η ∈ R(b′, ε) be such that Lκ,Hξ = η. This is equivalent to the system of
equations 
η = + κγ2tξ1
0 = ξ0 + 2(κ− 1)γ2tξ2
0 = ξ1 + 3(κ− 2)γ2tξ3
0 = ξ2 + 4(κ− 3)γ2tξ4
...
Observe that the second equation shows t | ξ0, and the fourth equation shows t | ξ2, and hence t2 | ξ0. Repeating this
shows tm | ξ0 for any m ≥ 1. Hence, ξ0 = 0, and thus ξ2m = 0 for m ≥ 1. A similar argument using the odd rows shows
ξ2m+1 = 0 for m ≥ 0.
Theorem 4.7. Let κ ∈ Zp \ Z≥0. Then H0κ(S(b′, ε)) = 0, and H1κ(S(b′, ε)) ∼= R(b′). Furthermore,
S(b′, ε; 0) = R(b′, ε; 0)⊕ ∂̂κS(b′, ε; ε). (23)
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Proof. First note that the righthand side of (23) is contained in the left. Next, let ξ ∈ S(b′, ε; 0) and set E := t d
dt
. By
Lemma 4.5, there exists η ∈ R(b′, ε; 0) and ζ ∈ S(b′, ε; ε) such that
ξ = η + Lκ,Ĥ(ζ)
= η + ∂̂κ(ζ)−E(ζ).
As E(ζ) ∈ S(b′, ε; ε), we may repeat this procedure to obtain S(b′, ε; 0) = R(b′, ε; 0) + ∂̂κS(b′, ε; ε).
We now show directness. Let η ∈ R(b′, ε) ∩ ∂̂κS(b′, ε). Let ζ ∈ S(b′, ε) be such that ∂̂κζ = η. If ζ 6= 0, then there
exists c ∈ R such that ζ ∈ S(b′, ε; c) but ζ 6∈ S(b′, ε; c+ ε). Now, by Corollary 4.4,
η = ∂̂κζ = Eζ + η0Lκ,Hζ + Lκ,R̂ζ.
Set ξ1 := Eζ + Lκ,R̂ζ ∈ S(b′, ε; c), By the first part of this proof, there exists η1 ∈ R(b′, ε; c) and ζ1 ∈ S(b′, ε; c+ ε) such
that
ξ1 = η1 + ∂̂κζ1 = η1 +E1ζ1 + η0Lκ,H(ζ1) + Lκ,R̂(ζ1).
Set ξ2 := E(ζ1) + Lκ,R̂ζ1 ∈ S(b′, ε; c+ ε). Iterating this procedure, we obtain
η =
∞∑
i=1
ηi + η0Lκ,H(ζ +
∞∑
i=1
ζi),
which we rewrite as
Lκ,H(ζ +
∑
i≥1
ζi) = (η −
∑
i≥1
ηi)η
−1
0 .
By Lemma 4.6, we must have ζ = −∑i≥1 ζi ∈ S(b′, ε; c+ ε), which contradicts our choice of c.
Lastly, observe that setting η = 0 shows ker ∂̂κ = 0.
4.3 Frobenius and estimates
Now that we have finished the study of cohomology, we move on to the Frobenius. Most of the arguments are the same
as in Section 3.3. Define the κ-symmetric power of α¯∞,a as follows: define [α¯∞,a]κ : S(b′, ε) → Ω0[[t, w]] by linearly
extending over L(b′) the action
[α¯∞,a]κ(w
(m)) := κm · (Υq ◦ α¯∞,a(1))κ−m(Υq ◦ α¯∞,a γt
x
)m,
where Υq : H
1
tq (Kq(b′/q, b))→ Ω0[[t, w]] by sending ζ+ξ γt
q
x
7−→ ζ+ξw. Just as in Lemma 3.5, [α¯∞,a]κ is an endomorphism
of S(b′, ε) when bˆ − 1
p−1
≥ b > 1
p−1
and b ≥ b′. (Note that p ≥ 5 ensures that bˆ > 2/(p − 1) so that such a b exists.)
Define the Frobenius map
β∞,κ := ψ
a
t ◦ [α∞,a]κ : S(b′, ε)→ S(b′, ε).
An analogous result to Lemma 3.7 shows q∂̂κ ◦ β∞,κ = β∞,κ ◦ ∂̂κ, and so β∞,κ induces maps on cohomology β¯∞,κ :
H0κ(S(b′, ε)) → H0κ(S(b′, ε)) and β¯∞,κ : H1κ(S(b′, ε)) → H1κ(S(b′, ε)). Combining this with the Dwork trace formula
(analogous to Theorem 3.6), and Theorem 4.7 gives:
Theorem 4.8. Set bˆ− 1
p−1
≥ b > 1
p−1
and b ≥ b′. For κ ∈ Zp \ Z≥0,
L(Sym∞,κKl, T ) = det(1− β¯∞,κT | H1κ(S(b′, ε))).
We are now able to finish this section by providing an estimate for the q-adic Newton polygon of L(Sym∞,κKl, T )
for every κ. While we have concentrated in this section on the case when κ is not a positive integer, the function
L(Sym∞,κKl, T ) is continuous in the variable κ. Thus, we need only prove the result for κ ∈ Zp \ Z≥0 for the estimate
to hold.
Theorem 4.9. Let κ ∈ Zp. Writing L(Sym∞,κKl, T ) =
∑∞
m=0 cmT
m, then for every m ≥ 0,
ordqcm ≥
(
1− 1
p− 1
)
m(m− 1).
Proof. We will prove this assuming κ ∈ Zp \ Z≥0. As this set is dense in Zp, the result will follow by continuity in κ of
L(Sym∞,κKl, T ).
Defining the operator β∞,κ,1 := ψt ◦ [α¯∞,1]κ : S(b′, ε)→ S(b′, ε), then we see that
βa∞,κ,1 = ψt ◦ [α¯∞,1(t)]κ ◦ · · · ◦ ψt ◦ [α¯∞,1(t)]κ
= ψat ◦ [α¯∞,1(tp
a−1
)]κ ◦ · · · ◦ [α¯∞,1(tp)]κ ◦ [α¯∞,1(t)]κ
= ψat ◦ [α¯∞,1(tp
a−1
) ◦ · · · ◦ α¯∞,1(tp) ◦ α¯∞,1(t)]κ
= ψat ◦ [α¯∞,a(t)]κ
= β∞,κ,a,
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where we have used an argument similar to [11, Corollary 2.4] for the third equality. Hence, on cohomology, β¯a∞,κ,1 =
β¯∞,κ,a.
Now,
det(1− β¯∞,κ,aT a | H1κ(S(b′, ε))) = det(1− β¯a∞,κ,1T a | H1κ(S(b′, ε)))
=
∏
ζa=1
det(1− ζβ¯∞,κ,1T | H1κ(S(b′, ε))). (24)
Counting multiplicities, let mi denote the number of reciprocal roots of det(1− β¯∞,κ,1T | H1κ(S(b′, ε))) which have slope
si; note, we say λ ∈ Cp has slope si if ordp(λ) = si. Then, from (24), det(1− β¯∞,κ,aT | H1κ(S(b′, ε))) has mi reciprocal
roots of slope si/a, or alternatively, it has mi reciprocal roots of q-adic slope si.
In order to have the map β∞,κ,1 well-defined, we require bˆ − 1p−1 ≥ b > 1p−1 . Thus, set b to be the maximum value
b = bˆ − 1
p−1
. By definition, ε := b − 1
p−1
= bˆ − 2
p−1
. Note that γ2ntn ∈ R(bˆ/p; 0) ⊂ S(bˆ/p, bˆ − 2
p−1
; 0). As [α¯∞,1]κ
is well-defined on this space, we have β∞,κ,1(γ
2ntn) ∈ S(bˆ, ε; 0). Unfortunately, we are unable to control the reduction
of this space in cohomology using Theorem 4.7 since we need “ε = b − 1
p−1
” and “b ≥ b′”; in our case of S(bˆ, ε; 0), we
have b′ = bˆ > b = bˆ − 1
p−1
. We may fix this by viewing β∞,κ,1(γ
2ntn) ∈ S(bˆ, ε; 0) ⊂ S(bˆ − 1
p−1
, ε; 0). Using Theorem
4.7, β¯∞,κ,1(γ
2ntn) =
∑
m≥0 B(m,n)t
m ∈ R(bˆ − 1
p−1
; 0). Writing
∑
m≥0 B(m,n)t
m =
∑
m≥0 B(m,n)γ
−2m · γ2mtm, we
see that ordpB(m,n)γ
−2m ≥ 2(bˆ− 1/(p− 1))m− 2m/(p− 1) = 2m(1− 1
p−1
). The result now follows from the previous
paragraph and the argument given by Dwork in [5, Section 7]
5 Some delayed proofs
5.1 Proof of Theorem 3.6
.
In order to prove this result, we need to first recall the Dwork trace formula on the fibers. Fix t¯ ∈ F∗q and let tˆ be its
Teichmu¨ller lift. Set d(t¯) := [Fq(t¯) : Fq] and define qt¯ := q
d(t¯). Define
αtˆ := ψ
ad(t¯)
x ◦ Fad(t¯)(tˆ, x).
Observe that αtˆ is an endomorphism of Ktˆ(b), where Ktˆ(b) denotes the space obtained from K(b
′, b) by specializing t = tˆ.
Dwork’s trace formula states
(qmt¯ − 1)nTr(αmtˆ | Ktˆ(b)) =
∑
x¯∈F∗
qm
t¯
Ψ ◦ TrFqm
t¯
/Fq (x+
t¯
x
),
or equivalently
L(Klt¯, T ) =
det(1− αtˆT | Ktˆ(b))
det(1− qt¯αtˆT | Ktˆ(b))
.
By Theorem 2.2, the operator Dtˆ := x
d
dx
+ π
(
x− tˆ
x
)
acts on the space Ktˆ(b) such that the associated cohomology
satisfies H0(Ktˆ(b)) := ker(Dtˆ) = 0 and H
1(Ktˆ(b)) := Ktˆ(b)/DtˆKtˆ(b) ∼= Ω(tˆ)+Ω(tˆ)pitˆx . Further, the Frobenius αtˆ induces
a map α¯tˆ on cohomology satisfying
L(Klt¯, T ) = det(1− α¯tˆT | H1(Ktˆ(b)))
= (1− π0(t¯)T )(1− π1(t¯)T ).
We now move on to the infinite symmetric powers of the fibers, defined analogously to S(b′, ε). Define Stˆ(ε) as the
space obtained from S(b′, ε) by specializing t = tˆ. As a consequence of Theorem 2.2, observe that α¯tˆ(1) = 1 + ηtˆ + ζtˆ
1
x
for some elements ηtˆ, ζtˆ ∈ Ω(tˆ) satisfying |ηtˆ|p < 1 and |ζtˆ|p < 1. Define Υqt¯ : H1(Ktˆ(b))→ Stˆ(ε) by ζ + ξ pitˆx 7→ ζ + ξw.
For any τ ∈ Zp, (Υqt¯ ◦ αtˆ(1))τ is a well-defined element of Ω(tˆ)[[w]]. Define [α¯tˆ]κ acting on Stˆ(ε) by linearly extending
[α¯tˆ]κ(w
(m)) := κm(Υqt¯ ◦ α¯tˆ(1))κ−m(Υqt¯ ◦ α¯tˆ
πtˆ
x
)m.
By Lemma 3.5, [α¯tˆ]κ is a well-defined endomorphism of Stˆ(ε) when b˜− 1p−1 ≥ b. The main purpose for working on the
fibers is that, by an argument similar to [11, Corollary 2.4, part 2], we have
det(1− [α¯tˆ]κT | Stˆ(ε)) =
∞∏
m=0
(
1− π0(t¯)κ−mπ1(t¯)mT
)
, (25)
which is the local factor in the Euler product of L(Symκ,∞Kl, T ). We may now prove the theorem.
16
Proof of Theorem 3.6. Let Bκ(t) be the infinite dimensional matrix of [α¯a]κ with respect to the basis B := {w(m) : m ≥
0}. Write Bκ(t) =
∑
n≥0 bnt
n, where bn is an infinite matrix with entries in Cp. Define FBκ := (bqn−m)(n,m) where
n,m ≥ 0, and we set bqn−m := 0 if qn−m < 0, the zero matrix. As described prior to [13, Lemma 2.3], the matrix of
βκ with respect to B is FBκ . By [17, Lemma 4.1], the Dwork trace formula gives
(qm − 1)Tr(βmκ ) = (qm − 1)Tr(FmBκ)
=
∑
t¯∈F∗qm
tˆ=Teich(t¯)
Tr(Bκ(tˆ
qm−1) · · ·Bκ(tˆq)Bκ(tˆ))
=
∑
t¯∈F∗qm
tˆ=Teich(t¯)
Tr([α¯tˆ]
m
κ | Stˆ(ε))
It now follows from (25) that
L(Sym∞,κKl, T ) = det(1− βκT | S(b′, ε))δq .
(See the argument succeeding [11, Equation 8] for details.)
5.2 Proof of Lemma 3.7
The result follows from a limit using finite symmetric powers. Let k be a positive integer. Define the map
Symkα¯m : Sym
k
L(b′)H
1
t (b
′, b)→ SymkL(b′/pm)H1tpm (b′/pm, b)
Define the length(w(m)) := m. For ξ ∈ S(b′, ε), define length(ξ) as the supremum of the lengths of the individual
terms in the series defining ξ. In most cases, the length of ξ will be infinite. Set w0 := 1 and w1 := πt/x, so that
{w0, w1} is a basis of H1t (b′, b), and {wk−m0 wm1 : 0 ≤ m ≤ k} is a basis of SymkL(b′)H1t (b′, b) over L(b′). As the basis
is finite, {wk−m0 w(m)1 : 0 ≤ m ≤ k} is also a basis of SymkL(b′)H1t (b′, b) over L(b′), where w(m)1 := kmwm1 . Define
S(k)(b′, ε) := {ξ ∈ S(b′, ε) | length(ξ) ≤ k}. We may identify S(k)(b′, ε) with SymkH1t (b′, b) using the map
w(m) 7−→ wk−m0 w(m)1 .
Let kn be a sequence of positive integers tending to infinity such that p-adically kn → κ. For each n ∈ Z≥0, define the
approximation map [α¯a](κ;n) : S(b
′, ε)→ S(b′/q, ε) by
[α¯a](κ;n)(w
(m)) :=
{
[α¯a]kn(w
(m)) if m ≤ kn
0 otherwise.
Using the identification with the kn-symmetric power, we have
[α¯a](κ;n)(w
(m)) = (Υq ◦ α¯a(1))kn−m(Υq ◦ α¯a πt
x
)m
∼=
(
Symkn α¯a
)
(wkn−m0 w
(m)
1 ),
and thus [α¯a](κ;n) ∼= Symkn α¯a.
Next, an analogous argument to that in [11, Lemma 2.2] demonstrates that limn→∞[α¯a](κ;n) = [α¯a]κ as maps from
S(b′, ε)→ S(b′/q, ε). Consequently, if we define β(κ;n) := ψat ◦ [α¯a](κ;n) then as operators on S(b′, ε),
lim
n→∞
β(κ;n) = βκ. (26)
Lastly, define ∂(κ;n) on S(b
′, ε) as follows. For 0 ≤ m ≤ kn − 1,
0 ≤ m ≤ kn − 1 : ∂(κ;n)(trw(m)) := rtrw(m) + trw(m+1) +m(kn −m+ 1)π2tr+1w(m−1),
m = kn : ∂(κ;n)(t
rw(k)) := rtrw(k) + knπ
2tr+1w(k−1),
m > kn : ∂(κ;n)(t
rw(k)) := 0.
Similarly, define ∂˜(κ;n) on Sym
kn
L(b′)H
1
t (b
′, b) as follows. For (ξ1, . . . , ξkn) ∈ H1t (b′, b)⊕kn , define
∂˜(κ;n)(ξ1 · · · ξkn) :=
kn∑
i=1
ξ1 · · · ξˆi · · · ξkn∂(ξi),
where ∂ was defined by (10). Then ∂(κ;n) ∼= ∂˜(κ;n) through the identification of the spaces S(kn)(b′, ε) and SymknL(b′)H1t (b′, b).
Further, again using the identification,
q∂(κ;n) ◦ β(κ;n) = β(κ;n) ◦ ∂(κ;n). (27)
Lastly, observe that with the topology of coefficient-wise convergence on S(b′, ε), ∂(κ;n) → ∂κ, which follows by considering
the case 0 ≤ m ≤ kn − 1:
|(∂(κ;n) − ∂κ)(trw(m))| = |m(kn − κ)π2tr+1w(m−1)|,
which tends to zero as n→∞. Lemma 3.7 now follows by taking the limit of (27).
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