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Abstract: The problem of deciding whether two samples arise from the
same distribution is often the question of interest in many research inves-
tigations. Numerous statistical methods have been devoted to this issue,
but only few of them have considered a Bayesian nonparametric approach.
We propose a nonparametric Bayesian index (WIKS) which has the goal
of quantifying the difference between two populations P1 and P2 based on
samples from them. The WIKS index is defined by a weighted posterior
expectation of the Kolmogorov-Smirnov distance between P1 and P2 and,
differently from most existing approaches, can be easily computed using any
prior distribution over (P1, P2). Moreover, WIKS is fast to compute and
can be justified under a Bayesian decision-theoretic framework. We present
a simulation study that indicates that the WIKS method is more pow-
erful than competing approaches in several settings, even in multivariate
settings. We also prove that WIKS is a consistent procedure and controls
the level of significance uniformly over the null hypothesis. Finally, we ap-
ply WIKS to a data set of scale measurements of three different groups of
patients submitted to a questionnaire for Alzheimer diagnostic.
Keywords and phrases: Bayesian nonparametrics, Hypothesis testing,
Two-sample problem.
1. Introduction
The “two-sample problem” is a key problem in statistics and consists in testing
if two independent samples arise from the same distribution. One way of testing
such hypothesis is by making use of nonparametric two-sample tests (Mann and
Whitney 1947; Smirnov 1948). The nonparametric way of approaching the two-
sample problem has been regaining a lot of interest in recent years due to its
flexibility in tackling different data distributions. See for instance the methods
developed in Gretton et al. (2012); Pfister et al. (2016); Srivastava et al. (2016);
Wei et al. (2016); Ramdas et al. (2017).
From a Bayesian nonparametric perspective, the goodness-of-fit problem of
comparing a parametric null against a nonparametric alternative has received
great attention (e.g., Florens et al. 1996; Carota and Parmigiani 1996; Berger
and Guglielmi 2001; Basu and Chib 2003). However, only recently the two-
sample comparison problem started been addressed. Holmes et al. (2015) presents
1
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a closed-form expression for the Bayes factor assuming a Polya tree prior pro-
cess, rejecting the null if this statistic is below a certain threshold chosen to
control the type I error. Using a similar method, but relying on a permutation
approach to control the type I error, Chen and Hanson (2014) addresses the
k-sample comparison problem with censored and uncensored observations. The
latter work also uses a Polya tree prior process. Nonetheless, the previous meth-
ods are not easily adapted to other nonparametric priors nor to multivariate
data.
In this article, we develop a novel general Bayesian nonparametric index,
WIKS – the Weighted Integrated Kolmogorov-Smirnov Statistic, that has the
goal of evaluating the similarity between two groups. We show how WIKS can
be used to test the equality of the two populations under a fully Bayesian
decision-theoretic framework. The method has low computational cost and is
very flexible, since it can handle any dimensionality of the observables and any
nonparametric prior. In order to be implemented, it only requires the user to
provide (i) a distance between probability distributions (e.g., the Kolmogorov-
Smirnov distance; Kolmogorov (1933)) and (ii) an algorithm to sample from the
posterior distribution (e.g., the stick-breaking process in the case of a Dirichlet
Process; Sethuraman 1994).
The remaining of the paper is organized as follows. In Section 2 we present
the definition of the WIKS index, the testing procedure based on it and its
decision-theoretical justification. A theoretical analysis of WIKS’s properties is
shown in Section 3. Section 4 presents a simulation study designed to compare
our proposal with other tests from the literature. Section 5 shows how the index
can be applied to a multivariate setting. In Section 6 we apply our method to
a data set on scale measurements for Alzheimer disease. Section 7 contains our
final remarks. All proofs are shown in Appendix A.
2. The nonparametric Bayesian WIKS index
Assume that two independent samples X1, · · · , Xn and Y1, · · · , Ym are drawn
from P1 and P2, respectively. For a given distance d between probability mea-
sures1, testing the null hypothesis H0 : P1 = P2 against H1 : P1 6= P2 is equiva-
lent to testing H0 : d(P1, P2) = 0 against H1 : d(P1, P2) > 0. Denote by Px,y the
posterior distribution of (P1, P2) given the observed samples x = (x1, . . . , xn)
and y = (y1, . . . , ym).
The WIKS index is defined as follows.
Definition 1. The WIKS index against hypothesis H0 is defined by
WIKS(Dn,m) =
∫ M
0
w(ε) Px, y
(
d(P1, P2) > ε
)
dε, (1)
where Dn,m = {x, y} denotes the two observed samples of sizes n and m, w :
[0,M) −→ (0,∞] (the weight function) is a probability density function over
1Common choices for this metric are the Kolmogorov-Smirnov metric, the L2 metric and
Le´vy metric. For a survey of metrics between probability measures see Rachev (2013).
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[0,M) and M = supP1,P2 d(P1, P2) is the maximum value (possibly being +∞)
of the distance d.
w(ε)P(d(P1, P2) > ε)
0 ε M
0
1
Fig 1: Geometric interpretation of the WIKS index.
A geometric interpretation of WIKS is displayed in Figure 1. WIKS can be
thought of as a compromise between different evidence indexes against the null
H0. More specifically, a naive evidence index against the null is P
x,y(d(P1, P2) >
ε) for a fixed ε > 0, where larger values indicate greater evidence against the
null. Thus, one can decide to reject the null whenever that probability exceeds
a given threshold δ (e.g., 0.5)2. However, choosing an appropriate  value is
typically not easy, especially in a nonparametric framework. Moreover, it can
also lead to inconsistent decisions: for instance, suppose that the actual distance
between P1 and P2 is ε
′ in (0, ε), then P x,y(d(P1, P2) > ε) converges to 0 as the
sample sizes increase (since the posterior of d(P1, P2) converges to ε
′) leading
one to wrongly accept the null. Instead of fixing an ε value, WIKS combines
all the evidences P x,y(d(P1, P2) > ε) for different ε using the weighted average
given in (1). Notice that, by choosing a constant weight function w, WIKS index
(1) is proportional to the area below the survival curve of d(P1, P2), which is the
posterior expected value of d(P1, P2). Different choices of the weight function
can be considered depending on the specifics of the problem at hand.
Next, we investigate some properties of WIKS.
2This approach was suggested by e.g. Swartz (1999) in a Bayesian nonparametric goodness-
of-fit context.
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Theorem 1. Let Ex,y denote the expectation with respect to Px,y. Then,
WIKS(Dn,m) = Ex,y
[
W (d(P1, P2)
]
, (2)
where W is the cumulative distribution of the weight function w.
Theorem 1 shows that WIKS can be expressed as the expected value of
W (d(P1, P2)) with respect to the posterior distribution. This implies that a
Monte Carlo approximation for WIKS is readily available from posterior simu-
lations of (P1, P2). A description of such procedure is given in Algorithm 1.
Algorithm 1 WIKS computation
Input: samples x and y of sizes n and m; posterior distribution Px, y(P1, P2);
cumulative weight function W ; number of Monte Carlo simulations S
Output: WIKS(Dn,m)
1: Sample (P1,1, P2,1), . . . , (P1,S , P2,S) independently from the posterior distribution Px,y ;
2: Approximate WIKS index by
WIKS(Dn,m) ≈ 1
S
S∑
s=1
W (d(P1,s, P2,s))
WIKS also has desirable properties for an index against the null hypothesis,
which are presented in Theorem 2.
Theorem 2. WIKS satisfies:
(a) 0 ≤WIKS(Dn,m) ≤ 1 for any observed sample Dn,m;
(b) WIKS(Dn,m) = 0 if, and only if, d(P1, P2) = 0 almost surely;
(c) WIKS(Dn,m) = 1 if, and only if, d(P1, P2) = M almost surely;
(d) WIKS(Dn,m) is increasing with respect to d(P1, P2).
Decision-theoretic justification
From the above, a natural decision criterion should be to reject H0 whenever
WIKS(Dn,m) > c, for a given threshold c. Indeed, this procedure can be jus-
tified under a Bayesian decision framework (DeGroot, 1970). In fact, let us
consider A = {0, 1} the decision space, where 0 stands for accepting H0 and 1
for rejecting H0, and the loss function
L
(
(P1, P2), a
)
=
{
c0W (d(P1, P2)), if a = 0,
c1[1−W (d(P1, P2))], if a = 1, (3)
where c0 and c1 are positive real numbers representing the maximum loss when
accepting and rejecting H0, respectively. Observe that, if we decide to accept H0,
the loss function is zero if d(P1, P2) = 0 and increases with the value of d(P1, P2).
On the other hand, if we decide to reject H0, then the function decreases with
the value of the distance d(P1, P2) and vanishes if d(P1, P2) is the maximum
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possible value M . Next theorem shows that the Bayes decision is to reject the
null hypothesis when WIKS is large enough.
Theorem 3. The Bayes rule for the loss function (3) is given by rejecting H0
if
WIKS(Dn,m) > c, (4)
where c = c1/(c1 + c0).
3. Asymptotic properties
In this section we prove that (i) the distribution of WIKS is approximately in-
variant over H0, (ii) the WIKS statistic is consistent, and (iii) the hypothesis
testing procedure based on WIKS is consistent. We make the following assump-
tions:
Assumption 1. P1, P2 ∼ DP (K,G) are independent Dirichlet processes, and
there exists a measure ν1 that dominates G such that g(x) :=
dG
dν1
(x) ≤ C for
some C > 0.
Assumption 2. W () = , 0 ≤  ≤ 1, i.e., a uniform weighting is used for
WIKS.
Let Dn,m = {X1, . . . , Xn, Y1, . . . , Ym} and
Zn,m(Dn,m) = sup
x∈R
∣∣∣∣∣ 1K + n
n∑
i=1
I(−∞,x](Xi)− 1
K +m
m∑
j=1
I(−∞,x](Yj)
∣∣∣∣∣.
The following corollaries are proven in Appendix A.
Corollary 1 (Approximate invariance over H0). Under H0 : P1 = P2 and
under Assumptions 1 and 2, if n,m −→∞ in a way such that m/(n+m) −→ τ
for some 0 < τ < 1, then for every 0 ≤ x ≤ 1
P
(
WIKS(Dn,m) ≤ F−1Zn,m(U)(x)
)
n,m−→∞−−−−−−→ x,
where Zn,m(U) is the distribution of Zn,m(Dn,m) when both samples come from
a Unif(0, 1) distribution.
In words, Corollary 1 shows that, if P1 = P2, the distribution of WIKS(Dn,m)
does not depend asymptotically on the value of P1. This implies that the pro-
cedure the hypothesis test described in Theorem 3 approximately controls the
level of significance uniformly over H0.
Corollary 2 (Consistency of the WIKS statistic). Denote by HX and HY the
cumulative distribution functions of P1 and P2, respectively. Under Assumptions
1 and 2,
WIKS(Dn,m)
a.s.−−−−−−→
n,m−→∞ supx∈R
|HX(x)−HY (x)|
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Corollary 2 implies that under H0, WIKS index converges to zero as the sam-
ple size grows, while if P1 6= P2, it converges to a strictly positive number, which
is the Kolmogorov-Smirnov distance between the two cumulative distribution
functions.
Corollary 3 (Consistency of the test procedure). Consider the hypothesis test
procedure given by
φn,m(Dn,m) = 1 ⇐⇒ WIKS(Dn,m) ≥ F−1Zn,m(U)(1− α),
where Zn,m(U) is the distribution of Zn,m(Dn,m) when both samples come from
a Unif(0, 1) distribution. Assume that n,m −→ ∞ in a way such that m/(n +
m) −→ τ for some 0 < τ < 1. Under Assumptions 1 and 2,
P (φn,m(Dn,m) = 1)
n,m−→∞−−−−−−→ α
if H0 holds and
P (φn,m(Dn,m) = 1)
n,m−→∞−−−−−−→ 1
if H1 holds.
Corollary 3 show how the threshold of the hypothesis test described in The-
orem 3 can be chosen if one desires to control its level of significance. Moreover,
it shows that this test procedure is consistent, in the sense that with high prob-
ability (for large sample sizes) it leads to the rejection of H0 if H1 holds.
4. Power Function Study
In this section, we perform a simulation study to compare the frequentist perfor-
mance of the WIKS procedure with the well-established Kolmogorov-Smirnov
(KS) and Wilcoxon (WILCOX) tests, and also with the testing procedure pro-
posed by Holmes et al. (2015) (HOLMES), which considers the Polya tree pro-
cess prior. For all tests, a nominal level α = 0.05 was considered. The nu-
merical calculations for the KS and WILCOX methods were performed using
the standard outputs of the R (R Core Team, 2018) commands “ks.test” and
“wilcox.test” provided in the ‘stats’ package. For the HOLMES method, we used
the code provided by the authors at http://www.stats.ox.ac.uk/~caron/
code/polyatreetest/demoPolyatreetest.html.
WIKS and HOLMES decision procedures
The WIKS index is determined by the specification of a prior distribution for P1
and P2, a metric d and a weight function w. In the following, we consider that
P1 and P2 follow two independent and identical Dirichlet process DP (K,G),
with K > 0 being the concentration parameter and G the base probability
distribution with support in a subset S of the real line R. The probability G is
seen as an initial guess for the distribution of the data, while the concentration
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parameter K is a degree of confidence in that distribution. We set K = 1 and
G equal to the N(0, 1) distribution. The chosen metric d is the Kolmogorov
(also know as uniform) distance defined by d(P1, P2) = supx |P1((−∞, x]) −
P2((−∞, x])| and, since the maximum of this distance is 1, the weight function w
is taken to be the density function of a Beta(1, 4) density, which has cumulative
weight function Wλ(t) = 1− (1− t)4, t ∈ [0, 1]3.
To define a decision rule using WIKS, we need to choose the threshold value
c given in (4). This choice can be made by interpreting the roles of the constants
c0 and c1 in the loss function (3), but this assessment is not straightforward.
In this work, we adopt a different approach called by Good (1992) a “bayes /
non-bayes compromise”, which consists in choosing the threshold value c that
controls the type I error at level α.
In Holmes et al. (2015), the index used to reject the null is the logarithm of
the Bayes factor (LBF) for model comparison, where smaller values indicates
greater evidence against H0, that is, the decision procedure is to reject the null
whenever LBF < h for some threshold h. Under each hypothesis H0 and H1,
the authors assume Polya tree process priors with a standard gaussian N(0,1) as
a centering distribution for the partition specification (see Holmes et al. 2015,
Section 3.1 for more details). Before applying the decision procedure, the data is
standardized by the median and the interquartile range of the aggregated data x
and y. The threshold h is also chosen using the “bayes / non-bayes compromise”.
In practice, we obtain the threshold value of WIKS and HOLMES by sim-
ulating R replicates of samples x and y (with sizes n and m) from the same
distribution P , calculating the index value for each replicate and then choosing
the threshold value as the 1−α (or α for HOLMES) sample quantile of the R in-
dex values. Notice that Corollary 1 implies that the quantile estimate for WIKS
is approximately invariant with respect to the choice of P . Thus, although the
threshold is obtained for a particular value of P , WIKS controls type I error
uniformly over H0.
For both WIKS and HOLMES, we choose P as the N(0,1) distribution and
R = 1, 000. The threshold values obtained were 0.7270 for WIKS and −0.8572
for HOLMES.
Simulation Study
We estimate the power of each method under 8 scenarios by simulating 1, 000
data sets X = (X1, . . . , X50) and Y = (Y1, . . . , Y50). The scenarios were chosen
to express different types of deviations from the null, with larger values of θ
representing greater deviations:
1. Normal Mean Shift: X ∼ N(0, 1) and Y ∼ N(θ, 1), θ = 0, · · · , 3
2. Normal Variance Shift: X ∼ N(0, 1) and Y ∼ N(0, θ), θ = 1, · · · , 4
3. Lognormal Mean Shift: log X ∼ N(0, 1) and log Y ∼ N(θ, 1), θ = 0, · · · , 3
3In fact, any choice of Wλ(t) = 1 − (1 − t)λ with λ > 0 can be made and give similar
results.
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4. Lognormal Variance Shift: log X ∼ N(0, 1) and log Y ∼ N(0, θ), θ =
1, · · · , 5
5. Beta Symmetry: X ∼ Beta(1, 1) and Y ∼ Beta(θ, θ), θ = 1, · · · , 6
6. Gamma Shape: X ∼ Gamma(3, 2) and Y ∼ Gamma(θ, 2), θ = 3, · · · , 6
7. Normal Mixtures: X ∼ N(0, 1) and Y ∼ 12N(−θ, 1) + 12N(θ, 1), θ =
0, · · · , 3
8. Tails: X ∼ N(0, 1) and Y ∼ t(θ−1), θ = 10−3, · · · , 10.
Figure 2 indicates that WIKS is very competitive in all scenarios, having
uniformly greater power than KS in all situations. Also, WIKS outperforms
WILCOX in all scenarios except scenarios 1, 3 and 6 (Normal Mean Shift,
Lognormal Mean Shift, Gamma Shape), where they present very similar per-
formance. When compared to HOLMES, WIKS has greater performance for
scenarios 3, 4, 6 (Lognormal Mean Shift, Lognormal Variance Shift, Gamma
Shape) and HOLMES wins in scenarios 2 and 8 (Normal Variance Shift, Tails).
In the remaining settings both methods are comparable.
It is also interesting to note the role of the invariance property of WIKS
(Corollary 1): while WIKS has power at the null very close to the nominal
α = 0.05 in all settings, the power of HOLMES at the null is much lower than
the nominal for the settings 3 to 6. Possibly, this is because the support of
the distribution of the data is different from the centering distribution N(0,1)
used in the Polya tree process prior. Further, the latter issue implies that the
cutoff determination of HOLMES is be very sensitive to the choice of the null
distribution P used to obtain it. To illustrate this, we present at Table 1 the
cutoff values of both methods obtained for α = 0.05 and data x and y generated
from the N(0,1), the U(0,1) and the LN(0,1) distributions (under the null).
While WIKS cutoff values are roughly constant, HOLMES cutoff values are
quite unstable. Thus, different choices of P to determine the cutoff for HOLMES
can cause the true level to be much larger or much smaller than the nominal.
Table 1
Cutoffs of each method to control the type I error probability at 5% when x and y are
generated from the same distribution.
N(0, 1) U(0, 1) LN(0, 1)
WIKS 0.7270 0.7337 0.7302
HOLMES -0.8572 2.0144 2.7511
5. Multivariate two-sample testing
WIKS can be extended to other settings. We now explore how to use it to
compare two populations with respect to multivariate distributions. We also
explore the fact that the index can be computed using any prior probability
over the parameter space, and not only the Dirichlet process.
Let X1, . . . ,Xn be a multivariate i.i.d. random vector drawn from P1 and
Y1, . . . ,Ym be a multivariate i.i.d. random vector drawn from P2. Our goal is
to test H0 : P1 = P2. We assume that Xi,Yi ∈ Rd. Let d(P1, P2) be a distance
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Fig 2: Power function comparison of WIKS, HOLMES, KS and WILCOX meth-
ods under 8 scenarios.
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between the multivariate distributions P1 and P2. For instance, d(P1, P2) may
be the multivariate Kolmogorov metric, defined by
d(P1, P2) = sup
x1,...,xd
|P1
(
Πdi=1(−∞, xi]
)− P2 (Πdi=1(−∞, xi]) |.
We use the same formulation of WIKS as described in Section 2 to test
H0, i.e., WIKS(Dn,m) = Ex,y
[
W (d(P1, P2)
]
. Notice that the distance function
d(P1, P2) is still a (real) random variable, and therefore the weighting function
w() has the same interpretation as before.
Figure 3 compares the power of WIKS against the KDE test for multivariate
two-sample testing (Duong et al., 2012). In this experiment, the first sample
consists in 100 sample points from aN((0, 0),Σ) distribution. The second sample
consists in 100 sample points from a N((θ, θ),Σ). While the left panel uses the
covariance matrix
Σ =
[
1 0
0 1
]
the right panel consists in using
Σ =
[
1 0.5
0.5 2
]
Two versions of WIKS are used: the first one uses a Dirichlet Process as a
prior for P1 and P2 with two independent standard gaussian distributions as a
base measure and K = 1. The second versions uses a mixture of Gaussians as
a prior for P1 and P2, with the default values from package mixAK (Koma´rek,
2014). All thresholds of the decision procedures were chosen so as to guarantee
a significance level of 5%.
The figure shows that both versions of WIKS have better performance than
the KDE test in both settings, which suggests that WIKS is a promising ap-
proach for multivariate two-sample testing. Moreover, in this case both prior dis-
tributions lead to similar results, with the mixture of Gaussians being marginally
better.
6. Application
We apply our methods to a data set of three groups of patients (CG: the control
group, MCD: with mild cognitive decline and AD: with Alzheimer’s disease)
submitted to a questionnaire for Alzheimer’s disease diagnostic (CAMCOG).
More details on this dataset can be obtained in Cecato et al. (2016). The main
idea is to quantify the differences between the groups using our methods.
Figure 4 shows that all groups present different behavior with respect the
score obtained from CAMCOG. The group with Alzheimer’s disease (AD) has
the lowest CAMCOG scores and the control group (CG) the highest ones. The
group with mild cognitive decline (MCD) has score values in-between the other
two groups. Thus, it is expected that the WIKS index will be greater when
comparing AD and CG groups than for the other comparisons. In fact, for AD
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Fig 3: Power comparison of two-sample multivariate testing.
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Fig 4: Boxplot of CAMCOG scores for the groups MCD, AD and CG.
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vs CG, CG vs MCD and MCD vs AD the WIKS index are 0.9993, 0.9629, 0.9312
with respective thresholds 0.7558, 0.7681 and 0.7314, leading to the rejection of
null for all pairwise comparisons. From this analysis, we conclude that CAM-
COG is an useful tool for initial diagnostic of Alzheimer disease, being able to
properly distinguish between the three groups.
7. Conclusions
We propose a method to compare two populations P1 and P2 that relies on a
Bayesian nonparametric discrepancy index (WIKS) defined as a weighted av-
erage of the posterior survival function of the Kolmogorov distance d(P1, P2).
The WIKS index can also be expressed as the posterior expectation in terms of
d(P1, P2), which makes it easier to compute its value using samples of the pos-
terior distribution. The WIKS definition can be seen as an aggregated evidence
against the null and the proposed decision procedure is the Bayes rule under
a suitable loss function. A key advantage of WIKS method is that it controls
the type I error probability uniformly over H0. Moreover, we proved that the
proposed WIKS statistic and the decision procedure are both consistent.
In a power function simulation study, WIKS presents better performance
than the well-established Wilcoxon and Kolmogorov-Smirnov tests. When com-
pared to the method proposed by Holmes et al. (2015), WIKS shows similar
performance in many settings and is superior when the support of data are
restricted to the positive real numbers or the unitary interval. For a data-set
on questionaire scores used for Alzheimer diagnose applied to 3 groups, WIKS
could correctly indentify the difference between the groups.
We conclude that WIKS is a powerful and flexible method to compare pop-
ulations with low computational cost. Even thought we have chosen the Dirich-
let Process as our prior, any other nonparametric (e.g, the Polya tree or the
Beta processes) or even parametric prior could be used without the need of
adjustments: WIKS computation only requires a sampling algorithm for pos-
terior simulation. Moreover, the dimensionality of data poses no restriction to
the method, since it is based on the concept of distances, which always take
values on the real line. Further investigation is needed to assess the effect of the
choices of the metric d and the weight function w on the performance of the
method. Future research directions are extending the methods presented here to
goodness-of-fit problems and investigating the performance in high-dimensional
settings.
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Appendix A: Proofs
Proof of Theorem 1. Let Pd be the probability distribution of d(P1, P2) assum-
ing that (P1, P2) is distributed according to Px,y. Thus,
WIKS(Dn,m) =
∫ M
0
w(ε)Pd
(
(ε,M ]
)
=
∫ M
0
∫ M
0
w(ε)I(ε,M ](z)dPd(z)dε,
which implies by the Fubini theorem, that
WIKS(Dn,m) =
∫ M
0
∫ M
0
w(ε)I(ε,M ](z)dεdPd(z),
=
∫ M
0
∫ z
0
w(ε)dεdPd(z)
=
∫ M
0
W (z)dPd(z)
= E[W (d(P1, P2))],
where IA(z) denotes the indicator function assuming 1 if z ∈ A and 0 otherwise.
Proof of Theorem 2. (a) It follows directly from (2) and the fact that W as-
sumes values in [0, 1];
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(b) Since the random variable W (d(P1, P2)) is non negative, its expected value
is 0 if and only if it assumes 0 almost surely;
(c) The same argument of (b) applied to the non negative random variable
1−W (d(P1, P2));
(d) Consider D1 and D2 two random variables representing two posterior dis-
tributions for d(P1, P2) such that D2 is stochastically greater than D1, i.e.,
P(D1 ≥ x) ≤ P(D2 ≥ x) for all x > 0. Since E[Di] =
∫∞
0
P(Di ≥ x)dx, we
have that E[D1] ≤ E[D2].
Proof of Theorem 3. For a decision δ(x, y) ∈ A, the posterior expected loss is
given by
Ex,y
[
L
(
(P1, P2), δ(x, y)
)]
=
{
c0Ex,y[W (d(P1, P2))], if δ(x, y) = 0,
c1
[
1− Ex,y[W (d(P1, P2))]
]
, if δ(x, y) = 1.
Thus, the Bayes rule is given by rejecting H0 if and only if
WIKS(Dn,m) = Ex,y
[
W (d(P1, P2))
]
> c1/(c1 + c0).
Theorem 4.
(i) For any continuous distribution function H (not necessarily being the gen-
erating mechanism associated to X or Y ),
Zn,m(Dn,m) = sup
t∈[0,1]
∣∣∣∣∣ 1K + n
n∑
i=1
I[0,t](H(Xi))− 1
K +m
m∑
j=1
I[0,t](H(Yj))
∣∣∣∣∣.
(ii) ∣∣∣∣∣d(EDn,m [P ∗1 ], EDn,m [P ∗2 ])− Zn,m(Dn,m)
∣∣∣∣∣ ≤ K|m− n|(K +m)(K + n) .
(iii) If both samples X1, . . . , Xn and Y1, . . . , Ym have a common cumulative
distribution function H, then the distribution of Zn,m(Dn,m) is invariant
with respect to H.
Proof. (i) Observe that
Zn,mH (Dn,m) := sup
x∈R
∣∣∣∣∣ nK + n 1n
n∑
i=1
I(−∞,x](Xi)− m
K +m
1
m
m∑
j=1
I(−∞,x](Yj)
∣∣∣∣∣.
= sup
x∈R
∣∣∣∣∣ 1K + n
n∑
i=1
I[0,H(x)](H(Xi))− 1
K +m
m∑
j=1
I[0,H(x)](H(Yj))
∣∣∣∣∣.
= sup
t∈[0,1]
∣∣∣∣∣ 1K + n
n∑
i=1
I[0,t](H(Xi))− 1
K +m
m∑
j=1
I[0,t](H(Yj))
∣∣∣∣∣,
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where in the last equality we used the continuity of F .
(ii) Notice that d
(
E[P ∗1,n], E[P
∗
2,m]
)
can be expressed as
d
(
EDn,m [P
∗
1 ], EDn,m [P
∗
2 ]
)
= sup
x∈R
∣∣∣∣∣ KK + nG(x) + 1K + n
n∑
i=1
I[0,H(x)](H(Xi))− K
K +m
G(x)− 1
K +m
m∑
j=1
I[0,H(x)](H(Yj))
∣∣∣∣∣
= sup
x∈R
∣∣∣∣∣
(
K
K + n
− K
K +m
)
G(x) +
1
K + n
n∑
i=1
I[0,H(x)](H(Xi))− 1
K +m
m∑
j=1
I[0,H(x)](H(Yj))
∣∣∣∣∣
= sup
x∈R
∣∣∣∣∣
(
K
K + n
− K
K +m
)
(G ◦H−1)(H(x)) + 1
K + n
n∑
i=1
I[0,H(x)](H(Xi))− 1
K +m
m∑
j=1
I[0,H(x)](H(Yj))
∣∣∣∣∣
= sup
t∈[0,1]
∣∣∣∣∣
(
K
K + n
− K
K +m
)
(G ◦H−1)(t) + 1
K + n
n∑
i=1
I[0,t](H(Xi))− 1
K +m
m∑
j=1
I[0,t](H(Yj))
∣∣∣∣∣.
Moreover,
sup
t∈[0,1]
∣∣∣∣∣
(
K
K + n
− K
K +m
)
(G ◦H−1)(t) + 1
K + n
n∑
i=1
I[0,t](H(Xi))− 1
K +m
m∑
j=1
I[0,t](H(Yj))
∣∣∣∣∣
≤ sup
t∈[0,1]
∣∣∣∣∣
(
K
K + n
− K
K +m
)
(G ◦H−1)(t)
∣∣∣∣∣+ supt∈[0,1]
∣∣∣∣∣ 1K + n
n∑
i=1
I[0,t](H(Xi))− 1
K +m
m∑
j=1
I[0,t](H(Yj))
∣∣∣∣∣
=
∣∣∣∣∣ KK + n − KK +m
∣∣∣∣∣ supt∈[0,1]
∣∣∣∣∣(G ◦H−1)(t)
∣∣∣∣∣+ supt∈[0,1]
∣∣∣∣∣ 1K + n
n∑
i=1
I[0,t](H(Xi))− 1
K +m
m∑
j=1
I[0,t](H(Yi))
∣∣∣∣∣
=
K|m− n|
(K +m)(K + n)
+ sup
t∈[0,1]
∣∣∣∣∣ 1K + n
n∑
i=1
I[0,t](H(Xi))− 1
K +m
m∑
j=1
I[0,t](H(Yj))
∣∣∣∣∣.
(5)
Also,
sup
t∈[0,1]
∣∣∣∣∣
(
K
K + n
− K
K +m
)
(G ◦H−1)(t) + 1
K + n
n∑
i=1
I[0,t](H(Xi))− 1
K +m
m∑
j=1
I[0,t](H(Yj))
∣∣∣∣∣
≥ sup
t∈[0,1]
∣∣∣∣∣ 1K + n
n∑
i=1
I[0,t](H(Xi))− 1
K +m
m∑
j=1
I[0,t](H(Yj))
∣∣∣∣∣−
∣∣∣∣∣
(
K
K + n
− K
K +m
)
(G ◦H−1)(t)
∣∣∣∣∣
≥ sup
t∈[0,1]
∣∣∣∣∣ 1K + n
n∑
i=1
I[0,t](H(Xi))− 1
K +m
m∑
j=1
I[0,t](H(Yj))
∣∣∣∣∣−
∣∣∣∣∣ KK + n − KK +m
∣∣∣∣∣ supt∈[0,1]
∣∣∣∣∣(G ◦H−1)(t)
∣∣∣∣∣
= sup
t∈[0,1]
∣∣∣∣∣ 1K + n
n∑
i=1
I[0,t](H(Xi))− 1
K +m
m∑
j=1
I[0,t](H(Yj))
∣∣∣∣∣− K|m− n|(K +m)(K + n) .
(6)
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The conclusion of (ii) follows from Equations 5 and 6.
(iii) It suffices to observe that the hypothesis implies thatH(X1), . . . ,H(Xn), H(Y1), . . . ,H(Ym)
i.i.d∼
U(0, 1).
Lemma 1. Under Assumption 2,
d(EDn,m [P
∗
1 ], EDn,m [P
∗
2 ]) ≤WIKS(Dn,m) ≤d(EDn,m [P ∗1 ], EDn,m [P ∗2 ])+
+EDn,m [d(P
∗
1 , EDn,m [P
∗
1 ])] + EDn,m [d(P
∗
2 , EDn,m [P
∗
2 ])]
Proof. To prove the first inequality, let P and Q be two cumulative distribution
functions and let gQ(P ) := supx |P (x)−Q(x)|. gQ is convex. Indeed,
gQ(w1P1 + w2P2) = sup
x
|w1P1(x) + w2P2(x)− w1Q(x)− w2Q(x)|
≤ sup
x
|w1P1(x)− w1Q(x)|+ sup
x
|w2P2(x)− w2Q(x)| = w1gQ(P1) + w2gQ(P2).
Thus, by applying Jensen’s inequality twice and using the independence of the
processes,
EDn,m [d(P
∗
1 , P
∗
2 )] = EDn,m [gP∗2 (P
∗
1 )] = EDn,m [EDn,m,P∗2 [gP∗2 (P
∗
1 )]] ≥ EDn,m [gP∗2 (EDn,m,P∗2 [P ∗1 ])]
= EDn,m [gP∗2 (EDn,m [P
∗
1 ])] = EDn,m [gEDn,m [P∗1 ](P
∗
2 )]
≥ gEDn,m [P∗1 ](EDn,m [P ∗2 ]) = d(EDn,m [P ∗1 ], EDn,m [P ∗2 ])
The second inequality follows from the triangle inequality.
Lemma 2. Under Assumptions 1 and 2,
EDn,m [d(P
∗
1 , EDn,m [P
∗
1 ])]
n−→∞−−−−→ 0
and
EDn,m [d(P
∗
2 , EDn,m [P
∗
2 ])]
m−→∞−−−−−→ 0
Proof. Because
sup
x
|P1,n(x)−Gn(x)| ≤
(√
3
∫
R
(P1,n(x)−Gn(x))2dGn(x)
)2/3
(Donoho and Liu, 1988, page 603) and by Jensen’s inequality,
E
[
sup
x
|P1,n(x)−Gn(x)|
]
≤ E
[(√
3
∫
R
(P1,n(x)−Gn(x))2dGn(x)
)2/3]
≤
(
E
[√
3
∫
R
(P1,n(x)−Gn(x))2dGn(x)
])2/3
. (7)
Let ν2 be the counting measure. The Radon-Nikodym derivative of Gn with
respect to (ν1 + ν2) is
gn(x) :=
dGn
d(ν1 + ν2)
(x) =
K
K + n
g(x)IR\A(x) +
1
K + n
n∑
i=1
Ixi(x),
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where A = {x1, . . . , xn} (Gottardo and Raftery, 2008, Theorem 1).
Assumption 1 implies that, for every Dxn, gn(x) ≤ C. It follows that the inner
part of the right hand-side of Equation 7 is
E
[√
3
∫
R
(P1,n(x)−Gn(x))2dGn(x)
]
= E
[√
3
∫
R
(P1,n(x)−Gn(x))2gn(x)d(ν1 + ν2)(x)
]
≤ C
√
3E
[∫
R
(P1,n(x)−Gn(x))2d(ν1 + ν2)(x)
]
= C
√
3
∫
R
E
[
(P1,n(x)−Gn(x))2
]
d(ν1 + ν2)(x),
where the last step follows from Tonelli’s theorem. Thus,
EDXn
[
d(P ∗1 (x), EDXn [P
∗
1 ])
]
= E
[
sup
x
|P1,n(x)−Gn(x)|
]
≤
(
C
∫
R
E
[
(P1,n(x)−Gn(x))2
]
d(ν1 + ν2)(x)
)2/3
(8)
Moreover, for every Dxn,
E
[
(P1,n(x)−Gn(x))2
]
= V [P1,n(x)] = O(n
−1),
so that, for every Dxn,
lim
n−→∞E
[
(P1,n(x)−Gn(x))2
]
= 0.
Because E
[
(P1,n(x)−Gn(x))2
] ≤ 2, it follows from the dominated convergence
theorem that
lim
n−→∞
∫
R
E
[
(P1,n(x)−Gn(x))2
]
d(ν1+ν2)(x) =
∫
R
lim
n−→∞E
[
(P1,n(x)−Gn(x))2
]
d(ν1+ν2)(x) = 0.
Conclude from Equation 8 that
lim
n−→∞EDXn
[
d(P ∗1 (x), EDXn [P
∗
1 ])
]
= 0.
The second limit is analogous.
Theorem 5. Under Assumptions 1 and 2,
d(EDn,m [P
∗
1 ], EDn,m [P
∗
2 ])−WIKS(Dn,m) n,m−→∞−−−−−−→ 0
Proof. Lemma 1 implies that
0 ≤ d(EDn,m [P ∗1 ], EDn,m [P ∗2 ])−EDn,m [d(P ∗1 , P ∗2 )] ≤ EDn,m [d(P ∗1 , EDn,m [P ∗1 ])]+EDn,m [d(P ∗2 , EDn,m [P ∗2 ])].
The conclusion follows from taking the limit as n,m −→ ∞ and using Lemma
2.
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Theorem 6. Under Assumptions 1 and 2,∣∣∣∣∣WIKS(Dn,m)− Zn,m(Dn,m)
∣∣∣∣∣ n,m−→∞−−−−−−→ 0,
where Zn,m(Dn,m) is defined in Theorem 4.
Proof. By Theorem 4,∣∣∣∣∣d(EDn,m [P ∗1 ], EDn,m [P ∗2 ])− Zn,m(Dn,m)
∣∣∣∣∣ ≤ K|m− n|(K +m)(K + n) n,m−→∞−−−−−−→ 0 (9)
Now,
0 ≤
∣∣∣∣∣WIKS(Dn,m)− Zn,m(Dn,m)
∣∣∣∣∣ ≤∣∣∣∣∣WIKS(Dn,m)− d(EDn,m [P ∗1 ], EDn,m [P ∗2 ])+ d(EDn,m [P ∗1 ], EDn,m [P ∗2 ])− Zn,m(Dn,m)
∣∣∣∣∣
≤
∣∣∣∣∣WIKS(Dn,m)− d(EDn,m [P ∗1 ], EDn,m [P ∗2 ])
∣∣∣∣∣+
∣∣∣∣∣d(EDn,m [P ∗1 ], EDn,m [P ∗2 ])− Zn,m(Dn,m)
∣∣∣∣∣ n,m−→∞−−−−−−→ 0,
where the computation of the limit follows from Theorem 5 and Equation 9.
Proof of Corollary 1. Fix x ∈ R and assume that HX = HY = H. By Theorem
4 and the lower bound of Lemma 1,
P
(
WIKS(Dn,m) ≤ F−1Zn,m(U)(x)
)
≤ P
(
Zn,m(Dn,m) ≤ F−1Zn,m(U)(x) + Cn,m
)
,
(10)
where Cn,m =
K|m− n|
(K +m)(K + n)
. Let Kn,m =
√
mn/(m+ n). Then
Kn,m × Zn,m(Dn,m) D−−−−−−→
n,m−→∞ Z, (11)
where Z is the Kolmogorov distribution (Raghavachari, 1973). Because under
H0 Z
n,m(Dn,m) ∼ Zn,m(U) and FZ is a continuous function, it also follows that
Kn,m × F−1Zn,m(U)(x)
D−−−−−−→
n,m−→∞ F
−1
Z (x).
Moreover,
Kn,m × Cn,m n,m−→∞−−−−−−→ 0,
and therefore
F−1Zn,m(U)(x) + Cn,m
n,m−→∞−−−−−−→ F−1Z (x). (12)
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Using Slutsky’s Theorem, Equation 11 and Equation 12, conclude that
P
(
Zn,m(Dn,m) ≤ F−1Zn,m(U)(x) + Cn,m
)
= P
(
Kn,m × Zn,m(Dn,m) ≤ Kn,m × F−1Zn,m(U)(x) +Kn,m × Cn,m
)
D−−−−−−→
n,m−→∞ FZ
(
F−1Z (x)
)
= x.
Conclude from Equation 10 that limn,m P
(
WIKS(Dn,m) ≤ F−1Zn,m(U)(x)
)
≤ x.
Now, by Theorem 4 and the upper bound of Lemma 1,
P
(
WIKS(Dn,m) ≤ F−1Zn,m(U)(x)
)
≥
P
(
Zn,m(Dn,m) ≤ F−1Zn,m(U)(x)− Cn,m − EDn,m [d(P ∗1 , EDn,m [P ∗1 ])]− EDn,m [d(P ∗2 , EDn,m [P ∗2 ])]
)
.
Using the same strategy as in the upper bound, conclude that
lim
n,m
P
(
WIKS(Dn,m) ≤ F−1Zn,m(U)(x)
)
≥ x,
which concludes the proof of the theorem.
Lemma 3.
Zn,m(Dn,m)
a.s.−−−−−−→
n,m−→∞ supx∈R
|HX(x)−HY (x)|
Proof. It follows from the strong law of large numbers.
Proof of Corollary 2. It follows from Theorem 6 and Lemma 3.
Proof of Corollary 3. The first limit follows directly from Corollary 1. We now
prove the second limit. Corollary 2 implies that if H1 holds,
WIKS(Dn,m)
P−−−−−−→
n,m−→∞ a,
and hence
WIKS(Dn,m)− a P−−−−−−→
n,m−→∞ 0 (13)
for some a > 0. Moreover, by Lemma 3,
Zn,m(U) P−−−−−−→
n,m−→∞ 0,
which implies that
F−1Zn,m(U)(1− α)
P−−−−−−→
n,m−→∞ 0. (14)
It follows from Equations 13 and 14 that for every  > 0,
P
(
WIKS(Dn,m)− F−1Zn,m(U) ≥ a− 
)
≥ P
(
|WIKS(Dn,m)− a− F−1Zn,m(U)(1− α)| ≤ 
)
−→ 1.
The conclusion follows from taking  = a.
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