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Abstract
In this paper, we construct new sequences of asymptotically good
convolutional codes (AGCC’s). These sequences are obtained from se-
quences of transitive, self-orthogonal and self-dual algebraic geometry
(AG) codes attaining the Tsfasman-Vladut-Zink bound. Furthermore, by
applying the techniques of expanding, extending, puncturing, direct sum,
the 〈u|u + v〉 construction and the product code construction to these
block codes, we construct more new sequences of asymptotically good
convolutional codes. Additionally, we show that the new constructions
presented here also hold when applied to al l sequences of asymptotically
good block codes where limj→∞kj/nj and limj→∞dj/nj exist.
Index Terms – convolutional codes, transitive codes, code con-
struction
1 Introduction
In his seminal work [10], Goppa introduced the well-known class of algebraic
geometry (AG) codes. It is well known that the AG codes are asymptotically
good; because of this fact, coding theorists have utilized this structure in order
to obtain (maximal) curves over which more families of asymptotically good
codes can be constructed (see [10, 11, 6, 7, 35]). More information with respect
to the class of AG codes can be found in [36].
Concerning the investigation and development of theory of convolutional
codes, much effort has been paid [5, 31, 32, 33, 13, 8, 9, 14, 17, 28]. More
specifically, constructions of convolutional codes with good or even optimal pa-
rameters (for instance, maximum-distance-separable (MDS) codes, i.e., codes
attaining the generalized Singleton bound [32]) are of great interest for several
researchers [32, 33, 13, 8, 18, 19, 20].
In this context, constructions of families of good or asymptotically good
convolutional codes (AGCC) are also of great importance in the literature
[16, 29, 34, 24, 21, 37, 26, 27, 25, 2]. In [16], Justesen constructed AGCC
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generated by generator polynomials of cyclic codes. In [29], the authors uti-
lized a different approach to design good convolutional codes. More precisely,
the authors assume no restrictions in the rate of the code, but only restrictions
in the constraint length. Using this approach, they found families of AGCC’s
with applications in CDMA systems. In [34], the authors introduced an en-
semble of (J ;K)-regular LDPC convolutional codes and they presented lower
bounds on the free distance of such codes. After this, they showed that the
ratio between the free distance and the constraint length is several times larger
than the ratio of minimum distance for Gallagers ensemble of (J ;K)-regular
LDPC block codes. In [24], the authors computed a lower bound on the free
distance for several ensembles of asymptotically good protograph-based low-
density parity-check (LDPC) convolutional codes. They utilized ensembles of
LDPC convolutional codes (which were introduced by Felstrom and Zigangirov
in [4]) derived from a protograph-based ensemble of LDPC block codes to ob-
tain asymptotically good, periodically time-varying LDPC convolutional code
ensembles, having the property that the free distance grows linearly with con-
straint length. In [21], the authors performed an iterative decoding threshold
analysis of LDPC block code ensembles formed by certain classes of LDPC
convolutional codes. These ensembles were shown to have minimum distance
growing linearly with block length and their thresholds approach the Shannon
limit as the termination factor tends to infinity. In [37], Uchikawa et al. general-
ized the results shown in [4] to non-binary LDPC convolutional codes. They also
investigated its rate-compatibility. In particular, they modified the construction
method proposed in [4], to construct a non-binary (2, 4)-regular LDPC convolu-
tional code. Applying numerical simulations they showed that non-binary rate
1/2 LDPC convolutional codes binary LDPC convolutional codes with compa-
rable constraint bit length. Mitchell et al. [26] showed that several ensembles of
regular and irregular LDPC convolutional codes derived from protograph-based
LDPC block codes are asymptotically good. Furthermore, they investigated the
trapping set (see the definition in [22]) of such class of codes. Mu et al. [27]
constructed time-varying convolutional low-density parity check (LDPC) codes
derived from block LDPC codes based on improved progressive edge growth
(PEG) method (see [3]). Different from the conventional PEG algorithm, the
parity-check matrix is initialized by inserting certain patterns. Applying sim-
ulation results the authors showed that the new convolutional codes perform
well over additive white Gaussian noise(AWGN) channels. Mitchell et al. [25]
investigated relationship between the minimum distance growth rate of the spa-
tially coupled LDPC block codes (SC-LDPC-BC) ensemble and the free distance
growth rate of the associated spatially coupled LDPC convolutional codes (SC-
LDPC-CC) ensemble. They showed that the minimum distance growth rates
converge to a bound on the free distance growth rate of the unterminated SC-
LDPC-CC ensemble. Bocharova et al. [2] proposed an interesting search for
good convolutional LDPC codes over binary as well as non-binary alphabets by
means of three algorithms. They presented examples of codes with bi-diagonal
structure of the corresponding parity-check matrix, which preserves low encod-
ing complexity.
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In great part of the works mentioned above, the authors considered time-
varying convolutional codes, whereas, in our case, we construct convolutional
codes whose (reduced basic) generator matrices do not depend on the time.
In [32], the authors introduced the generalized Singleton bound: if C is
an (n, k, γ;m, df)q convolutional code then df ≤ (n − k)[⌊γ/k⌋ + 1] + γ + 1,
where n denotes the length, k is the dimension, γ is the degree of the code,
m = max1≤i≤k{γi} is the memory and df =wt(V ) = min{wt(v(D)) | v(D) ∈
V,v(D) 6= 0} denotes the free distance of the code. This upper bound clearly
generalizes the Singleton bound (γ = 0 for block codes).
Based on the generalized Singleton bound, given a sequence (Vj)j≥0 of con-
volutional codes with parameters (nj , kj , γj ;mj, (df )j)q, we present the first
contribution of this paper, that is, we introduce the quantities sj := (nj −
kj)[⌊γj/kj⌋ + 1] + γj + 1 and rj := max{nj, sj}. These two quantities allow
us to define more naturally the concept of AGCC in the following sense (see
Definition 3.1). Considering the sequence (Vj)j≥0 of convolutional codes given
above, if lim supj→∞ kj/nj > 0 and if lim supj→∞(df )j/rj > 0 hold, where
sj := (nj − kj)[⌊γj/kj⌋ + 1] + γj + 1 and rj := max{nj, sj}, then one says
that the sequence is asymptotically good. On the other hand one says that a
sequence (Cj)j≥0 of linear block codes over Fq with parameters [nj , kj , dj ]q is
asymptotically good if nj → ∞ as j → ∞ and if lim supj→∞kj/nj > 0 and
lim supj→∞dj/nj > 0 are true. Thus, these two definitions are analogous in the
sense that they consider a comparison between length and dimension as well as
they provide a comparison between the free distance and the quantity rj , which
is the maximum between nj and the Singleton bound sj (note that the consid-
eration of sj in the case of convolutional codes is natural, because sj could be
greater than nj).
As the second contribution, starting from transitive AG codes in [35], we
construct new families of convolutional codes having reduced basic generator
matrices by utilizing Piret’s technique [30]. After this, we show that these new
families of convolutional codes are asymptotically good. An advantage of our
method is that it is performed algebraically. More precisely, given a family
of asymptotically good block codes with given parameters (in particular, the
transitive codes shown in this paper), our technique allows us to construct the
corresponding family of asymptotically good convolutional codes and also to
compute the exact parameters of these codes (except the free distance, where a
lower bound is given). Additionally, we do not utilize algorithms nor computa-
tional search to this end.
The third contribution of this work is based on the second one: starting from
techniques of code expansion, extension, direct sum, the 〈u|u+ v〉 construction,
puncturing and direct product construction applied to such AG codes, we care-
fully construct sequences of convolutional codes with reduced basic generator
matrices, after showing that such families are good asymptotically. Moreover,
we show that our proposed constructions also hold when applied to all sequences
of asymptotically good block codes where limj→∞kj/nj and limj→∞dj/nj exist.
Another well-known class of asymptotically good codes is the class of ran-
3
dom binary and non-binary convolutional codes with low-density parity-check
matrices (see [37, 27]). Since such class of convolutional codes is asymptotically
good, it is interesting to know how to relate the free distances of these codes
with the ones presented in this paper. However, because random convolutional
LDPC codes are often constructed by means of algorithms or they are found
by computational search, and the new asymptotically good convolutional codes
presented here are constructed algebraically, without using algorithms or even
without using computational search, it is difficult to compare their free distances
for fixed block lengths. In other words, due to the big difference between both
construction methods we cannot perform a comparison among such codes.
The paper is organized as follows. In Section 2, we review the concepts on
convolutional codes. In Section 3, we establish the contributions of this work,
i.e., constructions of new sequences of asymptotically good convolutional codes.
Finally, in Section 4, the final considerations are drawn.
2 Review of Convolutional Codes
In this section we present a brief review of convolutional codes. For more details
we refer the reader to [5, 15, 12].
Throughout this paper, q is a prime power and Fq is the finite field with
q elements. Recall that a polynomial encoder matrix G(D) ∈ Fq[D]
k×n
is
called basic if G(D) has a polynomial right inverse. A basic generator matrix is
called reduced (or minimal [33, 12]) if the overall constraint length γ =
k∑
i=1
γi,
where γi = max1≤j≤n{deg gij}, has the smallest value among all basic generator
matrices (in this case the overall constraint length γ will be called the degree of
the resulting code).
Definition 2.1 [15] A rate k/n convolutional code V with parameters (n, k, γ;
m, df )q is a submodule of Fq[D]
n generated by a reduced basic matrix G(D) =
(gij) ∈ Fq[D]
k×n
, i.e. V = {u(D)G(D)|u(D) ∈ Fq[D]
k
}, where n is the length,
k is the dimension, γ is the degree, m = max1≤i≤k{γi} is the memory and
df =wt(V ) = min{wt(v(D)) | v(D) ∈ V,v(D) 6= 0} is the free distance of the
code.
In the above definition, the weight of an element v(D) ∈ Fq[D]
n
is defined
as wt(v(D)) =
n∑
i=1
wt(vi(D)), where wt(vi(D)) is the number of nonzero co-
efficients of vi(D). Let us consider the field of Laurent series Fq((D)), whose
elements are given by u(D) =
∑
iuiD
i, where ui ∈ Fq and ui = 0 for i ≤ r,
for some r ∈ Z. The weight of u(D) is defined as wt(u(D)) =
∑
Z
wt(ui). A
generator matrix G(D) is called catastrophic if there exists a u(D)
k
∈ Fq((D))
k
of infinite Hamming weight such that u(D)kG(D) has finite Hamming weight.
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Since a basic generator matrix is non-catastrophic, all the convolutional codes
constructed in this paper have non-catastrophic generator matrices.
We next recall how to construct a convolutional code derived from a block
code. This technique was presented first by Piret [30, 31] to binary codes, after
generalized by Aly et al. [1] to nonbinary alphabets.
Let C be an [n, k, d]q linear block code with parity check matrix H . We split
H into m+ 1 disjoint submatrices Hi such that
H =


H0
H1
...
Hm

 , (1)
where each Hi has n columns, obtaining the polynomial matrix
G(D) = H˜0 + H˜1D + H˜2D
2 + . . .+ H˜mD
m, (2)
where the matrices H˜i, for all 1 ≤ i ≤ m, are derived from the respective
matrices Hi by adding zero-rows at the bottom in such a way that the matrix
H˜i has κ rows in total, where κ is the maximal number of rows among the
matrices Hi. The matrix G(D) generates a convolutional code with κ rows and
memory m. In this context, one has the following result:
Theorem 2.1 [1, Theorem 3] Suppose that C ⊆ Fnq is a linear code with parame-
ters [n, k, d]q and assume also that H ∈ F
(n−k)×n
q is a parity check matrix for C
partitioned into submatrices H0, H1, . . . , Hm as in Eq. (1) such that κ = rkH0
and rkHi ≤ κ for 1 ≤ i ≤ m, where rkHi denotes the row rank of the matrix
Hi. Consider the polynomial matrix G(D) as in Eq. (2). Then the matrix G(D)
is a reduced basic generator matrix of a convolutional code V . Additionally, if
df denotes the free distances of V and d
⊥ is the minimum distance of C⊥, then
df ≥ d
⊥.
3 Asymptotically Good Convolutional Codes
In this section we present the contributions of this paper. More precisely, we
construct new sequences of asymptotically good convolutional codes.
First, we recall some basic concepts necessary for the development of this
paper. A subgroup H of the symmetric group Sn is called transitive if for
any pair (i, j) with i, j ∈ {1, . . . , n}, there exists a permutation ρ ∈ H such
that ρ(i) = j. A permutation ρ ∈ Sn is called an automorphism of the code
C ⊆ Fqn if (c1, . . . , cn) ∈ C ⇒ (cρ(1), . . . , cρ(n)) ∈ C holds for all codewords
(c1, . . . , cn) ∈ C. The group Aut(C) ⊆ Sn is the group of all automorphisms
of C. A code C over Fq of length n is called transitive if its automorphism
group Aut(C) is a transitive group of Sn. An example of transitive codes are
the well-known cyclic codes.
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Recall that the generalized Singleton bound [33] of an (n, k, γ;m, df)q con-
volutional code is given by df ≤ (n − k)[⌊γ/k⌋ + 1] + γ + 1. We put s :=
(n− k)[⌊γ/k⌋+1]+ γ+1. Based on this upper bound for df , we can introduce
more precisely the concept of asymptotically good convolutional codes.
Definition 3.1 A sequence (Vj)j≥0 of convolutional codes with parameters (nj , kj ,
γj ;mj, (df )j)q is said to be asymptotically good if lim supj→∞ kj/nj > 0 and
lim supj→∞(df )j/rj > 0 hold, where sj := (nj − kj)[⌊γj/kj⌋ + 1] + γj + 1 and
rj := max{nj , sj}.
Remark 3.1 Note that because both sequences of real numbers (kj/nj)j≥0 and
((df )j/rj)j≥0 are bounded, then there exist both lim supj→∞kj/nj and lim supj→∞
(df )j/rj, and the definition makes sense.
Let us recall the construction of a sequence of asymptotically good transitive
codes:
Theorem 3.2 [35, Theorem 1.5] Let q = l2 be a square. Then the class of tran-
sitive codes meets the Tsfasman-Vladut-Zink bound. More precisely, let R, δ ≥ 0
be real numbers with R = 1−δ−1/(l−1). Then there exists a sequence (Cj)j≥0
of linear codes Cj over Fq with parameters [nj , kj , dj ]q with the following prop-
erties:
a) All Cj are transitive codes.
b) nj →∞ as j →∞.
c) limj→∞kj/nj ≥ R and limj→∞dj/nj ≥ δ.
The codes shown in Theorem 3.2 are AG codes constructed by applying an
asymptotically good tower of function fields over Fq (see [35]). For more details
with respect to AG codes, see [36].
In this paper we only construct sequences of unit-memory convolutional
codes. Moreover, we construct reduced basic generator matrices for the new
asymptotically good sequences of convolutional codes, i.e., the codes are non-
catastrophic.
Theorem 3.3 Let q = l2 be a prime power, where l ≥ 3 is an integer. Then there
exists a sequence of asymptotically good convolutional codes, over Fq, derived
from transitive codes.
Proof: We adopt the same notation of Theorem 3.2. Let R > 0 and δ > 0
be real numbers with R = 1 − δ − 1/(l − 1). Since limj→∞1/nj = 0 and
limj→∞kj/nj ≥ R > 0, then it follows that the sequence (kj)j≥0 of positive
integers is not bounded. Taking c = 1, there exists a nonnegative integer j1
such that kj1 > 1. Analogously, there exists a positive integer j2 > j1 such
that kj2 > kj1 , otherwise (kj)j≥0 would be bounded. Assume by induction
that we have defined the subsequence for n numbers j1 < j2 < . . . < jn, i.e.,
1 < kj1 < kj2 < . . . < kjn , where j1 < j2 < . . . < jn. Then there exists
a positive integer jn+1 > jn such that kjn+1 > kjn , otherwise (kj)j≥0 would
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be bounded. Thus we extract a subsequence (kjt)t≥0 of (kj)j≥0 with kjt > 1
for each t ≥ 0 and kjt → ∞ as t → ∞. Moreover, it is clear that njt → ∞
as t → ∞ (alternatively, because limj→∞kj/nj > 0, and since nj → ∞ when
j →∞, there exists a positive integer n0 such that, ∀j > n0, one has kj > 1).
We first consider the (Euclidean) dual C⊥jt of the transitive code Cjt con-
structed in Theorem 3.2, for every t ≥ 0. To simplify the notation we put
Cjt := Ct, for all t ≥ 0. A parity check matrix Gt of C
⊥
t is a generator matrix
of Ct, for all t ≥ 0. We construct a sequence of convolutional codes Vt, for all
t ≥ 0, generated the by reduced basic matrix
Gt(D) = G
∗
t + L˜tD,
where G∗t is the submatrix of Gt consisting of the first kt − 1 rows of Gt
and L˜t is the matrix consisting of the last row of Gt together kt − 2 zero-
rows at the bottom. The code Vt is a unit-memory code with parameters
(nt, kt − 1, 1; 1, (df)t)q, t ≥ 0. From Theorem 2.1, one has (df )t ≥ dt. It is
obvious that limt→∞(kt − 1)/nt ≥ R > 0. On the other hand, since st =
nt − kt + 2 and because kt > 1 for all t ≥ 0, then rt = nt; thus it follows that
limt→∞(df )t/rt > 0. Therefore, we have constructed an asymptotically good
sequence (Vt)t≥0 of convolutional codes, as desired. 
Theorem 3.4 Let q = l2 be a prime power, where l ≥ 3 is an integer. Then,
for any positive integer γ0 > 1 there exists a sequence of asymptotically good
convolutional codes, over Fq, with degree γ = γ0.
Proof: By the same reasoning utilized in the first part of the proof of Theo-
rem 3.3, we construct a subsequence (kt)t≥0 of (kj)j≥0 such that kt → ∞ as
t →∞ with γ0 < k1 < k2 < . . . < kt < . . ., where n = 1, 2, 3, . . .. Additionally,
it is clear that nt → ∞ as t → ∞ (alternatively, proceeding similarly as in the
proof of Theorem 3.3, we show the existence of a positive integer n0 such that,
for all j > n0, one has kj > γ0). We then take the dual C
⊥
t of Ct, for every t ≥ 0
and consider a parity check matrix Gt of C
⊥
t which is a generator matrix of Ct.
We construct a sequence of convolutional codes Vt, for all t ≥ 0, generated by
the reduced basic matrix Gt(D) = G
∗
t + L˜tD, where G
∗
t is the submatrix of Gt
consisting of the first kt − γ0 rows of Gt and L˜t is the matrix consisting of the
last γ0 rows of Gt together kt − 2γ0 zero-rows at the bottom. The code Vt is a
unit-memory code with parameters (nt, kt − γ0, γ0; 1, (df )t)q, t ≥ 0. We know
that st = nt − kt + γ0 + 1 and rt = nt. Since limt→∞(kt − γ0)/nt > 0 and
limt→∞(df )t/rt > 0 are true, the result follows. 
We next construct new families of asymptotically good convolutional codes
obtained by expanding, extending, puncturing, direct sum, the 〈u|u + v〉 con-
struction and by the product code construction applied to the sequence of tran-
sitive codes shown in Theorem 3.2. For more details concerning such techniques
of construction, see [23, 12].
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From now on, to simplify the notation, we always consider the existence of a
(sub)sequence (Cj)j≥0 of linear codes with parameters [nj , kj , dj ]q, constructed
in Theorem 3.2, such that kj > 1 (or kj > γ0, for all γ0 ≥ 1, according to
Theorem 3.4) for all j ≥ 0.
Theorem 3.5 Let qm = l2 be a prime power, where l ≥ 3 and m > 1 are integers.
Then there exists a sequence of asymptotically good convolutional codes, over Fq,
derived from expansion of transitive codes.
Proof: Let R > 0 and δ > 0 be real numbers with R = 1−δ−1/(l−1). Consider
a (sub)sequence (Cj)j≥0 of asymptotically good linear codes Cj , over Fqm , with
parameters [nj , kj , dj ]qm , shown in Theorem 3.2. Let β = {b1, b2, . . . , bm} be a
basis of Fqm over Fq. We expand all codes Cj with respect to β generating codes
β(Cj), over Fq, with parameters [mnj ,mkj , d
∗
j ≥ dj ]q, for all j ≥ 0. Consider
the dual [β(Cj)]
⊥
of the code β(Cj), for all j ≥ 0. A parity check matrix Gj of
[β(Cj)]
⊥
is a generator matrix of β(Cj), for all j ≥ 0. Proceeding similarly as
in the proof of Theorem 3.3, the result follows.
Let Vj be the convolutional code generated by the reduced basic matrix
Gj(D) = G
∗
j + L˜jD, where G
∗
j is the submatrix of Gj consisting of the kj − 1
first rows of Gj and L˜j is the matrix consisting of the last row of Gj together
kj − 2 zero-rows at the bottom, for all j ≥ 0. Vj has parameters (mnj ,mkj −
1, 1; 1, (df)j)q, where (df )j ≥ d
∗
j ≥ dj . We know that limj→∞(mkj − 1)/mnj ≥
R > 0. On the other hand, one has sj = m(nj − kj) + 3 and rj ≤ mnj + 1.
Thus, it follows that (df )j/rj ≥ (df )j/(mnj + 1) ≥ dj/(mnj + 1). Because
limj→∞dj/(mnj+1) = [1/m]limj→∞dj/nj , we conclude that limj→∞(df )j/rj >
0. Thus, the sequence (Vj)j≥0 of convolutional codes is asymptotically good and
the proof is complete. 
Applying the techniques of combining codes, we can get more sequences of
good convolutional codes.
Theorem 3.6 Let q = l2 be a prime power, where l ≥ 3 is an integer. Then there
exists a sequence of asymptotically good convolutional codes, over Fq, derived
from direct sum of transitive codes.
Proof: Consider a (sub)sequence of codes (Cj)j≥0 shown in Theorem 3.2 with
kj > 1 for all j ≥ 0. We construct the sequence of direct sum codes Cj⊕Cj with
parameters [2nj , 2kj, dj ]q, for all j ≥ 0. Let Gj be a generator matrix of the
code Cj ⊕ Cj , for all j ≥ 0. Consider the dual [Cj ⊕ Cj ]
⊥
of the code Cj ⊕ Cj ,
j ≥ 0; Gj is a parity check matrix for [Cj ⊕ Cj ]
⊥
.
Let Vj be the convolutional code generated, by the reduced basic matrix
Gj(D) = G
∗
j + L˜jD, where G
∗
j is the submatrix of Gj consisting of the kj − 1
first rows of Gj and L˜j is the matrix consisting of the last row of Gj to-
gether kj − 2 zero-rows at the bottom, for all j ≥ 0. Vj has parameters
(2nj, 2kj − 1, 1; 1, (df)j)q, where (df )j ≥ dj . We know that sj = 2(nj − kj) + 3
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and rj ≤ 2nj + 1, for all j ≥ 0, the free distance (df )j of the code Vj satisfies
(df )j/rj ≥ dj/(2nj + 1). Because limj→∞dj/(2nj + 1) = [1/2]limj→∞dj/nj, it
follows that limj→∞(df )j/rj > 0. On the other hand, limj→∞(2kj − 1)/2nj =
limj→∞kj/nj > 0. Therefore, the sequence (Vj)j≥0 of convolutional codes is
asymptotically good. 
Theorem 3.7 Let q = l2 be a prime power, where l ≥ 3 is an integer. Then there
exists a sequence of asymptotically good convolutional codes, over Fq, derived
from the 〈u|u+ v〉 construction of transitive codes.
Proof: The proof is similar to that of Theorem 3.6. 
In Theorems 3.8 and 3.9, we apply code extension and puncturing of transi-
tive codes, respectively, in order to construct more two sequences of asymptot-
ically good codes.
Theorem 3.8 Let q = l2 be a prime power, where l ≥ 3 is an integer. Then there
exists a sequence of asymptotically good convolutional codes, over Fq, derived
from extension of transitive codes.
Proof: Assume that (Cj)j≥0 is a (sub)sequence of codes shown in Theorem 3.2
with kj > 1 for all j > 0. We construct a sequence (C
e
j )j≥0 of codes with
parameters [nj + 1, kj , d
e
j ]q, where d
e
j = dj or d
e
j = dj + 1. The sequence of
convolutional codes is constructed similarly as in the proofs of Theorems 3.3
to 3.6. We know that limj→∞(kj − 1)/(nj + 1) = limj→∞kj/nj > 0 and that
sj = nj − kj + 4. Hence, limj→∞(df )j/rj ≥ limj→∞dj/rj > 0. The proof is
complete. 
Theorem 3.9 Let q = l2 be a prime power, where l ≥ 3 is an integer. Then there
exists a sequence of asymptotically good convolutional codes, over Fq, derived
from puncturing transitive codes.
Proof: Let (Cj)j≥0 be a (sub)sequence of codes shown in Theorem 3.2, with
kj > 1 for all j > 0. By puncturing the codes Cj , j ≥ 0, in the ith coordinate,
we construct a new sequence (Cpj )j≥0 of codes with parameters [nj − 1, kj , d
p
j ]q,
where dpj = dj − 1 if Cj has a minimum weight codeword with a nonzero ith
coordinate and dpj = dj otherwise. Note that we can assume w.l.o.g. that dj > 1
for all j ≥ 0; see the first part of the proof of Theorem 3.3 applied to dj in-
stead of kj . We construct a sequence of convolutional codes as in Theorems 3.3
to 3.6. The sequence (Vj)j≥0 consists of convolutional codes with parameters
(nj−1, kj−1, 1; 1, (df)j)q, where (df )j ≥ dj−1 and sj = nj−kj+2. It is clear
that limj→∞(kj − 1)/(nj − 1) > 0 and limj→∞(df )j/rj > 0. Therefore, (Vj)j≥0
is asymptotically good and we are done. 
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Before showing Theorem 3.10, we must recall the direct product construction
of linear (block) codes. For more details, see [23].
Definition 3.2 [23] Let C1 = [n1, k1, d1]q and C2 = [n2, k2, d2]q be linear codes
both over Fq, with generator matrices G
(1) and G(2), respectively. Then the
product code Cpi := C1 ⊗ C2 is a linear code, over Fq, with parameters Cpi =
[n1n2, k1k2, d1d2]q, generated by the matrix G
(pi) = G(1)⊗G(2), where ⊗ denotes
the Kronecker product of matrices, that is,
G(pi) =


g
(1)
11 G
(2) g
(1)
12 G
(2) · · · g
(1)
1n1
G(2)
g
(1)
21 G
(2) g
(1)
22 G
(2) · · · g
(1)
2n1
G(2)
...
...
...
...
g
(1)
k11
G(2) g
(1)
k12
G(2) · · · g
(1)
k1n1
G(2)


,
where g
(t)
ij , t = 1, 2, is the ij-th entry of the matrix G
(t), respectively.
As we will see in Theorem 3.10 given in the following, direct product codes
obtained from transitive codes are also asymptotically good.
Theorem 3.10 Let q = l2 be a prime power, where l ≥ 3 is an integer. Then
there exists a sequence of asymptotically good convolutional codes, over Fq, de-
rived from direct product of transitive codes.
Proof: Let (Cj)j≥0 be a (sub)sequence of codes shown in Theorem 3.2, with
kj > 1 for all j > 0. Let us consider the sequence of product codes (Cj ⊗ Cj)j≥0.
This sequence consists of codes with parameters [(nj)
2
, (kj)
2
, (dj)
2
]
q
. Construct-
ing the sequence (Vj)j≥0 of convolutional codes similarly as in the proof of The-
orems 3.3 to 3.9, we obtain codes with parameters ((nj)
2, (kj)
2 − 1, 1; 1, (df)j)q
,
with (df )j ≥ (dj)
2
, where sj = (nj)
2
− (kj)
2
+ 3. It is straightforward to see
that limj→∞[(kj)
2
− 1]/(nj)
2
> 0 and limj→∞(df )j/rj > 0 are true. Thus, the
result follows. 
Let C be a linear code. Recall that C is called self-orthogonal if C ⊂ C⊥,
and C is called self-dual if C = C⊥, where C⊥ is the (Euclidean) dual of the
code C. The following theorem will be also utilized to construct more sequences
of asymptotically good convolutional codes:
Theorem 3.11 [35, Theorem 1.6] Let q = l2 be a square. Then the class of self-
orthogonal codes and the class of self-dual codes meets the Tsfasman-Vladut-Zink
bound. More precisely, the following are true:
(i) Let 0 ≤ R ≤ 1/2 and δ ≥ 0 be real numbers with R = 1−δ−1/(l−1). Then
there exists a sequence (Cj)j≥0 of linear codes Cj over Fq with parameters
[nj , kj , dj ]q such that:
a) All Cj are self-orthogonal codes.
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b) nj →∞ as j →∞.
c) limj→∞kj/nj ≥ R and limj→∞dj/nj ≥ δ.
(ii) There exists a sequence (Dj)j≥0 of self-dual codes Dj over Fq with param-
eters [nj , nj/2, dj]q such that nj →∞ and limj→∞dj/nj ≥ 1/2−1/(l−1).
Theorem 3.12 Let q = l2 be a prime power, where l ≥ 3 is an integer. Consider
the two sequences (Cj)j≥0 and (Dj)j≥0 of self-orthogonal and self-dual linear
codes respectively, over Fq shown in Theorem 3.11. Then the following hold
(i) There exist two sequences of asymptotically good convolutional codes (Vj)j≥0
and (Wj)j≥0, derived respectively from (Cj)j≥0 and (Dj)j≥0.
(ii) There exist sequences of asymptotically good convolutional codes (V kj )j≥0
derived, respectively, from (Ckj )j≥0, k = 1, . . . 6, where the codes C
1
j , C
2
j ,
. . . , C6j are obtained from (Cj)j≥0 by expanding, direct sum, the 〈u|u+ v〉
construction, extending, puncturing and from direct product construction,
respectively.
(iii) There exist sequences of asymptotically good convolutional codes (W kj )j≥0
derived, respectively, from (Dkj )j≥0, k = 1, . . . 6, where the codes D
1
j , D
2
j ,
. . . , D6j are obtained from (Dj)j≥0 by expanding, direct sum, the 〈u|u+ v〉
construction, extending, puncturing and from direct product construction,
respectively.
Proof: The proof is similar to that proofs of Theorems 3.3 to 3.10, respectively.

Let us recall the definition of asymptotically good block codes:
Definition 3.3 A sequence (Cj)j≥0 of linear codes over Fq with parameters [nj ,
kj , dj ]q is said to be asymptotically good if nj →∞ as j →∞ and if lim supj→∞
kj/nj > 0 and lim supj→∞dj/nj > 0 hold.
Theorem 3.13, given in the following, establishes that the results presented
in this paper are also true in a more general scenario, when considering arbitrary
families of asymptotically good linear block codes in order to construct AGCC’s:
Theorem 3.13 Let q be a prime power. Assume that there exists a sequence
(Cj)j≥0 of asymptotically good linear (block) codes Cj, where both limits limj→∞
kj/nj and limj→∞dj/nj exist. Then the following hold:
(i) There exists a sequence of asymptotically good convolutional codes (Vj)j≥0
derived from (Cj)j≥0.
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(ii) There exist sequences of asymptotically good convolutional codes (V kj )j≥0,
k = 1, . . . 6, derived, respectively, from the sequences (Ckj )j≥0 of linear
codes, k = 1, . . . 6, where the codes C1j , C
2
j , . . . , C
6
j are obtained from
(Cj)j≥0 by expanding, direct sum, the 〈u|u + v〉 construction, extending,
puncturing and from direct product construction, respectively.
Proof: The proof is similar to that proofs of Theorems 3.3 to 3.10, respectively.

4 Summary
We have constructed new sequences of asymptotically good convolutional codes
derived from sequences of transitive, self-orthogonal and self-dual block codes
that attain the Tsfasman-Vladut-Zink bound. Furthermore, more sequences of
new asymptotically good convolutional codes were obtained by applying the
techniques of expanding, extending, puncturing, direct sum, the 〈u|u+ v〉 con-
struction and the product code construction to these block codes. Additionally,
we have shown that our new constructions of AGCC’s also hold when applied
to all sequences of asymptotically good block codes where limj→∞kj/nj and
limj→∞dj/nj exist.
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