[1] We develop an empirical dynamic equation for the hourly evolution of 1.8-3.5 MeV energetic electron flux at local noon at geosynchronous altitude. We use a genetic algorithm combined with a neural network to identify the magnetospheric quantities that can be used to model the time evolution of hourly energetic electron fluxes. We then apply a statistical technique to analyze how these quantities modify the evolution of energetic electron flux through phase space. We fit this evolution to an analytical dynamic equation. We show that the ring current index Dst and a Pc 5 ULF wave power index together can produce a meaningful model of the noon energetic electron flux. We also use this model to demonstrate how the magnetosphere would respond to a hypothetical increase in ULF wave power without a storm in Dst. We demonstrate that while the model electrons do respond to any enhancement in ULF wave power, their response is much larger in the presence of a magnetic storm with sustained ULF wave power. 
Introduction
[2] Energetic electron fluxes in the geosynchronous environment play a central role in recent investigations of the geospace environment because their evolution is not fully understood and because they represent one of the most hazardous natural components of a region populated with numerous valuable satellites [Baker et al., 1986] . O'Brien et al. [2001b] reinforced earlier work, by showing that sustained high solar wind velocity and prolonged Pc 5 ULF wave activity were associated with storms that generated energetic (2 MeV) electrons at geosynchronous orbit [Paulikas and Blake, 1979; Mathie and Mann, 2000a; Li et al., 2001] . The association between solar wind velocity and energetic electrons was first reported by Paulikas and Blake [1979] ; whereas, the relationship between ULF waves and energetic electrons has appeared only recently, in studies of both recurrent high speed streams and coronal mass ejections, [Rostoker et al., 1998; Baker et al., 1998a Baker et al., , 1998b Hudson et al., 1999] . Presumably the high speed solar wind generates the ULF waves through some interaction on the magnetopause (e.g. Kelvin-Helmholtz) [Mathie and Mann, 2000b] , and the ULF waves resonate with either the drift, bounce, or gyration frequencies of lower energy seed electrons [Fujimoto and Nishida, 1990; Liu et al., 1999; Elkington et al., 1999; Summers and Ma, 2000] . A typical explanation suggests substorms provide the seed population of hundred keV electrons that is subsequently accelerated to MeV energies by the ULF waves. For a complete review, see Friedel et al. [2002] .
[3] Our goal in this paper is not to build a forecast tool for space weather, but rather to build a simple empirical model of the energetic electron flux that can be used to test various hypothetical scenarios. The magnetosphere is an extremely complex system whose response is often entangled with numerous simultaneous inputs. Rarely does a single magnetospheric phenomenon occur in the absence of multiple potential drivers. It is therefore generally impossible to observe anything resembling a controlled experiment in the real magnetosphere. However, empirical models built from data collected in the real magnetosphere can be used to conduct controlled experiments, to probe the magnetospheric response to particular, idealized driving conditions. In this paper, we build just such an empirical model of the energetic electron fluxes at geosynchronous orbit; we then drive it with several idealized scenarios to identify how important it is to have a magnetic storm in concert with other drivers of the energetic electron response.
[4] We are not the first to attempt an empirical model of the energetic electron environment. Li et al. [2001] have built a radial diffusion model with an empirical diffusion coefficient varying strongly with interplanetary conditions. Hilmer et al. [2000] have built an energetic electron growth factor at GPS altitudes, also primarily based on interplanetary conditions. Baker et al. [1990] have tried a variety of parameters in linear prediction filters for predicting geosynchronous energetic electron fluxes at daily resolution. Nagai [1988] and Koons and Gorney [1991] have built neural networks for daily evolution. Our study is unique because it uses hourly rather than daily data, as most of our predecessors have, and because it includes a systematic survey of several potential magnetospheric including a new Pc 5 ULF wave power index. We attempt herein to formally initiate the development of a dynamic equation for the MeV electrons that will promote successive incremental improvements in our ability to describe the dynamic evolution of the radiation belts. A quarter of a century ago, Burton et al. [1975] laid the ground work for just this kind of incremental improvement in ring current modeling through the Dst index. Based on new physical and empirical insights, adjustments to the Burton equation have been attempted, and some have proven useful enough to be adopted by the community for comparison to other types of models (see, e.g., the use by Liemohn et al. [2002] of the Burton equation and its modified form from O'Brien and McPherron [2000] ). We hope to begin the establishment of a similar framework for understanding and modeling the dynamics of the electron radiation belts.
The Dynamic Equation
[5] We use only magnetospheric parameters in our model because we are interested only in those phenomena that can directly interact with the electrons: substorms (AE), VLF waves (AE), Pc 5 (150-600 s) ULF waves, ring current (Dst), and magnetic variability (Kp). We included these parameters at 0 to 48 hours lag, as suggested by cross-correlation studies such as O 'Brien et al. [2001b] . We have purposefully omitted solar wind parameters because they can only be indirectly associated with the electron dynamics through magnetospheric intermediaries. We provide the details of the development and validation of the dynamic equation in the Appendix. Briefly, we used a genetic algorithm to build several hundred neural networks, each with different input parameters and different levels of complexity. Each neural network was trained to model the hourly evolution of 1.8-3.5 MeV electron flux at noon at geosynchronous altitude. The noon reconstruction was performed by statistically removing the diurnal variation from hourly measurements by individual spacecraft. Without this correction, most of the hourly evolution of the electrons would be lost in the diurnal variation. The most successful neural network was converted into an analytical differential equation using a statistical phase-space analysis technique. For each parameter identified by the neural network, we used a statistical technique to visually depict and identify the nature of the dependence of energetic electron dynamics on that parameter. The resulting dependences were assembled into an analytical functional form for hourly changes in noon log 10 flux, and the coefficients of that analytical function were found by least squares optimization of the entire database of hourly data.
[6] The resulting analytical differential equation, for log 10 flux is
Here, ULF is our ULF wave power index in nT 2 , ÁDst = Dst(t) À Dst(t À Át) is the hourly change in Dst, since Át is 1 hour, Álog 10 F(t) = log 10 F(t ) Àlog 10 F(t À Át) is the hourly change in log 10 electron flux, and flux is measured in cm
À1 . The uncertainty in each coefficient is of order 1 in the last decimal place given. We have introduced several scaling factors to achieve dimensionless variables of order unity:
[7] Equation (1) is linear in log 10 flux. The term in curved braces is associated with injection or driving, while the term in square brackets is associated with equilibration or decay. The ÁDst term produces a reversible ''Dst effect'', whereby electron flux levels drop in association with decreasing Dst as electrons relocate adiabatically in response to the formation of the ring current [Kim and Chan, 1997] . The ULF term produces an electron response to elevated ULF wave power, as suggested by theories that ULF waves energize electrons [Fujimoto and Nishida, 1990; Liu et al., 1999; Summers and Ma, 2000; Friedel et al., 2002] . However, there is also a nonlinear coupling between ULF wave power and the hourly change in Dst through the term containing the product of ÁDst and log 10 ULF. The coupling indicates that strong ULF waves and changing Dst together exert a stronger influence on the electrons than either would alone. The interaction of the electrons with the plasmapause or partial ring current may be behind this unexpected cross term. For nominal values Dst = 0 nT, ÁDst = 0 nT, and ULF = 322 nT 2 (the median), the equation gives an exponential time constant (for log 10 flux) of 125 hours, longer than the $2-3 days noted by Baker et al. [1990] ; however, the discrepancy is resolved when one notes that Baker et al. were reporting the time to maximum flux, which our model gives as roughly 2 -3 days, as seen in Figure 1 . Whenever Dst is changing or when ULF wave power is elevated, the flux time constant decreases.
[8] According to equation (1), it is only necessary to specify the Dst and ULF time series in order to model the 1.8 -3.5 MeV noon geosynchronous electron flux time series. In the Appendix, we show that it is not necessary to include AE and Kp independently of the ULF wave power because their influence on equation (1) is nearly completely captured by the ULF power alone. In short, the influence of substorms, VLF waves, and magnetic variability are either completely captured in the ULF wave index or the phenomena themselves are poorly captured in Kp and hourly AE, or some combination thereof. Nonetheless, by specifying interesting idealized scenarios in Dst and ULF wave power, we can determine how the model electron flux responds to each parameter independently.
Simulations
[9] Equation (1) is fairly complicated and only some of its terms can be associated with known or suspected physical processes. Therefore, it is appropriate to study the implications of this equation via scenario simulation. We will simulate four scenarios: two magnetic storms and two quiet periods. We will show how different ULF wave signatures give rise to different electron responses in these scenarios.
The Importance of Sustained Pc 5 ULF Wave Activity
[10] The first idealization we would like to test is a simplification of the results of a superposed epoch analysis [O'Brien et al., 2001b] . O'Brien et al. [2001b] observed that magnetic storms that produced high levels of 2 MeV electrons at geosynchronous orbit tended to have sustained ULF wave power in the recovery phase. Storms in which the ULF wave power dropped quickly during the recovery phase tended not to produce energetic electron enhancements. We have idealized this scenario with the time series of Dst and ULF waves depicted in the lower panels of Figure 1 .
[11] Both idealized storms have the same time series of Dst. One storm, designed to be similar to the electron events of O' Brien et al. [2001b] has sustained ULF power throughout the recovery phase. The other storm, designed to be similar to the nonevents of O'Brien et al., has ULF power only near the main phase. In their study, O'Brien et al. defined events and nonevents primarily in terms of the >2 MeV electron flux well after minimum Dst. They found that events, resulting high poststorm flux, also showed elevated ULF power throughout the recovery phase. In nonevents, they found that ULF power dropped off very quickly after the minimum in Dst. From our idealized Dst and ULF time series, we are able to integrate the dynamic equation (1) to achieve a simulated flux time series. The simulated flux time series is qualitatively similar to the superposed epoch results of O'Brien et al., while capturing much of the behavior of events and nonevents alike: both storms have a flux dropout during the main phase, associated with the ''Dst effect''; the nonevent shows a recovery essentially back to its prestorm value; the electron event shows a rapid initial rise followed by a longer gradual rise, with a peak flux after several days. This response is typical of many electron events, including those profiled by McAdams et al. [2001] . Now that we have demonstrated that the model can reproduce the qualitative features of typical events, we turn to a very atypical situation to determine the influence of prolonged ULF wave activity in the absence of a magnetic storm.
The Importance of Magnetic Storms
[12] In Figure 2 , we see the results of integrating the dynamic equation for two quiet intervals in Dst, while keeping the same two ULF time series as before. Both simulations show an increase in electron flux, but the simulation with sustained ULF wave power shows a much larger increase in flux. Compared to the electron event in Figure 1 , the electron response to sustained ULF wave power is about half as large during quiet times than during a magnetic storm.
Conclusions
[13] We developed an analytical differential equation to model the hourly evolution of 2 MeV electron flux at noon along geosynchronous orbit. Starting with Kp, AE, Dst, and a Pc 5 ULF wave power index at time lags up to 48 hours, we determined that the best dynamic equation depended only on the ULF wave power, Dst, and hourly changes in Dst. This equation was linear in the log 10 flux of electrons, but contained a nonlinear driving term involving ULF wave power and the hourly change in Dst. Possibly through interactions between the electrons and the partial ring current or the plasmapause, changing Dst and strong ULF waves compound each other in their effects on the energetic electrons. In the appendix we provide the details of the data and techniques used to develop and validate the dynamic equation.
[14] The model qualitatively reproduces the influence of sustained recovery-phase ULF wave activity in generating energetic electrons following magnetic storms, as observed in detail by O'Brien et al., [2001b] . It also shows that the same ULF wave power generates about twice as much energetic electron flux at geosynchronous when it is accompanied by a magnetic storm. We suggest that substorms and other transport activity associated with magnetic storms may provide an enhanced seed population necessary for ULF wave acceleration, which ultimately produces the observed energetic electron enhancement.
Appendix A: Determination and Validation of the Dynamic Equation
[15] We begin this appendix with a description of the data we used in our development of the dynamic equation. Then we outline how we built a genetic algorithm and neural network system to automatically search for combinations of magnetospheric inputs that would be useful for modeling hourly changes in the energetic electron flux at local noon along geosynchronous orbit. We then show how we applied a statistical technique to generate an analytical equation to model the hourly changes in electron flux. Finally, we validate the equation for single and multistep modeling of electron flux evolution.
A1. Data
[16] Our project is very data intensive, requiring hourly values of existing indices Dst, Kp, AE, as well as new hourly indexes of Pc 5 ULF wave power and noon geosynchronous 1.8 -3.5 MeV electron flux. We obtained provisional and quick-look AE from the Kyoto WDC-C2 (http://swdcdb.kugi.kyoto-u.ac.jp). The ring current index Dst and the magnetic variability index Kp were obtained from the National Geophysical Data Center (http:// www.ngdc.noaa.gov). The Kp index was interpolated to hourly values using each 3-hour value for all 3 included hours. We produced an hourly Pc 5 ULF wave power index (in nT 2 ) using 1-minute INTERMAGNET data for 11 stations with invariant magnetic L of between 3.5 and 7 R E , as described in O' Brien et al. [2001b] . We generated our hourly noon electron flux values from LANL geosynchronous satellites, which can measure 1.8-3.5 MeV electrons. We used the statistical asynchronous regression technique described by O'Brien et al. [2001a] to normalize these fluxes to noon proxy values, with the LANL 1994 satellite serving as a reference. The local time variation is removed by replacing local measurements with their noon counterparts at the same cumulative probability level (or percentile), as determined by a record of several years of hourly measurements. The rms error in the noon log 10 fluxes was 0.235, for flux in units of cm
À1 . The entire database of magnetospheric conditions extends from 1990 through 1999, with at least 65% data coverage in all parameters.
A2. Identification of Drivers
[17] A dynamic equation requires a type of hybridized search through the space of models: a discrete search through the possible combinations of input parameters and an optimization of the real-valued coefficients of those parameters. A genetic algorithm is a tool for automatically searching for a global extremum of a function defined on a discrete space. A neural network can be implemented as a generalized nonlinear optimization of a real-valued model. A convenient method for achieving a hybrid search involves using a genetic algorithm to select combinations of input parameters while using a neural network, which is optimized on the continuous space of network coefficients, to build a generalized, nonlinear realization of the best dynamic equation possible from the selected input parameters. This approach is especially convenient because it can be left unattended for long periods of time to search through hundreds of possible combinations of inputs. Before we can fully appreciate how the genetic algorithm works, we must first describe how the neural networks work.
A2.1. Neural Network Models
[18] Neural Networks (NNs) are often described as black boxes because their internal structure rarely has any obvious relation to physical processes; for a review, see Hagan et al. [1996] . However, a neural network can be thought of as a multidimensional spline-like mathematical fit to an unknown function; if we design our neural network to provide _ F = dF/dt as a function U(F, Â), where F represents 1.8-3.5 MeV electron flux at noon geosynchronous, and Â represents one or more magnetospheric parameters, then we are obviously building a generic representation of the electron dynamic equation. One kind of neural network that concisely produces this type of representation is a feed forward perceptron network, given mathematically as
whereX = (F, Â), N = 2, and W = (ṽ, W ) is a set of weights. To be clear, Â stands for a set of magnetospheric parameters with each parameter having an associated time delay; it is possible for a neural network to have several inputs built from the same parameter but with different time delays. We will see that only Dst is necessary at any time delay, and only a one hour delay is necessary. Therefore Â often represents more than one parameter-lag combination, and so N is often greater than 2. We can also vary M, the number of ''hidden units'', to achieve more or less internal complexity in the fitting. Once we choose M, we use a large database of simultaneous _ F, F, and Â to optimize W for agreement between _ F and U. We have chosen the Levenberg-Marquardt algorithm for optimizing or ''training'' the neural networks [Hagan et al., 1996] . The optimization of W is iterative and not globally optimal, so it is often necessary to perform several optimizations from different random initial guesses of W . We choose the instance of W that gives the best performance on a subset of the data that we reserve for out-of-sample testing. This approach yields an arbitrary nonlinear black box model of the evolution of F (noon geosynchronous energetic electron flux) according to Â (magnetospheric parameters). Essentially, the quality of the neural network fit achieved through this optimization is an estimate of the best possible model that can be achieved from the set of magnetospheric parameters Â with M hidden units. By combining the variation of M with the out-of-sample validation, we implicitly value parsimonious models (with lower M), because, while very large M leads to high quality in-sample fits, large M tends to result in overfitting and poor out-of-sample performance.
A2.2. The Genetic Algorithm
[19] There are literally thousands of possible combinations of drivers and time delays (Âs) that could produce useful models of the time evolution of the 1.8-3.5 MeV energetic electron flux at noon geosynchronous orbit. We have used a genetic algorithm to test the promising combinations automatically and systematically. For an introduction to genetic algorithms, see Russell and Norvig [1995] . The genetic algorithm operates on a population of neural network architectures. We define a neural network architecture as a list of inputs (Â) and a number of hidden units (M). We always require that the target flux at one hour time lag is an input, so that the neural network is only modeling the hourly change; hereafter we will suppress this required input in our description of the neural networks.
[20] The basic idea of a genetic algorithm is to start out with a population of genes (in this case combinations of Â and M that define neural network architectures), evaluate each gene, and mate or mutate the good ones to achieve better ones. We evaluate a gene by training the neural network it describes and determining the network's out-ofsample performance. Since training is a nonunique operation, we try each gene 5 times and choose the best out-ofsample performance (rms error on log 10 fluxes) as the gene's score. Mating of genes is depicted in Figure A1 ; two parents are chosen from the genes with the best scores, and the components of the parents are used to build a new child gene. We then evaluate the child gene and enter it into the gene pool. Mutation, also depicted in Figure A1 , offers an alternative: a single parent gene is copied, but some of its properties are modified. By iterating the cycle of reproduction and evaluation, we get a pool of genes whose best members most accurately describe the target fluxes.
[21] We allowed the genetic algorithm to use several magnetospheric parameters as inputs: Kp, Dst, AE, and ULF wave power. We allowed time lags of 0 to 48 hours. Table A1 shows the properties of the 702 neural networks the genetic algorithm generated. The first column describes the frequency of each magnetospheric parameter in the entire gene pool, with percentages above 100 indicating that a single parameters was used at multiple time lags. The second column shows the same, but for only the 100 best neural networks. By comparing the first and second columns, we see that AE was experimented with quite a bit among the 702 neural networks, but that only 6 of the best 100 neural networks included AE as an input-at any time lag. This suggests that processes associated with AE (substorms and VLF waves) are less influential. We see that the most successful neural networks used Dst and Pc 5 ULF wave power or Kp. Examining the third column of Table A1 , we see how different time delays were represented in the best 100 neural networks. Dst was common at a variety of time delays, up to 12 hours. Kp was present nearly half the time at a 2-hour lag, and ULF wave power, which was well represented in the second column, appears in last place in the third column. The poor showing of ULF wave power in the third column relative to the second suggests that it is probably useful at a variety of time lags with 3-hours being a slight favorite. For all of these quantities, lags other than those in Table A1 are no doubt useful; however, the algorithm chose only the minimum combination necessary to make a quality model.
[22] The best neural network built by the genetic algorithm had 5 hidden units (M = 5) and its magnetospheric inputs were: Dst(t), Dst(t À 1), Dst(t À 4) and ULF(t), where the time lags are given in hours. A detailed inspection of the list of successful neural networks reveals that Kp is somewhat interchangeable with ULF wave power, but both are not required in the same network. Thus, the best neural network did not utilize Kp. The best neural network has an out-of-sample rms error of 0.122 in log 10 electron flux, 
Frequencies over 100% indicate that the input is often used at multiple time delays. b The notation ULF(t À 1) indicates a time delay of 1 hour on the input. . Persistence, a model that assumes that the flux each hour will be exactly the same as in the previous hour, achieves an rms error of 0.138, and a rank order correlation coefficient of 0.98. Therefore, it is most appropriate to determine how well we model the hourly change in flux, rather than the hourly fluxes themselves. Recalling that the rms error of the proxy noon flux data is 0.235, we estimate that the noise is approximately twice as large as the signal in our data. Another statistic, the skill score, measures the improvement, as a fraction of variance, achieved by using our model compared to a reference model. In our case, the reference model is persistence, and we achieve a skill score of 22% with the neural network. A skill score of 22% may not seem like a very good starting point, but, given the high noise to signal ratio described above, we should proceed to see what kind of analytical equation the selected set of inputs produces. First, we must be sure that each parameter produces a meaningful variation in the neural network output. Starting with the four original inputs, Dst(t), Dst(t À 1), Dst(t À 4) and ULF(t), we pruned out Dst(t À 4) because it did not produce a substantial variation in the neural network output. We were then left with 3 parameters to use in our analytical dynamic equation: Â ! Dst(t), Dst(t À 1) and ULF(t).
A3. Building the Analytical Equation
[23] There are three basic ways to develop an analytical dynamic equation. One approach is direct physical reasoning, such as that done by Burton et al. [1975] for the ring current index Dst. Another approach is to add increasingly higher order terms and optimize the coefficients, keeping only terms with statistically significant coefficients. This approach is not desirable for us because of the strong correlation between the various magnetospheric parameters. Therefore, we apply the statistical technique used by O'Brien and McPherron [2000] . Essentially, it is assumed that if _ F = U(F,Â) is approximately true, then the probability density function of _ F, conditioned on F and Â, is a delta function, or at least maximum, along _ F = U(F,Â):
This approximation requires that the magnitude of F be large compared to its uncertainty, but allows the uncertainty in _ F to be large compared to the magnitude of _ F. We will actually work with flux F replaced by log 10 F. Also, because we are dealing with discrete time samples, we must replace the time derivative with a first difference Á log 10 F(t) = log 10 F(t)Àlog 10 F(tÀ1), and the F in with log 10 F(t À 1), giving us
[24] To compute p(Álog 10 Fjlog 10 F, Â), we must bin our data by log 10 F and Â. First, starting from our physical intuition, we verified that the more natural representation of Â was Dst(t), ÁDst(t), and ULF(t), where ÁDst(t) = Dst(t)ÀDst(tÀ1). The data organize far better when this linear transformation is made because it naturally allows for Álog 10 F to follow ÁDst, as in the ''Dst effect.'' We also found that it was better to use log 10 ULF(t) in place of ULF(t) because of the very large range over which Pc 5 ULF power varies.
[25] We break the data into bins in 4 dimensions: log 10 F(t À 1), log 10 ULF(t), Dst(t), and ÁDst(t). In each bin, we estimate the maximum of p(Álog 10 Fjlog 10 F, Â) using the mean, which is approximately the maximum for symmetric errors. This gives us a tabular definition of U(log 10 F, Â) according to (A2). By plotting U for fixed Â, while varying log 10 F, we obtain phase-space trajectories, or pictures of U(log 10 F, Â). Figure A2 shows two such trajectories, for Â fixed in bins with ÁDst(t) $0 and ULF(t)$831 nT 2 . We see two different conditions in Dst(t), Dst $5 nT and Dst $ À14 nT. Each trajectory is crudely linear, with a slight change in offset from one trajectory to the other, but little change in slope. The point where these lines cross the Álog 10 F = 0 line indicates the equilibrium flux value for the particular conditions in ÁDst and ULF. We fit the points with two lines of the form
Q represents addition or subtraction of 1.8-3.5 MeV electrons from the geosynchronous environment, and t indicates the equilibration time, usually associated with loss processes. For every bin in Â we calculate a different Q and t, which gives us a tabular definition of Q(Â) and t(Â).
[26] Figure A3 depicts how Q and t vary with ULF(t), ÁDst(t) and Dst. In panels (a), (b), (d), and (e), all data for the specified value of ULF(t) or ÁDst(t) are used, regardless of the value of Dst(t). It is clear in panel (a) that À1/t depends linearly on ULF(t), with an offset that changes Figure A2 . Two phase-space trajectories for log 10 electron flux. The data for both curves is from the same bin in ULF wave power and ÁDst, but the different symbols represent data from different bins of Dst.
with ÁDst(t). Panel (b) shows that À1/t similarly varies linearly with jÁDst(t)j with an offset that depends on ULF(t).
[27] Unfortunately, there are not enough good phase space trajectories for values of Dst(t) other than its median of À14 nT to use in determining the dependence of À1/t on Dst(t) in the same way as in panels (a) and (b). Plotting all of the available trajectory fit parameters in panel (c), without constraints on the ÁDst(t) and ULF(t) values at which they were calculated, we can estimate the dependence of À1/t on Dst. In panel (c) we have connected with lines only those values that occur at the same values of ÁDst(t) and ULF(t). It appears that À1/t does not depend strongly on Dst. Therefore, the functional form of t(Â) depends only on ÁDst(t) and log 10 ULF(t):
For convenience and dimensionality, we have used equations (2) -(4) to normalize the physical quantities.
[28] In panels (d) through (f ) of Figure A3 we have similar plots for Q. We see that each trace in panels (d) and (e) is roughly linear but has a unique slope. Therefore, a cross-term ÁDst(t) log 10 ULF(t) is needed to allow both parameters to control the slope of the Q(Â) fit simultaneously. In panel (f ), Q appears to be linear in Dst, with little variation with the other parameters. Therefore, we need an equation for Q with the following terms:
[29] Taken together, equations (A5) and (A6) complete the definition in equation (1 0 ). We fit the coefficients t 0 -t 2 and q 0 -q 4 to our entire database using a standard least squares optimization. This gives equation (1'), with the exception that q 0 is zero within the uncertainty of the least squares optimization, and so it is dropped. Also, we have multiplied both sides of the equation by 100 to have coefficients of order unity.
[30] Now that we have explained how we arrived at the electron dynamic equation, we must validate its ability to quantitatively represent the time evolution of the noon geosynchronous energetic electron flux.
A4. Validation
[31] For one hour time steps, equation (1) has a skill score of only 4% relative to persistence. That is, it models only 4% of the variance in the hourly change in log 10 flux. The original neural network achieved a skill score of 22%, indicating that our conversion to an analytical form -which is easier to interpret -has cost us substantially in accuracy. All is not lost, however, because these statistics are only for 1-hour time steps, and persistence alone achieves a rank order correlation coefficient of 0.98 for 1-hour steps, and a 4% improvement over persistence indicates we are doing even better. When we consider how well the model performs in multistep integrations, we begin to appreciate the true value of the dynamic equation. If we start with a measured flux at time t 0 -1 hour and use measured Dst and ULF wave power for t 0 -1 hour and the subsequent hours, we can integrate the dynamic equation to model the time series of F(t) for every hour starting at t 0 . If we integrate this equation for 12 hours, we typically achieve 20% skill score over persistence (which assumes that the flux remains constant over the 12 hours). If we integrate over 24 hours, the skill score increases to about 35%. After 48 hours of integration, the skill score levels off about 50%. At this point persistence becomes completely useless as a model, while the dynamic equation is representing about 50% of the variance of the log 10 flux. For comparison Baker et al. [1990] reproduced $50% of the variation in daily averaged log fluxes using linear filters based on solar wind and magnetospheric parameters, and Li et al. [2001] reproduced 59% using solar wind velocity in an empirical diffusion model.
[32] Quantitative measures of model success do not tell us what the model does well or poorly. To make qualitative assessments of the model's validity, we examine a sample time series. Figure A4 shows proxy noon 1.8-3.5 MeV electron flux and model flux after 24 hours of integration for February and March of 1995. Generally, the model flux tracks the proxy flux well. However, at point (A) the model fails to capture a rather sharp drop in the flux. Conversely, at point (B) the model fails to capture the magnitude of the rise in flux while also responding too slowly. These two examples are typical of the shortcomings of the model, and they likely stem from the simplifications necessary to Figure A3 . Panels (a) -(c) depict how À1/t varies with ULF wave power, ÁDst, and Dst. Panels (d) -(f) depict these variations for Q. Each trace in panels (a) and (d) connects values in a specified bin of ÁDst. Each trace in panels (b) and (e) connects values in a specified bin of ULF wave power. In panels (c) and (f ) traces connect values with similar ULF wave power and ÁDst.
represent the system analytically. In the future, less noisy data and more sophisticated physical models will likely improve the quality of dynamic equation models. For the time being, this model is a satisfactory beginning. Figure A4 . A sample of two months of measured (proxy) and modeled 1.8-3.5 MeV electron fluxes. The model fluxes are obtained by integrating magnetospheric parameters for 24 hours starting with an initial flux measurement. Points A and B mark times when the model fails to capture the full speed and range of the electron response.
