A method of modelling accent-specific pronunciation variations is presented. Speech f " an unseen accent group is phonetically transcribed such that pronunciation variations may be derived. These context-dependent variations are clustered in a decision tree which is used as a model of the pronunciation variation associatedwith this new accent group. The tree is then used to build a new pronunciation dictionary for use during the recognition process. Experiments are presentedfor the recognition of Lancashire& Yorkshire accented speech using a recognizer trained on London & South East England speakers. The results show that the addition of accent-specific pronunciations can reduce the error rate by almost 20% for cross accent recognition. It is also shown that worthwhile gains in performance can be obtained using only a small amount of accent-specific data.
INTRODUCTION
Most speaker independent (SI) speech recognition systems comprise a set of acoustic models (for example hidden Markov models, HMMs) whose paramem are estimated by using speech data from a large set of speakers. There are two principal differences which exist between speakers: ucoustic differences which are related to the size and shape of the vocal tract, and pronunciation differences which are generally referred to as uccent and are often geographically based. In practice, it is difficult to get full coverage of all the regional accents (in England alone there are at least ten broad regional accents [SI). SI speech recognition systems do not perform as well as speoker dependent (SD) systems, largely because of the need to model speaker variations within a single model.
It is increasingly common for SI speechrecognition systemsto adapt to the current speaker thus improving performance to the levels of an SD system. Most successful systems to date have achieved this through adaptation of the acoustic models by reestimation of model parameters [4] . Such techniques usually make the assumption that all speakers are pronouncing words in a predefined manner, as described in the pronunciation dictionary (PD). The work presented here suggests that this is a poor assumption, and explores a method for modelling accent-specific pronunciations and demonstrates how this information may be used to improve SI recognition performance.
The technique used involves retranscribing at the phone level some accent specific data. The preferred transcription for each word is then compared to its PD-entry and a list of context-dependent phone replacement rules is generated. This information is clustered in a decision tree which is then used to generate accent-specific PDs. Results are presented for a set of HMMs trained on London & South East England speakers, with adapted PDs for the recognition of Lancashire & Yorkshire accented speakers.
. PRONUNCIATION MODELLING TECHNIQUE
The first stage in the modelling process is to obtain accurate phone level transcriptions of the accent specific data in terms of the phone set of the SI recognizer (word level transcriptions are assumed to be already present.) For the purpose of these experiments the assumpnon is made that accent variation is most evident in vowels rather than consonants For each word re-transcribed, the three-best transcriptions are ranked. Comparing these transcriptions to the PD-enaies enables a list of context dependent vowel substitutions to be generated. These are rules of the form s -v + d -r U (s and d are respectively the left and right contexts of a vowel, w , which is replaced by another vowel, U) and form the data used for the pronunciation modelling described next.
The data needs to be processed in two ways: pronunciation effects should be differentiated from recognizer m r s and the information should be generalized over all contexts. 
Maximizing Dee Purity
The initial stage in tree building is to pool all the training data into the root node. Binary splits of the data are made by asking questions relating to phonetic features of s, v, or d. T h e p r i g [I] , g ( I ) , of a leaf, I, of datamay be calculatedin terms of the probability, p ( j l l ) , of the leaf containing rules involving the substitution with each vowel, j, i.e.
S, -v, + d, + U,, then the hit rate, h, is defined as:
If 1, is the leaf reached in the tree for an item S, -V n + dn then As more leaves are grown so the purity of the tree, F, increases, but at the same time the hit rate, h, decreases. A suitable compromise is found by maximizing the function 4 with respect to M (minimum leaf size):
The tree splitting process therefore involves continually splitting nodes until any further splits would result in a leaf containing fewer than M items-&his is the stopping criterion. h~~, , , is the worst hit rate achievable, namely that when node splitting is performed to the point where each leaf contains unique item types. By plotting 4 as a function of M, the optimum minimum leaf size Mopt may be found, as demonstrated in Figure 2 .
vjevowel set where
and 11 is the total number of data items in leaf 1. Given a tree of L leaves, the average purity, T, may be calculated:
Binary splits are performed so as to maximize the purity, g, of the new leaves of the tree. This operation is applied recursively until the sropping criterion (discussed below) is met. The result is a binary tree whose leaves contain the original training data items, each leaf representing a cluster of similar data.
. . Cross-validation
Cross-validation experiments [l] are performed to determine at which point the growth of the tree should be terminated. Given a decision tree whose leaves comprise sets of items of the form ui E Ut for a leaf I where K and U1 are the sets of all possible substituted and substituting vowels) and a set of N test rules of the form Si -V i + di + tri (wheresi and& arethephonecontext;~i E V;, 3A measure based on the Gini index is used here. Once such a tree is built, the contents of each leaf 1 may be reduced to a set of S l substitution altemativeseach of the form (U:, p i ) where U', is the substituting vowel and p i is its probability within that leaf.
BUILDING AN ACCENT SPECIFIC DICTIONARY
The tree built using the technique described above enables a list of vowel substitutions for a specific vowel within a given context to be generated where pf, > X survive. Experimentation with values of X is necessary to give an appropriate number of pronunciation altematives for each word in the PD (typically around three to four pronunciations per word.) As an example, the PD definition of the word Wednesday is /w e n z d eI/. Figure 3(a) shows the set of possible substitutions suggested by a typical pronunciation tree for the triphone /w/-/e/+/n/ whilst Figure 3(b) shows the altematives for the triphone /U-/eI/+sil. Applying a threshold of X = 0.10 leaves just those altematives shownin bold. Pronunciation variations of the word Wednesday may then be generated as shown in Figure 3 (c). 
EXPERIMENTS ANDRESULTS

Setup
The database used (provided by GEC) is p m of a telephone-based corpus of isolated words from a 2000 word vocabulary. The principal advantageof using this database is that it contains speech divided into two of England's largest accent regions as follows: The LSE models were used for re-transcribing the LY training data (or portions thereof) for training and mss-validation of the pronunciation variation trees. In this respect the LY training data may be considered to be the accent-specific data. LSE and LY models were used in the final recognition experiments using the LY test data both with and without accent-specific pronunciations.
The PD used was also provided by GEC and basedon popularBritish pronunciations from the Longman Pronunciation Dictionary [a]. It contains a single pronunciation for each word.
BaselineResults
To evaluate the perfonnance of this accent-pronunciation modelling technique, a set of baseline experiments were conducted. These involved recognition tests of both the LSE and LY speech using each of the LSE and LY model sets in turn. The single pronunciation per word dictionary used during training was used again here. As the results show (see Table l ), recognition performance degrades to give around double the error rate when an accent unobservedduring training is used during testing.
Results Using Accent Modelling
As an initial experiment, all of the LY training data was used to build a pronunciation tree. This data was phonetically re-transcribed using the LSE models as described in Section 2. With three-best output, some 42000 vowel substitution rules were produced, of which 48% were self-substitutions (i.e. no change from the original PD definition). The cross-validation experiment involved using 90% of this data for tree building and the remaining 10% for testing and suggested an optimum value for M, the minimum leaf size used as the tree growth stopping criterion, of 500. A final pronunciation tree was then grown using all of the data. For various values of the substitution probability threshold, A, multiple pronunciation dictionaries were generated. These multiple-PDs were then used in conjunction with the LSE model set for recognition of the LY test data and the results are shown in Table 2 The results indicate that whilst too many pronunciation variations introduce confusability which increases WER, with sufficient pronunciation variations the WER decreases by almost 20% over that obtained for the fixed PD. Note that the substitution threshold X controls the number of pronunciations per word in the multiple-PD. It can also be seen (by comparison to Table 1 ) that the use of an accentspecfic multiple PD has reduced the difference between the use of accent-specific and cross-accent acoustic models by more than 40%. The above experiment used all of the LY training data for the purpose of pronunciation tree building. In practice this is rather a lot of data (enough to build a new model set) and so the effect of reducing the amount of tree training data was investigated, the results of which are shown in Figure 4 using 2%, 10% and 100% of the accent-specific data. This graph shows that only a small amount of data (2%) is needed to give useful improvement. The introduction of more pronunciation alternatives is traded off against an increase in confusable words, resulting in the minima which can be seen in Figure 4 . Experiments using less than 2% of the training data were not investigated due to the quantity of data needed for the crossvalidation process for tree optimization. The results presented here have demonstrated the effectiveness of pronunciation adaptation in enabling a speech recognition system to be used on an unseen accent group. Fuxther refinements to this system will involve looking at not only vowel substitutions but all phone replacements, insertions and deletions. In this way it may be possible to build trees which not only relect accent variation but also styles of speech. Extension to continuous speech is a requirement for many applications. It is also anticipated that this method could be used in conjunction with acoustic model adaptation methods. 
