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a b s t r a c t 
Developing tools to understand and visualize lifestyle is of high interest when addressing the improve- 
ment of habits and well-being of people. Routine, defined as the usual things that a person does daily, 
helps describe the individuals’ lifestyle. With this paper, we are the first ones to address the development 
of novel tools for automatic discovery of routine days of an individual from his/her egocentric images. In 
the proposed model, sequences of images are firstly characterized by semantic labels detected by pre- 
trained CNNs. Then, these features are organized in temporal-semantic documents to later be embedded 
into a topic models space. Finally, Dynamic-Time-Warping and Spectral-Clustering methods are used for 
final day routine/non-routine discrimination. Moreover, we introduce a new EgoRoutine -dataset, a col- 
lection of 104 egocentric days with more than 10 0.0 0 0 images recorded by 7 users. Results show that 
routine can be discovered and behavioural patterns can be observed. 
© 2020 The Author(s). Published by Elsevier Ltd. 














































With the dynamization of the day-by-day of our century, many
eople need to improve the quality of their life, and the first step
s to get a better understanding of it. A characterization of the
ehaviour of a person can help us draw a picture of his or her
ifestyle. In [29] , the authors claimed that the definition of patterns
f behaviour allows people to reach goals by creating associations
etween actions that are repeated in a stable context and their re-
ponses. In our study, we relate patterns to the combination of el-
ments that describe the context of the days of someone, such as:
nvironment, objects around the person, and his/her activities. Pat-
erns of behaviour were also described as ordered sequences of ac-
ivities [16] and are important elements when describing the Rou-
ine of a person. At the same time, Routine describes habits and
equences of activities of someone’s days, and tends to be unique.
ore specifically, Routine has been described as regularity in the
ctivity [35] . The ability to perform Activities of Daily Living (ADL)
irectly affects someone’s quality of life. Health problems can be
etected when certain activities are not performed due to some
ssues, such as isolation or depression. Therefore, the discovery of∗ Corresponding author. 
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031-3203/© 2020 The Author(s). Published by Elsevier Ltd. This is an open access articlehe routine of a person is of importance for its later analysis in
rder to assure the healthy living of individuals. 
The characterization of people’s life has become an active area
f research with the increasing availability of wearable sensors
25] . Lifelogging is the process of collecting data about the life of
eople; this data can describe their activities, emotions and in-
eractions throughout the day. In Fig. 1 , we show a set of photo-
treams collected by a camera wearer. This collection offers a rich
ource of information that allows understanding of the lifestyle of
 person. More specifically, by using wearable cameras, images can
e automatically collected from a first-person [12] , a.k.a. egocentric
oint of view of the camera wearer. Egocentric images are a valu-
ble source of information in many domains due to the similarity
o human perception and memory. However, egocentric collections
se to be large (of order of thousands of pictures per day), which
akes difficult its analysis. In this work, we rely on long temporal
esolution (2fpm) egocentric images for the discovery and study of
outine-related days of people since they allow to monitor and vi-
ualize most of their day. The discovery of Routine and Non-Routine
ays from egocentric photo-streams is an important step for sev-
ral applications, such as: self-awareness i.e. how does my daily
ife look like?; monitoring patients or assistance of elderly people
it is essential to know the person’s common behaviour and Rou-
ine ) [9] ; or, for memory enhancement and rehabilitation, which
enefits from structuring the photo-stream into Routine and Non-
outine to easily find important events used in memory reminis-
ence therapy and interventions [28] . under the CC BY license. ( http://creativecommons.org/licenses/by/4.0/ ) 
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Routine-related days have common patterns that describe sit-
uations of the daily life of the person. However, Routine has no
concrete definition, since it varies depending on the lifestyle of the
individual under study. Therefore, supervised approaches are not
useful due to the need for prior information in the form of anno-
tated data or predefined categories. For the discovery of routine-
related days, unsupervised methods are necessary to enable an
analysis of the dataset with minimal prior knowledge. Moreover,
we need to apply automatic methods that can extract and group
the days of an individual using correlated daily elements. In this
paper, we propose to apply Topic Modelling (TM) technique [5] to
detect correlated elements of the individual’s day (e.g. objects that
appear together often in the environment of the wearer). We use
TM as an unsupervised approach for the analysis of behavioural
habits with the final goal of detecting Routine from egocentric im-
ages and thus, to describe and understand the daily patterns of
conduct of the camera wearer. The analysis of the appearing topics
throughout the recorded days allows the understanding of the dif-
ferent environments where the user spends time: working, shop-
ping, walking outside, etc. These elements define the context of the
lifestyle of the person. Our goal is to address the routine discovery
by analyzing the appearance of these patterns in the life of a per-
son. This pattern give us the opportunity to compare and evaluate
days. They also allow us to describe what Routine represents for a
person given a collection of his or her days. 
In this work, we propose to apply TM to our problem by trans-
lating collected egocentric photo-streams into documents, as we
describe in Section 3 . We select this technique because it has
demonstrated to be a powerful tool for the discovery of abstract
topics appearing in collections of documents, audio, and images
[15,17,21,22] . The input images are translated to a Bag-of-Word
(BoW) representation, where an image is described by the objects
around the wearer, activities of the wearer and the scene the im-
age depicts. Next, the BoW is converted to a new representation of
the day in terms of a set of discovered probabilistic topics. Then,
the following step is to discover similar days. Routine can present
daily small variations thus, the similarity measure use to compare
performed activities during the day by the camera wearer should
be tolerant to small differences. For instance, having breakfast at
6am and going to work from 7am to 5pm exhibits the same Rou-
tine as having breakfast at 7am and working from 9am to 7pm. We
argue that this allows flexibility in the occurrence of performed
activities during the day while temporal order among day ele-
ments is maintained. Therefore, in our model, we define similar-
ities among days by evaluating distances between time-slots of a a  ertain duration. To discover similar days we use Dynamic Time
arping for the computation of similarities/distances among the
ollected photo-streams, allowing that daily habits are tolerant to
mall differences in starting time and duration. 
The contributions of this work are the following: 
• We introduce an automatic unsupervised pipeline for the iden-
tification and characterization of Routine-related days from
egocentric photo-streams. This pipeline can be adapted to dif-
ferent characterizations of days. Our model is based on the top-
ics that describe the day-by-day from egocentric photo-streams
for their classification into Routine and Non-Routine days. 
• We present a new egocentric dataset describing the daily life
of the camera wearers. It is composed of a total of 10 0.0 0 0
images, from 104 days recorded by 7 different users. We call
it EgoRoutine and together with its ground-truth are publicly
available in http://www.ub.edu/cvub/dataset/ . 
This paper is organized as follows: in Section 2 , we highlight
elevant work related to the routine discovery. In Section 3 , we
escribe the approach proposed for Routine discovery. In Section 4 ,
e introduce our EgoRoutine dataset, outline the experiments per-
ormed and the results obtained, and discuss the achieved results.
inally, in Sections 5 and 6 , we discuss our findings and present
ur conclusions, respectively. 
. Related works 
In this section, we describe how the routine behaviour of peo-
le was studied before the raise of wearable devices and what has
een studied since then. 
.1. Routines from manually annotated data 
The manual annotation of daily habits tend to be common prac-
ise for its later analysis by either the own person [3] or physi-
ians [39] . In [3] , manually recorded information about the ability
f someone performing ADL was examined to classify the patients’
ependence, as either dependent or independent. Also, in [39] the
uthors studied diaries from 70 undergraduate students, who rated
he assiduity of activity during the previous month through a ques-
ionnaire. 
.2. Automatic routine discovery from sensors data 
With the increasing availability of wearable sensors, the aim for
utomatic data collecting and understanding the behaviour of peo-





























































































































m  le have become active areas of research. These sensors allow the
utomatic collection of big amount of data describing the life of
he person who uses them. One of the first works on analyzing
egularities in human behaviour from a large scale dataset in an
nsupervised manner was presented in [13] . The model relied on
nformation from mobile phones, such as locations, Bluetooth de-
ice proximity, application usage, and phone status. Other works
elied on data collected by sensors placed in smart homes, such as
he one in [26] . 
One of the seminal works on routine discovery was presented
n [34] that applied a Latent Dirichlet Allocation (LDA) model for
etecting activities and a subsequent assessment of the similar-
ty of a person’s days. There, topic modelling was employed to
iscover daily life activities related to rehabilitation patients from
earable sensors. Specific activity groups were applied to define
he user’s routine. The main 6 categories are eating/leisure (so-
ial interactions, eating, playing games), cognitive training (using
c, puzzles), medical fitness, kitchen work (household activities),
otor training, and rest. In [15] , the authors focused on Routine
iscovery by analyzing the localization patterns in a phone loca-
ion dataset collected by 97 people over one year. Their proposed
odel is based on LDA and word analyses that are built based on
ocation sequences. Sequences of words are defined by translat-
ng the pre-defined locations ‘home’, ‘work’, ‘others’ and ‘no re-
eption’ to H, W, O, and N, respectively. Combining a fine-grain
30 minutes) and coarse-grain (several hours) consideration, they
onstruct a bag representation of location sequences. Every loca-
ion sequence consists of three consecutive location labels for the
ne-grain intervals, followed by a number indicating the coarse-
rain time-slot. This approach identifies Routines which dominate
he entire group’s behaviour such as ‘going to work late’ or ‘work-
ng non-stop’. Furthermore, they characterize or classify individuals
y those Routines . From another perspective, in [4] , the behaviour
nformation comes from phone GPS location and is used to as-
ess the similarity of a person’s day. The authors applied a mod-
fied version of Dynamic Time Warping (DTW) [24] method to se-
uences of GPS points sampled at an interval of 10 seconds. There-
fter, a spectral clustering algorithm is employed to cluster simi-
ar days and find anomalous behaviours. The authors in [44] pro-
osed a model for the discovery of clusters of daily activity rou-
ines based on accelerometer data, which describes the expendi-
ure data and steps. The model applies a low rank and sparse de-
omposition of the data signal to later isolate routine and devia-
ions as two different sets of clusters. DTW and hierarchical clus-
ering are used for the computation of pairwise distances and final
lassification, respectively. 
.3. Routine from conventional images 
In [40] , the authors addressed the problem of recognition of
outine changes from short-term video sequences. Note that short-
erm refers to shortly defined time-slots (e.g. 3–4 hours as it is
he case of a GoPro data) while long-term tends to define the
ontinuous collection throughout the day. The dataset in [40] was
ecorded by a static camera at the entrance of a kitchen and for
eriods of time in 6 consecutive days, in 3 different years. In
heir approach, they first proposed to define a model per year.
his model represents the structure of the sequential activities per-
ormed by the individual during that week and makes use of Dy-
amic Bayesian Network to estimate the similarity among sliding
indows of the collected video sequences against the evaluated
odel. By evaluating the differences between each time frame and
he model, their algorithm detects the changes between years in
he performed activities when the person is in the kitchen. De-
pite the excellent results of this work, this method is applied on
trongly controlled environments under the field of view of thetatic camera and so are not applicable to detect routine days of
ndividuals. 
The analysis of the behaviour of people has been previously ad-
ressed for personalized applications such as route planning [7] ,
ravel [31,41] or point-of-interest Recommendations [23,43] , among
thers. In [41] , the authors use dynamic topic modelling to mine
he visited places described by intentionally collected photos by
ndividuals. Based on the discovered topics, other similar loca-
ions are recommended. However, none of the above-mentioned
pproaches could describe and deal with the analysis of collections
f photo-streams, which are what we believe can help to better
nderstand the behaviour of the user. 
.4. Routine from egocentric images 
The availability of wearable cameras allows to collect large
mount of egocentric photo-streams, showing a first-view per-
pective of the performed activities by the camera wearer. Since
he egocentric vision field emerged, several works have addressed
he analysis of such collections of data from different perspec-
ives: activity recognition [18–20] , social interactions characteriza-
ion [1,2] , food-scenes classification [36] , photo-stream segmenta-
ion [11] , and sentiment analysis [38] . Especially difficult is the
roblem of analysis of long-term egocentric photo-streams (e.g. ac-
ivity recognition), as they are recorded with a lower frame rate (2
pm) and therefore provide sparser contextual information. Other
elated works mainly focus on the analysis of ADL. For instance,
he works presented in [14] and [20] analyze egocentric images,
ocusing on recognizing the activities the camera wearer was per-
orming. These studies do not go deeper into the analysis of how
egularly the recognized activities or environment appear in the
ecorded photo-streams. Such pattern of appearance is what we
elieve will allow us to discover Routine-related days. 
Whereas most of the long-term Routine analysis approaches rely
n mobile phone locations or sensor data, our approach models
atterns of behaviour based on visual data from egocentric images.
his source of data allows us to understand the surrounding world
nd to give a visual explanation to our findings. To the best of our
nowledge, the only work addressing routine behavioural analy-
is from egocentric images is [37] , being a very preliminary work
nd a proof of concept of our proposal here. There, we addressed
he classification of egocentric photo-streams into Routine or Non-
outine related days as an Anomaly Detection problem. That model
chieved an average of 76% Accuracy and 69% F-Score. However,
here we addressed the problem of Routine discovery from egocen-
ric photo-streams following a very basic and straightforward so-
ution. The proposed model was based on the Isolation Forest al-
orithm that partitions the data based on an anomaly score. A day
as described as the average of the obtained global features for its
equence of images. The method evaluates the given feature vector
s the descriptor for a day. Moreover, there we did not describe
atterns of behaviour of people since days were represented by the
ggregation of the global features of all images that composed the
hoto-stream. In contrast with the mentioned above, this article
oes one step further by automatically discovering routines as well
s visualizing and describing behavioural patterns of the camera
earer from his or her collected photo-streams. 
. Discovery of routine-related days from egocentric 
hoto-streams 
In this section, we describe our proposed model for the char-
cterization of egocentric photo-streams for their later classifica-
ion into Routine and Non-Routine related days. Fig. 2 illustrates the
ain steps that our model follows given a set of collected long-
4 E. Talavera, C. Wuerich and N. Petkov et al. / Pattern Recognition 104 (2020) 107330 
Fig. 2. Illustration of the proposed pipeline for the discovery of routine from sets of egocentric photo-streams collected by a user. The model proceeds as follows: (a) image 












































































term temporal resolution photo-streams. Below, we describe in de-
tail how they are implemented. 
a) Image semantics extraction 
Describing sequences of photo-streams is not a trivial task
due to the unknown visual content. In this work, we pro-
pose to describe our daily recorded images through detected
concepts by an already pre-trained CNN. For a broad analy-
sis of the scene depicted on a given image, we make use of
CNNs pre-trained for the recognition of objects [8,30] , places
[45] , and activities [6] . 
Let us consider that for each image I the CNNs return, L r la-
bels related to a total of R concepts found in the images; ob-
jects, scene, and activities of the wearer. Thus, each image is
represented by a Bag-of-Words composed of these detected
semantic concepts (CNN labels). 
b) Temporal documents construction 
To model the patterns of behaviour of the camera wearer,
we embed the detected semantic labels extracted from the
egocentric images into a temporal document. The detected
concepts by the CNNs represent the words that describe the
day i.e. that form the document. 
In order to maintain the temporal information about the ap-
pearance of the extracted semantics, we define J time inter-
vals within the day (e.g. from 7-9h, 9-11h, etc.). For each
time-interval we estimate the frequency of appearing of
each concept ( L r , r = 1 . . . R ). For the time-intervals in which
no images are taken, we create a dummy variable. Hence,
each day is represented by a vector of J × R dimension. 
Given a set I u of egocentric photo-streams (days) for user u ,
a matrix M i,j is constructed where each of its elements ( ij )
corresponds to day i = 1 , . . . , | I u | , and j = 1 , . . . , J × R . This
temporal document is composed of the concepts detected
in the images recorded at a specific range of time. Thus,
the proposed model translates a recorded day that is com-
posed of a sequence of egocentric images, to a temporal doc-
ument represented by the matrix M ij defined in terms of the
frequency of the detected concepts (words) in the photo-
stream. 
c) Topics day representation 
Topic modelling allows the transformation of the dataset by
factorisation of a set D of documents. A document is com-
posed of a vector of words frequencies, and at the same
time, it is assumed that it defines a certain number, K , of
topics. In this work, we rely on Latent Dirichlet Allocation
(LDA) [5] , a topic modelling approach that is a generative
probabilistic model applied to explain multinomial observa-
tions using unsupervised learning. The LDA method follows
a generative process described as follows [5] : 
(a) Choose θ i ~ Dirichlet ( α), where i ∈ { 1 , . . . , D } . 
(b) For each of the N i words w ij in document i : 
i. choose a topic z ij ~ Multinomial ( θ i ) ii. choose a word w ij from P ( w ij | z ij , β) ~ Multinomial
probability on the topic z ij . 
where the parameters of the multinomials for topics in a
document θ i and words in a topic z ij have Dirichlet priors,
Dir ( α) and Dir ( β) respectively. The probability of a corpus
with D documents is defined as follows: 
P (D | α, β) = 
| D | ∏ 
i =1 
∫ 
P (θi | α)( 
N i ∏ 
j=1 
∑ 
z i j 
P (w i j | z i j , β) P (z i j | θi ) dθi 
where the parameters α and β are sampled only once in the
process of generating the corpus, while the variables θ i are
sampled once per document. Lastly, the variables z ij and w ij 
are word-level variables which are sampled once per word j
in each document i . 
As a result, given a corpus (set) of D documents and K topics
to be discovered, LDA gives [5] : 
• the structure or combination of words that best fits the
number of topics, by giving a topic-word matrix P ( w ij | z ij ,
β) where each element of it defines the probability of
assigning word w ij to topic z ij . 
• a document-topic matrix P ( z ij | θ i ) so that each element of
it defines the probability of a topic z ij for given a docu-
ment θ i . 
In our case, we apply the LDA to decompose the ele-
ments M i,j of the temporal documents M corresponding to
day i and time-slot j . LDA returns a document-topic matrix
P ( z ij | M ij ) with the probabilities of all K topics associated with
each element M ij and the topic-words matrix P ( w ij | z ij ) that
defines the relations between topics and words. This is il-
lustrated in Fig. 3 showing a day represented by the most
important topics (with the highest probability) and the rela-
tions between topics and words. 
d) Unsupervised routine discovery 
Once we have the representation of each day in terms of
the most relevant topics with their probabilities, we need
to find similarities among days for their later classification
as Routine or Non-Routine days. For example, we expect that
days that used to repeat (e.g. defined by topics related to
breakfast, metro, work, lunch, work, metro, and dinner ), appear
frequently and thus correspond to a user’s routine days. 
At this point, a day is represented as a J -dimensional vec-
tor, where each element is a K -dimensional vector composed
of the probabilities of the detected topics describing it (see
Fig. 3 ). In order to find similar days, we need a metric to
compare topics representation. However, it should be toler-
ant to small temporal differences, since events during the
days can begin and last differently. To this purpose, we pro-
pose to apply DTW [24] for computing the similarity of top-
ics representation among days. DTW is an algorithm that
computes the optimal alignment between two sequences,
E. Talavera, C. Wuerich and N. Petkov et al. / Pattern Recognition 104 (2020) 107330 5 
Fig. 3. Illustration of how a photo-stream/document ( Day i ) is described by different proportions of topics throughout the day. We present the winning topic for each time- 
slot, together with the following N = 2 topics with the higher representation. 
Table 1 
Total number of recorded days and collected images per user. 
User ID 1 2 3 4 5 6 7 Total 
Num Days 14 10 16 20 13 18 13 104 


































































1 http://www.ub.edu/cvub/dataset/ . 
2 http://getnarrative.com/ . where one of them might be stretched or shrunken non-
linearly along the time axis. Given two sequences (or vec-
tors) corresponding to two day representations, a warp path
(w 1 , w 2 , . . . , w Q ) is constructed, where Q is the length of the
path and every element w q is a pair ( w q [1], w q [2]) that in-
dicates the mapping of element w q [1] in the first sequence
s ′ to element w q [2] in the second one s ′′ . Further, w q [1]
and w q [2] have to monotonically increase. The optimal warp
path defines the best correspondence of elements of both
sequences represented by the path with minimal distance
and is computed as follows: 
dist DT W (s 
′ , s ′′ ) = 
Q ∑ 
r=1 
dist(s ′ w q [1] , s 
′′ 
w q [2] 
) . 
In our proposed model, we employ the fastDTW algo-
rithm [33] , which is an accurate approximation of the DTW
method, but has a linear time and space complexity. In con-
trast to the standard DTW, the fastDTW algorithm shrinks
a time series into smaller ones with fewer data points try-
ing to preserve as much information about the original curve
as possible. Given two sequences describing two days, the
fastDTW algorithm computes the distance among them and
gives as output the cost of aligning two days, i.e. their
dissimilarity. To compare the topics representation of each
time-slot, we apply Euclidean distance. 
DTW only gives the distance between pairs of days. Next,
we need to discover clusters of similar days. For that pur-
pose, we cannot rely on the days topics representation but
on the computed distances among pairs. We apply the Spec-
tral clustering algorithm [42] over the computed affinity ma-
trix of the distances between the days. This method does not
make assumptions about the global structure of the data, but
bases its decision on local evidence of how likely two el-
ements (days) might belong to the same cluster. From the
affinity matrix, the algorithm constructs a weighted graph
G = (V n, E, W e ) , being Vn the set of nodes, E the set of
edges and We the weights of the edges. The global opti-
mum is then computed by eigen-decomposition. This clus-
tering method relies on k -Means for the final classificationand thus, needs a number kc of clusters to be defined, which
without loss of generality, we set to 2 for the discovery of
Routine and Non-Routine related days. 
. Experimental framework and results 
In this section, we detail a newly introduced EgoRoutine
ataset. Then, we describe the metrics used for the evaluation
f the performed experiments. Next, we depict the experimental
etup with the proposed baseline approaches. Finally, we analyze
he obtained results at different stages of the proposed pipeline. 
.1. Egoroutine - An egocentric dataset for behaviour analysis 
In this work, we propose and make publicly available the EgoR-
utine dataset 1 . This dataset is composed of recorded days by 7 in-
ividuals who wore the Narrative Clip camera 2 fixed to their chest
nd were asked to record their daily life. EgoRoutine consists of
15.430 images, from a total of 104 recorded days. In Table 1 and
ig. 4 , we indicate the number of days and images collected per
ser. The camera wearers captured information about their daily
outine , taking pictures of the activities they performed and their
ccurrence as well as the people with whom they interacted. 
GT evaluation: The collected dataset was labelled by 6 annota-
ors who were asked to classify days into Routine or Non-Routine
elated. The annotators got the following definition “Life Routine is
 sequence of actions which are followed regularly, or at specific
ntervals of time, daily or weekly”. Days were shown to them in
he form of a mosaics. 
In Fig. 5 , we present a representation of some of the collected
hoto-streams of User 1 with their final routine (R) or Non-Routine
NR) labels given on the right. In Table 2 , we present the sum-
ary of the labels given by the different annotators. From the la-
elling results we can deduce that defining what is Routine and
on-Routine is not an easy task. Routine can be easily verbally de-
cribed, but it becomes challenging when we want to discover
6 E. Talavera, C. Wuerich and N. Petkov et al. / Pattern Recognition 104 (2020) 107330 
Fig. 4. Average number and variance of egocentric images per recorded photo-stream for the 7 users. Between parenthesis, we show the number of recorded days per user. 
Table 2 
Summary of the agreement among the 6 individuals that labelled the collected photo-streams into 
Routine or Non-Routine related days. 
Class Six Agree Five Agree At Least Four Agree At Least Three Agree Total 
All 47 29 18 10 104 
Routine 35 22 8 0 65 









































with the highest probability per image. it through the analysis of sequences of images describing a long
period of time. We observed that in most cases, the annotators
agreed when labelling days related to Routine . However, the Non-
Routine related days were more difficult to perceive leading to dis-
agreement among the annotators. For the final distinction, we have
considered as Routine related days when more than 4 annotators
agreed on the label. In case of a draw, the day is labelled as Non-
Routine related. Therefore, from a total of 104 recorded days, 65
days are Routine related, and 39 are Non-Routine related. In Fig. 6
we present the number of labelled days per user into Routine and
Non-Routine . If we extrapolate to a common life scenario, then 104
days correspond to almost 15 recorded weeks. If the users followed
what could be considered as common Routine , where a week has 5
working days and 2 weekend days, in 15 weeks we have 30 week-
end days and 75 working days. This could be an explanation of the
resulted labels since it is proportional to the working days reported
by the camera wearers. 
4.2. Evaluation 
In this section, we describe the metrics that we use to evaluate
our proposed model for the discovery of Routine and Non-Routine
related days. 
The discovery of routine behaviour is an unsupervised problem
with non-trivial evaluation. We evaluate the results in terms of Ac-
curacy (A), Precision (P) and Recall (R) and F score in terms of True1 ositives (TP), True Negatives (TN), False Positives (FP), and False
egatives (FN), when classifying days into Routine or Non-Routine ,
efined as follows: 
 1 = 2 P · R 
P + R , P = 
T P 
T P + F P , R = 
T P 
T P + F N , Acc = 
T P + T N 
T P + T N + F P + F N
Moreover, since the proposed pipeline for the discovery of rou-
ine behavioural patterns is composed of several steps, we also
resent qualitative results of the intermediate steps of our pro-
osal. 
.3. Implementation setting 
Regarding the concepts detected in the egocentric images, we
erform an ablation study using the following different CNNs: 
1. Objects detection: Detected objects by Yolo [30] and Xception
[8] . These models were trained on the COCO [27] and Ima-
geNet dataset [10] , respectively. 
2. Scene recognition: We represent an image by the top-1 prob-
ability scene label obtained by the VGG16, a pre-trained net-
work previously trained on the Places365 dataset [45] . 
3. Activities recognition: We use the activity labels given by the
CNN proposed in [6] , which was trained for the recognition
of 21 different daily activities. We select the activity label
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Fig. 5. Example of selected images throughout some of the recorded photo-streams of User1. On the right, we can see the given ground-truth (R for routine and NR for 
non-routine) and the predicted binary label by the best combination of parameters (1 for Non-routine and 0 for Routine days). 













































Concerning DTW, we use the Euclidean metric to compute the
istance among samples. Finally, with respect to the Spectral clus-
ering, we set k equal to 2 to discover Routine and Non-Routine
elated days. 
.4. Experimental setup 
We evaluate the performance of the different steps of our ap-
roach: 
• Image semantics extraction in terms of the detected concepts
in the egocentric images by the pre-trained CNNs as descriptors
of the egocentric photo-streams. 
• Temporal documents construction by the conversion of
photo-streams concepts to documents. To evaluate the effect of
this, we test the following: 
1. Long duration time-slots: We define J number of time-
slots following the ones proposed in [15] : 0am-7am,
7am-9am, 9am-11am, 11am-2pm, 2pm-5pm, 5pm-7pm, 
7pm-9pm, 9pm-12pm. 2. Short duration time-slots: Of one hour each, 0 0:0 0-01:0 0,
01:0 0-02:0 0, 02:0 0-03:0 0, etc, with a result of 24 time-
slots. 
• Topics day representation , we evaluate the importance and the
robustness of the proposal on the number of topics. Moreover,
we study the need of individual vs. generic topic models in or-
der to explore if the information about the routine of other
users improve the final classification. Given multiple camera
users, the LDA model can be computed either using the images
of all users (generic) or considering the set of documents col-
lected by each person separately (personalized). 
• Unsupervised routine discovery of photo-streams. We assess
the goodness of the proposed clustering method for the discov-
ery of routine-related days, comparing it to the one achieved
when using the Agglomerative Hierarchical Clustering [32] for the
discrimination among days. 
.5. Results and discussions 
Next, we present quantitative and qualitative results of the per-
ormance on the different stages of our approach for routine dis-
overy validated on our EgoRoutine dataset. 
• Image semantics extraction performance: in terms of the de-
tected concepts: objects, activities and scenes. Within an abla-
tion study we evaluate the performance of the different con-
cept descriptors when they are considered separately or as a
combination. In Table 3 , we depict the performance of the ex-
periments obtained. As it can be observed, the combination of
labels of detected objects, activity and places better describes
the data leading to the best results when addressing routine
discovery, with Acc = 80% and F 1 = 77% . This makes sense since
a richer description of the image helps to better draw the de-
scription of the behaviour of people. Depending on the final
goal and application, it could be that independently studying
information about activities, objects and/or places helps de-


















































Results of the proposed pipeline and baseline models. We report results when evaluating different lengths of the time-slots in which we divide the photo-streams: per hour or the ones introduced in [15] . We also quantify 
the performance when evaluating 2, 4, 6, 8 and 10 topics. Moreover, we present the obtained results when applying Hierarchical (HierClus) and Spectral Clustering (SpClus). Finally, we show the output of the model when 
evaluating collected days by the user (Personalized) or by the whole set of user (Generic topics). 
Xception [8] Yolo [30] Activities [6] Places [45] Combination 
TimeSlot Clustering #Topics Acc F 1 P R Acc F 1 P R Acc F 1 P R Acc F 1 P R Acc F 1 P R 
Personalize Per Hour SpClus 2 0.72 0.68 0.70 0.71 0.71 0.68 0.73 0.75 0.72 0.70 0.72 0.73 0.68 0.65 0.69 0.70 0.72 0.69 0.70 0.72 
4 0.75 0.73 0.74 0.77 0.72 0.71 0.74 0.77 0.72 0.69 0.70 0.71 0.78 0.76 0.77 0.81 0.75 0.72 0.74 0.75 
6 0.72 0.70 0.73 0.76 0.76 0.73 0.74 0.76 0.76 0.73 0.75 0.77 0.74 0.72 0.75 0.78 0.76 0.72 0.74 0.76 
8 0.78 0.75 0.76 0.79 0.76 0.73 0.75 0.78 0.77 0.75 0.78 0.81 0.71 0.70 0.75 0.76 0.77 0.73 0.76 0.80 
10 0.73 0.72 0.75 0.78 0.73 0.70 0.72 0.74 0.69 0.66 0.69 0.71 0.72 0.69 0.72 0.74 0.74 0.71 0.74 0.75 
HierClus 2 0.68 0.64 0.71 0.71 0.66 0.64 0.73 0.74 0.71 0.69 0.74 0.76 0.71 0.69 0.73 0.74 0.71 0.68 0.76 0.74 
4 0.75 0.72 0.77 0.77 0.76 0.74 0.76 0.78 0.71 0.67 0.72 0.72 0.75 0.72 0.76 0.77 0.73 0.69 0.72 0.74 
6 0.66 0.60 0.66 0.67 0.76 0.73 0.77 0.79 0.71 0.65 0.71 0.69 0.75 0.71 0.78 0.75 0.70 0.68 0.71 0.74 
8 0.79 0.75 0.83 0.79 0.72 0.68 0.71 0.71 0.72 0.66 0.73 0.72 0.77 0.75 0.81 0.82 0.75 0.72 0.78 0.77 
10 0.72 0.64 0.69 0.68 0.71 0.63 0.67 0.71 0.67 0.61 0.67 0.69 0.76 0.71 0.71 0.75 0.73 0.66 0.74 0.73 
As in [15] SpClus 2 0.69 0.66 0.69 0.71 0.66 0.63 0.67 0.68 0.68 0.66 0.71 0.72 0.68 0.67 0.70 0.72 0.69 0.68 0.71 0.73 
4 0.72 0.71 0.74 0.77 0.75 0.72 0.75 0.77 0.74 0.72 0.74 0.77 0.75 0.73 0.77 0.79 0.77 0.75 0.77 0.80 
6 0.77 0.75 0.77 0.80 0.71 0.68 0.72 0.74 0.72 0.68 0.70 0.72 0.74 0.71 0.74 0.76 0.80 0.77 0.79 0.82 
8 0.70 0.67 0.70 0.72 0.66 0.63 0.70 0.70 0.76 0.72 0.73 0.74 0.76 0.73 0.74 0.77 0.72 0.69 0.72 0.74 
10 0.76 0.73 0.74 0.76 0.70 0.66 0.72 0.72 0.75 0.73 0.74 0.76 0.77 0.75 0.77 0.80 0.77 0.75 0.76 0.79 
HierClus 2 0.73 0.70 0.72 0.73 0.69 0.67 0.72 0.72 0.69 0.63 0.65 0.67 0.64 0.60 0.67 0.66 0.72 0.63 0.64 0.68 
4 0.70 0.68 0.72 0.74 0.70 0.68 0.71 0.74 0.69 0.68 0.72 0.74 0.68 0.65 0.69 0.71 0.74 0.73 0.75 0.77 
6 0.73 0.72 0.76 0.79 0.63 0.57 0.64 0.65 0.65 0.56 0.60 0.63 0.71 0.69 0.72 0.74 0.75 0.72 0.75 0.75 
8 0.66 0.62 0.70 0.69 0.67 0.62 0.68 0.69 0.71 0.66 0.69 0.70 0.71 0.66 0.70 0.71 0.75 0.70 0.71 0.73 
10 0.67 0.59 0.61 0.66 0.72 0.64 0.69 0.69 0.67 0.60 0.68 0.68 0.71 0.69 0.72 0.75 0.73 0.66 0.71 0.71 
Generic Per Hour SpClus 2 0.74 0.69 0.70 0.71 0.76 0.74 0.76 0.79 0.79 0.75 0.75 0.77 0.72 0.69 0.70 0.72 0.76 0.72 0.73 0.75 
4 0.74 0.70 0.73 0.75 0.78 0.74 0.75 0.78 0.77 0.75 0.78 0.80 0.74 0.72 0.75 0.78 0.77 0.74 0.76 0.77 
6 0.76 0.72 0.74 0.76 0.75 0.71 0.73 0.76 0.74 0.73 0.76 0.79 0.76 0.74 0.75 0.78 0.75 0.71 0.73 0.75 
8 0.72 0.69 0.72 0.74 0.74 0.71 0.73 0.75 0.73 0.71 0.74 0.76 0.76 0.74 0.76 0.78 0.76 0.72 0.74 0.76 
10 0.76 0.72 0.74 0.76 0.75 0.72 0.74 0.76 0.73 0.71 0.72 0.75 0.75 0.73 0.76 0.79 0.74 0.71 0.74 0.75 
HierClus 2 0.69 0.65 0.69 0.71 0.67 0.59 0.65 0.65 0.68 0.65 0.71 0.72 0.68 0.65 0.72 0.72 0.67 0.63 0.70 0.70 
4 0.75 0.71 0.78 0.76 0.74 0.68 0.70 0.73 0.75 0.72 0.77 0.76 0.67 0.63 0.70 0.69 0.74 0.70 0.72 0.74 
6 0.72 0.66 0.67 0.71 0.67 0.63 0.71 0.71 0.73 0.68 0.72 0.75 0.79 0.75 0.81 0.76 0.73 0.70 0.75 0.77 
8 0.67 0.63 0.77 0.72 0.69 0.65 0.75 0.73 0.73 0.64 0.65 0.70 0.75 0.70 0.76 0.74 0.76 0.73 0.75 0.78 
10 0.68 0.66 0.73 0.75 0.74 0.67 0.70 0.70 0.70 0.63 0.71 0.70 0.73 0.69 0.76 0.73 0.76 0.70 0.77 0.74 
As in [15] SpClus 2 0.70 0.68 0.71 0.73 0.71 0.69 0.73 0.74 0.67 0.66 0.68 0.71 0.69 0.66 0.70 0.71 0.69 0.67 0.72 0.73 
4 0.69 0.66 0.70 0.72 0.71 0.68 0.73 0.74 0.70 0.67 0.68 0.70 0.73 0.71 0.75 0.77 0.78 0.76 0.78 0.81 
6 0.75 0.72 0.74 0.77 0.73 0.71 0.73 0.76 0.69 0.65 0.67 0.68 0.74 0.70 0.72 0.73 0.78 0.76 0.77 0.80 
8 0.74 0.71 0.72 0.75 0.69 0.64 0.67 0.68 0.72 0.68 0.70 0.73 0.72 0.70 0.73 0.75 0.75 0.72 0.74 0.76 
10 0.72 0.69 0.71 0.74 0.73 0.70 0.74 0.76 0.73 0.70 0.72 0.74 0.76 0.74 0.76 0.79 0.76 0.74 0.76 0.78 
HierClus 2 0.73 0.68 0.71 0.73 0.67 0.65 0.70 0.71 0.73 0.70 0.71 0.73 0.70 0.64 0.69 0.70 0.65 0.63 0.70 0.70 
4 0.68 0.65 0.68 0.70 0.66 0.64 0.71 0.71 0.64 0.58 0.62 0.63 0.60 0.54 0.64 0.63 0.64 0.59 0.65 0.67 
6 0.74 0.67 0.68 0.72 0.69 0.64 0.69 0.70 0.70 0.65 0.73 0.70 0.69 0.63 0.75 0.69 0.72 0.67 0.68 0.73 
8 0.69 0.64 0.69 0.70 0.67 0.61 0.64 0.64 0.74 0.70 0.74 0.75 0.69 0.61 0.67 0.65 0.70 0.68 0.75 0.75 
10 0.75 0.68 0.73 0.73 0.72 0.66 0.70 0.72 0.71 0.67 0.70 0.70 0.75 0.71 0.77 0.75 0.67 0.61 0.67 0.69 
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Table 4 
Results of the proposed pipeline for the best setting of the parameters: analysing the 
set of collected photo-streams of User1, seeking for 6 topics to describe the data, with 
time-slots of long duration, and with spectral clustering as the final classifier. 
User 1 User 2 User 3 User 4 User 5 User 6 User 7 Avg 
Acc 0.79 0.74 0.75 0.90 0.92 0.56 0.92 0.80 
F 1 0.75 0.70 0.71 0.89 0.92 0.50 0.92 0.77 
P 0.75 0.75 0.70 0.89 0.93 0.56 0.94 0.79 







































































































In Table 5 , we show concepts that are detected by the different
evaluated CNNs in a given photo-stream. Overall, the detected
places by the network get close enough to reality and there-
fore are evaluated. In the case of activity recognition, and since
the network was trained with egocentric images, the results are
more consistent. For the detection of objects, YOLO seems more
consistent when detecting objects of the daily living. We un-
derstand that this is due to the fact that the CNN was trained
with 80 different categories corresponding to Common Objects
in Context (COCO [27] ). In contrast, Xception might be able to
recognize uncommon objects since it was trained over a bigger
dataset composed of 10 0 0 different categories (the ImageNet
[10] ). We can observe some inconsistencies in the classes given
by the network trained over Places365 , such as finding the ‘air-
plane cabin’ label early in the morning. We explain it by the
fact that this network was not trained with egocentric pictures.
The change of perspective modifies how scenes are understood,
and lights in the ceiling of an office or corridor can be miss-
interpreted as the lights in the cabin of an airplane. 
• Evaluation of the temporal documents construction: We
study the effect on the discovered topics for the final classifica-
tion when analyzing time-slots of different duration. Time-slots
of longer duration might affect the result by smoothing activ-
ities happening during a short time. In contrast, fine-grained
time-slots might lead to noise in the final classification. From
the results shown in Table 3 , we can observe that the model
better performs when the day is described by analyzing the
time division proposed in [15] . We deduce that time-slots with
a longer duration smooth the activities performed during short
periods of time when comparing days. A fine-grained time-slots
with an hour duration might include noise to the description of
a day. 
• Evaluation of the topics day representation performance:
Topic models discover abstract topics within given documents.
A natural question that may arise is the data used for the dis-
covery of topics: should they be discovered from the set involv-
ing all users or they should be extracted for each user individu-
ally?. A hypothesis is that if more documents are given (joining
all data), more robust topics will be discovered, and thus, bet-
ter they will be able to describe the behavioural patterns of the
camera wearers. Thus, when learning the topic-word distribu-
tion following the generic approach, we could take advantage
of a bigger dataset. A negative aspect of seeking generalization
is that user-specific activities can be missed, since they would
become not relevant to be detected. In contrast, we assume that
individually learned topics might find more personalized repre-
sentations of every specific activity of the user, since the places
of their daily life, e.g. the office desk or living room of differ-
ent people, might be described differently. Therefore, we eval-
uate the performance of the model when obtaining the top-
ics just based on the collected photo-streams by the user un-
der study (personalized approach), or when analyzing all the
collected photo-streams that compose the EgoRoutine dataset
(generic approach). From the results and for the goal of routine
discovery, the personalized approach allows the model to bet-ter distinguish Routine-related days with a 80% accuracy and
77% F 1 (see Table 3 ). 
The goodness of the model when varying the number of top-
ics is also tested. We present results when discovering 2, 4,
6, 8 and 10 topics. As it can be observed, the performance of
the classifier is highest when discovering 6 and addressing the
time-division proposed in [15] . However, it could be that for a
more detailed analysis of what is happening at a specific time,
a higher number of fine-grained time-slots might describe in
more detail, in terms of objects, activities and places. 
• Evaluation of the Unsupervised routine discovery perfor-
mance : We compare the performance of the proposed Spectral
Clustering algorithm with the results obtained by the Agglomer-
ative Hierarchical Clustering [32] (HC) when classifying into Rou-
tine or Non-Routine related days. HC method follows a bottom-
up approach where each data point starts as a single cluster,
and pairs of samples are recursively merged following the path
that minimally increases the given linkage distance. The process
continues as samples are clustered moving up in the similarity
hierarchy. We select the HC since we need to compare against
methods that are able to analyse pre-computed distance matri-
ces. 
We can observe in Table 3 that the Spectral Clustering classifier
leads to a more accurate discovery of the Routine-related days,
outperforming the classification by the HC. We believe this is
due to the ability of the Spectral clustering to adapt to complex
shapes of the data in the data space. 
For a more detailed understanding of the performance at user
level, in Table 4 we show results of the best performing model.
We can observe that for some of the users the classification
into Routine and Non-Routine related days is rather clear, such
as for User 5 or User 7, while for User 6 the classification is
close to random. This is due to differences between the lifestyle
of the users. Some of them have a clear distribution of rou-
tine (e.g. work) and non-routine (e.g. non-work) related activi-
ties, while others recorded days for periods when their activi-
ties were not following an established routine pattern. 
In Fig. 5 , we present some collected days of User 1 and the pre-
dicted label by the best combination of parameters (personalize
analysis of documents, combination of labels as images descrip-
tors, 6 topics, and Spectral clustering). Days predicted as Non-
Routine related are assigned label ‘1’ and Routine-related days
label ‘0’. Day 1 is miss-classified as Non-Routine related. From
observing the data, we can guess that this user tends to start
working at noon and until late in the evening. In contrast, on
Day 1, User 1 spent much fewer hours at work and left the of-
fice much earlier. This could be a cause of miss-classification by
the model. Non-Routine related days contained events where
the user worked for short periods and spent longer time inter-
acting with colleagues or friends. Day 7 is an example where
User 1 went for dinner to a restaurant right after working for a
short time. 
• Final routine characterization and visualization for be-
haviour modelling : The characterization of days based on de-
tected concepts and the later inferred topics have demonstrated
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Table 5 
Example of detected concepts in a given recorded day by User 1. This table aims to give an idea of how documents develop throughout the day of the person. Each column 
represents a time slot of a specific duration. Rows present the top-3 concepts detected by the pre-trained networks referenced in the left of the table. The presented 
numbers describe the numbers of times a concept was present in that time-slot. 
Time-slot (h) 
9–11 11–14 14–17 17–19 19–21 21–24 
Xception [8] screen 29 desktop pc 266 desktop pc 85 desktop pc 83 radio 16 photocopier 80 
menu 23 screen 265 desktop pc 75 screen 80 CD player 16 desk 59 
monitor 19 monitor 254 screen 51 monitor 74 slot 16 projector 42 
Places [45] airplane 
cabin 
90 airplane cabin 167 conference room 49 office 41 airplane cabin 31 reception 28 
atrium/public 
8 office 113 office 43 airplane cabin 26 bowling alley 14 airplane cabin 26 
office 
cubicles 
8 office cubicles 42 reception 37 computer room 23 airport terminal 10 hotel room 14 
Activity [6] WalkingIn 50 Mobile 227 Mobile 60 Working 78 Mobile 30 Talking 50 
Shopping 40 Shopping 94 Talking 46 Mobile 39 Driving 25 WalkingOut 37 
WalkingOut 
36 Working 75 meeting 46 WalkingOut 32 WalkingOut 16 Mobile 27 
Yolo [30] person 146 tvmonitor 383 person 202 person 132 person 107 person 198 
laptop 38 cup 354 laptop 112 tvmonitor 122 chair 32 chair 155 
chair 38 laptop 334 chair 108 keyboard 73 cell phone 23 diningtable 53 
Fig. 7. Example of given photo-streams, sample images at several time-slots, their representative topics, and the concepts that compose them. We present results with the 











to be a rich tool for behaviour visualization. In Fig. 7 we present
how the found topics could be analysed by the wearer or an
expert. As an example of visualization, results are shown fol-
lowing a personalized analysis of the data collected by User 1
described with activity labels, and discovering 8 topics. As wecan observe, Non-routine related days differ from the Routine-
related days as the first one presents Topic 0 and Topic 7, which
are composed of activity labels describing social interaction in
food-related environments. Routine-related days are mainly de-
scribed by Topic 1, 3, 4, and 5, which describe working environ-
E. Talavera, C. Wuerich and N. Petkov et al. / Pattern Recognition 104 (2020) 107330 11 
Fig. 8. Affinity matrix obtained from the distances computed by DTW for the later discrimination as Routine or Non-Routine related days by Spectral Clustering of collected 
days by users 3 and 7. Days are divided with orange and blue boxes as the two final clusters. On the right, we indicate the ground-truth labels per day. (For interpretation 
of the references to colour in this figure legend, the reader is referred to the web version of this article.) 
Fig. 9. Visualization using multi-dimensional scaling (MDS) of the distribution of samples for users 1 and 7. Each dot corresponds to a collected day by the user. We use two 
colors to distinguish between the two classes. The inside color of the dots is the given ground-truth and the colour of the boundaries of the dots represents the classification 




























ments. We understand that activity labels such as mobile, talk-
ing , and walking Indoor/Outdoor can be understood as screen,
meeting, and commuting, respectively. 
To get insight at the classification level, we present in Fig. 8
the affinity matrix that the Spectral Clustering uses for the dis-
crimination among the collected days by User 3 and User 7. The
given labels for the collected days are indicated in the figure
on the right of the matrix, where ‘R’ corresponds to Routine-
related and ‘NR’ to Non-Routine related. In the presented affin-
ity matrix, we highlight the two final clusters with orange and
blue. We can observe how in the case of these users clear R-
related clusters are defined, while NR-related clusters are scat-
tered. The accuracy for User 3 and User 7 is of 75% and 92%, re-
spectively, which agree with the visual association in Fig. 8 be-
tween similar days and given labels.  
Furthermore, in Fig. 9 we visually illustrate the produced re-
sults of our model for users 1 and 7. We applied Multi-
Dimensional Scaling (MDS) for this visualization since it allows
to visualize spatial distribution of data from their similarity ma-
trix instead of explicit coordinates/representations. We use it to
display the mutual spatial distribution of the user days repre-
sentations expressed by the obtained similarity matrix when
applying the DTW. We can see the ground-truth indicated as
the inside color of the sample and the classification label as
the boundaries of the circles. In both cases black corresponds to
Routine-related days and red to Non-routine related days. This
visualization allows us to better explore classification results. 
Moreover, in Fig. 10 we can observe the computed silhouette
scores for the obtained final routine and non-routine related
clusters. Note that the silhouette score can take a value be-
tween 1 and -1. Values close to 1 indicate differentiable clus-
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Fig. 10. Silhouette score per user for the two discovered clusters, Routine and Non- 
routine related days. 
Table 6 
Comparison between our previous work introduced in [37] and the model 
here proposed for routine discovery from egocentric photo-streams. 
Method Number of Users Acc F 1 
Routine discovery [37] 5 0.76 0.69 
Routine discovery propose here 0.82 0.79 





























































































3 http://www.ub.edu/cvub/dataset/ ters, 0 overlapping of clusters, and negative samples repre-
sent the wrong classification of samples. We can see how for
the majority of the users, routine-related days share a higher
score than the non-routine related days clusters. This reinforces
our hypothesis that routine related days correspond to more
compact clusters, while non-routine related days form a more
sparse cluster. In two of the cases, the silhouette score for the
routine related days is lower than for non-routine related ones.
Looking closer at the data we observed that in these cases there
were more than one routine groups of days. However, the prob-
lem of discovering the optimal number of clusters and thus the
routines is out of the scope of this paper. 
Finally, in Table 6 we compare the obtained results for routine
discovery to the routine discovery in [37] . As one can see the
method in [37] run on 5 users achieved 0.76 of accuracy and
0.69 of F 1 score while the method proposed here achieved 0.81
of accuracy and 0.80 of F 1 score. A possible explanation is that
the work proposed in [37] relied on the aggregation of global
features of all the images composing a day for its description. In
contrast, the model proposed here relies on semantic concepts
combined with topic modelling, DTW and spectral clustering,
which results also allow understanding of what is happening in
the life of the camera user. We also present the results of our
method for the subset of five users that were analyzed in [37] ,
with a performance of Acc = 0 . 82 and F 1 = 0 . 79 . As we can ob-
serve, the results are quite similar: moreover, higher classifica-
tion performance is achieved when topics modelling DTW and
spectral clustering are applied to the collection of documents
composed of detected semantic concepts. 
5. Discussions 
In this work, we presented a new method for the analysis of
routine behavioural patterns from collected egocentric visual data.
We demonstrated that these images are a rich source of informa-
tion and that detected concepts from the images can help us draw
a picture of the lifestyle of the camera wearer. One of the important advantages of this work is the unsuper-
ised discovery of routine and non-routine related days. Given a
ew user, we can discriminate routine days and characterize their
ollected photo-streams. In particular, given a collection of photo-
treams, our model can discover routine-related days by relying on
he found topics when considering detected concepts as image de-
criptors. The input is a Bag-of-Word representation of the images,
here an image is described by the objects and the scene it de-
icts. This is treated as a document for the discovery of abstract
opics describing the themes of the lifestyle of the individual un-
er study. Documents are fed to an LDA model that organizes se-
antic labels into topics computing a topic-word distribution and
 document-topic distribution, thus, obtaining topics distribution
or each given document. Moreover, we show that using tempo-
al documents based on time-slots into which days are divided, al-
ows flexibility when comparing the behaviour at different times
f the day. The distances between the days can be computed us-
ng DTW to finally cluster days and assign them into Routine and
on-Routine ones by applying Spectral clustering. 
Moreover, we introduced a new EgoRoutine dataset, on which
e tested and validated our proposed model. The dataset is com-
osed of a total of 104 days, recorded by 7 users, and we make
t publicly available 3 for the future development of this line of re-
earch. The analysis of the model could be improved by the aug-
entation of the dataset. For further steps in this direction, we
eed richer data. However, this is not a trivial task and we are
orking on it. Moreover, more accurate detected concepts would
e of help when describing the collected days. For this, we would
eed trained networks on egocentric images. 
We hypothesize that Routine-related days will share similar
raits and thus, will represent a cluster. Commonly, Non-routine re-
ated days, tend to be the ones non-work related. These days share
heir own routine-patterns, i.e. there can be more than one routine
n the life of people; cleaning, cooking, or going out with friends
ould describe one of them. A limitation of our work is that Non-
outine related days might not define a cluster. In future works,
e plan to evaluate if the combination of outlier detection with
opic modelling allows a better understanding of the lifestyle of
he camera wearer. 
We hope that our proposed dataset and the shown results
ill be a call for other researchers who aim to study people’s
ehaviour for its understanding and providing tools for lifestyle
mprovement. 
. Conclusions 
In this work, we conclude that behavioural analysis from visual
ata is possible. Moreover, topic models proved to be a powerful
ool for the discovery of patterns when addressing Bag-of-Words
epresentation of photo-streams. From the obtained results, we ob-
erved that discovered topic models following a personalized ap-
roach improve the classification of days. This provides a more de-
ailed explanation of wearer daily behaviour. However, a generic or
ersonalized approach can be applied depending on if the goal is
o detect general information or peculiarities of the life of a per-
on. One of the important advantages of this work is the unsuper-
ised discovery of routine and non-routine related days. Given a
ew user, we can discriminate routine days and characterize their
ollected photo-streams. 
Further works will explore the inclusion of outlier detection
echniques and the discovery of specific behaviours, such as: so-
ial interactions and nutritional behaviour by studying the appear-
nce of people in certain situations and food-related scenes, re-







































































































in 2019. pectively. Furthermore, we are interested in studying how topic
odelling and CNNs can be interconnected. 
We hope that our proposed dataset and the shown results will
e a call for other researchers who aim to study people’s behaviour
or its understanding and providing tools for lifestyle improvement.
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