A functional version of the LaSalle invariance principle is introduced. Rather than the usual pointwise Lyapunov-like functions, this extended version of the principle uses specially constructed functionals along system trajectories. This modification enables the original principle to handle not only autonomous, but also some nonautonomous systems. The new theoretical result is used to study robust synchronization of general Liénard-type nonlinear systems. The new technique is finally applied to coupled chaotic van der Pol oscillators to achieve synchronization. Numerical simulation is included to demonstrate the effectiveness of the proposed methodology.
Introduction
The well-known LaSalle theorem [LaSalle, 1968] shows that a sign-changing Lyapunov-like function may be used to investigate the asymptotic stability of a given dynamical system under some circumstances. It reveals that system stability can be determined by constructing a proper smooth function with semi-negative time derivative along system trajectories, implying that the ω-limit set of the bounded system trajectories is a compact subset of the "zero derivative set". For autonomous dynamical systems, this is the familiar LaSalle invariance principle. Since the ω-limit set of an autonomous dynamical system is forward invariant, the system trajectory will converge to the largest invariant subset of the "zero derivative set."
The present concern is whether or not this fundamental principle can be extended to some nonautonomous dynamical systems, particularly, for the interesting problem of chaos synchronization. This kind of problems naturally lead to the study of nonautonomous systems, since synchronization is typically subject to time-dependent external inputs, so that the synchronous error dynamics are nonautonomous even in a communication system with autonomous transmitter and receiver.
It seems that some generalizations of the LaSalle principle to nonautonomous systems proposed thus far [Aeyels, 1995; Chen et al., 2005; Lee et al., 2001; Rodrigues et al., 2000] are quite limited in that they are incapable of solving many engineering problems like those in chaos synchronization as widely experienced. For this reason, the present paper aims to derive sufficient conditions for a general functional form of the LaSalle invariance principle, such that this elegant principle can be extended to some more general nonautonomous dynamical systems. The proposed extended version of the principle will then be applied to chaotic systems synchronization, indicating its good potential in engineering applications.
Chaos synchronization, as a concerned issue in this paper, actually is a topic of intense research in the past decade [Boccaletti et al., 2002; Chen & Dong, 1998; Pecora & Carroll, 1990] . Although for communications, chaos synchronization with unidirectional connection between the transmitter and the receiver is preferable [Chen & Dong, 1998 ], there are many synchronous systems existing in the real world where synchronization takes place among massive cells or nodes with fully or almost fully connections, such as in the biological neural networks [Hoppensteadt & Izhikevich, 1997] , coupled lattices of VLSIs and CNNs [Dogaru, 2003] , and various complex small-world and scale-free networks [Wang & Chen, 2003] . This paper presents a meaningful application of the new theoretical result to this kind of fully-connected chaotic systems synchronization, using the general vector Liénard equation as the underlying platform for illustration. The main result of this paper is Theorem 2, which generalizes Theorem 1 [Chen et al., 2005] , so that it can handle more general systems such as the van der Pol systems to be discussed in Sec. 4 which cannot be handled by Theorem 1 otherwise.
The rest of this paper is organized as follows. Some basic concepts and results from the dynamical systems theory are first reviewed in Sec. 2. The main theoretical result is then formulated and proved in Sec. 3. Section 4 applies the theoretical result to study the synchronization problem of two coupled van der Pol oscillators, with simulation given to verify and also to visualize the theoretical analysis. Some concluding remarks are finally given in Sec. 5.
Basic Concepts and Preliminaries
Some basic concepts from the dynamical systems theory [LaSalle, 1976] are first reviewed, which will be needed in the sequel.
Throughout, · denotes the spectral norm for matrices and the Euclidean norm for both constant vectors and vector-valued functions of time in R n (thus, f (t) is a function of time for a vectorvalued function f (t)). Also, L 1 (R + ; R) denotes the space of absolutely integrable functions from R + to R, and L ∞ (R + ; R) denotes the space of essentially bounded functions from R + to R, where R + = [0, ∞) is the time domain. When no confusion would arise, appropriate norms of these spaces are also denoted as · for simplicity.
The present interest is in the synchronization of two-coupled n-dimensional systems, which may be chaotic. For two systemsẋ(t) = F (x(t), t) anḋ y(t) = F (y(t), t) in R n , they are said to achieve synchronization if lim t→∞ x(t) − y(t) = 0.
To prepare for the study, consider a general 2n-dimensional coupled nonlinear control system,
where the state vectors (x, y) ∈ S and the controller u to be designed are defined on R + × S, with S ⊂ R n × R n being the state domain (an open, connected and possibly unbounded set) on which the system is defined. Assume that the nonlinear vectorvalued functions f and g are piecewise continuous with respect to t ∈ R + for every fixed state vector (x, y) ∈ S, and satisfy the Lipschitz condition in (x, y) ∈ S uniformly with respect to t on R + × S: h(t; x , y ) − h(t; x , y ) ≤ L( x − x + y − y ) for both h = f, g and for all (x , y ), (x , y ) ∈ S and all t ∈ R + . Here and below, x, y, u, etc. are all considered as trajectories defined on R + , or on a segment of it, [t 0 , ∞), which will also be denoted as R + := [t 0 , ∞) for notational simplicity. Thus, x := {x(t)|t ∈ R + } or x : R + → R n is a map to be specified as needed later. Their restrictions to an interval [t 0 , t], with t > t 0 ≥ 0, will be denoted as x [t 0 ,t] , y [t 0 ,t] , or simply x t , y t when the initial time t 0 is clear from the context (typically, for simplicity, t 0 = 0). The evaluation of a function of time t is denoted as usual by x(t). Moreover, for a given setS ⊆ R n , the notation x ∈S (resp. x t ∈S) means that x(t) ∈S (resp.
Finally, let Ω be a nonempty, connected, and proper compact subset of S. where ρ((x, y) ; Ω) is the distance from (x, y) ∈ S to Ω. For simplicity, it is written as ( Definition 4. A family of functionals, U (t; x, y) := {U (t; x t , y t ), t ∈ R + }, is said to be a system functional for system (1), if for every t ∈ R + , the mapping
is a continuous functional, uniformly bounded from below with respect to t ∈ R + on every L ∞ -bounded set of functions. The evaluation of the functional U (t; x, y) along a trajectory (x t , y t ) is a time function denoted by U x,y (t) := U (t; x t , y t ).
Remark A. The functional introduced above is defined over the trajectories (hence, containing the past orbital information) of a nonlinear dynamical system, which will be used below to formulate and prove a certain functional version of the LaSalle invariance principle. The usual Lyapunovlike function, V (x, y) : R n × R n → R, may also be interpreted as a special case of the above-defined functional, via mapping (
The following basic result [Chen & Dong, 1998; Chen et al., 2005] is derived by the classical Lyapunov function technique and may be viewed as a functional version of the LaSalle invariance principle.
Lemma 1 [Chen et al., 2005] . Suppose that the functions f (t; x, y), g (t; x, y) and u(t; x, y) given in system (1) are uniformly bounded with respect to all t ∈ R + and all (x, y) ∈ S c for any compact subset S c of the state domain S. Assume also that all the solution trajectories (x(t), y(t)) of the system, starting from any initial point 
The following proposition, which justifies the name of the LaSalle principle, follows immediately from Lemma 1 and the well-known property that the ω-limit set of an autonomous system is always forward invariant.
Corollary 1 [Chen et al., 2005] The next theorem is about the stability of invariant sets of some 2n-dimensional systems, arising from the study of synchronization of some generalized vector Liénard equations. This theorem provides some conditions under which the system trajectories converge to the origin, the only forward invariant set, which generalizes the LaSalle invariance principle to some nonautonomous systems.
Theorem 1 [Chen et al., 2005] . Consider the following 2n-dimensional nonlinear control system:
where u(t; x, y) and e(t) are external input and disturbance, respectively, which will be further specified later. Assume that function g is uniformly bounded with respect to all t ∈ R + and all (x, y) ∈ S c on any compact subset S c ⊂ S. Assume also that the unique solution trajectory (x(t), y(t)), starting from any initial point 
where
. In addition, suppose that the following conditions hold for all solution trajectories (x(t), y(t)) starting from any initial point (t 0 , x 0 , y 0 ) ∈ J: 
Then, all the solution trajectories (x(t), y(t)) of system (2), starting from any initial point (t 0 , x 0 , y 0 ) ∈ J ⊆ R + ×S, will converge to a compact subset of S 0 . Moreover, assume that (x, y) = (0, 0) is an equilibrium point of system (2) with e ≡ 0 and, in addition to (i) through (iii), suppose that
defined on R + ; (v) for every x = 0 and for every monotonous sequence 
Then, all the claims of Theorem 1 are still valid.
Main Result
The main contribution of this paper is the following theoretical result, which is a nontrivial generalization of Theorem 1 (see Remarks B and C given below after the proof of the theorem).
Theorem 2. Consider the following 2n-dimensional nonlinear dynamical control system: 
Assume, moreover, that the following conditions hold for every bounded system trajectory, starting from any initial point (t 0 , x 0 , y 0 ) ∈ J ⊆ R + × S: 
(iii) e(t) + u(t; x(t), y(t)) ∈ L 1 ([T, ∞) × S; R).
Then, all the solution trajectories of system (4), starting from any initial point Proof. Lemma 1 is applied to construct, based on assumption (i), a bounded (from below) system functional U (t; x, y), as follows:
where u(t) := u(t; x, y) and c > 0 is a constant satisfying f (t; 0, y) ≤ Φ(t; y)+ c, which exists due to the boundedness of the concerned trajectory and the assumed boundedness of f on every compact set in the domain. For the evaluation U x,y (t) of the system functional U (t; x(t), y(t)) along the trajectory (
Thus, by Lemma 1, one concludes that all solution trajectories converge to a compact subset Ω of S 0 . Furthermore, the stability claim of the theorem based on the assumption of W (x, y) ≥ γ( (x, y) ) follows immediately, since lim t→∞ W (x(t), y(t)) = 0 if and only if lim t→∞ (x(t), y(t)) = 0.
Furthermore, if all conditions (i)-(v) are satisfied, then by (iv) one has W (x, y) ≥ γ( y ), where γ(·) is a class-K function; therefore, S 0 contains only those points (x lim , 0) ∈ R n × R n satisfying x lim := lim i→∞ x(t i ), which implies that lim t→∞ y(t) = 0.
Note thatẏ(t) is bounded and uniformly continuous, due to the uniform boundedness of the righthand side of the system by assumption. It then follows from the Barbalat Lemma [Khalil, 2002] that lim t→∞ẏ (t) = 0. Consequently, by taking a limit in the second equation of system (4), one has lim t→∞ (g(t; x(t)) + h(t; x(t), y(t))) = 0. Since x(t) is bounded, one has lim t→∞ x(t) < ∞, and there exists an increasing and unbounded sequence
To this end, for the above sequence of time instants, one has
Putting all these properties together, with the uniform continuity and boundedness of f and g, a simple double-limit argument yields
This implies, by assumption (v) , that x lim = 0, namely, 0 = x lim = lim t→∞ x(t) , leading to lim t→∞ x(t) = 0. Finally, if assumptions (iv)-(ĩv) hold, instead of (iv)-(v), the above proof can be carried out analogously. As a matter of fact, this analogy can be seen when mutually switching x and y and replacing g + h by f . This completes the proof of the theorem. (a) A priori boundedness of all the trajectories of system (4) is no longer required.
Then, all the claims of Theorem 2 are still valid.
Proof. The assumptions of the corollary guarantee that the functional U (t; x t , y t ), introduced in the proof of Theorem 1, satisfies
Now, using the inequality (d/dt)U x,y ≤ −V (x, y), for all (x, y) ∈ S and all t ≥ t 0 , which has been verified in the proof of Theorem 1, one concludes that U x,y (t) is nonincreasing along any system trajectory. Therefore, for all t ≥ t 0 ,
It then follows that (Γ(x(t)) +Φ(y) + c) ≤ L/K, implying that (x, y) is bounded. To this end, Theorem 2 can be applied to complete the proof.
Remark B. Theorem 2 is a generalization of Theorem 1. If one lets f ≡ y in Theorem 2, then all assumptions of Theorem 2 reduces to that of Theorem 1, with particularly Φ = (1/2)y 2 , due especially to the assumptions (ii) of both theorems. As a consequence, Corollary 3 is a nontrivial generalization of Corollary 2.
Remark C. As already noted, Theorem 2 can be applied to nonlinear systems arising from some controlled vector Liénard equations and generalized Liénard systems [Hoppensteadt, 1993] , including models with external inputs, such as (4), namely, ẋ = f (t; x, y),
where e(t) is an external input. This can be seen from Example 1 discussed below. Therefore, this kind of nonautonomous systems can be handled by Theorem 2. In particular, these equations include as special cases some well-known chaotic systems, like the van der Pol oscillator to be further studied below, which cannot be handled by Theorem 1. This also demonstrates the necessity of establishing Theorem 2 in this paper.
Remark D. It follows from Theorems 1 and 2 that the controller u may have two parts, u = u 1 + u 2 , such that e + u 1 + u 2 ∈ L 1 , where u 1 can be used to stabilize the error dynamic system while u 2 can be used to dominate or eliminate the external disturbance input e. Both u 1 and u 2 can be determined according to some appropriate nonlinear controller design methods.
A Simulation Example
As an application of the above-derived theoretical criteria, the robust chaos synchronization problem of specific example of controlled Liénard equations subject to disturbances is worked out in this section.
Example 1. Consider the generalized van der Pol system [Chen & Dong, 1998; Hoppensteadt, 1993] subject to an external input:
where a, b, c (> 0), p, q and ω are real parameters.
It is well known that with the parameters a = 0.7, b = 0.8, c = 0.1, p = 1, q = 0.74 and ω = 1, the solution trajectory of this generalized van der Pol system approaches a chaotic attractor, as shown in Fig. 1 .
Let (x,ȳ) = (x(t),ȳ(t)) be the chaotic trajectory, which approaches the chaotic attractor and is itself a solution of the original system (8). This trajectory is used as the driving signal from the generalized van der Pol transmitter system to the receiver system, which yields a controlled generalized van der Pol receiver system:
where u(t) := u(t; x,x, y,ȳ be a very simple time function as seen below, where S ⊆ R 2 is the domain on which the entire system is defined.
Then, by subtracting (8) with (x, y) being replaced by (x,ȳ) therein, from system (9), one has Ẋ = f (t; X, Y ),
which contains the term −q cos(ωt) as can be seen below. Next, consider the following functional for system (10):
Since, by Theorem 2,
It is clear that W (X, Y ) = 0 if and only if both X = 0 and Y = 0. Thus, it follows immediately from Corollary 3 that the zero equilibrium of the controlled generalized van der Pol system (10) is asymptotically stable, so that X → 0 and Y → 0 as t → ∞, or synchronization of the two coupled generalized van der Pol systems is achieved under control. Finally, a numerical simulation is shown for the synchronization of two generalized van der Pol systems having parameters a = 0.7, b = 0.8, 
where the small signal k(t) = (17/(1 + t 2 )) cos(3t) ∈ L 1 (R + × S; R) is considered as a simulated disturbance but not part of the controller (actually, here k(t) can be zero). Figure 2 shows the time responses of the solution trajectories of the coupled chaotic generalized van der Pol systems (8) and (9), with initial conditions (0, 0.4, 0.15), (0, −0.4, −0.15) , respectively.
Concluding Remarks
This paper has derived some sufficient conditions for a general functional form of the LaSalle invariance principle, which enables this classical principle to be applied to some nonautonomous systems in an appropriate way. As a direct application of the new theoretical results, the problem of chaotic systems synchronization has been discussed, with a representative example simulated and discussed in detail. A further extension of its application scope to even more general chaotic systems [Čelikovský & Chen, 2002; Chen, 1999; Chen & Yu, 2003 ] is also possible.
On the other hand, chaos synchronization is a topic of intense research in the past decade, where many real-world systems synchronize among massive cells or nodes with full or almost full connections, such as in various biological neural networks [Hoppensteadt, 1997] , coupled lattices of VLSIs and CNNs [Dogaru, 2003] , and complex smallworld and scale-free networks [Wang & Chen, 2003] . Therefore, the results of this paper has clear practical value for this kind of engineering applications.
