In statistical planning of experiments, super-simple designs are the ones providing samples with maximum intersection as small as possible. Super-simple designs are also useful in other constructions, such as superimposed codes and perfect hash families etc. The existence of super-simple (v, 4, λ)-BIBDs have been determined for λ = 2, 3, 4 and 6. When λ = 5, the necessary conditions of such a design are that v ≡ 1, 4 (mod 12) and v ≥ 13. In this paper, we show that there exists a super-simple (v, 4, 5)-BIBD for each v ≡ 1, 4 (mod 12) and v ≥ 13.
Introduction
A group divisible design (or GDD), is a triple (X, G, B) which satisfies the following properties:
1. G is a partition of a set X (of points) into subsets called groups; 2. B is a set of subsets of X (called blocks) such that a group and a block contain at most one common point; 3. Every pair of points from distinct groups occurs in exactly λ blocks. The group type (or type) of a GDD is the multiset {|G| : G ∈ G}. We shall use an ''exponential'' notation to describe types: so type g A transversal design, TD(k, λ; n), is a (k, λ)-GDD of group type n k and block size k. When λ = 1, we simply write TD(k, n). It is well known that a TD(k, n) is equivalent to k − 2 mutually orthogonal Latin squares (MOLS) of order n. For a list of lower bounds on the number of MOLS for orders up to 10 000, we refer the reader to [1] . We shall denote by N(n) the maximum number of MOLS of order n.
In this paper, we shall employ the following known results. A design is called simple if it contains no repeated blocks. A design is said to be super-simple if the intersection of any two blocks has at most two elements. When k = 3, a super-simple design is just a simple design. When λ = 1, the designs are necessarily super-simple. In this paper, when we talk about super-simple BIBDs, we usually mean the case k ≥ 4 and λ > 1.
The term super-simple designs was introduced by Gronau and Mullin in [12] . The existence of super-simple designs is an interesting extremal problem by itself, but there are also some useful applications. For example, such super-simple designs are used in perfect hash families [18] and coverings [4] , in the construction of new designs [3] and in the construction of superimposed codes [17] . In statistical planning of experiments, super-simple designs are the ones providing samples with a maximum intersection as small as possible.
It is well known that the following are the necessary conditions for the existence of a super-simple (v, k, λ)-BIBD:
For arbitrary k and λ, the above necessary conditions are asymptotically sufficient (see [13] [14] [15] ). For the existence of super-simple (v, 4, λ)-BIBDs, the necessary conditions are known to be sufficient for λ = 2, 3, 4, 6. Gronau and Mullin [12] solved the case for λ = 2, and the corrected proof appeared in [16] . The λ = 3 case was solved independently by Khodkar [16] and Chen [6] . The λ = 4 case was solved independently by Adams et al. [2] and Chen [7] . The λ = 6 case was solved by Chen, Cao and Wei [8] . A recent survey on super-simple (v, 4, λ)-BIBDs with v ≤ 32 and all admissible λ can be found in [5] . We summarize these known results in the following theorem. 
In this paper we investigate the existence of super-simple (v, 4, 5)-BIBDs. Clearly, when k = 4 and λ = 5 the necessary condition becomes v ≡ 1, 4(mod 12) and v ≥ 13. We shall use direct and recursive constructions to show that the necessary condition is also sufficient.
Ref. [11] in Handbook of Combinatorial Designs was written when we are preparing this paper. So partial results of this paper are included in [11] without proofs and reference. Now we shall give a complete proof for the case λ = 5.
Recursive constructions
We shall use the following basic constructions, for which the proofs can be found in [7] . 
Construction 2.1 (Weighting
To present the next construction, we need the notation of a (v, w, k, λ)-IBIBD. An incomplete balanced incomplete block design (v, w, k, λ)-IBIBD is a triple (V , H, B) which satisfies the following properties:
1. V is a v-set of points, H is a w-subset of V (called a hole) and B is a collection of k-subsets of V (called blocks); 2. |H ∩ B| ≤ 1 for all B ∈ B; 3. any two points of V appear either in H or in λ blocks of B exactly. Now we give a recursive construction for super-simple BIBDs by using incomplete super-simple BIBDs. It's obvious that a (v, w, k, λ)-IBIBD is a (v, k, λ)-BIBD indeed when w ∈ {0, 1}. So, the following construction can be considered as a generalization of Construction 2.2. . In our proofs, we need the following result on super-simple TD(4, λ; v) which can be found in Hartman [14] .
Construction 2.3 (Filling in Holes). Suppose that there exists a super-simple
(k, λ)-GDD of type h 1 h 2 · · · h t , a super-simple (h i + s, s, k, λ)-IBIBD for each i (1 ≤ i ≤ t − 1), and a super-simple (h t + s, k, λ)-BIBD, then there exists a super-simple ( t i=1 h i + s, k, λ)-BIBD.
Lemma 3.1 ([14]). A super-simple TD(4, λ; v) exists if and only if
For the first two small values, Bluskov and Heinrich in [5] proved the following. We shall first use direct constructions to obtain super-simple (v, 4, 5)-BIBDs for some small values v and some supersimple (4, 5)-GDDs, which will be used as master designs or input designs in our recursive constructions. All of these designs have been found after computer-assisted searches. In fact, all of them have cyclic groups of automorphism of order v. So, they are cyclic designs.
The checking for super-simplicity can be done by a computer after developing the designs. But there are more economical ways to check the super-simplicity of cyclic designs. For details, we refer the reader to [5] .
In computer searching, a method we used in computer program is applying multipliers of blocks. Since our constructions are over Z v , we can use both the addition and the multiplication of Z v . We say that w ∈ Z * v is a multiplier of the design, if for each base block B = {x 1 , x 2 , x 3 , x 4 }, there exists some g ∈ Z v such that C = w·B+g = {w·x 1 +g, w·x 2 +g, w·x 3 +g, w·x 4 +g} is also a base block. We say that w ∈ Z * v is a partial multiplier of the design, if for each base block B ∈ M, where M is a subset of all the base blocks, there exists some g ∈ Z v such that C = w · B + g is also a base block.
In the computer program, we first choose a (partial) multiplier w. Otherwise, these are partial multipliers, and the algorithm tries to find the remaining base blocks. To decide the value of s is also important for the success of the algorithm. In practice, we usually let s be as large as possible at the beginning. Then the value of s is reduced if the search time is too long. Here, each of the above base blocks has to be multiplied by 10 i (mod 37) with 0 ≤ i ≤ 2. By developing all the base blocks modulo 37, we obtain the required design.
The following super-simple GDDs will be used as master designs or input designs in our recursive constructions. Proof. Let the point set be Z 27 and let the groups be {{i, 9 + i, 18 + i} : 0 ≤ i ≤ 8}. The required base blocks are divided into two parts: P and R, where P consists of some base blocks with a partial multiplier 2 of order 6, (i.e., each base block of P has to be multiplied by 2 i for 0 ≤ i ≤ 5), and R is the set of the remaining base blocks. We list P and R below. The desired super-simple design is generated by developing the base blocks modulo 27. (12) t .
For every t ∈ {5, 6, 8, 11}, let the point set be Z 12t and let the group set be {{i,
Below are the required base blocks, which are divided into two parts, P and R. Each of the base blocks of P has to be multiplied by m i with 0 ≤ i ≤ s − 1. The required design is generated by developing the following base blocks modulo 12t. To obtain the other three classes of super-simple (48t + s, 4, 5)-BIBDs, s ∈ {16, 28, 40}, we need the following lemma on 4-GDDs which can be found in [9] . we can obtain 16 blocks by +3 mod 48, these 16 blocks form a partition or a parallel class of Z 48 . In this way, we obtain 10
Thus we can obtain another 10 parallel classes 
