We show that parameterized versions of splitting theorems in Morse theory can be effectively used to generalize some famous bifurcation theorems for potential operators. In particular, such generalizations based on the author's recent splitting theorems [38, 39, 42, 43] and that of [8] are given though potential operators in [42, 43] have weaker differentiability, even discontinuous. As applications, we obtain many bifurcation results for quasi-linear elliptic Euler equations and systems of higher order.
Introduction
Let H be a real Hilbert space and U an open neighborhood of the origin θ ∈ H. For an open interval I in R, suppose that F ∈ C 0 (I × U, R) is Gâteaux differentiable in the second variable and that
possesses the trivial solution u = θ for each λ ∈ I. A point (µ, θ) ∈ I × H is called a bifurcation point of (1.1) if every neighborhood of it in I × H contains a solution (λ, u) of (1.1) with u = θ. Such a bifurcation point for potential operators has a long study history. For some special case of (1.1), after Krasnosel'skii [35] , Böhme [9] and Marino [46] studied it. A few years later, important progress had been made by Rabinowitz [53] , Fadelll and Rabinowitz [26, 27] . Since then there are many paper generalizing and improving their work, see [2, 3, 4, 13, 17, 19, 30, 33, 36, 47, 67] etc and references therein. The key first step of them is to reduce the problem to a finite dimensional situation via either the Lyapunov-Schmidt reduction or the center manifold theorems. Thus F was often assumed to be C 2 , except [48, 33, 36, 30, 13] , where functionals of class C 1,1 or even C 1 are considered. Moreover, the Morse theory methods need to use the splitting theorem and the shifting theorem, which are stated for C 2 functionals on Hilbert spaces [15, 47] , to inspect changes of critical groups of F(λ, ·) at θ as λ varies near µ. Recently, the author proved some splitting theorems for a class of non-C 2 functionals [37] - [43] , in particular, a new finite dimension reduction was used in [42, 43] under the following: Hypothesis 1.1. Let H be a Hilbert space with inner product (·, ·) H and the induced norm · , and let X be a dense linear subspace in H. Let U be an open neighborhood of the origin θ ∈ H, and let L ∈ C 1 (U, R) satisfy L ′ (θ) = 0. Assume that the gradient ∇L has a Gâteaux derivative B(u) ∈ L s (H) at every point u ∈ U ∩X, and that the map B : U ∩X → L s (H) has a decomposition B = P + Q, where for each x ∈ U ∩ X, P (x) ∈ L s (H) is positive definitive and Q(x) ∈ L s (H) is compact, and they also satisfy the following properties: (D1) All eigenfunctions of the operator B(θ) that correspond to non-positive eigenvalues belong to X. (D2) For any sequence (x k ) ⊂ U ∩ X with x k → 0, P (x k )u − P (θ)u → 0 for any u ∈ H.
(D3) The map Q : U ∩ X → L (H) is continuous at θ with respect to the topology on H.
(D4) For any sequence (x k ) ⊂ U ∩ X with x k → 0, there exist constants C 0 > 0 and k 0 ∈ N such that (P (x k )u, u) H ≥ C 0 u 2 for all u ∈ H and for all k ≥ k 0 . (This condition is equivalent to (D4*) in [38] by [43, Lemma 2.7] (or [42, Lemma 2.9] ). )
Let L ∈ C 1 (U, R) satisfy Hypothesis 1.1 with X = H, and let G ∈ C 1 (U, R) fulfill G ′ (θ) = θ. Assume that the gradient G ′ has the Gâteaux derivative G ′′ (u) ∈ L s (H) at any u ∈ U , which is a compact linear operator and satisfies G ′′ (u) → G ′′ (θ) as u → θ. Then for each λ ∈ R, L λ := L − λG also satisfies Hypothesis 1.1 with X = H. For a fixed λ * ∈ R, our parameterized splitting theorem [43, Theorem 2.16] (or [42, Theorem 2.19] ) can be used to reduce the bifurcation problem L ′ (u)−λG ′ (u) = θ near (λ * , θ) ∈ R×H to a finite dimension one DL • λ (z) = 0 for (λ, z) ∈ (λ * −δ, λ * +δ)×B H 0 (θ, ǫ), where H 0 = Ker(B(θ)) and L • λ is given by [43, (2.47) ] (or [42, (2.50) ]). Fortunately, under our assumptions each L • λ is also C 1 and (λ * −δ, λ * +δ) ∋ λ → L • λ ∈ C 1 (B H 0 (θ, ǫ)) is continuous. Hence we may carry out other arguments along [53, 26, 27, 17, 67, 3, 2] etc, and obtain many bifurcation theorems.
Chang [17] gave a proof of Rabinowitz bifurcation theorem [53] via Morse theory. We here present a method to generalize the Rabinowitz's theorem with parameterized splitting theorems and Canino's finite dimension version for an extension of the Rabinowitz's theorem by Ioffe and Schwartzman [30] . Take the above family of functionals, (λ * − δ, λ * + δ) ∋ λ → L • λ , as an example. The idea is to apply [13, Theorem 5.1] (see Theorem 3.1) to it. To this end we need to show that L • λ takes a local maximum at θ and a local minimum at θ respectively, as λ varies in two sides of λ * . An important observation is that these may be determined by computing critical groups of L • λ at θ ∈ H 0 . If λ * is an isolated eigenvalue of L ′′ (θ)u = λG ′′ (θ)u, then for each λ = λ * close to λ * the origin θ ∈ H is a nondegenerate critical point of L λ in the sense of [42, 43] . In particular, θ ∈ H is an isolated critical point of L λ and thus the origin θ ∈ H • is such an critical point of L • λ as well. Hence under some additional conditions we can compute critical groups of L • λ at θ ∈ H 0 with the parameterized shifting theorem proved in [42, 43] and arrive at our goals. For other splitting theorems, for example, [38, 39] and [8, 31] , once their parameterized versions are given the same arguments will yield corresponding generalizations of the Rabinowitz bifurcation theorem [53] in this way. We shall give corresponding two to [38] and [8] in Sections 5, 6 respectively. Moreover, replacing critical groups by local Floer homologies, a corresponding splitting theorem was given in [29] . Our methods can be generalized to this category and lead to some bifurcation results about for Hamiltonian systems and Lagrangian intersections on symplectic manifolds ( [45] ).
The paper is organized as follows. In Section 2, we give two generalizations of a result by Chow and Lauterbach [20] . Some generalizations of Krasnoselsi bifurcation theorem and Rabinowitz's one [53] are given in Section 3; we here also establish two multiparameter bifurcation results, Theorems 3.2, 3.3. In Section 4, we shall study the equivariant case; some previous bifurcation theorems, such as those by Fadelll and Rabinowitz [26, 27] were generalized so that they can be used to study variational bifurcation for the integral functionals as in [43, (1.3) ]. In Section 5, for potential operators of Banach-Hilbert regular functionals we develop parallel results to some bifurcation theorems in last two sections, and and corresponding conclusions to [2, 3] by Bartsch and Clapp. In Section 6, as concluding remarks we state corresponding bifurcation theorems to those in the last sections for potential operators for non-C 1 functionals in the framework of [38] without proofs (since they are almost same). As applications we obtain many bifurcation results for quasi-linear elliptic equations or systems in Section 7. In particular, when applying the theory in Section 5 to quasi-linear elliptic systems we do not need any growth conditions, suitable smoothness assumptions are sufficient, and insure that bifurcation solutions are also classical ones.
Generalizations of a bifurcation theorem by Chow and Lauterbach
Changes of Morse type numbers imply existence of bifurcation instants [9, 5] . Different generalizations are given in [20, 33, 59] . We here present extensions of [20] with helps of parameterized splitting theorems. Let H be a real Hilbert space, I an open interval containing 0 in R, and {B λ } λ∈I a family of bounded linear self-adjoint operators on H such that B λ − B 0 → 0 as λ → 0. Suppose that 0 is an isolated point of the spectrum σ(B 0 ) with n = dim Ker(B 0 ) ∈ (0, ∞), and that Ker(B λ ) = {0} ∀ ± λ ∈ (0, ε 0 ) for some positive number ε 0 ≪ 1. By the arguments on the pages 107 and 203 in [32] , for each λ ∈ (−ε 0 , ε 0 ) \ {0}, B λ has n eigenvalues near zero, and none of them is zero. In Kato's terminology in [32, page 107], we have the so-called 0-group eig 0 (B λ ) consisting of eigenvalues of B λ which approach 0 as λ → 0. Let r(B λ ) be the number of elements in eig 0 (B λ ) ∩ R − and (1) For some small δ > 0, λ → F λ is continuous at λ = 0 in C 1 (B H (θ, δ)) topology.
(2) For some small δ > 0, λ → F λ is continuous at λ = 0 in C 0 (B H (θ, δ)) topology; and for any sequences λ n → λ 0 in I and (u n ) ⊂B H (θ, δ) such that F ′ λn (u n ) → θ and (F λn (u n )) is bounded, there exists a subsequence u n k → u 0 ∈B H (θ, δ) with F ′ λ 0 (u 0 ) = 0. 
Proof. Step 1. This is a direct consequence of the stability of critical groups. In fact, since (0, θ) is not a bifurcation point of the equation (1.1), we may find 0 < ε 0 ≪ 1 and a small bounded neighborhood W of θ ∈ H with W ⊂ B H (θ, δ) such that for each λ ∈ (−ε 0 , ε 0 ) the functional F λ has a unique critical point θ sitting in W . Note that F λ is of class (S) + . We can assume that it satisfies the (PS) condition in W by shrinking W (if necessary). Thus if (1) holds, using the stability of critical groups (cf. [18, Theorem III.4] and [22, Theorem 5 .1]) we deduce C * (F λ , θ; K) = C * (F 0 , θ; K), ∀λ ∈ (−ε 0 , ε 0 ) (2.2)
by shrinking ε 0 > 0 (if necessary). If (2) is satisfied the same claim is obtained by [21, Theorem 3.6] .
Step 2. By a contradiction, suppose that (0, θ) is not a bifurcation point of the equation (1.1). Then we have (2.2) from (I). By (a), θ is a nondegenerate critical point of F λ . It follows from (2.2) and Theorem 2.1 in [43] (or [42] ) that all F λ , 0 < |λ| < ε 0 , have the same Morse index µ λ at θ ∈ H, i.e., (−ε 0 , ε 0 ) \ {0} ∋ λ → µ λ is constant. By [38, Proposition B.2] , each ̺ ∈ σ(d 2 F 0 (θ)) ∩ {t ∈ R − | t ≤ 0} is an isolated point in σ(d 2 F 0 (θ)), which is also an eigenvalue of finite multiplicity. (This can also be derived from [8, Lemma 2.2] ). Since 0 ∈ σ(d 2 F 0 (θ)) by (c), 0 is an isolated point of the spectrum σ(d 2 F 0 (θ)) and an eigenvalue of d 2 F 0 (θ) of the finite multiplicity by [8, Lemma 2.2] . We may assume σ(d 2 F 0 (θ))∩ {t ∈ R − | t ≤ 0} = {0, ̺ 1 , · · · , ̺ k }, where µ i has multiplicity s i for each i = 1, · · · , k. As above, by this, (b) and the arguments on the pages 107 and 203 in [32] , if 0 < |λ| is small enough, d 2 F λ (θ) has exactly s i (possible same) eigenvalues near µ i , but total dimension of corresponding eigensubspaces is equal to that of eigensubspace of ̺ i . Hence if λ ∈ (0, ε 0 ) (resp. −λ ∈ (0, ε 0 )) is small enough we obtain µ λ = µ 0 +r
). These and (d) imply µ λ −µ −λ = r
= 0 for small λ ∈ (0, ε 0 ), which contradicts the above claim that (−ε 0 , ε 0 ) \ {0} ∋ λ → µ λ is constant. Theorem 2.1(I) is [47, Theorem 8.9] if F ∈ C 2 (I × U, R) satisfies the second condition in (2) . Theorem 2.1(II) is a partial generalization of a bifurcation theorem in [20] . The latter requires: 1) F ∈ C 2 (I × U, R) (so (b) holds naturally), 2) 0 < dim Ker(d 2 F 0 (θ)) < ∞, 3) 0 is isolated in σ(d 2 F 0 (θ)), 4) the condition (d) is satisfied. Different from ours, the proof method in [20] is based on the center manifold theory. Kielhöfer [33] also gave a generalization the main result in [20] with a Lyapunov-Schmidt reduction and Conley's theorem on bifurcation of invariant sets. In our notations, his/her conditions are: D ⊂ H is a continuously embedded subspace having norm · D , F : I × D → R is differentiable, F u (λ, θ) = θ ∀λ ∈ I, and F u : I × D → H has a continuous Frechet derivative with respect to u in a neighborhood of (0, θ) ∈ I × D, and also assume that d 2 F 0 (θ) : D → H is a Fredholm operator of index zero having an isolated eigenvalue 0. Clearly, these assumptions and ours cannot be contained each other.
Based on the arguments in [37] , we may use Recall the basic assumption for the setting of [37, 38] .
Hypothesis 2.2. Let H be a Hilbert space with inner product (·, ·) H and the induced norm · , X a Banach space with norm · X , such that (S) of Appendix A is satisfied. For an open neighborhood U of the origin θ ∈ H, U ∩ X is also an open neighborhood of θ in X, denoted by U X . Let L : U → R be a functional satisfying the following conditions: (F1) L is continuous and continuously directional differentiable on U .
(F2) There exists a Gâteaux differentiable map A : U X → X, which is also strictly Fréchet differentiable at θ, 3 such that DL(x)[u] = (A(x), u) H for all x ∈ U X and u ∈ X.
(F3) There exists a map B from U X to the space L s (H) of bounded self-adjoint linear operators of
is a compact linear operator with the properties (D1)-(D4) in Hypothesis 1.1.
Corresponding Theorem 2.1, we have also another generalization in the setting of [37, 38] of bifurcation theorems in [20, 53] . See Section 6 for more results. 
above (F2) (with "strictly Fréchet differentiable at θ" being replaced by "continuous"), (F3), (C1) and (D), and that for some small
δ > 0, I ∋ λ → F λ is continuous at λ = 0 in C 1 (B H (θ, δ)) topology. Then (I) critical groups C * (F λ , θ; K) are
well-defined and have no changes as λ varies near
. This can be proved by suitably modifying the proof of Theorem 2.1. We mention that "Theorem 2.1 in [43] (or [42] )" in Step 2 of the proof of Theorem 2.1 should be replaced by [38, (2.7) ].
It is easily seen that assumptions of Theorem 2.3 and Kielhöfer's those in [33] cannot be contained each other too. Theorems 2.1, 2.3 are applicable for some examples in [34] .
Generalizations of Krasnoselsi's and Rabinowitz's bifurcation theorems
We shall discuss generalizations of bifurcation theorems for potential operators due to Krasnoselsi [35] and Rabinowitz [53] . As said in Introduction, some of them will reduce to the following result, which may be obtained as a corollary of [30 
which is a compact linear operator and satisfies
If ( λ * , θ) ∈ R n × U is a (multiparameter) bifurcation point for the equation 
Passing to a subsequence, if necessary, we can assume 
Clearly, we may assume that (u k ) ⊂ B H (θ, η 0 ). Note that G ′ j (θ) = θ, j = 1, · · · , n, and
Using the Mean Value Theorem we have a sequence 5) where the final limit is because all G ′′ j (θ) are compact and
by (3.3). As in (3.5) we have also
It follows from these and (3.4) that
and hence v * = θ. We also need to prove that v * and λ * satisfy (3.2). To this end, obverse that
As in (3.5) we may prove that 9) and that for some sequence (τ k ) ⊂ (0, 1), depending on (u k ) and h, 
That is, λ * is an eigenvalue of (3.2).
Finally, if λ * = 0, then (3.5) should be changed into
, and hence v * = θ. Similarly, we have
This, (3.8) and (3.10) yield the expected equality F ′′ (θ)v * = θ. ✷ [53] . The following results partially generalize Rabinowitz bifurcation theorem in [53] . 
Generalizations of Rabinowitz bifurcation theorem
(B) G j ∈ C 1 (U, R), j = 1, · · · , n, satisfy G ′ 1 (θ) = · · · G ′ n (θ) = θ, and each gradient G ′ j has the Gâteaux derivative G ′′ j (u) at any u ∈ U ,
which is a compact linear operator and satisfies
(C) λ * is an isolated eigenvalue of (3.2) , (writting H( λ * ) the solution space of (3.2) with λ = λ * ). 
, and there exists λ ∈ R n \ { 0} such that the symmetric bilinear form
has different Morse indexes and coindexes.
Then ( λ * , θ) ∈ R n × U is a bifurcation point of (3.1) . Moreover, if for some µ ∈ R n \ { 0} with very small |µ|, the form d 2 L • µ (θ) on H( λ * ) is either positive definite or negative one, then one of the following alternatives occurs:
(ii) for every t near 0 ∈ R there is a nontrivial solution u t of (3.1) with λ = t µ + λ * converging to θ as t → 0;
(iii) there is an one-sided neighborhood T of 0 ∈ R such that for any t ∈ T \ {0}, (3.1) with λ = t µ + λ * has at least two nontrivial solutions converging to zero as t → 0.
(Clearly, when the second case in (E) occurs, " µ ∈ R n \ { 0} with very small |µ|, the form
Proof. Step 1. Prove that ( λ * , θ) ∈ R n × U is a bifurcation point of (3.1) . 
is not a bifurcation point of (3.1). Then as in the proof of Theorem 2.1(I) we may find 0 < η ≪ 1 withB H (θ, η) ⊂ U such that after shrinking δ > 0 in [ 
We may also shrink ǫ > 0, r > 0, s > 0 and W in [ 
(This can also be derived from the stability of critical groups as before.) 
On the other hand, for every λ ∈ [−δ, δ] n \ { 0}, by (3.11) the nondegenerate quadratic forms on (3.12) . Hence the same reasoning leads to a contradiction.
Step 2. Prove the second claim. By replacing µ by − µ we may assume that the form
any one of (i) and (ii) does not hold, then there exists ǫ ∈ (0, 1) such that the origin θ ∈ H( λ * ) is an isolated critical point of
is negative (resp. positive) definite for each t in (0, ǫ] (resp. [−ǫ, 0)). Thus Theorem 3.1 implies that for some onesided neighborhood T of 0 ∈ [−ǫ, ǫ] and any t ∈ T \ {0} the functional L • t µ has two distinct nontrivial critical points z t,1 and z t,2 converging to θ ∈ H( λ * ) as t → 0. Then u t,j = z t,j + ψ(t µ + λ * , z t,j ), j = 1, 2, are two nontrivial solutions of (3.1) with λ = t µ + λ * , and both converge to zero as t → 0. Here ψ is as in [43 For the sake of simplicity, consider the case n = 1 and write G = G 1 . Then (3.1) and (3.2) become
respectively.
Theorem 3.4. Let F, G = G 1 ∈ C 1 (U, R) be as in Theorem 3.2, and λ * ∈ R an isolated eigenvalue of (3.16) . Suppose that the Morse indexes of L λ = F − λG at θ ∈ H take values µ λ * and µ λ * + ν λ * as λ ∈ R varies in both sides of λ * and is close to λ * , where µ λ * and ν λ * are the Morse index and the nullity of L λ * at θ, respectively. Then (λ * , θ) ∈ R × U is a bifurcation point for the equation (3.15) and one of the following alternatives occurs:
is not an isolated solution of (3.15) in {λ * } × U .
(ii) for every λ ∈ R near λ * there is a nontrivial solution u λ of (3.15) converging to θ as λ → λ * ;
(iii) there is an one-sided neighborhood Λ of λ * such that for any λ ∈ Λ \ {λ * }, (3.15) has at least two nontrivial solutions converging to zero as λ → λ * .
Moreover, if λ * = 0, we only need to require that the gradient G ′ has the Gâteaux derivative G ′′ (u) at any u ∈ U and satisfies
Proof. Take δ > 0 such that [λ * − δ, λ * + δ] \ {λ * } contains no eigenvalues of (3.16). Then θ ∈ H is a nondegenerate critical point of L λ for each λ ∈ [λ * − δ, λ * + δ] \ {λ * }. By the hypothesis of Theorem 3.4 we first assume that µ λ (the Morse index of L λ ) satisfies 
, we have ǫ > 0 and a unique continuous map ψ :
where P ⊥ is the orthogonal projection onto (H 0 ) ⊥ , and that the functional
is of class C 1 , whose differential is given by
Hence the problem is reduced to finding the critical points of L • λ near θ ∈ H 0 for λ near λ * . Now using [43, 
(3.21)
Step 1. Prove the first claim. This can be derived from Theorem 3.3 or as in Step 1 of the proof of Theorem 3.3 (or Theorem 2.1). Here we present another slightly different proof method, which can also be used in Section 5. Suppose now that (λ * , θ) ∈ R × U is not a bifurcation point of (3.15) . Then (λ * , θ) ∈ R × H 0 is not a bifurcation point of DL • λ (z) = 0 in H 0 . Hence as in Step 1 of the proof of Theorem 2.1 we have 0 < η < ǫ such that for each 
Step 2. Suppose that (i) does not hold. By shrinking δ > 0, we conclude
(This does not mean that there exists ǫ > 0 such that L λ has a unique critical point θ in B H (θ, ǫ) for each λ ∈ [λ * − δ, λ * + δ]!) Hence if θ ∈ H 0 is a local maximizer (resp. minimizer) of L • λ , it must be strict.
For a C 1 function ϕ on a neighborhood of the origin θ ∈ R N we may always findφ ∈ C 1 (R N , R) such that it agrees with ϕ near θ ∈ R N and is also coercive (so satisfies the (PS)-condition). Suppose that θ is an isolated critical point of ϕ. By Proposition 6.95 and Example 6.45 in [49] we have 22) and 
By this and Theorem 3.1, one of the following possibilities occurs:
(1) for every λ ∈ R near λ * , L • λ has a nontrivial critical point converging to θ ∈ H 0 as λ → λ * ;
(2) there is an one-sided neighborhood Λ of λ * such that for any λ ∈ Λ \ {λ * }, L • λ has two nontrivial critical points converging to zero as λ → λ * .
Obviously, they lead to (ii) and (iii), respectively.
Next, assume that µ λ = µ λ * + ν λ * for λ ∈ [λ * − δ, λ * ), and µ λ = µ λ * for λ ∈ (λ * , λ * + δ]. Then we may obtain
. (3.24) This also leads to (ii) and (iii). Finally, if λ * = 0, the conclusion may be obtained as in Step 3 of the proof of Theorem 3.3.
From the proof of Theorem 3.4 it is easily seen that (i) of Theorem 3.4 may be replaced by "θ ∈ H • is not an isolated critical point of L • λ * ". In fact, they are equivalent in the present case. 
Proof. It suffices to prove that the conditions of Theorem 3.4 are satisfied. As in the proof therein we have δ > 0 such that θ ∈ H is a nondegenerate critical point of L λ for each λ ∈ [λ * − δ, λ * + δ] \ {λ * }. This is equivalent to the fact that θ ∈ H is a nondegenerate critical point of the functional
H → H is positive definite, and Q(θ), G ′′ (θ) : H → H are compact, it is easy to prove that on a small closed ballB H (θ, δ) the families {F λ | λ ∈ [λ * − δ, λ * )} and {F λ | λ ∈ (λ * , λ * + δ]} satisfy the conditions for continuity of the critical groups ( [47, Theorem 8.9] ). Hence C * (F λ , θ), λ ∈ [λ * − δ, λ * ), are all isomorphic, and the same claims hold true for C * (F λ , θ), λ ∈ (λ * , λ * + δ]. It follows that
(This can also be proved as in the proof of Theorem 5.2 by directly using the shifting theorem and the stability for critical groups for families 
is semi-negative we may prove that µ λ = µ λ * for all λ ′ ∈ (λ * , λ * + δ], and
It is natural to ask when λ * is an isolated eigenvalue of (3.2). We also consider the case n = 1 merely. Suppose that F ′′ (θ) is invertible. (Since F ∈ C 1 (U, R) satisfies Hypothesis 1.1 with X = H, F ′′ (θ) cannot be negative definite in this situation.) Then 0 is not an eigenvalue of (3.16), and λ ∈ R \ {0} is an eigenvalue of (3.16) if and only if 1/λ is an eigenvalue of the compact linear self-adjoint operator
. By Riesz-Schauder theory, the spectrum of L, σ(L), contains a unique accumulation point 0, and σ(L)\{0} is a real countable set of eigenvalues of finite multiplicity,
) and Theorem 3.2 , and λ * = λ k 0 an eigenvalue of (3.16) . Suppose that the operator F ′′ (θ) is invertible (so λ * = 0) and also satisfies one of the following two conditions: Corollary 3.6 . We only need to prove that the conditions of Theorem 3.4 are satisfied.
Then by (3.27) we obtain
Since λ * = λ k 0 (is an isolated eigenvalue), we have ε > 0 such that (λ * − 2ε, λ * + 2ε) \ {λ * } has no intersection with {λ k } ∞ k=1 . By (3.28) it is easy to verify that
where ν λ * = dim H k 0 is the nullity of L λ * at θ. The expected result is proved in this case.
Since λ * = λ k 0 , as in (3.29) it follows from these that
where ν
) is the positive (resp. negative) index of inertia of
These lead to the desired conclusions again. ✷
Bifurcation for equivariant problems
In this section we shall generalize Fadell-Rabinowitz theorems [26, 27] in the setting of Section 3. Others will be given in Sections 5, 6.
Bifurcations starting at a trivial critical orbit.
The following is a direct generalization of Fadell-Rabinowitz theorems [26, 27] . 
is not an isolated solution of (3.15) in {λ * } × U ;
(ii) there exist left and right neighborhoods Λ − and Λ + of λ * in R and integers n + , n − ≥ 0, such that
In addition, if λ * = 0, we only need to require that the gradient G ′ has the Gâteaux derivative G ′′ (u) at any u ∈ U and satisfies
Proof. The first claim follows from Theorem 3.4. For others, as in the proof there, we assume that (i) does not hold. Then θ ∈ H 0 is a unique critical orbit of the functional
by shrinking δ > 0 and ǫ > 0 if necessary, and we have either (3.23) 
See [42] for a complete proof. Notice that this is true for any compact Lie group G.
we can repeat the constructions in [53, §1] and [26, §8] to obtain:
Lemma 4.4. Both T + and T − are G-invariant compact subsets of ∂Q, and also satisfy [26, (2.13) ], butQ and g(λ, v) are replaced by Q and L • λ (z), respectively. We can modify the proof of (i) on the page 54 of [26] as follows:
The first paragraph tells us that either (3.23) or (3.24) holds. Assume that (3.23) is true. For each
Other arguments are same. Hence we obtain:
λ has at least l distinct pairs of nontrivial critical points converging to θ as λ → λ * . These two claims together yield the desired result.
If (3.24) holds true, we get: if λ ∈ (λ * , λ * + δ] (resp. λ ∈ [λ * − δ, λ * )) is close to λ * , L • λ has at least l (resp. k) distinct pairs of nontrivial critical points, which also converge to θ as λ → λ * . So the expected result is still obtained.
Similarly, for c j defined by [27, (8.56 )], we may replace [27, (8.58) 
and then repeat the arguments in [27, §8] to complete the remaining proof. Of course, we also want to use the fact that Fadell-Rabinowitz bifurcation theorems [26, 27] were generalized to the case of arbitrary compact Lie groups by Bartsch and Clapp [3] , Bartsch [2] . Under some assumptions they were generalized to our setting in [42] . We shall present their generalizations in other frameworks, see Sections 5,6. 
21])). (i)
Let G be a compact Lie group, and let H be a C 3 Hilbert-Riemannian G-space (that is, H is a C 3 G-Hilbert manifold with a Riemannian metric ((·, ·)) such that T H is a C 2 Riemannian G-vector bundle, see [68] ).
, under any C 3 local chart the functional L has a Gâteaux differentiable gradient map), and O is an isolated critical orbit which is a C 3 critical submanifold with Morse index µ O . Hypothesis 4.7. Under Hypothesis 4.6, let for some Under Hypothesis 4.7, we say O to be a bifurcation G-orbit with parameter λ * of the equation
if for any ε > 0 and for any neighborhood
2) with some λ ∈ (λ * − ε, λ * + ε). Note that the orthogonal complementary of
and λ ∈ R \ {0} is an eigenvalue of (4.3) if and only if 1/λ is an eigenvalue of compact linear selfadjoint operator 4) and
O is a nondegenerate critical orbit of L λ if and only if λ is not an eigenvalue of (4.3). .2) if one of the following two conditions holds: a) L ′′ (x 0 ) ⊥ is positive, and
where
is either positive or negative" again.
Proof. Let µ λ denote the Morse index of L λ at O, λ * = λ k 0 for some n 0 ∈ N, and let ν λ * be the nullity of L λ * at O, i.e., ν λ * = dim N O k 0 x 0 . As in the proof of Theorem 3.4 we have ε > 0 such that
if L ′′ (x 0 ) ⊥ is positive, and 
Now, by a contradiction, assume that O is not a bifurcation G-orbit with parameter λ * of (4.2). Since we have δ ∈ (0, ε] such that O is a nondegenerate critical orbit of L λ for each λ ∈ [λ * − δ, λ * + δ] \ {λ * }, shrinking this δ we may assume that O is an unique critical orbit of
. By Claim A we may use [16, Theorem 5.1.21] (or as in [19] ) to deduce
It has been seen below (
If (a) is satisfied, then L ′′ (x 0 ) ⊥ is positive. By (4.5), (4.7) and (4.10) we deduce
. This contradicts (4.9). If b) holds, by (4.8), (4.10) and (4.6) we have
for any λ ′ ∈ [λ * − δ, λ * ) and λ ′′ ∈ (λ * , λ * + δ], which also contradicts (4.9). In this case, suppose also that L ′′ (x 0 ) ⊥ is either positive or negative on N O k 0 x 0 . We may replace (4.6) by (4.5). In fact, it follows from (4.8) that we have either (4.7) or
So for any λ ′ ∈ [λ * − δ, λ * ) and λ ′′ ∈ (λ * , λ * + δ], (4.5) and (4.10)-(4.11) lead to
and we also arrive at a contradiction to (4.9).
Corresponding to Corollary 3.5, we have 
, H)-regular functionals with critical point θ ∈ X, and let A 1 , B 1 and A 2 , B 2 be the corresponding operators with these two functionals, respectively. Assume that λ * ∈ R is an eigenvalue of finite multiplicity of
and that for each λ near λ * the operator B λ := B 1 (θ) − λB 2 (θ) satisfies the following properties: 
is the direct sum decomposition of Banach spaces, which corresponds to the spectral sets {0}, σ + (B λ | X ) and σ − (B λ | X ) (resp. σ + (B λ | X ) and σ − (B λ | X )). In the present case, the nullity ν λ and the Morse index µ λ of the functional F λ = L 1 − λL 2 at θ are equal to dim H 0 λ (the nullity) and dim H − λ (Morse index) of the quadratic form (B λ u, u) on H, and both are finite.
Then by Theorem A.5 there exist numbers ρ > 0 and ǫ > 0, a (unique)
and
is of class C 2 , has first-order and second-order derivatives at
The map z → z +h(λ, z) induces an one-to-one correspondence between the critical points of F • λ near θ ∈ H 0 λ * and those of F λ near θ ∈ X. So (after shrinking ρ > 0 and ǫ > 0 if necessary) θ ∈ H 0 λ * is an isolated critical point of F • λ if and only if θ ∈ X is such a critical point of F λ . By the assumptions, ν λ * = dim H 0 λ * and µ λ * = dim H − λ * are finite. If θ ∈ X is an isolated critical point of F λ , then Corollary A.6 implies that for any Abel group K,
As in the proof of [43, Claim 2.17] we may show: if θ ∈ X is a nondegenerate critical point of F λ , i.e., Ker(B λ ) = {θ}, then θ ∈ H 0 λ * is such a critical point of F • λ too. Now under Hypothesis 5.1 we reduce the bifurcation problem near (λ * , θ) ∈ R×X for the equation
to one near (λ * , θ) ∈ R × H 0 λ * for the equation
Instead of analogues of Theorem 3.4 we only give their corollaries. (ii) for every λ ∈ R near λ * there is a nontrivial solution u λ of (5.9) in B X (θ, δ), which converges to θ as λ → λ * ; (iii) there is an one-sided neighborhood Λ of λ * such that for any λ ∈ Λ \ {λ * }, (5.9) has at least two nontrivial solutions in B X (θ, δ), which converge to θ as λ → λ * .
Proof. Since λ * ∈ R is an isolated eigenvalue of (5.1) we may shrink the above ρ > 0 so that [λ * − ρ, λ * + ρ] contains a unique eigenvalue λ * of (5.1). From this and Hypothesis 5.1 we deduce that θ ∈ X is a nondegenerate critical point of F λ for each λ ∈ [λ * − ρ, λ * + ρ] \ {λ * }. By Theorem A.2 it is isolated and for µ λ = dim H − λ it holds that
These and (5.8) imply that for each λ ∈ [λ * − δ, λ * + ρ] \ {λ * },
∈ R is of class C 1 , using the stability of critical groups for families {F • λ | λ * − ρ ≤ λ < λ * } and {F • λ | λ * < λ ≤ λ * + ρ} it follows from (5.12) that
Because of (b) and (c), we may apply [1, Proposition 2.3.3] to the quadratic form (B λ u, u) on H, and as in the proof of Corollary 3.5 we use (5.13) to derive
These and (5.12) lead to
for any j ∈ N 0 if B 2 (θ) ≥ 0, and 
) has at least n − (resp. n + ) distinct G-orbits of solutions different from θ, which converge to θ as λ → λ * .
We also want to list generalizations of some results in [2, 3] 
For each λ ∈ Λ := [λ 0 − ρ, λ 0 + ρ], let ϕ λ be the flow oḟ
By (iii) of Hypothesis 5.5, for each λ = λ 0 , θ ∈ X is a nondegenerate critical point of F λ , and so
Denote by G the set of orbits occurring on SH 0 λ 0
. Let h * be any continuous, multiplicative, equivariant cohomology theory such that kern(h * (pt) → h * (G/G 1 )) is a finitely generated ideal for all G/G 1 ∈ G , where G 1 is a closed subgroup of G. For a G-space X let ℓ(X) denote the (G , h * )-length of it used in [3] . The above arguments show that for λ < λ 0 < µ close to λ 0 , the number
is well-defined, and (cf. [3] )
if the group G has the property that ℓ(SM ) = c · dim M for every G-module M with M G = {θ}.
Replacing the flow of (4.1) with that of (5.14), we may obtain the corresponding result with the part b) of [3, 
(ii) there exist left and right neighborhoods Λ l and Λ r of λ 0 in R and integers i l , i r ≥ 0 such that i l + i r ≥ d and for any λ ∈ Λ l \ {λ 0 } (resp. λ ∈ Λ r \ {λ 0 }), (5.9) has at least i l (resp. i r ) distinct nontrivial solution orbits, which converge to θ as λ → λ 0 .
Suppose further that A λ depends on λ in C 1 way, which implies that the gradient of F • λ is dependent on λ in C 1 way. Letφ λ be the flow oḟ
and let h : 
is a (local) center manifold associated to (5.17) , and that for λ = λ 0 the tangent space of the unstable manifold of the isolated critical orbit θ of F • λ is just F − λ . Having these, we may immediately get the corresponding theorems to Theorems 7.10, 7.11 in [2] , and then use them to deduce the generalizations of Theorem 7.12 and Corollary 7.13 in [2] , respectively. The detailed arguments are omitted.
Remark 5.7. The first claim in Hypothesis 5.1(ii) is a regularity condition. Actually, as showed in applications to partial differential equations ([8, p.603]) Hypothesis 5.1(i) is reduced to a regularity problem as well. These are similar to (C2) in Hypothesis 2.2. Thus for the operators B 1 (θ) and B 2 (θ) in the above several theorems, the corresponding Hypothesis 5.1(i) can be reduced to such regularity conditions. Concretely, suppose that B 2 (θ) is compact, B 1 (θ) satisfies (b) of Theorem 5.2 and (A) P 1 (resp. Q 1 ) restricts to a linear continuous (resp. compact) operator from X to itself, denoted by P 1 | X (resp. Q 1 | X ), which is also symmetric with respect to (·, ·) H ,
) is equivalent to the regularity: u ∈ H and P 1 u ∈ X imply u ∈ X.) Let R 1 be the positive square root of P 1 | X . It is also invertible.
They are also C 2 functionals satisfying the conditions (a)-(e) in Appendix A, and the corresponding operatorsÃ i andB i satisfỹ
Clearly, near (λ * , θ) ∈ R × X the bifurcation problem (5.9) is equivalent to
(5.18)
1 . By (ii) of Hypothesis 5.1, λ * ∈ R is an eigenvalue of (5.1) if and only if it is an eigenvalue of
The latter is equivalent tõ 19) and they have the same multiplicity. Since
1 is a compact operator on X and symmetric with respect to (·, ·) H . The following Proposition 5.8 shows that the spectrum ofB λ | X is real, more precisely, each number of σ(B λ | X ) \ {1} is a real eigenvalue ofB λ | X . In particular,B λ | X satisfies (i) of Hypothesis 5.1. Hence instead of checking the latter in the above theorems it suffices to prove that (A) and (B) are satisfied.
Proposition 5.8. Under the assumptions (A) and (B) above, if
Proof. For brevity, we omit subscripts in L , A 1 , B 1 and
If B(θ)| X is injective, the conclusion had been proved in Lemma 1 on the page 165 of [63] . Otherwise, we can modify the proof therein as follows. Consider the complexification of H and X, H C = H + iH and X C = X + iX. (The norm on the latter is taken as | x 1 + ix 2 | = max θ x 1 cos θ + x 2 sin θ , cf., [23, p.14] ). In natural ways we may extend (·, ·) H and d 2 L (θ) into a Hermite inner product ·, · H and a Hermite bilinear form B on H C , respectively. Let C be the natural complex linear extension of Q| X on X C . It is compact, and B := id X C + C is the natural complex linear extension of B(θ)| X on X C . Both C and B are also symmetric with respect to ·, · H , and satisfies B(w, w ′ ) = Bw, w ′ C for any w, w ′ ∈ X C . Let N = Ker(B). It is of finite dimension. Denote by Y the intersection of X C and the orthogonal complement of N in (H C , ·, · H ). It is an invariant subspace of B, and we have a direct sum decomposition of Banach spaces, X C = N ⊕ Y . Let λ ∈ σ(B). Then λ − 1 is in σ(C). But each number of σ(C) \ {0} is an eigenvalue of C. Hence λ is an eigenvalue of B. Take an eigenvector w = θ belonging it. We can assume w ∈ Y . Since B(w, w) is real, andλB(w, w) = B(w, Bw) = Bw, Bw H > 0, we getλ ∈ R.
Concluding remarks
As in Theorem 2.3, many bifurcation theorems in last three sections can be given in the setting of [37, 38] , which is more suitable for variational problems in Finsler geometry ( [41] ). We are only satisfied to state a few of them. By the proof of [38, Theorem 2.1] we may directly obtain its parameterized version. 
B 2 ) satisfy (S), (F1)-(F3) and (C1) in Hypothesis 2.2, and
A i ∈ C 1 (U X , X), i = 1, 2. Suppose that λ * is an eigenvalue of B 1 (θ)v − λB 2 (θ)v = 0, v ∈ H,(6.
negative definite and zero spaces of B(θ).
Denote by P 0 and P ± the orthogonal projections onto H 0 and H ± = H + ⊕ H − , and by X * = X ∩ H * for * = +, −, and by X ± = P ± (X). Then there exist small δ > 0, ǫ > 0, a (unique) C 1 map
satisfying ψ(λ, θ) = θ ∀λ ∈ [λ * − δ, λ * + δ] and
an open neighborhood W of θ in H and an origin-preserving homeomorphism
is of class C 2 , its first-order and second-order differentials at z 0 ∈ B H 0 (θ, ǫ) are given by
(iii) if a compact Lie group G acts on H orthogonally, which induces C 1 actions on X, U and L k (k = 1, 2) are G-invariant (and hence H 0 , H ± are G-invariant subspaces), then for each λ ∈ [λ * −δ, λ * +δ], the above maps ψ(λ, ·) and Φ λ (·, ·) are G-equivariant, and F • λ is G-invariant.
Under the assumptions of Theorem 6.1, the tuple (H, X, Y, U, F, A 1 − λA 2 , B 1 − λB 2 ) satisfy (S), (F1)-(F3) and (C1) in Hypothesis 2.2 for each real λ. Moreover, it also fulfils (C2) and (D1) in Hypothesis 2.2 for λ = λ * , and (D2)-(D4) in Hypothesis 1.1 for each real λ close to λ * . Take η > 0 so small that B H 0 (θ, η) ⊕ B X ± (θ, η) ⊂ U X . Since B(θ)| X ± is a Banach space isomorphism from X ± onto itself, applying the implicit function theorem to the C 1 map
near (λ * , θ) we may get (6.2) and (6.3). 8) and one of the following alternatives occurs:
is not an isolated solution in {λ * } × U X of the equation
(ii) for every λ ∈ R near λ * there is a nontrivial solution u λ of (6.9) in U X , which converges to θ in X as λ → λ * ;
(iii) there is an one-sided neighborhood Λ of λ * such that for any λ ∈ Λ \ {λ * }, (6.9) has at least two nontrivial solutions in U X , which converge to θ in X as λ → λ * . Hypothesis 6.5. Under the assumptions of Theorem 6.1, let G be a compact Lie group acting on H orthogonally, which induces C 1 an action on X. Suppose that U and L i (i = 1, 2) are G-invariant, and that the associated eigenvalue λ * is isolated (this is true if the operator B 1 (θ) is invertible).
Similarly, by making some slight modifications for the proof of Theorem 4.1 we may obtain the corresponding results with it and Corollary 4.5. Theorem 6.6. Under Hypothesis 6.5, let H 0 be the eigenspace of (3.16 ) associated with λ * . Suppose that the Morse indexes of F λ = L 1 − λL 2 at θ ∈ H take values µ λ * and µ λ * + ν λ * as λ ∈ R varies in both sides of λ * and is close to λ * , where µ λ * and ν λ * are the Morse index and the nullity of F λ * at θ, respectively. Then (λ * , θ) ∈ R × U is a bifurcation point for the equation (6.8) . Moreover, if the Lie group G is equal to Z 2 (resp. S 1 , dim H 0 ≥ 2 and the unit sphere in H 0 is not a G-orbit), then one of the following alternatives holds:
(ii) there exist left and right neighborhoods Λ − and Λ + of λ * in R and integers n + , n − ≥ 0, such that n + + n − ≥ dim H 0 (resp. 1 2 dim H 0 ) and for λ ∈ Λ − \ {λ * } (resp. λ ∈ Λ + \ {λ * }), (6.9) has at least n − (resp. n + ) distinct G-orbits of solutions different from θ, which converge to θ in X as λ → λ * . 
) is G-invariant and its gradient is
for z ∈ B H 0 (θ, ǫ) ∩ H 0 by (6.6). Replacing the flow of (5.14) and the space H 0 λ * by that ofż = −∇F • λ (z) and the space H 0 , respectively, let d be defined by (5.15). Corresponding to Theorem 5.6 we may get another generalization of [3, Theorem 3.1].
Theorem 6.9. Under Hypothesis 6.8, suppose that all eigenspaces of the eigenvalue problem (6.1) are contained in X (so E λ ⊂ X). If the number d is positive, then (λ * , θ) ∈ R × U is a bifurcation point for the equation (6.8) and one of the following alternatives occurs:
(i) (λ * , θ) is not an isolated solution in {λ * } × U X of the equation (6.9 
);
(ii) there exist left and right neighborhoods Λ l and Λ r of λ * in R and integers i l , i r ≥ 0 such that i l + i r ≥ d and for any λ ∈ Λ l \ {λ * } (resp. λ ∈ Λ r \ {λ * }), (6.9) has at least i l (resp. i r ) distinct nontrivial solution orbits, which converge to θ in X as λ → λ * .
Under Hypothesis 6.8, the corresponding generalizations of Theorem 7.12 and Corollary 7.13 in [2] can also be stated directly. A more general version of Theorem 6.1 as Theorem A.5 may be proved and therefore these and Theorem 6.9 may be given in that setting.
Corresponding to Theorem 6.1 and bifurcation theorems above we may write the parameterized versions of the splitting lemmas at infinity in [39] , and then use them to derive some theorems of bifurcations at infinity. Of course, it is also possible to give corresponding bifurcation results at infinity with those of Sections 2, 3, 4. These will be explored later.
Bifurcations for quasi-linear elliptic systems
We always assume integers N ≥ 1, n > 1, N 0 = N ∪ {0} and Ω ⊂ R n to be a bounded domain with boundary ∂Ω. See [44] for case n = 1. (In fact, many arguments can be generalized to the case of unbounded domains Ω ⊂ R n with [66] .) Moreover, we shall not pursue that our results are given in the weakest condition, and are only satisfied with showing our methods. (For example, we only consider the Dirichlet boundary conditions in many results; other boundary problems will be considered.) After some preliminaries in Section 7.1 we give a few bifurcation results for quasi-linear elliptic systems with growth restrictions in Section 7.2. As applications of theorems in Section 5, some bifurcation theorems for quasi-linear elliptic systems without growth restrictions are obtained in Section 7.3. In Section 7.4 we study bifurcations from deformations of domains and generalize previous results. To shorten the length of the article, we do not consider to use our methods improving bifurcation results for geometric variational problems such as [10] and [6, 7] , etc.
Structural hypotheses and preliminaries
In [43] we introduced the following (denoted by Hypothesis F 2,N in [42] ). Hypothesis F 2,N,m,n . For each multi-index γ as above, let
and for each two multi-indexes α, β as above, let 2 αβ = 2 βα be defined by the conditions
∈ R be twice continuously differentiable in ξ for almost all x, measurable in x for all values of ξ, and F (·, ξ) ∈ L 1 (Ω) for ξ = 0. Suppose that derivatives of F fulfill the following properties:
There exists a continuous, positive, nondecreasing functions g 1 such that for i, j = 1, · · · , N and
(7.1) (iii) There exists a continuous, positive, nondecreasing functions g 2 such that
. Note: If m ≤ n/2 the functions g 1 and g 2 should be understand as positive constants.
In [43, Proposition A.1] it was proved that Hypothesis F 2,N,1,n is weaker than the controllable growth conditions (abbreviated to CGC below) [28, page 40] (that is, the so-called 'common condition of Morrey' or 'the natural assumptions of Ladyzhenskaya and Ural'tseva' [28, page 38,(I)]). CGC: Ω × R N × R N ×n ∋ (x, z, p) → F (x, z, p) ∈ R is of class C 2 , and there exist positive constants ν, µ, λ, M 1 , M 2 , such that
Moreover, if F = F (x, p) does not depend explicitly on z, the first three lines are replaced by
A bounded domain Ω in R n is said to be a Sobolev domain for (2, m, n) if the Sobolev embeddings theorems for the spaces W m,2 (Ω) hold. Let W m,2 0 (Ω, R N ) be equipped with the usual inner product 
to V is bounded on any bounded subset, of class C 1 , and the derivative F ′ V ( u) of it at u is given by
V also satisfies the following properties:
Theorem 7.2. Under assumptions of Theorem 7.1, suppose that (iii) in Hypothesis
0 (Ω, R N ), the final terms in the definitions of P and Q may be deleted.) Then D(∇F V ) = P + Q, and
(ii) for every given R > 0 there exist positive constants C(R, n, m, Ω) such that
is continuous, and Q( u) is completely continuous for each u;
(iv) for every given R > 0 there exist positive constants C j (R, n, m, Ω), j = 1, 2 such that [57, 51] . In particular, Ω ⊂ R n may be replaced by the torus T n = R n /Z n . In this situation, F in Hypothesis F 2,N,m,n is understood as a function R n × m k=0 R N ×M 0 (k) , which is not only 1-periodic in each variable x i , i = 1, · · · , n, but also satisfies Hypothesis The tori T n and T 1 act on W m,2 (T n , R N ) by the isometric linear representations
The set of fixed points of the action in (7.7), Fix(T n ), consists of all constant vector functions from T n to R N . Under Hypothesis 7.4 with Ω replaced by T n , every critical orbit different from points in Fix(T n ) must be homeomorphic to some T s , 1 ≤ s ≤ n.
If S 1 = T 1 acts on R n by the orthogonal representation, and Ω is symmetric under the action, we get a S 1 action on W m,2 (Ω, R N ) and W m,2
There exists a natural Z 2 -action on W m,2 (Ω, R N ) given by
If Ω is symmetric with respect to the origin, there is also another obvious Z 2 -action on W m,2 (Ω, R N ),
Hypothesis 7.4. Let Ω ⊂ R n be a bounded Sobolev domain, N ∈ N, and functions
satisfy Hypothesis Consider (generalized) bifurcation solutions of the boundary value problem corresponding to V :
Call u ∈ V a generalized solution of (7.13) if it is a critical point of the functional F V − λK V , where F V is as in Theorem 7.1, and K V is the restrictions of 
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, where ν(t) is a continuous function and positive for t > 0;
Then for any c > 0 there exists at least a sequence (λ j , u j ) ⊂ R × F −1 V (c) satisfying (7.13 
Suppose that (λ * , u 0 ) is a bifurcation point for (7.13) . Then the linear problem
with λ = λ * has a nontrivial solution in V 0 , i.e., u 0 is a degenerate critical point of
Conversely, if u 0 is a degenerate critical point of the functional F V − λ * K V , in order to guarantee that (λ * , u 0 ) is a bifurcation point for (7.13) we also need to make: 
Under Hypothesis 7.7, by the arguments above Theorem 3.4, all eigenvalues of (7.14) form a discrete subset of R, {λ j } ∞ j=1 , which contains no zero and satisfies |λ j | → ∞ as j → ∞; moreover, each λ j has finite multiplicity. Let E j ⊂ V 0 be the eigensubspace of (7.14) associated with the eigenvalue λ j , j = 1, 2, · · · . From Corollary 3.6 and Theorem 7.2 we derive Theorem 7.8. Under Hypothesis 7.7, for an eigenvalue λ * of (7.14) as above, assume that one of the following two conditions holds:
(b) each eigensubspace of (7.14) in V 0 is an invariant subspace of F ′′ V ( u 0 ), and F ′′ V ( u 0 ) is either positive or negative on the eigensubspace of (7.14) associated with λ * in V 0 .
Then (λ * , u 0 ) ∈ R × V is a bifurcation point of (7.13) , and one of the following alternatives occurs:
is not an isolated solution of (7.13) 
(ii) for every λ ∈ R near λ * there is a nontrivial solution u λ of (7.13) converging to u 0 as λ → λ * ; (iii) there is an one-sided neighborhood Λ of λ * such that for any λ ∈ Λ \ {λ * }, (7.13) has at least two nontrivial solutions converging to u 0 as λ → λ * .
0 (Ω), and for some c > 0 it holds that
near 0 ∈ V , it was proved in [56, Chap.1, Theorem 3.5] that (λ * , 0) is a bifurcation point of (7.13) if and only if λ * is an eigenvalue of (7.14) with u = 0. Since F ′ V (0) = 0, it is clear that (7.17) implies 
Corollaries 4.5,6.7 and Theorem 7.2 yield the following two results.
Theorem 7.11. Under Hypothesis 7.7 with V = V 0 and u 0 = 0, let λ * be an eigenvalue of (7.14) , and
is either semi-positive or semi-negative. Suppose also that both F (x, ξ) and K(x, ξ) are even with respect to ξ, and that the solution space E λ * of the linear problem (7.14) with λ = λ * in V has dimension at least two. Then one of the following alternatives holds: 0) is not an isolated solution of (7.13) in {λ * } × V ;
(ii) there exist left and right neighborhoods Λ − and Λ + of λ * in R and integers n + , n − ≥ 0, such that n + + n − ≥ dim E λ * and for λ ∈ Λ − \ {λ * } (resp. λ ∈ Λ + \ {λ * }), (7.13) has at least n − (resp. n + ) distinct pairs of solutions of form { u, − u} different from 0, which converge to 0 as λ → λ * .
In particular, (7.13) has at least dim E λ * distinct pairs of solutions of form { u, − u} different from (λ * , 0) in any neighborhood of (λ * , 0) ∈ R × V .
Theorem 7.12. Under Hypothesis 7.7 with V = V 0 and u 0 = 0, let λ * be an eigenvalue of (7.14) , and
is either semi-positive or semi-negative. Suppose also that the solution space E λ * of the linear problem (7.14) with λ = λ * in V has dimension at least two. We have:
If Ω is symmetric with respect to the origin, both F V and K V are invariant for the Z 2 -action in (7.11) , then the first conclusion in Theorem 7.11, after "pairs of solutions of form { u, − u}" being changed into "pairs of solutions of form { u(·), u(−·)}", still holds.
(II) Let S 1 act on R n by the orthogonal representation, and Ω be symmetric under the action, let both (7.9) . If the unit sphere in E λ * is not an orbit for the S 1 action, then the first conclusion of Theorem 7.11, after "pairs of solutions of form { u, − u}" being changed into "critical S 1 -orbits", may be moved to this place. Remark 7.13. All bifurcation results above still hold if K and K V are replaced by F and F V , respectively, and λ * = 0, where
Remark 7.14. By Remark 7.3, many of the above results also hold if Ω ⊂ R n is replaced by the torus
The following is a result associated with Theorems 5.4.2, 5.7.4 in [25] .
is differentiable with respect to λ, and satisfies the following conditions: (ii) For 2 ′ α = 1 in Hypothesis F 2,N,m,n , it holds that
where g : [0, ∞) → R is a continuous, positive, nondecreasing function, and is constant if m < n/2.
Then one of the following alternatives occurs: Proof of Theorem 7.15. Suppose that (I) does not hold. Then each u λ is an isolated critical point of
As in the proof of [42, (4.8) ] we may derive from (iii) that with 2 ′ α in (ii),
for all (x, ξ, λ) and some continuous, positive, nondecreasing function g : [0, ∞) → R. Thus for every given R > 0, as before we have a constant C = C(m, n, N, R) > 0 such that
It follows that for any λ i ∈ [0, 1], i = 1, 2, For the second claim, it suffices to prove that u 0 is a local minimizer of F 0 provided u λ is a local minimizer of F λ . Since u λ is an isolated critical point of F λ , by Example 1 in [15, page 33] we have
This implies that
, this means that the Morse index of F 0 at u 0 must be zero. We can assume u 0 = θ after replaceing F 0 by 
we have also u ∈ W k,p (Ω, R N ). 
(It may be continuously embedded to the space C m (Ω, R N ), and is dense in H). Let the functions F and K as in (7.12) be of class C k−m+3 , and let u 0 ∈ C k (Ω, R N ) ∩ W 2,m 0 (Ω, R N ) be a common critical point of functionals on X k,p given by
Suppose also: (a) there exists some c > 0 such that for all x ∈ Ω and for all η = (
(c) λ * ∈ R is an isolated eigenvalue of the linear eigenvalue problem (7.14) with v ∈ H. Then (λ * , u 0 ) ∈ R × X k,p is a bifurcation point of 21) and one of the following alternatives occurs:
is not an isolated solution of (7.21) in {λ * } × X k,p ;
(ii) for every λ ∈ R near λ * there is a nontrivial solution u λ of (7.21) converging to u 0 as λ → λ * ;
(iii) there is an one-sided neighborhood Λ of λ * such that for any λ ∈ Λ \ {λ * }, (7.21) has at least two nontrivial solutions converging to u 0 as λ → λ * .
(Ω, R N )] * as usual, where p ′ = p/(p − 1). Note that the mth power of the Laplace operator, △ m : X k,p → W k−2m,p (Ω, R N ), is an isomorphism, and that its inverse, denoted by △ −m , is from W k−2m,p (Ω, R N ) to X k,p .
Since the functions F and K are of class C k−m+3 , and X k,p ֒→ C m (Ω, R N ) is continuous, using ω-lemma (cf. [69, Lemma 2.96]) we proved below [43, Theorem 4.20] 
are of class C 2 , thus locally uniformly continuously differentiable and maps
given by
are of class C 1 ; III) B 1 and B 2 as maps from X k,p to L s (H) are uniformly continuous on any bounded subsets of X k,p because the above two equalities can be used to extend B 1 ( u) and B 2 ( u) into operators in L (H), also denoted by B 1 ( u) and B 2 ( u), see Claim 4.17 in [43] . It is easily checked that
These show that L 1 , L 2 : X k,p → R are two (B( u, r), H)-regular functionals for some ball B( u, r) ⊂ X k,p centred at any given u ∈ X k,p . For each u ∈ X k,p , we may write B 1 ( u) = P 1 ( u) + Q 1 ( u), where
Clearly, both P 1 ( u) and Q 1 ( u) are in L s (H), and
The assumption (b) shows that B 2 ( u 0 ) as operators in L s (H) is either semi-positive or semi-negative. Note that the linear eigenvalue problem (7.14) with v ∈ H is equivalent to
For each fixed λ ∈ R, it is not hard to prove that
satisfy the conditions of Proposition 7.16. Hence the solution spaces of (7.28) are contained in X k,p . These imply that (ii) of Hypothesis 5.1 is satisfied. It remains to check that (ii) of Hypothesis 5.1 holds. Consider the complexification of H and X k,p , [23, p.14] ). The inner product (·, ·) H in (7.3) is extended into a Hermite inner product ·, · H on H C in natural ways. Let B C λ be the natural complex linear extension on
. Both are symmetric with respect to ·, · H .
where A ij αβ are as in (7.29) ,
Then (7.30) is equivalent to:
Note that (7.20) implies Applying Proposition 7.16 to (7.31) we get ŵ ∈ W k,p (Ω, R 2N ), and thus u, v ∈ X k,p . Hence iτ is a regular value of
Since λ * ∈ R is an isolated eigenvalue of (7.14), for each λ near λ * , λ = λ * , B C λ : H C → H C is an isomorphism. Thus we may take τ = 0 in the arguments above. This shows that 0 is also a regular value of
. Hence the spectrum of
is bounded away from the imaginary axis.
We (7.24) is positive definite, i.e., (7.16 ) holds for all v ∈ H; (c') λ * ∈ R is an eigenvalue of the problem (7.28) (i.e., (7.14) with v ∈ H). (7.24) is invertible, each eigensubspace of (7.28 ) is invariant for B 1 ( u 0 ), and B 1 ( u 0 ) is either positive or negative on such an eigensubspace; (c') λ * ∈ R is an eigenvalue of the problem (7.28) . Theorem 7.20 . Suppose that the assumptions of one of Theorems 7.17, 7.18, 7.19 with u 0 = 0 are satisfied. Suppose also that both F (x, ξ) and K(x, ξ) are even with respect to ξ, and that the solution space E λ * of (7.28) with λ = λ * has dimension at least two. Then one of the following alternatives holds: 0) is not an isolated solution of (7.21) 
(ii) there exist left and right neighborhoods Λ − and Λ + of λ * in R and integers n + , n − ≥ 0, such that n + + n − ≥ dim E λ * and for λ ∈ Λ − \ {λ * } (resp. λ ∈ Λ + \ {λ * }), (7.21) has at least n − (resp. n + ) distinct pairs of solutions of form { u, − u} different from 0, which converge to 0 as λ → λ * .
Theorem 7.21. Suppose that the assumptions of one of Theorems 7.17, 7.18, 7.19 with u 0 = 0 are satisfied. Suppose also that the solution space E λ * of (7.28) with λ = λ * has dimension at least two. We have:
If Ω is symmetric with respect to the origin, both L 1 and L 2 are invariant for the Z 2 -action in (7.11) 
A.3) λ * is an eigenvalue of 
we obtain: (λ * , 0) ∈ R × X m,p is a bifurcation point of the quasilinear eigenvalue problem 34) and one of the following alternatives occurs:
is not an isolated solution of (7.33)-(7.33) in {λ * } × X m,p ;
(ii) for every λ ∈ R near λ * there is a nontrivial solution u λ of (7.33)-(7.33) converging to 0 as λ → λ * ;
(iii) there is an one-sided neighborhood Λ of λ * such that for any λ ∈ Λ \ {λ * }, (7.33)-(7.33) has at least two nontrivial solutions converging to 0 as λ → λ * .
Moreover, if both A ij kl (x, ξ) and G(x, ξ) are even with respect to ξ, and the solution space E λ * of (7.37) with λ = λ * has dimension at least two, then one of the following alternatives holds: 0) is not an isolated solution of (7.33)-(7.33) in {λ * } × X m,p ; (v) there exist left and right neighborhoods Λ − and Λ + of λ * in R and integers n + , n − ≥ 0, such that n + + n − ≥ dim E λ * and for λ ∈ Λ − \ {λ * } (resp. λ ∈ Λ + \ {λ * }), (7.33)-(7.33) has at least n − (resp. n + ) distinct pairs of solutions of form { u, − u} different from 0, which converge to 0 as λ → λ * .
Similarly, under suitable assumptions as in Theorem 7.21 the corresponding conclusions hold. : Ω × R → R is measurable in x for all ξ ∈ R, and of class C 1 in ξ for a.e. x ∈ Ω, some authors obtained corresponding results in space W 1,2 0 (Ω)∩L ∞ (Ω) under some additional growth conditions on A ij and G, see [13, 14] and references therein. 2 , where µ ∈ R is a constant and u 0 ∈ C k−m+3 (Ω) satisfies the following equation
for some constant λ * ∈ R. Consider the bifurcation problem 36) where the left side is the Euler-Lagrange operator for the correponding functional L 1 as in (7.18), i.e., the area functional if u 0 = 0. The corresponding linearized problem at the trivial solution u = 0 is n i,j=1
which is a linear elliptic problem since it is easy to check that for all ζ ∈ R n , n i,j=1
Hence each eigenvalue of (7.37) is isolated. Suppose that λ * is an eigenvalue of (7.37). Since u 0 ∈ C k−m+3 (Ω) implies that F is of class C k−m+3 , we may obtain some bifurcation results for (7.36) near (λ * , 0) ∈ R × X k,p with Theorem 7.17-Theorem 7.21, which are also classical solutions for k > 2 + n p . When n = 2 (i.e., Ω ⊂ R 2 ), (7.36) occurred as a mathematical model for many problems of hydrodynamics and theory of spring membrane (cf. [10, §5] ). In particular, if µ = 0 and u 0 = 0, (7.36) becomes 38) which was studied in [10, 11] with functional-topological properties of the Plateau operator. When ∂Ω is of class C 2,1 , n = 2, k = 3 and p > 2 our results are supplement for [10, 11] .
Bifurcations from deformations of domains
Let Ω in Theorem 7.1 have C m ′ boundary ∂Ω for some integer m ′ ≥ m. Let V = W m,2 0 (Ω, R N ). By a deformation {Ω t } 0≤t≤1 of Ω we mean a continuous curve of C m ′ embedding ϕ t : Ω → Ω such that Ω t = ϕ t (Ω), ϕ 0 = id Ω and ∂Ω t = ϕ t (∂Ω) for 0 ≤ t ≤ 1. Call the deformation C m ′ smooth (resp. contracting) if ∂Ω t depends C m ′ -smoothly on t in the sense that [0, 1] × Ω → Ω, (t, x) → ϕ t (x) is C m ′ (resp. Ω t 2 ⊂ Ω t 1 for t 1 < t 2 ). In the following we always assume that {Ω t } 0≤t≤1 is a C m -smooth contracting of Ω. (Such a deformation can always be obtained by the negative flow of a suitable Morse function on Ω.) Then we have a Banach space isomorphism
Let F satisfy Hypothesis F 2,N,m,n . It gives a family of functionals
The critical points of F t correspond to weak solutions of
Let u = 0 be a solution of (7.41) with t = 0. We say t * ∈ [0, 1] to be a bifurcation point for the system (7.41) if there exist a sequence t k → t * and u k in W m,2 0 (Ω t k , R N ) such that u k is a nontrivial weak solution of (7.41) with t = t k and u k m,2 → 0. Recently, such a problem was studied for semilinear elliptic Dirichlet problems on a ball in [52] . We shall here generalize their result. To this goal, define
This is continuous, and F t = F(t, ·) = F t • ϕ * t , that is, F t is the pull-back of F t via ϕ * t . Clearly, u ∈ V is a critical point of F t if and only if ϕ * t ( u) is that of F t and both have the same Morse indexes and nullities. Note that u = 0 ∈ V be the critical point of each F t (and so F t ). Denote by µ t and ν t the common Morse index and nullity of F t and F t at zeros. According to Smale's Morse index theorem [58] (precisely see Uhlenbeck [65 The time t ∈ [0, 1] with ν t = 0 is called a conjugate point. If t 1 < t < t 2 are sufficiently close to t, then µ t 2 < µ t 1 and u = 0 ∈ V is nondegenerate as critical points of both F t 1 and F t 2 . It follows from [43, Theorem 2.1] that C q (F t 1 , 0; K) = δ qµt 1 and C q (F t 2 , 0; K) = δ qµt 2 . We wish that F satisfies the conditions of Theorem 2.1.
For the sake of simplicity, we restrict to the case that Ω is star-shaped. And take Ω t = {tx | x ∈ Ω} and ϕ t (x) = tx for t ∈ (0, 1]. Then since
where F (x, ξ; t) = t n F (tx, ξ 0 ,
, and thus
Theorem 7.26. Let Ω ⊂ R n be a star-shaped bounded domain with C m+1 -smooth boundary, Ω t = {tx | x ∈ Ω} and ϕ t (x) = tx for t ∈ (0, 1]. Let F satisfy Hypothesis F 2,N,m,n , u = 0 be a solution of (7.41) and the conditions of Proposition 7.25 be fulfilled. Suppose also that for all α, i, l, This generalizes a recent result for semilinear elliptic Dirichlet problems on a ball in [52] . If n = dim Ω = 1 and m ≥ 1 the similar result can be proved with [65, Theorem 2.4], see [44] . Proof of Theorem 7.26 . For each fixed ǫ ∈ (0, 1), it follows from (7.45)-(7.47) and [42, Proposition 4.3] that 
Let κ n = 2n/(n − 2) for n > 2, and κ n ∈ (2, ∞) for n = 2. Then (7.47) means that there exist positive constants g ′ 1 , g ′ 2 and s ∈ (0, τn−2 τn ), r α ∈ (0, τn−2 2τn ) for each α ∈ N n 0 with |α| = 1, such that for i = 1, · · · , N , l = 1, · · · , n and |α| = 1,
Clearly, the CGC above 
Suppose that u = 0 is a solution of (7.41) with m = 1. Then for
and each ǫ ∈ (0, 1), there is only a finite number of t ∈ [ǫ, 1] such that F t has nonzero nullity ν t at
, and satisfy Proposition 7.25. Let F : [0, 1] × X k,p → R be still defined by the right side of (7.42) . Assume that u = 0 is a solution of (7.41) with t = 0, and that (7.20) with u = 0 is satisfied. (In this case Proposition 7.25 and all arguments before it are also effective if V is replaced by X k,p .) Fix a conjugate point t 0 ∈ (0, 1), i.e., ν t 0 = 0. Then (t 0 , 0) ∈ (0, 1] × X k,p is a bifurcation point for the equation (7.41) and one of the following alternatives occurs: 0) is not an isolated solution of (7.41) 
(ii) for every t ∈ (0, 1) near t 0 there is a nontrivial solution u t of (7.41) converging to 0 as t → t 0 ; (iii) there is an one-sided neighborhood T of t 0 such that for any t ∈ T \ {t 0 }, (7.41) has at least two nontrivial solutions converging to zero as t → t 0 .
Proof. If t are sufficiently close to t 0 , then u = 0 ∈ X k,p is nondegenerate as a critical point of F t . Applying Theorem A.5 to the family {F t | 0 ≤ t ≤ 1} and λ 0 = t 0 we get 0 < δ < min{t 0 , 1 − t 0 }, 0 < ǫ ≪ 1 and a family of functionals of class C 2 (with X = X k,p )
which depends on t continuously. By (A.8) we also deduce that
Suppose (by shrinking ǫ > 0 if necessary) that 0 ∈ B X (θ, 2ǫ) ∩ X 0 is a unique critical point of F • t for each t ∈ T . By shrinking δ > 0 we assume that each t ∈ T \ {t 0 } is not conjugate point. As in the proof of (3.21) we derive from Corollary A.6 that for any j ∈ N 0 , C j (F By Proposition 7.25 we have µ t = µ t 0 −δ for all t ∈ [t 0 − δ, t 0 ], and µ t = µ t 0 −δ + ν t 0 for all t ∈ (t 0 , t 0 + δ]. Hence (7.48) leads to C j (F • t , 0; K) = δ j0 K, ∀t ∈ [t 0 − δ, t 0 ], C j (F • t , 0; K) = δ jνt 0 K, ∀t ∈ (t 0 , t 0 + δ].
As in the proof of Theorem 3.4 the conclusions follow from Theorem 3.1.
A Appendix: Parameterized Bobylev-Burman splitting lemmas
For agreements with this paper we slight change notations therein. Let H be a Hilbert space with inner product (·, ·) H and the induced norm · , X a Banach space with norm · X , such that (S) X ⊂ H is dense in H and the inclusion X ֒→ H is continuous. Suppose that L : B X (θ, δ) → R is a functional of class C 2 , and that there exists M > 0 such that for all x ∈ B X (θ, δ) and for all u, v ∈ X. Suppose also (c) A(B X (θ, δ)) ⊂ X and A : B X (θ, δ) → X is uniformly continuously differentiable; For the critical point θ of the above (B X (θ, δ), H)-regular functional L , suppose that the spectrum σ(B(θ)| X ) of B(θ)| X ∈ L (X) satisfies: σ(B(θ)| X ) \ {0} is bounded away from the imaginary axis. By Lemma A.1, corresponding to the spectral sets {0}, σ + (B(θ)| X ) and σ − (B(θ)| X ) we have a direct sum decomposition of Banach spaces, X = X 0 ⊕ X + ⊕ X − . Denote by P 0 , P + and P − the projections corresponding to the decomposition. When σ(B(θ)| X ) does not intersect the imaginary axis, i.e., the operator B(θ)| X ∈ L (X) is hyperbolic ( [64] ), (in particular, dim X 0 = 0), we say that the critical point θ is nondegenerate. where X = X + ⊕ X − is a direct sum decomposition of Banach spaces corresponding to the spectral sets σ + (B λ 0 (θ)| X ) and σ − (B λ 0 (θ)| X ), and P + and P − denote the projections corresponding to the decomposition. Moreover, if Λ is a C 1 manifold, and L λ , A λ , B λ depend on λ in the C 1 way, then (λ, u) → ϕ λ (u) is of class C 1 .
The second part was not pointed in [8, Theorem 1.1] explicitly. It is easily derived from Lemma A.1. In fact, let S − and S + be square roots to B λ 0 (θ)| X − and B λ 0 (θ)| X + , respectively. Then (B λ 0 (θ)x, x) H = S + P + x 2 H − S − P − x 2 H = P + S + P + x 2 H − P − S − P − x 2 H . Let ψ : X → X be the isomorphism defined by ψ(x) = S + P + x + S − P − x. Replacing ϕ λ with ϕ λ • ψ −1 in (A.1) yields (A.2).
Using Theorem A.2 the standard arguments easily lead to: Theorem A.5. Let Λ be a topological space, and let {L λ | λ ∈ Λ} be a family of (B X (θ, δ), H)-regular functionals such that L λ and the corresponding A λ , B λ depend on λ continuously. Suppose that dL λ (θ) = 0 ∀λ, and that σ(B λ 0 (θ)| X ) \ {0} is bounded away from the imaginary axis for some λ 0 ∈ Λ. Let X = X 0 ⊕X + ⊕X − be direct sum decomposition of Banach spaces, which corresponds to the spectral sets {0}, σ + (B λ 0 (θ)| X ) and σ − (B λ 0 (θ)| X ). Denote by P 0 , P + and P − the corresponding projections to this decomposition. Then there exist a neighborhood Λ 0 of λ 0 in Λ, ǫ > 0, and a (unique) C 1 map h : Λ 0 × B X (θ, ǫ) ∩ X 0 → X + ⊕ X − satisfying h(λ, θ) = θ ∀λ ∈ Λ 0 and for all x ∈ B X (θ, ǫ). In addition, writing X 1 := X + ⊕ X − , then for each λ ∈ Λ 0 ,
is of class C 2 , and has the first-order and second-order derivatives at z 0 ∈ B X (θ, ǫ) ∩ X 0 given by
The map z → z + h(λ, z)) induces an one-to-one correspondence between the critical points of L • λ near θ ∈ X 0 and those of L λ near θ ∈ X. Moreover, if Λ is a C 1 manifold, and L λ , A λ , B λ depend on λ in the C 1 way, then the map in (A.5) is of class C 1 .
As usual we may derive from this theorem:
Corollary A.6 (Shifting). Under the assumptions of Theorem A.5, let ν θ = dim X 0 < ∞ and µ θ = dim X − < ∞. For any Abel group K, and for any given λ ∈ Λ 0 , if θ ∈ X is an isolated critical point of L then C q (L λ , θ; K) ∼ = C q−µ θ (L • λ , θ; K) for all q ∈ N ∪ {0}.
Usually, it is not easy to judge that σ(B(θ)| X ) \ {0} is bounded away from the imaginary axis. But it is not hard to prove that this condition is equivalent to: 0 is at most an isolated point of σ(B(θ)| X ) and B(θ) induces a hyperbolic operator on the quotient space X/X 0 , where X 0 = Ker(B(θ)| X ).
For a class of operators used in this paper the following lemma determines when 0 is at most an isolated point of σ(B(θ)). In addition, if P is also positive definite, then every λ < inf{(P u, u) H | u H = 1} is either a regular value of B or an isolated point of σ(B), which is also an eigenvalue of finite multiplicity. ( [38, Proposition B.2 
])
As before let H 0 , H + and H − be null, positive and negative definite spaces of B(θ), and let P * : H → H * for * = 0, +, −, be the orthogonal projections. Clearly, X 0 ⊂ H 0 . The following lemma shows how the Morse index µ θ is computed.
Lemma A.8. If X 0 = H 0 and either dim H − < ∞ or dim H + < ∞, then X * are dense subspaces of H * for * = +, −, moreover X − = H − (resp. X + = H + ) as dim H − < ∞ (resp. dim H + < ∞).
(These imply X * = H * ∩ X and P * = P * | X for * = 0, +, −, and hence X ± = X ∩ H ± = (P + + P − )(X).)
