The rotation graph, G n , has vertex set consisting of all binary trees with n nodes. Two vertices are connected by an edge if a single rotation will transform one tree into the other. We provide a simpler proof of a result of Lucas 7] that G n contains a Hamilton path. Our proof deals directly with the pointer representation of the binary tree. This proof provides the basis of an algorithm for generating all binary trees that can be implemented to run on a pointer machine and to use only constant time between the output of successive trees.
Introduction
Many algorithms have been published for generating binary trees. In most of the algorithms, the trees are encoded as integer sequences and then those sequences are generated lexicographically. See, for example, Pallo 10 ], Ruskey and Hu 13], Roelants van Baronaigien and Ruskey 21] , Zerling 23] and Zaks 22] . Recently, some attention has been given to the question of generating the trees (or their representations) in such a way that successively generated trees (or their representations) di er by a constant amount (Proskurowski and Ruskey 12], Lucas 7] , Ruskey and Proskurowski 14] , Roelants van Baronaigien 19] ). Other than the algorithm of 7], existing published algorithms do not generate binary trees in their familiar computer representation using pointers to the left and right subtrees. Of course, the other algorithms could in principle be modi ed to produce the trees themselves, but usually at a cost of greatly complicating the algorithm and/or invalidating the run time analysis.
We follow Knuth 4] in de ning a binary tree to be either empty or to consist of a root node and a left and a right subtree, both of which are binary trees. Nodes are drawn as circles in the gures and arbitrary subtrees are drawn as triangles. Binary trees are classi ed by their size; i.e., by the number of nodes in the tree. We shall assume that the nodes of any tree of size n are numbered from 1 to n according to an inorder traversal of the tree, and shall not distinguish between a node and its number. We de ne the right path of a binary tree to be the path in the tree from the root node to the largest node; i.e., the maximal path formed by following right child pointers from the root. The number of trees with n nodes is the well-known Catalan number C n = (2n)!=(n!(n + 1)!).
A rotation in a binary tree is the familiar operation used in maintaining balanced binary search trees (Knuth 5] ). Figure 1 shows a left and a right rotation at a node x. Note the asymmetry with respect to x. We also refer to these two rotations as rotations of the edge (w; x). We will develop an algorithm for generating all binary trees so that each successive tree di ers from its predecessor by a single left or right rotation. Note that a rotation does not change the inorder numbering of the nodes. The rotation graph G n has vertex set consisting of all binary trees with n nodes. Two vertices are connected by an edge if a single left or right rotation will transform one tree into the other. This graph was used by Pallo 10] , who showed that the directed version obtained by using only left rotations is a lattice. Further properties of this lattice are given in Pallo 11] . The problem of determining the diameter of G n was considered by Sleator, Tarjan, and Thurston 15] . Lucas 7] showed that the rotation graph has a Hamilton path. In section 2 of this paper we develop a simpler and easier to understand proof of this result. Our algorithm does not require the maintenance of any sequence representation of the binary tree and can be implemented to run in constant time per tree on a pointer machine, neglecting the time needed to actually print the tree.
In 7] the more di cult result that the rotation graph has a Hamilton cycle is proven. It remains a challenge to provide a simpler proof that a cycle exists.
The rank of a binary tree is the number of trees that precede it in the list. By unranking we mean the process of taking a number and producing the binary tree with that number as its rank. In section 3 we present O(n 2 ) ranking and unranking algorithms. It should be pointed out that in these algorithms we count such operations as the addition or comparison of two integers to be a unit cost operation. The numbers can be as large as the Catalan numbers, and hence require (n) bits to represent them. Thus the ranking and unranking algorithms require (n 3 ) bit operations.
Ranking algorithms are studied because they provide perfect hashing functions for the objects being ranked, and they often lead to interesting enumeration questions. Unranking algorithms are useful for producing a binary tree at random, and for generating binary trees in parallel. It is to be noted that O(n) ranking algorithms for binary trees exist for other orderings 13], 22]. We believe that the complexity of ranking provides some complexity measure of the underlying ordering. Somehow the ordering of Lucas 7] and this paper is more complicated than the traditional lexicographic orderings. We do not have a lower bound for our ranking algorithm, but there is no obvious way to improve it. The problem of ranking and unranking was not considered in 7] . Some of the results of sections 2 and 3 were rst reported in 20].
There are many di erent representations for binary trees. In Section 4 we discuss the representations used by Zerling 23] , Zaks 22] , M akinen 8] and Pallo 10] , and we provide simple mappings between these various representations.
In section 5 we describe the generation algorithms of Lucas 7] , Zerling 23], Pallo 10] , and M akinen 8]. Having described the algorithms we then show that Algorithm List of Section 2 and the the above algorithms all have the same underlying recursive computation tree when that tree is regarded as a rooted, unordered tree. We further show that where the algorithms produce representations lexicographically ( 8] , 10], 23]), the recursion trees are identical. Similarly, the algorithms that produce successive trees that di er by a constant amount (List, 7] ) have identical recursion trees.
The Generation Algorithm
A Hamilton path of G n can be generated using a recursive strategy. We show how to construct a Hamilton path in G n from a Hamilton path in G n?1 .
The proof uses the idea of an induced subtree of a binary tree. Let T be a binary tree of size n. We de ne T i::j] to be the tree formed by the nodes i, i + 1,. . . ,j, where the parent of k, i k j, in T i::j] is de ned to be the node l, i l j, such that l is the nearest proper ancestor of k in T . This is simply the tree formed by contracting any edge in T whose endpoints are not both in the range i::j]. See Figure 2 .
Consider the e ect of a rotation of the edge (x; y) in T on the tree T i::j]. If both x and y are in the range i::j] then this rotation has the e ect of rotating the same edge in T i::j], otherwise T i::j] is unchanged. Notice that in the example of Figure 2 it is possible to rotate the edge (x; y) in T i::j] but not in T , because in T the nodes u and v are \in the way".
This de nition has been used for several divide-and-conquer type arguments that have been applied to binary trees, see Tarjan From this observation we can derive the following result. Theorem 1 The rotation graph G n contains a Hamilton path.
Proof: The proof is by induction on n. Clearly there exists a Hamilton path in G 1 . There is only one binary tree that contains a single node. Let n be any integer greater than 1. By induction there exists a sequence P n?1 = T 0 ; T 1 ; : : : ; T k of the trees of size n ? 1 that forms a Hamilton path in G n?1 . Using P n?1 , we construct a sequence P n of the trees of size n that forms a Hamilton path in G n . The initial tree in this sequence is formed by placing node n as the right child of n ? 1 in T 0 . We then perform precisely the same sequence of rotations used to generate P n?1 , but before performing each rotation of P n?1 we rst rotate n as follows: 1. If n is not the root, then repeatedly rotate the edge (parent(n); n) until n is the root. These are left rotations at n. 2. If n is the root, then repeatedly rotate the edge (leftchild(n); n) until n has no left child. These are right rotations at n. Finally, after performing the last rotation of P n?1 , we repeat the step above.
Clearly every tree T of size n is generated, since every possible shape of the subtree T 1::n ? 1] is generated, and for each such shape all the trees of size n whose induced subtree of the nodes 1 to n ? 1 has that shape have been generated.
Clearly it is possible to perform all of the rotations at n. Any rotation that does not contain n as one of the endpoints of the rotated edge can also be performed. Such a rotation is possible as long as n is not \in the way", which is true since n is either the root of the tree or the right child of n ? 1 whenever such a rotation of P n?1 is done.
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This proof leads directly to an e cient algorithm for generating all binary trees by rotations. One such implementation is given in Figure 4 . The initial tree is skewed to the left and the initial call is List(t), where t points to the second node in inorder.
The running time of this algorithm is determined by the number of recursive calls to List, i.e., by the size of the recursion tree. From the proof above we know that the number of nodes in the recursion tree is the sum of the rst n Catalan numbers, since the list P n of all C n binary trees with n nodes is created from the list P n?1 of all C n?1 binary trees with n ? 1 nodes, and so on. This sum is bounded above by 1:5C n (for n 6). This bound may be proven by induction from the recurrence relation C n = (4n ? 2)C n?1 =(n + 1). Thus List runs in constant average time (i.e., O(1) amortized time) per tree.
The algorithm to generate the sequence of trees can also be implemented on a pointer machine in O(1) worst case time per rotation. In the remainder of this section we explain how to do this.
The algorithm requires each node to store the usual pointers to its parent, left child and right child in the tree, and in addition two more pointers and a direction bit. The direction bit for node i indicates whether i is currently rotating left on its way to becoming the root of T 1::i] (i.e., direction(i) = up) or whether i is currently rotating right on its way to becoming the right child of i ? 1 (i.e., direction(i) = down).
We need only show that the next node to be rotated can be located in O (1) Initially all the nodes are un nished except for node 1, and the initial tree is the one where each node, except node n, has a right subtree and no left subtree.
At any point in the generation procedure, if T is the current shape of the tree, then the next node that is to be rotated, node j say, is the largest ( rightmost ) un nished node. All nodes greater than j are either proper ancestors of the root of T 1::j] or in the right subtree of j.
After the rotation at node j, every node i, i > j commences to rotate along the { Let t point to a binary tree T, where t^is the k-th node in inorder. } { List(t) generates all binary trees with induced subtree T 1. at i, all trees T 00 whose subtree T 00 1::i] is identical to the current induced subtree of the nodes from 1 to i are generated.
Consider a rotation at node j at some point during the generation procedure. Then the state of every node i, i < j, remains unchanged but the state of every node i, i > j, changes from nished to un nished. The node j, which was un nished before this rotation, may be either nished or un nished after this rotation.
Thus our algorithm can easily identify the next rotation to be performed by maintaining two lists, the list of nished nodes and the list of un nished nodes. These two lists partition the nodes of the tree. On each list the nodes will appear in decreasing order. Each node i has a pointer next to the node following i on the list containing i. The next pointers are used for both the list of nished and un nished nodes, since a node can be on only one list. This facilitates the updating of the lists needed after each rotation. We also maintain for each node i a pointer sym succ to its inorder successor i + 1.
The next node to be rotated is simply the rst node on the list of un nished nodes. These two lists of nodes can easily be updated in constant time after each rotation by making O(1) pointer changes. The details are given in the code for this generation 8 algorithm which appears in Appendix A.
Ranking and Unranking
Recall that the rank of a tree is the number of trees generated before it. An unranking algorithm takes a number r as input, and constructs the tree that has r as its rank.
To do the ranking and unranking it is necessary to know in which direction each node is currently rotating. When generating the trees of size n, the corresponding list of induced subtrees of the nodes 1 to n ? 1 is the same as the sequence of trees of size n ? 1 generated by the algorithm. The number of times the direction of node j changes is precisely the rank of the tree T 1::j ? 1] . If the rank is even then j is moving up (rotating left), otherwise it is moving down (rotating right).
It is also necessary to know the number of possible trees T of size n whose induced subtree T 1::j] has some restricted shape. Definition 1 We de ne B( ; n; j; p) to be the number of trees T of size n whose induced subtree T 1::j] is equal to the tree , where is a tree of size j whose right path contains exactly p nodes.
Notice that the value of B( ; n; j; p) is the same for all trees of size j whose right path has p nodes. Therefore we shall omit from the B notation in what follows.
These numbers are related to T (n; k), the number of binary trees with n internal nodes where the left most leaf occurs on level k as used by Ruskey and Hu 13] (these are a shifted version of the Delannoy numbers). They satisfy the initial conditions T (n; 0) = 0, T (n; n) = 1, and the following recurrence relation for 0 < k < n. T (n; k) = T (n ? 1; k ? 1) + T (n; k + 1)
The following explicit expression is also known 13]. Proof: We will prove this by induction on decreasing values of j. Clearly when j = n there is only one possible binary tree, i.e. B(n; n; p) = 1, and T (p + 1; p + 1) is also one.
Assume that B(n; k; p) = T (n ? k + p + 1; p + 1) for all values of k larger than j. The set of binary trees T where T 1::j] is equal to some tree of size j where the right path of contains p nodes is the set of binary trees T 0 where T 0 1::j +1] is equal to a binary tree that can be formed by adding node j + 1 to as the right child of j and then performing between 0 and p left rotations at j + 1. There are p + 1 possible shapes for T 0 1::j + 1] given . Thus B(n; j; p) = p+1 X i=1 B(n; j + 1; i) (2) and so by the inductive assumption B(n; j; p) = p+1 X i=1 T (n ? j + i; i + 1) = T (n ? j + p + 1; p + 1):
The second equality follows by iterating (1).
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De ne R(T; j) to be the rank of the rst tree T 0 in the generated sequence such As an example, consider the tree of Figure 5 ; the accompanying table gives the rank of each tree T 1::j] and the values of r(T; j).
The time complexity of the ranking algorithm is O(n 2 ) (or O(n 3 ) if bit operations are counted). This results from the need to compute the values r(T 1::i]; j), for all i, 2 i n and j, 1 j i. We need all of these values because we must determine the rank, or rather the parity of the rank, of each tree T 1::i].
We have recently learned that Bent 1] has found a way to determine the parity of T (n; k) in O(log n) bit operations. He has used this result to give a ranking algorithm for the same ordering of trees as used in this paper that uses (n 2 log n) bit operations, so long as the n by n table of the T (n; k) values has been precomputed. The same analysis applies to our ranking algorithm as well. We present in Figure 6 an unranking algorithm. This algorithm builds the tree a node at a time. It has the same structure as the listing algorithm, except that a simple iteration replaces the recursion. As each node is added to the tree, either at the root or along the rightmost path, it is then rotated into its proper position. The ranks of the subtrees T 1::i] are used to determine the direction of each node in T .
The time complexity of the unranking algorithm is dominated by the time taken to compute the rank of each tree T 1::j], 1 j n. All of these values are computed during the O(n 2 ) time procedure call that computes rank(T ). Unfortunately, because of the need to know the parity of the rank of each subtree T 1::i], we have been unable to reduce the running time of the ranking or unranking algorithms to less than O(n 2 ) arithmetic operations.
Sequence correspondences
Almost all binary tree generation algorithms have produced integer or bit sequence representations of binary trees. Since all of the di erent representations are derived from some structural property of binary trees, there must be some natural correspondences between the di erent representations. In this section we discuss the codeword representation used by Zerling 23 ], Lucas 7] and Roelants van Baronaigien 19] , the weight sequence used by Pallo 10] and Roelants van Baronaigien and Ruskey 20] , the bitstring used by Zaks 22] and Proskurowski and Ruskey 14] , and the distance representation used by M akinen 8]. Although these di erent representations di er greatly in how they are constructed, we show that there are simple order-preserving bijections between them.
We start by brie y describing each of the representations. The weight sequence representation was introduced by Pallo 10] . The weight sequence w 1 ; w 2 ; : : : ; w n of a binary tree with n nodes is obtained by labeling each of the nodes of the tree with one plus the number of nodes in its left subtree. These labels are then listed in inorder as a sequence. For example, the tree of Figure 7 The codeword representation was introduced by Zerling 23] . For convenience, and ease of understanding, we index the sequence in reverse order and add an additional element to the start of the sequence that is always zero. A codeword is a non-negative integer sequence c 1 ; c 2 ; : : : ; c n where (3) 
The tree T that corresponds to c 1 ; c 2 ; : : : ; c n is formed by the following process. Start with the tree that consists of only a left path of n nodes. For each value of i from 2 to n perform c i right rotations at the root of T 1::i]. (Note that T 1::i] changes in this process.) The resulting tree is T . Zerling calls this process the \unfolding" of the binary tree from the left path. The codeword for the tree given in Figure 7 is 0011100103. The set of all length n codewords is denoted C(n).
The last representation to be discussed is the oldest. The bitstring representation is a binary sequence b 1 b 2 b 2n containing n 1's and n 0's and such that every pre x contains at least as many 1's as 0's; i.e., where 2 P j i=1 b i i, for i = 1; 2; : : : ; 2n. To construct a bitstring from a binary tree T , do a preorder traversal of E(T ), where E(T ) is the \extended" version of T with a leaf for every empty subtree of T . As the traversal is performed, write a 1 at each internal (non-leaf) node and a 0 at each leaf. The last bit is always a zero, and is omitted. For example, the tree in Figure 7 is represented by the bitstring 11100111000010110010. By B(n) we denote the set of all length 2n bitstring representations. Table 1 lists the various representations for n = 4 in lexicographic or reverse lexicographic order.
The following theorem reveals close relationships between the various representations. These relationships are based solely on the properties of the sequences, and not of the corresponding trees. Theorem 2 There are simple O(n) bijections between B(n), C(n), D(n), and W(n) that preserve or reverse lexicographic order.
codewords weights distance bitstring
Alg-Z Alg-P Alg-M Alg-RP Proof: We will show how to construct B(n), D(n), and W(n) from C(n). Refer to Table 1 . Let c = c 1 ; c 2 ; : : : ; c n be a codeword in C(n). algorithms, it is only natural to consider correspondences between the algorithms that generate these representations.
Algorithm Correspondences
We now show that the underlying recursion trees for the algorithms presented here and in 23], 7], 8], 14] and 10] are isomorphic. We rst present a brief description of each algorithm. The algorithm of Zerling 23 ], which we refer to as Alg-Z, is a simple recursive algorithm which generates codewords in lexicographic order. A codeword is generated from position 1 to position n, where the maximum value in position i is i?1? P i?1 j=1 c j . This maximum value can be maintained using O(1) computation per recursive call.
The algorithm of M akinen 8], which we refer to as Alg-M, also generates sequences in lexicographic order. Alg-Z and Alg-M are very similar, and both are presented in Figure 8 (the comments should be shifted left to get Alg-Z). To generate the sequences in lexicographic order the elements of the for loop must be selected in increasing order.
Initially, set d 1 0 or c 1 0 and then call GenCD (2) .
The last of the three lexicographic generation algorithms is slightly more complicated. Pallo's algorithm 10], which we refer to as Alg-P, is given in Figure 9 . Initially, set w 1 1 and then call Lex GenW(2).
The recursion tree for these three algorithms when n = 4 is given in Figure 10 . We also consider the underlying recursion trees of three algorithms which list binary trees in a \Gray Code" manner. The rst of these algorithms is due to Lucas 7] and will be referred to as Alg-L. It has the same form as Alg-Z of Figure 8 , except that the elements of the for loop are selected alternately in increasing and decreasing order at each level (value of i). This requires some additional storage, say a direction array indexed 2::n. The algorithm of Roelants van Baronaigien and Ruskey 20] uses the same idea of alternating directions, except that it is based on Alg-P instead of Alg-Z. We refer to it as Alg-RR. The recursion trees for these two algorithms when n = 4 is given in Figure 11 . 
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The last \Gray Code" type generation algorithm is List as presented in Section 2, which will be referred to here as Alg-LRR.
One might suspect that these algorithms have isomorphic recursive computation trees, but not all binary tree generation algorithms have similar recursion trees. For example, the algorithm presented in 21] has a recursion tree that is not isomorphic to any of the recursion trees of the above algorithms. Theorem 3 For a given value of n, algorithms Alg-L, Alg-M, Alg-P, Alg-LRR and Alg-Z have underlying recursion trees that are isomorphic as rooted unordered trees.
Proof: De ne the degree of a call to be the number of direct recursive calls it makes. The level of a call is the value of the parameter i when the call is made. We show that, for each of these algorithms, the initial call is of degree 2, a call of degree p results in recursive calls of degree 2; 3; : : : ; p + 1 or results in the output of p objects, and that the level of recursion that produces output is n + 1 for all of the algorithms. It is easy to verify that the initial calls are of degree 2 and that all output occurs at level n+1. We now show that a call of degree p results in calls of degree 2; 3; : : : ; p+1.
For Alg-M the result is obvious. In the following discussion, we consider ordered trees T and T 0 to be equivalent if they are isomorphic (as ordered trees) or if T is isomorphic to the mirror image of T 0 . While all of the algorithms considered in Theorem 3 have recursion trees that are isomorphic as rooted trees, not all of the recursion trees are equivalent. Lemma 2 For a given value of n, the recursion trees of Alg-M, Alg-P and Alg-Z are equivalent.
Proof: From Theorem 3 we know that the recursion trees of Alg-M, Alg-P and Alg-Z are isomorphic as rooted trees. We must now consider the order of the calls. In Alg-P and Alg-Z, each call of degree k gives rise to calls of degree k +1; k; : : : ; 2, in that order. In Alg-M, each call of degree k gives rise to calls of degree 2; 3; : : : ; k +1, in that order. Therefore, the recursion trees of Alg-M, Alg-P and Alg-Z are equivalent.
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We just showed that the algorithms that list the trees in lexicographic order have equivalent recursion trees. The two algorithms for generating trees by single rotations also have equivalent recursion trees. Lemma 3 For a given value of n, the recursion trees of Alg-L, Alg-RR, and Alg-LRR are equivalent.
Proof: From Theorem 2 we know that the recursion trees of Alg-L and Alg-LRR are isomorphic as rooted trees; hence, we must only consider the order of the nodes. It is su cient to show that, for both recursion trees and at a given level going from left to right, the children of the rst node have decreasing degrees, the children of the second have increasing degrees, the children of the third have decreasing degrees, and so on, alternately increasing and decreasing.
But this follows from the descriptions of the algorithms given earlier.
An additional algorithm which appears, on the surface, to have no relationship to the ones discussed above because its calls have degree at most two is now considered. The algorithm of Ruskey and Proskurowski 14] , modi ed to print the bitstring representation in reverse lexicographic order, is given in Figure 12 . We refer to this algorithm as Alg-RP. The initial call is T(n+1,1,1) and the bitstrings occur in the array b 1..2n].
There is a well known \natural correspondence" between ordered forests and binary trees 4], 16]. This correspondence may be expressed as a bijection from the set of all binary trees with n nodes to the set of all ordered forests of n nodes. Given a node r in a binary tree T with left child s and right child t, then in the corresponding ordered forest (T ), the node s is the leftmost child of r and t is the sibling of r immediately to the right of r. Via this correspondence, there is a one-to-one correspondence between the binary recursion tree of Alg-RP and the ordered recursion tree of Alg-Z. Clearly, the root of T has degree 2. The initial call of Alg-RP is T (n; 1) which results in the call T (n; 2) which in return results in the calls T (n; 3) and T (n ? 1; 1). Therefore, the root of B has a left child that has one right descendant, and thus the roots of the two trees are equivalent under . Consider an arbitrary call T (n; k ? 1) . It results in the left call T (n; k) which then results in right calls in the order T (n ? 1; k ? 1); T (n ? 2; k ? 2); :::; T (n ? k + 1; 1). So the call T (n; k ? 1) is equivalent to a call of degree k in an ordered tree. By the above argument, each of the calls T (n ? i; k ? i) are equivalent to calls of degree k ? i + 1, and since the degree of each of the calls is decreasing, (B) = T . 2 
Conclusion
There has been extensive research in the area of generating binary trees. We summarized much recent research and showed how it is related. We also present the rst loopless algorithm that generates binary trees in their usual pointer representation. 
