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Abstract
A universal weight function for a quantum affine algebra is a family of func-
tions with values in a quotient of its Borel subalgebra, satisfying certain coalge-
braic properties. In representations of the quantum affine algebra it gives off-shell
Bethe vectors and is used in the construction of solutions of the qKZ equations.
We construct a universal weight function for each untwisted quantum affine al-
gebra, using projections onto the intersection of Borel subalgebras of different
types, and study its functional properties.
1 Introduction
The first step of the nested Bethe ansatz method ([KR]) consists in the construction of
certain rational functions with values in a representation of a quantum affine algebra or
its rational or elliptic analogue. In the case of the quantum affine algebra Uq(ĝl2) these
rational functions, known as the off-shell Bethe vectors, have the form B(z1) · · ·B(zn)v,
where B(u) = T12(u) is an element of the monodromy matrix (this is a generating series
for elements in the algebra) and v is a highest weight vector of a finite dimensional
representation of Uq(ĝl2). For the quantum affine algebra Uq(ĝlN), the off-shell Bethe
vectors are constructed in [KR] by an inductive procedure (the induction is over N).
These Bethe vectors were then used (under the name ‘weight functions’) in the con-
struction of solutions of the q-difference Knizhnik-Zamolodchikov equation ([TV1, S]).
Inductive procedures for the construction of Bethe vectors were also used in rational
models (where the underlying symmetry algebra is a Yangian) in [BF] and [ABFR], for
g = slN ; in these cases the Bethe vectors were expressed explicitly in the quasi-classical
limit or using the Drinfeld twist (see Section 3.5). Bethe vectors for rational models
with g = o(n) and sp(2k) were studied in [R]; the twisted affine case A
(2)
2 was treated
in [T].
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Despite their complicated inductive definition, the weight functions enjoy nice prop-
erties, which do not depend on induction steps. These are coalgebraic properties, which
relate the weight function in a tensor product of representations with weight functions
in the tensor components ([TV1]).
The goal of this paper is to give a direct construction of weight functions, indepen-
dent of inductive procedures. For this purpose we introduce the notion of a universal
weight function. This is a family of formal Laurent series with values in a quotient
of the Borel subalgebra of the quantum affine algebra, satisfying certain coalgebraic
properties. The action of the universal weight function on a highest weight vector de-
fines a weight function with values in a representation of the quantum affine algebra,
which enjoys coalgebraic properties as in [TV1].
It is well-known that quantum affine algebras, as well as affine Kac-Moody Lie alge-
bras, admit two different realizations ([D2]). In the first realization, the quantum affine
algebra is generated by Chevalley generators, satisfying q-analogues of the defining re-
lations for Kac-Moody Lie algebras ([D1]). In the second realization ([D2]), generators
are the components of the Drinfeld currents, and the relations are deformations of
the loop algebra presentation of the affine Lie algebra. The quantum affine algebra is
equipped with two coproducts (‘standard’ and ‘Drinfeld’), each of which expresses sim-
ply in the corresponding realization. Both realizations are related to weight functions:
on the one hand, the weight function satisfies coalgebraic properties with respect to
the standard coproduct structure; on the other hand, the notion of a highest weight
vector is understood in the sense of the ‘Drinfeld currents’ presentation.
Our construction of a universal weight function is based on the use of deep rela-
tions between the two realizations. This connection was done in several steps. The
isomorphism between the algebra structures of both sides was proved in [D2] and [DF].
The coalgebra structures were then related in [KT2, KT3, Be, Da, DKP1]; there it
was proved that the ‘standard’ and ‘Drinfeld’ coproducts are related by a twist, which
occurs as a factor in the decomposition of the R-matrix for the ‘standard’ coproduct.
A further description of this twist (in the spirit of the Riemann problem in complex
analysis) was suggested in [ER] and developed in [EF, E2, DKP]. Each realization
determines a decomposition of the algebra as the product of two opposite Borel subal-
gebras (so there are 4 Borel subalgebras). In its turn, each Borel subalgebra decomposes
as the product of its intersections with the two Borel subalgebras of the other type, and
determines two projection operators which map it to these intersections. The twist is
then equal to the image of the tensor of the bialgebra pairing between opposite Borel
subalgebras by the tensor product of opposite projections.
In this paper, we give a new proof of these results. For this, we prove a general
result on twists of the double of a finite dimensional Hopf algebra A, arising from the
decomposition of A as a product of coideals (Subection 2.1); this result has a graded
analogue (Subsection 2.2), which can be applied e.g. to quantum Kac-Moody algebras
with their standard coproduct. More importantly, this result has a topological version
(Subsection 2.3). In Section 3, we show how this topological version implies that the
Drinfeld and standard coproducts are related by the announced twist.
The main result of this paper is Theorem 3. It says that the collection of images
of products of Drinfeld currents by the projection defines a universal weight function.
This allows to compute the weight function explicitly when g = sl2 or sl3 (see [KP1]), or
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when q = 1 (see identity (4.10)), using techniques of complex analysis and conformal
algebras ([DK]). We give a conjecture on the general form of the universal weight
function. We describe functional properties of the weight functions at the formal level,
using techniques of ([E1]). We also prove more precise rationality results in two cases:
(a) in the case of finite dimensional modules, as a consequence of the conjecture on
the form of the universal weight function; (b) in the case of lowest weight modules, the
rationality follows (unconditionally) from a grading argument.
The paper is organized as follows. In Section 2, we prove results on twists of dou-
bles of Hopf algebras. In Section 3, we recall the definition of the untwisted quantum
affine algebra Uq(ĝ), of its coproducts, the construction of the Cartan-Weyl basis and
its relation with the currents realization of Uq(ĝ), following [KT2]; we also reprove the
twist relation between the two (Drinfeld and standard) coproducts, using Section 2.
In particular, we introduce Borel subalgebras of different types and the related pro-
jection operators. Their definition, relies on a generalization of the convexity property
of the Cartan-Weyl generators to ‘circular’ Cartan-Weyl generators, see [KT1]; their
properties are proved in the Appendix. their In Section 4, we define and construct
universal weight functions, and prove the main theorem. As a corollary, we derive
analytical properties of our weight functions. In Section 5 we identify them, in the
case of Uq(ŝl2), with the expressions familiar in the algebraic Bethe ansatz theory.
2 Twists of doubles of Hopf algebras
2.1 The finite dimensional case
Let A be a finite dimensional Hopf algebra. Assume that A1, A2 are subalgebras of A
such that:1 (a) the mapmA : A1⊗A2 → A is a vector space isomorphism, (b) A1 (resp.,
A2) is a left (resp., right) coideal of A, i.e., ∆A(A1) ⊂ A⊗ A1, ∆A(A2) ⊂ A2 ⊗A.
Let Pi : A → Ai be the linear maps such that P1(a1a2) = a1εA(a2), P2(a1a2) =
εA(a1)a2 for ai ∈ Ai. Then we have mA ◦ (P1 ⊗ P2) ◦∆A = idA.
Let D be the double of A and let R ∈ D⊗2 be its R-matrix. Set Ri := (Pi⊗ id)(R).
The above identity, together with (∆A ⊗ id)(R) = R
1,3R2,3, implies that R = R1R2.
Let us set2 B := A∗cop, B1 := (A
ε
1A2)
⊥ ⊂ B, B2 := (A1A
ε
2)
⊥ ⊂ B.
Theorem 1. (see [ER, EF, DKP])
1) B1, B2 are subalgebras of B; the subalgebra B1 (resp., B2) is a left (resp., right)
coideal of B, i.e., ∆B(B1) ⊂ B⊗B1, ∆B(B2) ⊂ B2⊗B, and mB : B2⊗B1 → B
is a vector space isomorphism.
2) Define P ′i : B → Bi by P
′
2(b2b1) = b2εB(b1), P
′
1(b2b1) = εB(b2)b1. Then Ri =
(idA⊗P
′
3−i)(R), for i = 1, 2. In fact, Ri = (Pi ⊗ P
′
3−i)(R) ∈ Ai ⊗ B3−i.
3) R2 is a cocycle for D, i.e., R
1,2
2 (∆D ⊗ idD)(R2) = R
2,3
2 (idD⊗∆D)(R2). It follows
that D, equipped with the coproduct R2∆D(x) := R2∆D(x)R
−1
2 , is a quasitriangu-
lar Hopf algebra (which we denote by R2D) with R-matrix R2,12 R1.
1If X is a Hopf algebra, we denote by mX ,∆X , SX , εX , 1X its operations.
2For X a Hopf algebra,Xcop means X with opposite coproduct; if Y ⊂ X , then Y ε := Y ∩Ker(εX).
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4) mD(Ai ⊗ Bi) = mD(Bi ⊗ Ai) for i = 1, 2, so Di := mD(Ai ⊗ Bi) ⊂ D are
subalgebras of D.
5) Ai, Bi have the following coideal properties:
R2∆D(A1) ⊂ A1 ⊗D1,
R2∆D(B1) ⊂
D1 ⊗ B1,
R2∆D(A2) ⊂ A2 ⊗D2,
R2∆D(B2) ⊂ D2 ⊗ B2.
6) Di are Hopf subalgebras of
R2D. The quasitriangular Hopf algebra R2D is isomor-
phic to the double of (D1, (
R2∆D)|D1), whose dual algebra with opposite coproduct
is (D2, (
R2∆D)|D2).
Proof. 1) For X, Y ⊂ A, set XY := mA(X ⊗ Y ).
We have (id⊗εA) ◦∆A = idA, which implies that ∆A(A
ε
1) ⊂ A⊗A
ε
1 + A
ε
1 ⊗ 1A.
Then ∆A(A
ε
1A2) ⊂ ∆A(A
ε
1)∆A(A2) ⊂ (A ⊗ A
ε
1 + A
ε
1 ⊗ 1A)(A2 ⊗ A) ⊂ A ⊗ A
ε
1A +
Aε1A2 ⊗A.
Now A = A1A2, and A
ε
1A1 = A
ε
1, so A
ε
1A = A
ε
1A2, which implies that A
ε
1A2 is a
two-sided coideal of A. This implies that B1 is a subalgebra of B. In the same way,
B2 is a subalgebra of B.
Aε1A2 is a right ideal of A, which implies that B1 is a left coideal of B. In the same
way, B2 is a right coideal of B.
We now show that mB : B2 ⊗ B1 → B is a vector space isomorphism. We have
vector space isomorphisms Bi ≃ A
∗
3−i, for i = 1, 2, induced by A = A1 ⊕ A1A
ε
2 and
A = A2 ⊕ A
ε
1A2. So we will prove that the transposed map A
mt
B→ A1 ⊗ A2 is an
isomorphism.
Let bi ∈ A
∗
i ≃ B3−i. When viewed as elements of B = A
∗, bi satisfy
3 〈b1, a1a2〉 =
〈b1, a1〉ε(a2), 〈b2, a1a2〉 = ε(a1)〈b2, a2〉. Then 〈b1b2, a1a2〉 = 〈b1⊗b2, a
(1)
1 a
(1)
2 ⊗a
(2)
1 a
(2)
2 〉 =
〈b1, a
(1)
1 〉ε(a
(1)
2 )ε(a
(2)
1 )〈b2, a
(2)
2 〉 = 〈b1, a1〉〈b2, a2〉. So the composed map A1⊗A2
mA→ A
mt
B→
A1⊗A2 is the identity, which implies that A
mtB→ A1⊗A2, and therefore mB : B2⊗B1 →
B, is an isomorphism.
2) Let R′i ∈ Ai ⊗ B3−i be the canonical element arising from the isomorphism
Bi ≃ A
∗
i . Let us show that R = R
′
1R
′
2, and Ri = R
′
i.
We have R′1R
′
2 ∈ A ⊗ B. For a ∈ A, let us compute 〈R
′
1R
′
2, id⊗a〉. We as-
sume that a = a1a2, with ai ∈ Ai. Then 〈R
′
1R
′
2, id⊗a〉 = 〈R
′
1R
′
2, id⊗a1a2〉 =
〈(R′1)
1,2(R′2)
1,3, id⊗a
(1)
1 a
(1)
2 ⊗a
(2)
1 a
(2)
2 〉 = 〈(R
′
1)
1,2(R′2)
1,3, id⊗a
(1)
1 εA(a
(1)
2 )⊗εA(a
(2)
1 )a
(2)
2 〉 =
a1a2 = a. So R
′
1R
′
2 ∈ A⊗B is the canonical element, so it is equal to R.
Now Ri = (Pi⊗ idB)(R) = R
′
i, since we have (εA⊗ idB)(Ri) = 1A. We also compute
(id⊗P ′3−i)(R) = Ri and (Pi ⊗ P
′
3−i)(R) = Ri.
3) We first prove that for any a ∈ A, b ∈ B, we have
〈a(1), b(1)〉b(2)a(2) = a(1)b(1)〈a(2), b(2)〉 . (2.1)
Recall the multiplication formula in the quantum double [D1]:
b a = 〈SD(a
(1)), b(1)〉 〈a(3), b(3)〉 a(2) b(2) . (2.2)
3We denote by a⊗ b 7→ 〈a, b〉 = 〈b, a〉 the pairing A⊗B → C.
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Using this equality, we may write the right hand side of (2.1) as follows:
〈a(1), b(1)〉〈SD(a
(2)), b(2)〉〈a(4), b(4)〉a(3)b(3) = 〈a(1) ⊗ SD(a
(2)),∆B(b
(1))〉〈a(4), b(3)〉a(3)b(2)
= ε(a(1))ε(b(1))〈a(3), b(3)〉a(2) b(2) = 〈a(2), b(2)〉a(1) b(1)
which coincides with the left hand side of equality (2.1).
We now prove the cocycle relation R1,22 R
12,3
2 = R
2,3
2 R
1,23
2 (the coproduct is ∆D).
Both sides of this identity belong to A2 ⊗D ⊗ B1. Using the pairing, we will identify
them with linear maps B1⊗A2 → D. Let us compute the pairing of both sides of this
equality with b1 ⊗ id⊗a2 for arbitrary b1 ∈ B1 and a2 ∈ A2. For the left hand side we
have
〈R1,22 R
12,3
2 , b1 ⊗ id⊗a2〉 = 〈R2(a
(1)
2 ⊗ a
(2)
2 ), b1 ⊗ id〉 =
∑
i
〈r′ia
(1)
2 ⊗ r
′′
i a
(2)
2 , b1 ⊗ id〉
=
∑
i
〈r′i ⊗ a
(1)
2 , b
(2)
1 ⊗ b
(1)
1 〉r
′′
i a
(2)
2 = 〈a
(1)
2 , b
(1)
1 〉b
(2)
1 a
(2)
2 .
Here R2 =
∑
i r
′
i ⊗ r
′′
i . On the other hand, for the right hand side we obtain
〈R2,32 R
1,23
2 , b1 ⊗ id⊗a2〉 = 〈R2(b
(1)
1 ⊗ b
(2)
1 ), id⊗a2〉 =
∑
i
〈r′ib
(1)
1 ⊗ r
′′
i b
(2)
1 , id⊗a2〉
=
∑
i
r′i ⊗ b
(1)
1 〈r
′′
i ⊗ b
(2)
1 , a
(1)
2 ⊗ a
(1)
2 〉 = a
(1)
2 b
(1)
1 〈a
(2)
2 , b
(2)
1 〉 ,
where we used the fact that R2 is the pairing tensor between the subalgebras A2 and
B1. The cocycle identity now follows from (2.1).
Here is another proof of 3). Recall that R is invertible, and R−1 = (SD ⊗ idD)(R).
It follows that R1 and R2 are invertible. Let us show that R
−1
1 ∈ A1 ⊗ B2. We first
show that R−11 ∈ D ⊗B2. For this, we let a1 ∈ A1, a
ε
2 ∈ A
ε
2 and we compute:
〈R−11 , id⊗a1a
ε
2〉 = 〈R2R
−1, id⊗a1a
ε
2〉 = 〈R
1,2
2 (R
−1)1,3, id⊗(a1a
ε
2)
(1) ⊗ (a1a
ε
2)
(2)〉
= 〈R2, id⊗(a1a
ε
2)
(1)〉〈R−1, id⊗(a1a
ε
2)
(2)〉
= P2((a1a
ε
2)
(1))SA((a1a
ε
2)
(2)) = P2(a
(1)
1 )(a
ε
2)
(1)SA((a
ε
2)
(2))SA(a
(2)
1 ) = 0,
which proves that R−11 ∈ D ⊗B2. In the same way, one proves that R
−1
1 ∈ A1 ⊗D, so
R−11 ∈ A1 ⊗ B2, and then R
−1
2 ∈ A2 ⊗ B1.
Let us set Φ := R2,32 R
1,23
2 (R
1,2
2 R
12,3
2 )
−1 (the coproduct is ∆D). Then Φ ∈ A2⊗D⊗B1.
Using the quasitriangular identities satisfied by R, we get Φ = (R1,2¯31 R
2,3
1 )
−1R1¯2,31 R
1,2
1 ,
where the coproduct is now ∆2,1D (x) = R∆D(x)R
−1. The last identity implies that
Φ ∈ A1⊗D⊗B2. Since A1 ∩A2 = C1A and B1 ∩B2 = C1B, we get Φ ∈ 1D ⊗D⊗ 1D.
The pentagon identity satisfied by Φ then implies that Φ = 1⊗3D .
4) Recall that for a ∈ A, b ∈ B, we have
ab = 〈b(1), a(1)〉〈b(3), SA(a
(3))〉b(2)a(2), ba = 〈b(1), SA(a
(1))〉〈b(3), a(3)〉a(2)b(2).
Let us set XY := mD(X ⊗ Y ), for X, Y ⊂ D. We will show that B1A1 ⊂ A1B1.
Let a1 ∈ A1, b1 ∈ B1. Then b1a1 = 〈b
(1)
1 , SA(a
(1)
1 )〉〈b
(3)
1 , a
(3)
1 〉a
(2)
1 b
(2)
1 ; we have ⊗
3
i=1a
(i)
1 ∈
5
A⊗2⊗A1 and ⊗
3
i=1b
(i)
1 ∈ B
⊗2⊗B1, and since 〈b, a〉 = εB(b)εA(a) for a ∈ A1, b ∈ B1, we
have b1a1 = 〈b
(1)
1 , SA(a
(1)
1 )〉a
(2)
1 b
(2)
1 ; now b
(1)
1 ⊗b
(2)
1 ∈ B⊗B1 and a
(1)
1 ⊗a
(2)
1 ∈ A⊗A1, which
implies that b1a1 ∈ A1B1, as wanted. (One proves in the same way that B1A1 ⊂ A1B1.)
It follows that D1 := A1B1 is a subalgebra of D. In the same way, one shows that
D2 := A2B2 is a subalgebra of D.
Note that as above, for a1 ∈ A1, b1 ∈ B1, we have
a1b1 = 〈b
(1)
1 , a
(1)
1 〉〈b
(3)
1 , SA(a
(3)
1 )〉b
(2)
1 a
(2)
1 = 〈b
(1)
1 , a
(1)
1 〉b
(2)
1 a
(2)
1 ,
so that B1A1 = A1B1 ≃ A1 ⊗B1. In the same way, B2A2 = A2B2 ≃ A2 ⊗ B2.
5) We have R2∆D(A1) = R2∆D(A1)R
−1
2 ⊂ R2(A⊗ A1)R
−1
2 ⊂ A⊗D1, since R
±1
2 ∈
A2⊗B1. On the other hand,
R2∆D(A1) = R
−1
1 ∆
2,1
D (A1)R1 ⊂ R
−1
1 (A1⊗A)R1 ⊂ A1⊗D,
since R±11 ∈ A1 ⊗ B2. Finally,
R2∆D(A1) ⊂ A1 ⊗D1. The other inclusions are proved
similarly.
6). 4) and 5) imply that Di are Hopf subalgebras of D.
We have now R2,12 R1 ∈ D1⊗D2. It is a nondegenerate tensor, as it is inverse to the
pairing D1 ⊗D2 ≃ B1A1 ⊗ A2B2 ≃ (A1 ⊗ B1) ⊗ (A2 ⊗ B2) → C, given by the tensor
product of the natural pairings A1 ⊗B2 → C, A2 ⊗ B1 → C.
Let us prove that mD : D1 ⊗ D2 → D is a vector space isomorphism. The map
A1 ⊗ B1 ⊗ A2 ⊗ B2 ≃ A1B1 ⊗ A2B2 = D1 ⊗D2 → D ≃ A ⊗ B is given by a1 ⊗ b1 ⊗
a2 ⊗ b2 7→ 〈b
(1)
1 , a
(1)
2 〉〈b
(3)
1 , a
(3)
2 〉a1a
(2)
2 ⊗ b
(2)
1 b2. One checks that the inverse map is given
by A1 ⊗A2 ⊗ B1 ⊗B2 ≃ A⊗ B → D1 ⊗D2 using the same formula, replacing ∆D by
R2∆D.
The statement is now a consequence of the following fact: let (H,RH) be a quasitri-
angular Hopf algebra, and Hi, i = 1, 2 be Hopf subalgebras, such that RH ∈ H1⊗H2 is
nondegenerate and mH : H1⊗H2 → H is a vector space isomorphism, then H2 = H
∗cop
1
and H is the double of H1 (indeed, since RH is nondegenerate, it sets up a vector space
isomorphism H1 ≃ H
∗
2 , and since it satisfies the quasitriangularity equations, this is an
isomorphism H1 ≃ H
∗,cop
2 of Hopf algebras; we are then in the situation of the theorem
of [D1] on doubles).
2.2 The graded case
In the case when A is a Hopf algebra in the category of N-graded vector spaces with
finite dimensional components, the results of the previous section can be generalized
as follows.
Let (αij)1≤i,j≤r be a nondegenerate matrix, let A
′ be a N-graded braided Hopf
algebra, with finite dimensional components and A′[0] ≃ C, where the braiding is
defined by (qαij )1≤i,j≤r. Let A := A
′ ⊗ C[Zr] be the corresponding Hopf algebra. Let
B′ be the graded dual to A′ and B be the corresponding Hopf algebra. We then have a
nondegenerate Hopf pairing A⊗ B → C. Let D be the quotient of the bicrossproduct
of A and B by the diagonal inclusion of C[Zr].
To explain in what space R lies, we introduce the following notion. If V = ⊕n∈ZV [n]
is a Z-graded vector space, set V ⊗¯k :=
∏
n1,...,nk∈Z
V [n1]⊗ ...⊗ V [nk], let V
⊗>k ⊂ V ⊗¯k
be the set of all combinations
∑
v1 ⊗ ...⊗ vk, such that there exists a constant c1 and
6
functions c2(n1), ..., ck(n1, ..., nk−1), such that deg(v1) ≥ c1, deg(v2) ≥ c2(deg(v1)), ...,
deg(vk) ≥ ck(deg(v1), ..., deg(vk−1)).
Define R1 ∈ A1 ⊗> B2 as the tensor of the pairing 〈−,−〉1, R
′
2 ∈ A
′
2 ⊗> B
′
1 as the
tensor of 〈−,−〉′2 and R0 as the tensor of 〈−,−〉0. Then R0 = q
r0, where r0 is inverse to
the matrix (αij), and the tensor of the 〈−,−〉2 is R2 := R
′
2R0 (it belongs to a suitable
extension of A2 ⊗> B1). The R-matrix of D is then R = R1R2 (also in a suitable
extension of A⊗> B.
In Theorem 1, 1) is unchanged; 2) is unchanged, with the addition that Bi are
now graded subalgebras of B; in 3), the cocycle identity holds in D⊗>3 and the next
statement is that R2∆D defines a topological bialgebra structure, i.e., we have an algebra
morphism R2∆D : D → D
⊗>2 and coassociativity is an identity of maps D → D⊗>3;
4) is unchanged; 5) has to be understood in the topological sense; and 6) has to be
replaced by the statement that Di are topological subbialgebras of
R2D.
Example. One may take A = Uq(b+), where b+ is the Borel subalgebra of a Kac-
Moody Lie algebra, equipped with the principal grading. In some cases, the twisted
bialgebra R2D is an ordinary Hopf algebra, i.e., R2∆ : D → D⊗2.
2.3 The topological case
If V = ⊕n∈ZV [n] is a Z-graded vector space, let V
⊗<k be the image of V ⊗>k by
v1 ⊗ .. ⊗ vk 7→ vk ⊗ ... ⊗ v1. We define (V
⊗<k)[n] as the part of V ⊗<k of total de-
gree n and (V ⊗<k)fs := ⊕n∈Z(V
⊗<k)[n] the ‘finite support’ part of V ⊗<k. We de-
fine (V ⊗>k)fs similarly. Then if V is a Z-graded algebra, we have algebra inclusions
V ⊗k ⊂ (V ⊗<k)fs ⊂ V
⊗<k and V ⊗k ⊂ (V ⊗>k)fs ⊂ V
⊗>k.
We will make the following assumptions.
(H1) D is a Z-graded topological bialgebra. Here topological means that the coproduct
is an algebra morphism ∆D : D → (D
⊗<2)fs of degree 0 (then the coassociativity
is an equality of maps D → (D⊗<3)fs).
(H2) D ⊃ A,B ⊃ C[Zr], where A,B are Z-graded topological subbialgebras of D and
C[Zr] ⊂ D0 is equipped with its standard bialgebra structure. We assume that
the product map yields an isomorphism of vector spaces A ⊗C[Zr ] B → D, and
that we have a nondegenerate bialgebra pairing 〈−,−〉 : A⊗Bcop → C of degree
0; this means that
〈a1a2, b〉 = 〈a1 ⊗ a2, b
(2) ⊗ b(1)〉, 〈a, b1b2〉 = 〈a
(1) ⊗ a(2), b1 ⊗ b2〉, (2.3)
ai ∈ Ai, bi ∈ Bi, and 〈a, 1D〉 = εD(a), 〈1D, b〉 = εD(b); we further require that
the identity (2.1)
〈a(1), b(1)〉b(2)a(2) = a(1)b(1)〈a(2), b(2)〉
holds. (One checks that all the sums involved in these identities are finite.)
(H3) A ⊃ A1, A2, where Ai are Z-graded subalgebras of A, such that the nontrivial
components of A1 (resp., A2) are in degrees ≥ 0 (resp., ≤ 0), and the product
map A1 ⊗ A2 → A is a linear isomorphism.
7
B ⊃ B1, B2, where Bi are Z-graded subalgebras of B, such that the nontrivial
components of B1 (resp., B2) are in degrees ≥ 0 (resp., ≤ 0) and the product
map is an isomorphism B2 ⊗B1 → B.
(H4) Moreover,
∆D(A1) ⊂ A⊗<A1, ∆D(A2) ⊂ A2⊗<A, ∆D(B1) ⊂ B⊗<B1, ∆D(B2) ⊂ B2⊗<B.
(2.4)
If we define 〈−,−〉i as the restriction of 〈−,−〉 to Ai⊗B3−i → C (i = 1, 2), then
this assumption is equivalent to the identity
〈a1a2, b2b1〉 = 〈a1, b2〉1〈a2, b1〉2, (2.5)
where ai ∈ Ai, bi ∈ Bi (i = 1, 2).
(H5) The degree zero components are A2[0] = B1[0] = C[Z
r], and A1[0] = B2[0] = C.
We also assume that A2, B1 contain graded subalgebras A
′
2, B
′
1, such that the
product induces linear isomorphims A′2 ⊗ C[Z
r] ≃ A2, B
′
1 ⊗ C[Z
r] ≃ B1 (so
A′2[0] = B
′
1[0] = C). We assume that the homogeneous components of A1, A
′
2,
B′1, B2 are finite dimensional.
(H6) Let us denote by 〈−,−〉0 the restriction of 〈−,−〉 to A2[0]⊗B1[0] ≃ C[Z
r]⊗2 → C;
we assume that it has the form 〈δi, δj〉0 = q
αij , q ∈ C× and the matrix (αij) is
nondegenerate (here δi is the ith basis vector of Z
r). Let us denote by 〈−,−〉′2
the restriction of 〈−,−〉2 to A
′
2 ⊗ B
′
1 → C. We assume that
〈a′2a0, b
′
1b0〉2 = 〈a
′
2, b
′
1〉
′
2〈a0, b0〉0
where a′2 ∈ A
′
2, b
′
1 ∈ B
′
2, a0 ∈ A2[0] and b0 ∈ B1[0]. We assume that the pairings
〈−,−〉1 and 〈−,−〉
′
2 are non-degenerate, in the sense that each pairing between
each pair of finite-dimensional homogeneous components of opposite degrees is
nondegenerate.
Define R1 ∈ A1 ⊗> B2 as the tensor of the pairing 〈−,−〉1, R
′
2 ∈ A
′
2 ⊗< B
′
1 as the
tensor of 〈−,−〉′2 and R0 as the tensor of 〈−,−〉0. Then R0 = q
r0, where r0 is inverse
to the matrix (αij), and the tensor of the 〈−,−〉2 is R2 := R
′
2R0 ∈ A2 ⊗< B1.
Actually, R1, R2 have degree 0, so we have R1 ∈ (A1 ⊗> B2)fs, R2 ∈ (A2 ⊗< B1)fs.
Since R1 has the form 1+
∑
i>0 ai ⊗ bi, where deg(ai) = − deg(bi) = i, R1 is invertible
in A1 ⊗> B2. In the same way, R2 is invertible.
Lemma 2.1. R2 is a cocycle for ∆D, i.e., the identity
R1,22 (∆D ⊗ id)(R2) = R
2,3
2 (id⊗∆D)(R2)
holds in D⊗<3. In the same way, R−11 is a cocycle for ∆
2,1
D .
Proof. The proof for R2 is the same as the first proof of 3) in Theorem 1. In the
case of R−11 , we similarly prove that (∆
2,1
D ⊗ id)(R1)R
1,2
1 = (id⊗∆
2,1
D )(R1)R
2,3
1 and take
inverses.
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We therefore obtain topological bialgebra structures ∆ : D → D⊗<2 and ∆˜ : D →
D⊗>2, defined by
∆(x) := R2∆D(x)R
−1
2 , ∆˜(x) = R
−1
1 ∆D(x)
2,1R1.
We now prove:
Theorem 2. ∆ and ∆˜ actually take their values in D⊗2, and are equal as maps D →
D⊗2.
Let us first briefly summarize the proof. For x ∈ A, ∆(x) ∈ A ⊗< D while
∆˜(x) ∈ A ⊗> D. We pair both elements with b ⊗ id, where b ∈ B. Then ∆(x),
∆˜(x) define elements of two completions Hom±(B, Dˆ) of the same convolution algebra
⊕(i,j)∈Z2 Hom(Bi, Dj). Using identities in these convolution algebras, and computing
degrees carefully to prove that certain maps, a priori valued in D⊗>3 or D⊗<3, take
in fact their values in D⊗3, we prove identity (2.9), which implies that the pairings of
∆(x) and ∆˜(x) with b⊗ id are the same. This implies ∆(x) = ∆˜(x) ∈ D⊗2; the proof
with x replaced by y ∈ B is similar.
Proof. We will consider the convolution algebra ⊕(i,j)∈Z2 Hom(Bi, Dj), where the
product is (f1 ∗ f2)(b) := f1(b
(2))f2(b
(1)). This is an associative algebra with identity
element 1∗ : b 7→ ε(b)1D. This algebra is bigraded by Z
2. The convolution product can
be extended as follows. Let Dˆ :=
∏
i∈ZDi, then Hom(B, Dˆ) =
∏
(i,j)∈Z2 Hom(Bi, Dj).
If f =
∏
i,j fi,j ∈ Hom(B, Dˆ), we define the support of f as supp(f) := {(i, j)|fi,j 6= 0}.
Then if f1, f2 ∈ Hom(B, Dˆ) are such that the sum map supp(f1) × supp(f2) →
supp(f1) + supp(f2) has finite fibers, then the convolution f1 ∗ f2 ∈ Hom(B, Dˆ) is
defined, and has support contained in supp(f1)+supp(f2). One checks that the convolu-
tion in Hom(B, Dˆ) is associative in the restricted sense that if S1×S2×S3 → S1+S2+S3
has finite fibers, where Si := supp(fi), then (f1 ∗ f2) ∗ f3 = f1 ∗ (f2 ∗ f3).
In particular, we define Hom+(B, Dˆ) (respectively, Hom−(B, Dˆ)) as the subset of
Hom(B, Dˆ) of all the elements f such that supp(f) is contained is some part of Z2 of
the form S + N(1, 1) (resp., S + N(−1,−1)),4 where S is a finite subset of Z2. Then
Hom±(B, Dˆ) are both algebras for the convolution.
One checks that one has algebra injections (A⊗< D)fs → Hom+(B, Dˆ) and (A⊗>
D)fs → Hom−(B, Dˆ) (denoted x 7→ [x]), extending the map A ⊗ D → Hom(B, Dˆ),
a⊗ d 7→ (b 7→ 〈b, a〉d). The intersection of (A⊗< D)fs and (A⊗> D)fs in Hom(B, Dˆ)
is A⊗D.
It follows from (2.5) that the images of R1 ∈ (A ⊗> D)fs and R2 ∈ (A ⊗< D)fs
in Hom(B, Dˆ) respectively coincide with P2 and P1, where P2(b2b1) = b2ε(b1) and
P1(b2b1) = ε(b2)b1.
Let f := [R−11 ] ∈ Hom−(B, Dˆ) and g := [R
−1
2 ] ∈ Hom+(B, Dˆ). Then f∗P2 and P2∗f
are defined, and f ∗P2 = P2 ∗ f = 1∗. This means that for any b ∈ B, f(b
(2))P2(b
(1)) =
P2(b
(2))f(b(1)) = ε(b). For b = b2b1, this means that f(b
(2)
2 b
(2)
1 )b
(1)
2 P2(b
(1)
1 ) = ε(b)
and P2(b
(2)
2 )f(b
(1)
2 b1) = ε(b). The first equality says in particular (setting b1 = 1)
4N(a, b) = {(0, 0), (a, b), (2a, 2b), ...}
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that f(b
(2)
2 )P2(b
(2)
2 ) = ε(b2); plugging this in the second equality, we get f(b2)ε(b1) =
f(b
(2)
2 )ε(b
(1)
2 b1) = f(b
(3)
2 )P2(b
(2)
2 )f(b
(1)
2 b1) = ε(b
(2)
2 )f(b
(1)
2 b1) = f(b2b1), so
f(b2b1) = f(b2)ε(b1).
In addition, we have
f(b
(2)
2 )b
(1)
2 = P2(b
(2)
2 )f(b
(1)
2 ) = ε(b2).
These identities imply
f(b(2))b(1) = P1(b). (2.6)
In the same way, one shows that
g(b2b1) = ε(b2)g(b1), g(b
(2)
1 )P1(b
(1)
1 ) = b
(2)
1 g(b
(1)
1 ) = ε(b1),
where all the a priori infinite sums reduce to finite sums.
Then we compute
〈∆(x), b⊗ id〉 = (P1 ∗ [∆(x)] ∗ g)(b) = P1(b
(3))[∆D(x)](b
(2))g(b(1))
= P1(b
(3)
2 b
(3)
1 )〈x
(1), b
(2)
2 b
(2)
1 〉x
(2)g(b
(1)
2 b
(1)
1 ) = P1(b
(2)
2 )b
(3)
1 〈x
(1), b
(1)
2 b
(2)
1 〉x
(2)g(b
(1)
1 )
= P1(b
(2)
2 )b
(3)
1 〈x
(1), b
(1)
2 〉〈x
(2), b
(2)
1 〉x
(3)g(b
(1)
1 )
where the fourth equality uses b
(3)
1 ∈ B1, b
(1)
2 ∈ B2, and the last equality uses the
bialgebra pairing rules (2.3), which do not introduce infinite sums.
We finally get
〈∆(x), b2b1 ⊗ id〉 = P1(b
(2)
2 )〈x
(1), b
(1)
2 〉 · b
(3)
1 〈x
(2), b
(2)
1 〉x
(3)g(b
(1)
1 ),
and similarly
〈∆˜(x), b2b1 ⊗ id〉 = f(b
(3)
2 )〈x
(2), b
(2)
2 〉x
(1)b
(1)
2 · 〈x
(3), b
(2)
1 〉P2(b
(1)
1 ).
We now prove that
P1(b
(2)
2 )〈x
(1), b
(1)
2 〉x
(2) = f(b
(3)
2 )〈x
(2), b
(2)
2 〉x
(1)b
(1)
2 . (2.7)
We first show that both sides are finite sums. Let x and b2 be of fixed degree (we
denote by |x| the degree of x ∈ D). Then for some constant c, we have |b
(1)
2 |, |x
(1)| ≤ c,
|b
(2)
2 | = |b2| − |b
(1)
2 |, |x
(2)| = |x| − |x(1)|, so the l.h.s. reduces to the sum of contributions
with |b
(1)
2 |, |x
(1)| ∈ {−c, ..., c − 1, c} and is a finite sum. Let us show that the r.h.s.
is a finite sum. For some constant c′ and function c′′(n), we have |b
(1)
2 |, |x
(1)| ≤ c′,
|b
(2)
2 | ≤ c
′′(|b
(1)
2 |), |x
(2)| = |x| − |x(1)| and |b
(3)
2 | = |b2| − |b
(1)
2 | − |b
(2)
2 |. The nontrivial
contributions are for |x(2)|+ |b
(2)
2 | = 0 and |b
(3)
2 | ≤ 0 (as supp(f) ⊂ N(−1,−1)). These
conditions impose |b
(1)
2 | + |b
(2)
2 | ≥ 0, so |b
(2)
2 | ≥ −c
′, which leaves only finitely many
possibilities for |b
(2)
2 |; then |b
(1)
2 | ≥ −|b
(2)
2 |, which leaves only finitely many possibilities
for (|b
(1)
2 |, |b
(2)
2 |, |b
(3)
2 |). This also implies that only finitely many (|x
(1)|, |x(2)|) contribute.
We have therefore proven that there are linear maps F,G : B2⊗A→ D, F (x⊗b2) :=
P1(b
(2)
2 )〈x
(1), b
(1)
2 〉x
(2) and G(x⊗ b2) := f(b
(3)
2 )〈x
(2), b
(2)
2 〉x
(1)b
(1)
2 .
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Similarly, one proves that there exists a unique linear map f : B2⊗A→ D, such that
f(b2 ⊗ x) = P1(b
(2)
2 )〈x, b
(1)
2 〉. Then the image of the composed map B2 ⊗A
id⊗∆D→ B2 ⊗
A⊗<2
f⊗inc
→ D⊗<2 (inc is the canoncial inclusion) is contained in D⊗2, so its composition
with mD : D
⊗2 → D is well-defined. Then F = mD ◦ (f ⊗ inc) ◦ (id⊗∆D), and (2.7)
expresses as F = G.
One checks that there are maps u, v : A ⊗ B → D, such that u(a ⊗ b) :=
〈a(1), b(1)〉b(2)a(2) and v(a ⊗ b) := 〈a(2), b(2)〉a(1)b(1); (2.1) can then be expressed by
the equality u = v.
As above, one checks that the composed map A⊗B
id⊗∆D→ A⊗B⊗<2
w⊗id
→ D⊗<B
id⊗f
→
D⊗<2 actually takes its values in D⊗2 for w = u or v. This means that the equality
〈x(1), b
(1)
2 〉b
(2)
2 x
(2) ⊗ f(b
(3)
2 ) = 〈x
(2), b
(2)
2 〉x
(1)b
(1)
2 ⊗ f(b
(3)
2 )
takes place in D⊗2. Applying mD after transposing the factors, we get the identity in
D
f(b
(3)
2 )〈x
(1), b
(1)
2 〉b
(2)
2 x
(2) = f(b
(3)
2 )〈x
(2), b
(2)
2 〉x
(1)b
(1)
2 ,
which according to (2.6) yields (2.7).
One proves similarly that the following is an equality between finite sums
b
(3)
1 〈x
(1), b
(2)
1 〉x
(2)g(b
(1)
1 ) = x
(1)〈x(2), b
(2)
1 〉P2(b
(1)
1 ),
which one expresses as F ′ = G′, where F ′, G′ : A⊗B → D are given by F ′(x⊗ b2) :=
b
(3)
1 〈x
(1), b
(2)
1 〉x
(2)g(b
(1)
1 ) and G
′(x⊗ b2) := x
(1)〈x(2), b
(2)
1 〉P2(b
(1)
1 ).
As before, there exists a unique linear map g : A⊗B1 → D, such that g(x⊗ b1) =
〈x, b(2)1 〉P2(b
(1)
1 ). Then the image of the composed map A ⊗ B1
∆D⊗id→ A⊗<2 ⊗ B1
inc⊗g
→
D⊗<2 is contained in D⊗2, so its composition with mD : D
⊗2 → D is well-defined, and
G′ = mD ◦ (inc⊗g) ◦ (∆D ⊗ id).
We then consider the composed map B⊗A⊗B
id⊗∆
(2)
D
⊗id
→ B⊗A⊗<3⊗B
f⊗id⊗g
→ D⊗<3
(where ∆
(2)
D = (∆D ⊗ id) ◦∆D); this map is
b2 ⊗ x⊗ b1 7→ P1(b
(2)
2 )〈x
(1), b
(1)
2 〉 ⊗ x
(2) ⊗ 〈x(3), b
(2)
1 〉P2(b
(1)
1 ) (2.8)
and actually takes its values inD⊗3, since for |x| and |b2| fixed, we have |b
(1)
1 |, |b
(1)
2 |, |x
(1)| ≤
c for some c, and the nontrivial contributions are for |b(1)2 | = −|x
(1)| ≥ −c, which leaves
only finitely many possibilities for (|b
(1)
2 |, |b
(2)
2 |), and therefore also for |x
(1)|. Now
for each such |x(1)|, we have |x(2)| ≤ c′(|x(1)|) for some function c′(n), and |x(3)| =
|x|−|x(1)|−|x(2)| ≥ |x|−c−c′(|x(1)|). On the other hand, |b
(2)
1 | = |b1|−|b
(1)
1 | ≥ |b1|−c,
Since we must have |x(3)| + |b
(2)
1 | = 0, this leaves only finitely many possibilities
for (|b
(2)
1 |, |x
(3)|). Finally, we have finitely many possibilities for (|b
(1)
1 |, |b
(2)
1 |) and for
(|x(1)|, |x(2)|), hence for (|x(1)|, |x(2)|, |x(3)|). So the r.h.s. of (2.8) is a finite sum and
belongs to D⊗3.
We then consider the map
m
(2)
D ◦ (f ⊗ id⊗g) ◦ (id⊗∆
(2)
D ⊗ id)) : B ⊗ A⊗ B → D
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(where m
(2)
D = (mD ⊗ id) ◦mD). On one hand, we have
m
(2)
D ◦(f⊗id⊗g)◦(id⊗∆
(2)
D ⊗id)) = mD◦(F⊗g)◦(id⊗∆D⊗id) = mD◦(G⊗g)◦(id⊗∆D⊗id);
on the other hand, we have
m
(2)
D ◦(f⊗id⊗g)◦(id⊗∆
(2)
D ⊗id)) = mD◦(f⊗G
′)◦(id⊗∆D⊗id) = mD◦(f⊗F
′)◦(id⊗∆D⊗id);
so
mD ◦ (G⊗ g) ◦ (id⊗∆D ⊗ id) = mD ◦ (f ⊗ F
′) ◦ (id⊗∆D ⊗ id). (2.9)
Explicitly,
P1(b
(2)
2 )〈x
(1), b
(1)
2 〉 ·
(
x(2) · 〈x(3), b
(2)
1 〉P2(b
(1)
1 )
)
= P1(b
(2)
2 )〈x
(1), b
(1)
2 〉 · b
(3)
1 〈x
(2), b
(2)
1 〉x
(3)g(b
(1)
1 )
and(
P1(b
(2)
2 )〈x
(1), b
(1)
2 〉·x
(2)
)
·〈x(3), b
(2)
1 〉P2(b
(1)
1 ) = f(b
(3)
2 )〈x
(2), b
(2)
2 〉x
(1)b
(1)
2 ·〈x
(3), b
(2)
1 〉P2(b
(1)
1 ),
so (2.9) is rewritten as
P1(b
(2)
2 )〈x
(1), b
(1)
2 〉 · b
(3)
1 〈x
(2), b
(2)
1 〉x
(3)g(b
(1)
1 ) = f(b
(3)
2 )〈x
(2), b
(2)
2 〉x
(1)b
(1)
2 · 〈x
(3), b
(2)
1 〉P2(b
(1)
1 ),
i.e., 〈∆(x), b2b1 ⊗ id〉 = 〈∆˜(x), b2b1 ⊗ id〉. This means that [∆(x)] = [∆˜(x)]. Since the
intersection of (A ⊗< D)fs and (A ⊗> D)fs in Hom(B, Dˆ) is A ⊗ D, we get ∆(x) =
∆˜(x) ∈ A⊗D.
One proves similarly that for y ∈ B, ∆(y) = ∆˜(y) ∈ D ⊗ B by using the con-
volution algebra
∏
(i,j)∈Z2 Hom(Ai, Dj), where the product is given by (f1 ∗ f2)(a) =
f1(a
(1))f2(a
(2)).
Proposition 2.2. ∆ defines a (nontopological) bialgebra structure on D, quasitriangu-
lar with R-matrix R2,12 R1 ∈ D
⊗>2 (the quasitriangular identities are satisfied in D⊗>3).
Proof. Let us prove that for x ∈ D,
R2,12 R1∆(x) = ∆
2,1(x)R2,12 R1 (2.10)
(equality in D⊗>2). We have ∆(x) = ∆˜(x) = R−11 ∆
2,1
D (x)R1 (∈ D
⊗>2) so the l.h.s. is
equal to R2,12 ∆
2,1
D (x)R1 (∈ D
⊗>2).
On the other hand, ∆2,1(x) = R2,12 ∆
2,1
D (x)(R
2,1
2 )
−1 (∈ D⊗>2) so the r.h.s. is equal
to R2,12 ∆
2,1
D (x)R1 (∈ D
⊗>2). This proves (2.10).
We now prove the quasitriangular identity
(∆⊗ id)(R) = R1,3R2,3 (2.11)
in D⊗>3. Recall that R1,22 (∆D⊗ id)(R2) = R
2,3
2 (id⊗∆D)(R2) (equality in D
⊗<3), which
gives by applying the transposition x 7→ x3,2,1
R3,22 (id⊗∆
2,1
D )(R
2,1
2 ) = R
2,1
2 (∆
2,1
D ⊗ id)(R
2,1
2 ) (2.12)
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(equality in D⊗>3). On the other hand, recall that
(∆2,1D ⊗ id)(R1)R
1,2
1 = (id⊗∆
2,1
D )(R1)R
2,3
1 (2.13)
(equality in D⊗>3). Taking the product of (2.12) written in opposite order with (2.13),
we get
R2,12 (∆
2,1
D ⊗ id)(R)R
1,2
1 = R
3,2
2 (id⊗∆
2,1
D )(R)R
2,3
1 .
Equality (2.11) then follows from R1,21 ∆(x) = ∆
2,1
D (x)R
1,2
1 (equality in D
⊗>2). The
proof of the identity (id⊗∆)(R) = R1,3R1,2 is similar.
Proposition 2.3. D1 := A1B1, D2 := A2B2 are subbialgebras of D. We also have
∆(A1) ⊂ A1 ⊗D1, ∆(B1) ⊂ D1 ⊗ B1, ∆(A2) ⊂ A2 ⊗D2, ∆(B2) ⊂ D2 ⊗ B2.
(2.14)
Proof. We first prove that B1A1 ⊂ A1B1. Set R(a, b) := 〈a
(1), b(1)〉b(2)a(2) −
〈a(2), b(2)〉a(1)b(1) and S(a, b) := ba−〈SD(a
(1)), b(2)〉〈a(3), b(3)〉a(2)b(2). We have R(a, b) =
〈a(1), b(1)〉S(a(2), b(2)) and S(a, b) = 〈a(1), SD(b
(1))〉R(a(2), b(2)) so since R(a, b) = 0, we
get S(a, b) = 0. Therefore
ba = 〈SD(a
(1)), b(2)〉〈a(3), b(3)〉a(2)b(2).
If now a ∈ A1, b ∈ B1, we get a
(1) ⊗ a(2) ⊗ a(3) ∈ A⊗<2 ⊗< A1 and b
(1) ⊗ b(2) ⊗
b(3) ∈ B⊗<2 ⊗< B1. For x ∈ A1, y ∈ B1, we have 〈x, y〉 = ε(x)ε(y), so ba =
〈SD(a
(1)), b(1)〉ε(a(3))ε(b(3))a(2)b(2) = 〈SD(a
(1)), b(1)〉a(2)b(2). Now since ∆D(a1) ∈ A ⊗<
A1 and ∆D(b1) ∈ B⊗<B1, we get ba ∈ A1B1, as wanted. This implies that D1 := A1B1
is a subalgebra of D.
In the same way, we prove that D2 is a subalgebra of D.
Let us prove that ∆(A1) ⊂ A1⊗D1. For x ∈ A1, ∆(x) = R2∆D(x)R
−1
2 and since D1
is an algebra, ∆(x) ∈ A⊗<D1. On the other hand, ∆˜(x) = R
−1
1 ∆
2,1
D (x)R1 ∈ A1⊗>D.
Since ∆(x) = ∆˜(x) ∈ A⊗D and (A⊗D)∩(A⊗<D1) = A⊗D1, we get ∆(x) ∈ A⊗D1.
In the same way, ∆(x) ∈ A1⊗D. Then (A⊗D1)∩ (A1⊗D) = A1⊗D1, which implies
∆(x) ∈ A1 ⊗D1, as wanted. The other inclusions (2.14) are proved in the same way.
Since Di are generated by Ai, Bi, these inclusions imply that Di are also subbial-
gebras of (D,∆).
We will show that the quantum affine algebras, equipped with their currents co-
products, are examples of the situation of Subsection 2.3.
3 Quantum affine algebra Uq(ĝ)
In this paper, q is a complex number, which is neither 0 nor a root of unity.
3.1 Chevalley-type presentation of Uq(ĝ)
Let g be a simple Lie algebra; let r be its rank and let (bi,j)i,j=1,...,r be its Cartan
matrix. Let (ai,j)i,j=0,...,r be the Cartan matrix of the affine Lie algebra ĝ. We denote by
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Π = {α1, ..., αr} the set of positive simple roots of g and by Π̂ = {α0, α1, ..., αr} the set
of positive simple roots of ĝ. The symmetrized Cartan matrix of ĝ is ((αi, αj))i,j=0,...,r;
we have (αi, αj) = diai,j = djaj,i (where di = 1, 2 or 3 are coprime). Let δ be the
minimal positive imaginary root of ĝ, so δ =
∑r
i=0 niαi, ni ∈ Z≥0, n0 = 1. Let[
n
k
]
q
= [n]q!
[k]q![n−k]q!
, [n]q! = [1]q[2]q · · · [n]q, [n]q =
qn−q−n
q−q−1
, qα = q
(α,α)
2 , qi = qαi = q
di.
The quantum (untwisted) affine Lie algebra Uq(ĝ) is generated by the Chevalley
generators e±αi , k
±1
αi
(i = 0, . . . , r), the grading elements q±d, and the central elements
k
±1/2
δ , subject to the relations
[qd, kαi] = [kαi, kαj ] = 0, q
de±αiq
−d = q±δi,0e±αi , kαie±αjk
−1
αi
= q
±aij
i e±αj ,
(k
±1/2
δ )
2 =
r∏
i=0
k±niαi , q
dq−d = q−dqd = kαik
−1
αi
= k−1αi kαi = k
1/2
δ k
−1/2
δ = k
−1/2
δ k
1/2
δ = 1,
[eαi , e−αj ] = δij
kαi − k
−1
αi
qi − q
−1
i
, (3.15)
∑
r+s=1−ai,j
(−1)re
(r)
±αie±αje
(s)
±αi = 0, i 6= j , where e
(k)
±αi =
ek±αi
[k]qi!
.
The standard Hopf structure of Uq(ĝ) is given by the formulas:
∆std(q±d) = q±d ⊗ q±d, ∆std(k±1αi ) = k
±1
αi
⊗ k±1αi , ∆
std(k
±1/2
δ ) = k
±1/2
δ ⊗ k
±1/2
δ ,
∆std(eαi) = eαi ⊗ 1 + kαi ⊗ eαi , ∆
std(e−αi) = 1⊗ e−αi + e−αi ⊗ k
−1
αi
,
ε(q±d) = 1, ε(e±αi) = 0 , ε(k
±1
αi
) = 1 , ε(k
±1/2
δ ) = 1,
S(eαi) = −k
−1
αi
eαi , S(e−αi) = −e−αikαi, S(k
±1
αi
) = k∓1αi ,
S(q±d) = q∓d, S(k
±1/2
δ ) = k
∓1/2
δ ,
(3.16)
where ∆std, ε and S are the coproduct, counit and antipode maps respectively.
Let Uq(h) be the Cartan subalgebra of Uq(ĝ). It is generated by the elements k
±1
αi
(i = 0, ..., r) and q±d. Denote by Uq(b+) the subalgebra of Uq(ĝ) generated by the
elements eαi , k
±1
αi
(i = 0, ..., r), k
±1/2
δ and q
±d, and by Uq(b−) the subalgebra of Uq(ĝ)
generated by the elements e−αi , k
±1
αi
(i = 0, ..., r), k
±1/2
δ and q
±d.
The algebras Uq(b±) are Hopf subalgebras of Uq(ĝ) with respect to the standard
coproduct ∆std. They are q-deformations of the enveloping algebras of opposite Borel
subalgebras of Lie algebra ĝ. We call them the standard Borel subalgebras. Moreover,
Uq(b−) is the dual, with opposite coproduct, of Uq(b+), and Uq(ĝ)⊗Uq(h) is the double
of Uq(b+) (where Uq(h) is equipped with the standard structure, for which k
±1
αi
is
primitive)
The algebras Uq(b±) contain subalgebras Uq(n±), which are generated by the ele-
ments e±αi , i = 0, ..., r. The subalgebra Uq(n+) is a left coideal of Uq(b+) with respect
to standard coproduct and the subalgebra Uq(n−) is a right coideal of Uq(b−) with
respect to the same coproduct, that is
∆std(Uq(n+)) ⊂ Uq(b+)⊗ Uq(n+) , ∆
std(Uq(n−)) ⊂ Uq(n−)⊗ Uq(b−) .
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The algebras Uq(n±) are q-deformations of the enveloping algebras of the standard
pro-nilpotent subalgebras of the affine Lie algebra ĝ.
3.2 Cartan-Weyl basis of Uq(ĝ)
We now construct a Cartan-Weyl (CW) basis of Uq(ĝ). Let us denote by Σ+ ⊂ Σ the
set of positive (resp., all) roots of g and by Σ̂+ ⊂ Σ̂ the set of positive (resp., all) roots
of ĝ, so Σ+ ⊂ Σ, Σ̂+ ⊂ Σ̂. Recall that α0 is the affine positive simple root and let δ be
the minimal positive imaginary root, so δ = α0 + θ, where θ is the longest root of Σ+.
We consider the following class of normal orderings on Σ̂+. Let Ŵ be the Weyl
group of ĝ. It contains the Weyl group W of g and the normal subgroup Q, which is
the set of all elements having only finitely many conjugates. There is a unique group
morphism Q→ h∗, p 7→ p¯, such that the action of p ∈ Q on h∗ is the translation by p¯.
This map is injective and identifies Q with a subgroup Q¯ of h∗.
Choose p ∈ Q such that (p¯, αi) > 0 for any i = 1, ..., r. Choose a reduced decom-
position p = sαi0sαi1 · · · sαim−1 , such that αi0 = α0 is the affine positive root. Extend
the sequence i0, i1, ..., im to a periodic sequence
. . . , i−1, i0, i1, . . . , in, . . . (3.17)
satisfying the conditions in = in+m for any n ∈ Z. We then set
γ1 := αi1 , γ2 := sαi1 (αi2), ..., γk := sαi1 ...sαik−1 (αik) for k ≥ 1;
and
γ0 := αi0 , γ−1 := sαi0 (αi−1), ..., γ−ℓ := sαi0 ...sαi1−ℓ (αi−ℓ) for ℓ ≥ 0. (3.18)
Then [Be, Da] the order γ1 ≺ γ2 ≺ ... ≺ γn ≺ ... ≺ δ ≺ 2δ ≺ ... ≺ γ−n ≺ ... ≺ γ−1 ≺
γ0 is normal and satisfies the condition
lδ + α ≺ (m+ 1)δ ≺ (n+ 1)δ − β , (3.19)
for any positive roots α, β ∈ Σ+, and any l, m, n ≥ 0. From now on, we fix a normal
ordering ≺ on Σ̂+, given by the procedure above.
Recall that the principal degree deg is the linear additive map ZΠ̂→ Z, such that
deg(αi) = 1 for i = 0, ..., r. We first construct the CW generators eγ , for γ ∈ Σ̂+ and
deg(γ) ≤ deg(δ)− 1. For γ ∈ Π̂, eγ is equal to the corresponding Chevalley generator
of Uq(ĝ). The CW generator eγ is then constructed by induction on the degree of γ as
follows: if γ ∈ Σ̂+ and deg(γ) ≤ deg(δ)− 1, we let [α, β] be minimal for the inclusion,
among the set of all segments [α′, β ′], where α′, β ′ ∈ Σ̂+ are such that γ = α
′ + β ′ (we
define the segment [α′, β ′] as {γ′|α′  γ′  β ′}). We then set
eγ := [eα, eβ]q−1 , e−γ := [e−β, e−α]q , (3.20)
where5 the q-commutator [eα, eβ]q means [eα, eβ]q = eαeβ − q
(α,β)eβeα.
5One can introduce the algebra U˜q(ĝ) over the ring C[q˜, q˜
−1, 1/(q˜n − 1);n ≥ 1] with the same
generators and relations as Uq(ĝ); one can show using the CW basis that this is a free module over
this ring, and Uq(g) is its specialization. U˜q(ĝ) is equipped with the Cartan antiinvolution x 7→ x∗,
defined by e∗±αi = e∓αi , k
∗
αi
= k−1αi , q˜
∗ = q˜−1. Then the analogues of e±γ satisfy e−γ = e
∗
γ
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The basis elements defined in this way coincide (up to normalization) with those
defined by the braid group action, using the same ordering on roots. Since the latter
basis is convex, eγ defined above is independent (up to normalization) of the choice of
the segment [α, β], and depends only on the ordering of roots. Moreover, it has been
shown in [Da], Proposition 11 that eδ−αi is also independent on the choice of a normal
ordering (up to normalization).
We then put
e
(i)
δ = e
′(i)
δ = [eαi , eδ−αi ]q−1 , e
(i)
−δ = [eαi−δ, e−αi ]q
and6 by induction for all k > 0
e±(αi+kδ) = ±
1
[2]qi
[e±(αi+(k−1)δ), e
(i)
±δ], e±(δ−αi+kδ) = ±
1
[2]qi
[e
(i)
±δ, e±(δ−αi+(k−1)δ)] ,
e
′(i)
kδ = [eαi+(k−1)δ, eδ−αi ]q−1 , e
′(i)
−kδ = [e−δ+αi , e−αi−(k−1)δ]q
e
(i)
±kδ =
∑
p1+2p2+···+npn=k
(q∓1i − q
±1
i )
∑
pj−1(
∑
pj − 1)!
p1! · · ·pn!
(
e
′(i)
±δ
)p1
· · ·
(
e
′(i)
±nδ
)pn
. (3.21)
Then we apply procedure (3.20) again to construct the remaining (real root) CW
generators. As before, if γ is real, then eγ depends only on the choice of a normal
ordering (up to normalization); the enδ±αi and the e
(i)
nδ are independent on the choice
of this ordering (up to normalization).
The CW generators of the Borel subalgebras Uq(b±) satisfy the following properties
(see [KT2, Be, Da])
kαeβk
−1
α = q
(α,β)eβ, [eα, e−α] = a(α)
kα − k
−1
α
q − q−1
,
[e±α, e±β]q−1 =
∑
{γj},{nj}
C
±{γj}
{nj}
(q) en1±γ1e
n2
±γ2
· · · enm±γm , α, β ∈ Σ+ (3.22)
where in (3.22) the sum is over all γ1, . . . , γm ∈ Σ+, n1, . . . , nm > 0 such that α ≺
γ1 ≺ γ2 ≺ · · · ≺ γm ≺ β and
∑
j njγj = α + β and the coefficients C
{γj}
{nj}
(q) and a(α)
are rational functions in q in Q[q, q−1, 1/(qn − 1);n ≥ 1]. The elements kα, α ∈ Σ̂ are
defined according to the prescriptions kα+β = kαkβ, kα = k
±1
αi
, if α = ±αi, i = 0, ..., r.
The analogues of e±α in U˜q(ĝ) also satisfy e−α = e
∗
α
The commutators [eα, e−β], and [e−α, eβ], where α, β ∈ Σ̂+, satisfy properties anal-
ogous to (3.22), but the structure coefficients C
±{γj}
{nj}
belong to Uq(h). One can con-
struct slightly different generators in the CW basis such that property (3.22) is still
valid with scalar structure constants. For this, the normal ordering ≺ in the system
Σ̂+ of positive roots is extended to a ‘circular’ normal ordering (which is not a total
order) of the system Σ of all roots of ĝ. This order ≺c is defined by: for α, β ∈ Σ+,
(α ≺c β) ⇔ (α ≺ β) ⇔ (−α ≺c −β) and (α ≺c −β) ⇔ (β ≺ α) ⇔ (−α ≺c β). The
6As before, the analogues of e
(i)
±δ in U˜q(ĝ) satisfy e
(i)
−δ = (e
(i)
δ )
∗.
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Figure 1: The left figure shows the circle ordering of the system Σ̂ of Uq(ĝ). It is such that
γ1 +m1δ ≺c m2δ ≺c (m3 +1)δ− γ2 ≺c −γ3 −m4δ ≺c −m5δ ≺c −(m6 +1)δ+ γ4 ≺c γ5 +m1δ, where
γi ∈ Σ+ and mi > 0. In the right figure, line 1 shows the decomposition Σ̂ = Σ̂+ ⊔ (−Σ̂+), related to
the subalgebras Uq(n±). Line 2 shows the decomposition Σ = ΣE ⊔ΣF , related to the currents Borel
subalgebras UE and UF discussed in Section 3.4.
order ≺c can be described as follows. Suppose that γ1 ≺ γ2 ≺ ... ≺ γN ≺ ... is the
normal ordering of Σ+. Then we put all the roots of Σ on the circle clockwise in the
following order (see Fig. 1):
γ1, γ2, . . . , γN , . . . ,−γ1,−γ2, . . . ,−γN , . . . , (3.23)
and say that the root γ′ ∈ Σ precedes the root γ′′ ∈ Σ, γ′ ≺c γ
′′, if the segment [γ′, γ′′]
in the circle (3.23) does not contain any of the opposite roots −γ′ or −γ′′.
For any positive root γ ∈ Σ̂+ put
eˆγ := eγ , eˆ−γ = −kγe−γ ,
eˇ−γ := e−γ , eˇγ = −eγk
−1
γ .
(3.24)
Proposition 3.1. For any α, β ∈ Σ̂, such that α ≺c β,
[eˆα, eˆβ]q−1 =
∑
{γj},{nj}
C ′
{γj}
{nj}
(q) eˆn1γ1 eˆ
n2
γ2 · · · eˆ
nm
γm , if β ∈ Σ̂+, (3.25)
[eˇα, eˇβ]q−1 =
∑
{γj},{nj}
C ′′
{γj}
{nj}
(q) eˇn1γ1 eˇ
n2
γ2 · · · eˇ
nm
γm , if β ∈ −Σ̂+, (3.26)
where the sums in (3.25) and (3.26) are over all γ1, γ2, . . . , γm, n1, n2, . . . , nm such
that α ≺c γ1 ≺c γ2 ≺c · · · ≺c γm ≺c β (meaning α ≺c γ1, γ1 ≺c γ2, etc.) and∑
j njγj = α + β; C
′{γj}
{nj}
(q) and C ′′
{γj}
{nj}
(q) are Laurent polynomials of q.
Proof. See the Appendix.
For α, β ∈ Σ̂ such that α ≺c β, define [α, β] := {γ ∈ Σ̂|α c γ c β}.
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We then define U
[α,β]
q (ĝ) ⊂ Uq(ĝ) as the subalgebra generated by the eˆγ , γ ∈ [α, β],
if β ∈ Σ̂+, and as the subalgebra generated by the eˇγ , γ ∈ [α, β], if β ∈ −Σ̂+.
If α, β ∈ Σ̂ are such that α ≺c β, we define the intervals [α, β) := {γ ∈ Σ̂|α c
γ ≺c β} and (α, β] := {γ ∈ Σ̂|α ≺c γ c β}. We then define the subalgebras U
[α,β]
q (ĝ),
U
[α,β)
q (ĝ) and U
(α,β]
q (ĝ) ⊂ Uq(ĝ) as above (using eˆγ or eˇγ depending on whether β ∈ Σ̂+
or β ∈ −Σ̂+).
Relations (3.25), (3.26) imply that the algebra U
[α,β]
q (ĝ) admits a Poincare´-Birkhoff-
Witt (PBW) basis, formed by the ordered monomials eˆn1γ1 eˆ
n2
γ2
· · · eˆnmγm , where α = γ1 ≺c
γ2 ≺c . . . ≺c γm = β, if β ∈ Σ̂+, and by the monomials eˇ
n1
γ1
eˇn2γ2 · · · eˇ
nm
γm , where α = γ1 ≺c
γ2 ≺c . . . ≺c γm = β, if β ∈ −Σ̂+. Moreover, if α, β, γ ∈ Σ̂ are such that α ≺c β,
β ≺c γ and α ≺c γ, and either β, γ ∈ Σ̂+ or β, γ ∈ −Σ̂+, then the product of Uq(ĝ)
induces vector space isomorphisms
U [α,β)q (ĝ)⊗ U
[β,γ]
q (ĝ) ≃ U
[α,γ]
q (ĝ), U
[α,β]
q (ĝ)⊗ U
(β,γ]
q (ĝ) ≃ U
[α,γ]
q (ĝ),
U [α,β)q (ĝ)⊗ U
[β,γ]
q (ĝ) ≃ U
[α,γ]
q (ĝ), U
[α,β]
q (ĝ)⊗ U
(β,γ]
q (ĝ) ≃ U
[α,γ]
q (ĝ).
(3.27)
Then Uq(n+) coincides with U
Σ̂+
q (ĝ) = U
[αi1 ,δ−θ]
q (ĝ), where αi1 is the first root (nec-
essarily simple) of the normal ordering ≺ of Σ̂+. The algebra Uq(n−) coincides with
U−Σ̂+q (ĝ) = U
[−αi1 ,−δ+θ]
q (ĝ).
The segment Σ̂+ = [αi1 , δ − θ] is a disjoint union
Σ̂+ = Σ+,e ⊔ Σ+,F .
Here
Σ+,e = {γ +mδ|γ ∈ Σ+, m ≥ 0}, Σ+,F = {mδ|m > 0} ⊔ {−γ +mδ|γ ∈ Σ+, m > 0}.
(3.28)
Analogously, −Σ̂+ = [−αi1 ,−δ + θ] is a disjoint union
−Σ̂+ = Σ−,E ⊔ Σ−,f ,
where
Σ−,E = −Σ+,F , Σ−,f = −Σ+,e. (3.29)
The segments (3.28) and (3.29) can be united in different ways, composing segments
ΣE and ΣF :
ΣE = Σ+,e ⊔ Σ−,E = {nδ, γ +mδ| γ ∈ Σ+, n < 0, m ∈ Z},
ΣF = Σ+,F ⊔ Σ−,f = {nδ,−γ +mδ| γ ∈ Σ+, n > 0, m ∈ Z}.
(3.30)
The subalgebras related to the segments (3.28), (3.29) and (3.30) play a crucial role in
our further constructions.
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3.3 The ‘currents’ presentation of Uq(ĝ)
In this presentation ([D2]), Uq(ĝ) is generated by the central elements C
±1, the grading
elements q±d, and by the elements eα[n], fα[n] (where α ∈ Π, n ∈ Z) and k
±1
α , hα[n]
(where n ∈ Z \{0}, α ∈ Π). These elements are gathered into generating functions
eα(z) =
∑
n∈Z
eα[n]z
−n , fα(z) =
∑
n∈Z
fα[n]z
−n ,
ψ±α (z) =
∑
n>0
ψ±α [n]z
∓n = k±1α exp
(
±(qα − q
−1
α )
∑
n>0
hα[±n]z
∓n
)
,
such that qdq−d = q−dqd = CC−1 = C−1C = 1 and qda(z)q−d = a(q−1z) for any of
these generating functions, which we will call currents. Currents are labeled by the
simple roots α ∈ Π of g.
The defining relations of Uq(ĝ) in the ‘currents’ presentation are (α, β ∈ Π):
(z − q(α,β)w)eα(z)eβ(w) = eβ(w)eα(z)(q
(α,β)z − w) ,
(z − q−(α,β)w)fα(z)fβ(w) = fβ(w)fα(z)(q
−(α,β)z − w) ,
ψ±α (z)eβ(w)
(
ψ±α (z)
)−1
=
q(α,β)C±1z − w
C±1z − q(α,β)w
eβ(w) ,
ψ±α (z)fβ(w)
(
ψ±α (z)
)−1
=
q−(α,β)C∓1z − w
C∓1z − q−(α,β)w
fβ(w) ,
ψ±α (z)ψ
±
β (w) = ψ
±
β (w)ψ
±
α (z) ,
q(α,β)z − C2w
z − q(α,β)C2w
ψ+α (z)ψ
−
β (w) =
q(α,β)C2z − w
C2z − q(α,β)w
ψ−β (w)ψ
+
α (z) ,
[eα(z), fβ(w)] =
δα,β
qα − q−1α
(
δ(z/C2w) ψ+α (C
−1z)− δ(C2z/w)ψ−α (C
−1w)
)
,
(3.31)
nij∑
r=0
(−1)r
[nij
r
]
qi
Symz1,...,znij e±αi(z1) · · · e±αi(zr)e±αj (w)e±αi(zr+1) · · · e±αi(znij ) = 0.
Here αi 6= αj , nij = 1− ai,j, δ(z) =
∑
k∈Z z
k.
We now describe the isomorphism of the two realizations ([D2, CP]). Suppose
that the root vector eθ ∈ g, corresponding to the longest root θ ∈ Σ+, is presented
as a multiple commutator eθ = λ[eαi1 , [eαi2 , · · · [eαin , eαj ] · · · ]] for some λ ∈ C. The
isomorphism is given by the assignment
k±1αi 7→ k
±1
αi
, eαi 7→ eαi [0] , e−αi 7→ fαi [0] , i = 1, . . . , r,
k±1α0 → C
±2k∓1θ = C
±2
r∏
i=1
k∓niαi , k
±1/2
δ 7→ C
±1, q±d 7→ q±d,
eα0 7→ µS
−
i1
S−i2 · · ·S
−
in
(fαj [1]) , e−α0 7→ λS
+
i1
S+i2 · · ·S
+
in
(eαj [−1])
(3.32)
Here S±i ∈ End(Uq(ĝ)) are the following operators of adjoint action (with respect to
the coproducts ∆std and (∆std)2,1, see (3.16)):
S+i (x) = eαi [0]x− kαixk
−1
αi
eαi [0], S
−
i (x) = xfαi [0]− fαi [0]kαixk
−1
αi
, (3.33)
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and the constant µ is determined by the condition that relation (3.15) for i = j = 0
remains valid in the image.
We now describe the inverse isomorphism. Let π : {α1, . . . , αr} 7→ {0, 1} be the
map such that π(αi) 6= π(αj) for (αi, αj) 6= 0 and π(α1) = 0.
Proposition 3.2. (see [KT1, Be, Da]) The inverse of isomorphism (3.32) is such that
eαi [n] 7→ (−1)
nπ(αi)eˆαi+nδ =
{
(−1)nπ(αi)eαi+nδ , n ≥ 0,
−(−1)nπ(αi)k−αi−nδeαi+nδ , n < 0,
fαi [n] 7→ (−1)
nπ(αi)eˇ−αi+nδ =
{
(−1)nπ(αi)e−αi+nδ , n ≤ 0,
−(−1)nπ(αi)e−αi+nδ kαi−nδ , n > 0,
(3.34)
ψ+αi [0] 7→ kαi , ψ
−
αi
[0] 7→ k−1αi , C
±1 7→ k±1/2δ ,
ψ+αi [n] 7→ (q − q
−1)(−1)nπ(αi)kαik
−n
2
δ e
′(i)
nδ , n > 0,
ψ−αi [n] 7→ −(q − q
−1)(−1)nπ(αi)k−1αi k
−n
2
δ e
′(i)
nδ , n < 0.
(3.35)
The relation between the imaginary root generators e
′(i)
kδ and e
(i)
kδ is given by formulas
(3.21).
Note that the root vectors e±αi+nδ, n ∈ Z, as well as the imaginary root generators
do not depend on the choice of a normal ordering of Σ̂+, satisfying the condition (3.19)
([Da], Proposition 11). So the identification of Proposition 3.2 does not depend on
such a normal ordering.
The ‘currents’ bialgebra structure ∆(D) on Uq(ĝ) is given by:
∆(D)(q±d) = q±d ⊗ q±d, ∆(D)(C±1) = C±1 ⊗ C±1,
∆(D)ψ±α (z) = ψ
±
α (C
±1
2 z)⊗ ψ
±
α (C
∓1
1 z) , (3.36)
∆(D)eα(z) = eα(z)⊗ 1 + ψ
−
α (C1z)⊗ eα(C
2
1z) , (3.37)
∆(D)fα(z) = 1⊗ fα(z) + fα(C
2
2z)⊗ ψ
+
α (C2z) , (3.38)
where C1 = C ⊗ 1 and C2 = 1⊗ C. The counit map is given by:
ε(eα(z)) = ε(fα(z)) = 0 , ε(ψ
±
α (z)) = ε(q
±d) = ε(C±1) = 1.
The principal degree on Uq(ĝ) is defined by |ei[n]| = nν + 1, |k
±1
i | = |C| = 0,
|fi[n]| = nν − 1, |hα[n]| = nν, where ν =
∑r
i=0 ni (recall that δ =
∑r
i=0 niαi); then
∆(D) : Uq(ĝ) → Uq(ĝ)
⊗<2 is a topological bialgebra, in the sense of Section 2.3, (H1).
The identification with the situation of this Section is D = Uq(ĝ), ∆D = ∆
(D).
The coproducts ∆std of Subsection 3.1 and ∆(D) are related by a twist which can
be described explicitly (see Proposition 3.6 and [KT1]).
3.4 Intersections of Borel subalgebras
We first describe the Borel subalgebras related to the ‘currents’ realization of Uq(ĝ).
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Let UF be the subalgebra of Uq(ĝ) generated by Uq(h) and the elements fα[n] (where
α ∈ Π, n ∈ Z) and hα[m] (where α ∈ Π, m > 0). In the circular description, this is
the subalgebra of Uq(ĝ) associated with the segment ΣF (see (3.30)). Analogously, we
define UE as the subalgebra of Uq(ĝ) generated by Uq(h) and the elements eα[n] (where
α ∈ Π, n ∈ Z) and hα[m] (where α ∈ Π, m < 0). It corresponds to the subalgebra of
Uq(ĝ) associated to the segment ΣE . Both UF and UE are Hopf subalgebras of Uq(ĝ)
with respect to the coproduct ∆(D). We call them the currents Borel subalgebras. We
also define Uf ⊂ UF as the subalgebra generated by the elements fα[n] (where α ∈ Π,
n ∈ Z) and Ue ⊂ UE as the subalgebra generated by the elements eα[n] (where α ∈ Π,
n ∈ Z).
We have
Uq(ĝ) ≃ UE ⊗Uq(h) UF ,
where the isomorphism is induced by the product map. So D = Uq(ĝ), A := UE ,
B := UF , C[Z
r] := Uq(h) satisfy the first part of (H2) in Section 2.3.
We define U0F ⊂ UF , U
0
E ⊂ UE as the algebras with the same generators, except
Uq(h).
The relations (3.37) and (3.38) imply that the subalgebra Uf is a right coideal of
UF with respect to ∆
(D), and the subalgebra Ue is a left coideal of UE with respect to
∆(D):
∆(D)(Uf ) ⊂ Uf ⊗ UF , ∆
(D)(Ue) ⊂ UE ⊗ Ue . (3.39)
There is a unique bialgebra pairing 〈−,−〉 : UE ⊗ UF → C, expressed by
〈eα(z), fβ(w)〉 =
δα,βδ(z/w)
q−1α − qα
, 〈ψ−α (z), ψ
+
β (w)〉 =
q(α,β) − z/w
1− q(α,β)z/w
, 〈c, d〉 = 1
in terms of generating series; all other pairings between generators are zero.
Proposition 3.3. This pairing satisfies identity (2.1) (see (H2)).
Proof. Let us set R(a, b) := a(1)b(1)〈a(2), b(2)〉− b(2)a(2)〈a(1), b(1)〉 for a ∈ UE , b ∈ UF .
One checks that R(a, b) = 0 if a, b are generators of UE , UF . Moreover, we have the
identities
R(aa′, b) = a(1)R(a′, b(1))〈a(2), b(2)〉+R(a, b(2))a′(2)〈a′(1), b(1)〉,
R(a, bb′) = R(a(1), b)b′(1)〈a(2), b′(2)〉+ b(2)R(a(2), b′)〈a(1), b(1)〉.
Reasoning by induction on the length of a and b (expressed as products of generators),
these identities imply that R(a, b) = 0 for any a, b.
Therefore 〈−,−〉 satisfies the hypothesis (H2). One also checks that it satisfies
hypothesis (H6).
We will be interested in intersections of Borel subalgebras of different types. Denote
by U+F , U
−
f , U
+
e and U
−
E the following intersections of the standard and currents Borel
algebras:
U−f = UF ∩ Uq(n−), U
+
F = UF ∩ Uq(b+), U
0,+
F = U
0
F ∩ Uq(n+),
U+e = UE ∩ Uq(n+), U
−
E = UE ∩ Uq(b−), U
0,−
E = U
0
E ∩ Uq(n−). (3.40)
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The notation is such that the upper sign says in which standard Borel subalgebra
Uq(b±) the given algebra is contained and the lower letter says in which currents Borel
subalgebra (UF or UE) it is contained. This letter is capital if the subalgebra contains
imaginary root generators hi[n] and the Cartan subalgebra Uq(h) and is small otherwise.
In the notation of Section 3.2, the subalgebras U−f and U
+
F correspond to the segments
Σ−,f and Σ+,F ; the subalgebras U
−
E and U
+
e correspond to the segments Σ−,E and Σ+,e.
Proposition 3.4. The product in UE sets up an isomorphism of vector spaces UE ≃
U+e ⊗U
−
E . The product in UF sets up an isomorphism of vector spaces UF ≃ U
−
f ⊗U
+
F .
Proof. This follows from (3.27). 
We will set A1 := U
+
e , A2 := U
−
E , B1 := U
+
F , B2 := U
−
f . Then the hypothesis (H3)
is satisfied. We will set B′1 := U
0,+
F , A
′
2 := U
0,−
E , so that (H5) is satisfied.
The next proposition describes a family of generators of the intersections of Borel
subalgebras.
Proposition 3.5.
(i) The algebra U+e (resp., U
−
f ) is generated by the elements ei[n] (resp., fi[−n]),
where i ∈ {1, . . . , r}, n ≥ 0.
(ii) The algebra U−E (resp., U
+
F ) is generated by Uq(h), the elements ei[n], hi[m], where
n,m < 0, i ∈ {1, . . . , r}, and by the root vectors eγ−δ, γ ∈ Σ+ (resp., Uq(h), the
elements fi[n], hi[m], where n,m > 0, i ∈ {1, . . . , r}, and the root vectors eδ−γ,
γ ∈ Σ+).
Proof. The PBW result shows that a basis for U+e is given by the ordered monomials
in the eˆγ , γ ∈ Σ+,e. These generators are expressed via those listed in the Proposition,
by means of successive applications of relations (3.25) and (3.26). The proof is the
same in the other cases. 
Note that the generators listed in the Proposition do not depend on a choice of
the normal ordering, satisfying (3.19). This was already stated in Section 3.2 for all of
them, except for the root vectors e±(δ−γ), γ ∈ Σ+. They are constructed as successive
q-commutators of the type [e±γ′ , e±(δ−γ′′)]q±1 . By induction of the height of γ, one
proves that these q-commutators define the same root vectors.
3.5 Relation between ∆std and ∆(D)
Proposition 3.6. We have ∆(D)(Uq(b−)) ⊂ Uq(b−) ⊗ Uq(g) and ∆
(D)(Uq(b+)) ⊂
Uq(g)⊗ Uq(b+).
Proof. We prove the first statement. It suffices to show that ∆(D)(e−αi) ∈ Uq(b−)⊗
Uq(g), for i = 0, ..., r. When i ∈ {1, ..., r}, ∆
(D)(e−αi) = ∆
(D)(fαi [0]) = 1 ⊗ fαi [0] +∑
k≥0 fαi [−k]⊗ ψ
+
αi
[k]C−2n+k ∈ Uq(b−)⊗ Uq(g).
When i = 0, ∆(D)(e−α0) = λ∆
(D)(S+i1 ...S
+
in
(eαj [−1])). Let us prove by descend-
ing induction on k that ∆(D)(S+ik ...S
+
in
(eαj [−1])) ∈ U
−
E ⊗ Uq(g). This is true for
k = n + 1 since ∆(D)(eαj [−1]) = eαj [−1] ⊗ 1 +
∑
s≥0 ψ
−
αj
[−s]C2−s ⊗ eαj [s − 1]. If now
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x = S+ik+1...S
+
in(eαj [−1]) is such that ∆
(D)(x) ∈ U−E ⊗ Uq(g), we have ∆
(D)(S+i (x)) =
∆(D)(ei[0]x − q
(αi,|x|)xei[0]) = [∆
(D)(eαi [0]), x]q = [eαi [0] ⊗ 1 +
∑
s≥0 ψ
−
αi
[−s]C−s ⊗
eαi [s],∆
(D)(x)]q ≡ [eαi [0] ⊗ 1,∆
(D)(x)]q modulo U
−
E ⊗ Uq(g) (here |x| is the degree
of x). The result now follows from the induction assumption ∆(D)(x) ∈ U−E ⊗ Uq(g)
and (3.25).
The proof of the second statement is similar.
Corollary 3.7. The intersections of Borel subalgebras have the following coideal prop-
erties:
∆(D)(U+F ) ⊂ UF ⊗< U
+
F , ∆
(D)(U−f ) ⊂ U
−
f ⊗< UF , (3.41)
∆(D)(U−E ) ⊂ U
−
E ⊗< UE , ∆
(D)(U+e ) ⊂ UE ⊗< U
+
e , (3.42)
Proof. This follows directly from (3.39) and Proposition 3.6.
This means that (D,∆(D)), Ai, Bi satisfy the hypothesis (H4).
We can therefore apply Theorem 2 to to (D,∆D) = (Uq(ĝ),∆
(D)), A = UE, A1 =
U+e , A
′
2 = U
0,−
E , B = UF , B
′
1 = U
0,+
F , B2 = U
−
f , C[Z
r] = Uq(h).
We denote by R1 ∈ U
+
e ⊗ U
−
f and R2 ∈ U
−
E ⊗ U
+
F the analogues of R1, R2. Then
R2 is a cocycle for (Uq(ĝ),∆
(D)), so we get a Hopf algebra structure on Uq(ĝ), given
by ∆tw(x) = R2∆
(D)(x)R−12 (∆
tw is the analogue of ∆ of section 2.3), quasitriangular
with R-matrix Rtw = R2,12 R1.
A proof of the following result (based on the braid group action) was first given in
[KT1].
Proposition 3.8. ∆tw = (∆std)2,1, therefore we have ∆(D)(x) = R−12 (∆
std)2,1(x)R2.
We also have
∆(D)(x) = R2,11 ∆
std(x)(R2,11 )
−1. (3.43)
Proof. ∆tw defines a Hopf structure on Uq(ĝ), for which Uq(b+) = A1B1 and
Uq(b−) = A2B2 are Hopf subalgebras. Since R2 is invariant under Uq(h), we have
∆tw(k±1αi ) = (k
±1
αi
)⊗2 and ∆tw(k
±1/2
δ ) = (k
±1/2
δ )
⊗2.
Since ∆(D) and R2 are homogeneous for the principal degree, the same holds for
∆tw. Moreover, R2 = Rh(1+(negative principal degree)⊗ (positive principal degree)),
where Rh = q
Ch and Ch ∈ h
⊗2 is the Casimir element of the Cartan algebra. Therefore
∆tw(eαi) = eαi ⊗ kαi + (degree 0) ⊗ (degree 1), and ∆
tw(e−αi) = 1 ⊗ e−αi + (degree
−1)⊗ (degree 0).
On the other hand, ∆tw(x) = R2∆
(D)(x)R−12 = R
−1
1 (∆
(D))2,1R1, and since R1 =
1 + (positive principal degree) ⊗ (negative principal degree), we find ∆tw(eαi) = 1 ⊗
eαi + (degree 1)⊗ (degree 0), and ∆
tw(e−αi) = e−αi ⊗ k−αi + (degree 0)⊗ (degree −1).
Combining these results, we get ∆tw = (∆std)2,1
Then ∆std(x) = R2,12 (∆
(D))2,1(x)(R2,12 )
−1 = (R2,11 )
−1∆(D)(x)R2,11 , which implies
(3.43).
Proposition 3.9. The intersections of Borel subalgebras have the following coideal
properties:
∆std(U+F ) ⊂ U
+
F ⊗ Uq(b+), ∆
std(U−f ) ⊂ U
−
f ⊗ Uq(b−), (3.44)
∆std(U−E ) ⊂ Uq(b−)⊗ U
−
E , ∆
std(U+e ) ⊂ Uq(b+)⊗ U
+
e . (3.45)
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This is a translation of Proposition 2.3.
We will denote by P± the projection operators of the Borel subalgebra UF , corre-
sponding to the decomposition UF = U
−
f U
+
F . So for any f+ ∈ U
+
F and any f− ∈ U
−
f ,
P+(f−f+) = ε(f−)f+, P
−(f−f+) = f−ε(f+) . (3.46)
The operator P+ will also be denoted by P (without index).
4 Universal weight functions
4.1 The definition
Denote by (U+e )
ε
the augmentation ideal of U+e , i.e., (U
+
e )
ε
= Ue ∩ Ker(ε). Let J be
the left ideal of Uq(b+) generated by (U
+
e )
ε
:
J = Uq(b+)
(
U+e
)ε
=
∑
α∈Π,n≥0
Uq(b+)eα[n]. (4.1)
Recall that the ψ+αi [0]
±1, ψ+αi [n] and C
±1 (where i ∈ {1, ..., r}, n > 0) commute in
Uq(ĝ).
Proposition 4.1. J is a coideal of Uq(b+), i.e., ∆
std(J) ⊂ J ⊗ Uq(b+) + Uq(b+)⊗ J .
The space J is also stable under right multiplication by the ψ+αi [0]
±1, ψ+αi [n] (where
i ∈ {1, .., r}, n > 0), i.e., Jψ+αi [0]
±1 ⊂ J , Jψ+αi [n] ⊂ J .
It follows that Uq(b+)/J is both a coalgebra and a right module over C[ψαi [0]
±1, ψαi [n],
C±1; i ∈ {1, ..., r}, n > 0].
Proof. The second part of (3.45) implies that for n ≥ 0, ∆std(eα[n]) ∈ Uq(b+)⊗U
+
e .
Moreover, (id⊗ε) ◦ ∆std = id implies that ∆std(eα[n]) − eα[n] ⊗ 1 ∈ Uq(b+) ⊗ Ker ε.
Therefore ∆std(eα[n]) − eα[n] ⊗ 1 ∈ Uq(b+) ⊗ (U
+
e )
ε, so ∆(eα[n]) ∈ J ⊗ Uq(b+) +
Uq(b+)⊗ J . This implies the coideal property of J . The second property follows from
the commutation relation of the currents ψ+αi(w) and eα(z).
Define an ordered Π-multiset as a triple I¯ = (I,≺, ι), where (I,≺) is a finite, totally
ordered set, and ι : I → Π is a map (the ‘coloring map’). Ordered Π-multisets form a
category, where a morphism I¯ → I¯ ′ = (I ′,≺′, ι′) is a map m : I → I ′, compatible with
the order relations and such that ι′ ◦m = m ◦ ι.
If I¯ = (I,≺, ι) is an ordered Π-multiset, then a partition I = I1 ⊔ I2 gives rise to
ordered Π-multisets I¯i = (Ii,≺i, ιi), i = 1, 2, where ≺i and ιi are the restrictions of ≺
and ι to Ii.
If I¯ = (I,≺, ι) is an ordered Π-multiset, and I = {i1, ..., in}, with i1 ≺ ... ≺ in,
then we attach to I¯ an ordered set of variables (ti)i∈I = (ti1 , ..., tin). The ‘color’ of tk
is ι(ik) ∈ Π.
For any vector space V denote by V [[t±11 , ..., t
±1
n ]] the vector space of all formal series∑
(k1,...,kn)∈Zn
Ak1,...,knt
k1
1 · · · t
kn
n , Ak1,...,kn ∈ V ,
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and by V ((t1)) · · · ((tn)) its subspace corresponding to the maps (k1, ..., kn) 7→ Ak1,...,kn,
such that there exists an integer a1 and integer valued functions a2(k1), a3(k1, k2), . . .,
an(k1, ..., kn−1) (depending on the map (k1, ..., kn) 7→ Ak1,...,kn), such that Ak1,...,kn = 0
whenever k1 > a1, or k2 > a2(k1), or k3 > a3(k1, k2), . . . , or kn > an(k1, ..., kn−1). A
bilinear map V⊗W → Z gives rise to a bilinear map V ((t1))...((tn))×W ((t1))...((tn))→
Z((t1))...((tn)) using the multiplication of formal series.
A universal weight function is an assignment I¯ 7→ WI¯ , where I¯ = (I,≺, ι) is an
ordered Π-multiset and WI¯((ti)i∈I) ∈ (Uq(b+)/J)((t
−1
in
))...((t−1i1 )) (I = {i1, ..., in}, with
i1 ≺ ... ≺ in) is such that
(a) (functoriality) If f : I¯ → J¯ is an isomorphism of ordered Π-multisets, then
WI¯((ti)i∈I) = WJ¯((tf−1(j))j∈J);
(b) W∅ = 1, where W∅ is the series corresponding to I equal to the empty set;
(c) The series WI¯(ti1 , . . . , tin) satisfies the relation
∆std (WI¯((ti)i∈I)) =
∑
I=I1⊔I2
(
WI¯1((C
2
2 ti)i∈I1)⊗WI¯2((ti)i∈I2)
)
×
×
(
1⊗
∏
i∈I1
ψ+ι(i)(Cti)
)
×
∏
k,l|k<l,
ik∈I1,il∈I2
q−(αι(ik),αι(il)) − til/tik
1− q−(αι(ik),αι(il))til/tik
(4.2)
where ∆std is the coproduct of Uq(b+)/J . Here C2 = 1⊗C, where C is the central
element of Uq(ĝ), see Section 3.3. The summation in (4.2) runs over all possible
decompositions of the set I into two disjoint subsets I1 and I2.
Remark. Let U ′q(ĝ) be the subquotient of Uq(ĝ) with trivial central element C = 1
and dropped gradation element. Let U ′q(b+) be the corresponding Borel subalgebra
of U ′q(ĝ). The analogue of Proposition 4.1 holds with J replaced by its analogue J
′.
The notion of universal weight function makes sense for the algebra U ′q(ĝ) as well. The
conditions (a), (b) remain unchanged, the relation (4.2) of condition (c) is now
∆std (WI¯((ti)i∈I)) =
∑
I=I1⊔I2
(
WI¯i((ti)i∈I1)⊗WI¯2((ti)i∈I2)
)
×
×
(
1⊗
∏
i∈I1
ψ+ι(i)(ti)
)
×
∏
k,l|k<l
ik∈I1,il∈I2
q−(αι(ik),αι(il)) − til/tik
1− q−(αι(ik),αι(il))til/tik
,
(4.3)
where ∆std is the coproduct of U ′q(b+)/J
′.
4.2 Vector-valued weight functions
Let V be a representation of U ′q(ĝ) and v be a vector in V . We call v a singular weight
vector of weight {λi(z), i = 1, ..., r} if
eα[n]v = 0, ψ
+
αi
(z)v = λi(z)v, i ∈ {1, ..., r}, n ≥ 0,
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where λi(z) ∈ C[[z
−1]]×. Then V is called a representation with singular weight vector
v ∈ V if it is generated by v over U ′q(ĝ). It is clear that the ideal J defined by (4.1)
annihilates any singular weight vector, i.e., Jv = 0.
For V a representation generated by the singular weight vector v and I¯ an ordered
Π-multiset, we define a V -valued function
wI¯V ((ti)i∈I) = WI¯((ti)i∈I)v (4.4)
which is a V -valued Laurent formal series. For I = ∅ we set w∅V = v. Let Vi (i = 1, 2) be
representations generated by the singular weight vectors vi, with series {λ
(i)
α (z)|α ∈ Π}.
Then the coproduct property (4.3) of the universal weight function yields the following
property of the V1 ⊗ V2-valued function
wI¯V1⊗V2((ti)i∈I) =
∑
I=I1⊔I2
wI¯1V1((ti)i∈I1)⊗ w
I¯2
V2
((ti)i∈I2)×
×
∏
i∈I1
λ
(2)
ι(i)(ti)
∏
k,l|k<l
ik∈I1,il∈I2
q−(αι(ik),αι(il))tik − til
tik − q
−(αι(ik),αι(il))til
.
(4.5)
A collection of V -valued functions wV ((ti)i∈I) for all possible Π-multisets I¯, and repre-
sentations V with a singular weight vector v, is called a vector-valued weight function or
simply a weight function, if satisfies the relations (4.5), the initial condition wV (∅) = v,
and depends only on the isomorphism class of the ordered Π-multiset I.
It is clear how to modify relation (4.5) to define a vector-valued weight function of
the algebra Uq(ĝ). Any universal weight function determines a vector-valued weight
function by relation (4.4).
4.3 Main Theorems
Let I¯ = (I,≺, ι) be an ordered Π-multiset. If I = {i1, ..., in}, with i1 ≺ ... ≺ in, we set
WI¯((ti)i∈I) := P
(
fι(i1)(ti1) · · ·fι(in)(tin)
)
. (4.6)
Theorem 3. The map I¯ 7→ WI¯ defined by (4.6) is a universal weight function.
Note that the statement of Theorem 3 is valid for both algebras Uq(ĝ) and U
′
q(ĝ).
Proof. First one should check that WI¯((ti)i∈I) ∈ Uq(b+)((t
−1
in
)) . . . ((t−1i1 )). This follows
from the fact that for any x ∈ UF and αi ∈ Π, there exists an integer M , such that for
any n > M we have P (xfαi [−n])=0. We now prove this fact. Define a degree on UF by
deg(hα[n]) = n (n > 0), deg(Uq(h)) = 0, deg(fαi [n]) = n (n ∈ Z). Then U
+
F , U
−
f ⊂ UF
are graded subalgebras. Moreover, the nontrivial homogeneous components of U+F all
have degree ≥ 0. We have UF = U
+
F ⊕ (U
−
f )
εU+F . Then we take M to be the largest
degree of a nonzero homogeneous component of x.
Using the definition of P , one also checks that
WI¯((ti)i∈I) ∈ t
−1
i1
Uq(b+)((t
−1
in )) . . . ((t
−1
i2
))[[t−1i1 ]].
26
Let us now show that I¯ 7→WI¯ satisfies conditions (a)–(c) of Section 4.1. Conditions
(a) and (b) of Section 4.1 are trivially satisfied. Let us show that (c) is satisfied.
Theorem 4 and the following relations
∆(D)fα(z) = 1⊗ fα(z) + fα(C
2
2z)⊗ ψ
+
a (C2z),
ψ+α (z)fβ(w)
(
ψ+α (z)
)−1
=
q−(α,β)C−1 − w/z
1− q−(α,β)C−1w/z
fβ(w),
imply that relations (4.2) are satisfied modulo Uq(ĝ)⊗J . But both sides of (4.2) belong
to Uq(b+)⊗ Uq(b+). Thus they coincide modulo Uq(b+)⊗ J . 
So, we reduced the proof of Theorem 1 to the following statement. Recall first that
∆std◦P defines a map UF → U
+
F ⊗Uq(b+), and P
⊗2◦∆(D) defines a map U+F → (U
+
F )
⊗2.
Theorem 4. For any element f ∈ UF
∆std
(
P (f)
)
≡ (P ⊗ P )
(
∆(D)(f)
)
mod U+F ⊗ J , (4.7)
where J is the left ideal of Uq(b+) defined by (4.1).
Proof of Theorem 4. We have UF = U
−
f U
+
F , therefore
7 UF = U
+
F ⊕ (U
−
f )
εU+F . So
we will prove (4.7) in the two following cases: (a) f ∈ U+F , and (b) f = xy, where
x ∈ (U−f )
ε and y ∈ U+F .
Assume first that f ∈ U+F . According to (3.41), ∆
(D)(f) ∈ UF ⊗ U
+
F , therefore
(P ⊗ P )(∆(D)(f)) = (P ⊗ id)(∆(D)(f)).
According to (3.43), we have ∆(D)(x) = R2,11 ∆
std(x)(R2,11 )
−1 for any x ∈ Uq(ĝ), where
(R2,11 )
±1 ∈ U−f ⊗ U
+
e . It follows that
(P ⊗ id)(∆(D)(f)) = (P ⊗ id)(R2,11 ∆
std(f)(R2,11 )
−1).
Now ∆std(f) ∈ U+F ⊗ Uq(b+), therefore ∆
std(f)(R2,11 )
−1 ∈ UF ⊗ Uq(b+); it follows that
(P ⊗ id)(∆std(f)(R2,11 )
−1) is well defined. Now R211 ∈ 1⊗ 1 + (U
−
f )
ε ⊗ U+e , therefore
(P ⊗ id)(R2,11 ∆
std(f)(R2,11 )
−1) = (P ⊗ id)(∆std(f)(R2,11 )
−1).
Since (R2,11 )
−1 ∈ 1⊗ 1 + U−f ⊗ (U
+
e )
ε ⊂ 1⊗ 1 + U−f ⊗ J , we have
(P ⊗ id)(∆std(f)(R2,11 )
−1) ≡ (P ⊗ id)(∆std(f)) mod UF ⊗ J.
Recall now that ∆std(f) ∈ U+F ⊗ Uq(b+). This implies that
(P ⊗ id)(∆std(f)) = ∆std(f).
Finally, since f ∈ U+F , we have f = P (f), therefore
∆std(f) = ∆std(P (f)).
7Recall that if A ⊂ Uq(ĝ), we set Aε := A ∩Ker(ε)
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Combining the above equalities and congruence, we get the desired congruence, when
f ∈ U+F .
Assume now that f = xy, where x ∈ (U−f )
ε and y ∈ U+F . According to (3.41),
∆(D)(x) ∈ U−f ⊗ UF ; on the other hand, the identities (ε
(D) ⊗ id) ◦ ∆(D) = id and
ε = ε(D) imply that ∆(D)(x) ∈ 1⊗ x+ Ker(ε)⊗ Uq(ĝ); all this implies that ∆
(D)(x) =
1⊗ x+
∑
i ai ⊗ bi, where ai ∈ (U
−
f )
ε and bi ∈ UF .
Therefore
(P ⊗ id)(∆(D)(xy)) = (P ⊗ id)
(
(1⊗ x+
∑
i
ai ⊗ bi)∆
(D)(y)
)
.
Recall that ∆(D)(y) ∈ UF ⊗ U
+
F . Now since ai ∈ (U
−
f )
ε, we have P (aiη) = 0 for any
η ∈ UF , which implies that (P ⊗ id)((ai ⊗ bi)∆
(D)(y)) = 0. Therefore
(P ⊗ id)(∆(D)(xy)) = (P ⊗ id)
(
(1⊗ x)∆(D)(y)
)
.
Applying id⊗P to this identity, we get
(P ⊗ P )(∆(D)(xy)) = (P ⊗ id) ◦ (id⊗P )
(
(1⊗ x)∆(D)(y)
)
.
Now since x ∈ (U−f )
ε, we have P (xη) = 0 for any η ∈ UF , which implies that
(id⊗P )((1⊗ x)∆(D)(y)) = 0. Therefore
(P ⊗ P )(∆(D)(xy)) = 0.
Since P (xy) = 0, we get
∆std(P (xy)) = (P ⊗ P )(∆(D)(xy)),
which proves the desired congruence for the elements of the form xy, x ∈ (U−f )
ε,
y ∈ U+F . 
4.4 Functional properties of the universal weight function
Let I¯ = (I,≺, ι) be an ordered Π-multiset, let n := |I| and let σ ∈ Sn be a permutation.
Let I¯σ = (I,≺σ, ι) be the Π-multiset such that if I = {i1, ..., in}, where i1 ≺ ... ≺ in,
then iσ(1) ≺σ ... ≺σ iσ(n). We call I¯
σ a permutation of I¯.
Proposition 4.2. There exists a collection of formal functions
W n1,...,nr ∈ (Uq(b+)/J)[[u
(s)
j |s ∈ {1, ..., r}, j ∈ {1, ..., ni}]],
symmetric in each group of variables (u
(s)
j )j=1,...,ns, such that
WI¯((ti)i∈I) =
ǫ(σ)
r∏
s=1
∏
i,j∈Is|i≺j
(t−1i − t
−1
j )∏
i∈I
ti
∏
i,j∈I|i≺j
(t−1i − q
(ι(i),ι(j))t−1j )
W |I1|,...,|Ir|((t
−1
j1
)j1∈I1, ..., (t
−1
jr )jr∈Ir),
(4.8)
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where Is := ι
−1(αs) (it is an ordered set), and σ ∈ Sn is the shuffle permutation of
{1, ..., n} given by {1, ..., n} ≃ I1 ⊔ ... ⊔ Ir → I ≃ {1, ..., n}, where the first and last
bijections are ordered, the order relation on I1 ⊔ ... ⊔ Ir is such that I1 ≺ ... ≺ Ir, and
the map I1 ⊔ ... ⊔ Ir → I is such that its restriction to each Is is the natural injection.
Proof. For any ordered Π-multiset I¯, denote by FI¯(ti1 , . . . , tin) ∈ Uq(b+)[[t
±1
i1
, ..., t±1in ]]
the series
FI¯(ti1 , . . . , tin) = fι(i1)(ti1) · · · fι(in)(tin) ,
and by AI¯(ti1 , . . . , tin) ∈ C[t
−1
i1
, ..., t−1in ] the product
AI¯(ti1 , . . . , tin) =
∏
1≤k<l≤n
(t−1ik − q
(ι(ik),ι(il)t−1il ) . (4.9)
Let I¯ 7→ GI¯ be an assignment taking an ordered Π-multiset I¯ = (I,≺, ι) (with
I = {i1, ..., in} and i1 ≺ ... ≺ in) to GI¯(ti1 , ..., tin) ∈ V [[t
±1
i1
, ..., t±1in ]]. We say that
I¯ 7→ GI¯ is antisymmetric, iff for any I¯ and any σ ∈ Sn (where n = |I|), we have
GI¯σ((ti)i∈I) = ǫ(σ)GI¯((ti)i∈I).
The defining relations (3.31) imply that the assignment I¯ → F I¯ is antisymmetric,
where
F I¯(ti1 , . . . , tin) = AI¯(ti1 , . . . , tin)FI¯(ti1 , . . . , tin)
takes its values in Uq(b+)[[t
±1
i1
, ..., t±1in ]].
Applying P , we get that the assignment I¯ 7→W I¯ is antisymmetric, where
W I¯(ti1 , ..., tin) := AI¯(ti1 , ..., tin)WI¯(ti1 , ..., tin);
its takes its values in (Uq(b+)/J)[[t
±1
i1
, ..., t±1in ]].
According to the proof of Theorem 3,
WI¯(ti1 , ..., tin) ∈ t
−1
i1
(Uq(b+)/J)((t
−1
in
))...((t−1i2 ))[[t
−1
i1
]];
therefore W I¯(ti1 , ..., tin) := AI¯WI¯(ti1 , ..., tin) takes its values in the same space. The
antisymmetry of I¯ 7→ W I¯ then implies that it takes its values in the intersection of all
the t−1iσ(1)(Uq(b+)/J)((t
−1
iσ(n)
))...((t−1iσ(2)))[[t
−1
iσ(1)
]], where σ ∈ Sn, i.e., in
(ti1 ...tin)
−1(Uq(b+)/J)[[t
−1
i1
, ..., t−1in ]].
If now V is a vector space and I¯ 7→ vI¯(ti1 , ..., tin) ∈ V [[t
−1
i1
, ..., t−1in ]] is antisym-
metric, one shows that there exists a family of formal series vn1,...,nr(u
(1)
1 , ..., u
(r)
nr ) ∈
V [[u
(1)
1 , ..., u
(r)
nr ]], symmetric in each group of variables u
(i)
α for fixed i, such that
vI¯(ti1 , ..., tin) = ǫ(σ)
r∏
s=1
∏
k,l∈Is|k≺l
(t−1k − t
−1
l )v|I1|,...,|Ir|((t
−1
i1
)i1∈I1, ..., (t
−1
ir
)ir∈Ir).
The result follows.
Let s, t ∈ {1, ..., r}, with s 6= t. Let m := 1 − aαsαt , where (aαβ)α,β∈Π is the
Cartan matrix of g. Let k1, ..., km ∈ {1, ..., ns} be distinct, and let l ∈ {1, ..., nt}. Let
Hst(k0,...,km),l ⊂ ⊕
r
s=1C
ns be the subspace of all (u
(s)
j )s∈{1,...,r},j∈{1,...,ns}, such that
u
(t)
l = q
−
(m−1)(αs,αs)
2 u
(s)
k1
= q−
(m−3)(αs,αs)
2 u
(s)
k2
= ... = q
(m−1)(αs,αs)
2 u
(s)
km
.
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Proposition 4.3. The restriction of W n1,...,nr to H
st
(k1,...,km),l
is identically zero.
Proof. The proof is the same as the proof of the similar statement in [E1], and is
based on the quantum Serre relations.
When q = 1, WI¯((ti)i∈I) can be computed as follows. Set
WLieI¯ ((ti)i∈I) :=
[[fι(i1), fι(i2)], ..., fι(in)]
+(ti1)
(−1 + tin−1/tin)...(−1 + ti1/tin)
,
where for x, y ∈ g, we set [x, y](t) = [x[0], y(t)] = [x(t), y[0]]; then x(t) =
∑
n∈Z x[n]t
−n,
and x+(t) :=
∑
n>0 x[n]t
−n. Then
WI¯((ti)i∈I) =
∑
s≥0,(I1,...,Is)|I=I1⊔...⊔Is,
min(I1)≺...≺min(Is)
WLieI¯1 ((ti)i∈I1)...W
Lie
I¯s
((ti)i∈Is), (4.10)
where the sum is over all the partitions I = I1⊔...⊔Is, such that min(I1) ≺ ... ≺ min(Is),
and I¯i = (Ii,≺i, ιi) is the ordered Π-multiset induced by I¯.
For α ∈ Π, set where f+α (z) :=
∑
n>0 fα[n]z
−n.
Conjecture 4.4. WI¯((ti)i∈I) is a linear combination of noncommutative polynomi-
als in the f+α (q
kti), fα[0] (α ∈ Π, k ∈ Z), where the coefficients have the form
P ((ti)i∈I)/
∏
i,j∈I|i≺j(ti− q
−(ι(i),ι(j))tj), and P ((ti)i∈I) is a polynomial of degree |I|(|I|−
1)/2.
We have [[fι(i1), fι(i2)], ..., fι(in)]
+(t) = [[f+ι(i1)(t), fι(i2)[0]], ..., fι(in)[0]], hence the Con-
jecture is true for any g when q = 1. According to [KP1], it is also true when g = sl2
or sl3 for any q 6= 0. For example, we have in Uq(ŝl2) (see [KP1])
P (fα(t1)fα(t2)) = f
+
α (t1)f
+
α (t2)−
(q − q−1)t1
qt1 − q−1t2
(
f+α (t1)
)2
.
Remark. (4.10) is also valid if U(n−[z, z
−1]) is replaced by U(n˜−[z, z
−1]), where
n˜− is the free Lie algebra with generators fα, α ∈ Π; this algebra is presented by the
relations (z − w)[fα(z), fβ(w)] = 0 for any α, β ∈ Π, so the Serre relations do not play
a role in the derivation of (4.10) (where q = 1). However, the results of [KP1] use the
quantum Serre relations.
Let now V be a finite dimensional representation of Uq(ĝ) with singular weight
vector v. Let I¯ be an ordered Π-multiset and wI¯V ((ti)i∈I) be the vector-valued weight
function
wI¯V ((ti)i∈I) := P
(
fι(i1)(ti1) · · · fι(in)(tin)
)
v . (4.11)
Proposition 4.5. Assume that Conjecture 4.4 is true. Then wI¯V ((ti)i∈I) is the Laurent
expansion of a rational function on Cn. There exist rational functions
wn1,...,nr((u
(1)
j )j=1,...,n1, ..., (u
(r)
j )j=1,...,nr),
such that the analogue of identity (4.8) holds.
Each function wn1,...,nr is symmetric in each group of variables (u
(s)
j )j=1,...,ns. Its
only singularities are poles at u
(s)
j ∈ Ss, where Ss ∈ C
× is a finite subset of C×. It
vanishes on the spaces Hst(k1,...,km),l.
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Proof. According to the theory of Drinfeld polynomials, the image of f+α (t) in
End(V ) is a rational function in t with poles in C×. It follows from Conjecture 4.4
that wI¯V ((ti)i∈I) is the Laurent expansion of a rational function, which is regular except
for (a) simple poles at ti = q
−(ι(i),ι(j))tj , where i ≺ j, and (b) poles at ti ∈ Si, where
Si ⊂ C is a finite subset. The form of WI¯ proved in Proposition 4.2 also implies that
wI¯V vanishes on the hyperplanes ti = tj , where ι(i) = ι(j) (as a formal function, hence
as a rational function), and Proposition 4.3 implies that wIV vanishes on the spaces
Hαβ(k1,...,km),l (as a formal function, hence as a rational function).
Define then wn1,...,nr := W n1,...,nrv. Then the analogue of (4.8) holds. It follows
from the properties of wI¯V that wn1,...,nr is rational, with the announced poles structure.
Since the Laurent expansion of wn1,...,nr is symmetric in each group of variables, so is
wn1,...,nr itself.
5 Relation to the off-shell Bethe vectors
In this section, we relate the universal weight functions to the off-shell Bethe vectors,
in the case of the quantum affine algebra U ′q(ŝl2). The algebra U
′
q(ŝl2) is generated by
the modes of the currents e(z), f(z) and ψ±(z). We will need only the commutation
relations between the currents f(z), f(w) and f(z), ψ+(w):
(qz − q−1w)f(z)f(w) = (q−1z − qw)f(w)f(z) (5.1)
ψ+(z)f(w) =
q−2 − w/z
1− q−2w/z
f(w)ψ+(z) (5.2)
Using formula (5.1) we may calculate the projection P (f(z1) · · ·f(zn)).
The algebra U ′q(ŝl2) also has a realization in terms of L-operators ([RS]):
L±(z) =
(
1 f±(z)
0 1
)(
k±(zq−2)−1 0
0 k±(z)
)(
1 0
e±(z) 1
)
=
(
A±(z) B±(z)
C±(z) D±(z)
)
which satisfy
R(u/v) · (Lǫ(u)⊗ 1) · (1⊗ Lǫ
′
(v)) = (1⊗ Lǫ
′
(v)) · (Lǫ(u)⊗ 1) · R(u/v)
with ǫ, ǫ′ ∈ {+,−}, and
R(z) = (qz − q−1) (E11 ⊗ E11 + E22 ⊗ E22) + (z − 1) (E11 ⊗ E11 + E22 ⊗ E11)+
(q − q−1) (zE12 ⊗ E21 + E21 ⊗ E12)
(Eij denotes the matrix unit).
According to [DF], the Gauss coordinates of the L-operators are related to the
currents as follows
e(z) = e+(z)− e−(z), f(z) = f+(z)− f−(z), ψ±(z) =
(
k±(zq−2)k±(z)
)−1
.
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Let v be a vector such that C+(z)v = 0. The vector-valued function
w(z1, . . . , zn) = B
+(z1) · · ·B
+(zn)v (5.3)
is called an off-shell Bethe vector. Using the equality B+(z) = f+(z)k+(z) and the
relation (5.2) we may present the product (5.3) in terms of the product of the half-
currents f+(z). This gives the relation
B+(z1) · · ·B
+(zn) =
n∏
i<j
qzi − q
−1zj
zi − zj
P (f(z1) · · · f(zn))
n∏
i=1
k+(zi) (5.4)
which shows the relation between the off-shell Bethe vectors and the weight function
(4.6). For a general quantum affine algebra, the calculation of the weight functions
given by the universal weight function (4.6) is a complicated and interesting problem.
Such calculations for quantum affine algebras Uq(ŝl3) and Uq(ŝlN+1) are given in [KP1]
and in [KP2]. The relation between the universal weight function (4.6) and the nested
Bethe ansatz ([KR]) will be studied in [KPT].
Appendix
Here we give a proof of the properties (3.25) and (3.26) of circular Cartan-Weyl gener-
ators, see Section 3.2. The proof uses the braid group approach to the CW generators,
which we describe first.
Let Ti : Uq(ĝ)→ Uq(ĝ), i = 0, 1, . . . , r, be the Lusztig automorphisms [L2], defined
by the formulas
Ti(eαi) = −e−αik
−1
αi
, Ti(eαj ) =
∑
p+s=−ai,j
(−1)pqsi e
(p)
αi
eαje
(s)
αi
i 6= j, (6.5)
Ti(e−αi) = −kαieαi , Ti(e−αj ) =
∑
p+s=−ai,j
(−1)pq−si e
(s)
−αie−αje
(p)
−αi i 6= j (6.6)
where e
(p)
±αi = e
p
±αi/[p]qi!.
We attach to the periodic sequence . . . , i−1, i0, i1, ..., in, . . . given by (3.17) the se-
quence (wn)m∈Z of elements of the Weyl group, given by w0 = w1 = 1, wk+1 = wksik
for k > 0, and wl−1 = silwl for l ≤ 0. Let γk be the corresponding positive real roots
(3.18). We have a normal ordering γ1 ≺ γ2 ≺ ... ≺ δ ≺ 2δ ≺ ... ≺ γ−1 ≺ γ0 of the
system Σ̂+.
We define real root vectors e±γk , where k > 0 and e±γl , where l ≤ 0 by the relations
e±γk = Twk(e±αik ) , e±γl = T
−1
wl
(e±αil ) , (6.7)
that is, e±γn = e±αin for n = 0, 1; e±γk = Ti1Ti2 · · ·Tik−1(e±αik ) for k > 1, and
e±γl = T
−1
i0
T−1i−1 · · ·T
−1
il+1
(e±αil ) for l < 0. The imaginary root vectors are defined by
the relations (3.2) and (3.21). The imaginary root vectors, related to positive roots,
generate an abelian subalgebra U+Im ⊂ Uq(n+). It is characterized by the properties
[Be]
p ∈ U+Im ⇔ T
−1
wk
(p) ∈ Uq(n+) and Twl(p) ∈ Uq(n+) for all k > 0, l ≤ 0. (6.8)
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The root vectors (6.7), (3.21) satisfy the property (3.22) (see [Be]) and thus coincide,
up to normalization, with the CW generators of Section 3.2.
Let c be an integer > 0. Let . . . , j−1, j0, j1, . . . be the periodic sequence defined by
the rule jn = in−c for all n ∈ Z, {w˜n} the related sequence of elements of the Weyl
group, given by the rule w˜0 = w˜1 = 1, w˜k+1 = w˜ksjk for k > 0, and w˜l−1 = sjlw˜l
for l < 0. Let {γ˜n, n ∈ Z} be the corresponding sequence of real positive roots,
γ˜k = w˜k(αjk), if k ≥ 0 and γ˜l = w˜
−1
l (αjl), if l ≤ 0. Let {e˜γ} be the CW generators,
built by the braid group procedure, related to the sequence {jk}: e˜±γ˜k = Tw˜k(e±αjk ) if
k ≥ 1, and e˜±γ˜l = T
−1
w˜l
(e±αjl ) if k ≤ 0. Let U˜
+
Im be the subalgebra of Uq(n+), generated
by the imaginary root vectors e˜
(i)
nδ , i = 1, ..., r, n > 0.
We have the correspondence:
γ˜n =
{
sαi1−c · · · sαi0 (γn−c), n 6= 1, 2, ..., c,
sαi1−c · · · sαi0 (−γn−c), n = 1, 2, ..., c.
e˜γ˜n = Ti1−c · · ·Ti0
(
eˆγn−c
)
, n ∈ Z. (6.9)
U˜+Im = Ti1−c · · ·Ti0(U
+
Im) (6.10)
Indeed, for n 6= 1, ..., c we have e˜γ˜n = Ti1−c · · ·Ti0
(
eγn−c
)
by the construction. For
n = 1, ..., c we have e˜γ˜n = Ti1−c· · ·Ti0
(
T−1wn−cT
−1
in−c
Twn−c
) (
eαin−c
)
, which is equal to
Ti1−c· · ·Ti0
(
eˆγn−c
)
by (6.5) and (6.6). The relation (6.10) follows from the description
(6.8) of the algebra U+Im and its analogue for the algebra U˜
+
Im.
Let ≺ be the normal ordering of the system Σ̂+, related to the sequence {in}, ≺c
the corresponding circular order in Σ̂, and ≺˜ the normal ordering of Σ̂+, related to
the sequence {jn}. For any α˜, β˜ ∈ Σ̂+ we have the correspondence:
α˜ ≺˜ β˜ ⇔ α ≺c β, (6.11)
where α = sαi0 · · · sαic−1 (α˜), and β = sαi0 · · · sαic−1 (β˜).
Consider the relation (3.22) for CW generators, related to the sequence {jn}:
[e˜α˜, e˜β˜ ]q−1 =
∑
C
{ν˜j}
{nj}
(q) e˜n1ν˜1 e˜
n2
ν˜2
· · · e˜nmν˜m ,
with α˜ ≺˜ ν˜1 ≺˜ . . . ≺˜ ν˜m ≺˜ β˜, where C
{ν˜j}
{nj}
(q) ∈ C[q, q−1, 1/(qn− 1);n ≥ 1]. Due
to (6.9), (6.10), (6.8), automorphism properties of the maps Ti, and commutativity of
imaginary root vectors, this is equivalent to the relation on circular generators:
[eˆα, eˆβ ]q−1 =
∑
C¯
{νj}
{nj}
(q) eˆn1ν1 eˆ
n2
ν2
· · · eˆnmνm , (6.12)
with α ≺c ν1 ≺c . . . ≺c νm ≺c β, where α = sαi0 · · · sαic−1 (α˜), and β = sαi0 · · · sαic−1 (β˜);
C¯
{νj}
{nj}
(q) ∈ C[q, q−1, 1/(qn − 1);n ≥ 1]. This is a particular case of the relation (3.25),
when the root α satisfies the condition −δ ≺c α and β is positive.
Let d be an integer > 0. Let now {jn} be a periodic sequence, related to the
sequence (3.17) by the rule jn = in+d for all n, {w˜n} the related sequence of elements
of the Weyl group, {γ˜n, n ∈ Z} the corresponding sequence of real positive roots.
Let {e˜±γ} be CW generators, built by braid group procedure, related to the sequence
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{jk}, and U˜
±
Im the subalgebras of Uq(n±), generated by imaginary root vectors e˜
(i)
±nδ,
i = 1, ..., r, n > 0.
We have now the following correspondence:
γ˜n−d =
{
sαid · · · sαi1 (γn), n 6= 1, 2, . . . d,
sαid · · · sαi1 (−γn), n = 1, 2, . . . d.
(6.13)
e˜±γ˜n−d = T
−1
id
· · ·T−1i1 (e¯±γn) , n ∈ Z. (6.14)
U˜±Im = T
−1
id
· · ·T−1i1 (U
±
Im), (6.15)
where the temporary real root generators e¯−γ˜ are given by the prescription e¯±γn = e±γn
for n 6= 1, 2, . . . , d and e¯±γn = TwnTin(e±αin ) for n = 1, 2, . . . , d. Again, the normal
ordering ≺˜, attached to the sequence {jn}, is in accordance with the circular ordering
≺c: α˜ ≺˜ β˜ ⇔ α ≺c β, where α = sαi1 · · · sαid (α˜), and β = sαi1 · · · sαid (β˜). Consider
the relation (3.22) for CW generators e˜γ˜ , related to negative roots α˜ and β˜ :
[e˜α˜, e˜β˜ ]q−1 =
∑
C
{ν˜j}
{nj}
(q) e˜n1ν˜1 e˜
n2
ν˜2
· · · e˜mν˜m , (6.16)
with α˜, β˜, ν˜i,∈ −Σ̂+, so that −α˜ ≺˜ − ν˜1 ≺˜ . . . ≺˜ − ν˜m ≺˜ − β˜. Due to (6.14), (6.15),
it is equivalent to
[e¯α, e¯β ]q−1 =
∑
C¯
{νj}
{nj}
(q) e¯n1ν1 e¯
n2
ν2 · · · e¯
nm
νm , (6.17)
with α ≺c ν1 ≺c . . . ≺c νm ≺c β, where α = sαi1 · · · sαid (α˜), and β = sαi1 · · · sαid (β˜).
Since all the roots in (6.16) are negative, the collection of the roots {α, β, ν1, . . . , νm} in
(6.17) contains negative roots and some positive roots belonging to the set {γ1, . . . , γd}.
Note, that e¯ν = eν , if ν is negative, and e¯ν = −kνeν , if ν ∈ {γ1, . . . , γd}. Now we apply
to (6.17) the following automorphism of the algebra Uq(ĝ):
e−γ 7→ −kγe−γ , eγ 7→ −eγk
−1
γ , kγ 7→ kγ, for all γ ∈ Σ̂+.
One can see, that this automorphism transforms the relation (6.17) to the particular
case of (3.25):
[eˆα, eˆβ ]q−1 =
∑
C˜
{νj}
{nj}
(q) eˆn1ν1 eˆ
n2
ν2
· · · eˆnmνm , (6.18)
with α ≺c ν1 ≺c . . . ≺c νm ≺c β and C˜
{ν˜j}
{nj}
(q) ∈ C[q, q−1, 1/(qn − 1);n ≥ 1], when the
root β satisfies the condition β ≺c δ and α is negative. The relations (6.12) and (6.17)
imply (3.25) in full generality. The proof of (3.26) is analogous.
Remark. There are analogues of all the relations (3.22), (3.25) and (3.26), in which
the order of the products (equivalently, the order of the root vectors) in the monomials
in the right hand sides are reversed. To derive them, it is sufficient to first apply the
Cartan antiinvolution ∗ to (3.22), and then to apply the arguments of the Appendix to
the result.
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