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The extent to which object identiﬁcation is inﬂuenced by the background of the scene is still controversial. On the one hand, the global
context of a scene might be considered as an ultimate representation, suggesting that object processing is performed almost systematically
before scene context analysis. Alternatively, the gist of a scene could be extracted suﬃciently early to be able to inﬂuence object categoriza-
tion. It is thus essential to assess the processing timeof scene context. In the present study,weused a go/no-go rapid visual categorization task
inwhich subjects had to respond as fast as possiblewhen they saw a ‘‘man-made environment’’, or a ‘‘natural environment’’, thatwas ﬂashed
for only 26 ms. ‘‘Man-made’’ and ‘‘natural’’ scenes were categorized with very high accuracy (both around 96%) and very short reaction
times (median RT both around 390 ms). Compared with previous results from our group, these data demonstrate that global context cat-
egorization is remarkably fast: (1) it is as fast as object categorization [Fabre-Thorpe, M., Delorme, A., Marlot, C., & Thorpe, S. (2001). A
limit to the speed of processing in ultra-rapid visual categorization of novel natural scenes. Journal of Cognitive Neuroscience, 13(2), 171–
180]; (2) it is faster than contextual categorization at more detailed levels such as sea, mountain, indoor or urban contexts [Rousselet, G.
A., Joubert, O. R., & Fabre-Thorpe, M. (2005). How long to get to the ‘‘gist’’ of real-world natural scenes? Visual Cognition, 12(6), 852–
877]. Further analysis showed that the eﬃciency of contextual categorization was impaired by the presence of a salient object in the scene
especially when the object was incongruent with the context. Processing of natural scenes might thus involve in parallel the extraction of the
global gist of the scene and the concurrent object processing leading to categorization. These data also suggest early interactions between
scene and object representations compatible with contextual inﬂuences on object categorization in a parallel network.
 2007 Elsevier Ltd. All rights reserved.
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Previous studies from our group have demonstrated the
very high accuracy and fast speed of the visual system in
categorizing diﬀerent kinds of objects like animals,
humans, means of transport or food items. Images ﬂashed
for about 20 ms are typically categorized by human observ-
ers with high accuracy (94% correct or more), median reac-
tion times around 400 ms, and shortest response latencies
around 250 ms (Delorme, Richard, & Fabre-Thorpe,
2000; Fabre-Thorpe et al., 2001; Fabre-Thorpe, Richard,0042-6989/$ - see front matter  2007 Elsevier Ltd. All rights reserved.
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2003; Thorpe, Fize, & Marlot, 1996; VanRullen & Thorpe,
2001). These short reaction times provide an upper esti-
mate of processing time, as they include the time necessary
not only for image processing, but also decisional and
motor mechanisms (Bacon-Mace´, Mace´, Fabre-Thorpe,
& Thorpe, 2005; VanRullen & Thorpe, 2001). Despite this
limitation, experiments on object categorization in natural
scenes have been instrumental in providing temporal con-
straints on object processing speed.
But typically, these experiments have ignored the rela-
tionship between target objects and other elements in the
scene. Indeed, in pictures of natural scenes, objects are
never isolated; they are seen on a background, surrounded
by other objects and various contextual elements.
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context might inﬂuence object recognition. Information
relative to the context of a scene, like semantic consistency
(Biederman, Mezzanotte, & Rabinowitz, 1982; Boyce &
Pollatsek, 1992; Ganis & Kutas, 2003; Palmer, 1975) or
repeated spatial conﬁguration (Chun, 2000), could interact
with object information by either facilitating or impairing
object visual search and object processing. Although there
is strong evidence that the processing of objects is inﬂu-
enced by contextual information, it is still unclear whether
context might facilitates object recognition per se or might
instead facilitate later stages of processing, for instance a
decision making stage (Ganis & Kutas, 2003; Henderson,
1992; Henderson & Hollingworth, 1999; Hollingworth &
Henderson, 1998). However, in this debate, we lack infor-
mation about the speed of processing of contextual infor-
mation, a crucial element needed to determine how early
context information might be able to inﬂuence object rec-
ognition. Mechanisms by which scenes are recognized are
still poorly understood, in part because of their complexity.
Scenes not only contain objects, but also several non-
movable elements with ﬁxed spatial locations such as ﬂoor,
walls, ceiling, sky, ﬁelds, trees, etc. which contribute to the
‘gist’ of the scene. Diﬀerent layouts of such ﬁxed elements
might rely on diﬀerent global image features such as spatial
envelope properties (openness, naturalness, expansion,
symmetry, Oliva & Torralba, 2001, 2006). The fast extrac-
tion of such spatial structure of a scene would allow an
estimation of the meaning of the scene. Beside this
‘‘scene-centered approach’’, other theories describe scene
recognition as the result of the successful identiﬁcation of
some objects in the scene (Friedman, 1979), or the evalua-
tion of spatial links between objects (De Graef, Christiaens
& d’Ydewalle, 1990). According to these hypotheses,
objects would be systematically processed before scenes
(see also Biederman, 1987; Riesenhuber & Poggio, 2000).
A strong argument against these theories is the demon-
stration that the gist of a scene can be accessed rapidly and
accurately even when an image is displayed too brieﬂy to
allow an exhaustive processing of the objects in the scene
(Biederman, 1972; Biederman et al., 1982; Oliva & Schyns,
1997, 2000; Potter, 1975;Rousselet et al., 2005). The fast pro-
cessing of brieﬂy presented natural scenesmight be explained
by the existence of scene speciﬁc features that might be used
to categorize a scene independently of the objects it contains.
To perform scene categorization tasks, subjects could rely on
low-level features such as patches of diagnostic colours
(Goﬀaux, Jacques, Mouraux, Oliva, Schyns, & Rossion,
2005; Oliva & Schyns, 2000; Schyns &Oliva, 1994). Alterna-
tively, the spatial structure of the scenemight be suﬃcient on
its own to identify scene contexts (Henderson & Holling-
worth, 1999; Oliva & Schyns, 2000; Sanocki & Epstein,
1997). Indeed, scene context can still be extracted from ﬁl-
tered scenes containing only low spatial frequencies at which
objects cannot be categorized (Schyns & Oliva 1994). More-
over, modelling work suggests that scene classiﬁcation could
rely on speciﬁc visual ﬁlters that would capture the ‘layout ofthe scene’, (Oliva & Torralba, 2001, 2006; Torralba &Oliva,
2003). Such global image signature could be used to deter-
mine the general meaning of the scene, or ‘gist’. This frame-
work is consistent with the idea that a high-level
categorization process does not necessarily depend on
high-level representations if representations of lower levels
are suﬃcient to categorize a stimulus in a given task (Schyns,
1998; Ullman, Vidal-Naquet, & Sali, 2002).
Overall, the literature suggests that fast processing of
scene context relies to a large extent on visual information
that is independent from that used to perform object catego-
rization. However, whether scenes can be categorized as fast
or even faster than objects is still a much debated question.
Recently, by using a go/no-go paradigm in a ‘gist’ categori-
zation task, we showed that subjects could discriminate
‘‘sea’’, ‘‘mountain’’, ‘‘indoor’’ and ‘‘street’’ sceneswith a very
good accuracy (>90%) and shortmedian reaction times (RT)
(400–460 ms) (Rousselet et al., 2005). Although such reac-
tion times are relatively fast, object categorization can be fas-
ter, with median RT around 400 ms for animal targets
(Delorme et al., 2000; Delorme, Rousselet, Mace´, & Fabre-
Thorpe, 2004; Fabre-Thorpe et al., 1998; Fize, Fabre-
Thorpe, Richard, Doyon, & Thorpe, 2005; Rousselet et al.,
2003; Thorpe et al., 1996; VanRullen & Thorpe, 2001). How-
ever, the reaction timedistributions for scenes and objects cat-
egorization showed a considerable overlap, arguing against
the ideaof a systematicprocessing speedadvantage forobjects
over scenes and leaving open the possibility of large interac-
tions between the two systems in a parallel network.
In the present study, we used broader categories such as
natural contexts and man-made contexts. Human subjects
might be faster at categorizing scene context at a more gen-
eral level than the 4 categories (mountain, sea, indoor, and
street) used in our previous experiment, allowing more time
for interaction between object and context processing. To
test this hypothesis, we used the same fast visual categori-
zation task but subjects were asked to categorize the brieﬂy
ﬂashed photographs as either ‘‘natural’’ or ‘‘man-made’’
environments. Indeed, compared to the ‘‘sea/mountain/
indoor/street’’ experiment, subjects were faster at complet-
ing the task. Moreover, when scenes required long process-
ing times to be categorized, a post-hoc analysis revealed a
strong interference due to the presence of salient objects.
2. Methods
2.1. Participants
Twelve volunteers (8 men and 4 women, mean age 31, range 23–39, 3
of them left handed) gave their informed written consent. All of them had
normal or corrected to normal vision.
2.2. Stimuli
We used photographs of natural scenes from a large commercial CD-
ROM library (Corel Stock Photo Libraries). Images (either horizontal or
vertical) were in 24-bits jpeg format (16 millions colours), with a size of
768 · 512 pixels sustaining approximatively a visual angle of 16 · 11.
The 1440 images were selected in order to represent equally two categories,
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each category, images (50% vertical, 50% horizontal) were as diverse as
possible. The ‘‘natural environment’’ category was composed of 720 pho-
tographs in which 1/3 were sea scenes, 1/3 were mountain scenes, the last
1/3 contained desert, iceberg, forest or ﬁeld scenes. The ‘‘man-made envi-
ronment’’ category also contained 720 photographs in which 1/3 were
street scene images (with or without pedestrians), 1/3 were indoor scenes
like kitchens, museums, churches, etc., the last 1/3 being composed of aer-
ial views of cities. None of the man-made scenes contained mountains or
views of the sea, and none of the natural scenes contained buildings.2.3. Tasks
Two experimental sessions were run, one with natural scenes as targets,
the other one with man-made scenes as targets. The order in which they
were performed alternated between subjects. Each session started by a
detection task (one series of 96 trials), followed by a categorization train-
ing period (48 trials), and the categorization task itself (6 series of 96 trials
for each of the two categorization tasks).
During the detection task (go-only task), subjects had to lift their ﬁnger
as quickly as possible whenever an image appeared, independently of its
category (natural and man-made environments were equally likely). The
goal of this task was to check the lack of any low-level saliency bias
between the two sets of scenes. Stimuli were only seen once in one of
the 3 conditions (detection/training/categorization) either as target or
distractor.
During the go/no-go categorization tasks, subjects had to lift their
index ﬁnger as quickly and as accurately as possible (go responses) each
time the scene belonged to the target category, and to withhold their
responses (no-go responses) when it was a distractor. Each series of cate-
gorization tasks contained 50% target trials and 50% distractor trials. InFig. 1. Tasks and stimuli. In each of the two categorization tasks (man-made
other task. Note the large variety of stimuli.order to avoid possible biases among image sets, conditions were counter-
balanced among subjects so that images presented as targets to half of the
subjects were presented as distractors to the other subjects.2.4. Procedure
Subjects sat in a dimly lit room, at 1 m from a computer screen (reso-
lution 1024 · 768, vertical refresh: 75 Hz) piloted by a PC. Image presen-
tation and measurement of behavioural responses were carried out using
the software Presentation (NeuroBehavioral Systems, http://nbs.neuro-
bs.com/).
For both the detection task and the categorization task, each trial
started with a ﬁxation cross (0.1 of visual angle) that appeared at the cen-
ter of a black screen for 300–900 ms randomly, immediately followed by
the stimulus presented for two frames (26 ms), also in the middle of the
screen. These brief presentations prevented exploratory eye movements.
Motor responses were detected using infrared diodes. For each image
(detection task) or for target-images (categorization tasks), subjects had to
respond in less than 1000 ms by lifting their ﬁnger. Longer reaction times
were considered as no-go responses. Following this 1 s period, a black
screen was displayed during 300 ms, before the next trial started with
the presentation of the ﬁxation cross. A trial lasted between 1600 and
2200 ms.3. Results
3.1. Detection task
Performance was analyzed separately according to the
image category (‘‘man-made’’ vs. ‘‘natural’’) in order to
rule out the existence of low-level saliency biases betweenor natural environments), the target images were used as distractors in the
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and extremely similar for the two image categories: the
RT distributions for the two image sets were virtually
superimposed, and the mean of individual median RT were
not statistically diﬀerent (man-made: 208 ms; natural:
209 ms; paired Wilcoxon test: Z = .713, p = .476). More-
over, for this detection task, we computed the minimal RT
as the latency from which on the number of correct ‘‘go’’
responses signiﬁcantly diﬀered from zero. Again, no diﬀer-
ence was found (mean of individual minimal RT: 171 ms
for both image categories, n.s., paired Wilcoxon tests,
Z = .863, p = .388). Thus, these results demonstrate that
there was no low-level saliency bias between the ‘‘man-
made’’ and ‘‘natural’’ sets of selected images, at least in a
simple detection task.3.2. Categorization task
All individual results for the two categorization tasks
are summarized in Table 1.3.2.1. Accuracy
Subjects were very eﬃcient at performing the two cate-
gorization tasks, with an accuracy of 96.8% for ‘‘natural’’
pictures and 96.2% for ‘‘man-made’’ pictures (n.s., paired
Wilcoxon test: Z = 1.491, p = .136). Incorrect trials were
biased towards false alarms in both tasks. Indeed, subjects
were very precise at categorizing target images with only
1% of missed targets in the ‘‘man-made’’ category and
0.9% in the ‘‘natural’’ category. However, they erroneously
categorized as targets 6.6% of the distractors in the ‘‘man-
made’’ task and 5.4% in the ‘‘natural’’ task. These biases
did not diﬀer between the two tasks (paired Wilcoxon test,Table 1
Results of categorization tasks
Subject Accuracy (%)
Mean Correct go Correct no-go
Man. Nat. Man. Nat. Man. N
OJO 95.3 93.4 99 99.3 91.7 87
HKI 95.3 96.2 99 99 91.7 93
MFT 97.9 98.1 100 99.7 95.8 96
SGA 98.6 99.3 99.7 100 97.6 98
NBA 96.2 95.8 100 99.7 92.4 92
CLU 94.6 97.8 99.7 99.2 89.6 96
RVR 91.3 93.2 99.7 99.3 83 87
SQU 98.6 99.3 99 99.7 98.3 99
FAR 95.1 95.7 97.6 96.5 92.7 94
FLE 97.7 97.9 98.3 99.7 97.2 96
GFE 99.1 98.3 99 98.6 99.3 97
DFI 95 97 97.9 98.6 92 95
Mean 96.2 96.8 99 99.1 93.4 94
Std 2.3 2 0.8 0.9 4.6 3
Min 91.3 93.2 97.6 96.5 83 87
Max 99.1 99.3 100 100 99.3 99
The values indicated in the four bottom lines are computed from individual sfalse alarms: Z = 1.373, p = .17; missed targets: Z = 0,
p = 1).
3.2.2. Reaction times
Subjects were not only very precise, they were also very
fast. Median and mean RT were, respectively, 383 ms and
397 ms in the ‘‘man-made’’ categorization task and 393 ms
and 407 ms in the ‘‘natural’’ categorization task (n.s.,
paired Wilcoxon test, median RT, Z = 1.134, p = .182;
mean RT, Z = 1.255, p = .209).
As shown in Fig. 2, RT distributions of correct go
responses were overall very well superimposed. To conﬁrm
this observation, we did a series of permutation tests (one
test for each 10 ms time bin) using the number of correct
go responses of each subject in each condition (man-made
and natural). In a given time bin, all RT values were shuf-
ﬂed which is equivalent to assigning at random the man-
made and natural labels at each RT value. The diﬀerence
between the two ‘‘fake’’ distributions was then computed
and stored. This procedure repeated 999 times provided a
conﬁdence interval around the mean diﬀerence and under
the null hypothesis that the two conditions were actually
sampled from the same population (Wilcox, 2005). None
of the time bins showed a signiﬁcant diﬀerence between
the two distributions (1000 permutations, a = .05). How-
ever, a diﬀerence could be seen at the shortest latencies
by determining the minimal RT for each task. Here, the
minimal RT was deﬁned as the ﬁrst 10 ms bin from which
on the number of correct go responses signiﬁcantly out-
numbered the number of false alarms. The minimal RT
computed by pooling together the data from all subjects
was 220 ms in the ‘‘man-made’’ task and 280 ms in the
‘‘natural’’ task (Fig. 2). When averaging minimal RTs com-
puted for each subject, the mean minimal RT was atReaction time (ms)
Minimal Median Mean
at. Man. Nat. Man. Nat. Man. Nat.
.5 210 280 322 330 327 339
.4 280 270 346 337 361 351
.5 330 320 402 390 420 406
.6 270 310 363 394 378 405
270 280 358 354 377 369
.5 300 290 356 363 367 380
.2 230 290 309 330 319 351
320 340 417 415 428 426
.8 310 300 393 405 407 414
.2 320 350 423 460 437 465
.9 300 370 443 493 462 508
.5 310 350 461 444 485 466
.6 288 313 383 393 397 407
.9 37.2 33.1 47.9 53.3 51.4 52.7
.2 210 270 309 330 319 339
330 370 461 493 485 508
cores.
Fig. 2. Speed of responses in context categorization tasks. Reaction time
(RT) distributions for correct go-responses (thick curves) and for false
alarms (thin curves) are shown for the man-made environment categori-
zation task (black curves) and the natural environment categorization task
(grey curves) with the number of responses pooled across all subjects and
expressed over time using 10 ms time bins. Minimal RT are determined as
the ﬁrst 10 ms time bin for which correct responses signiﬁcantly exceed
errors. (Top right) Average of individual performance values (see Table 1):
minimal RT (empty rectangles) and median RT (hatched rectangles) with
their associated standard errors. Asterisks indicate statistically signiﬁcant
diﬀerences (Wilcoxon tests, p < .05).
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ral’’ task (Table 1). This 25 ms delay for the natural catego-
rization task compared to the man-made task was
signiﬁcant (paired Wilcoxon test: Z = 2.136, p = .033)
and could be due to a larger set of diagnostic features in
‘‘man-made’’ scenes.
The presence of numerous cues within a single picture
might be able to speed-up the ﬁrst wave of visual process-
ing. Diagnostic features for ‘‘natural’’ scenes could be more
complex and/or of a higher diversity. Indeed, man-made
environments contain more straight lines and right angles,
as well as more high spatial frequencies than natural envi-
ronments. Such elements could be diagnostic for models of
scene categorization using global features like roughness,
expansion, or openness of the scene (Oliva & Schyns,
2000; Oliva & Torralba 2001; Schyns, Jentzsch, Johnson,
Schweinberger, & Gosselin, 2003).
The analysis of the reaction time distributions also
showed some very long latency responses. Most of the
images categorized with long RTs appeared to contain a
salient object. A post-hoc analysis aimed at measuring
the interference of salient objects in contextual categoriza-
tion was thus performed in order to check whether the
presence of an object could aﬀect context categorization
performance.3.3. Interference of salient objects
Based on the visual inspection of scenes associated with
long RTs, we hypothesized that salient objects might inter-
fere with the processing of the background, for instance by
capturing attention. Most of the time, salient objects werecongruent with the context category; however in some
cases salient objects were incongruent with the context, like
a man-made object on a natural background or a large bio-
logical object (animal, tree, etc.) in a man-made scene (see
examples Fig. 3). As the study was not planned for such
purpose, incongruencies were more frequent in the case
of ‘‘natural’’ scenes in our picture sets. In order to evaluate
the impact of salient objects on background processing, we
designed a protocol to determine as objectively as possible
a set of images containing salient (congruent or incongru-
ent) objects. Out of the 12 original subjects, 10 agreed to
come again, and were asked to classify all the scenes used
in this experiment according to whether or not they con-
tained a salient object, and, if this was the case, whether
the object was congruent with the background category
of the scene. Subjects had unlimited viewing time. We gave
subjects the following deﬁnition of saliency: ‘‘which inevi-
tably attracts your attention’’. Congruency had to be
judged with respect to the ‘‘natural’’ and ‘‘man-made’’ cat-
egories. Because of the frequent presence of humans in
urban scenes, humans were only considered as congruent
in ‘‘man-made’’ scenes.
Out of the 1152 photographs used in the two categoriza-
tion tasks, 1111 (96.4%) were classiﬁed in the same set by 5
subjects or more. In this set of photographs, 948 were con-
sidered as presenting no salient object (nSO). In the
remaining 163 that contained a salient object (SO), the
object was evaluated as congruent (SCO) for 130 photo-
graphs and as non-congruent (SnCO) for 33 photographs
(see examples, Fig. 3C–E). Based on this labelling, perfor-
mance in the categorization task was further analyzed.
Subjects were clearly faster at categorizing scene context
when no salient object was present (Fig. 3B and F). Indeed,
nSO images were categorized with a median reaction time
of 393 ms while median reaction time for SO photographs
reached 418 ms, a 25 ms RT increase that was signiﬁcant
(paired Wilcoxon test: Z = 3.062, p = .002). A bootstrap
simulation was run to determine if these median RT diﬀer-
ences could be obtained by chance. In the simulation, n
images (n being the number of images in a given subset
(i.e. nSO: n = 948, SO: n = 163), were randomly sampled,
with replacement, from the original pool of N images (i.e.
total images: N = 1111). Then, the median reaction time
for the randomly selected images was computed. This pro-
cess was repeated 1999 times to compute a 95% conﬁdence
interval (CI) for median reaction times. Median RT for SO
photographs (418 ms) was signiﬁcantly longer than
expected by chance (95% CI [382–402 ms]), whereas med-
ian RT for nSO images (393 ms) fell in the CI for nSO
images (95% CI [388–396 ms]). The bootstrap simulation
thus demonstrates that the slow down of natural scene pro-
cessing in the presence of a salient object is very unlikely to
be explained by chance.
Within the set of 163 SO images, object congruency
also aﬀected median reaction times (SCO images:
409 ms, SnCO images: 451 ms; Fig. 3B and F). The
direct comparison of these two conditions did not reach
Fig. 3. Interference of salient objects. Performance associated with image sets deﬁned by post-hoc analysis. Results are compared for images with no
salient object (NSO) and images with a salient object (SO). Among SO images, performances are compared depending on whether the salient object was
congruent (SCO) or incongruent (SnCO) with the environment. (A) Accuracy expressed as the percentage of correct responses with associated standard
errors. (B) Median RT for correct go-responses (in ms) with associated standard errors. In (A) and (B), the histograms in front represent values using the
image sets delimited by at least 8 of the 10 subjects (G), the histograms behind represent values using the image sets delimited by at least 5 of the 10
subjects. Asterisks indicate statistically signiﬁcant diﬀerences. (C) Examples of stimuli without a salient object. (D) Examples of stimuli with a salient and
congruent object. (E) Examples of horizontal and vertical stimuli with a salient but non-congruent object. (F,G) Performance data on the various images
subsets (nSO, SO, SCO and SnCO) as deﬁned by at least 5 subjects (F) or 8 subjects (G) see text for details. For each subset the values refer to the number
of images (n) considered, the percentage of correct responses and the median RT determined using the responses of all subjects on these stimuli. Arrows
show the results of paired Wilcoxon comparisons for accuracy and median RT. The bootstrap conﬁdence intervals computed for RTs as described in the
text are indicated in square brackets.
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tical tests in Fig. 3). However, bootstrap simulations
showed that the 33 scenes with salient non-congruent
objects (SnCO) were associated with median RT of
451 ms, a value that was longer than expected by chance
(95% CI [383–436 ms]).
Thus, the saliency and the congruency of objects present
in the scene have an inﬂuence on the time necessary to per-
form a context categorization task. This interference due to
the presence of a salient object was strengthened by the
analysis of performance accuracy.Accuracy (Fig. 3A and F) was signiﬁcantly lower for SO
images than for nSO images (respectively, 94% and 97%
correct, paired Wilcoxon test, Z = 3.059, p = .002). This
accuracy drop appears mainly due to images with salient
non-congruent objects (SCO: 96%; SnCO: 88.1%). This
7.9% accuracy drop related to object incongruency was sta-
tistically signiﬁcant (paired Wilcoxon test, Z = 3.062,
p = .002).
The presence of a salient non-congruent object had a
large signiﬁcant deleterious eﬀect on context categorization
performance. To appreciate the eﬀect related to object sal-
3292 O.R. Joubert et al. / Vision Research 47 (2007) 3286–3297iency on its own we need to compare performance scores
obtained with the 130 SCO images in which the object
was salient but congruent to scores obtained with the 948
nSO images that did not contain any salient object. Both
permutation and paired Wilcoxon tests showed that the
median RT increase and the accuracy drop observed with
SCO images were signiﬁcant (all tests: p < .021, all paired
Wilcoxon tests: Z > 2.31). Second, we run bootstrap simu-
lations by randomly sampling 130 images among the total
set of 1111 images and showed that the SCO median RT
(409 ms) fell outside the 95% CI [381–403 ms]. The median
RT recorded on these 130 SCO images was thus statisti-
cally diﬀerent from the RT on images with no salient
object.
To strengthen these results we performed statistical
analyses on the more selective set of images in which
we only consider the stimuli that were classiﬁed in the
same subsets by 8 subjects or more (Fig. 3G). Using this
more restrictive criterion to deﬁne the diﬀerent subsets,
the total number of images kept for analysis dropped
to 829 (72% of all the images categorized) among which,
759 were classiﬁed as nSO and 70 as SO. Among the 70
photographs with a salient object (SO), 55 images were
considered as SCO (congruent object) and 15 as SnCO
(non-congruent object).
Similarly to the previous analyses, subjects were more
accurate (97.2% vs. 92.4% correct) and faster at categoriz-
ing scene context when no salient object was present (med-
ian RT 383 vs. 420 ms). The 4.8% accuracy drop and the
37 ms RT increase with SO images were both statistically
signiﬁcant (see all data and statistical results in Fig. 3A,
B, and G). A congruency eﬀect was also observed; SnCO
images were categorized less accurately (81.5% vs. 95.4%
correct) and slower (482 vs. 401 ms) than SCO images.
The 13.9% accuracy drop and the 81 ms RT increase were
both statistically signiﬁcant. This accuracy drop oﬀ is very
large, as we had never obtained such a low accuracy score
in any other experiments using the same rapid go/no-go
categorization task with intact non-manipulated pictures.
We also evaluated the eﬀect of saliency on its own by
comparing performance on SCO images and nSO images.
The deleterious eﬀect induced by a congruent object on
accuracy was only signiﬁcant when using a permutation
test, the eﬀect on speed was signiﬁcant using both paired
Wilcoxon and permutation tests, but bootstrap simulations
were not conclusive (run on the total set of 829 images,
they showed that median RT of 401 ms for the 55 SCO
images fell within the 95% CI [384–411 ms], indicating that
the processing speed observed for those images could be
explained by random sampling of the image set). These
induced eﬀects on context categorization performance by
the presence of a salient object are not as robust as those
obtained for incongruent objects. Nevertheless, the inter-
ference with context processing by object saliency is shown
by an increase in reaction times and an accuracy drop that
might need larger set of images to reach robust statistical
signiﬁcance.In a context categorization task, salient objects present
in a scene have a deleterious eﬀect on performance in terms
of speed and accuracy. This eﬀect is clear and strong with
non-congruent objects. With congruent object the eﬀect is
less compelling for accuracy but a tendency is always pres-
ent that fails to reach signiﬁcance in some cases. Further
research with carefully chosen natural stimuli is needed
to evaluate with precision the strength of such interference
between object and context processing.
4. Discussion
The main goal of this study was to determine if back-
ground categorization can be performed suﬃciently rapidly
to allow background inﬂuences on object categorization. A
positive answer to that question would strengthen the idea
that scene context can inﬂuence object recognition. Indeed,
to facilitate object recognition, contextual information has
to be extracted rapidly to generate candidate expectations
(Bar 2004; Bar & Aminoﬀ, 2003; Bar et al., 2006) or to con-
strain local analysis (Oliva & Torralba, 2006).
4.1. Context categorization and object categorization
In the two context categorization tasks used, ‘‘man-
made’’ and ‘‘natural’’, subjects reached very good scores.
While images were displayed for only 26 ms, they per-
formed the task with high accuracy (96.5% correct) and
fast reaction times (median RT of 388 ms on average).
An important point is that the rapid categorization task
used in the present study had already been used in several
studies from our team to assess object processing speed
(animals, humans, faces, means of transport, or food
objects) and in a ﬁrst attempt to determine the processing
speed of scene context (Rousselet et al., 2005). We can thus
directly compare the processing speed of a visual object
and of its visual context. A general ﬁnding of those exper-
iments is the very high accuracy and the fast speed with
which subjects can perform rapid go/no-go object categori-
zation tasks. However, RT can vary substantially between
experiments and subjects as shown in Fig. 4. Longer pro-
cessing times might be needed for some objects, such as
food-objects, when compared to animals or means of trans-
port, which is consistent with the idea that decisions about
‘‘edibility’’ require additional processing time. Using the
same task, the time needed to get at the ‘‘gist of a scene’’,
as evaluated in Rousselet et al. (2005) with four target cat-
egories (sea, mountain, indoor and outdoor scenes), tended
to be longer (median RT: 405–463 ms) than observed in
most object categorization tasks. In the present experiment,
we show that when scene categories are more broadly
deﬁned, such as natural environments (that include sea
and mountain scenes), or man-made scenes (that include
indoor and outdoor scenes), categorization can be done
faster (median RT: 383–393 ms). But contextual processing
does not appear to be faster than object processing. The
two processing streams rather appear to progress in paral-
Fig. 4. Object and context categorization tasks. Reaction times obtained in experiments published by our team that used the same go/no-go paradigm
with brief central image presentation. For each experiment, the horizontal line extends from minimal to maximal individual median RT; and the across-
subject average is indicated by a diamond. Filled diamonds indicates that photographs were presented in colour; empty diamonds indicates that they were
presented in greyscale. An asterisk indicates that colour and greyscale stimuli were mixed in the same experimental block. Note the substantial overlap
among context categorization tasks reported in this paper and various object categorization tasks.
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suggests that large interactions have time to take place
between object and context processing (Fig. 4).
To better appreciate this overlap, we compared directly
the results of the present study with the results obtained in
an animal/non-animal categorization task (Rousselet et al.,
2003), in which subjects scored an average accuracy of
96.3% and a median RT of 384 ms. In the present context
categorization tasks, subjects reached 96.9% and 96.4%,
respectively, for natural scenes and man-made environment
with corresponding median RT of 393 ms and 383 ms. For
similar accuracy scores, not only are median RTs very sim-
ilar, but the whole RT distributions are well superimposed
for the natural, man-made and animal categorization tasks
(Fig. 5).
Thus, context categorization can be achieved as fast as
object categorization (at least for certain tasks), a result
incompatible with theories that describe scene recognition
as the result of the successful identiﬁcation of some objects
in the scene. On the contrary, our results suggest that scene
and object information might be extracted in parallel with
similar temporal dynamics. This in turn opens the possibil-
ity of extensive interactions between context and object
processing (from context to object categorization, but also
from objects to context categorization).
By imposing temporal constraints on the subject’s
response, brieﬂy ﬂashed photographs and broad categories
that could rely on coarse representations, our task is really
tackling the early interactions between object and context
processing. Such object/background interactions could bestrengthened in tasks requiring or simply allowing more
time for information processing such as detailed identiﬁca-
tion tasks, tasks using a larger number of categories or
tasks involving explicit verbal responses.4.2. Coarse vs. detailed contextual information
The comparison of the present study using two broad
context categories with our previous study, in which
human subjects had to categorize one of four ﬁner target
categories (sea, mountain, indoor and outdoor scenes,
Rousselet et al., 2005), showed that subjects performed
both tasks with a similar accuracy, but with faster RT
when categorizing broader categories. On average, they
needed 50 ms additional processing time when categorizing
one of the four contexts, although sea scenes were catego-
rized faster than the 3 other types of environments. The
two studies used similar stimulus sets, thus the main diﬀer-
ence concerned the amount of visual analysis needed to
perform the task. With the strong temporal constraints of
the rapid categorization task, our data might reﬂect the
underlying temporal dynamics of visual processing.
Why do we need less processing time to access the two
broad categories used in the present study? One interpreta-
tion considers that low spatial frequency information (pro-
cessed by the fast magnocellular pathway) is available
earlier than high spatial frequency information. Alterna-
tively, scene analysis could proceed from global to local
feature analysis (Hughes, Nozawa, & Kitterle, 1996;
Navon, 1977). As suggested by Oliva and Torralba
Fig. 5. Object and context categorization tasks: RT distributions. (a)
Comparison of correct go-responses RT distributions for ‘man-made’ and
‘natural’ environment categorization tasks obtained in the present study
and in the ‘animal’ categorization task reported in Rousselet et al. (2003).
(b) Comparison of correct go-responses RT distributions for the ‘natural’
environment categorization task obtained in the present study and for the
‘sea’ and ‘mountain’ environment categorization tasks reported in
Rousselet et al. (2005). (c) Comparison of correct go-responses RT
distributions for the ‘man-made’ environment categorization task
obtained in the present study and for the ‘street’ and ‘indoor’ environment
categorization tasks reported in Rousselet et al. (2005). Percentages of
responses are expressed over time using 10 ms time bins.
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to categorize an environment as ‘‘natural’’ or ‘‘man-made’’
at the superordinate level but higher resolution analysis
could be needed for basic scene categories such as sea,
mountain, indoor and outdoor scenes. These two large
context categories can be considered as superordinate clas-
ses (Oliva & Torralba, 2006). Indeed, when judging similar-
ity between natural images, human subjects have beenshown to spontaneously organize the scenes along an axis
running from natural scenes to man-made scenes (Rogo-
witz, Frese, Smith, Bouman, & Kalin, 1998). These two
extreme categories appear thus more distant from each
other than ﬁner categories. In object categorization, it is
widely accepted that the basic level of categorization is
accessed before the superordinate level (Rosch, Mervis,
Gray, Johnson, & Boyes-Braem, 1976). Exploring a taxon-
omy for environmental scenes with the paradigms used by
Rosch et al., Tversky and Hemenway (1983) have also
reported an advantage for basic scene categories such as
beach, mountains and cities. Our results appear at odds
with this classic categorization framework as we report a
processing speed advantage for broad categories over more
basic scene categories. Taken together, our results suggest
that sea or mountain environments might be ﬁrst recog-
nized as natural contexts. Overall, this categorization hier-
archy for visual scenes is in keeping with the ‘‘coarse to
ﬁne’’ hypothesis (Hughes et al., 1996; Mace´, Joubert, &
Fabre Thorpe, 2005; Navon, 1977; Schyns & Oliva,
1994): a coarse view of a scene provides suﬃcient informa-
tion to decide whether it belongs to a ‘natural’ or ‘man-
made’ category, but a ﬁner categorization is likely to
require more detailed processing of speciﬁc diagnostic fea-
tures (Fig. 5a and b). Following this line of thought, sea
and mountains scenes would be ﬁrst considered as ‘‘natural
scenes’’, indoor or outdoor urban environments as ‘‘man-
made scenes’’. Indeed in our previous study (Rousselet
et al. 2005), subjects’ errors were biased towards distractors
that belong to the same ‘‘superordinate’’ category (i.e.
mountain in sea scenes categorization).
The preferred access to basic environments reported by
Tversky and Hemenway (1983) might be linked to the tem-
poral course of the lexical responses required in their tasks
that might have masked an inverted hierarchy in accessing
visual categories. More studies are needed to characterize
the possible diﬀerences between lexical and visual process-
ing time-courses.4.3. Interaction between processing of context and processing
of objects
In this paper, we have shown that the processing of
scene context is fast enough to allow for interactions
between object processing and context processing. In a fast
feed-forward wave of coarse processing, context could be
used to select the more likely candidate from the many
potential object representations activated (Bar, 2004; Bar
& Aminoﬀ, 2003). Moreover, it is important to keep in
mind that we investigated context processing in extreme
conditions, when new and unrelated pictures are brieﬂy
ﬂashed one after another. In daily life, such situations are
encountered when zapping from one TV channel to
another, or when turning over the pages of a magazine.
But context is usually stable over time, and the top–down
inﬂuence of context on object representations does not
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brief image presentation used in our experiment.
On the other hand, although the study was only
designed to test the speed at which a coarse categorization
of context could be performed, we describe a deleterious
eﬀect of object processing on context processing, even
though task instructions were clearly oriented towards
the analysis of context. In the present study, the presence
of a salient object in the scene tends to delay the processing
of the background by about 25–37 ms, and induce a 2.6–
4.8% accuracy drop. When the object is congruent with
the scene context, the processing speed eﬀect appears statis-
tically signiﬁcant, while the accuracy eﬀect tends to be less
robust. On the other hand, processing speed and accuracy
are clearly altered when the object is not congruent with its
background. Salient and non-congruent objects delay the
background with a temporal cost that can reach 81 ms,
and induce a large accuracy drop (13.9%). Such results con-
ﬁrm the drop of accuracy observed by Davenport and Pot-
ter (2004) in a naming task when manipulating consistency
in object and background perception. It clearly shows that
early interactions between the processing of objects and
backgrounds can take place and need to be further
analyzed.
How can we explain such an early eﬀect of object pro-
cessing on context processing? One way to account for part
of this temporal delay when a salient object is present could
involve an attentional bottom–up processing bias. How-
ever such attentional bias is not supported by several stud-
ies indicating that fast object categorization might be done
without the need of focused attention. Indeed, in the same
rapid animal/non animal categorization task, human sub-
jects can process simultaneously two unrelated scenes with
no temporal cost (Rousselet, Fabre-Thorpe, & Thorpe,
2002); they can even do such task in their peripheral visual
ﬁeld when their attention is captured centrally in a dual
task paradigm (Li, VanRullen, Koch, & Perona, 2002).
Context categorization might also be performed without
the need for focused attention, as suggested in the case of
the extraction of the spatial layout that represents the ‘gist’
of the scene (Oliva & Schyns, 2000; Rousselet et al., 2005),
a form of processing that might involve cerebral areas inde-
pendent from object processing areas, such as the parahip-
pocampal cortex (Epstein, Graham, & Downing, 2003;
Epstein & Kanwisher, 1998; Goh, Siong, Park, Gutchess,
Hebrank, & Chee, 2004; Kanwisher & Wojciulik, 2000).
In the present task, the delay due to the presence of a sali-
ent object in the scene could be explained by an exogenous
capture of attention. Object features could be diﬀerent
enough from context features to capture attention, and
lead to the formation of proto-objects (Rensink, 2002)
without reaching an explicit level of object representation
(Walther & Koch, 2006). On the other hand, performance
was even more impaired with incongruent objects, even
though the temporal constraints on visual processing are
not really compatible with an explicit access to object/con-
text incongruency. How can we explain the early eﬀect ofincongruent objects on background processing? Bar and
collaborators (Aminoﬀ, Gronau, & Bar, 2007; Bar, 2004;
Bar & Aminoﬀ, 2003) have suggested that the parahippo-
campal cortex (PHC) could mediate the representation of
familiar contextual associations. When groups of objects
tend to appear together, the populations of neurons selec-
tive to these objects would tend to be activated simulta-
neously. Such familiar contextual associations would be
encoded in the PHC. In performing our task and under
strict instructions to respond to a given contextual target,
top–down preparation of the visual system is presumably
maximal and corresponding familiar associations will be
activated. For example, if a subject is looking for ‘‘natural
environments’’, most populations of neurons selective for
natural features are probably pre-activated. Through par-
allel processing, a congruent scene might activate multiple
populations of neurons that are usually co-activated. On
the other hand, when a salient man-made object appears
in a natural environment, it will generate a conﬂict between
populations of neurons that selectively respond to the nat-
ural features of the background and the man-made features
of the object. With an ‘‘incongruent’’ object in a given con-
text, several populations of neurons that do not usually ﬁre
together would be active at the same time; the more incon-
gruent features in the scene, the greater the competition
between these two populations of neurons and hence the
greater the competition between the go and the no-go
motor output responses. This possibility is well supported
by perceptual decision theories that rely on an ‘‘accumula-
tion of evidence’’ (Perrett, Oram, & Ashbridge, 1998):
response inhibition of a population of neurons could result
in a delay to reach decision threshold. The presence of a
salient object will slow the processing of the background
but, when the object and context categories are incongru-
ent, decision about the nature of a context would be even
slower. It should be noted that object saliency in images
was estimated subjectively by the observers. More objective
measures of saliency and its systematic control are needed
to directly evaluate the temporal cost of object saliency and
incongruence in scene processing.
In conclusion, this study shows how fast human subjects
are to get at the gist of a scene. The temporal dynamics of
background scene processing is clearly compatible with the
idea of large interactions with object processing. We have
also described a deleterious eﬀect of salient objects on con-
text processing especially for incongruent objects. This is
an interesting ﬁnding because the question is usually
addressed the other way around to evaluate how context
might facilitate object recognition and at which level object
processing is modulated or constrained by contextual anal-
ysis. Object and context could be processed in parallel and
may interact extensively all along the ﬁrst wave of process-
ing. But these interactions should not be thought as unidi-
rectional but rather as reciprocal with both facilitator
eﬀects and interferences. Following Davenport and Potter
(2004), future experiments should investigate the inﬂuence
of object/background incongruency on accuracy and pro-
3296 O.R. Joubert et al. / Vision Research 47 (2007) 3286–3297cessing speed in object and in scene categorization/recogni-
tion tasks.
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