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We study the exponential stability of the plate equations with potential of second order
and indeﬁnite sign damping term. By means of a global Carleman-type estimate and the
usual perturbation method, we show that the energy of the system decays exponentially
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the upper bound estimate on the negative damping are given explicitly.
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1. Introduction
Let Ω be a bounded domain in Rn (n ∈ N) with suﬃciently smooth boundary Γ . Let a(x) 0, b(x) 0 and c(x) 0 be
given functions. We consider the following plate equation:⎧⎪⎨⎪⎩
ytt + 2 y +
[
a(x) + b(x)]yt − c(x)y = 0, in (0,∞) × Ω,
y = y = 0, on (0,∞) × Γ,
y(0) = y0, yt(0) = y1, in Ω.
(1.1)
Set
H = {φ ∈ H3(Ω) ∣∣ φ = φ = 0 on Γ }.
Denote the energy of (1.1) by
E(t) = 1
2
∫
Ω
[∣∣∇ yt(t, x)∣∣2 + ∣∣∇y(t, x)∣∣2 + c(x)∣∣y(t, x)∣∣2]dx. (1.2)
Combining (1.1) and (1.2), it is easy to see that
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T∫
S
∫
Ω
∇((a(x) + b(x))yt) · ∇ yt dxdt, ∀T  S  0. (1.3)
The main goal of this paper is to study the exponential decay rate of the energy of system (1.1) in H × H10(Ω). More
precisely, we hope to ﬁnd two constants L > 0 and μ > 0 such that solutions of (1.1) satisfy
E(t) Le−μtE(0), ∀t  0 and ∀(y0, y1) ∈ H × H10(Ω). (1.4)
Eq. (1.1) describes a plate with potential and damping. The plate is hinged on the boundary. The scalar variable y denotes
the transverse displacement of the plate. And −c(x)y is a potential of second order, which is due to the deformation from
the middle surface of the plate. This potential term is neglected in the classical Euler–Bernoulli plate equation. The term
[a(x) + b(x)]yt is a viscous damping which is synchronous with the velocity yt . The function a(x) + b(x) determines where
the viscous damping is effective in Ω .
We shall allow a(x) + b(x) to change its sign in Ω . This means that the damping in (1.1) is indeﬁnite, which is the main
diﬃculty of the above stabilization problem. The exponential stability of the plate equations with nonnegative damping has
been the object of numerous studies ([1,5,8,10,19] and the rich references cited therein). However, very few are know for
the exponential stability of the plate equations with indeﬁnite damping. In this respect, for the case of one space dimension,
we refer to [14] for some result on Timoshenko systems with indeﬁnite damping. For the case of higher space dimensions,
as far as we know, [16] is the only publication addressed to the plate stabilization problem with indeﬁnite damping (but
with a potential of zero order, i.e., the potential term −c(x)y in (1.1) is replaced by c(x)y).
On the other hand, several papers are concerned with the exponential stability of the wave equations with indeﬁnite
damping ([2,3,6,9,11–13] and so on). As shown in [3], new phenomenon occurs when the damping in the wave equation
is indeﬁnite, which motivated the subsequent works. Of course, the negative damping can not be too strong (otherwise the
exponential stability of the system is impossible). Therefore, it is quite interesting to look for the conditions on the negative
damping to guarantee the exponential stability.
In this paper, by means of a global Carleman-type estimate, we shall present an explicitly upper bound estimate on the
negative damping so that the energy of system (1.1) decays exponentially. By the classical perturbation theory (e.g., [15]),
we view (1.1) as a perturbation of the following equation⎧⎪⎨⎪⎩
ptt + 2p + a(x)pt − c(x)p = 0, in (0,∞) × Ω,
p = p = 0, on (0,∞) × ∂Ω,
p(0) = p0, pt(0) = p1, in Ω.
(1.5)
Denote the energy of (1.5) by
e(t) = 1
2
∫
Ω
[∣∣∇pt(t, x)∣∣2 + ∣∣∇p(t, x)∣∣2 + c(x)∣∣p(t, x)∣∣2]dx. (1.6)
We need to obtain an explicit decay rate of e(t) under suitable conditions. Whenever this is done, the desired upper bound
estimate on b(x) (such that the energy of (1.1) decay exponentially) follows from the perturbation argument.
The rest of this paper is organized as follows. In Section 2, we state our main results. Section 3 is addressed to show
some preliminary results. Section 4 is to prove the explicit observability inequality. The proof of Theorem 2.2 is given in
Section 5.
2. Statement of the main results
In what follows, Oε(M) denotes the set {y ∈ Rn | |y − x| < ε, x ∈ M} for any M ⊂ Rn and ε > 0. We assume that
(H1) ω = Ω ∩ Oδ(Γ0) for some ﬁxed δ > 0;
(H2) a(x) ∈ H2(Ω) ∩ L∞(Ω;R+), a(x) a0 > 0 in ω and a(x) 0;
(H3) c(x) ∈ L∞(Ω;R+).
In order to obtain an explicit decay rate of the energy of (1.5), we need to derive an observability inequality for the
following equation:⎧⎪⎨⎪⎩
qtt + 2q − c(x)q = 0, in Q ,
q = q = 0, on Σ,
q(0) = q0, qt(0) = q1, in Ω,
(2.1)
where Q = (0, T ) × Ω , Σ = (0, T ) × Γ , and T > 0 is any given time duration.
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Γ0 =
{
x ∈ Γ ∣∣ (x− x0) · ν(x) > 0},
R0 = min
x∈Ω\Oδ1 (Γ0)
|x− x0|,
R1 = max
x∈Ω\Oδ1 (Γ0)
|x− x0|,
(2.2)
where ν(x) is the unit outwards normal vector to Ω at x, and · is the scalar product in Rn .
Further, we ﬁx a S ∈ (2R1, T ). Set⎧⎪⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎪⎩
a0 = R0
2
, α = 1− R
2
0
4R21
,
ε0 = R0
4T
√
α
, ε1 = R0
2T
√
α
, ε2 =
√
6R0
4T
√
α
, ε3 = S
2T
,
T j = T2 − ε j T , T
′
j =
T
2
+ ε j T ( j = 0,1,2,3),
(2.3)
and ⎧⎪⎨⎪⎩
Ω˜ = Ω\Oδ1(Γ0)
Q = (0, T ) × (0, T ) × Ω, S = (0, T ) × (0, T ) × Γ,
Q j =
(
T j, T
′
j
)× (T j, T ′j)× Ω˜, S j = (T j, T ′j)× (T j, T ′j)× ∂Ω˜. (2.4)
Choose a function ξ ∈ C2(	Ω; [0,1]) satisfying{
ξ ≡ 1, on Ω\ω,
ξ ≡ 0, on Ω ∩ Oδ1(Γ0).
(2.5)
Then we denote⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩
K0 = max
{
sup
x∈Ω
|∇ξ |2, sup
x∈Ω
|ξ |2
}
,
C0 = sup
{‖ f ‖2L2(Ω) ∣∣ f ∈ H10(Ω) with ‖∇ f ‖L2(Ω) = 1},
C1 = 2
(
ε20 − ε21
)−2
T−4 max
t∈[T1,T ′1]
[
(t − T1)2
(
t − T ′1
)2 + 2C20(T1 + T ′1 − 2t)2],
C20 = 8
[
(64C20 + T 2)K0T 8
T 43 (T − T3)4
+ 64K0C0S2 + 32C0S2
∥∥c(·)∥∥L∞(Ω)],
C21 = 2R1
[
128C0S
2(2K0 + 1) + 256S2 + (64C
2
0 + T 2)T 8
T 43 (T − T3)4
]
,
C3 = R20
(
T ′1 − T1
)(
T ′0 − T0
)
min
{
1
C1
,1
}
,
(2.6)
and ⎧⎪⎪⎪⎨⎪⎪⎪⎩
λ1 = max
{
n2 − n + 1/2
R20
,
2α
R20
}
,
λ20 = 1+ C20
C3
, λ21 = C21
C3a20
.
(2.7)
A natural energy function of (2.1) is
E(t) = 1
2
∫
Ω
[∣∣∇qt(t, x)∣∣2 + ∣∣∇q(t, x)∣∣2 + c(x)∣∣q(t, x)∣∣2]dx. (2.8)
The key observability inequality for system (2.1) is stated as follows.
Theorem 2.1. Let (H1) and (H3) hold. Then there exists a constant K > 0 such that the solution q of (2.1) satisﬁes
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T∫
0
∫
ω
|∇qt |2 dxdt, ∀(q0,q1) ∈ H × H10(Ω), (2.9)
where the constant K is given by
K = 1024K0S +
(
T ′1 − T1
)
R20λe
a20λ, (2.10)
with λ =max{λ20, λ21, λ1 + 1}.
Remark 2.1. We mention that an observability inequality similar to (2.9) is already established in [18]. The novelty of
Theorem 2.1 is the explicit expression (2.10) on the observability constant K in (2.9). We note that all the constant in K are
computable.
The proof of Theorem 2.1 will be given in Section 4. By Theorem 2.1, we can obtain the following exponential decay rate
of (1.5):
Theorem 2.2. Let (H1) and (H3) hold. Then the energy e(t) of (1.5) deﬁned by (1.6) satisﬁes
e(t) L0e−μ0te(0), ∀t  0 and ∀(p0, p1) ∈ H × H10(Ω), (2.11)
where
L0 = K1
K1 − 1 , μ0 =
1
T
ln
K1
K1 − 1 , (2.12)
and
K1 = 2K
[
1
a0
+ 8
(∥∥a(·)∥∥L∞(Ω) + C0‖∇a(·)‖2L∞(Ω)a0
)
T 2
]
. (2.13)
The proof of Theorem 2.2 will be given in Section 5. Then it is easy to estimate the energy of decay rate of (1.1) and give
an explicit upper bound estimate on the negative damping b(·) to guarantee that solutions of (1.1) decay exponentially. We
have the following result, a consequence of our Theorem 2.2 and Theorem 1.1 in Chapter 3 of [15].
Theorem 2.3. Let (H1) and (H3) hold. Assume that b ∈ H2(Ω) ∩ L∞(Ω) satisﬁes∥∥b(·)∥∥L∞(Ω) < μ0L0 , ∥∥b(·)∥∥L∞(Ω) < μ0L0 . (2.14)
Then the energy E(t) of (1.1) deﬁned by (1.2) satisﬁes
E(t) L0e−μtE(0), ∀t  0 and ∀(y0, y1) ∈ H × H10(Ω), (2.15)
where
μ = μ0 − L0
∥∥b(·)∥∥L∞(Ω). (2.16)
3. Preliminaries
In order to prove Theorem 2.1, we need some preliminaries.
In what follows, we use the notations
f j = f j(x) = ∂ f (x)
∂x j
, j = 1,2, . . . ,n;
∑
j
=
n∑
j=1
;
∑
j,k
=
n∑
j,k=1
. (3.1)
By taking Ψ = ( 12 − n)λ, Φ = 0 and ε = 1 in Lemma 3.1 of [18] (see also [4] and [7]), we have the following pointwise
estimate.
Lemma 3.1. For any w ∈ C2(R × R × Rn; C), any β ∈ R and any λ > 0, it holds
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 λθ2
[
λ2|x− x0|2 −
(
n2 − n + 1
2
)
λ − 2β
]
|v|2 + λθ2
∑
j
λ|v j|2
− 2
∑
j
{
2θ2λ2l j|x− x0|2|v|2 + θ2λ
(
λ|x− x0|2 + n
2
)
(v j v¯ + v¯ j v) − θ2l j
∑
k
|vk|2 + θ2
∑
k
lk(v j v¯k + v¯ j vk)
}
j
− [θ2λβ(s − t)λ|v|2]t + [θ2λβ(s − t)|v|2]s − 2∑
j
[
θ2(lt − ls)(γ jη − γ η j)
]
j
+ 2
∑
j
{[
θ2 j(γ jη − γ η j)
]
t −
[
θ2 j(γtη − γ ηt)
]
j −
[
θ2 j(γ jη − γ η j)
]
s +
[
θ2 j(γsη − γ ηs)
]
j
}
, (3.2)
where ⎧⎪⎪⎨⎪⎪⎩
ϕ(t, s, x) = |x− x0|2 − β(t − T /2)2 − β(s − T /2)2,
(t, s, x) = λ
2
ϕ(t, s, x), θ(t, s, x) = e(t,s,x),
i = √−1, γ = Re v, η = Im v.
(3.3)
By the classical energy method, we can easily derive the following result:
Lemma 3.2. Let (H3) hold and T > 0. Then the energy E(t) deﬁned by (2.8) satisﬁes
E(t) = E(0), ∀t ∈ [0, T ]. (3.4)
Lemma 3.3. Let (H3) hold. Let T0 , T ′0 , T1 and T ′1 be given in (2.3). Then for any weak solution q of (2.1), we have
T ′0∫
T0
∫
Ω
[|∇q|2 + c(x)|q|2]dxdt  C1
T ′1∫
T1
∫
Ω
|∇qt |2 dxdt, (3.5)
where C1 is the constant in (2.6).
Proof. Denote φ(t) = (t − T1)(T ′1 − t). Multiplying (2.1) by φ2q and integrating by parts in (T1, T ′1) × Ω , we have
T ′1∫
T1
∫
Ω
(
φ2|∇q|2 + φ2c(x)|q|2)dxdt = T
′
1∫
T1
∫
Ω
(
φ2|∇qt |2 − 2φφtqqt
)
dxdt
 1
2C0
T ′1∫
T1
∫
Ω
φ2|q|2 dxdt +
T ′1∫
T1
∫
Ω
(
φ2 + 2C20φ2t
)|∇qt |2 dxdt
 1
2
T ′1∫
T1
∫
Ω
φ2|∇q|2 dxdt + max
t∈[T1,T ′1]
(
φ2 + 2C20φ2t
) T ′1∫
T1
∫
Ω
|∇qt |2 dxdt. (3.6)
Thus
T ′1∫
T1
∫
Ω
φ2
(|∇q|2 + c(x)|q|2)dxdt  2 max
t∈[T1,T ′1]
(
φ2 + 2C20φ2t
) T ′1∫
T1
∫
Ω
|∇qt |2 dxdt. (3.7)
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T ′1∫
T1
∫
Ω
φ2
(|∇q|2 + c(x)|q|2)dxdt  T
′
0∫
T0
∫
Ω
φ2
(|∇q|2 + c(x)|q|2)dxdt

(
ε20 − ε21
)2
T 4
T ′0∫
T0
∫
Ω
(|∇q|2 + c(x)|q|2)dxdt. (3.8)
In view of (3.7) and (3.8), we have proved the desired estimate (3.5). 
Lemma 3.4. Let (H3) hold. Then for any w ∈ C4([0, T ] × [0, T ] × 	Ω) satisfying the following equation{
wtt + wss + 2w − c(x)w = 0, in Q,
w = w = 0, on S, (3.9)
we have
T ′3∫
T3
T ′3∫
T3
∫
Ω
|∇w|2 dxdt ds (64C
2
0 + T 2)T 6
128T 43 (T − T3)4
∫
Q
(|∇wt |2 + |∇ws|2)dxdt ds. (3.10)
Proof. Denote h(t, s) = t(T − s)s(T − s). By (3.9) and the fact that c(·) 0, we get∫
Q
h2|∇w|2 dxdt ds = −
∫
Q
h2
(
2w
)
(w)dxdt ds
=
∫
Q
h2(wtt + wss)w dxdt ds −
∫
Q
h2c(x)|w|2 dxdt ds

∫
Q
[−2(htwt + hsws)hw + h2(|∇wt |2 + |∇ws|2)]dxdt ds
 2C0
∫
Q
(|ht ||∇wt | + |hs||∇ws|)h|∇w|dxdt ds + T 8
256
∫
Q
(|∇wt |2 + |∇ws|2)dxdt ds
 2C0
∫
Q
[
C0
(|ht ||∇wt | + |hs||∇ws|)2 + 1
4C0
h2|∇w|2
]
dxdt ds
+ T
8
256
∫
Q
(|∇wt |2 + |∇ws|2)dxdt ds

(
C20T
6
4
+ T
8
256
)∫
Q
(|∇wt |2 + |∇ws|2)dxdt ds + 1
2
∫
Q
h2|∇w|2 dxdt ds. (3.11)
Thus
T 43 (T − T3)4
T ′3∫
T3
T ′3∫
T3
∫
Ω
|∇w|2 dxdt ds
T ′3∫
T3
T ′3∫
T3
∫
Ω
h2|∇w|2 dxdt ds

(64C20 + T 2)T 6
128
∫
Q
(|∇wt |2 + |∇ws|2)dxdt ds.  (3.12)
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This section is devoted to the proof of Theorem 2.1. The proof is divided into several steps.
Step 1. Recall (3.3) for ϕ and take β = α. It is easy to check that
ϕ(t, s, x) ϕ(T2, T2, x) = R20 − 2αε22T 2 = R20/4 = a20, (t, s, x) ∈ [τ , τ ′] × [τ , τ ′] × Ω˜. (4.1)
Similarly,
ϕ(t, s, x) ϕ(T1, T1, x) = R20 − 2αε21T 2 = R20/2 = 2a20, (t, s, x) ∈ Q1. (4.2)
We need to introduce some transformations. First, let
u(t, x) = qt(t, x), (t, x) ∈ Q , (4.3)
where q is the solution of (2.1). Thus by (2.1), we see that u solves⎧⎪⎨⎪⎩
utt + 2u − c(x)u = 0, in Q ,
u = u = 0, on Σ,
u(0) = q1, ut(0) = c(x)q0 − 2q0, in Ω.
(4.4)
Next, following [17,18], we introduce the following simple transformation, which will play a crucial role in the sequel:
w(t, s, x) =
t∫
s
u(τ , x)dτ , (t, s, x) ∈ Q. (4.5)
We see that w satisﬁes{
wtt + wss + 2w − c(x)w = 0, in Q,
w = w = 0, on S. (4.6)
Moreover, we need the following useful transformation. Let
z = −iwt + iws + w. (4.7)
We can easily get
izt − izs + z = wtt + wss + 2w. (4.8)
Combining (4.6)–(4.8), we see that z satisﬁes{
izt − izs + z − c(x)w = 0, in Q,
z = 0, on S. (4.9)
Denote
v(t, s, x) = ξ(x)z(t, s, x), (t, s, x) ∈ Q, (4.10)
where ξ is given by (2.5). Then v solves{
ivt − ivs + v = c(x)ξw + (ξ)z + 2(∇ξ) · (∇z), in Q,
v = 0, on S. (4.11)
Step 2. Denote
Q(τ , τ ′) = (τ , τ ′) × (τ , τ ′) × Ω˜, (4.12)
where τ ∈ (T3, T2) and τ ′ ∈ (T ′2, T ′3). Integrating (3.2) (in Lemma 3.1) in Q(τ , τ ′), using integration by parts and noting that
v is the solution of (4.11), one ﬁnds
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∫
Q(τ ,τ ′)
θ2
[
λ2|x− x0|2 −
(
n2 − n + 1
2
)
λ − 2α
]
|v|2 dxdt ds + λ
∫
Q(τ ,τ ′)
θ2|∇v|2 dxdt ds
 2
∫
Q(τ ,τ ′)
θ2
∣∣c(x)ξw + (ξ)z + 2(∇ξ) · (∇z)∣∣2 dxdt ds + ∫
Q(τ ,τ ′)
[
αλθ2(s − t)|v|2]t dxdt ds
−
∫
Q(τ ,τ ′)
[
αλθ2(s − t)|v|2]s dxdt ds
+
∫
Q(τ ,τ ′)
{
−2
[
θ2
∑
j
l j(γ jη − γ η j)
]
t
+ 2
[
θ2
∑
j
l j(γ jη − γ η j)
]
s
}
dxdt ds. (4.13)
Taking λ > λ1 + 1 in (4.13), where λ1 is given in (2.7), we get
λ2|x− x0|2 −
(
n2 − n + 1
2
)
λ − 2α  R20λ2 − R20λ1λ − R20λ1  R20, x ∈ Ω˜. (4.14)
Note that∫
Q(τ ,τ ′)
[
αλθ2(s − t)|v|2]t dxdt ds
= αλ
τ ′∫
τ
∫
Ω˜
eλϕ(τ
′,s,x)(s − τ ′)∣∣v(τ ′, s, x)∣∣2 dxds − αλ τ ′∫
τ
∫
Ω˜
eλϕ(τ ,s,x)(s − τ )∣∣v(τ , s, x)∣∣2 dxds
 0. (4.15)
Similarly,
−
∫
Q(τ ,τ ′)
[
αλθ2(s − t)|v|2]s dxdt ds
= −αλ
τ ′∫
τ
∫
Ω˜
eλϕ(t,τ
′,x)(τ ′ − t)∣∣v(t, τ ′, x)∣∣2 dxdt + αλ τ ′∫
τ
∫
Ω˜
eλϕ(t,τ ,x)(τ − t)∣∣v(t, τ , x)∣∣2 dxdt
 0. (4.16)
By (4.1), we have∫
Q(τ ,τ ′)
−2
[
θ2
∑
j
l j(γ jη − γ η j)
]
t
dxdt ds
= −2λ
τ ′∫
τ
∫
Ω˜
{
eλϕ(τ
′,s,x)[(x− x0) · ∇γ (τ ′, s, x)η(τ ′, s, x) − (x− x0) · ∇η(τ ′, s, x)γ (τ ′, s, x)]
− eλϕ(τ ,s,x)[(x− x0) · ∇γ (τ , s, x)η(τ , s, x) − (x− x0) · ∇η(τ , s, x)γ (τ , s, x)]}dxds
 2R1λea
2
0λ
τ ′∫
τ
∫
Ω˜
{∣∣∇γ (τ ′, s, x)∣∣∣∣η(τ ′, s, x)∣∣+ ∣∣∇η(τ ′, s, x)∣∣∣∣γ (τ ′, s, x)∣∣
+ ∣∣∇γ (τ , s, x)∣∣∣∣η(τ , s, x)∣∣+ ∣∣∇η(τ , s, x)∣∣∣∣γ (τ , s, x)∣∣}dxds
 R1λea
2
0λ
τ ′∫
τ
∫ [∣∣∇v(τ ′, s, x)∣∣2 + ∣∣v(τ ′, s, x)∣∣2 + ∣∣∇v(τ , s, x)∣∣2 + ∣∣v(τ , s, x)∣∣2]dxds. (4.17)
Ω˜
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Q(τ ,τ ′)
2
[
θ2
∑
j
l j(γ jη − γ η j)
]
s
dxdt ds
 R1λea
2
0λ
τ ′∫
τ
∫
Ω˜
[∣∣∇v(t, τ ′, x)∣∣2 + ∣∣v(t, τ ′, x)∣∣2 + ∣∣∇v(t, τ , x)∣∣2 + ∣∣v(t, τ , x)∣∣2]dxdt. (4.18)
Therefore, (4.1) and (4.13)–(4.18) imply
λ
∫
Q(τ ,τ ′)
θ2|∇v|2 dxdt ds
 2ea20λ
∫
Q(τ ,τ ′)
∣∣c(x)ξw + (ξ)z + 2(∇ξ) · (∇z)∣∣2 dxdt ds
+ R1λea20λ
τ ′∫
τ
∫
Ω˜
(∣∣∇v(τ ′, s, x)∣∣2 + ∣∣v(τ ′, s, x)∣∣2 + ∣∣∇v(τ , s, x)∣∣2 + ∣∣v(τ , s, x)∣∣2)dxds
+ R1λea20λ
τ ′∫
τ
∫
Ω˜
(∣∣∇v(t, τ ′, x)∣∣2 + ∣∣v(t, τ ′, x)∣∣2 + ∣∣∇v(t, τ , x)∣∣2 + ∣∣v(t, τ , x)∣∣2)dxdt. (4.19)
Integrating (4.19) with respect to τ and τ ′ from T3 to T2 and T ′2 to T ′3, respectively, noting that Q(τ , τ ′) ⊃ Q1, and recalling
(2.3) for T j and T ′j , we get
R20λ
∫
Q1
θ2|∇v|2 dxdt ds
 32ea20λ
∫
Q3
∣∣c(x)ξw + (ξ)z + 2(∇ξ) · (∇z)∣∣2 dxdt ds + 64R1λea20λ ∫
Q3
(|∇v|2 + |v|2)dxdt ds. (4.20)
Step 3. From (2.5) and (4.10) we obtain∫
Q3
(|∇v|2 + |v|2)dxdt ds ∫
Q3
(
2|∇ξ |2|z|2 + 2ξ2|∇z|2 + ξ2|z|2)dxdt ds

∫
Q3
(
2K0|z|2 + 2|∇z|2 + |z|2
)
dxdt ds
 (2K0 + 1)
∫
Q3
|z|2 dxdt ds + 2
∫
Q3
|∇z|2 dxdt ds. (4.21)
By (4.3), (4.5) and (4.7), recall (2.8) for E(·) and we see that∫
Q3
|z|2 dxdt ds =
∫
Q3
(|wt − ws|2 + |w|2)dxdt ds
=
∫
Q3
(∣∣u(t, x) + u(s, x)∣∣2 + ∣∣∣∣∣
t∫
s
u(τ , x)dτ
∣∣∣∣∣
2)
dxdt ds
=
∫ (∣∣qt(t, x) + qt(s, x)∣∣2 + ∣∣q(t, x) − q(s, x)∣∣2)dxdt ds
Q3
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T ′3∫
T3
T ′3∫
T3
∫
Ω
(∣∣qt(t, x)∣∣2 + ∣∣q(t, x)∣∣2)dxdt ds
 4C0S
T ′3∫
T3
∫
Ω
(∣∣∇qt(t, x)∣∣2 + ∣∣∇q(t, x)∣∣2)dxdt
 8C0S2E(0). (4.22)
From Lemma 3.4 we deduce that∫
Q3
|∇z|2 dxdt ds =
∫
Q3
(|∇wt − ∇ws|2 + |∇w|2)dxdt ds

∫
Q3
2
(|∇wt |2 + |∇ws|2)dxdt ds + (64C20 + T 2)T 6
64T 43 (T − T3)4
∫
Q
|∇wt |2 dxdt ds
 2
T ′3∫
T3
T ′3∫
T3
∫
Ω
(∣∣∇qt(t, x)∣∣2 + ∣∣∇qt(s, x)∣∣2)dxdt ds + (64C20 + T 2)T 6
64T 43 (T − T3)4
∫
Q
∣∣∇qt(t, x)∣∣2 dxdt ds
 4S
T ′3∫
T3
∫
Ω
∣∣∇qt(t, x)∣∣2 dxdt + (64C20 + T 2)T 7
64T 43 (T − T3)4
T∫
0
∫
Ω
∣∣∇qt(t, x)∣∣2 dxdt

(
8S2 + (64C
2
0 + T 2)T 8
32T 43 (T − T3)4
)
E(0). (4.23)
Thus, combining (4.20)–(4.23), we end up with
R20λ
∫
Q1
θ2|∇v|2 dxdt ds 32ea20λ
∫
Q3
∣∣c(x)ξw + (ξ)z + 2(∇ξ) · (∇z)∣∣2 dxdt ds
+ 4R1λea20λ
[
128C0S
2(2K0 + 1) + 256S2 + (64C
2
0 + T 2)T 8
T 43 (T − T3)4
]
E(0). (4.24)
By (4.3), (4.5), (4.7) and (4.22), and by using Lemma 3.4, recall (2.5) and (2.6) for ξ and K0, respectively, we have∫
Q3
∣∣c(x)ξw + (ξ)z + 2(∇ξ) · (∇z)∣∣2 dxdt ds
 2
∫
Q3
∣∣(ξ)z + 2(∇ξ) · (∇z)∣∣2 dxdt ds + 2∥∥c(·)∥∥2L∞(Ω) ∫
Q3
|w|2 dxdt ds
 16K0
T ′3∫
T3
T ′3∫
T3
∫
ω
|∇z|2 dxdt ds + 4K0
∫
Q3
|z|2 dxdt ds + 2∥∥c(·)∥∥2L∞(Ω) ∫
Q3
|w|2 dxdt ds
 32K0
T ′3∫
T3
T ′3∫
T3
∫
ω
(|∇wt |2 + |∇ws|2)dxdt ds + 16K0
T ′3∫
T3
T ′3∫
T3
∫
ω
|∇w|2 dxdt ds
+ 4K0
∫
|z|2 dxdt ds + 2∥∥c(·)∥∥2L∞(Ω) ∫ |w|2 dxdt ds
Q3 Q3
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T ′3∫
T3
∫
ω
|∇qt |2 dxdt + (64C
2
0 + T 2)K0T 6
4T 43 (T − T3)4
∫
Q
|∇wt |2 dxdt ds
+ 4K0
∫
Q3
|z|2 dxdt ds + 2∥∥c(·)∥∥2L∞(Ω) ∫
Q3
|w|2 dxdt ds
 64K0S
T ′3∫
T3
∫
ω
|∇qt |2 dxdt +
[
(64C20 + T 2)K0T 8
2T 43 (T − T3)4
+ 32K0C0S2 + 16C0S2
∥∥c(·)∥∥2L∞(Ω)]E(0). (4.25)
Combining (2.5), (4.2), (4.3), (4.5), (4.7) and (4.10), we arrive at∫
Q1
θ2|∇v|2 dxdt ds e2a20λ
∫
Q1
|∇v|2 dxdt ds
 e2a20λ
T ′1∫
T1
T ′1∫
T1
∫
Ω\ω
∣∣(∇ξ)z + ξ(∇z)∣∣2 dxdt ds
= e2a20λ
T ′1∫
T1
T ′1∫
T1
∫
Ω\ω
|∇z|2 dxdt
= e2a20λ
T ′1∫
T1
T ′1∫
T1
∫
Ω\ω
|∇wt − ∇ws|2 dxdt ds
= 2e2a20λ
T ′1∫
T1
T ′1∫
T1
∫
Ω\ω
(|∇wt |2 + ∇u(t, x) · ∇u(s, x))dxdt ds
 2e2a20λ
T ′1∫
T1
T ′1∫
T1
∫
Ω\ω
|∇qt |2 dxdt ds
= 2(T ′1 − T1)e2a20λ
T ′1∫
T1
∫
Ω\ω
|∇qt |2 dxdt. (4.26)
Consequently, (4.24)–(4.26) yield
(
T ′1 − T1
)
R20λe
a20λ
T ′1∫
T1
∫
Ω\ω
|∇qt |2 dxdt  1024K0S
T ′3∫
T3
∫
ω
|∇qt |2 dxdt + (C21λ + C20)E(0), (4.27)
where C20 and C21 are given in (2.6). Thus
(
T ′1 − T1
)
R20λe
a20λ
T ′1∫
T1
∫
Ω
|∇qt |2 dxdt

[
1024K0S +
(
T ′1 − T1
)
R20λe
2a20λ
] T ′3∫ ∫
ω
|∇qt |2 dxdt + (C21λ + C20)E(0). (4.28)
T3
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T ′0∫
T0
∫
Ω
(|∇q|2 + c(x)|q|2)dxdt  C1
T ′1∫
T1
∫
Ω
|∇qt |2 dxdt, (4.29)
where C1 is given in (2.6). Hence
T ′1∫
T1
∫
Ω
|∇qt |2 dxdt  1
2
T ′0∫
T0
∫
Ω
|∇qt |2 dxdt + 1
2C1
T ′0∫
T0
∫
Ω
(|∇q|2 + c(x)|q|2)dxdt
min
{
1
C1
,1
} T ′0∫
T0
E(t)dt
= (T ′0 − T0)min{ 1C1 ,1
}
E(0). (4.30)
Therefore, by (4.28) and (4.30), in view of (2.6) for C3, we conclude that
(
C3λe
a20λ − C21λ − C20
)
E(0)
(
1024K0S +
(
T ′1 − T1
)
R20λe
a20λ
) T∫
0
∫
ω
|∇qt |2 dxdt. (4.31)
However, by the elementary inequality ex > 1+ x (∀x > 0), we have
C3λe
a20λ − C21λ − C20 > (C3λ − C20) +
(
C3a
2
0λ − C21
)
λ. (4.32)
Take λ =max{λ20, λ21, λ1 + 1}, where λ1, λ20, λ21 are given in (2.7). Then
C3λe
a20λ − C21λ − C20 > 1. (4.33)
Combining (4.31) and (4.33), we obtain the desired estimates (2.9)–(2.10). This completes the proof of Theorem 2.1.
5. Proof of Theorem 2.2
In this section, we give a proof of Theorem 2.2. We borrow some idea from [9]. Let φ and ψ solve⎧⎪⎨⎪⎩
φtt + 2φ − c(x)φ = 0, in Q ,
φ = φ = 0, on Σ,
φ(0) = p0, φt(0) = p1, in Ω,
(5.1)
and ⎧⎪⎨⎪⎩
ψtt + 2ψ − c(x)ψ = −a(x)pt , in Q ,
ψ = ψ = 0, on Σ,
ψ(0) = ψt(0) = 0, in Ω,
(5.2)
respectively. Then it is easy to see that
p = φ + ψ. (5.3)
By applying Theorem 2.1 to system (5.1), it follows that
e(0) = E(0) K
T∫
0
∫
ω
|∇φt |2 dxdt. (5.4)
From (H2), (5.3) and (5.4), we arrive at
e(0) 2K
(
1
a0
∫
a(x)|∇pt |2 dxdt +
∫
|∇ψt |2 dxdt
)
. (5.5)Q Q
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Q
|∇ψt |2 dxdt  8
(∥∥a(·)∥∥L∞(Ω) + C0‖∇a(·)‖2L∞(Ω)a0
)
T 2
∫
Q
a2(x)|∇pt |2 dxdt. (5.6)
Multiplying the ﬁrst equation of (5.2) by ψt , and integrating it in (0, t) × Ω , using integration by parts, we get
1
2
∫
Ω
(|∇ψt |2 + |∇ψ |2 + c(x)|ψ |2)dx = − t∫
0
∫
Ω
(
a(x)∇pt · ∇ψt + pt∇a(x) · ∇ψt
)
dxdt. (5.7)
Hence∫
Q
|∇ψt |2 dxdt  2T
∫
Q
(
a(x)|∇pt ||∇ψt | + |pt ||∇a(x)||∇ψt |
)
dxdt
 T
∫
Q
(
4Ta2(x)|∇pt |2 + 1
4T
|∇ψt |2 + 4
∥∥∇a(·)∥∥2L∞(Ω)T |pt |2 + 14‖∇a(·)‖2L∞(Ω)T |∇a(x)|2|∇ψt |2
)
dxdt
 4
(∥∥a(·)∥∥L∞(Ω) + C0‖∇a(·)‖2L∞(Ω)a0
)
T 2
∫
Q
a2(x)|∇pt |2 dxdt + 1
2
∫
Q
|∇ψt |2 dxdt. (5.8)
Combining (5.5) and (5.6), it follows
e(0) K1
∫
Q
a(x)|∇pt |2 dxdt, (5.9)
where K1 is the constant in (2.13).
On the other hand, concerning the solution p of (1.5), we have
e(T ) = e(0) −
∫
Q
(
a(x)|∇pt |2 − 1
2
a(x)|pt |2
)
dxdt. (5.10)
By (5.9), (5.10) and (H2), one ﬁnds
e(T )
(
1− 1
K1
)
e(0). (5.11)
Noting that (1.5) is time-invariant, we therefore deduce
e(nT )
(
1− 1
K1
)n
e(0), ∀n ∈ N. (5.12)
Now, for any t ∈ [T ,∞), we choose an integer n ∈ N such that nT  t < (n + 1)T . From (5.12) and noting that e(t) is
decreasing, we get
e(t)
(
1− 1
K1
) t
T −1
e(0), ∀t  0. (5.13)
This concludes the proof of Theorem 2.2.
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