In this paper, we study locally projectively flat Finsler metrics with constant flag curvature K. We prove those are totally determined by their behaviors at the origin by solving some nonlinear PDEs. The classifications when K = 0, K = −1 and K = 1 are given respectively in an algebraic way. Further, we construct a new projectively flat Finsler metric with flag curvature K = 1 determined by a Minkowskian norm with double square roots at the origin. As an application of our main theorems, we give the classification of locally projectively flat spherical symmetric Finsler metrics much easier than before.
Introduction
The regular case of Hilbert's Fourth Problem is to study and characterize Finsler metrics on an open subset in R n whose geodesics are straight lines. Such metrics are called locally projectively flat Finsler metrics. Riemannian metrics form a special and important class in Finsler geometry. Beltrami's theorem tells us that a Riemannian metric is locally projectively flat if and only if it is with constant sectional curvature K = λ, which can be expressed as
where y ∈ T x U ≈ R n , U ⊂ R n . However, it is not true in general. Flag curvature is an analogue of sectional curvature in Finsler geometry. It is known that there are many locally projectively flat Finsler metrics which are not with constant flag curvature; and there are many Finsler metrics with constant flag curvature which are not locally projectively flat. A natural problem is to characterize projectively flat Finsler metrics with constant flag curvature. In [5] [6], P. Funk classified projectively flat Finsler metrics with constant flag curvature on convex domains in R 2 . The famous Funk metric F = F (x, y) defined on unit ball B n in R n is locally projectively flat with flag curvature K = − where y ∈ T x B n ≈ R n . In 1929, L. Berwald studied locally projectively flat Finsler metrics, specially in the case of zero flag curvature [1] [2] . He gave the equivalent equations of such metrics and found that the key problem is to solve the following PDE:
where Φ = Φ(x, y), x, y ∈ R n . However, it is difficult to solve above equation at that time though he constructed a projectively flat Finsler metric with K = 0 which be called Berwald's metric now as following B = ( (1 − |x| 2 )|y| 2 + x, y 2 + x, y )
where y ∈ T x B n ≈ R n . The first locally projectively flat non-Riemannian Finsler metric with positive flag curvature K = 1 was given by R. Bryant on S 2 [3] . By algebraic equations, Z. Shen gave the following expression of Bryant's example including the higher dimension in [10] .
F (x, y) = Im − x, y + i (e 2iα + |x| 2 )|y| 2 − x, y 2 e 2iα + |x| 2 Based on Berwald's observation (see Lemma 2.1), Z. Shen gave the Taylor extensions at the origin 0 ∈ R n for x-analytic projectively flat metrics F = F (x, y) with constant flag curvature. He constructed such metrics nearby the origin in R n using algebraic equations for any given data F | x=0 = ψ(y) and F x k y k /(2F )| x=0 = ϕ(y) [10] . It is natural to ask if any projectively flat Finsler metric with constant flag curvature is determined by its value at the origin?
We give the positive answer in this paper. By solving equation (1.3) in real and complex case, we give the classification when K = 0, K = −1 and K = 1 respectively. When K = 0, we obtain the following.
Then F is projectively flat with zero flag curvature if and only if there exists a Minkowski norm ψ = ψ(y) and a positively homogeneous function φ = φ(y) of degree one on R n and C ∞ on R n \ {0} such that 6) where P = P (x, y) satisfies P = φ(y + xP ). In this case, ψ(y) = F (0, y) and φ(y) =
Actually, the sufficiency of above theorem is obtained by Z. Shen in [10] . We prove the necessity in Section 4. It tells us that any locally projectively flat Finsler metric F = F (x, y) with zero flag curvature is determined by its values (F (0, y) and P (0, y) = F x k y k /(2F )| x=0 ) at the origin. The simplest case is that the Euclidean metric |y| can be obtained by setting ψ(y) = |y| and φ(y) = 0. The Berwald's metric (1.4) can be obtained by setting ψ(y) = φ(y) = |y|. Actually, one can construct many more projectively flat Finsler metrics with zero flag curvature by choosing different ψ and suitable φ.
The construction of locally projectively flat Finsler metrics when K = −1 is somewhat different though they are also determined by their behaviors at the origin. In fact, based on Z. Shen's result (Theorem 1.2 in [10] ) and Theorem 3.3 we prove the following. Theorem 1.2 Let F = F (x, y) be a Finsler metric on an open neighborhood U of the origin in R n . Then F is projectively flat with flag curvature K = −1 if and only if there exists a Minkowski norm ψ = ψ(y) and a positively homogeneous function φ = φ(y) of degree one on R n and C ∞ on R n \ {0} such that
where
In this case, ψ(y) = F (0, y) and φ(y)
From this theorem, we can explain why the known projectively flat Finsler metrics with K = −1 which can be expressed in elementary functions are so limited. Actually, it is not easy to solve Φ ± in (1.8) with arbitrary ψ and φ. An efficient way is to set special ψ and φ such that (1.8) becomes into a quadratic equation. For example, by setting ψ = |y| and φ = 0, we get the Riemannian metric F −1 with constant section curvature K = −1. By setting ψ = φ = |y|, we get
By a constant scaling such that x = 1 2 x, we have 1 2 F is a Funk metric. More examples are given in [10] in this way.
In the case when K = 1, we need to express the metrics by the imaginary parts of some complex functions. To solve equation (1.3) in complex case, we need the metric function F (x, y) can be extended to a complex function F (x, y + xz), z ∈ C n . Though this excludes some cases, we still have many functions satisfy this condition such as all the analytic functions. And analytic Finsler metric functions are workable and can be studied directly.
Then F is projectively flat with flag curvature K = 1 if and only if on R n there is a Minkowski norm ψ = ψ(y) and a positively homogeneous function φ = φ(y) of degree one on R n and C ∞ on R n \ {0}, and ψ and φ can be extended to ψ(y + xz) and φ(y + xz) (z ∈ C n ) such that
where Ψ = φ(y + xΨ) + iψ(y + xΨ).
(1.10)
It is not easy to give the expression of Ψ in (1.10) for most of the choices of φ and ψ. However, we can get some special ones by choosing suitable ψ and φ. For example, the Riemannian metric F +1 with constant sectional curvature K = 1 can be obtained by setting ψ = |y| and φ = 0. By setting φ + iψ = ie −iα |y|, Z. Shen obtained Bryant's metric (1.5). Recently, by setting φ = φ = |y| + a, y (a is a constant vector), we get another metric with double square roots which is projectively flat and with flag curvature K = 1 [11] . In this paper, we construct a new locally projectively flat Finsler metric with constant flag curvature K = 1. Its ψ and φ both are with double square roots. See Example 6.1.
From Theorem 1.1 -1.3, we can see that locally projectively flat Finsler metrics with constant flag curvature are totally determined by its behaviors at the origin. Any pair of ψ = ψ(y) and φ = φ(y) can produce locally projectively flat Finsler metrics with constant flag curvature K = 0, −1 or +1 in three different ways and vice versa.
In recent years, many Finsler metrics composed of Riemannian metrics and 1-forms are studied such as (general) (α, β)-metrics, spherical symmetric Finsler metrics, and etc. In 2006, we classified locally projectively flat (α, β)-metrics [9] into tree types. In 2012, L. Zhou give the classification of projectively flat spherically symmetric Finsler metrics with constant flag curvature [12] . His proof based on complicated computation and related analysis on some PDEs. As an application of Theorem 1.1 -1.3, we give the classification of spherically symmetric Finsler metrics much easier in Section 7.
Preliminaries
A Minkowski norm on a vector space is a C ∞ function ψ : V \ {0} → [0, +∞) satisfying: (i) ψ(y) = 0 if and only if y = 0; (ii) ψ is positively homogeneous of degree one, i.e., ψ(λy) = λψ, λ > 0; (iii) ψ(y) is strongly convex, i.e., the matrix g ij (y) := [
Consider a Finsler metric F = F (x, y) on an open domain U ⊂ R n . The geodesics of F are determined by the following ODEs:
As an extension of sectional curvature in Riemann geometry, for each tangent plane Π ⊂ T x M and y ∈ Π, the flag curvature of (Π, y) is defined by
where Π = span{y, u}, and
Finsler metric F is of scalar flag curvature if its flag curvature K(Π, y) = K(x, y) is independent of tangent plane Π. If F is a Riemannian metric, the flag curvature
is independent of y. Finsler metric F is said to be with constant flag curvature if K = λ is a constant. In this case,
F is said to be projectively flat in U if all geodesics are straight lines. This is equivalent to G i = P (x, y)y i , where P = F x k y k /(2F ) is called the projective factor of F . In 1903, G. Hamel proved that F is locally projectively flat if and only if
In this case, the flag curvature of F is a scalar function on T U given by
This observation is due to L. Berwald [2] . In his paper, he proved the following lemma.
Then F is projectively flat if and only if there is a positively y-homogeneous function of degree one, P = P (x, y), and a positively homogeneous function of degree zero,
3)
In this case, P is the projective factor of F .
It is easy to see that if K = 0 then the projective factor P satisfies
In the case K = λ = 0, L. Berwald discovered the following lemma.
Then F is projectively flat with constant flag curvature K = λ = 0 if and only if
where P = P (x, y) is the projective factor of F and
Thus the key problem to classify locally projectively flat Finsler metrics with constant flag curvature is to solve equation (2.5) and (2.6).
Solution of
It is difficult to solve (2.5) and (2.6) directly for their nonlinearity. In 2003, inspired by the structure of Funk metric, Z. Shen find a solution of (2.5) as following.
Lemma 3.1 ([10]) Let φ = φ(y) be an arbitrary positively homogeneous function of degree one one R n . Suppose that φ is C ∞ on R n \ {0}. Then there is a unique real-valued function Φ = Φ(x, y) satisfying the following
Then a natural problem is to determine all the solutions. Is there any other solution? We prove the following lemma and show that there is no other solutions.
U is an open neighborhood of the origin in R n . Then there is a unique positively homogeneous function φ = φ(y) of degree one on R n such that
In this case, φ(y) = Φ(0, y).
. Fixing x and y, we need to prove that locally there is a unique t o such that f (t o ) = 0. We divide the proof in two cases. Case (i) y − xt = 0 for any t.
Observe that there is a small ǫ > 0 such that for any x ∈ R n with |x| < ǫ, at any t where
By mean value theorem, for anyt, there is a ξ ∈ (t,t) (or ξ ∈ (t, t)) such that
Then by above equation and (3.2), we get f (t) is a monotonic increasing function satisfying f (t) → +∞(t → +∞) and f (t) → −∞(t → −∞). Thus there is a unique t o such that f (t o ) = 0. Case (ii) y − xλ = 0 for some λ.
In this case,
Then there is a small ǫ > 0 such that for any x ∈ R n with |x| < ǫ, f (t) is a monotonic increasing function satisfying f (t) → +∞(t → +∞) and f (t) → −∞(t → −∞). Thus there is a unique t o such that f (t o ) = 0.
Then we get the unique solution by setting φ(x, y) = t o such that φ(x, y) = Φ(x, y − xφ(x, y)).
Next we prove φ(x, y) is independent of x. Set
Then differentiating (3.3) with respect to y k and x k respectively, we get
Here the assumption Φ x k = ΦΦ y k is used. If Φ η l x l = −1, then by (3.5) Φ η k = 0. It is a contradiction. Then by (3.6), we obtain φ = φ(y).
Q.E.D. Then by Lemma 3.1 and Lemma 3.2 we obtain the following. 
if and only if there is a unique positively homogeneous function φ = φ(y) of degree one on R n and C ∞ on R n \ {0} such that
This theorem tell us that each solution of (3.7) corresponding to a unique positively homogeneous function. It plays an important role in our proofs of Theorem 1.1, 1.2.
K=0
In this section, we are going to determine the structure of projectively flat Finsler metrics with zero flag curvature. In [10] , Z. Shen construct some examples based on following theorem.
Theorem 4.1 ([10]) Let ψ(y) be an arbitrary Minkowski norm on R n and φ(y) be an arbitrary positively homogeneous function of degree one on R n . Define P (x, y) by
Then F (x, y) is a locally projectively flat Finsler metric with zero flag curvature.
In fact, all known locally projectively flat Finsler metrics with zero flag curvature can be determined by this theorem. It leads us to study whether all such metrics are determined in this way or not. By Lemma 2.1, (2.5) and Theorem 3.3, we have that the projective factor of any locally projectively flat Finsler metric F = F (x, y) with K = 0 must be uniquely determined by a positively homogeneous function of degree one on R n . Then by Theorem 4.1, we can construct a projectively flat Finsler metricF =F (x, y) with K = 0 whose projective factor are same with the one of F . To tell the relation between these two metrics, we prove the following lemma. Lemma 4.2 Let F = F (x, y) andF =F (x, y) are two locally projectively flat Finsler metrics. If they have the same projective factor P = P (x, y), then one of the following holds:
i)F = cF (x, y), where c is a positive constant; ii) F andF both have zero flag curvature andF = ΘF (x, y), where Θ = Θ(x, y) satisfies
Proof: By the definition of projective factor and the assumption, we have
LetF = ΘF . Then by above equation we get
Differentiating it respect to y k yields
By assumption F andF = ΘF both are locally projectively flat, substituting F and ΘF into G. Hamel's equation (2.1) yields
Substituting (4.2), (4.3) and (4.4) into (4.5) yields
Then by the definition of projective factor we have
Differentiating above equation with respective to x l and contracting with y l yields
By (4.2) we have Θ x k x l y l = 0. Substituting it and (4.3) into above equation we get
Then by (4.6) we get Θ = constant or P x k y k = P 2 .
In the latter case by (2.4) in Lemma 2.1, we get the flag curvatures of F andF both are zero.
Q.E.D. To prove Lemma 4.4 for solving (4.1), we need Lemma 4.3 Let
where P = P (x, y) is a positively y-homogeneous function of degree zero on T U = U × R n and C ∞ on T U \ {0} = U × R n \ {0} satisfying
Proof: By a direct computation, we have
By implicit differentiation and (4.8), we get (4.9). Q.E.D.
Lemma 4.4 Let Θ = Θ(x, y) is a positively y-homogeneous function of degree zero on
where P = P (x, y) is a positively y-homogeneous function of degree one such that
where ψ = ψ(y) is a positively y-homogeneous function of degree zero.
Regarding y as a function of x and ξ, then by Lemma 4.3 we have
We only need to prove ψ(x, ξ) = ψ(ξ), i.e., ψ x k = 0. In fact,
(4.14)
Here we used (4.13) and (4.11). Thus Θ(x, y) = ψ(ξ) = ψ(y + xP ).
Q.E.D.
Proof of Theorem 1.1: The sufficiency is obtained by Z. Shen's Theorem 4.1. We only need to prove the necessity. If F = F (x, y) is a locally projectively flat Finsler metric with K = 0 with its projective factor P = P (x, y), then by Theorem 3.3 P is uniquely determined by a positively homogeneous function φ = φ(y) of degree one on R n . By Theorem 4.1, we can construct a projectively flat Finsler metricF by any Minkowski normψ =ψ(y), i.e.,
Then by Lemma 4.4 and Lemma 4.2, there is a positively y-homogeneous functionψ =ψ(y) of degree zero such that
By setting ψ =ψψ we get
Q.E.D.
K = −1
The construction of locally projectively flat Finsler metrics with K = −1 is different from the case when K = 0. By (2.6), we have
In 2003, Z. Shen constructs some metrics based on Theorem 1.2 in [10] . Actually Theorem 1.2 in [10] is the sufficiency of our Theorem 1.2. Proof of Theorem 1.2: We only need to proof the necessity. By (5.1) and (5.2), P + F and P − F satisfy equation (3.8) in Theorem 3.3 respectively. Then by Theorem 3.3 there exist unique φ + = φ + (y) = (P + F )| x=0 and φ − = φ − (y) = (P − F )| x=0 such that
Setting F (0, y) = ψ(y) and P (0, y) = ϕ(y), we have
Then (1.8) is just (5.3) and (5.4). Thus (1.7) is obtained. Q.E.D.
In this case, (2.6) is equivalent to
If we still want to express the solutions of above equation in an algebraic way, we need to add some condition on P = P (x, y) and F (x, y) such that they can be extended to U × C n , U ⊂ R n . It is easy to see that if they are y-analytic, then they can be extended. By the similar argument as in Lemma 3.2, we have Theorem 6.1 Let Ψ = P + iF , where P = P (x, y) and F = F (x, y) are two positively y-homogeneous functions of degree one on T U = U × R n . Suppose P and F are both C ∞ on T U \ {0} = U × R n \ {0} and can be extended to U × C n . Then
if and only if there are two positively homogeneous functions φ = φ(y) and ψ(y) of degree one on R n and C ∞ on R n \ {0} which can be extended to C n such that
The sufficiency is first discovered by Z. Shen. It can be verified directly in the same way in Lemma 3.1. We only need to prove the necessity. The proof is similar as in Lemma 3.3. We give the main part here to prove the following functions f (t) and g(t) have unique zero point. Set real function
Then there is a small ǫ 1 > 0 such that for any x ∈ R n with |x| < ǫ 1 , at any t where
Thus there is a unique
Similarly, set real function
Then there is a small ǫ 2 > 0 such that for any x ∈ R n with |x| < ǫ 2 , at any s where
Thus there is a unique s o such that g(s o ) = 0. Then we get the unique solution by setting φ(x, y) = t o (s o ) and ψ(x, y) = s o such that
To prove φ(x, y) + iψ(x, y) is independent of x, we set
Differentiating (6.5) with respect to y k and x k respectively yields
Here the assumption Ψ x k = ΨΨ η k is used in (6.7). If Ψ η l x l = −1, then by (6.6) Ψ η k = 0. It is a contradiction. Then by (6.7), we obtain ψ = ψ(y), φ = φ(y).
Q.E.D. By above Theorem and (6.1) we give the proof of Theorem 1.3. Proof of Theorem 1.3: The sufficiency was first discussed in [10] and can be verified directly. We only need to proof the necessity. By (6.1), we have that Ψ = P + iF satisfies (6.2) in Theorem 6.1. Then by Thereom 6.1 there exist two positively homogeneous functions ψ = ψ(y) and φ = φ(y) of degree one on R n such that Ψ satisfies (1.10). In this case, F (x, y) = Im[Ψ(x, y)] and ψ(y) = F (0, y) must be a Minkowskian norm.
Q.E.D. Based on Theorem 1.3, we can construct a new projective flat Finsler metric with constant flag curvature K = 1 from a Minkowskia norm composed of double square roots. 
where |y| and |ỹ| are Euclidean norms on U andŨ respectively. It can be verified directly that ψ is a Minkowski norm. Then by (1.9) in Theorem 1.3
is a projectively flat Finsler metric with constant flag curvature K = 1. It is easy to see that on U it is the Riemannian metric F +1 in (1.1).
Applications
Let Ω ⊆ R n be a convex domain. A Finsler metric F = F (x, y) on Ω is called a spherically symmetric Finsler metric if
for all S ∈ O(n). Obviously, many known special Finsler metrics are spherically symmetric metrics such as (1.1), (1.2), (1.4) and (1.5). It is proved that any spherically symmetric Finsler metric F can be expressed by
where ζ = ζ(s, t) is a C ∞ function [8] . In [12] , L. Zhou studies projectively flat spherically symmetric Finsler metrics with constant flag curvature and give the classification by long computation and some analysis on related PDEs. Now, by Theorem 1.1, 1.2 and 1.3 we can give the classification much easier. 
where c is a constant.
Proof: It is obvious by the definition of spherically symmetric Finsler metric. 
where z = (1 − c 2 |x| 2 )|y| 2 + c 2 x, y 2 , c is a nonzero constant.
Proof: The sufficiency can be verified directly. We only need to prove the necessity. By Theorem 1.1, a key problem is to determin F (0, y) and
. By Lemma 7.1, by a constant scaling on y F (0, y) = |y|.
By Theorem 1.1, to get the projective factor P = P (x, y), we only need to solve the equation
where ϕ = ϕ(y) is an arbitrary positively homogeneous function of degree one on y. Obviously, the only positively y-homogeneous function of degree one in this case is c|y|, where c is a constant. Then P = c|y + xP |. 2) we get
Then by (1.6), we obtain (7.1). Q.E.D. When K = −1, the proof is similar. We just need to use Theorem 1.2 here. 
Proof: The sufficiency can be verified directly. We only need to prove the necessity. By Lemma 7.1,
where c is a constant. Then Φ + = (c + 1)|y + xΦ + |, (7.4)
Solving above two equations, we get
Then by (1.7) we get (7.3).
Q.E.D. In [12] , L. Zhou claimed a "new" projectively flat Finsler metric (7.6) with K = −1 is found. Actually, we can prove it is also can be written as (7.3). Thus, F is a special case of (7.3) by a constant scaling.
When K = 1, by Theorem 1.3 we obtain where c is a constant. Obviously, when c = 0
Proof: The sufficiency can be verified directly. We only need to prove the necessity. By Lemma 7.1, F (0, y) = |y|, P (0, y) = c|y|, where c is a constant. Then by Theorem 1.3 Ψ = c|y + xΨ| + i|y + xΨ|. Thus by (1.10) we obtain (7.7). Q.E.D.
