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Measuring genetic relatedness is fundamental to many applications of human
genomics. Genetic relatedness can be defined in several different ways rang-
ing from global, genome-wide estimations to confined, locus-specific measure-
ments. Local relatedness is often represented as identity-by-descent (IBD), but
IBD is an approximation of time to most recent common ancestor (TMRCA), and
using TMRCA directly has the potential to be a more informative metric. Ap-
plications using metrics of genetic relatedness in human genomics include di-
verse topics as inbreeding and relatedness measurements, population structure,
demographic history, effective population size estimates, haplotype phasing,
genome-wide association studies, natural selection inference, and many others.
In this dissertation, I will describe three projects using metrics of human relat-
edness in three different applications. I will first give a general overview of the
definition and use of metrics of genetics relatedness and set the context in appli-
cations in the field of human genomics. I will then describe a project using IBD
to look at population substructure among a sample of Qatari individuals. In
the subsequent two chapters I will move on to using TMRCA to develop more
general methods of natural selection inference and association mapping. The
last two chapters provide evidence that TMRCA provides a more informative
and unifying metric than IBD for two different applications in human genomics.
IBD was a metric of choice because of necessity. However, with the production
of high coverage whole-genome sequences and advancement of computational
methodology, using TMRCA as a metric of genetic relatedness is now feasible,
providing an avenue to further biological insights via this more informative
metric.
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CHAPTER 1
INTRODUCTION
The concept of genetic relatedness is fundamental to many applications of hu-
man genomics. In particular, genetic relatedness is crucial to applications of
population genetics and the association of genetic mutations with simple and
complex phenotypes. Genetic relatedness can define relationships between in-
dividuals on both a genome-wide and a local scale, and the concept is useful in
many applications on both levels. Although many metrics of genetic relatedness
exist, identity-by-descent (IBD) and time to most recent common ancestor (TM-
RCA) are two metrics used in a diverse set of applications. Genetic sequences
are considered identical-by-descent if they originate from a common ancestor
at a time in the recent past. In contrast, TMRCA defines the explicit time at
which the common ancestor of the sequences arose, rendering IBD a binary ap-
proximation of TMRCA. As sequence data becomes more prevalent, previously
underutilized metrics of genetic relatedness, such as TMRCA, become possible
to calculate with greater precision, and the continuing use of approximations
of relatedness, such as IBD, in samples of putatively unrelated individuals is
called into question. Here, I will first present examples of past and developing
research showing the generality of relatedness metrics across different applica-
tions in human genomics and then argue that TMRCA provides a more infor-
mative metric than IBD for many of these applications.
In population genetics, genetic relatedness establishes the groundwork for
understanding populations and their relationships. Wright first defined effec-
tive population size, the inbreeding effective size, in terms of relatedness as the
change in the probability of identity by descent through successive generations
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[1]. Analyzing population genetic structure is another application that relies
on genetic relatedness because the analysis, in essence, determines the pattern
of relatedness between individuals at a genome-wide scale [2, 3, 4]. Individu-
als within reproductively isolated populations are more related to each other,
on average, than to individuals from different populations, and in this way,
populations form genetic clusters consisting of related groups that can be visu-
ally represented by methods such as principal components analysis. Further-
more, demographic inference uses relatedness, either explicitly or implicitly, to
reconstruct population history as the distribution of relatedness between indi-
viduals in a population sample is reflective of their past demographic history
[5, 6, 7, 8, 9]. For example, a severe bottleneck reduces the effective popula-
tion size of a population, making individuals of subsequent generations more
related to each other than individuals from the same population before the bot-
tleneck. Finally, natural selection methods also utilize relatedness to assess the
presence of selection [10, 11, 12]. Excess relatedness in a region compared to
the null indicates that forces other than demography are acting on a locus, as
when, for example, regions under the influence of positive selection show an
increase in local relatedness between individuals after a beneficial haplotype
swept through the population. The examples above are just a sample of the ap-
plications demonstrating that the field of population genetics relies heavily on
the concept of genetic relatedness.
Understanding the population genetics concepts described above as prod-
ucts of genetic relatedness is fundamental to the association of mutations with
disease or other phenotypes. Genome-wide association studies (GWAS) require
knowledge of population structure and demography in order to properly con-
struct association models and avoid spurious associations [13]. Additionally,
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inference of natural selection can help to interpret and support statistical associ-
ations of mutations with Mendelian and complex disease such as, for example,
in the NOD2 locus for Crohn’s disease [14]. But most directly, GWAS methods
themselves use statistics derived from sharing local ancestry directly to asso-
ciate variants with phenotypes as in an admixture mapping study by Pasaniuc,
et al. that investigated the genetic factors underlying coronary heart disease and
type 2 diabetes [15]. Genetic relatedness is an essential concept to many appli-
cations of human genomics.
In many of the previously mentioned applications, genetic relatedness is ex-
pressed in terms of identity by descent (IBD). The definition of IBD varies de-
pending on the context of the sample in question [16]. In pedigrees, IBD is de-
fined with respect to founders who are either unrelated or related with known
relatedness coefficients. In populations, IBD is defined with respect to a cho-
sen threshold in time for which individuals are IBD at a locus if they share a
common ancestor more recently in the past than the given threshold. In this
way, methods identify individuals who share a common ancestor in the recent
past for a particular region of their genome. However, in practice, IBD inference
methods have more power to detect long IBD segments and miss short IBD seg-
ments no matter how recently in the past the common ancestor occurred. But
even if the metric does not fully capture the relationship between two individu-
als, IBD does provide a valuable approximation of the relatedness between two
samples at a locus.
Previous studies have used IBD in applications of population genetics and
beyond. Recently developed methods have assessed population genetic struc-
ture using haplotype similarity, a proxy for IBD, and applied these methods
3
successfully to large and diverse samples such as the Human Genome Diver-
sity Panel [4]. Several natural selection inference methods also used IBD to in-
vestigate the effects of selection in the HapMap 3 data set genotyped samples
[10, 17]. IBD and population level ancestry sharing have also been applied to as-
sociate mutations with complex diseases such as benign recurrent intrahepatic
cholestasis, coronary heart disease, type 1 diabetes, type 2 diabetes and breast
cancer [18, 15, 19]. IBD has been used as a metric of genetic relatedness in many
applications of human genomics.
However, there are several drawbacks to using IBD as a metric of genetic
relatedness when analyzing population samples of distantly related individu-
als. The definition of IBD in population samples requires the selection of an
arbitrary threshold of time in the past, which can be explicitly defined but is of-
ten implicitly stipulated by the IBD inference method’s power. Methods cannot
identify shared regions smaller than roughly 1 cM because of the confounding
effect of linkage disequilibrium, and IBD regions are expected to be smaller than
this threshold after the common ancestor originates approximately 100 genera-
tions in the past. Furthermore, the binary nature of IBD in most inference meth-
ods, although multiple IBD state models are possible, is not as informative as a
continuous metric. All these factors limit the utility of IBD.
Because of the difficulties mentioned above, the application of IBD in human
genomics has made notable but narrow progress. Natural selection inference
using IBD did not initially reveal any new loci, although more recent methods
have had more success [10, 17]. But despite recent advancement, IBD is only
applicable to recent positive selection, while selection in other time periods or
other modes of selection would still be difficult to detect with IBD. Moreover,
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IBD-mapping has only proved applicable for genetic architectures of disease
that depend on an extreme level of allelic heterogeneity at a single locus [19].
Although models of allelic heterogeneity might be more common with recent
super-exponential growth and the excess of rare variation, the scope of IBD-
mapping is still confined to specific genetic architectures of disease.
As human genetics enters the age of sequence data, methods must take
full advantage of the additional information data provide. Most IBD inference
methods were designed in the genotyping era, although more recently bench-
marking studies and adaptations of these methods for sequencing data have
been conducted [20, 21, 22, 17, 23, 24]. Despite these adaptations, IBD inference
methods still do not take full advantage of sequencing data. Even though more
accurate inference of IBD blocks is helpful, the biological variance in IBD block
length due to meiotic recombination, limits the power of inference of timing of
most recent common ancestors [16]. In other words, even with perfect infer-
ence of IBD blocks between two individuals, the exact relationship between the
two individuals is still uncertain. Although much has been accomplished using
IBD as a metric of genetic relatedness, potentially more informative metrics of
genetic relatedness can be derived from whole-genome sequences.
Studies have attempted to surpass the approximations of IBD with construc-
tion of the full ancestral recombination graph, which is more informative for
addressing applications in human genomics and many other species [16]. How-
ever, these methods, although improving, are still too computationally intensive
for large samples [25]. Fortunately, although not ideal, recent methods infer
pairwise time to most recent common ancestor (TMRCA) in a scalable fashion,
which advances one step beyond IBD [5]. Although not providing the full infor-
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mation of the ancestral recombination graph, pairwise TMRCA values provide
a continuous metric, instead of a binary metric based on an arbitrary threshold,
to measure local relatedness between individuals.
In the following dissertation, I will describe three projects using metrics of
genetic relatedness to tackle different problems in population genetics and asso-
ciation mapping. While I will discuss some results using IBD, I will also describe
two projects using TMRCA, a potentially more informative metric.
In the second chapter, I will describe a project investigating population ge-
netic structure for a sample of individuals from the country of Qatar in the
Middle East [26]. Principal components analysis of the sample reveals three
subpopulations corresponding to ancestral populations from Africa, the Mid-
dle East, and Asia. Furthermore, each sub-population shows a different degree
of consanguinity, within individual IBD, and other population genetic metrics,
reflecting the different population history and demographics of each subgroup.
Genetic relatedness serves as a valuable concept to deconstruct the population
structure and population history of this sample.
In the next chapter, I will describe a method for natural selection inference
using TMRCA in a diverse sample. While there already exist a wide variety
of genome-wide inference methods for natural selection, all of these methods
target a specific mode of selection and scale of time [27, 14, 28]. Natural selection
is known to distort local genealogies among a sample of individuals, so I will
utilize distributions of pairwise TMRCA values as an approximation of local
genealogies to see which loci are distorted compared to neutral genealogies. I
will then show that this method tackles a larger scope of natural selection modes
in a larger range of ages and strengths than previous methods, including those
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utilizing IBD.
In the final chapter, I will investigate the potential of using TMRCA in
GWAS. The missing heritability problem is still rampant, and one factor hy-
pothesized to contribute to this problem is the effect of rare variants [29, 30].
Many of the new association methods address rare variant disease models but
only work well on the genetic architectures for which they were designed [31].
Just as distortions in local genealogies, as assessed by TMRCA, create a general
model for natural selection inference, I will show how using pairwise TMRCA
values are a more informative metric for GWAS as well, but especially in the
area of rare variant associations. Intuitively, in loci underlying the expression of
a disease or phenotype, individuals with similar phenotypic values should be
more related to one another than individuals with highly disparate phenotypes.
Even if multiple rare variants affect the phenotype, causal loci should exhibit
multiple clusters of related individuals that non-causal loci do not. TMRCA
provides an explicit and precise metric for measuring this genetic similarity be-
tween individuals in this framework.
The concept of genetic relatedness is fundamental to our understanding of
human genomics, and IBD has been an important metric of genetic relatedness.
I will show how using TMRCA greatly increases and expands our understand-
ing of the changes in genetic structure. In this way, I hope to promote the use
of TMRCA as a metric of human relatedness in future applications of human
genomics.
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CHAPTER 2
POPULATION GENETIC STRUCTURE OF THE PEOPLE OF QATAR
Haley Hunter-Zinck,1 Shaila Musharoff,1 Jacqueline Salit,2 Khalid A. Al-Ali,3
Lotfi Chouchane,4 Abeer Gohar,4 Rebecca Matthews,4 Marcus W. Butler,2 Jen-
nifer Fuller,2 Neil R. Hackett,2 Ronald G. Crystal,2 and Andrew G. Clark5,6
2.1 Abstract
People of the Qatari peninsula represent a relatively recent founding by a small
number of families from three tribes of the Saudi peninsula, Persia, and Oman,
with indications of African admixture. To assess the combination of this found-
ing effect and the customary first-cousin marriages among the ancestral Islamic
populations on Qatars population genetic structure, we obtained DNA samples
from 168 self-reported Qatari nationals sampled from Doha, Qatar and per-
formed hybridizations to Affymetrix Genome-Wide Human SNP Array 5.0 to
obtain genotype calls of nearly 500,000 single nucleotide polymorphisms (SNPs)
in each individual. Principal components analysis was performed along with
1Program in Computational Biology and Medicine, Cornell University, Ithaca, NY 14850,
USA
2Department of Genetic Medicine, Weill Cornell Medical College, New York, NY 10021,USA
3Department of Health Sciences, College of Arts and Sciences, Qatar University, Doha, Qatar
4Department of Genetic Medicine, Weill Cornell Medical College Qatar, Doha, Qatar
5Department of Molecular Biology and Genetics, Cornell University, Ithaca, NY 14850, USA
6Correspondence: Andrew G. Clark, ac347@cornell.edu, 607-255-0527
Reprinted from the American Journal of Human Genetics, Vol 87, Haley Hunter-Zinck,
Shaila Musharoff, Jacqueline Salit, Khalid A. Al-Ali, Lotfi Chouchane, Abeer Gohar, Rebecca
Matthews, Marcus W. Butler, Jennifer Fuller, Neil R. Hackett, Ronald G. Crystal, and Andrew G.
Clark, Population Genetic Structure of the People of Qatar, Pages No. 17-25, Copyright (2010),
with permission from Elsevier
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samples from the Human Genetic Diversity Project (HGDP) dataset, revealing
three clear clusters of genotypes whose proximity to other human population
samples is consistent with Arabian origin, a more eastern or Persian origin, and
individuals with African admixture. The extent of linkage disequilibrium (LD)
is greater than that of African populations, and runs of homozygosity in some
individuals reflect substantial consanguinity. However, the variance in runs of
homozygosity is exceptional, and a population in which nearly half the popu-
lation marries first cousins generally reflects greater identity-by-descent shar-
ing than was observed. Despite the fact that the SNPs of the Affymetrix 500k
chip were ascertained with a bias toward SNPs common in Europeans, the data
strongly support the notion that the Qatari population could provide a valuable
resource for the mapping of genes associated with complex disorders and that
tests of pairwise interactions are particularly empowered by populations with
elevated LD like the Qatari.
2.2 Introduction
The population of the State of Qatar is, like many modern societies, facing
a growing threat from diabetes, obesity, and cardiovascular disease. Recent
progress using genome-wide association studies (GWAS) has identified many
additional genetic factors that appear to inflate the risk of disorders in some
individuals [32, 33, 34, 35]. A drawback of the GWAS approach has been the
limitation to largely people of European ancestry. Validation of risk factors iden-
tified in European GWAS can be conducted in different population samples and
may often produce negative results. For example, while PPAR-gamma is asso-
ciated with diabetes in some individuals of European descent, the gene is not a
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risk factor in a Qatari population sample [36]. These results only further sup-
port the need to uncover non-European risk factors. A study of the population
structure of the people of Qatar, as inferred by genetic testing, is necessary in
order to determine how best to perform GWAS and other genetically-assisted
analyses of risk in the Qatari population.
Based on surnames and oral history, it is thought that the bulk of the Qatari
population originates from the Saudi peninsula, Persia, and Oman, with a mi-
nority descending from individuals of Africa and Southeast Asia. The people
described as Arab are descendants of tribes from the Arabian Peninsula, in-
cluding coastal tribes of pearl divers and the Hadar as well as the Bedouin no-
mads. The Ajam, or Iranian-Qatari, are descendants of merchants and craftsmen
who migrated from Persia, and the majority of the Ajam speaks Farsi. Another
group, the Abd, is descended from African slaves brought from Zanzibar via
Oman to Qatar [37]. Qatars complex history makes the region especially inter-
esting in determining whether population genetic methods of analysis reveal
patterns of genetic polymorphism that are consistent with the country’s history.
In keeping with the customs of Islam, first-cousin marriages have been
widely accepted in Qatar and may have represented about half of all marriages
in the region. More recent studies indicate that the rate of first-cousin marriages
has fallen to about 22% but that attitudes toward consanguinity have remained
accepting [38]. A high level of recurrent consanguinity would have a profound
impact on the genetic structure of a population, as well as a distinct influence
on the measures of population substructure. Here, we perform an analysis of
high-density SNP genotyping chips on a sample of 168 individuals from the
Qatari peninsula, and we attempt to reconcile the genetic information with the
10
historical understanding of this region.
2.3 Subjects and methods
2.3.1 Sample collection and SNP data collection
Human subjects were recruited under ongoing protocols approved by the
Institutional Review Boards of Hamad Medical Corporation (#392/2006,
#9093/09, #373/2006) and Weill Cornell-New York (#0605008516, #0904010340,
#0604008489, #0806009874). All subjects had a general medical exam, basic de-
mographic information and blood collected. DNA was extracted from blood
using the Qiagen Blood kit and the DNA was quality controlled, requiring
A260/A280 ratio of 1.8 - 2.1, quantified with a NanoDrop spectrophotome-
ter. Frozen DNA, diluted to 50 ng/ml, was processed as recommended by
Affymetrix Genome-Wide Human SNP Array 5.0. Processing involved restric-
tion digestion, PCR amplification, purification and labeling. Aliquots were re-
moved during processing to ensure the size profile and yield were within ac-
ceptable limits. After hybridization and washing the chips were scanned and
quality control was performed with select heterozygous control SNPs. The
Bayesian Robust Linear Model with Mahalanobis (BRLMM-P) algorithm was
used to generate SNP calls and additional quality control was performed for
call rates, consistency with self-reported ethnicity, relatedness to other samples
and gender. Of the 168 initial subjects, we identified 156 unrelated subjects, de-
fined as sharing less that 20% of their genome identical by descent (IBD) with
any other individual as calculated via PLINK v1.06.8. Only the 156 unrelated
11
individuals were used in the following analysis.
2.3.2 SNP trimming for population structure inference
PLINK was used to prune the 440,794 SNPs down to 67,735 SNPs with a minor
allele frequency greater than 5%, a missingness rate less than 1%, and a Hardy-
Weinberg equilibrium deviation P-value of no less than 0.001 [39]. SNPs were
pruned for pairwise linkage disequilibrium (r2) maximum threshold of 0.5 using
PLINKs –indep-pairwise command. We used the resulting subset of SNPs for
the STRUCTURE analysis.
2.3.3 Inference of population clustering by STRUCTURE
The 67,735 SNPs were used in the program STRUCTURE to infer the clustering
of individuals into affinity groups that behave like panmictic populations [40].
We applied this program assuming two, three, four, and five subpopulations on
separate runs with 10,000 burn-in iterations and 10,000 iterations after burn-in.
To determine the most likely number of subpopulations, we used the likelihood
score calculated within the STRUCTURE program and the recommendations
listed in the software documentation.
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2.3.4 Selection of a reference sample and SNP filtering for re-
maining analysis
In order to assess existing population structure and standard population genetic
parameters, we performed several forms of analysis on the Qatari sample with
the Human Genome Diversity Project (HGDP) sample data as a reference [41].
We chose the HGDP sample because the data provides genotypes from popula-
tions around the globe, allowing us to construct an informed picture of how the
Qatar population sample relates to other human population samples from sev-
eral geographic regions. Each dataset was filtered to remove SNPs with minor
allele frequency (MAF) less than 5% and an overall missingness greater than 1%
as these results often indicate genotyping errors. We then filtered each Qatar
group and HGDP population sample separately for Hardy-Weinberg equilib-
rium (HWE) deviations with P-value less than 0.001 in order to remove addi-
tional genotyping errors. By filtering each sample separately, we avoided elimi-
nating SNPs deviating from HWE due to the Walund Effect, therefore retaining
SNPs that deviate from HWE because of existing population structure and not
simply genotyping errors [42]. Non-biallelic SNPs and unmapped SNPs were
also removed. Because the two samples were analyzed on different genotyping
platforms, we limited analysis to the intersection of SNPs between the two plat-
forms. However, this complication did not cause significant concern, because
the intersection contained 56,972 SNPs, a figure that is more than sufficient to
produce reliable results for most analyses.
13
2.3.5 Principal components analysis for inference of popula-
tion affinities
Principal components analysis (PCA) was performed using the program
EIGENSTRAT [43, 44]. We ran PCA on the Qatar sample combined with all
HGDP samples and plotted all the samples onto the resulting principal compo-
nents. To investigate the possibility of admixture, we also constructed principal
components on a subset of HGDP population samples and subsequently plotted
the Qatar groups onto these principal components. Although there alternative
interpretations for these PCA plots, one interpretation is that there was recent
admixture within the focal population between the two ancestral populations
whose points appear in clusters that flank the focal population when projected
on the principal components [3]. Other interpretations include genetic drift be-
tween subpopulations, but this interpretation is only considered to be likely
when the ancestral populations contribute the same proportions of ancestry to
each subgroup [45].
2.3.6 Inference of pairwise IBD blocks
As a first pass inference of regions of the genome within each individual that are
identical by descent (IBD), we applied PLINK to find these regions of homozy-
gosity. The approach identifies spans of homozygosity within single individuals
that may be consistent with considerable levels of autozygosity, and quantifies
the range of inter-individual variation in this feature.
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2.3.7 Correlations between genetic ancestry and surname lin-
eage
Surnames of the individuals were sorted with knowledge of the local prove-
nance of many of the family names into bins labeled Arab, African, Asian, and
Persian as well as some pairwise ambiguities. Qatar has a small population with
few, and usually common, surnames, but when a names origin was in doubt, we
relied on the expertise of Qatar historians or at last resort, marked the surname
as unclassified. These coded bins were then tallied by frequency in the three
Qatari subgroups that had been identified by the STRUCTURE analysis. To as-
sess the significance of the correlation between surnames and genetic ancestry,
we created two binary distance matrices, one for surname origins and another
for genetic subgroups, and submitted these matrices to the R package Mantel
[46].
2.3.8 Patterns of decay of linkage disequilibrium
After using the intersection of filtered SNP sets for all population samples, we
measured LD using the PLINK –r2 command to estimate the correlations be-
tween each marker pair genome-wide within each sample group. The correla-
tion between SNPs as calculated by PLINK is a measure of the correlation be-
tween genotypes, as represented by minor allele counts, rather than haplotypes,
as r2 is usually portrayed. This change is purely for computational efficiency as
calculations for haplotype correlations are significantly slower than for geno-
types correlations and would become unwieldy genome-wide. However, these
two values of r2 do not differ significantly [39]. To increase efficiency further,
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we limited the comparisons to SNPs less than 500 Mb apart. After binning these
estimates by kilobase and averaging the estimates in each bin, we compared the
calculated correlations between SNP pairs and the respective distance between
the SNP pairs for all population samples.
2.4 Results
Analysis of the Qatar sample reveals three distinct subpopulations which differ
in proportions of ancestral populations, degree of consanguinity, runs of ho-
mozygosity, and rate of LD decay. The ancestry of the three groups corresponds
well with an Arabic group, an Asian group, and an admixed African group with
other population genetic features resembling their respective ancestral popula-
tions. Furthermore, the origin of each subgroup correlates well with origin of
the surnames of the individuals in each group.
2.4.1 Inference of population substructure within Qatar
Runs of the program STRUCTURE have been widely applied to yield an un-
supervised clustering of individuals into affinity groups that appear to yield
an approximation to a multi-locus panmictic collection of genotypes [40]. In a
population that is suspected of having a high level of consanguinity, we need
to proceed with caution. At first we attempted to use an extension of STRUC-
TURE that is designed specifically for an inbred population, but this turned out
to be suitable only for highly inbred, partially selfing organisms, and results
were not satisfactory [47]. When we used STRUCTURE, the results were quite
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reasonable. As is often done, we ran the program with different prior guesses at
the number of subgroups, including 2, 3, 4, and 5. The results are plotted as in
previous STRUCTURE analysis and appear in Figure 2.1 [48, 49]. The k=3 and
k=4 models fit best to the data with similar likelihood scores. Following parsi-
mony and recommendations in the STRUCTURE software documentation, we
took the k=3 run and separated individuals into three groups according to the
STRUCTURE clustering.
We next turned to PCA as a means of identifying not only the affinities
among these three groups of Qatari individuals, but their relations to other
human population groups. For the latter we used the data from the HGDP, a
collection of over 1000 individuals from 52 population groups spaced across the
globe [41]. We first displayed the three Qatari subgroups in relation to the major
human population groups (Figure 2.2). The three primary clusters of the Qatari
are visually confirmed in the PCA plots. There is a very clear co-clustering of
the Qatar1 group with the people of Middle Eastern origin. Qatar2 tends to
show a greater affinity with Asian samples, although it is much more dispersed
and partially overlaps with a few of the Qatar1 individuals. Qatar3 is clearly the
most strongly African, and also has the greatest dispersion, much like the PCA
plots of African Americans [50].
We further explored the relationships between the population samples by
plotting smaller groupings of the HGDP populations and then displaying the
Qatar samples with respect to the PCA loadings inferred from only the selected
HGDP populations. This latter approach allowed us to investigate the unknown
provenance of the Qatar samples with respect to the known HGDP samples as
well as observe the extent of admixture, if any, in the Qatar samples. This analy-
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sis showed again the tight clustering of the Middle East samples with the Qatar1
subgroup, and the spreading of both the Qatar2 and Qatar3 from this primary
cluster (Figure 2.3A). The Qatar2 group stretches out slightly from the Middle
Eastern populations to the Asian populations, while Qatar3 extends substan-
tially toward African populations (Figure 2.3B). Figure 2.3C includes only the
Qatar samples with Middle East and African samples of HGDP, and robustly
shows the same result. Finally, limiting the set of HGDP Asian population sam-
ples to Chinese samples still preserves the affinity between Qatar2 and Asian
samples, with the closest Asian group being the Uyghur. In sum, the impact of
the trade along the axis from the Persian Gulf to the Indian Ocean is evident in
the genetic make-up of present-day Qatar.
2.4.2 Consanguinity and runs of homozygosity
For each individual in the sample, we calculated Wrights inbreeding coefficient
(f ) from the allele frequencies in each population group and the homozygosity
of the individual in question. The f coefficient calculated by PLINK is based on
the number of observed and expected homozygous sites across the genome of
each individual given the allele frequencies of each locus in the genome. De-
tails on the calculation are given in the PLINK paper [39]. Calculating f per-
mitted the distributions of the degree of inbreeding for each Qatari population
subgroup to be assessed (Figure 2.4). Qatar1 shows a distribution akin to that
seen in other Arab populations, with more than 10% of the sample having an
inbreeding coefficient higher than that of offspring of first cousins (f = 0.125).
But even though some individuals display significant consanguinity, there are
nevertheless many individuals that appear to have no signature of inbreeding
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at all. Qatar2 shows a much lower level of consanguinity. Surprisingly, Qatar3
has a marked tendency toward negative f values, consistent with a pattern of
marriage following the trends of negative assortative mating [42]. The magni-
tude of the negative f -coefficients is surprising, and exceeds that seen in African
Americans [51]. Applying the Wilcoxon signed rank test as implemented in the
R statistical package, the f values for the Qatar3 group are significantly skewed
toward values less than 0 (p-value = 7.63e-06).
A quantile-quantile plot indicates how the degree of consanguinity com-
pares to the Bedouin sample of HGDP, a group known to practice frequent first-
cousin marriages (Figure 2.5) [52]. There exists a good correspondence, apart
from two individuals who appear more strongly consanguineous than any of
the Bedouin samples, between Qatar1 and the Bedouins. Sample size is taken
into account when creating quantile-quantile plots in that quantiles for smaller
samples are interpolated to match those of larger datasets, so the outliers are
probably not due to differences in sample size [53]. When examining runs of
homozygosity, these two individuals have higher fractions of their genome con-
tained in the runs when compared to the mean Qatari f, further supporting the
idea that these individuals are highly consanguineous. However, there appears
to be some trend toward less consanguinity for most individuals in Qatar2, even
though this group also retains a few highly inbred individuals. Similar to what
was seen in the previous histograms, the Qatar3 subgroup is remarkably non-
consanguineous relative to the Bedouin sample.
PLINK is able to identify runs of homozygosity and, with a few assumptions,
these runs of identity-by-state can be equated to runs of identity-by-descent.
The implication is that the level of consanguinity may drive large portions of
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the genome to have descended from a single common ancestor several genera-
tions in the past. Plots of the spans of homozygosity show that the Qatari sam-
ple has a wide range of homozygous blocks (Figure 2.7A), consistent with the
variance in the degree of consanguinity (Figure 2.4). The contrast between the
pattern of IBD sharing in the Qatari and the European-American samples (Fig-
ure 2.7B) is striking, especially in the variance between samples of each dataset.
The European-American samples are much more even in the regions of IBD,
lacking both tails of the distribution borne by the Qatari, which contain some
samples with a relative surplus and others with a remarkable paucity of IBD
regions.
2.4.3 Correlations between genetic ancestry and surname lin-
eage
A Mantel test comparing Qatari subgroups and surname origins indicates
highly significant (P-value = 0.0001) correlations across the 3 population groups
in the frequency of these name classifications, with the Qatar1 having mostly
Arab surnames, Qatar2 having a large Persian component, and the Qatar3 pop-
ulation appearing to be the most diverse and having the largest African com-
ponent (Figure 2.6). In general, the genetics and this broad surname analysis
appeared to be concordant.
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2.4.4 Decay of linkage disequilibrium
Pairwise linkage disequilibrium among pairs of SNPs is a fairly sensitive indi-
cator of the past history of recombination and genetic drift. When we tallied the
pairwise r2 for SNP pairs, binned them by distance in bp separating the SNPs
along the genome (out to a maximum of 70 kb) and plotted the bin averages for
each of the three Qatar subgroups, we see a strong difference among each group.
In particular, the Qatar1 group, shows the slowest decay of LD, in keeping with
its identity as largely Arab and consistent with its history of consanguinity. In
fact, Qatar1 has a rate of LD decay even slower than the HGDP Bedouin sam-
ple (Figure 2.8A). Care was taken to do these comparisons with subsamples of
the same sample size, as it is known that larger samples identify more recom-
binants and skew the LD downward.24 In the Qatar3 subgroup, the pattern of
LD decay is similar to that seen in African samples of the HGDP (Figure 2.8B).
LD is known to decay faster in Africa, most likely due to the larger and more
long-term effective population size in Africa, and the fact that this population
did not pass through an out-of-Africa bottleneck [54]. In sum, there is little sur-
prise that the Qatar3, whose genetic affinity with the African populations had
been identified by PCA, also shows a pattern of LD decay similar to Africans.
2.5 Discussion
The primary finding of the present report is that genetic variation among the
current Qatari population is remarkably structured, and that this deep structure
has been driven by historical migration and settlement in the area. We find that
the Qatari can be largely divided into three primary affinity groups, one that
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is of Arab origin and may be descendants of the Bedouin tribes; another that
has strong affinity with Iranian (Persian) and other more eastern populations,
including central Asia (such as the Uyghur); and a third which has a strong
affinity with Bantu-speaking Africans. The latter two groups show strong pat-
terns of admixture, with individuals showing a continuous spread of genetic
affinity from the Middle Eastern toward the Asian and African populations re-
spectively. The three groups demonstrate a strong correlation with family name
supporting the local narrative on population history.
There is not a great wealth of literature on the genetic structure of the Qatari
against which we can compare the present findings. A few studies have es-
tablished some features of other Middle Eastern population samples, and the
studies of the population of Saudi Arabia have advanced well. Previous stud-
ies examined the pattern of mtDNA variation in a Saudi sample, with a focus
on testing whether the Saudi peninsula is peopled by remnants of the expan-
sion out of Africa some 150,000 years ago [55]. The mtDNA lineages, because
of their lack of recombination, retain clear information about maternal lineages,
but because they do not recombine, they represent only one sampling of the
myriad genealogical processes that occurred. The Saudi samples possessed both
African lineages (20%) and eastern lineages (e.g. matching India and Central
Asia) (18%), but the bulk was from a more northern origin (62%). This result
suggests that, like the Qatari peninsula, the Saudi population harbors a diverse
array of genetic contributions following centuries of active trade, and is not sim-
ply a relic of the ancient out-of-Africa migration. Patterns of Y chromosome
variation are largely consistent with the mtDNA [56].
The pattern of historical influx and admixture in Qatar is strongly different
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from patterns seen in Europe, where there is a remarkably clear pattern of iso-
lation by distance [57, 2, 58]. Even India, which also has had much population
movement and a strong impact of caste structure, retains a strong geographical
component to its genetic structuring [59]. Historical patterns of migration and
trade seem to dominate the pattern of influx of genetic variation into the Qatar
Peninsula, and the drive to the trading centers and large expanses of desert
result in an abolition of patterns of isolation by distance. In this context, our
primary finding of three distinct groups appears to match well with Qatars mi-
gratory history.
The pattern of consanguinity, particularly the accepted practice of first-
cousin marriages, has resulted in a high level of consanguinity, and as impor-
tantly, a huge inter-individual range of variation in Identity-by-Descent (IBD)
sharing among the people of Qatar. The pattern of consanguinity is radically
different among the three subgroups that we identified. These population-level
findings have immediate and profound consequences for the practice of medi-
cal genetics in Qatar, and for the design and implementation of association test-
ing in the future. The population is remarkably heterogeneous and structured.
Ignoring this structure will lead to errors, both in individual diagnosis and in
population-wide inference of SNPs that inflate risk of disease. It is also likely
that these observations will be important in determining the genetic compo-
nents involved in efficacy and adverse effects of pharmaceuticals in the different
Qatar subpopulations. These studies need to be conducted in the context of the
knowledge of which subgroup each individual has the strongest genetic affinity
in order to draw accurate conclusions.
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Figure 2.1: Qatari STRUCTURE results
Analysis of admixture using the program STRUCTURE assuming 2, 3, 4, and 5
subpopulations. The plot represents each individual as a thin vertical column.
The proportion of each color in each column indicates the proportion of an
individuals genome originating from one particular (but arbitrarily colored)
subpopulation. For k=3, we arbitrarily label these subpopulations Qatar1 (red),
Qatar2 (blue), and Qatar3 (green), and assign each individual to a
subpopulation based on plurality.
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Figure 2.2: PCA of HGDP and Qatar samples
PCA plot of Qatar1, Qatar2, and Qatar3 (as defined by the Structure analysis in
Figure 1) and population samples from the Human Genomic Diversity Project
(HGDP). Qatar1 clusters well with other Middle Eastern samples. Qatar2
spreads away from the Middle Eastern cluster toward the Asian samples.
Qatar3 spreads away from the Middle Eastern cluster toward the African
samples . The interdigitation of the Qatar2 and Qatar3 samples could indicate
recent admixture.
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Figure 2.3: PCA plots revealing relations to the HGDP samples and the
extent of Qatari subgroup admixture
See Appendix A for full caption.
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Figure 2.4: Distribution of the degree of consanguinity in each Qatar sub-
group
The distributions of consanguinity are significantly different across the three
Qatari subgroups. Qatar1 shows the highest degree of consanguinity while
every individual in Qatar3 has an unusually low level of consanguinity. Two
tests of the statistical significance of differences among these groups in
consanguinity were performed: Kruskal-Wallis Test: p<0.001, and ANOVA:
p<0.001.
27
ll
l
ll
lll
l
ll
ll
ll
lll
lll
l
l
ll
l l
ll
l
l
l
l
l
l
l
l
l
−0.10 0.00 0.05 0.10 0.15 0.20 0.25
−
0.
10
0.
00
0.
10
0.
20
f of Bedouin sample
f o
f Q
at
ar
 sa
m
ple
l
l
l
ll
l l
llll
ll
lll
ll
lll l
lll
lll
l
l
l
l
l l l l
l
l
ll
l
l ll
ll
ll l
l
l
l
Qatar1
Qatar2
Qatar3
Figure 2.5: Analysis of the degree of consanguinity across the Qatari sub-
groups as compared to the HGDP Bedouin sample
Quantile-quantile plot comparing the Wrights inbreeding coefficient (f ) as
calculated with PLINK for each individual in each Qatar subgroup with the
coefficients of each individual in the HGDP Bedouin sample. The plot indicates
that the Qatar1 subgroup contains individuals with higher levels of
consanguinity than individuals in the Bedouin sample. The Qatar2 subgroup
contains individuals with a lesser degree of consanguinity (the trend of points
below the diagonal) compared to individuals in the Bedouin sample, although
there are two outlying individuals with unusually high consanguinity. Finally,
the Qatar3 subgroup appears to be far less consanguineous than the Bedouin
sample.
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Figure 2.6: Qatari surnames and genetic classifications
Composition of surnames within each of the three Qatari groups is indicated
by color coding according to surname frequency within those groups. The
genetic classification of Qatar1, Qatar2, and Qatar3 are significantly correlated
with surname origins (Mantel Test, p<0.0001).
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Figure 2.7: Spans of Qatari genomes that are homozygous
A. The fraction of each individual’s genome that is contained within runs of
homozygosity is plotted as a histogram for a sample of approximately 150
Qataris and 150 European-Americans. The minimum length of each is 1000 kb
or 100 SNPs. The Qatari exhibit greater variance in homozygosity relative to
the European-Americans. B. The runs of homozygosity for a single Qatari
individual. The x-axis is the position along a chromosome (0 - 250 Mbp) and
the y-axis is the chromosome number. Each colored segment represents a block
of sequence in which SNP marker genotypes are homozygous.
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Figure 2.8: Linkage disequilibrium decay across the genomes of the Qatari
subgroups and two HGDP population samples
A. Linkage disequilibrium (LD) for pairs of SNPs less than 70 kb apart were
calculated as the squared correlation coefficient (r2). Calculations were done on
a standard sample size (n = 5) of randomly selected individuals in each Qatar
group. SNP pairs were partitioned into bins by each kilobase (kb) distance, and
mean bin r2 was plotted. The Qatar1 group has the highest LD consistent with
their higher degree of consanguinity. Qatar2 is intermediate, and the Qatar3
group has the lowest LD between SNPs, consistent with a large African
component in their genome. The Bedouin HGDP population sample appears
to fall between that of the Qatar1 and Qatar2 groups. B. The decay of LD of the
three Qatari samples is re-plotted here along with the Bantu South African
sample of the HGDP set. The LD decay of the Bantu South African population
sample overlaps with that of Qatar3, consistent with the Qatar3 sample being
largely of African origin.
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CHAPTER 3
ABERRANT TIME TO MOST RECENT COMMON ANCESTOR AS A
SIGNATURE OF NATURAL SELECTION
Haley Hunter-Zinck and Andrew G. Clark
3.1 Abstract
Natural selection inference methods often target one mode of selection of a par-
ticular age and strength. However, detecting multiple modes simultaneously,
or with atypical representations, would be advantageous for understanding a
population’s evolutionary history. We have developed an anomaly detection
algorithm using distributions of pairwise time to most recent common ances-
tor (TMRCA) to simultaneously detect multiple modes of natural selection in
whole-genome sequences. Since natural selection distorts local genealogies in
distinct ways, the method uses pairwise TMRCA distributions, which approxi-
mate genealogies at a non-recombining locus, to detect distortions without tar-
geting a specific mode of selection. We evaluate the performance of our method,
TSel, for both positive and balancing selection over different time-scales and se-
lection strengths and compare TSel’s performance to that of other methods. We
then apply TSel to the Complete Genomics diversity panel and recover loci pre-
viously inferred to be under positive or balancing selection.
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3.2 Introduction
Natural selection is the driving force behind adaptive evolution. The ability
to detect regions of the genome that have undergone natural selection has in-
creased our understanding of function and evolutionary history of many loci
[14]. However, natural selection takes different forms, all of which are informa-
tive, and current selection inference methods each target only a subset of natural
selection scenarios [27]. Given the importance of many modes and degrees of
natural selection, a method that could detect multiple, atypical, or combinations
of selection scenarios simultaneously would be both convenient and advanta-
geous. Furthermore, given the current amount and continuing accumulation of
sequencing data, designing methods for whole-genome sequences, rather than
genotype data, will harness additional genetic information.
Detecting anomalous genomic sites has long been the foundation of natu-
ral selection tests [28]. This approach is susceptible to both false positives and
false negatives, but using a statistic that better distinguishes selected and neu-
tral sites, using multiple statistics, or both could improve performance. To be
truly general, an anomaly detection algorithm should also make use of any
number of features and account for correlations among features. Furthermore,
instead of using statistics based directly on extended haplotypes or sequence
diversity, which are characteristic signatures of particular modes of selection,
a general natural selection algorithm should use a universal measure that re-
sponds uniquely to each mode of natural selection. Theory and empirical stud-
ies demonstrate that natural selection distorts local genealogies in distinct and
systematic ways, and exploiting these distortions could lead to a more general
method [60]. Although inferring local ancestral recombination graphs genome-
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wide is still computationally prohibitive, methods for inferring pairwise time
to most recent common ancestor (TMRCA) distributions, which are approxima-
tions of local genealogies, are now available [5]. As we will show, key advan-
tages of detecting selection based on TMRCA include detecting multiple and
uncharacterized forms of selection and making full use of whole-genome se-
quence data.
TMRCA is closely related to identity-by-descent (IBD); a threshold on TM-
RCA in a local genealogy defines local IBD between two individuals in an un-
related population sample [16]. Several studies have used IBD to infer the pres-
ence of positive selection in the genome [10, 17]. However, using TMRCA di-
rectly, instead of approximating the continuous metric with a binary call such
as IBD, could prove both more effective and more versatile in application. Al-
though the estimation of recent TMRCA with current methods has high vari-
ance, IBD segment length has even greater variance due to the fact that it de-
pends on the closest pair of recombination events, limiting its utility for infer-
ence [5, 16].
Here, we develop an anomaly detection test using TMRCA that can simulta-
neously detect multiple modes of selection. There are many advantages to our
formulation of the selection inference problem. Anomaly detection resembles
the intuition behind many selection tests, and our implementation can include
any number and type of features and account for correlations between these fea-
tures. By using the input data itself to construct a model of neutrality, we also
account for demography without specifying an external demographic model.
Our method also has the capability to detect selection in sequence data in a scal-
able fashion. Furthermore, using features derived from pairwise TMRCA dis-
34
tributions exploits our knowledge about how natural selection causes local and
systematic distortions in genealogies and creates a general test that can detect
uncharacterized, atypical, or combinations of modes of natural selection acting
on a single locus. We discuss the performance of the method, which we call TSel
for TMRCA Selection, in simulated data, compare the method’s performance to
other selection inference methods based on simulated data, and then apply our
method to the Complete Genomics diversity panel [61].
3.3 Methods
3.3.1 Features of exact pairwise TMRCA distributions
We extracted the exact pairwise TMRCA values for each pair of chromosomes
from simulated coalescent trees output for each non-recombining locus. Simu-
lations are described below. For clarity, we will refer to the pairwise TMRCA
values extracted directly from the simulated coalescent trees as the exact pair-
wise TMRCA values to distinguish them from inferred pairwise TMRCA values
analyzed later in the study. From the distribution of exact pairwise TMRCA val-
ues at each non-recombining locus, we calculated a variety of features, includ-
ing the average, maximum, median, variance, skewness, kurtosis, a bimodality
coefficient, fraction of pairs equal to the maximum, and various quartile values.
We also normalized each replicate’s exact pairwise TMRCA distribution to be
between 0 and 1 and calculated relevant features on these normalized distribu-
tions as well. Because using irrelevant feature may decrease performance, we
calculated the Laplacian Score on each of the features to select the most discrim-
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inative features of the set [62]. The Laplacian Score is an unsupervised feature
selection method that compares each feature to the global similarity of all the
samples to select features that are most discriminative between cluster in the
data. The Laplacian Score greatly outperforms feature selection that uses only
the variance as a ranking metric. We select the top 95% of the features to in-
clude in the classifier, and each non-recombining locus was then represented by
a vector of the extracted features.
3.3.2 Anomaly detection algorithm
In the TSel method, we applied a simple anomaly detection algorithm to the
features of exact pairwise TMRCA distributions. This algorithm uses the Maha-
lanobis distance in which the mean and covariance matrix are calculated on a
set of putatively neutral data samples [63]. Before calculating the Mahalanobis
distance, we removed invariant and correlated features, and selected the most
discriminative features using the Laplacian Score. Because the Mahalanobis dis-
tance assumes normally distributed features, we then transformed the features
using a Box-Cox transformation with the help of the R package geoR to ensure
normality [64]. Using the transformed features, we calculated the mean and
covariance for these features over all neutral loci and then the Mahalanobis dis-
tance for each sampled locus.
TSel is implemented as the R package tsel and is available on the Compre-
hensive R Archive Network (CRAN).
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3.3.3 Simulations
We generated simulated data using the program MSMS (version 3.2rc
Build:147), sampling 100 chromosomes for a locus size of 10 Mb with a con-
stant recombination rate of 1.0 × 10−8 and a mutation rate of 1.1 × 10−8 [65, 66].
For computational reasons, we restricted recombination such that recombina-
tion events can occur only every 100 bp. This restriction did not appear to affect
simulation results as the mean non-recombining window size was well above
the 100 bp minimum. The simulator also output coalescent trees for each non-
recombining window and diversity statistics pi, Watterson’s θ, and Tajima’s D
over 10 kb windows.
In order to demonstrate the method’s performance on different modes of
selection, we simulated loci undergoing complete hard sweeps, partial hard
sweeps, complete soft sweeps, and overdominance. We also varied the time
of equilibrium and the strength of selection for each scenario. Hard sweeps be-
gan from one copy of the selected allele and the time of sweep completion was
set to 40, 400, and 4,000 generations in the past. We used an additive model for
selection coefficients, and the selection strength for individuals homozygous for
the selected the allele was set to 0.1, 0.01, and 0.001. For partial hard sweeps,
we set the final frequency of the selected allele to 0.75, and for soft sweeps, we
set the initial allele frequency of the selected allele to 1%, to simulated selection
from standing variation. To assess performance in different demographic sce-
narios, we simulated data with an effective population size of 1,000 and 10,000
individuals.
For overdominance, we parameterized selection by the approximate time in
the past at which equilibrium was reached and set this value to 400, 4,000, and
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40,000 generations in the past. We estimated this time from the simulated data
and fed the initial time of selection, the generation value plus the time to equi-
librium, to the simulator. Selection began from one copy of the selected allele.
We set the selection coefficient for those individuals heterozygous for the se-
lected allele to 0.1, 0.01, and 0.001 and homozygous individuals had a selection
coefficient of 0. To ensure the allele was not lost, we conditioned on the presence
of the allele in the forward simulations. Because alternative balancing selection
tests require information from an outgroup relative to the tested sample, we
simulated the selection scenarios with an outgroup diverging 6.5 million years
ago to approximate human and chimp divergence [67].
3.3.4 TSel performance
To evaluate Tsel’s performance, we generated 10,000 simulated replicates of
each neutral scenario and 1,000 replicates of each selection scenario. We ex-
tracted the exact pairwise TMRCA features at the center of the simulated locus,
the location of the selected variant if present, for each replicate and ran the TSel
algorithm using the neutral data alone to select features, transform features, and
then calculate the mean and covariance matrix. We then calculated the Maha-
lanobis distance on both the neutral and the selected replicates and compared
performance using ROC curves [68].
For comparison we also assessed the performance of other methods on the
simulated data. For hard and soft sweeps, the positive selection scenarios, we
compared TSel’s performance to the iHS and excess IBD methods [69, 10, 17].
The iHS test is frequently used, unbiased by demography, and effective as a
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test for recent positive selection. We did not use the CMS test because this test
requires multiple cross-population statistics and we wanted to compare TSel’s
performance to that of other methods that can detect selection within a homo-
geneous sample [70]. Because of computational time, we calculated the iHS
statistic on only 1,000 neutral and 100 selection simulated replicates using the R
package rehh and extracted the median absolute value of the iHS score for a 100
kb window around the selected locus [71].
Several studies have successfully utilized excess IBD sharing to detect posi-
tive selection [10, 17]. We chose to compare TSel’s performance with excess IBD
because of its relationship with TMRCA. In population samples IBD is defined
by drawing a threshold across a genealogy at a particular time in the past [16].
Although many inference methods do not explicitly model IBD in this manner,
inference power as a function of IBD block length implicitly assumes this defini-
tion. We determined IBD status in our simulations by drawing a threshold 100
generations in the past, roughly the limit of inference power with current meth-
ods, and calling chromosomes that coalesced more recently than this threshold
IBD. We then calculated the fraction of pairs at the selected locus that were IBD
and constructed ROC curves using these values. We note that our approach
was slightly different than the previously employed approaches, which used
the posterior probabilities of IBD rather than making discrete calls. But since
we obtained the local genealogies from simulated data, our definition of IBD
does not need to be probabilistic as it provides the exact IBD calls.
To compare TSel’s performance on balancing selection, we ran the Hudson-
Kreitman-Aguade´ (HKA) test [72]. The HKA test is a standard test for balancing
selection in genetic data. Because of increased running time, we only ran the test
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on 1,000 replicates for the neutral scenario and 100 replicates for each overdomi-
nance scenario. We ran Jody Hey’s implementation of the HKA test (available at
http://astro.temple.edu/˜tuf29449/software/software.htm) us-
ing a window size of 10 kb, two loci, and one sample from the outgroup, fol-
lowing the original test procedure. We then assessed the method’s performance
and compared power to TSel with ROC curves.
3.3.5 TSel performance with alternate features
The anomaly detection method is not limited to using features of exact pairwise
TMRCA distributions, and other groups of features may also perform well. For
comparison, we ran the method with features derived from diversity. We output
pi, Watterson’s θ, and Tajima’s D directly from MSMS for the same simulation
scenarios that we tested with the exact pairwise TMRCA features but calculated
over a 10 kb window. Again, we extracted the selected locus from each replicate
and assessed performance with ROC curves.
We also analyzed performance with inferred pairwise TMRCA values in-
stead of exact pairwise TMRCA values output by the simulator. We ran this
check to ensure that TSel maintains improved performance with current TM-
RCA inference methods, and is therefore suitable for real data applications. We
also compared performance with features derived from diversity to ensure that
inferred TMRCA is not simply a proxy for diversity. We tested the features on
complete hard sweep simulations, as described above, with an effective popu-
lation size of 10,000. Instead of inferring pairwise TMRCA on all pairs of chro-
mosomes, we ran PSMC on 50 pairs of chromosomes from our sample of 100 to
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resemble within individual PSMC runs on real data. Because of PSMC runtimes,
we simulated only 1,000 neutral replicates and 100 replicates for each complete
hard sweep scenario. We then ran PSMC on the 50 chromosome pairs for each
replicate and extracted the same features from the inferred pairwise TMRCA
distributions as for the exact TMRCA distributions. After extracting these fea-
tures, we ran TSel and compared TSel’s performance via ROC curves for exact
pairwise TMRCA features, inferred pairwise TMRCA features, and diversity
features.
3.3.6 TSel performance when including selected sites
The anomaly detection method assumes that selected sites are rare in the data
upon which we calculate the mean and covariance matrix. However, a portion
of real data will be under selection, and it is important to assess the performance
of the method when these data points are included. We used a complete hard
sweep scenario with recent strong selection and an effective population size of
10,000 in order to test the effect of including selected sites. We included a range
from 1% to 10% of data simulated under the selected scenario, calculated the
mean and covariance on these data sets, and then constructed ROC curves. We
then calculated the area under the curve (AUC) to assess the effect on perfor-
mance for each percentage of selected data.
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3.3.7 Application to Complete Genomics diversity panel
To exemplify our algorithm on real data, we used the Complete Genomics (CG)
diversity panel consisting of 46 individuals from 9 different populations. CG
generated the data with the Complete Genomics Analysis Pipeline version 2.0.0
[61]. The 46 individuals were sequenced to high coverage, approximately 80x
average genome-wide, making these samples ideal for inference of pairwise
TMRCA using the PSMC method.
Before running TSel on the CG diversity panel, we filtered extensively to
avoid confounding factors. Li and Durbin note in their supplementary material
that false positive variants increase the inferred TMRCA in all time intervals
[5]. False negatives will change the scaling of the inferred values but may be
easily accounted for by appropriately scaling the neutral mutation rate. To limit
false positives due to sequencing or mapping errors, we marked variants as
missing if the variants did not pass the CG quality thresholds, were indels, were
within 10 bp of indels, or had more than twice or less than half of the average
individual coverage depth. We also identified regions that had abnormally high
TSel scores, probably due to mapping errors, such as within large segmental
duplications, and excluded these regions from the analysis.
After masking variants and regions based on the above criteria, we ran
PSMC on the chromosome pairs within the 46 individuals genome-wide. We
then calculated the TMRCA distribution features listed above from the inferred
pairwise TMRCA values for each 100 bp window. After running TSel, we con-
solidated the TSel scores for each 100 bp window into 10 kb windows by taking
the median score. In order to avoid spurious hits, we discarded 10 kb windows
that had more than 50% of the 100 bp windows missing and used the remaining
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10 kb window values for subsequent analyses.
We submitted the top 1% of 10 kb windows to the program GREAT to exam-
ine gene ontology for the top TSel hits [73]. We also compared the overlap of
our top 1% regions to the results of the recent positive selection scan on the 1000
Genomes Project data and a balancing selection scan of human data to ensure
that TSel replicates regions previously inferred to be under positive or balancing
selection [11, 12]. We further compared the top 1% regions to regions having an
extremely deep TMRCA as inferred via the program ARGweaver [25]. We used
15 of the top 20 TMRCA estimates, excluding the regions with CNVs as these
regions are filtered out in the TSel analysis. This comparison is especially inter-
esting as it compares the results of using a pairwise versus multiple haplotype
TMRCA inference approach.
3.4 Results
3.4.1 TSel performance
TSel exhibits excellent performance on hard sweeps, especially with a higher
effective population size and stronger and more recent selection. ROC curves
for TSel performance on complete hard sweeps for an effective population size
of 10,000 are shown in Figure 3.1. TSel has an area under the curve (AUC) of
1.00 for stronger, complete hard sweeps and still shows some ability to detect
weaker sweeps. For an effective population size of 1,000, TSel performance is
random for ancient and weaker sweeps but still exhibits an AUC of 1.00 for
the most recent and strongest sweeps (Fig. 3.2). Performance is lower for the
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iHS method and the excess of IBD. iHS performance suffers slightly on com-
plete hard sweeps because the iHS ratio becomes undefined for fixed alleles,
but iHS still obtains an AUC of 0.87 for the strongest and most recent sweep
with an effective population size of 10,000. The method using excess IBD shows
no power to detect older sweeps, as expected since we defined IBD as coalesc-
ing more recently than 100 generations in the past, but still exhibits an AUC of
approximately 0.5 for selection scenarios that completed even as recently as 40
generations from the time of sampling. TSel substantially outperforms iHS and
excess IBD in detecting complete hard sweeps.
We also applied TSel to partial hard sweeps. TSel’s performance is shown
for an effective population size of 10,000 and partial hard sweeps ending with
the selected allele at 75% frequency in Figure 3.3. Similar to the method’s perfor-
mance on complete hard sweeps, TSel exhibits an AUC of 1.00 for more recent
and stronger partial hard sweeps, but different from the complete hard sweeps,
iHS now shows similar performance to TSel. TSel’s performance and that of
iHS then declines as sweeps reach equilibrium in more ancient times or sweep
strength decreases, but TSel maintains a higher AUC than iHS in these scenar-
ios. For example, on the strongest but most ancient partial hard sweeps, iHS
obtains an AUC of 0.69 while TSel reaches 0.86 . Excess IBD shows some power
to detect the most recent and strongest partial hard sweeps, reaching a maxi-
mum AUC of 0.85, but still performs nearly randomly for other scenarios. As
shown in Figure 3.4, results are similar for an effective population size of 1,000
but with reduced performance for all methods.
TSel performance suffers slightly on soft sweeps compared to that of hard
sweeps, but the method still demonstrates power to detect sweeps from stand-
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ing variation. Results are shown in Figure 3.5 and Figure 3.6. For the strongest
and most recent soft sweep with an effective population size of 10,000, TSel out-
performs iHS and IBD, obtaining an AUC of 0.94 compared to 0.38 and 0.51 for
iHS and IBD respectively. Interestingly, TSel and iHS performance improves, to
an AUC of 0.96 and 0.81 respectively, for moderate selection in the same time
period, but TSel still outperforms iHS by a wide margin.
Having analyzed TSel’s performance for positive selection, we now turned
to examine the method’s performance for balancing selection. TSel obtains a
maximum AUC of 0.97 to detect more recent overdominance and a maximum
AUC of 0.92 to detect ancient overdominance as shown in Figure 3.7 and Figure
3.8 respectively. The HKA test shows limited power to detect overdominance
except for ancient selection in an effective population size of 1,000, where it
reaches an AUC of 0.83 but is still outperformed by TSel.
It is important to note that TSel performance is dependent on the scaled time
to selection equilibrium, not the actual generation time. Because TSel uses pa-
rameters derived from the distribution of scaled TMRCA values, performance
will be best when the scaled time of selection equilibrium differs greatly from
scaled expectation of the TMRCA in neutral trees. For example, ancient over-
dominance will create a much deeper tree than is expected under neutrality,
while recent overdominance will create a separate mode of pairwise TMRCA
values before the expected neutral TMRCA of the tree. This fact explains why
different population sizes affect the performance over similar generation times.
Overdominance scenarios reaching equilibrium at 4,000 generations in a popu-
lation with an effective population size of 1,000 are equivalent in scaled time to
the scenarios reaching equilibrium 40,000 generations ago in an effective pop-
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ulation size of 10,000. The same reasoning holds true for the positive selection
scenarios as well across different effective population sizes.
3.4.2 TSel performance with alternate features
To test if other feature subsets have equivalent performance, we examined TSel
performance with exact pairwise TMRCA features, inferred pairwise TMRCA
features, and diversity features (Fig. 3.9). Performance for TSel with TMRCA
features versus diversity derived features is correlated, but TSel with exact or in-
ferred TMRCA features outperforms that with diversity features. For example,
in recent sweeps with an intermediate strength of selection TSel with exact TM-
RCA, inferred TMRCA, and diversity features reaches an AUC of 1.00, 0.98, and
0.94 respectively. Performance with inferred TMRCA features is lower than that
with exact pairwise TMRCA most probably due to a variety of factors including
inference errors and reduced number of pairwise TMRCA values. Performance
of inferred TMRCA distributions will likely improve when all pairwise TMRCA
values are included and inference methods improve. The slight difference in
performance between inferred TMRCA features and diversity features is most
likely a result of greater stochasticity in mutations compared to local genealo-
gies. Diversity features are also derived on larger windows in order to include
sufficient variation for calculation, effectively blurring local effects. The results
demonstrate that inferred TMRCA is a distinct and more informative metric
than measures of diversity for the inference of natural selection.
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3.4.3 TSel performance when including selected sites
An important assumption of the anomaly detection method is that selected sites
are relatively rare within the set of data upon which we calculate the feature
means and covariance matrix. Since real data contains loci under selection, we
tested the performance of TSel with varying fractions of selected sites included
in the initial dataset. Results are shown in Figure 3.10. Although performance,
as measured by the AUC, declines when we include more selected sites, the
AUC is still 0.84 even when 5% of the data is under strong selection. Therefore,
the method still has power to distinguish neutral and selected loci even when
the dataset contains a substantial proportion of sites under strong selection.
3.4.4 Application to Complete Genomics diversity panel
Analysis of the top 1% of TSel hits with the program GREAT reveals 5 enriched
biological properties including antigen processing and presentation of peptide
or polysaccharide antigen via MHC class II, mammary gland specification, eye-
lid development in camera-type eye, columnar/cuboidal epithelial cell differ-
entiation, and mammary gland formation. The top 1% of hits overlaps 6 regions
from the CMS positive selection scan of the 1000 Genomes Project data and 3
of the inferred regions for the balancing selection scan of Leffler, et al. [11, 12].
Two of the replicated regions, one for the positive selection scan and the other
for the balancing selection scan, are shown in Figures 3.11 and 3.12 respectively.
Finally, we compared the top 1% of TSel hits to windows with the most ancient
TMRCA identified via ARGweaver [25]. TSel hits overlap 4 of 15 top regions
from ARGweaver after excluding the top regions with possible CNVs. Such an
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overlap is encouraging replication for the pairwise TMRCA inference approach
utilized in TSel.
3.5 Discussion
We have developed a powerful and flexible method that exhibits higher per-
formance than current natural selection inference methods in a wide parameter
space of simulated data. Furthermore, in real data, we have replicated loci pre-
viously found to be under both positive and balancing selection with a single
method. TSel is more general than previous methods because the method de-
tects any mode of natural selection that leaves a detectable distortion in local
genealogies. These modes could include not only the classical mechanisms of
natural selection but also combinations of selection modes or atypical presen-
tations of known modes. Furthermore, the method accounts for demography
by comparing loci to the data itself without specifying an external demographic
model. Given the number of recent studies and range of demographic models
for the European human population alone, this fact increases the ease of the
method’s application [6, 7, 9]. Lastly, because the inference of TMRCA requires
whole-genome sequences, TSel takes full advantage of the growing accumula-
tion of sequence data. These factors make TSel a powerful and flexible method
for application to many datasets.
Using pairwise TMRCA is also an important development from pairwise
IBD methods when analyzing population samples of unrelated individuals. Al-
though IBD is readily defined within a pedigree, defining IBD in a population is
harder to define consistently. Currently, IBD in a population is defined explicitly
48
by drawing a threshold backward in time across the coalescent tree or implic-
itly by power thresholds within current inference methods [16]. Furthermore,
defining relatedness between individuals in terms of IBD reduces a vector of
continuous statistics into a binary call, collapsing valuable information. Now
that methods that infer TMRCA in sequence data are available, we have the
ability to utilize a continuous metric of relatedness within a population. This
approach could lead to better performance not only in selection inference, as
shown above, but also in other IBD applications.
The method described here is similar in spirit to the composite of multiple
signals (CMS) test but has important differences [70]. Most importantly, TSel
uses features of pairwise TMRCA distributions, which approximate the local
genealogies that are distorted in systematic ways by natural selection, and our
method provides a simple framework to detect these distortions. Moreover, our
method uses the Mahalanobis distance instead of using empirical distributions
to model the data, which allows us to account for correlated features. Using
information from feature correlations, the method detects not only rare feature
values but also rare combinations of feature values. We did not compare the
CMS test directly to the TSel method in the simulation studies because CMS
relies on cross-population statistics which TSel’s performance does not require.
However, we did compare TSel to the iHS method, one of the statistics incor-
porated in CMS, in simulated data and also compared results of the TSel CG
diversity panel analysis to CMS results on the 1000 genomes data, revealing 6
overlapping region.
However, several challenges remain. TSel is based on a statistic that ranks
loci according to the Mahalanobis distance, but the method does not give a
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threshold for determining significant deviation from neutrality. By taking the
top 1% of loci, we hoped to examine the most extreme signatures of selection.
That said, we stress here that even though it is tempting to define loci in discrete
classes, natural selection in reality operates along a continuum of strengths,
times and modes and that the TSel score recapitulates this continuum. Espe-
cially considering recent ENCODE results that suggest that 80% of the genome
is functional, modeling loci not as neutral or under one mode of selection, but
as a certain distance from neutrality has an intuitive appeal [74]. Another re-
maining challenge is to describe the mode of selection acting on each locus. A
user could examine particular regions of interest by assessing the feature val-
ues of the locus along with allele frequencies in the region, and subsequent in-
vestigation into the functional annotation of the region could also help reveal
which selective forces are at work. Lastly, although we have tested TSel per-
formance in simulated data in different constant population sizes, we have not
fully tested TSel on a complex demographic scenarios. Performance may suffer
on particular modes of selection, especially sweeps, when confronted with pop-
ulations that have undergone bottlenecks, while other types of selection, such
as overdominance, may be easier to detect. But although we do not test the per-
formance in complex demographic scenarios, the fact that TSel replicates loci
previously inferred to be under both positive and balancing selection when run
on the CG diversity panel, a sample with a complex demographic history, is en-
couraging for TSel’s performance when confronted with complex demography.
To further address these challenges, it is worthy of note that TSel is not lim-
ited to using features of pairwise TMRCA. Any method statistic, along with
features derived from diversity, cross-population statistics, or functional anno-
tation, is easily incorporated into the method. Additional statistics would likely
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improve performance or tailor TSel to detecting modes of selection of particu-
lar interest to the user. Future features of particular interest are those derived
from complete genealogical trees. New methods are being developed to extend
PSMC to incorporate multiple haplotypes that can not only increase the accu-
racy of recent TMRCA estimates but can also approximate or reconstruct local
genealogies in full[75, 25]. With scalable methods to infer local genealogies we
will be able to employ features such as tree length and height as well as tree im-
balance to more accurately detect systematic distortions caused by natural se-
lection in genetic data [76]. More comprehensive statistics in addition to higher
coverage sequence data and larger sample sizes have the potential to elucidate
more loci under selection and increase our understanding of the evolutionary
history of any sample under study.
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Figure 3.1: TSel performance on complete hard sweeps with an effective
population size of 10,000
Performance is demonstrated via ROC curves. The x-axis of the grid
corresponds to the strength of selection and the y-axis corresponds to the time
of sweep completion.
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Figure 3.2: TSel performance on complete hard sweeps with an effective
population size of 1,000
Performance is demonstrated via ROC curves. The x-axis of the grid
corresponds to the strength of selection and the y-axis corresponds to the time
of sweep completion.
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Figure 3.3: TSel performance on partial hard sweeps with an effective pop-
ulation size of 10,000
Performance is demonstrated via ROC curves. The final selected allele
frequency of the partial hard sweep was set to 75%. The x-axis of the grid
corresponds to the strength of selection and the y-axis corresponds to the time
of sweep completion.
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Figure 3.4: TSel performance on partial hard sweeps with an effective pop-
ulation size of 1,000
Performance is demonstrated via ROC curves. The final selected allele
frequency of the partial hard sweep was set to 75%. The x-axis of the grid
corresponds to the strength of selection and the y-axis corresponds to the time
of sweep completion.
55
0.0 0.4 0.8
0.
0
0.
4
0.
8
a
False positive rate
Tr
u
e
 p
os
itiv
e
 r
a
te
l
l
l
TSel
IBD
iHS
Strength of selection
0.1 0.01 0.001
G
en
er
a
tio
ns
 s
in
ce
 e
qu
ilib
riu
m
40
00
40
0
40
0.0 0.4 0.8
0.
0
0.
4
0.
8
b
False positive rate
Tr
u
e
 p
os
itiv
e
 r
a
te
0.0 0.4 0.8
0.
0
0.
4
0.
8
c
False positive rate
Tr
u
e
 p
os
itiv
e
 r
a
te
0.0 0.4 0.8
0.
0
0.
4
0.
8
d
False positive rate
Tr
u
e
 p
os
itiv
e
 r
a
te
0.0 0.4 0.8
0.
0
0.
4
0.
8
e
False positive rate
Tr
u
e
 p
os
itiv
e
 r
a
te
0.0 0.4 0.8
0.
0
0.
4
0.
8
f
False positive rate
Tr
u
e
 p
os
itiv
e
 r
a
te
0.0 0.4 0.8
0.
0
0.
4
0.
8
g
False positive rate
Tr
u
e
 p
os
itiv
e
 r
a
te
0.0 0.4 0.8
0.
0
0.
4
0.
8
h
False positive rate
Tr
u
e
 p
os
itiv
e
 r
a
te
0.0 0.4 0.8
0.
0
0.
4
0.
8
i
False positive rate
Tr
u
e
 p
os
itiv
e
 r
a
te
Figure 3.5: TSel performance on soft sweeps with an effective population
size of 10,000
Performance is demonstrated via ROC curves. The initial frequency of the
selected allele was set to 1%. The x-axis of the grid corresponds to the strength
of selection and the y-axis corresponds to the time of sweep completion.
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Figure 3.6: TSel performance on soft sweeps with an effective population
size of 1,000
Performance is demonstrated via ROC curves. The initial frequency of the
selected allele was set to 1%. The x-axis of the grid corresponds to the strength
of selection and the y-axis corresponds to the time of sweep completion.
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Figure 3.7: TSel performance on overdominance with an effective popula-
tion size of 1,000
Performance is demonstrated via ROC curves. Selection began from one copy
of the selected allele. The x-axis of the grid corresponds to the strength of
selection and the y-axis corresponds to the time of the selected allele reached
its equilibrium frequency of 0.5.
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Figure 3.8: TSel performance on overdominance with an effective popula-
tion size of 10,000
Performance is demonstrated via ROC curves. Selection began from one copy
of the selected allele. The x-axis of the grid corresponds to the strength of
selection and the y-axis corresponds to the time of the selected allele reached
its equilibrium frequency.
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Figure 3.9: TSel performance using alternate feature sets
Performance is demonstrated via ROC curves on complete hard sweeps with
an effective population size of 10,000. Performance is shown for TSel using
features calculated from exact pairwise TMRCA distributions, PSMC-inferred
pairwise TMRCA distributions, and genetic diversity. The x-axis of the grid
corresponds to the strength of selection and the y-axis corresponds to the time
of sweep completion.
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Figure 3.10: TSel performance when selected loci are not rare
Area under the curve (AUC) for ROC curves created for TSel performance
when the data upon which the mean and covariance matrix for the
Mahalanobis distance was calculated contains a certain fraction of selected
data.
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Figure 3.11: TSel replicates positive selection inference in real data
The figure displays part of the HLA region on chromosome 6. The top of the
figure shows the median TSel score over each consecutive 10 kb window. The
bottom of the figure shows genes that lie within the window. Grossman and
colleagues used the method CMS to infer positive selection around the genes
HLA-DPA1, HLA-DPB1, HLA-DPB2, a region that is also among the top 1% of
TSel scoring regions.
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Figure 3.12: TSel replicates balancing selection inference in real data
The figure displays a region near the VASH1 gene on chromosome 14. The top
of the figure shows the median TSel score over each consecutive 10 kb window.
The bottom of the figure shows genes that lie within the window. Leffler and
colleagues inferred ancient balancing selection near the VASH1 gene, a region
that is also among the top 1% of TSel scoring regions.
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CHAPTER 4
USING TIME TO MOST RECENT COMMON ANCESTOR IN
ASSOCIATION MAPPING
Haley Hunter-Zinck and Andrew G. Clark
4.1 Abstract
Much of the genetic variance of complex traits has yet to explained. The miss-
ing heritability problem has many possible explanations, one of which is the
lack of power of standard association methods to detect associations between a
phenotype and rare variants. This limitation is particularly problematic in the
genetic architectures involving allelic heterogeneity, and methods using related-
ness metrics such as identity-by-descent (IBD) have been proposed as a possible
solution. However, studies have shown that IBD mapping has limited applica-
bility and using a more informative metric of genetic relatedness could help to
improve performance of these methods. Here, we develop a new kernel for
the sequence kernel association statistic (SKAT) test using time to most recent
common ancestor (TMRCA). We then show that SKAT utilizing a kernel with
pairwise TMRCA provides a more general framework for association mapping
than using a kernel based on IBD, even if power is limited compared to other
methods. We then go on to apply our new kernel on a real data set, looking for
associations between X chromosome sequence and gene expression profiles in
samples from the 1000 Genomes Project.
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4.2 Introduction
Rare variant association studies have tried to address the missing heritability
problem in discovering the genetic basis of disease as rare variants pose a chal-
lenge for traditional genome-wide scans, which lack the power to detect asso-
ciations with variants of low frequency [77]. Previous methods and studies of
coding regions have had notable but limited success in capturing the genetic
components that contribute to phenotypic variation, and recent studies demon-
strate that the vast majority of non-coding sequence is putatively functional
[74]. Many rare variant methods are only applicable to a particular genetic phe-
notype model and have limited power to detect associations under a different
framework [31]. Because of the wide range of genetic architectures that could
underlie phenotypes, as well as the importance of non-coding genomic regions,
there is a need to develop a unifying method applicable to whole genomes and
to a large scope of genetic models.
Using statistics based on local relatedness between individuals has the po-
tential to tackle this issue but has had limited progress so far. For example,
identity-by-descent (IBD) mapping, using a signal of excess IBD, has been sug-
gested as an effective metric of dealing with allelic heterogeneity at a single lo-
cus. However, simulation studies have revealed that IBD is only a useful metric
for phenotype models that include an extreme amount of allelic heterogeneity
[19]. Even though such a model may, in fact, be realistic under a demographic
context with super-exponential growth, such as recently experienced in many
human populations, using IBD does not provide an association test of wide ap-
plicability.
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Although IBD does not provide a broad framework for association mapping,
using another metric for local relatedness provides better results. Time to most
recent common ancestor (TMRCA) is intimately related to IBD but a potentially
more informative metric [16]. IBD inference methods often simplify relatedness
to a binary call between a pair of individuals. Using pairwise TMRCA repre-
sents the relationship between two individuals as a set of continuous numbers
rather than a single binary call. Combining the idea of using metrics of related-
ness with a more informative metric of genetic relatedness in association studies
has the potential to create a more unifying framework for association studies.
In order to incorporate the TMRCA metric, an association method that uti-
lizes pairwise relatedness or similarity is necessary. The sequence kernel asso-
ciation statistic (SKAT) is one such method [78, 79]. SKAT has been shown to
have more power than other rare variant methods for a combination of rare and
common causal alleles using the linear weighted kernel based on the weighted
product of genotypes. However, SKAT has limited power for other genetic phe-
notype models such as when causal variants are sampled with probability one
over the minor allele frequency [31]. To try and increase the generality of SKAT,
we can use SKAT with a kernel defined as a function of the local pairwise TM-
RCA between individuals, which could, at best, increase the scope of the asso-
ciation method or, at least, prove that using TMRCA is more informative than
IBD in the association mapping context.
In the following study, we will develop and test a method using SKAT with
a TMRCA kernel, which we will abbreviate TSKAT. We begin by testing TSKAT
on a variety of simulated genetic models in a haploid context. We test TSKAT’s
performance over sample size, various demographic models, and genetic archi-
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tectures. In order to exemplify the method in real data, we then run TSKAT on
male X chromosome DNA samples with gene expression profiles from the 1000
Genomes Project [80, 81]. Overall, TSKAT shows limited performance on all
models except associations with common variants in a population of constant
size, but does outperform SKAT using an IBD kernel in all tested scenarios,
providing evidence for the claim that TMRCA is a more informative metric of
genetic relatedness than IBD. We then go on to discuss possible improvements
to increase performance of TSKAT in a wider variety of demographic histories
and genetic architectures.
4.3 Methods
4.3.1 TMRCA kernel
The SKAT method is a variance components test utilizing a kernel representing
pairwise similarity between all samples, which can be represented by any pos-
itive semidefinite function [78, 79]. In order to incorporate metrics of genetic
relatedness into the SKAT framework, we use a kernel derived from pairwise
TMRCA values. Because pairwise TMRCA values represent difference rather
than similarity, we used the negative log of the pairwise TMRCA value to rep-
resent the kernel entry between two individuals. The negative log satisfies the
positive semidefinite function requirements because nearly identical individu-
als will have a small TMRCA which will result in a kernel value greater than
zero; furthermore, all more distantly related individuals will have a TMRCA
greater than that value and, therefore, a kernel value less than that value. We
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then consolidate multiple non-recombining windows into a single 5000 bp win-
dow taking the median metric value over all non-recombining windows in the
region.
4.3.2 Simulations
Using the simulator MSMS (version 3.2rc Build:147), we simulated data under a
variety of scenarios to test the performance of the TMRCA kernel in an associa-
tion framework [65]. We simulated a locus of 1 Mb in length and 100 replicates
for each scenario. The recombination rate was set to 1 × 10−8 and the mutation
rate was set to 1.1 × 10−8 [66]. To increase computational efficiency, recombina-
tion could only occur every 100 bp. In addition to simulated haplotypes, we
also had the simulator output the coalescent trees, along with their respective
scopes, for each non-recombining locus. MSMS provided a fast and flexible
framework for simulating data to test TSKAT.
To test performance over different demographic models, we simulated two
population histories. The first model represented a sample for a population of
constant size at 10,000 individuals. The second model simulated a complex de-
mographic history approximating a European human population [9]. We then
tried two different genetic architectures to model the phenotype. In the first
model, which we refer to as additive, only one high frequency casual locus af-
fected the phenotype. The alternative model, which we refer to as heteroge-
neous, consisted of many different low frequency mutations, that all affected
the phenotype. To select causal mutations, we first randomly chose a locus of 3
kb in length and selected 50% of the variants under 0.05 minor allele frequency
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within that locus. Although the choice of locus size, fraction of variants, and mi-
nor allele frequency threshold are arbitrary, we later modified each of these pa-
rameters over an acceptable range to test the method’s sensitivity to the choice
of these parameters.
Following simulation procedures similar to those in the original SKAT paper,
we simulated two covariates, one continuous variable sampled from a standard
normal distribution and the second a binary variable being 0 or 1 with proba-
bility 0.5 [78]. The effect size of causal variants was calculated by taking the ab-
solute value of the log of the minor allele frequency times a constant, where the
constant was set to 0.4 to keep the values in a realistic range. We then defined
each individual’s phenotype using the genetic model, effect sizes, covariates,
and standard normal error as follows:
y =
m∑
i=1
βixi + 0.5c + 0.5b +  (4.1)
where βi is the effect size of causal variant i, xi indicates whether the indi-
vidual carries the causal variant i, c represents the continuous covariate value,
b represents the binary covariate value, and  represents the standard normal
error. The resulting phenotypes were used in the association testing framework
for each method tested.
4.3.3 TSKAT performance
We first analyzed TSKAT’s performance for a sweep of sample sizes, analyzing
the difference in performance for each sample size under the two genetic models
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and the two demographic models. We chose sample sizes of 1000, 2000, 5000
haploid individuals and used the negative log of the pairwise TMRCA value
to fill entries in SKAT’s kernel. To assess performance over each sample size,
we generated ROC curves for each sample size under each genetic model and
demographic scenario [68].
We also assessed TSKAT’s performance over different models of allelic het-
erogeneity when selecting causal alleles. Testing using the constant population
size scenarios, we defined allelic heterogeneity over a broad sweep of parame-
ters. First, we selected a frequency threshold of 0.01, 0.03, or 0.05 as a maximum
allele frequency for causal SNPs. Next we chose the length of the causal locus
as 1 kb, 3 kb, or 5 kb. And finally, we chose a fraction of variants under the fre-
quency threshold and within the causal locus that would be considered causal.
The fraction was set to 10%, 20%, or 50%. We then assessed the performance for
each combination of parameters using the AUC.
4.3.4 Performance comparison
After assessing TSKAT’s performance over sample size and heterogeneity mod-
els, we also compared performance to other association methods. Under both
demographic and genetic models, we compared TSKAT’s performance using
the negative log TMRCA kernel with that of PLINK’s Fisher’s exact test, which
we refer to as single marker analysis (SMA), SKAT with a weighted linear ker-
nel, and SKAT with an IBD kernel [39]. Again, we assessed the relative perfor-
mance of each method using ROC curves.
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4.3.5 TSKAT application
In order to demonstrate the applicability of TSKAT in real data, we applied the
method to the male X chromosome sequence data and X chromosome gene ex-
pression profiles collected on the 1000 Genomes Project dataset [80, 81]. Because
of the hemizygous nature of the male X chromosome, this dataset provides a
applicable sample for our method. In addition to being effectively haploid, the
male X chromosome is also essentially phased, avoiding problems due to switch
errors.
Before applying TSKAT, we first filtered the dataset extensively. We ex-
tracted male individuals for which we had both full genome sequence and gene
expression values. For sites, we removed indels and two pseudoautosomal re-
gion at both ends of the X chromosome, and applied the 1000 Genomes Project
strict masks to the sequence data. After pruning for linkage disequilibrium us-
ing the PLINK –indep-prune command and linkage disequilibrium correlation
of 0.5, we ran principal components analysis on the X chromosome sequence
data and used the first 10 principal components as covariates [39].
After preprocessing the data, we ran the pairwise sequentially Markovian
coalescent (PSMC) method on all pairs of chromosomes [5]. Using TMRCA
values output from PSMC, we constructed a TMRCA kernel using the negative
log of the pairwise TMRCA value and took the median value for each pair to
consolidate across multiple non-recombining windows. We used the resulting
kernel for each 5000 bp window to generate a p-value via the SKAT method
between each window and each X chromosome gene expression profile. After
running TSKAT on the data, we then constructed a quantile-quantile plot to
assess inflation and examined the significant hits after a Bonferroni correction
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including all tests over all gene expression profiles and sequence windows.
4.4 Results
4.4.1 TSKAT performance
TSKAT performance by sample size is shown in Figure 4.1. Increases in sam-
ple size improve performance but the effects are relatively small. For example,
increasing the sample size from 1000 haploid individuals to 5000 results in an
increase of AUC of only 0.12 for a constant population size and the additive
genetic model. The limited increase is consistent over both demographic sce-
narios and phenotypic models but even less for the heterogeneous phenotypic
models. Increasing the sample size beyond 5000 will improve performance but
at great computational cost because a linear increase in sample size means a
quadratic increase in the number of pairs. Since performance does not dramati-
cally improve between 1000 and 5000 individuals and computational time rises
quadratically with the number of samples, we chose to use 1000 individuals for
the remaining simulations.
However, the definition of the heterogeneous genetic model does greatly af-
fect TSKAT’s performance. Most notably, Figures 4.2, 4.3, and 4.4 demonstrate
that TSKAT is sensitive to different combinations of causal locus length and frac-
tion of causal variants given different thresholds of the minor allele frequency.
For example, when the maximum minor allele frequency of causal variants is
set to 3%, TSKAT obtains a maximum AUC of 0.6 for a causal locus length of
1 kb with 50% of the variants under that minor allele threshold selected. In
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contrast, when the maximum minor allele frequency of causal variants is set to
5%, TSKAT performs best, with an AUC of 0.7, for a causal locus length of 5 kb
with 50% of the variants under that minor allele threshold selected. Although,
in general, the greater the number of causal variants, the greater TSKAT per-
formance, these results demonstrate that patterns of performance rely on other
factors as well, such as causal variant density.
4.4.2 Performance comparison
In order to compare TSKAT’s performance to that of other association methods,
we ran TSKAT along with several other methods on the same simulation sce-
narios and tested performance for each. Results are shown in Figure 4.5. The
SKAT method with the IBD kernel performs poorly in all demographic scenarios
and phenotypic models. SMA performs best for the additive phenotypic model
but suffers for heterogeneous phenotypic model, where SKAT with the linear-
weighted kernel does best. For the constant demographic history and the ad-
ditive phenotypic model, TSKAT performance is below that of SMA but above
that of SKAT with the linear-weighted kernel or IBD kernel. For the remain-
ing scenarios, TSKAT is outperformed by both SMA and SKAT with the linear-
weighted kernel. However, TSKAT outperforms SKAT with the IBD kernel in all
tested demographic histories and phenotypic models, even with a complex de-
mographic history and heterogeneous genetic model where TSKAT achieves an
AUC of 0.60 and SKAT with the IBD kernel achieves only 0.54. Although SMA
and SKAT with a linear-weighted kernel generally outperform TSKAT, TSKAT
outperforms SKAT with an IBD kernel in all scenarios.
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4.4.3 TSKAT application
We applied TSKAT to the 1000 genomes project male X chromosome sequence
data and X chromosome gene expression profiles. After filtering for male indi-
viduals with both gene expression and whole-genome sequence data, we had
a set of 121 individuals. Similarly for sites, after keeping only 121 individu-
als, applying the masks, removing indels, and removing the pseudoautosomal
regions, we were left with 186,222 variant sites. Running TSKAT with the nega-
tive log TMRCA kernel with the first 10 principal components as covariates, the
quantile-quantile plot, as shown in Figure 4.6, is below the expected distribu-
tion of p-values, indicating that we are over-correcting for population structure.
Using a Bonferroni correction accounting for the number of tests over all gene
expression values, we extract 270 significant associations over 10 unique gene
expression profiles.
One of the significant associations is shown in Figure 4.7. This associ-
ation occurs between variants located at approximately 136 Mb on chromo-
some X and the expression profile of the processed pseudogene KRT18P11
(ENSG00000215089). The associated region on chromosome X lies within 500
kb of genes ZIC3, a transcription factor, and ARHGEF6, involved in signaling
pathways, indicating that variants in this region may have the ability to regu-
late the transcription of other genes, including KRT18P11. Although KRT18P11
is annotated as a pseudogene, trans eQTLs with pseudogene expression profiles
have been discovered in previous studies [82].
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4.5 Discussion
Using a TMRCA derived kernel provides a more general framework than IBD-
mapping for associations in multiple demographic context and applicable to
multiple phenotypic models. Although TSKAT does not out-perform SMA or
SKAT with a linear-weighted kernel in all contexts, the performance improve-
ments over that of IBD based kernel show promise. In addition, combining the
results of SKAT methods with two different kernels, one derived from geno-
types and another from TMRCA, could help generalize SKAT to both common
variant and rare variant models of genetic architecture.
We could improve TSKAT’s performance with respect to SMA or SKAT with
a linear-weighted kernel in a variety of ways. Finding an optimal function for
transforming the pairwise TMRCA values into the TMRCA-based kernel is cru-
cial. The transformation may even vary depending on the underlying genetic
architecture. Combining information with respect to singletons could also help
improve TSKAT performance for rare variant associations. And finally, improv-
ing computational efficiency with respect to TMRCA kernel construction will
allow users to increase sample size and, therefore, improve performance.
Although TMRCA inference is restricted at present to pairwise frameworks
for all but very small sample sizes, the ultimate goal for future associations us-
ing TMRCA would be to use the full ancestral recombination graph. This step
will necessitate a different methodology than that of SKAT, which is inherently
pairwise, to associate complete trees with phenotypes of interest. Taking into ac-
count not only allelic similarity, but allelic similarity in the context of a detailed
metric of common ancestry, will help to create more general methods of associ-
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ation mapping. Creating more generic association methods will help shed light
on the variety, type, and frequency of genetic architectures underlying complex
disease and other phenotypes, a fundamental question of genetics.
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Figure 4.1: TSKAT performance by sample size
Rows represent the constant population size (A and B) and complex
demography (C and D) and columns represent the additive (A and C) and
heterogeneous (B and D) genetic models. Each subfigure contains three ROC
curves representing a different number of sampled haploid individuals: 1000
(yellow), 2000 (red), and 5000 (black).
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Figure 4.2: TSKAT performance for different definitions of allelic hetero-
geneity at 1% minor allele frequency.
Each cell of the heat map represents the AUC of TSKAT for a defined
heterogeneity genetic model. All causal variants are below 1% minor allele
frequency. The x-axis represents the length of causal region and the y-axis
represents the fraction of variants in that region below 1% that are causal.
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Figure 4.3: TSKAT performance for different definitions of allelic hetero-
geneity at 3% minor allele frequency.
Each cell of the heat map represents the AUC of TSKAT for a defined
heterogeneity genetic model. All causal variants are below 3% minor allele
frequency. The x-axis represents the length of causal region and the y-axis
represents the fraction of variants in that region below 3% that are causal.
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Figure 4.4: TSKAT performance for different definitions of allelic hetero-
geneity at 5% minor allele frequency.
Each cell of the heat map represents the AUC of TSKAT for a defined
heterogeneity genetic model. All causal variants are below 5% minor allele
frequency. The x-axis represents the length of causal region and the y-axis
represents the fraction of variants in that region below 5% that are causal.
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Figure 4.5: TSKAT performance as compared to other methods
TSKAT performance by sample sizeRows represent the constant population
size (A and B) and complex demography (C and D) and columns represent the
additive (A and C) and heterogeneous (B and D) genetic models. Each
subfigure contains four ROC curves representing a different association
method: single marker analysis (orange), SKAT with the linear-weighted
kernel (green), SKAT with the IBD kernel (purple), and SKAT with the TMRCA
kernel (blue).
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Figure 4.6: Quantile-quantile plot of significance values after applying
TSKAT to associate X chromosome variants to X chromosome
gene expression profiles.
The quantile-quantile plot compares the expected distribution of p-values, a
uniform distribution, with the observed distribution of p-values for all gene
expression profiles and sequence windows.
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Figure 4.7: TSKAT association results of X chromosome variants with the
gene expression profile of KRT18P11
The results of the TSKAT association of X chromosome sequence data with
expression values for the processed pseudogene KRT18P11. The peak at
approximately 136 Mb reaches significance after a Bonferroni correction for all
tests over all gene expression profiles.
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APPENDIX A
OVERSIZE CAPTIONS
A.1 Figure 2.3 caption
A. Principal components were calculated based on all HGDP populations and
the Qatari data. Only Qatari data and HGDP Middle Eastern samples are
graphed on this plot. Qatar1 clusters well with the other Middle Eastern popu-
lations, while Qatar2 creates a small cluster slightly removed from Qatar1 and
the other Middle Eastern samples. Qatar3 does not form a definite cluster and
is far removed from the main Middle Eastern cluster. B. Principal components
were calculated only on Chinese and sub-Saharan African population samples.
Qatari groups were then graphed on the plot using the principal components
but were not used in the calculation of the principal components. The Qatar1
and Qatar2 groups cluster directly on top of the other Middle Eastern samples,
which spread between the Asian and African groups. Qatar3 spreads between
the Middle Eastern samples and the African samples. C. Principal components
were calculated only on sub-Saharan African and Middle Eastern populations.
Qatar groups then plotted onto these principal components. The Qatar3 group
shows possible signs of admixture between the Middle Eastern cluster and the
African population, while groups Qatar1 and Qatar2 cluster well with the other
Middle Eastern populations. D. Principal components were calculated only on
Chinese and Middle Eastern populations. Qatar groups were then plotted onto
these principal components. The Qatar2 group shows a few individuals who
demonstrate signs of admixture between the Middle Eastern samples and the
Chinese samples but mostly cluster with the other Middle Easterners.
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APPENDIX B
SUPPLEMENTARY MATERIALS: POPULATION GENETIC STRUCTURE
OF THE PEOPLE OF QATAR
	  
Figure B.1: Qatari and HGDP PCA analysis with low FST SNPs
We calculated FST for all SNPs between the Qatari samples and the HGDP
European populations and selected a subset of SNPs that had FST below the
mean. We repeated the PCA analysis on these SNPs and plotted the results.
The resulting figure differs little from the original Figure 2.2 and, most
importantly, the three clusters of the Qatari subgroups are still clearly visible as
in the original figure. Therefore, although ascertainment bias may have more
subtle effects on the analysis of the Qatari population sample, the discovery of
the three Qatari subpopulations, as well as subsequent analysis on these three
subgroups, seems robust to the choice of genotyped SNPs.
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   Qatari European-American 
Position along chromosome               Position along chromosome 
  
Figure B.2: Runs of homozygosity across Qatari and European-American
samples.
On the left are plotted results from 130 individuals from the Qatari sample, and
on the right are results from 130 individuals from the European-American
population sample. Each cell of the figure is a different individual, and within
each cell, the x axis is the position along a chromosome (0-250 Mbp) and the y
axis is the chromosome number. Each colored segment represents a block of
sequence in which SNP marker genotypes are homozygous. Note the great
range in homozygosity among the Qatari compared to the
European-Americans.
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APPENDIX C
SUPPLEMENTARY MATERIALS: ABERRANT TIME TO MOST RECENT
COMMON ANCESTOR AS A SIGNATURE OF NATURAL SELECTION
C.1 Details on MSMS commands
The MSMS commands used for all simulated experiments contained the follow-
ing base command:
java -jar msms.jar number of chromosomes number of replicates -T -L -N Ne -t
theta -r rho 10000 -oTPi 0.01 0.1 -oFP ”#.#######”
For hard sweeps sweeps, we used the time independent-model of selection,
adding the following switches to the base command:
-SAA SAA -SaA SaA -SF time sweep completes -Sp 0.5
with the appropriate selection coefficient and time. For all selection scenarios,
the selected locus was placed in the middle of the simulated locus. Partial hard
sweeps were simulated in a similar way but had an additional final frequency
parameter:
-SAA SAA -SaA SaA -SF time sweep completes final frequency -Sp 0.5
For soft sweeps, we used the time-dependent model of selection and condi-
tioned on the survival of the allele throughout the forward simulations. We
added the following switches to the base command:
-SAA SAA -SaA SaA -SI time selection starts 1 initial allele frequency -Sp 0.5
-SFC -oTrace
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again, with the appropriate time, selection strength, and initial allele frequency
for each selection scenario. Finally, for the overdominance scenarios, we used
the time-dependent model of selection and also specified an outgroup sequence
diverging from the main population at a time approximating chimp-human di-
vergence. We added the following switches to the base command:
-Sc 0 1 0 SaA 0 -SI time selection starts 2 0.0001 0 -Sp 0.5 -I 2 100 1 -ej 8.125 1 2
-m 1 2 0 -SFC -oTrace
with each scenario’s value for selection strength and start time.
C.2 Details on TSel R package
An implementation of TSel is available as the R package tsel and can be down-
loaded from the Clark lab website (http://mbg.cornell.edu/research/
clark-lab/). The input file should have a header where the first two items
are ”chr position” and the remaining columns are labels for the features. Each
row represents a locus where the first column specifies the locus’ chromosome,
the second column specifies the locus’ position on that chromosome, and the
remaining columns specify the respective feature values of that locus. This file
should be input to the method getTselData(), which creates an object that is in-
put to getTselScore(). The user may set both the quantile for inclusion of input
features and the maximum threshold for correlation between features before
removal. The method returns an object that contains the names of features in-
cluded in the score calculation as well as the TSel score for each input locus.
The package also contains a summary and plotting method. The summary
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prints out several summary statistics on the TSel results and the plotting method
plots the TSel score by location in both a raw and smoothed format.
C.3 Filtering strategy for the Complete Genomics diversity
panel
Sequencing and mapping errors result in spuriously deep estimates of TMRCA
and potentially lead to false positive results for natural selection inference [5].
In order to avoid potential errors we masked genomic regions inferred to be
problematic from analysis. To determine which regions could be problematic,
we ran TSel on the unmasked data set and looked at the distribution of TSel
scores across several region categories. From the UCSC genome browser, we
downloaded tracks for segmental duplications, simple repeats, pseudogenes,
the repeat masker, and the DAC blacklist. From the Complete Genomics diver-
sity panel, we used files marking micro element insertions (MEIs), copy number
variants (CNVs), structural variants, and unmapped regions. We also pulled
down filters used in the INSIGHT method for CpG sites and recombination
hotspots [83]. A plot of the median TSel score for each region category with stan-
dard error bars is shown in Supplementary Figure C.1. We ran a Mann-Whitney
U test to determine if the distribution of scores sampled in each region cate-
gory significantly differed from a random sample of TSel scores genome-wide.
The filtered regions that significantly differ from the random sample are regions
from the DAC blacklist, CNVs, CpG sites, segmental duplications, MEIs, pseu-
dogenes, recombination hotspots, repeat masker, and unmapped regions. We
included these regions in the final mask, which covers approximately 28% of
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the genome in total and 34% of the transcribed regions genome-wide.
In addition to masking these regions, we also slightly modified the input
procedure to PSMC by marking 100 bp windows as missing if they contained
20 or more missing base pairs. This procedure is more stringent than that em-
ployed by Li and Durbin in the original analysis, where they marked a window
as missing only if 90 or more base pairs were missing from the 100 bp win-
dow. Although this approach works well for demographic applications, which
summarizes data genome-wide, we wanted to employ a more stringent quality
threshold for our analysis because the locus by locus values are relevant.
C.4 Assessing the effects of admixture
Although the TSel method assumes that detected deviations from the neutral
genealogy are due to natural selection, forces other than selection, such as ad-
mixture, can also cause distortions of the local genealogies. However, we can
distinguish between these two cases because admixture should be inconsistent
with average neutral tree while selection could change the height and distances
of the tree but not necessarily the consistency of the tree. Therefore, if admixture
is a confounding factor, sites with high TSel scores should be more inconsistent
with the neutral tree.
To assess whether high TSel scoring loci are more inconsistent with the av-
erage tree than expected, we looked at the ranking of pairwise TMRCA values
between all samples and comparing each locus’ ranking to the ranking of the av-
erage pairwise TMRCA values. We then calculated Kendall’s τ rank correlation
coefficient for each of these loci as a measure of tree consistency for that locus.
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For a random sample of loci analyzed from the Complete Genomics diversity
panel, we find little correlation between TSel score and tree inconsistency. Re-
sults are shown in Supplementary Figure C.2. Although this test does not com-
pletely rule out false positives due to admixture, TSel scores do not appear to
be driven by tree inconsistencies.
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Supplementary Figure C.1: TSel scores for potentially problematic region
sets.
The sample column represents a random sample genome-wide and bars on
each column indicate the median TSel score plus or minus the standard error.
The red horizontal lines indicate plus or minus the standard error of the
median of the random sample.
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Supplementary Figure C.2: Assessing the effect of admixture on TSel
scores.
The figure shows tree consistency, as measured by Kendall’s τ, by TSel scores
for a random sample of loci from the Complete Genomics diversity panel. The
Pearson correlation coefficient is displayed in the center of the plot. The
correlation between tree consistency and the TSel score is small, indicating that
admixture is not driving high TSel Scores.
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