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Abstract. Recent advances in incremental language processing for di-
alogue systems promise to enable more natural conversation between
humans and computers. By analyzing the user’s utterance while it is
still in progress, systems can provide more human-like overlapping and
backchannel responses to convey their level of understanding and respond
more quickly. In this paper, we look at examples of several overlapping
response types in human-human dialogues, and present an initial compu-
tational model of the incremental grounding process in these responses.
Additionally, we describe an implementation of this model in a virtual hu-
man dialogue system that can provide backchannels, head nods, frowns,
completions and low latency responses.
Keywords: spoken dialogue systems, incremental language processing,
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1 Introduction
Effective and fluent conversation requires joint effort from both interlocutors [1],
and in spoken human dialogue, this effort is often manifested in real time as
speech is happening. While speaking, we monitor the listener’s reaction to what
we say, and as listeners, we give frequent feedback on what we perceive and
understand. Such feedback often overlaps the speaker’s ongoing utterance and
can take the form of head nods, verbal backchannels, interruptions, and other
overlapping responses.
These overlapping responses are important for efficient conversation, and
emphasize the incremental nature of human-human communication [2, 3]. For a
spoken dialogue system to understand and generate such behaviors, it needs to
process speech incrementally. This requires that the processing of user input and
planning of system responses occurs frequently, not only while the user speaks,
but also while the user listens. While traditional systems employ a rigid turn-
taking model, in which overlapping speech is not supported, recent research has
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begun to develop some of these incremental processing and response capabilities
in implemented systems (e.g., [4–7]). This work has shown that incremental
response capabilities can achieve positive effects on user interactions, including
user preference over non-incremental systems and increases in perceived human-
likeness and efficiency [8, 9], and even increased fluency of user speech [10].
To date, however, implemented systems that model the process of grounding
in dialogue [11], the process by which interlocutors work to add understood con-
tent to their common ground, have not closely linked such incremental response
behaviors directly to the grounding model. The system presented in [8] is capable
of incremental grounding behavior, but, as pointed out by [12], the domain lacks
a notion of utterances and a meaning beyond the surface text. We believe that
a grounding model should include the intention and conversational meaning of
utterances. In this paper, we take up this project, and present an initial compu-
tational grounding model that can connect some of these incremental response
behaviors to an incrementally evolving grounding state. We begin in Section 2
by looking at examples of incremental grounding behavior in spoken conversa-
tions between human interlocutors. In Section 3, we present our model of the
incremental grounding process. Section 4 discusses its implementation within a
working spoken dialogue system.
2 Incremental Grounding Behavior in Human Dialogue
Dialogue excerpt (1), from the AMI Meeting Corpus [13], includes two types of
incremental grounding behavior.
(1) C: We could just go with um
D*: Yeah
A*: Normal coloured buttons
B: Well do you want colour differentiation here?
C: . . .
In the middle of C’s sentence, C appears to struggle with how to continue his
utterance, uttering a verbal hesitation “um”. A then utters “Normal coloured
buttons” as a completion of C’s partial utterance. The dialogue continues with-
out correction by C, so it is reasonable to assume that this was indeed what C
intended to communicate (or was close enough). Meanwhile, D gives a simulta-
neous backchannel acknowledgment of C’s utterance.
An ability to predict the meaning (or perhaps even the surface form) of a par-
tial utterance seems to be on display in such examples. Further, such examples
raise a question about the grounding status of the partial utterance and pre-
dicted completion. In our model and implementation, we call the content of the
partial utterance explicit and the content of the utterance completion predicted.3
For grounding purposes, note that A’s completion not only demonstrates his un-
derstanding of the explicit content of C’s utterance, but also of the predicted
3 It is sometimes useful to distinguish further between the explicit or predicted surface
form, as opposed to the explicit or predicted meaning.
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content. We assume that a theory of incremental grounding should explain the
grounding status of such explicit and predicted content as a dialogue progresses.
Attempted utterance completions do not always exactly match a speaker’s
intended content or surface form, as in dialogue excerpt (2).
(2) B: That would probably not be in keeping with the um the
C*: *laugh* Technology
B: fashion statement and such, yeah.
C*: Yeah.
In this dialogue, B and C are reflecting on the features and design of the remote
control they created. When B shows hesitation (“. . . with the um”), C decides to
help and offers “Technology” as a completion of B’s utterance.4 B however con-
tinues his utterance by saying “fashion statement and such”, revealing perhaps
more precisely what he intended to say. C then issues an overlapping acknowl-
edgment of B’s continuation with “fashion statement”, by saying “Yeah”.
In this example, C’s predicted content “Technology” apparently does not
exactly match B’s original intention. However, it does provide some evidence
of understanding of the explicit content of B’s partial utterance. We assume
that a theory of incremental grounding should explain the status of explicit and
predicted content in such cases, and also describe how the grounding state is
updated by an overlapping acknowledgment such as C’s utterance of “Yeah”,
here, acknowledging B’s continuation with “fashion statement. . . ”.
3 A Model For Incremental Grounding
We take as our starting point Traum’s computational model of grounding [14],
which we summarize briefly here. This model defines seven grounding acts: initi-
ate, continue, acknowledge, request repair, repair, request acknowledgment and
cancel. Every behavior, either verbal or non-verbal, can convey one or more
grounding acts relating to one or more Common Ground Units (CGU). The
processing of an utterance in order to update the common ground consists of
two steps. The system first has to determine the grounding acts that are being
conveyed by the utterance and to which CGUs they apply. Then, the grounding
status of the corresponding CGUs is updated.
Traum’s theory uses a finite state model that assigns each CGU to one of
several states at each point as a dialogue progresses.5 In general, a CGU is
placed into the starting state upon being initiated by a speaker; eventually (if
all goes well), the CGU moves into a final state signifying that the CGUs content
has entered the common ground. In the meantime, various patterns of continue,
repair, acknowledgment, and other grounding acts may occur. Throughout this
process, speaker and addressee information is used to determine which role,
either initiator or responder, the participants have with respect to each CGU.
4 In this paper, we are ignoring the evidence of understanding that laughter can convey.
5 See [14], p. 41.
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In this paper, we adapt this model for the purposes of more fine-grained
incremental processing. The core of our approach is to allow CGUs to be created
and updated incrementally, while an utterance is in progress. These incremental
updates can affect both the grounding states and the contents of the CGUs.
They can also result in the creation of new CGUs.
To achieve this, we assume a model of incremental speech understanding that
delivers a finite sequence of incremental outputs as an utterance progresses, and
that each of these outputs estimates both the explicit and predicted content of
the utterance at each point in time. (We describe our implementation of such an
understanding capability for user speech in Section 4.) Suppose that N outputs
are delivered during a spoken utterance. We will denote the sequence of outputs
by O = ￿(E1, P1, C1), ..., (EN , PN , CN )￿, where Ei is the explicit content and Pi
is the predicted content for the ith incremental output. At each point in time,
we assume further that the incremental speech understanding model is able to
assign a confidence level Ci that describes the reliability of its estimates Ei and
Pi. We discuss confidence levels further below.
We begin by describing some of the recognition conditions and the effect of
various grounding acts in this incremental grounding model, and then discuss
some of the potential realizations of these grounding acts in verbal and non-
verbal behavior.
3.1 Grounding acts
Initiate acts generally occur when a speaker begins a new utterance which does
not include a continue, request repair, repair or cancel act.6 Initiate acts create
a new open CGU, whose content will be the ungrounded explicit content of the
evolving utterance.
Continue acts occur when a new speaker utterance serves as a continuation
of an ungrounded CGU that was previously initiated. As a rule, when an inter-
locutor begins to speak, if there is an open CGU by the same speaker, and that
speaker either initiated or recently repaired the CGU, and the utterance does
not convey a repair, the utterance is treated as a continue act. For continue acts,
each new incremental output Ei is used to update the content of this open CGU.
Acknowledgments generally transition CGUs into the final grounded state,
and move the content of the CGUs into the common ground. Of particular
interest for incremental grounding is the case of overlapping acknowledgment.
If an overlapping acknowledgment is performed by a listener, e.g. a head nod
or “Yeah”, the CGU being acknowledged will move into the final state, and
its content, representing the explicit content of the utterance so far, will become
grounded. Generally, the speaker will continue their utterance. On our approach,
the continuing speech will be treated as a new initiate act, creating a new CGU
to hold the ungrounded content of the continuing utterance. Correct completions
are treated as an acknowledgment of the complete utterance, both the explicit
6 Sometimes, an utterance that includes an acknowledgment will also proceed to ini-
tiate a new CGU (as in “okay, so let’s talk about the other matter”).
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and predicted part, since that is the intention of the completing party. The
completion makes the predicted content part of the CGU, which so far only
contained the explicit content.
Requests for repair may be detected incrementally, as in the case of an
overlapping request for repair. These relate to the most recent CGU that was not
initiated by the interlocutor making the request, or that was recently repaired
by another interlocutor, if such a CGU exists.
Repairs can occur in two cases. The first case is when the utterance was
preceded by a request repair addressed to the speaker. The second case is when
the speaker repairs a previous utterance by him/herself that conveyed an initiate,
continue or repair act. In both cases, content from the CGU is removed, and the
explicit content of the new repair utterance is added.
Cancel acts move the relevant CGU into a special canceled state. No special
logic is needed to handle this in the incremental grounding model.
3.2 Grounding through Verbal and Non-verbal Behavior
Grounding acts can be realized through a range of verbal and non-verbal behav-
iors. We now survey a sample of these behaviors, focusing on those that have
been addressed in our implementation work to date. An acknowledging head
nod conveys an acknowledgment grounding act. It is an alternative to a verbal
acknowledgment. A verbal backchannel (e.g. “okay”, “right”, “uh-huh”) can
also be used to perform an acknowledgment act. During a speaker’s utterance,
a listener whose understanding is progressing adequately may signal continued
attention with an attentive head nod, inviting the speaker to proceed with
their utterance. This is distinguished from an acknowledging nod in that it does
not convey an acknowledgment grounding act. A frown can be used to realize
a request for repair. As discussed in Section 2, completion can be used to ac-
knowledge understanding of both explicit and predicted content. An example can
be found in Dialogue Excerpt (1), where A completes C’s unfinished utterance.
This behavior conveys an acknowledge act for the full predicted utterance it is
completing. Completions will generally occur when understanding confidence is
high, although provisional completions may be used in cases of lower confidence.
4 Implementation
The incremental grounding model is being implemented as part of a virtual
human spoken dialogue system, which has been designed to allow trainees to
practice their negotiation skills by engaging in face to face negotiation with
multiple virtual humans [15]. The specific setting is the SASO4 scenario, which
extends the scenario described in [16]. In the SASO4 scenario, two human users
play the role of a U.S. Ranger and his deputy, and negotiate with two virtual
humans, called Utah and Harmony, to try to convince them that Utah should
become the new sheriff of a town.
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The system has a fairly typical set of processing components for virtual hu-
mans or dialogue systems, including automatic speech recognition (ASR, map-
ping speech to words), natural language understanding (NLU, mapping from
words to semantic frames), dialogue interpretation and management (DM, han-
dling context, dialogue and grounding acts, reference and deciding what content
to express), natural language generation (NLG, mapping frames to words), non-
verbal generation, and synthesis and realization.
In exploring the incremental grounding model, we build on our existing
framework for predictive incremental understanding and confidence estimation
[17–19]. This incremental understanding framework captures utterance meanings
using a frame representation, where attributes and values represent semantic in-
formation that is linked to a domain-specific ontology and task model [20]. Our
implementation of the incremental grounding model makes use of several mod-
ules for incremental language processing.
Incremental understanding. As a user utterance progresses, every 200
milliseconds, the incremental NLU component produces two semantic frames.
The first frame (Pi) is a prediction of the meaning of the complete user utterance,
which may not have been fully uttered yet; see [17]. The second frame (Ei) is
an explicit subframe that attempts to capture the explicit meaning of only what
the user has said so far; see [19].
Incremental confidence modeling. We also make use of an incremental
confidence estimation technique that assigns specific confidence levels (Ci) to
the output of the predicted utterance meaning at each point in time. (To date,
we do not assign confidence levels to the explicit subframes.) The confidence
metrics make qualitative distinctions about the system’s level of understanding,
and can judge the current understanding level to be low, high, incorrect, and
correct, among others; see [18].
Collaborative utterance completion. Finally, we use an existing capa-
bility for collaborative utterance completion, which allows the virtual humans
to complete certain user utterances when the understanding confidence level is
adequate and a pause is detected in user speech; see [17].
Building on these models, we have implemented an initial version of the incre-
mental grounding model described in Section 3. The implementation initializes
and extends CGUs incrementally, as users are speaking, to maintain an incre-
mental grounding state. To generate grounding behaviors in our virtual humans,
we have also designed and implemented an overlapping behavior policy for the
virtual humans in SASO4, which we summarize in Figure 1. The behaviors are
selected from existing work on feedback models for virtual agents [21, 7], de-
scribing various types of nods and facial expressions to signal understanding or
confusion.
This policy allows our virtual humans to provide frequent feedback of their
level of understanding. For instance, after a short pause in user speech, when
there is ungrounded content in a CGU, three kinds of incremental feedback
may be provided. If NLU is fully confident that its predicted understanding is
correct, a verbal backchannel is generated. If the NLU confidence level is high
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Is there speech activity?
How long is the pause?
Is there ungrounded content?
short (± 200ms)
What is the NLU confidence?
long (> 600ms)
Verbal 
Backchannel
What is the NLU confidence?
yes
correct
Acknowledging 
Nod
high
Frown
low/incorrect
Completion
correct
Is explicit < predicted?
yes
Response
no
What is the NLU confidence?
Attentive Nod
high/correct
yes
no
Fig. 1. An overview of the overlapping behavior policy. Every behavior is a leaf in the
decision tree, every node a condition testing the user state, common ground or NLU
confidence.
(but the NLU is not confident that its understanding is perfectly correct), an
acknowledging nod is generated. If the NLU confidence level is low or incorrect,
they generate a frown, signaling a request for repair. Similar rules enable the
virtual humans to generate utterance completions or to simply respond to the
user’s utterance during longer pauses in user speech. A response is chosen in cases
when the user’s utterance is “finished” in the sense that the explicit content is
equal to the predicted content. (In such cases, no completion is necessary.)
While an initial version of this model is implemented, and the virtual hu-
mans’ responses often seem appropriate, several aspects of the implementation
still need to be extended and improved. We also have not yet evaluated the incre-
mental grounding behavior in interactions with users. Exploring the possibility
of leveraging more comprehensive and already evaluated behavior policies such
as [7] will be part of future work.
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