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Abstract
In this paper, we analyze a network of agents that communicate through the word-of-mouth. This information structure is
characterized by agents communicating only with their neighbors in the network, with a delay in every transfer of information.
We present some preliminary structural results for optimal control strategies in such systems. The solution methodology can
be used to generalize common information based approaches to analyze various other decentralized problems.
I. INTRODUCTION
As we move to increasingly complex systems [1] new
decentralized control approaches are needed to optimize
the impact on system behavior of the interaction between
its entities [2]. Centralized stochastic control has been the
ubiquitous approach to control complex systems so far [3].
A key assumption in centralized stochastic control problems
is that a singular decision maker perfectly recalls all past
control actions and observations. The information available
to an agent when making a decision is called the information
structure of the system. The centralized information structure
is classified as the classical information structure.
While centralized systems have been extensively studied
[4], the classical information structure does not apply to
many applications involving multiple agents, e.g., connected
automated vehicles [5], drone swarms [6], and smart grids
[7]. Here, all agents simultaneously make a decision based
only on their local memory and information received through
delayed, lossy or costly communication with other agents [8].
Thus, a centralized knowledge of the complete information
in the system is infeasible [9]. These information structures
are classified as non-classical information structures [10] and
these multi-stage optimization problems [11] are known as
decentralized stochastic control problems.
In this paper, we introduce and study a particular decen-
tralized system with multiple agents with a word-of-mouth
communication system. This is modeled as a network of
agents, where each node represents an agent and each link
connecting two agents represents a path for communication.
An agent may directly communicate only with its neighbors
in the network and each link has a delay associated with
it. The agent’s neighbors further share the information they
receive from others with their neighbors and so on.
Decentralized stochastic control has been proven to be
very challenging as the most common approach to derive
centralized optimal control policies, dynamic programming
(DP), is not directly applicable to non-classical information
structures due to a lack of separation between estimation and
control. With increasing success, the following approaches
have addressed this issue by applying techniques from cen-
tralized stochastic control to decentralized systems:
1) In the person-by-person approach, the control strategies
of all agents except one are arbitrarily fixed. Only the
control strategy of the chosen agent is then optimized for
this new centralized problem. Repeating this process for
all agents allows for the derivation of structural results
and DP for a person-by-person optimal strategy, that is not
globally optimal in general. However, every globally optimal
strategy must necessarily be person-by-person optimal. Some
applications of this idea can be found in problems of real
time communication using encoders and decoders [12], [13],
[14], [15], [16], in decentralized hypothesis testing and
quickest detection problems [17], [18], in networked control
systems [19] and team decision problems with partially
nested information structures [20], [21].
2) The designer’s approach takes the point of view of a
designer with knowledge of the system model and statistics.
The designer’s task is to choose the optimal control strategy
for the system by transforming the problem into a centralized
planning problem and then using DP to derive the globally
optimal planning strategy. The computational complexity can
get very high as we increase the number of agents. First
introduced for a centralized system with one agent [22], some
extension of this approach have been made to systems with
multiple agents [13], [23], real time communication problems
[13], [24], in systems with a broadcast information structure
[25] and in networked control systems [19].
3) A more recent development in the field is the common
information approach developed for problems with partial
history sharing [26] and formalized to general decentralized
systems where all agents share a subset of their memory with
every other agent in the system [27]. The solution is derived
by reformulating the system from the viewpoint of a fictitious
coordinator whose task is to prescribe control laws to every
agent in the system. Some applications can be found in a
variety of problems including symmetric delayed information
sharing structures [27], control sharing information structures
[28], stochastic games with asymmetric information [29]
and teams with mean-field sharing [30]. We also note some
earlier papers that used similar ideas in analyzing specific
information structures [31], [32], [33], [34].
We consider the common information approach to be the
standard approach in solving a wide variety of decentralized
stochastic control problems, including the word-of-mouth
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information structure. However, we find that in problems
with asymmetric communication, there may not be a lot of
common information available to all agents in the system.
This has motivated us to continue looking for structural
results that can improve on the performance of the common
information approach by taking into account the asymmetries
in a system.
The contributions of this paper are:
1) We introduce and analyze a problem with a word-
of-mouth information structure, that, to the best of our
knowledge, has not been analyzed in existing literature.
2) Inspired by the common information approach we
present a reformulation of the problem from the point of
view of a fictitious coordinator.
3) We derive preliminary structural results for optimal con-
trol strategies by compressing information into a sufficient
statistic and present a corresponding DP.
The rest of this paper is organized as follows: In Section
II, we present the problem and its information structure. In
section III we present a reformulation of the problem. In
Section IV we present the preliminary results for optimal
strategies. In Section V, we conclude with some ideas on
future work and improvement of the results.
II. PROBLEM FORMULATION
A. Notation
Random variables are denoted by upper case letters and
their realization by the corresponding lower case letters.
For integers a < b, Xa:b is shorthand for the vector
(Xa, Xa+1, ..., Xb) and X
a:b is shorthand for the vector
(Xa, Xa+1, ..., Xb). When a > b, the dimension of Xa:b is
0. The combined notation with c < d and a < b,Xc:da:b is short
for the vector (Xji : i = a, a+ 1, ..., b, j = c, c+ 1, ..., d).
For sets A and B, {A,B} is the set A∪B. For a singleton
a and set B, {a,B} is the set {a} ∪ B. The function | · |
returns the cardinality of a set. The null set is represented by
∅. We have attempted to use notation consistent with [26] as
our work is closely related to it.
The probability and expectation measures that depend on
a vector g are written as Pg(·) and Eg(·) respectively. All
equalities involving random variables hold with a probability
of 1.
B. The Network of Agents
Consider a system of K agents, K ∈ N, represented by
a strongly connected bi-directional network, modeled as a
graph B = (K,A), with a set K := {1, ...,K} of agents and
a set A of links (or arcs) that connect the agents. Two agents
k, i ∈ K are neighbors if there exists a link in the network
that connects them. The set Ck includes all the neighbors
of agent k. The link connecting agent k to agent i ∈ Ck is
characterized by a delay of n{k,i} ∈ R time steps.
For every agent k ∈ K, we refer to the act of sending
out information towards every i ∈ Ck as transmission of
information and the act of receiving information from i as
receipt of information. The information transmitted by agent
k at time t is received by agent i at time t+ n{k,i}.
Definition 1. Let k ∈ K and j ∈ K \ Ck. The information
path q
{k,j}
a , a ∈ N, from agent k to agent j with m ∈ K
intermediate agents is defined as the tuple,
q{k,j}a := (k, i1, ..., im, j),
such that: (1) k ∈ Ci1 , (2) j ∈ Cim , and (3) il ∈ Cil+1 , l =
{1, 2, ...,m− 1}.
The set of all information paths from k to j is given by
Q{k,j} = {q
{k,j}
a : a = 1, ..., b; b ∈ N}.
Definition 2. Let k ∈ K and j ∈ K\Ck with an information
path q
{k,j}
a . The communication delay r
{k,j}
a ∈ R for q
{k,j}
a
is defined as,
r{k,j}a = n
{k,i1} + ...+ n{im,j}.
The set of communication delays corresponding to each
q
{k,j}
a ∈ Q{k,j} is given by R{k,j} = {r
{k,j}
a : a =
1, 2, ..., |Q{k,j}|}. We discuss the flow of information in
greater detail in Section II-E.
Definition 3. Let Q{k,j} and R{k,j} be the sets of in-
formation paths and corresponding delays for k ∈ K and
j ∈ K \ Ck. The least delay in communication from agent k
to agent j is defined as,
r{k,j} = minR{k,j}. (1)
For k ∈ K and i ∈ Ck, apparently r{k,i} = n{k,i} and
r{k,k} = 0. To this end we refer to the delay in information
transfer between any k, j ∈ K by r{k,i}.
C. System Description
We consider a discrete time system that evolves up to a
finite time horizon T ∈ N. At every time t = 0, 1, ..., T ,
the state of the system Xt takes values in a finite set Xt
and the control variable Ukt associated with agent k ∈ K,
takes values in a finite set Ukt . Let U
1:K
t denote the vector
(U1t , ..., U
K
t ). Starting at the initial state X0, the evolution
of the system follows the state equation,
Xt+1 = ft
(
Xt, U
1:K
t ,Wt
)
, (2)
where Wt is the uncontrolled disturbance to the system
represented as a random variable taking values from a finite
set W . At time t every agent k makes an observation Y kt
taking values in a finite set Yk through a noisy sensor as,
Y kt = h
k
t (Xt, V
k
t ), (3)
where V kt takes values in the finite set V
k and represents the
noise in measurement.
Agent k selects a control action Ukt from the set of feasible
control actions Ukt as a function of its information structure.
The information structure is different for different agents
because of the means of communication and topology of
the network. This is discussed in subsequent sections. After
each agent k generates a control action Ukt , the system incurs
a cost ct(Xt, U
1
t , ..., U
K
t ).
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D. Assumptions
We impose the following assumptions in our modeling
framework:
Assumption 1. The network of agents is strongly connected
with bi-directional links.
Such a network allows information transmitted by any
agent k ∈ K can reach every other agent j ∈ K.
Assumption 2. The network topology is arbitrary, known a
priori and does not change with time.
With a known network topology, every agent can track
what information is accessible to all other agents in the
network.
Assumption 3. The external disturbance {Wt; t = 0, ..., T }
and the noise in measurement {V kt ; t = 0, ..., T ; k =
1, ...,K} are both sequences of independent random vari-
ables that are also independent of each other and of the initial
state X0.
The external disturbance, noise in measurement and initial
state are referred to as the primitive random variables and
have known probability distributions. This knowledge is
essential in solving a stochastic control problem [4].
Assumption 4. The state functions (ft; t = 0, ..., T ), ob-
servation functions (hkt ; t = 0, ..., T ; k = 1, ...,K), the cost
functions (ct; t = 0, ..., T ) and the set of all feasible control
strategies G are known to all agents a priori.
These functions and the set of feasible control strategies
(defined in Section II-E) form the basis of the decision
making problem.
Assumption 5. Each agent has perfect recall.
Perfect recall of the data from the memory of every agent
is an essential assumption for the structural results derived
in this paper.
We summarize below the sequence of actions taken by
every agent k ∈ K at time t:
1) The state Xt is updated based on (2).
2) Agent k receives information shared by its neighbors,
denoted by N¯kt .
3) Agent k makes an observation about the state Y kt as
indicated by (3).
4) Agent k updates its memory denoted byMkt on a given
protocol.
5) Agent k transmits information, denoted by Nkt , to each
neighbor i ∈ Ck.
6) Agent k generates a control action Ukt .
E. Information Structure of the System
In this network of agents, information propagates through
the word-of-mouth. Agent k ∈ K transmits some infor-
mation denoted by Nkt (defined later in this section) to
every neighboring agent i ∈ Ck at time t. The delay for
information Nkt to reach agent i is r
{k,i}. Thus at time
t + r{k,i}, the information received by agent i from all
j ∈ Ci, denoted by N¯ i
t+n{k,i}
, includes Nkt . Later in time
step t+n{k,i}, agent i transmits information N i
t+n{k,i}
to its
every neighboring agent l ∈ Ci. This transmission is made
such that N¯ i
t+n{k,i}
⊂ N i
t+n{k,i}
. This sequence of actions
taken repeatedly enables information transmitted by agent
k reach an agent j ∈ K \ Ck. We present a more careful
development of this information structure next.
Definition 4. Let Y k0:t and U
k
0:t−1 be the history of observa-
tions and control actions respectively for k ∈ K at time t.
The personal history of k at time t is defined as the random
variableHkt that takes values in the finite set H
k
t and is given
by,
Hkt := {Y
k
0:t, U
k
0:t−1}. (4)
The information transmitted by agent k at time t is denoted
by Nkt and defined explicitly later in this section. We note
here that Nkt includes a subset of the personal history H
k
t
as designated by a given protocol, such that,
Hkt ⊂
t⋃
τ=0
Nkτ . (5)
Definition 5. The memory of agent k ∈ K is defined as the
random variable Mkt that takes values in the finite set M
k
t
and is given by,
Mkt :=
{
H1
t−r{k,1} , ..., H
K
t−r{k,K}
}
. (6)
To justify the definition of memory Mkt , we show below
that for any j ∈ K, the information from Hjt that is available
to agent k is given by Hi
t−r{j,k}
.
Proposition 1. Let k, j ∈ K, and Hjt and r
{j,k} be the
personal history of k at time t and communication delay
respectively. Then we have,
H
j
t−r{j,k}
⊂Mkt . (7)
Proof. Let N
j
t be the information transmitted by j at time
t. From (5) we have H
j
t ⊂
⋃t
τ=0N
j
τ . The total information
transmitted by agent j up to time t is
⋃t
τ=0N
j
τ and the total
information received by agent k after a delay of r{j,k} time
steps is
⋃t−r{j,k}
τ=0 N
j
τ . Thus, H
j
t−r{j,k}
⊂
⋃t−r{j,k}
τ=0 N
j
τ is
available to k at time t.
The memory Mkt is essentially the information structure
for agent k at time t. Therefore, each agent k generates a
control action Ukt as a function of its memory,
Ukt = g
k
t (M
k
t ), (8)
where gkt is the control law of agent k at time t. We define
the control policy for each agent as gk := (gk0 , ..., g
k
T ) and
the control strategy of the system as g := (g1, ..., gK). The
set of all feasible control strategies is denoted by G.
Definition 6. The new information that each agent k ∈ K
transmits is defined as the random variable Nkt that takes
values in the finite set N kt and is given by,
Nkt :=
{
Y
j
t−r{k,j}
, U
j
t−r{k,j}−1
: j ∈ K
}
. (9)
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Definition 7. The information received by agent k ∈ K at
time step t is defined as the random variable N¯kt that takes
values in the finite set N¯ kt and is given by,
N¯kt :=
⋃
i∈Ck
N it−r{k,i} . (10)
Thus, information Nkt added to the memory M
k
t of agent
k comprises of,
1) The information generated by agent k since the previous
update: (Y kt , U
k
t−1).
2) Previously unavailable information received by agent k
at time t (with some abuse of notation): N¯kt \M
k
t−1.
This leads us to the relation between information trans-
mitted and information received at time t,
Nkt = {Y
k
t , U
k
t−1} ∪ {N¯
k
t \M
k
t−1}. (11)
To this end, the phrase new information corresponding to
agent k at time t will refer to the Nkt .
The cost incurred by the system at time t is ct(Xt, U
1:k
t ).
The performance criterion for the design of the system is
given by the total expected cost,
Problem 1: J (g) = Eg
[
T∑
t=0
ct(Xt, U
1:K
t )
]
, (12)
where the expectation is with respect to the joint probability
measure on the random variables Xt, U
1
t , ..., U
K
t . Given
Assumptions 3 and 4 the objective is to choose an optimal
control strategy g∗ that minimizes the performance criterion
(12).
III. THE PRESCRIPTION PROBLEM
A. Review of the Common Information Approach
We consider the common information approach proposed
by Nayyar, Mahajan and Teneketzis [26] as the state of the
art methodology to solve decentralized problems with infor-
mation sharing among agents. This approach was developed
for problems whereK agents share a subset of their personal
history by means of a shared memory. The data in the shared
memory at time t is called the common information denoted
by the random variable ∆t that takes values in a finite set
Dt. Each agent k ∈ {1, ...,K} has instantaneous recall of the
common information ∆t. The data exclusively available to
agent k is called the private information of agent k denoted
by the random variable Λkt taking values in a finite set L
k
t .
In a symmetric time delayed information sharing structure
[27], the data shared by agent k ∈ K at time t, reaches the
shared memory with a delay of n steps. At time t agent k
shares its latest observation and control action (Y kt , U
k
t−1)
leading to the common information,
∆t :={Y
1:K
0:t−n, U
1:K
0:t−n−1}, (13)
and the private information of agent k,
Λkt :={Y
k
t−n+1:t, U
k
t−n:t−1}. (14)
Note that in [27] the RHS of (13) and (14) is (Y 1:K1:t−n, U
1:K
1:t−n)
and (Y kt−n+1:t, U
k
t−n+1:t−1) respectively. We deviate from
[27] because: (a) the system in this paper starts at t = 0
whereas the system in [27] starts at t = 1 and (b) at
time t, agent k in our problem transmits information before
generating a control action Ukt whereas in [27] information
is transmitted after generating the control actions.
The authors in [27] proceed to reformulate the problem
from the point of view of a fictitious coordinator with
access only to the common information ∆t at time t. The
coordinator’s task is to use the information in the shared
memory and generate partial functions Γkt : L
k
t 7→ U
k
t for
every k ∈ {1, ...,K} as, Γkt = ψ
k
t (∆t,Γ
1:K
0:t−1), where ψ
k
t is
called the prescription law of the coordinator.
Each prescription Γkt is a control law for agent k at time
t, i.e., Ukt = Γ
k
t (Λ
i
t). The authors analyze the centralized
stochastic control problem of the coordinator’s selection of
an optimal prescription strategy ψt = (ψ
1
t , ...,ψ
K
t ). This
allows the authors to derive structural results for the optimal
prescription strategy, for instance
Γkt := ψ
k
t
(
P(Xt,Λ
1:K
t |∆t)
)
. (15)
The common information approach can be applied to
simplify Problem 1 by defining the common information
as ∆t :=
⋂K
k=1M
k
t . However, for the word-of-mouth
information structure, the amount of common information
|
⋂K
k=1M
k
t | depends on the maximum delay in the network
max {r{k,j}} for all k, j ∈ K. Thus, we have a requirement
for structural results less dependent on the topology of the
network of agents.
B. Property of the Set of Agents
We begin our reformulation of the problem by stating a key
property of the set of agents K. For notational convenience,
with k ∈ K, we define the set Bk := {k, ...,K} and let
i ∈ Bk. Then at time t,
∣∣∣( k−1⋂
j=1
M
j
t
)
∩Mkt
∣∣∣ ≥ ∣∣∣( k−1⋂
j=1
M
j
t
)
∩M it
∣∣∣, ∀i ∈ Bk. (16)
As an example, we can write (16) for k = 1 as,
|M1t | ≥ |M
i
t |, ∀i ∈ {1, ...,K}, (17)
and for k = 2 as,
|M1t ∩M
2
t | ≥ |M
1
t ∩M
i
t |, ∀i ∈ {2, ...,K}. (18)
Note that if the set of agents K does not satisfy (16), we
can re-index the agents so that it is satisfied. Thus, stating
that agents in our formulation satisfy this property leads to
no loss of generality. To this end, we refer to agent 1 as the
most informed agent.
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C. The Coordinator’s Problem
Inspired by the common information approach, we refor-
mulate this problem from the point of view of a coordinator
that, at time t, has access to the memory M1t of the
most informed agent. The coordinator’s task is to use this
information to generate control laws for all the agents k ∈ K.
Definition 8. LetMkt be the memory of k ∈ K at time t. The
accessible information for k is defined as a random variable
Dkt that takes values in the finite set D
k
t and is given by,
Dkt :=
k⋂
j=1
M
j
t , (19)
such that (16) holds.
The definition of Dkt ensures that D
i
t ⊂ D
k
t when i ∈ B
k.
The aim of imposing (16) on our system is to ensure that
we maximize the amount of accessible information for every
k ∈ K.
Definition 9. Let k ∈ K and i ∈ Bk. The inaccessible
information of k with respect to Dit is defined as the random
variable L
{k,i}
t that takes values form the finite set L
{k,i}
t and
is given by,
L
{k,i}
t :=M
k
t \D
i
t. (20)
For k ∈ K and i ∈ Bk, we have Dit ⊂ M
k
t . The
inaccessible information L
{k,i}
t refers to the information
in the memory Mkt that is not a part of the accessible
information Dit. We can write the memory M
k
t as,
Mkt =
{
Dit, L
{k,i}
t
}
, ∀i ∈ Bk. (21)
Definition 10. The newly accessible information for agent
k ∈ K at time t is defined as the random variable Zkt that
takes values in the finite set Zkt = N
k
t ∩ N
1
t and is given
by,
Zkt := D
k
t \D
k
t−1. (22)
From (22), at time t, we can write Dkt = Z
k
0:t. This
implies,
Zit ⊂ Z
k
t , ∀i ⊂ B
k. (23)
At time t, the coordinator uses the accessible information
Dkt to generate a prescription Θ
k
t that takes values in the
finite set G kt , for agent k ∈ K defined as,
Θkt := (Γ
{k,1}
t , ...,Γ
{k,K}
t ), (24)
where we have the functions Γ{k,i} : L
{i,i}
t 7→ U
i
t for i ∈ B
k
and we have Γ{k,i} : L
{i,k}
t 7→ U
i
t for i ∈ K \ B
k. The
coordinator generates each component of the prescription
Γ
{k,i}
t as,
Γ
{k,i}
t :=
{
ψ
{k,i}
t (D
k
t ) if i ∈ K \ B
k
ψ
{k,i}
t (D
i
t) if i ∈ B
k,
(25)
where ψ{k,i} := (ψ
{k,i}
0 , ..., ψ
{k,i}
T ) is called the prescription
policy of agent k for agent i and ψk := (ψ{k,1}, ...,ψ{k,K})
is called the prescription strategy of agent k. The set of
feasible prescription strategies for agent k is denoted by Ψk.
We also defineψkt := (ψ
{k,1}
t , ..., ψ
{k,K}
t ) as the prescription
policy of agent k at time t and with some abuse of notation
write,
Θkt = ψ
k
t (D
k
t ), (26)
where (26) is equivalent to (25). This shorthand notation
allows us to see the relationship between the accessible
information Dkt of agent k and the prescription Θ
k
t at time
t.
In practice, only agent k has access to the realization θkt
of prescription Θkt . Thus, only the component of the pre-
scription corresponding to itself, Γ
{k,k}
t is used to generate
the control action Ukt as,
Ukt = Γ
{k,k}
t (L
{k,k}
t ). (27)
The other components of the prescriptionΘkt are used only in
deriving subsequent prescriptions Θkt+1, ...,Θ
k
T through the
information state defined in Section IV.
After each agent k ∈ K selects a control action Ukt , the
system incurs the cost ct(Xt, U
1
t , ..., U
K
t ). The performance
criterion for the system is given by the total expected cost,
Problem 2: J (ψ1:K) = Eψ
1:K
[
T∑
t=0
ct(Xt, U
1:K
t )
]
,
(28)
where the expectation is with respect to the joint measure on
the random variables Xt, U
1
t , ..., U
K
t . Given Assumptions 3
and 4, the aim is to select an optimal prescription strategy
ψ∗k for every agent k ∈ K such that the performance
criterion (28) is minimized .
D. Equivalence Between the Problems 1 and 2
Let k, i ∈ K and dkt and l
{k,i}
t be the realizations of
the accessible information Dkt and inaccessible information
L
{k,i}
t respectively. First we select a control strategy g ∈ G
for Problem 1. For every k ∈ K, we select the realizations
γ
{k,i}
t of the partial functions Γ
{k,i}
t as follows,
γ
{k,i}
t (·) :=
{
git(d
k
t , ·) if i ∈ K \ B
k
git(d
i
t, ·) if i ∈ B
k.
(29)
This leads to the realization ukt of the control action U
k
t for
agent k,
ukt = γ
{k,k}
t (l
{k,k}
t ) = g
k
t (d
k
t , l
{k,k}
t ) = g
k
t (m
k
t ), (30)
which is the same as the realization of the control action
through (8). This implies that every feasible control strategy
for Problem 1 can be implemented in Problem 2.
A similar argument shows that the reverse is also true. We
select the prescription strategiesψ1:K from the set of feasible
prescription strategies Ψ1:K . Then the corresponding control
control law for any agent k can be defined as,
ukt = g
k
t (d
k
t , l
{k,k}
t ) := ψ
{k,k}
t (d
k
t )(l
{k,k}
t ). (31)
This implies that selecting the control law gkt in (31) gener-
ates the same control action ukt as the one generated through
5
(8). Therefore, Problems 1 and 2 are equivalent and every
feasible control (prescription) strategy for one problem can
be implemented in the other.
E. The Relationship between Prescription Strategies
In this section we derive a relationship between the pre-
scription strategiesψk and ψi of agents k, i ∈ K respectively
in order to reduce the complexity of the problem.
Lemma 1. Let k, j ∈ K, i ∈ Bk and ψk be a prescrip-
tion strategy for k. Then there exists a function e{i,k} =
(e
{i,k}
1 , ..., e
{i,k}
T ) such that the prescription strategy agent i
constructed as
ψ
{i,j}
t = e
{i,k}
t
(
ψ
{k,j}
t
)
, ∀j ∈ K, (32)
leads to
ψ
{k,j}
t (L
{j,k}
t ) = ψ
{i,j}
t (L
{i,j}
t ), ∀j ∈ B
k. (33)
Proof. Let g
j
t be the control law for agent j at time t.
We prove the result by constructing the control law g
j
t and
the prescription law ψ
{i,j}
t with respect to the prescription
strategy ψk in three different cases:
1) For j ∈ Bi, let gjt : M
j
t 7→ U
j
t and ψ
{i,j}
t (D
j
t ) :
L
{j,j}
t 7→ U
j
t be given by,
ψ
{k,j}
t (D
j
t )(L
{j,j}
t ) =: g
j
t (D
j
t , L
{j,j}
t ), (34)
ψ
{k,j}
t =: ψ
{i,j}
t . (35)
2) For j ∈ Bk ∩ (K \ Bi), let gjt : M
j
t 7→ U
j
t and
ψ
{i,j}
t (D
i
t) : L
{j,i}
t 7→ U
j
t be given by,
ψ
{k,j}
t (D
j
t )(L
{j,j}
t ) =: g
j
t (D
j
t , L
{j,j}
t )
= gjt (D
i
t, L
{j,i}
t ) =: ψ
{i,j}
t (D
i
t)(L
{j,i}
t ). (36)
3) For j ∈ K \ Bk, let gjt : M
j
t 7→ U
j
t and ψ
{i,j}
t (D
i
t) :
L
{j,i}
t 7→ U
j
t be given by,
ψ
{k,j}
t (D
k
t )(L
{j,k}
t ) =: g
j
t (D
k
t , L
{j,k}
t )
= gjt (D
i
t, L
{j,i}
t ) =: ψ
{i,j}
t (D
i
t)(L
{j,i}
t ). (37)
Then, through (35), (36) and (37), we can define a function
e{i,k} : ψk 7−→ ψi such that
ψ
{i,j}
t = e
{i,k}
t
(
ψ
{k,j}
t
)
, ∀j ∈ K, (38)
satisfies (33).
Lemma 2. Let k, j ∈ K, i ∈ K \ Bk and ψk be a
prescription strategy for k. Then there exists a function
e{i,k} = (e
{i,k}
1 , ..., e
{i,k}
T ) such that the prescription strategy
agent i constructed as
ψ
{i,j}
t = e
{i,k}
t
(
ψ
{k,j}
t
)
, ∀j ∈ K, (39)
leads to
ψ
{k,j}
t (L
{j,k}
t ) = ψ
{i,j}
t (L
{i,j}
t ), ∀j ∈ B
k. (40)
Proof. The proof is omitted as it is very similar to the proof
for Lemma 1.
These two results establish that given the prescription
strategy of agent k ∈ K, we can construct a corresponding
prescription strategy for any other agent i ∈ K such that,
Ukt = ψ
{k,k}
t (L
{k,k}
t ) = ψ
{i,k}
t (L
{k,i}
t ). (41)
This leads to the following two corollaries.
Corollary 1. Let k ∈ K, i ∈ Bk, and ψk and dkt be the
prescription strategy of k and realization of Dkt respectively.
At time t, the realization θit of the prescription Θ
i
t is given
by,
γ
{i,j}
t = e
{i,k}
t (ψ
{k,j}
t )(d
i
t). (42)
Corollary 2. Consider Problem 2. To derive the optimal
prescription strategies (ψ∗1, ...,ψ∗K) that minimize (28), it
sufficient to select a prescription strategy ψ∗k that minimizes,
Problem 3: J k(ψk) =
E
ψk
[ T∑
t=0
ct
(
Xt,Γ
{k,1}
t (L
{1,k}
t ), ...,Γ
{k,k}
t (L
{k,k}
t ),
Γ
{k,k+1}
t (L
{k+1,k+1}
t ), ...,Γ
{k,K}
t (L
{K,K}
t )
)]
, (43)
and to select strategy ψ∗i for i ∈ K through (38).
As a consequence of Corollary 2, we get a centralized
system with a single decision maker tasked with selecting a
single prescription strategy.
IV. RESULTS
A. State Sufficient for Input-Output Mapping
We call Problem 3 the prescription problem for agent
k. The objective of the coordinator is to select an optimal
prescription strategy ψ∗k that minimizes (43) for some k ∈
K. At time t, Θkt , (Wt, V
1:K
t ) and Z
k
t are the control input,
uncontrolled inputs and the output of the system respectively.
The information structure of the coordinator is (Dkt ,Θ
k
0:t−1).
The prescription strategies for agents i ∈ K are given by (38).
Lemma 3. A state sufficient for input-output mapping for
the prescription problem corresponding to agent k is,
Skt := {Xt, L
{1,k}
t , ..., L
{k−1,k}
t , L
{k,k}
t , ..., L
{K,K}
t }. (44)
Proof. The state Skt satisfies the three properties stated by
Witsenhausen [35]:
1) There exist functions fˆkt , t = 0, ..., T such that
Skt+1 = fˆ
k
t (S
k
t ,Wt, V
1:K
t+1 ,Θ
k
t ). (45)
2) There exist functions hˆkt , t = 0, ..., T such that
Zkt+1 = hˆ
k
t (S
k
t ,Θ
k
t , V
1:K
t+1 ). (46)
3) There exist functions cˆkt , t = 0, ..., T such that
ct(Xt, U
1:K
t ) = cˆ
k
t (S
k
t ,Θ
k
t ). (47)
The three equations above can each be verified by substitu-
tion of variables on the LHS to bring them in a form that is
a function of the variables of the RHS as summarized below.
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1) We have that Skt+1 = (Xt+1, L
{1,k}
t+1 , ..., L
{k,k}
t+1 ,
..., L
{K,K}
t+1 ). We analyze each term here individually. First,
for Xt+1 we have the following relation,
Xt+1 = ft(Xt, U
1
t , ..., U
K
t )
= ft(Xt,Γ
{k,1}
t (L
{1,k}
t ),
...,Γ
{k,k}
t (L
{k,k}
t ), ....,Γ
{k,K}
t (L
{K,K}
t )). (48)
For L
{i,k}
t+1 for any i ∈ {1, ..., k} we have the relation,
L
{i,k}
t+1 =M
i
t+1 \D
k
t+1
= (M it ∪N
i
t+1) \ (D
k
t ∪ Z
k
t+1)
= L
{i,k}
t ∪ (N
i
t+1 \ Z
k
t+1). (49)
In the second term in (49), N it+1\Z
k
t+1 satisfies the property,
N it+1 \ Z
k
t+1 ⊂ (L
{1,k}
t , ..., L
{k,k}
t , ..., L
{K,K}
t )
∪(Y 1:Kt+1 , U
1:K
t )
=⇒ N it+1 \ Z
k
t+1 ⊂ (L
{1,k}
t , ..., L
{k,k}
t , ..., L
{K,K}
t )
∪
(
h1t+1(Xt+1, V
1
t+1), ..., h
1
t+1(Xt+1, V
1
t+1), ...,Γ
{k,1}
t (L
{1,k}
t ),
...,Γ
{k,k}
t (L
{k,k}
t ), ....,Γ
{k,K}
t (L
{K,K}
t )
)
. (50)
2) For Zkt+1, we have the relation,
Zkt+1 ⊂ (L
{1,k}
t , ..., L
{k,k}
t , ..., L
{K,K}
t ) ∪ (Y
1:K
t+1 , U
1:K
t ),
(51)
which leads to the result through a procedure similar to part
(1).
3) We have shown already that U1:Kt can be written as a
function of Skt and Θ
k
t and Xt ⊂ S
k
t .
B. Information State
The prescription problem for agent k can be viewed as
a Partially Observable Markov Decision Process (POMDP)
with the partially observed state Skt and prescription strategy
ψ∗k. The key difference is the components (Γ
{k,i}
t : i ∈ B
k)
of the control input Θkt are generated as,
Γ
{k,i}
t = ψ
{k,i}
t (D
i
t) ∀i ∈ B
k. (52)
However, we define the information state for this problem as
the standard information state for a POMDP.
Definition 11. Let Skt , Z
k
0:t and Θ
k
0:t−1 be the state, obser-
vations and control inputs respectively of the coordinator at
time t. The information state for the prescription problem for
k is defined as a probability distribution Πkt that takes values
in the possible realizations Pkt := ∆(S
k
t ) and is given by,
Πkt (s
k
t ) := P
ψk(Skt = s
k
t |D
k
t ,Θ
k
0:t−1). (53)
The following result establishes that the evolution of the
information state is independent of the prescription strategy.
Lemma 4. At time t, there exists a function F kt independent
of the prescription strategy ψk such that,
Πkt+1 = F
k
t+1(Π
k
t ,Θ
k
t , Z
k
t+1). (54)
Proof. See Appendix A for the proof.
Lemma 4 establishes the separation of estimation and
control for information state Πkt . Next, we show that Π
k
t
is Markovian and that the cost ct is a function of Π
k
t .
Lemma 5. The evolution of the information state Πt at time
t is as a controlled Markov Chain,
P(Πkt+1|D
k
t ,Θ
k
0:t,Π
k
0:t) = P(Π
k
t+1|Π
k
t ,Θ
k
t ). (55)
Proof. See Appendix B for the proof.
Lemma 6. At time t, there exists a function Ckt , independent
of the prescription strategy ψk, such that,
E
ψk
[
cˆkt (S
k
t ,Θ
k
t )|D
k
t ,Θ
k
0:t
]
= Ckt (Π
k
t ,Θ
k
t ). (56)
Proof. See Appendix B for the proof.
Thus, the prescription problem for agent k is equivalent to
the problem of controlling the evolution of the prescription
state Πkt .
C. Structural Results
The first structural result we state is equivalent to the
one derived through the common information approach for
prescription problem K .
Lemma 7. Consider the prescription problem for agent K .
There exists an optimal prescription strategy ψ∗K of the
form,
Γ
∗{K,k}
t = ψ
∗{K,k}
t (Π
K
t ). (57)
Proof. This is a standard result from MDP theory.
This leads us to the structural result for any prescriptions
corresponding to any agent k ∈ K.
Theorem 1. Let k, i ∈ K and consider the prescription
problem for k. There exists an optimal prescription strategy
ψ∗k of the form,
Γ
∗{k,i}
t :=
{
ψ
∗{k,i}
t (Π
k
t , ...,Π
K
t ) if i ∈ K \ B
k
ψ
∗{k,i}
t (Π
i
t, ...,Π
K
t ) if i ∈ B
k.
(58)
Proof. See Appendix C for the proof.
Theorem 2. Let k ∈ K and consider Problem 1. There exists
an optimal control strategy g∗ of the form,
U∗kt := g
∗k
t (Π
k
t , ...,Π
K
t , L
{k,k}
t ) (59)
Proof. See Appendix D for the proof.
Theorem 3. Let θ1t and pi
1, .., piK be the realizations of
the prescription Θ1t and the information states Π
1
t , ...,Π
K
t
respectively. For t = T, T − 1, ..., 1 and all pi1, .., piK in Pkt
we define the function J1t for t = T as follows,
J1T (pi
1, ..., piK) := inf
θ1
T
∈G 1
T
{
C1T (pi
1
T , θ
1
T )
}
, (60)
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and for t = 1, ..., T − 1 as,
J1t (pi
1, ..., piK) := inf
θ1t∈G
1
t
{
C1t (pi
1
t , θ
1
t )
+E
(
J1t+1(Π
1
t+1, ...,Π
K
t+1)|pi
1:K
t , θ
1
t
)}
. (61)
Then arg inf(θ∗1t ∈ G
1
t ), where θ
∗1
t = (γ
∗{1,1}
t , ..., γ
∗{1,K}
t ),
is the optimal prescription selected by the coordinator
through (58).
Proof. See Appendix E for the proof.
V. DISCUSSION AND CONCLUSIONS
In this paper, we analyzed a decentralized stochastic con-
trol problem with a word-of-mouth information structure and
presented preliminary structural results for optimal strategies.
The structural result that would be obtained by applying the
common information approach to this problem is shown in
Lemma 5 to be a special case of our results. Further, the
results presented in Theorems 2 and 3 compresses a signif-
icantly larger amount of data in the information state when
compared to the common information approach. However,
our results also lead to a very large probabilistic state space
in the argument of the control strategy. We believe that by
studying the relationship between the information states Πkt
and Πit when agent i ∈ B
k and agent k ∈ K, these structural
results can be further improved. The prescription based re-
formulation can also be valuable in studying systems without
requirements of a fixed topology and bi-directional links, for
example, systems with nested information structures.
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APPENDIX A
The proof of Lemma 4 is given below.
Let dkt+1, θ
k
t and pi
k
t be the realizations of the random variables D
k
t+1, Γ
k
t and the conditional probability Π
k
t . Let the
prescription strategy be ψk. Then the realization of Πkt+1 is given by,
pikt+1(st + 1) = P
ψk(Skt+1 = s
k
t+1|d
k
t+1, θ
k
0:t). (62)
Because Skt is a state sufficient for input-output mapping, we can rewrite this as,∑
skt ,v
1:K
t+1
,wt
Isk
t+1
(fˆkt+1(s
k
t , wt, v
1:K
t+1 , θ
k
t ))
.
∏
k
P(V kt+1 = v
k
t+1).P(W
k
t = w
k
t )
.Pψ
k
(Skt = s
k
t |d
k
t+1, θ
k
0:t). (63)
We can rewrite the last term as,
P
ψk(Skt = s
k
t |d
k
t+1, θ
k
0:t)
=
P
ψk(Zkt+1 = z
k
t+1|s
k
t , d
k
t , θ
k
0:t)P
ψk(Skt = s
k
t , D
k
t = d
k
t ,Θ
k
0:t = θ
k
0:t)∑
s˜ P
ψk(Zkt+1 = z
k
t+1|s˜, d
k
t , θ
k
0:t)P
ψk(Skt = s˜, D
k
t = d
k
t ,Θ
k
0:t = θ
k
0:t)
. (64)
However,
P
ψk(Skt = s
k
t , D
k
t = d
k
t ,Θ
k
0:t = θ
k
0:t)
= Pψ
k
(Skt = s
k
t |d
k
t , θ
k
0:t−1)P
ψk(Dkt = d
k
t ,Θ
k
0:t = θ
k
0:t). (65)
We can drop θkt from the prior in (65) because θ
k
t can be derived given d
k
t and ψ
k. Substituting this result in (64) gives,
P
ψk(Skt = s
k
t |d
k
t+1, θ
k
0:t)
=
P
ψk(Zkt+1 = z
k
t+1|s
k
t , d
k
t , θ
k
0:t)P
ψk(Skt = s
k
t |d
k
t , θ
k
0:t−1)∑
s˜ P
ψk(Zkt+1 = z
k
t+1|s˜, d
k
t , θ
k
0:t)P
ψk(Skt = s˜|d
k
t , θ
k
0:t−1)
.
=
P
ψk(Zkt+1 = z
k
t+1|s
k
t , d
k
t , θ
k
0:t).pi
L
t (s
L
t )∑
s˜ P
ψk(Zkt+1 = z
k
t+1|s˜, d
k
t , θ
k
0:t).pi
L
t (s˜)
. (66)
Here we can write the probabilistic term as,
P
ψk(Zkt+1 = z
k
t+1|s
k
t , d
k
t , θ
k
0:t)
= I
hˆkt (s
k
t ,θ
k
t ,v
1:K
t+1)
(
zkt+1
)
. (67)
On substitution in (66), we get,
P
ψk(Skt = s
k
t |d
k
t+1, θ
k
0:t)
=
I
hˆkt (s
k
t ,θ
k
t ,v
1:K
t+1
)
(
zkt+1
)
.piLt (s
k
t )∑
s˜ Ihˆkt (s˜,θ
k
t ,v
1:K
t+1
)
(
zkt+1
)
.pikt (s˜)
. (68)
Together (62) and (68) establish that,
Πkt+1 = F
k
t+1(Π
k
t ,Θ
k
t , Z
k
t+1). (69)
9
APPENDIX B
The proofs of Lemma 5 and Lemma 6 are given below. We start with the first one.
Let dkt+1, θ
k
t and pi
k
t be the realizations of the random variables D
k
t+1, Γ
k
t and the conditional probability Π
k
t . Let the
prescription strategy be ψk. Then, for some P ∈ Pkt ,
P(Πkt+1 ∈ P |d
k
t , θ
k
0:t, pi
k
0:t)
=
∑
zk
t+1
IP (F
k
t+1(pi
k
t , θ
k
0:t, z
k
t+1))
.P(Zt+1 = zt+1|d
k
t , θ
k
t , pi
k
0:t), (70)
where the second term can be expanded as,
P(Zt+1 = zt+1|d
k
t , θ
k
0:t, pi
k
0:t)
=
∑
skt
I
hˆkt (s
k
t ,θ
k
0:t,v
1:K
t+1
)(z
k
t+1).P(S
k
T = s
k
t |d
k
t , θ
k
0:t, pi
k
0:t)
=
∑
skt
I
hˆkt (s
k
t ,θ
k
0:t,v
1:K
t+1
)(z
k
t+1).pi
k
t (s
k
t ), (71)
where given the realized accessible information dkt and prescription strategy ψ
k
t , the prescription θ
k
t is determined and thus
we can reduce the second term to pikt . We substitute this into (70) to get,
P(Πkt+1 ∈ P |d
k
t , θ
k
0:t, pi
k
0:t) = P(Π
k
t+1 ∈ P |θ
k
t , pi
k
t ) (72)
For the proof of Lemma 6 we expand the expectation as follows,
E
ψk
[
cˆkt (S
k
t ,Θ
k
t )|D
k
t ,Θ
k
0:t
]
=
∑
skt
cˆkt (s
k
t , θ
k
t ).P
ψk(Skt = s
k
t |D
k
t = d
k
t ,Θ
k
0:t = θ
k
0:t)
=
∑
skt
cˆkt (s
k
t , θ
k
t ).Π
k
t (s
k
t ) =: C
k
t (Π
k
t ,Θ
k
t ). (73)
APPENDIX C
The proof for Theorem 1 is given below.
Let ψ∗k+1 be an optimal prescription strategy of the form,
Γ
∗{k+1,i}
t :=
{
ψ
∗{k+1,i}
t (Π
k+1
t , ...,Π
K
t ) if i ∈ K \ B
k+1
ψ
∗{k+1,i}
t (Π
i
t, ...,Π
K
t ) if i ∈ B
k+1.
(74)
From (35), we fix the prescription laws ψ
∗{k,i}
t := ψ
∗{k+1,i}
t for i ∈ B
k+1 at time t. The cost at the last time step T is
independent of prescriptions made prior to T . Then we have,
(Γ
∗{k,1}
T , ...,Γ
∗{k,k}
T ) := arg inf
Γ
{k,1}
T
,...,Γ
{k,k}
T
{
CkT
(
ΠkT ,Γ
{k,1}
T , ...,Γ
{k,k}
T ,
ψ
∗{k,k+1}
T (Π
k+1:K
T ), ..., ψ
∗{k,K}
T (Π
K
T )
}
. (75)
From Blackwell’s principle of irrelevant information [36], the optimal prescription components Γ
∗{k,i}
T for i ∈ K\B
k+1 are
of the form,
Γ
∗{k,i}
T := ψ
∗{k,i}
T (Π
k
T , ...,Π
K
T ). (76)
Now let the prescription policy for time T be fixed as ψ∗kT . At time step T − 1, the performance criterion to be minimized
is given by,
CkT−1
(
ΠkT−1,Θ
k
T−1) + C
k
T
(
ΠkT ,Θ
k
T ), (77)
where the second term can be written as follows,
CkT
(
ΠkT ,Θ
k
T ) = E
ψk
[
CkT
(
ΠkT ,Θ
k
T )|Π
k:K
T−1,Θ
k
T−1
]
=: C˜kT−1(Π
k:K
T−1,Θ
k
T−1). (78)
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This allows us to reduce the optimization problem to the one similar to (75) and gives the result for time T − 1 as,
Γ
∗{k,i}
T−1 :=
{
ψ
∗{k,i}
T−1 (Π
k
T−1, ...,Π
K
T−1) if i ∈ K \ B
k
ψ
∗{k,i}
T−1 (Π
i
T−1, ...,Π
K
T−1) if i ∈ B
k.
(79)
Repeating this process over all times t, the optimal prescription components Γ
∗{k,i}
t for i ∈ K \ B
k+1 are of the form,
Γ
∗{k,i}
t := ψ
∗{k,i}
t (Π
k
t , ...,Π
K
t ), (80)
and for i ∈ Bk+1,
Γ
∗{k,i}
t := ψ
∗{k,i}
t (Π
i
t, ...,Π
K
t ) (81)
The result then holds by mathematical induction starting with k = K − 1 and the result in Lemma 7.
APPENDIX D
The proof for Theorem 2 is given below.
Let ψ∗1 be the optimal prescription strategy for agent 1. For any agent k ∈ K, the optimal prescription strategy ψ∗k
is given by (38). Then from the equivalence between Problems 1 and 2, we can select the optimal control strategy g∗ as
follows,
Ukt = Γ
∗{k,k}
t (L
{k,k}
t )
= ψ
∗{k,k}
t (Π
1:K
t )(L
{k,k}
t ) =: g
k
t (Π
1:K
t , L
{k,k}
t ). (82)
APPENDIX E
The proof for Theorem 3 is given below.
In the prescription problem for agent 1, the evolution of the information state Π1t at time t is as a controlled fully observed
Markov process. For such an MDP, this is the standard Dynamic Program. The optimality of the strategies selected in this
form is guaranteed by the structural results and equivalence between Problems 3, 2 and 1.
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