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Abstract
Let {Xn;n ≥ 1} be a sequence of independent random variables on a probability
space (Ω,F ,P) and Sn =
∑n
k=1
Xk. It is well-known that the almost sure convergence,
the convergence in probability and the convergence in distribution of Sn are equivalent.
In this paper, we prove similar results for the independent random variables under the
sub-linear expectations, and give a group of sufficient and necessary conditions for these
convergence. For proving the results, the Levy and Kolmogorov maximal inequalities
for independent random variables under the sub-linear expectation are established. As
an application of the maximal inequalities, the sufficient and necessary conditions for
the central limit theorem of independent and identically distributed random variables
are also obtained.
Keywords: sub-linear expectation; capacity; independence; Levy maximal inequal-
ity; central limit theorem.
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1 Introduction and main results
The convergence of the sums of independent random variables are well-studied. For exam-
ple, it is well-known that, if {Xn;n ≥ 1} is a sequence of independent random variables
on a probability space (Ω,F ,P), then that the infinite series ∑∞n=1Xn is convergent al-
most surely, that it is convergent in probability and that it is convergent in distribution
1This work was supported by grants from the NSF of China (Grant No. 11731012), the 973 Program
(Grant No. 2015CB352302), Zhejiang Provincial Natural Science Foundation (Grant No. LY17A010016)
and the Fundamental Research Funds for the Central Universities.
are equivalent. In this paper, we consider this elementary equivalence under the sub-linear
expectations. The general framework of the sub-linear expectation is introduced by Peng
[7, 8, 11] in a general function space by relaxing the linear property of the classical linear
expectation to the sub-additivity and positive homogeneity (cf. Definition 1.1 below). The
sub-linear expectation does not depend on the probability measure, provides a very flexi-
ble framework to model distribution uncertainty problems and produces many interesting
properties different from those of the linear expectations. Under Peng’s framework, many
limit theorems have been being gradually established recently, including the central limit
theorem and weak law of large numbers (cf. Peng [8, 9]), the small derivation and Chung’s
law of the iterated logarithm (cf. Zhang [13]), the strong law of large numbers (cf. Chen
[1], Chen et al [3], Hu [6], Zhang [15], Zhang and Lin [17]), and the law of the iterated
logarithm (cf. Chen [2], Zhang [14]). For the convergence of the infinite series
∑∞
n=1Xn,
Xu and Zhang [12] gave sufficient conditions of the almost sure convergence for independent
random variables under the sub-linear expectation via a three-series theorem, recently. In
this paper, we will consider the necessity of these conditions and the equivalence of the
almost sure convergence, the convergence in capacity and the convergence in distribution.
In the classical probability space, the Levy maximal inequalities are basic to the study of
the almost sure behavior of sums of independent random variables and a key to show that
the convergence in probability of
∑∞
n=1Xn implies its almost sure convergence. We will
establish Levy type inequalities under the sub-linear expectation. For showing that the con-
vergence in distribution of
∑∞
n=1Xn implies its convergence in probability, the characteristic
function is a basic tool. But, under the sub-linear expectation, there is no such tools. We
will find a new way to show a similar implication under the sub-linear expectations basing
on a Komlogorov type maximal inequality.
As for the central limit theorem, it is well-known that the finite variances and mean ze-
ros are sufficient and necessary for
∑
n
k=1
Xk√
n
to converge in distribution to a normal random
variable if {Xn;n ≥ 1} is a sequence of independent and identically distributed random
variables on a classical probability space (Ω,F ,P). Under the sub-linear expectation, Peng
[8, 9] proved the cental limit theorem under the finite (2+α)-th moment. By applying a mo-
ment inequality and the truncation method, Zhang [14] and Lin and Zhang [5] showed that
the moment condition can be weakened to the finite second moment. A nature question
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is whether the finite second moment is necessary. In this paper, by applying the maxi-
mal inequalities, we will obtain the sufficient and necessary conditions for the central limit
theorem.
In the remainder of the section, we state some natation. In the next section, we will
establish the maximal inequalities for random variables under the sub-linear expectation.
The results on the convergence of the infinite series of random variables will given in Section
3. The sufficient and necessary conditions for the central limit theorem are given in Section
4.
We use the framework and notations of Peng [8]. Let (Ω,F) be a given measurable space
and let H be a linear space of real functions defined on (Ω,F) such that if X1, . . . ,Xn ∈ H
then ϕ(X1, . . . ,Xn) ∈ H for each ϕ ∈ Cl,Lip(Rn), where Cl,Lip(Rn) denotes the linear space
of local Lipschitz functions ϕ satisfying
|ϕ(x) − ϕ(y)| ≤ C(1 + |x|m + |y|m)|x− y|, ∀x,y ∈ Rn,
for some C > 0,m ∈ N depending on ϕ.
H is considered as a space of “random variables”. In this case we denote X ∈ H . In the
paper, we also denote Cb,Lip(Rn) the space of bounded Lipschitz functions, Cb(Rn) the space
of bounded continuous functions, and C1b (Rn) the space of bounded continuous functions
with bounded continuous derivations on Rn.
Definition 1.1 A sub-linear expectation Ê on H is a function Ê : H → R satisfying the
following properties: for all X,Y ∈ H , we have
(a) Monotonicity: If X ≥ Y then Ê[X] ≥ Ê[Y ];
(b) Constant preserving: Ê[c] = c;
(c) Sub-additivity: Ê[X+Y ] ≤ Ê[X]+Ê[Y ] whenever Ê[X]+Ê[Y ] is not of the form +∞−∞
or −∞+∞;
(d) Positive homogeneity: Ê[λX] = λÊ[X], λ ≥ 0.
Here R = [−∞,∞]. The triple (Ω,H , Ê) is called a sub-linear expectation space. Give a
sub-linear expectation Ê, let us denote the conjugate expectation Êof Ê by
Ê [X] := −Ê[−X], ∀X ∈ H .
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From the definition, it is easily shown that Ê [X] ≤ Ê[X], Ê[X+c] = Ê[X]+c and Ê[X−Y ] ≥
Ê[X]− Ê[Y ] for all X,Y ∈ H with Ê[Y ] being finite. Further, if Ê[|X|] is finite, then Ê [X]
and Ê[X] are both finite.
Definition 1.2 (i) (Identical distribution) Let X1 and X2 be two n-dimensional random
vectors defined respectively in sub-linear expectation spaces (Ω1,H1, Ê1) and (Ω2,H2, Ê2).
They are called identically distributed, denoted by X1
d
= X2 if
Ê1[ϕ(X1)] = Ê2[ϕ(X2)], ∀ϕ ∈ Cb,Lip(Rn),
where Cb,Lip(Rn) is the space of bounded Lipschitz functions.
(ii) (Independence) In a sub-linear expectation space (Ω,H , Ê), a random vector Y =
(Y1, . . . , Yn), Yi ∈ H is said to be independent to another random vector X =
(X1, . . . ,Xm) , Xi ∈ H under Ê if
Ê[ϕ(X,Y )] = Ê
[
Ê[ϕ(x,Y )]
∣∣
x=X
]
, ∀ϕ ∈ Cb,Lip(Rm × Rn).
Random variables {Xn;n ≥ 1} are said to be independent, if Xi+1 is independent to
(X1, . . . ,Xi) for each i ≥ 1.
In Peng [8, 9, 10], the space of the test function ϕ is Cl,Lip(Rn). Here, the test function ϕ
in the definition is limit in the space of bounded Lipschitz functions. When the considered
random variables have finite moments of each order, i.e., Ê[|X|p] < ∞ for each p > 0, then
the space of test functions Cb,Lip(Rn) can be equivalently extended to Cl,Lip(Rn).
A function V : F → [0, 1] is called a capacity if V (∅) = 0, V (Ω) = 1 and V (A ∪ B) ≤
V (A)+V (B) for all A,B ∈ F . Let (Ω,H , Ê) be a sub-linear space. We denote a pair (V,V)
of capacities by
V(A) := inf{Ê[ξ] : IA ≤ ξ, ξ ∈ H }, V(A) := 1− V(Ac), ∀A ∈ F ,
where Ac is the complement set of A. Then
Ê[f ] ≤ V(A) ≤ Ê[g], Ê [f ] ≤ V(A) ≤ Ê [g], if f ≤ IA ≤ g, f, g ∈ H .
It is obvious that V is sub-additive, i.e., V(A
⋃
B) ≤ V(A) + V(B). But V and Ê are not.
However, we have
V(A
⋃
B) ≤ V(A) + V(B) and Ê [X + Y ] ≤ Ê [X] + Ê[Y ]
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due to the fact that V(Ac
⋂
Bc) = V(Ac\B) ≥ V(Ac)−V(B) and Ê[−X−Y ] ≥ Ê[−X]−Ê[Y ].
Further, if X is not in H , we define Ê[X] by
Ê[X] = inf{Ê[Y ] : X ≤ Y, Y ∈ H }.
Then V(A) = Ê[IA].
Definition 1.3 (I) A function V : F → [0, 1] is called to be countably sub-additive if
V
( ∞⋃
n=1
An
)
≤
∞∑
n=1
V (An), ∀An ∈ F .
(II) A function V : F → [0, 1] is called to be continuous if it satisfies:
(i) Continuity from below: V (An) ↑ V (A) if An ↑ A, where An, A ∈ F .
(ii) Continuity from above: V (An) ↓ V (A) if An ↓ A, where An, A ∈ F .
It is easily seen that a continuous capacity is countably sub-additive.
2 Maximal inequalities
In this section, we establish several inequalities on the maximal sums. The first one is the
Levy maximal inequality.
Lemma 2.1 Let X1, · · · ,Xn be independent random variables in a sub-linear expectation
space (Ω,H , Ê), Sk =
∑k
i=1Xi, and 0 < α < 1 be a real number. If there exist real constants
βn,k such that
V (Sk − Sn ≥ βn,k + ǫ) ≤ α, for all ǫ > 0 and k = 1, · · · , n,
then
(1− α)V
(
max
k≤n
(Sk − βn,k) > x+ ǫ
)
≤ V (Sn > x) , for all x > 0, ǫ > 0. (2.1)
If there exist real constants βn,k such that
V (|Sk − Sn| ≥ βn,k + ǫ) ≤ α, for all ǫ > 0 and k = 1, · · · , n,
then
(1− α)V
(
max
k≤n
(|Sk| − βn,k) > x+ ǫ
)
≤ V (|Sn| > x) , for all x > 0, ǫ > 0. (2.2)
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Proof. We only give the proof of (2.1) since the proof of (2.2) is similar. Let gǫ(x) be a
function with
gǫ ∈ C1b (R) and I{x≥ǫ} ≤ gǫ(x) ≤ I{x≥ǫ/2} for all x, (2.3)
where 0 < ǫ < 1/2, C1b (R) is the space of bounded continuous function having bounded
continuous derivations. Denote Zk = gǫ (Sk − βn,k − x), Z0 = 0 and ηk =
∏k
i=1(1 − Zi).
Then Sn − Sm is independent to (Z1, . . . , Zm), and
(1− α)I{max
k≤n
(Sk − βn,k) > x+ ǫ}
=(1− α)
[
1−
n∏
k=1
I{Sk − βn,k − x ≤ ǫ}
]
≤(1− α) [1− ηn] = (1− α)
[
n∑
m=1
ηm−1Zm
]
=
n∑
m=1
ηm−1ZmI{Sm − Sn < βn,m + ǫ/2}
+
n∑
m=1
ηm−1Zm [1− α− I{Sm − Sn < βn,m + ǫ/2}]
≤
n∑
m=1
ηm−1ZmI{Sn > x}+
n∑
m=1
ηm−1Zm [−α+ I{Sm − Sn ≥ βn,m + ǫ/2}]
=I{Sn > x}+
n∑
m=1
ηm−1Zm
[−α+ gǫ/2 (Sm − Sn − βn,m)] ,
where the second inequality above is due to the fact that on the event {Zm 6= 0} and
{Sm − Sn < βn,m + ǫ/2} we have Sn ≥ Sm − (Sm − Sn) > x. Note
Ê
[
gǫ/2 (Sm − Sn − βn,m)
] ≤ V (Sm − Sn ≥ βn,m + ǫ/4) ≤ α.
By the independence,
Ê
[
ηm−1Zm
[−α+ gǫ/2 (Sm − Sn − βn,m)]]
=Ê
[
ηm−1Zm
{
−α+ Ê [gǫ/2 (Sm − Sn − βn,m)]}] ≤ 0.
By the sub-additivity of Ê, it follows that
(1− α)V
(
max
k≤n
(Sk − βn,k) > x+ ǫ
)
≤V (Sn > x) +
n∑
m=1
Ê
[
ηm−1Zm
[−α+ gǫ/2 (Sm − Sn − βn,m)]]
≤V (Sn > x) .
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The proof is completed. 
The second lemma is on the Kolmogorov type inequality.
Lemma 2.2 Let X1, · · · ,Xn be independent random variables in a sub-linear expectation
space (Ω,H , Ê). Let Sk =
∑k
i=1Xi.
(i) Suppose |Xk| ≤ c, k = 1, · · · , n. Then
V
(
max
k≤n
|Sk| > x
)
≥ 1− (x+ c)
2 + 2x
∑n
k=1
{(
Ê[Xk]
)+
+
(
Ê[−Xk]
)+}∑n
k=1 Ê[X
2
k ]
, (2.4)
for all x > 0.
(ii) Suppose Xk ≤ c, Ê[Xk] ≥ 0, k = 1, · · · , n. Then
V
(
max
k≤n
Sk > x
)
≥ 1− x+ c∑n
k=1 Ê[Xk]
for all x > 0. (2.5)
Proof. (i) Let gǫ be defined as in (2.3). Denote Zk = gǫ (|Sk| − x), Z0 = 0, ηk =
∏k
i=1(1−
Zi). Then I{|Sk| ≥ x + ǫ} ≤ Zk ≤ I{|Sk| > x}. Also, |Sk−1| < x + ǫ and |Sk| <
|Sk−1|+ |Xk| ≤ x+ ǫ+ c on the event {ηk−1 6= 0}. So
S2k−1ηk−1 + 2Sk−1Xkηk−1 +X
2
kηk−1 =S
2
kηk + S
2
kηk−1Zk
≤S2kηk + (x+ ǫ+ c)2 [ηk−1 − ηk] .
Taking the summation over k yields(
n∑
k=1
Ê[X2k ]
)
ηn +
n∑
k=1
(
X2k − Ê[X2k ]
)
ηk−1 ≤
n∑
k=1
X2kηk−1
≤S2nηn + (x+ ǫ+ c)2 [1− ηn]− 2
n∑
k=1
Sk−1Xkηk−1
≤(x+ ǫ)2ηn + (x+ ǫ+ c)2 [1− ηn]− 2
n∑
k=1
Sk−1Xkηk−1
≤(x+ ǫ+ c)2 − 2
n∑
k=1
Sk−1Xkηk−1.
Write B2n =
∑n
k=1 Ê[X
2
k ]. It follows that
1− (x+ ǫ+ c)
2
B2n
+
∑n
k=1
(
X2k − Ê[X2k ]
)
ηk−1
B2n
≤1− ηn + 2
B2n
n∑
k=1
[
XkS
−
k−1ηk−1 −XkS+k−1ηk−1
]
.
7
Note
Ê[XkS
−
k−1ηk−1] = Ê[Xk]Ê[S
−
k−1ηk−1] ≤ (x+ ǫ)
(
Ê[Xk]
)+
,
Ê[−XkS+k−1ηk−1] = Ê[−Xk]Ê[S+k−1ηk−1] ≤ (x+ ǫ)
(
Ê[−Xk]
)+
and
Ê
[
n∑
k=1
(
X2k − Ê[X2k ]
)
ηk−1
]
=Ê
[
Ê
[
n∑
k=1
(
X2k − Ê[X2k ]
)
ηk−1
∣∣∣X1, · · · ,Xn−1
]]
=Ê
[
n−1∑
k=1
(
X2k − Ê[X2k ]
)
ηk−1 + ηn−1Ê[X2n − Ê[X2n]]
]
=Ê
[
n−1∑
k=1
(
X2k − Ê[X2k ]
)
ηk−1
]
= · · · = 0. (2.6)
It follows that
1− (x+ ǫ+ c)
2
B2n
− 2(x+ ǫ)
∑n
k=1
{(
Ê[Xk]
)+
+
(
Ê[−Xk]
)+}
B2n
≤ Ê [1− ηn] ≤ V
(
max
k≤n
|Sk| > x
)
.
By letting ǫ→ 0, we obtain (2.4). The proof of (i) is completed.
(ii) Redefine Zk and ηk by Zk = gǫ (Sk − x), Z0 = 0, ηk =
∏k
i=1(1 − Zi). Then I{Sk ≥
x+ ǫ} ≤ Zk ≤ I{Sk > x}. Also, Sk−1 < x+ ǫ and Sk = Sk−1 +Xk < x+ ǫ+ c on the event
{ηk−1 6= 0}. So
Sk−1ηk−1 +Xkηk−1 = Skηk + Skηk−1Zk ≤ Skηk + (x+ ǫ+ c)ηk−1Zk.
Taking the summation over k yields(
n∑
k=1
Ê[Xk]
)
ηn +
n∑
k=1
(
Xk − Ê[Xk]
)
ηk−1
≤
n∑
k=1
Xkηk−1 ≤ Snηn + (x+ ǫ+ c) [1− ηn]
≤(x+ ǫ)ηn + (x+ ǫ+ c) [1− ηn] ≤ (x+ ǫ+ c).
Write en =
∑n
k=1 Ê[Xk]. It follows that
1− (x+ ǫ+ c)
en
+
∑n
k=1
(
Xk − Ê[Xk]
)
ηk−1
en
≤ 1− ηn.
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Note
Ê
[
n∑
k=1
(
Xk − Ê[Xk]
)
ηk−1
]
= Ê
[
n−1∑
k=1
(
Xk − Ê[Xk]
)
ηk−1
]
= · · · = 0,
similar to (2.6). It follows that
1− x+ ǫ+ c
en
≤ Ê [1− ηn] ≤ V
(
max
k≤n
Sk > x
)
.
By letting ǫ→ 0, we obtain (2.4). The proof is completed. 
The following lemma on the bounds of the capacities via moments will be used in the
paper.
Lemma 2.3 ( [14]) Let X1,X2, . . . ,Xn be independent random variables in (Ω,H ,V). If
Ê[Xk] ≤ 0, k = 1, . . . , n, then there exists a constant C > 0 such that
V(Sn ≥ x) ≤ C
∑n
k=1 Ê[X
2
k ]
x2
for all ∀x > 0.
3 The convergence of infinite series
Our results on the convergence of the series
∑∞
n=1 are stated as three theorems. The first one
gives the equivalency between the almost sure convergence and the convergence in capacity.
Theorem 3.1 Let {Xn;n ≥ 1} be a sequence of independent random variables in a sub-
linear expectation space (Ω,H , Ê), Sn =
∑n
k=1Xk, and S be a random variable in the
measurable space (Ω,F).
(i) If V is countably sub-additive, and
V (|Sn − S| ≥ ǫ)→ 0 as n→∞ for all ǫ > 0, (3.1)
then
V
({
ω : lim
n→∞Sn(ω) 6= S(ω)
})
= 0. (3.2)
When (3.2) holds, we call that
∑∞
n=1Xn is almost surely convergent in capacity, and
when (3.1) holds, we call that
∑∞
n=1Xn is convergent in capacity.
(ii) If V is continuous, then (3.2) implies (3.1).
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The second theorem gives the equivalency between the convergence in capacity and the
convergence in distribution.
Theorem 3.2 Let {Xn;n ≥ 1} be a sequence of independent random variables in a sub-
linear expectation space (Ω,H , Ê), Sn =
∑n
k=1Xk.
(i) If there is a random variable S in the measurable space (Ω,F) such that
V (|Sn − S| ≥ ǫ)→ 0 as n→∞ for all ǫ > 0, (3.3)
and S is tight under Ê, i.e., Ê
[
I{|S|≤x}c
]
= V(|S| > x)→ 0 as x→∞, then
Ê [φ(Sn)]→ Ê [φ(S)] , φ ∈ Cb(R), (3.4)
where Cb(R) is the space of bounded continuous functions on R. When (3.4) holds, we
call that
∑∞
n=1Xn is convergent in distribution.
(ii) Suppose that there is a sub-linear space (Ω˜, H˜ , E˜) and a random variable S˜ on it such
that S˜ is tight under E˜, i.e., V˜(|S˜| > x)→ 0 as x→∞, and
Ê [φ(Sn)]→ E˜
[
φ(S˜)
]
, φ ∈ Cb(R), (3.5)
then Sn is a Cauchy sequence in capacity V, namely
V (|Sn − Sm| ≥ ǫ)→ 0 as n,m→∞ for all ǫ > 0. (3.6)
Furthermore, if V is countably sub-additive, then on the measurable space (Ω,F) there
is a random variable S which is tight under Ê, such that (3.1) and (3.2) hold.
Recently, Xu and Zhang [12] gave sufficient conditions for
∑∞
n=1Xn to be convergent
almost surely in capacity via three series theorem. The third theorem of us gives the
sufficient and necessary conditions for Sn to be a Cauchy sequence in capacity. For any
random variable X and constant c, we denote Xc = (−c) ∨ (X ∧ c).
Theorem 3.3 Let {Xn;n ≥ 1} be a sequence of independent random variables in (Ω,H , Ê),
Sn =
∑n
k=1Xk. Then Sn will be a Cauchy sequence in capacity V if the following three
conditions hold for some c > 0.
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(S1)
∞∑
n=1
V(|Xn| > c) <∞,
(S2)
∞∑
n=1
Ê[Xcn] and
∞∑
n=1
Ê[−Xcn] are both convergent,
(S3)
∞∑
n=1
Ê
[(
Xcn − Ê[Xcn]
)2]
<∞ or/and
∞∑
n=1
Ê
[(
Xcn + Ê[−Xcn]
)2]
<∞.
Conversely, if Sn is a Cauchy sequence in capacity V, then (S1),(S2) and (S3) will hold for
all c > 0.
From Theorem 3.3, we have the following three series theorem on the sufficient and
necessary conditions for the almost sure convergence of
∑∞
n=1Xn.
Corollary 3.1 Let {Xn;n ≥ 1} be a sequence of independent random variables in (Ω,H , Ê).
Suppose that V is countably sub-additive. Then
∑∞
n=1Xn will converge almost surely in ca-
pacity if the three conditions (S1),(S2) and (S3) in Theorem 3.3 hold for some c > 0.
Conversely, if V is continuous and
∑∞
n=1Xn is convergent almost surely in capacity, then
(i),(ii) and (iii) will hold for all c > 0.
The sufficiency of (S1), (S2) and (S3) is proved by Xu and Zhang [12], and also follows from
Theorem 3.3 and the second part of conclusion of Theorem 3.2 (ii). The necessity follows
from Theorem 3.3 and Theorem 3.1 (ii).
The prove Theorems 3.1 and 3.2. We need some more lemmas. The first lemma is a
version of Theorem 9 of Peng [10].
Lemma 3.1 Let {Yn;n ≥ 1} be a sequence of d-dimensional random variables in a sub-
linear expectation space (Ω,H , Ê). Suppose that Yn is asymptotically tight, i.e.,
lim sup
n→∞
Ê
[
I{Yn‖≤x}c
]
= lim sup
n→∞
V (‖Yn‖ > x)→ 0 as x→∞.
Then for any subsequence {Ynk} of {Yn}, there exist further a subsequence {Ynk′} of {Ynk}
and a sub-linear expectation space (Ω,H ,E) with a d-dimensional random variable Y on it
such that
Ê
[
φ
(
Yn
k′
)]→ E [φ(Y )] for any φ ∈ Cb(Rd)
and Y is tight under E.
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Proof. Let
E [φ] = lim sup
n→∞
Ê [φ(Yn)] , φ ∈ Cb(Rd).
Then E is a sub-linear expectation on the function space Cb(R
d) and is tight in sense that
for any ǫ > 0, there is a compact set K = {x : ‖x‖ ≤ M} for which E [IKc ] < ǫ. With the
same argument as in the proof of Theorem 9 of Peng [10], there is a countable subset {ϕj}
of Cb(R
d) such that for each φ ∈ Cb(Rd) and any ǫ > 0 one can find a ϕj satisfying
E [|φ− ϕj |] < ǫ. (3.7)
On the other hand, for each ϕj , the sequence Ê [ϕj(Yn)] is bounded and so there is a Cauchy
subsequence. Note that the set {ϕj} is countable. By the diagonal choice method, one can
find a sequence {nk} ⊂ {n} such that Ê [ϕj(Ynk)] is a Cauchy sequence for each ϕj . Now,
we show that Ê [φ(Ynk)] is a Cauchy sequence for any φ ∈ Cb(Rd). For any ǫ > 0, choose a
ϕj such that (3.7) holds. Then∣∣∣Ê [φ(Ynk)]− Ê [φ(Ynl)]∣∣∣
≤
∣∣∣Ê [ϕj(Ynk)]− Ê [ϕj(Ynl)]∣∣∣
+ Ê [|φ(Ynk)− ϕj(Ynk)|] + Ê [|φ(Ynl)− ϕj(Ynl)|] .
Taking the limits yields
lim sup
k,l→∞
∣∣∣Ê [φ(Ynk)]− Ê [φ(Ynl)]∣∣∣ ≤ 0 + 2E [|φ− ϕj |] < 2ǫ.
Hence Ê [φ(Ynk)] is a Cauchy sequence for any φ ∈ Cb(Rd), and then
lim
k→∞
Ê [φ(Ynk)] exists and is finite for any φ ∈ Cb(Rd). (3.8)
Now, let Ω = Rd, H = Cl,lip(R
d). Define
E [ϕ] = lim sup
k→∞
Ê [ϕ(Ynk)] , ϕ ∈ Cl,lip(Rd).
Then (Ω,H ,E) is a sub-linear expectation space. Define the random variable Y by Y (x) =
x, x ∈ Ω. From (3.8) it follows that
lim
k→∞
Ê [φ(Ynk)] = E [φ(Y )] for any φ ∈ Cb(Rd).
The proof is completed. 
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Lemma 3.2 Let X and Y be random variables in a sub-linear expectation space (Ω,H , Ê).
Suppose that Y and X are independent (Y is independent to X, or X is independent to Y ),
and X is tight, i.e. V(|X| ≥ x)→ 0 as x >∞. If X + Y d= X, then V(|Y | ≥ ǫ) = 0 for all
ǫ > 0.
Proof. Without loss of generality, we assume that Y is independent to X. We can find a
sub-linear expectation space (Ω′,H ′, Ê′) on which there are independent random variables
X1, Y1, Y2, · · · , Yn, · · · such that X1 d= X, Yi d= Y , i = 1, 2, · · · ,. Without loss of generality,
assume (Ω′,H ′, Ê′) = (Ω,H , Ê). Let Sk =
∑k
j=1 Yk. Then X1 + Sk
d
= X. So,
max
k≤n
V(|Sk| > x0) ≤max
k≤n
V(|X1 + Sk| > x0/2) + V(|X1| > x0/2)
≤Ê
[
g1/2
( |X1 + Sk|
x0
)]
+ Ê
[
g1/2
( |X1|
x0
)]
=2Ê
[
g1/2
( |X|
x0
)]
≤ 2V(|X| ≥ x0/4) < 1/4 (3.9)
for x0 large enough, where gǫ is defined as in (2.3). By Lemma 2.1,
V(max
k≤n
|Sk| > 2x0 + ǫ) ≤ 4
3
max
n
V(|Sn| > x0) ≤ 4
3
· 2V(|X| ≥ x0/4) < 1
3
. (3.10)
It follows that for any ǫ > 0,
V(max
k≤n
|Yk| > 4x0 + 2ǫ) < 1
3
.
Let Zk = gǫ(|Yk| − 4x0− 2ǫ), where gǫ is defined as in (2.3). Denote q = V(|Y1| > 4x0+3ǫ).
Then Z1, Z2 · · · , Zn are independent and identically distributed with {|Yk| > 4x0 + 3ǫ} ≤
Zk ≤ {|Yk| > 4x0 + 2ǫ} and Ê[Z1] ≥ V(|Y1| > 4x0 + 3ǫ) = q. Then by Lemma 2.2 (ii),
1
3
> V
(
n∑
k=1
Zk ≥ 1
)
≥ 1− 1 + 1∑n
k=1 Ê[Zk]
≥ 1− 2
nq
. (3.11)
The above inequality holds for all n, which is impossible unless q = 0. So we conclude that
V(|Y1| > 4x0 + ǫ) = 0 for any ǫ > 0.
Now, let Y˜k = (−5x0) ∨ Yk ∧ (5x0), S˜k =
∑k
i=1 Y˜i. Then Y˜1, · · · , Y˜n are independent and
identically distributed bounded random variables, V(Y˜k 6= Yk) = 0 and V(S˜k 6= Sk) = 0. If
Ê[Y˜1] > 0, then by Lemma 2.2 (ii) again,
V(max
k≤n
Sk ≥ 3x0) = V(max
k≤n
S˜k ≥ 3x0) ≥ 1− 3x0 + 5x0
nÊ[Y˜1]
,
13
which contradicts to (3.10) when n > 12x0/Ê[Y˜1]. Hence, Ê[Y˜1] ≤ 0. Similarly, Ê[−Y˜1] ≤ 0.
We conclude that Ê[Y˜1] = Ê[−Y˜1] = 0. Now, if Ê[Y˜ 21 ] 6= 0, then by Lemma 2.2 (i) we have
V(max
k≤n
|Sk| ≥ 3x0) ≥ 1− (3x0 + 5x0)
2
nÊ[Y˜ 21 ]
,
which contradicts to (3.10) when n > 96x20/Ê[Y˜
2
1 ]. We conclude that Ê[Y˜
2
1 ] = 0.
Finally, for any ǫ > 0 (ǫ < 5x0),
V (|Y | ≥ ǫ) ≤ Ê[Y
2 ∧ (5x0)2]
ǫ2
=
Ê[Y˜ 21 ]
ǫ2
= 0.
The proof is completed. 
Proof of Theorem 3.1. (i) Let ǫk = 1/2
k, δk = 1/4
k. By (3.1), there exits a sequence
n1 < n2 < · · · < nk →∞, such that
max
n≥nk
V (|Sn − S| ≥ ǫk) < δk. (3.12)
By the countably sub-additivity of V, we have
V
(
lim sup
k→∞
|Snk − S| > 0
)
≤ V
( ∞⋂
m=1
∞⋃
k=m
{|Snk − S| ≥ ǫk}
)
≤
∞∑
k=m
V (|Snk − S| ≥ ǫk) ≤
∞∑
k=m
δk → 0 as m→∞.
By (3.12), maxn≥nk V
(|Sn − Snk+1| ≥ 2ǫk) < 2δk < 1/2. Apply the Levy inequality (2.2)
yields
V
(
max
nk≤n≤nk+1
|Sn − Snk | > 5ǫk
)
≤ 2V (|Snk+1 − Snk | > 2ǫk) < 4δk. (3.13)
By the countably sub-additivity of V again,
V
(
lim sup
k→∞
max
nk≤n≤nk+1
|Sn − Snk | > 0
)
≤V
( ∞⋂
m=1
∞⋃
k=m
{ max
nk≤n≤nk+1
|Sn − Snk | ≥ 5ǫk}
)
≤
∞∑
k=m
V
(
max
nk≤n≤nk+1
|Sn − Snk | ≥ 5ǫk
)
≤ 4
∞∑
k=m
δk → 0 as m→∞.
It follows that
V
(
lim sup
n→∞
|Sn − S| > 0
)
≤V
(
lim sup
k→∞
|Snk − S| > 0
)
+ V
(
lim sup
k→∞
max
nk≤n≤nk+1
|Sn − Snk | > 0
)
= 0.
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(3.2) follows.
(ii) From (3.2) and the continuity of V, it follows that for any ǫ > 0,
0 ≥ V
( ∞⋂
n=1
∞⋃
m=n
{|Sm − S| ≥ ǫ}
)
= lim
n→∞V
( ∞⋃
m=n
{|Sm − S| ≥ ǫ}
)
≥ lim sup
n→∞
V (|Sn − S| ≥ ǫ) .
(3.1) follows. The proof is completed. 
Proof of Theorem 3.2. (i) We first show that (3.4) holds for any bounded uniformly
continuous function φ. For any ǫ > 0, there is a δ > 0 such that |φ(x) − φ(y)| < ǫ when
|x− y| < δ. It follows that∣∣∣Ê [φ(Sn)]− Ê [φ(S)]∣∣∣ ≤ ǫ+ 2 sup
x
|φ(x)|V (|Sn − S| ≥ δ) .
By letting n→∞ and the arbitrariness of ǫ > 0, we obtain (3.4). Now, suppose that φ is a
bounded continuous function. Then for any N > 1, φ((−N)∨x∧N) is a bounded uniformly
continuous function. Hence
lim
n→∞ Ê [φ((−N) ∨ Sn ∧N)] = Ê [φ((−N) ∨ S ∧N)] .
On the other hand,∣∣∣Ê [φ((−N) ∨ S ∧N)]− Ê [φ(S)]∣∣∣ ≤ 2 sup
x
∣∣φ(x)∣∣V (|S| > N)→ 0 as N →∞,
and
lim sup
n→∞
∣∣∣Ê [φ((−N) ∨ Sn ∧N)]− Ê [φ(Sn)]∣∣∣
≤2 sup
x
|φ(x)| lim sup
n→∞
V (|Sn| ≥ N) ≤ 2 sup
x
∣∣φ(x)∣∣ lim sup
n→∞
Ê
[
g1
( |Sn|
N
)]
=2 sup
x
|φ(x)|Ê
[
g1
( |S|
N
)]
≤ 2 sup
x
∣∣φ(x)∣∣ lim sup
n→∞
V (|S| ≥ N/2)→ 0 as N →∞,
where gǫ is defined as in (2.3). Hence, (3.4) holds for a bounded continuous function φ.
(ii) Note
V (|Sn − Sm| ≥ 2x) ≤ V (|Sn| ≥ x) + V (|Sm| ≥ x) .
It follows that
lim sup
m≥n→∞
V (|Sn − Sm| ≥ 2x) ≤ 2 lim sup
n→∞
V (|Sn| ≥ x)
≤2 lim sup
n→∞
Ê
[
g1
( |Sn|
x
)]
= E˜
[
g1
(
|S˜|
x
)]
≤ 2V
(
|S˜| ≥ x/2
)
→ 0 as x→∞.
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Write Yn,m = (Sn, Sm − Sn), then the sequence {Yn,m;m ≥ n} is asymptotically tight, i.e.,
lim sup
m≥n→∞
V (‖Yn,m‖ ≥ x)→ 0 as x→∞.
By Lemma 3.1, for any subsequence (nk,mk) of (n,m), there is further a subsequence
(nk′ ,mk′) of (nk,mk) and a sub-linear expectation space (Ω,H ,E) with a random vector
Y = (Y1, Y2) such that
Ê
[
φ
(
Yn
k′
,m
k′
)]→ E [φ(Y )] , φ ∈ Cb(R2). (3.14)
Note that Sm
k′
−Sn
k′
is independent to Sn
k′
. By Lemma 4.4 of Zhang [13], Y2 is independent
to Y1 under E. Let φ ∈ Cb,Lip(R). By (3.14),
Ê
[
φ
(
Sm
k′
)]→ E [φ(Y1 + Y2)] , Ê [φ (Sn
k′
)]→ E [φ(Y1)] (3.15)
and
Ê
[
φ
(
Sm
k′
− Sn
k′
)]→ E [φ(Y2)] . (3.16)
On the other hand, by (3.5),
Ê
[
φ
(
Sm
k′
)]→ E˜ [φ(S˜)] and Ê [φ (Sn
k′
)]→ E˜ [φ(S˜)] . (3.17)
Combing (3.15) and (3.17) yields
E [φ(Y1 + Y2)] = E [φ(Y1)] = E˜
[
φ(S˜)
]
, φ ∈ Cb,Lip(R).
Hence, by Lemma 3.2, we obtain V(|Y2| ≥ ǫ) = 0 for all ǫ > 0. By choosing φ ∈ Cb,Lip(R)
such that I|x|≥ǫ ≤ φ(x) ≤ I|x|≥ǫ/2 in (3.16), we have
lim sup
k′→∞
V
(∣∣Sm
k′
− Sn
k′
∣∣ ≥ ǫ) ≤ V(|Y2| ≥ ǫ/2) = 0.
So, we conclude that for any subsequence (nk,mk) of (n,m), there is a further a subsequence
(nk′ ,mk′) of (nk,mk) such that
V
(∣∣Sm
k′
− Sn
k′
∣∣ ≥ ǫ)→ 0 for all ǫ > 0.
Hence (3.6) is proved.
Next, suppose that V is countably sub-additive. Let ǫk = 1/2
k, δk = 1/3
k. By (3.6),
there is a sequence n1 < n2 < · · · < nk < · · · such that
V
(|Snk+1 − Snk | ≥ ǫk) ≤ δk.
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Let A = {ω :∑∞k=1 |Snk+1 − Snk | <∞}. Then
V (Ac) ≤V
( ∞∑
k=K
|Snk+1 − Snk | ≥
∞∑
k=K
ǫk
)
≤
∞∑
k=K
V
(|Snk+1 − Snk | ≥ ǫk) ≤ ∞∑
k=K
δk → 0 as K →∞.
Define S = limk→∞ Snk on A, and S = 0 on A
c. Then
V
(
|S − Snk | ≥ 1/2k−1
)
≤V(Ac) + V
(
A,
∞∑
i=k
|Sni+1 − Sni | ≥
∞∑
i=k
ǫi
)
≤
∞∑
i=k
V
(|Sni+1 − Sni | ≥ ǫi) ≤ ∞∑
i=k
δi → 0 as k →∞.
On the other hand, by (3.6),
V (|Sn − Snk | ≥ ǫ)→ 0 as n, nk →∞.
Hence
V (|Sn − S| ≥ ǫ) ≤ V (|Sn − Snk | ≥ ǫ/2) + V (|S − Snk | ≥ ǫ/2)→ 0.
(3.1) is proved. Further,
V (|S| ≥ 2M) ≤ lim sup
n
V (|Sn| ≥M) + lim sup
n
V (|Sn − S| ≥M)
≤V˜
(
|S˜| ≥M/2
)
→ 0 as M →∞.
So, S is tight. Finally, (3.2) follows from Theorem 3.1. 
For showing Theorem 3.3, we need a more lemma.
Lemma 3.3 Let {Xn;n ≥ 1} be a sequence of independent random variables in a sub-linear
expectation space (Ω,H , Ê) with |Xk| ≤ c, Ê[Xk] ≥ 0 and Ê[−Xk] ≥ 0, k = 1, 2, · · · . Let
Sk =
∑k
i=1Xi. Suppose
lim
x→∞ limn→∞V
(
max
k≤n
|Sk| > x
)
< 1. (3.18)
Then
∑∞
n=1 Ê[Xn],
∑∞
n=1 Ê[−Xn] and
∑∞
n=1 Ê[X
2
n] are convergent.
Proof. By (3.18), there exist 0 < β < 1, x0 > 0 and n0, such that
V
(
max
k≤n
|Sk| > x
)
< β, for all x ≥ x0, n ≥ n0.
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By (2.5),
n∑
k=1
Ê[Xk] ≤ x+ c
1− β , for all x ≥ x0, n ≥ n0.
So
∑∞
k=1 Ê[Xk] is convergent. Similarly,
∑∞
k=1 Ê[−Xk] is convergent.
Now, by (2.4),
n∑
k=1
Ê[X2k ] ≤
(x+ c)2 + 2x
∑n
k=1
{(
Ê[Xk]
)+
+
(
Ê[−Xk]
)+}
1− β
≤(x+ c)
2 + 2x
∑∞
k=1
{
Ê[Xk] + Ê[−Xk]
}
1− β , for all x ≥ x0, n ≥ n0.
So
∑∞
n=1 Ê[X
2
n] is convergent. The proof is completed. 
Proof of Theorem 3.3. (i) By Lemma 2.3 and the condition (S3),
V
(
Sn − Sm −
n∑
k=m+1
Ê[Xk] ≥ ǫ
)
≤C
∑n
k=m+1 Ê
[
(Xk − Ê[Xk])2
]
ǫ2
→ 0 as n ≥ m→∞.
The convergence of
∑∞
n=1 Ê[Xn] implies
∑n
k=m+1 Ê[Xk]→ 0. It follows that
lim
n≥m→∞
V (Sn − Sm ≥ ǫ) = 0 for all ǫ > 0.
On the other hand, note Ê[Xk]+Ê[−Xk] ≥ 0. The condition (S2) implies
∑∞
n=1
(
Ê[Xk] + Ê[−Xk]
)
<
∞, and then ∑∞n=1 (Ê[Xk] + Ê[−Xk])2 < ∞. Hence, by the condition (S3) and the fact
that Ê
[
(−Xk − Ê[−Xk])2
]
≤ Ê
[
(Xk − Ê[Xk])2
]
+ (Ê[Xk] + Ê[−Xk])2,
∞∑
n=1
Ê
[
(−Xn − Ê[−Xn])2
]
<∞.
By considering −Xn instead of Xn, we have
lim
n≥m→∞
V (−Sn + Sm ≥ ǫ) = 0 for all ǫ > 0.
It follows that (3.6) holds, i.e., Sn is a Cauchy sequence in capacity V.
(ii) Suppose that Sn is a Cauchy sequence in capacity V. Similar to (3.13), by applying
the Levy inequality (2.2) we have
lim
n≥m→∞
V
(
max
m≤k≤n
|Sk − Sm| > ǫ
)
= 0 for all ǫ > 0. (3.19)
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Then
lim
n≥m→∞
V
(
max
m≤k≤n
|Xk| ≥ c
)
= 0 for all c > 0. (3.20)
Write vk = V (|Xk| ≥ 2c). Similar to (3.11), we have for m0 large enough and all n ≥ m ≥
m0,
1
3
> V
(
max
m≤k≤n
|Xk| ≥ c
)
≥ 1− 2∑n
k=m+1 vk
.
It follows that
∑∞
k=1 vk <∞. The condition (S1) is satisfied for all c > 0.
Next, we consider (S3). Write Xcn = (−c) ∨ Xn ∧ c and Scn =
∑n
k=1X
c
k. Note on the
event {maxm≤k≤n |Xk| < c}, Xck = Xk, k = m+ 1, · · · , n. By (3.19) and (3.20),
lim
n≥m→∞
V
(
max
m≤k≤n
|Sck − Scm| > ǫ
)
= 0 for all ǫ > 0. (3.21)
Let Y1, Y
′
1 , Y2, Y
′
2 , · · · , Yn, Y ′n, · · · be independent random variables under the sub-linear ex-
pectation Ê with Yk
d
= Y ′k
d
= Xck, k = 1, 2, · · · . Then
{Ym+1, · · · , Yn} d= {Y ′m+1, · · · , Y ′n} d= {Xcm+1, · · · ,Xcn}.
Let Tk =
∑k
i=1 Yi and T
′
k =
∑k
i=1 Y
′
i . By (3.21),
lim
n≥m→∞
V
(
max
m≤k≤n
|Tk − Tm| > ǫ
)
= lim
n≥m→∞
V
(
max
m≤k≤n
|T ′k − T ′m| > ǫ
)
= 0 for all ǫ > 0. (3.22)
Write Y˜n = Yn − Y ′n and T˜n =
∑n
k=1 Y˜k. Then {Y˜n;n ≥ 1} is a sequence of independent
random variables with V(|Y˜n| > 3c) = 0. Without loss of generality, we can assume |Y˜n| ≤ 3c
for otherwise we can replace Y˜n by (−3c) ∨ Y˜n ∧ (3c). By (3.22),
lim
n≥m→∞
V
(
max
m≤k≤n
|T˜k − T˜m| > 2ǫ
)
= 0 for all ǫ > 0.
Note Ê[−Y˜k] = Ê[Y˜k] = (Ê[Xck] + Ê[−Xck])/2 ≥ 0. By Lemma 3.3,
∞∑
n=1
(
Ê[Xcn] + Ê[−Xcn]
)
and
∞∑
n=1
Ê[Y˜ 2n ] are convergent.
Note
Ê
[
Y˜ 2n |Yn
]
≥(Yn − Ê[Yn])2 + Ê [(Y ′n − Ê[Y ′n])2]
+ 2
(
Yn − Ê[Yn]
)−Ê [Y ′n − Ê[Y ′n]] .
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So
Ê
[
Y˜ 2n
]
≥2Ê[(Xcn − Ê[Xcn])2]− 2{Ê[Xcn] + Ê[−Xcn]}Ê [(Xcn − Ê[Xcn])−]
≥2Ê[(Xcn − Ê[Xcn])2]− 2c{Ê[Xcn] + Ê[−Xcn]}.
It follows that
∞∑
n=1
Ê
[(
Xcn − Ê[Xcn]
)2]
<∞. (3.23)
Since Ê
[(−Xcn − Ê[−Xcn])2] ≤ Ê[(Xcn − Ê[Xcn])2]+ (Ê[Xcn + Ê[−Xcn])2, we also have
∞∑
n=1
Ê
[(−Xn − Ê[−Xn])2] <∞.
The condition (S3) is proved.
Finally, we consider (S2). For any ǫ > 0, when m,n are large enough,
∑n
k=m+1
(
Ê[Xcn]+
Ê[−Xcn]
)
< ǫ. By (3.23) and Lemma 2.3,
V
(
Scn − Scm −
n∑
k=m+1
Ê[Xck]− Ê[−Xck]
2
≥ ǫ
)
=V
(
Scn − Scm −
n∑
k=m+1
Ê[Xck] ≥ ǫ−
n∑
k=m+1
Ê[−Xck] + Ê[Xck]
2
)
≤C
∑n
k=m+1 Ê
[(
Xck − Ê[Xck]
)2]
(ǫ/2)2
→ 0 as n ≥ m→∞.
Similarly, by considering −Xck instead of Xck we have
V
(
−Scn + Scm −
n∑
k=m+1
Ê[−Xck]− Ê[Xck]
2
≥ ǫ
)
→ 0 as n ≥ m→∞.
It follows that, for any ǫ > 0,
V
(∣∣∣∣∣Scn − Scm −
n∑
k=m+1
Ê[Xck]− Ê[−Xck]
2
∣∣∣∣∣ ≥ ǫ
)
→ 0 as n ≥ m→∞,
which, together with (3.21), implies
n∑
k=m+1
Ê[Xck]− Ê[−Xck]
2
→ 0 as n ≥ m→∞.
Hence,
∑∞
n=1
(
Ê[Xck] − Ê[−Xck]
)
is convergent. Note that
∑∞
n=1
(
Ê[Xck] + Ê[−Xck]
)
is con-
vergent. We conclude that both
∑∞
n=1 Ê[X
c
k] and
∑∞
n=1 Ê[−Xck] are convergent. The proof
of (ii) is completed. .
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4 Central limit theorem
In this section, we consider the sufficient and necessary conditions for the central limit
theorem. We first recall the definition of G-normal random variables which is introduced
by Peng [8, 9].
Definition 4.1 (G-normal random variable) For 0 ≤ σ2 ≤ σ2 < ∞, a random variable
ξ in a sub-linear expectation space (Ω˜, H˜ , E˜) is called a normal N
(
0, [σ2, σ2]
)
distributed
random variable (written as ξ ∼ N(0, [σ2, σ2]) under E˜), if for any ϕ ∈ Cl,Lip(R), the
function u(x, t) = E˜
[
ϕ
(
x+
√
tξ
)]
(x ∈ R, t ≥ 0) is the unique viscosity solution of the
following heat equation:
∂tu−G
(
∂2xxu
)
= 0, u(0, x) = ϕ(x), (4.1)
where G(α) = 12(σ
2α+ − σ2α−).
That ξ is a normal distributed random variable is equivalent to that, if ξ′ is an independent
copy of ξ (i.e., ξ′ is independent to ξ and ξ d= ξ′), then
E˜
[
ϕ(αξ + βξ′)
]
= E˜
[
ϕ
(√
α2 + β2ξ
)]
, ∀ϕ ∈ Cl,Lip(R) and ∀α, β ≥ 0, (4.2)
(cf. Definition II.1.4 and Example II.1.13 of Peng [9]). We also write η
d
= N
(
0, [σ2, σ2]
)
if η
d
= ξ (as defined in Definition 1.2 (i)) and ξ ∼ N(0, [σ2, σ2]) (as defined in Definition
4.1). By definition, η
d
= ξ if and only if for any ϕ ∈ Cb,Lip(R), the function u(x, t) =
Ê
[
ϕ
(
x+
√
tη
)]
(x ∈ R, t ≥ 0) is the unique viscosity solution of the equation (4.1). In
the sequel, without loss of generality, we assume that the sub-linear expectation spaces
(Ω˜, H˜ , E˜) and (Ω,H , Ê) are the same.
Let {Xn;n ≥ 1} be a sequence of independent and identically distributed random vari-
ables in a sub-linear expectation space (Ω,H , Ê), Sn =
∑n
k=1Xk. Peng [8, 9] proved that,
if Ê[X1] = Ê[−X1] = 0 and Ê[|X1|2+α] <∞ for some α > 0, then
lim
n→∞ Ê
[
ϕ
(
Sn√
n
)]
= Ê [ϕ(ξ)] ,∀ϕ ∈ Cb(R), (4.3)
where ξ ∼ N (0, [σ2, σ2]), σ2 = Ê[X21 ] and σ2 = Ê [X21 ]. Zhang [14] showed that Ê[|X1|2+α] <
∞ can be weakened to Ê[(X21 − c)+] → 0 as c → ∞ by applying the moment inequalities
of sums of independent random variables and the truncation method. A nature question is
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whether Ê[X21 ] < ∞ and Ê[X1] = Ê[−X1] = 0 are sufficient and necessary for (4.3). The
following theorem is our main result.
Theorem 4.1 Let {Xn;n ≥ 1} be a sequence of independent and identically distributed
random variables in a sub-linear expectation space (Ω,H , Ê), Sn =
∑n
k=1Xk. Suppose that
(i) limc→∞ Ê[X21 ∧ c] is finite;
(ii) x2V (|X1| ≥ x)→ 0 as x→∞;
(iii) limc→∞ Ê [(−c) ∨X1 ∧ c)] = limc→∞ Ê [(−c) ∨ (−X1) ∧ c)] = 0.
Write σ2 = limc→∞ Ê[X21 ∧ c] and σ2 = limc→∞ Ê [X21 ∧ c]. Then for any ϕ ∈ Cb(R),
lim
n→∞ Ê
[
ϕ
(
Sn√
n
)]
= Ê [ϕ(ξ)] , (4.4)
where ξ ∼ N (0, [σ2, σ2]).
Conversely, if (4.4) holds for any ϕ ∈ C1b (R) and a random variable ξ with x2V (|ξ| ≥ x)→
0 as x→∞, then (i),(ii) and (iii) hold and ξ d= N (0, [σ2, σ2]).
Before prove the theorem, we give some remarks on the conditions. Note that Ê[X21 ∧ c]
and Ê [X21 ∧ c] are non-decreasing in c. So, σ2 and σ2 are well-defined and nonnegative, and
are finite if the condition (i) is satisfied. It is easily seen that, for c1 > c2 > 0,∣∣∣Ê[Xc11 ]− Ê[Xc21 ]∣∣∣ ≤ Ê[(|X1| ∧ c1 − c2)+] ≤ σ2c2 . (4.5)
So, the condition (i) implies that limc→∞ Ê[Xc1 ] and limc→∞ Ê[−Xc1] exist and are finite.
If Ê is a continuous sub-linear expectation, i.e., Ê[Xn]ր Ê[X] whenever 0 ≤ Xn ր X,
and Ê[Xn] ց 0 whenever Xn ց 0, Ê[Xn] < ∞, then (i) is equivalent to Ê[X21 ] < ∞, (iii)
is equivalent to Ê[X1] = Ê[−X1] = 0, and (ii) is automatically implied by Ê[X21 ] < ∞. In
general, the condition Ê[X21 ] <∞ and (i) with (ii) do not imply each other. However, it is
easily verified that, if Ê[(X21 − c)+]→ 0 as c→∞, then (i) and (ii) are satisfied and (iii) is
equivalent to Ê[X1] = Ê[−X1] = 0.
To prove Theorem 4.1, we need a more lemma.
22
Lemma 4.1 Let Xn1, · · ·Xnn be independent random variables in a sub-linear expectation
space (Ω,H , Ê) with
1√
n
n∑
k=1
{∣∣∣Ê[Xnk]∣∣∣+ ∣∣∣Ê[−Xnk]∣∣∣}→ 0,
1
n
n∑
k=1
{∣∣Ê[X2nk]− σ2∣∣+ ∣∣Ê [X2nk]− σ2∣∣}→ 0
and
1
n3/2
n∑
k=1
Ê[|Xnk|3]→ 0.
Then
lim
n→∞ Ê
[
ϕ
(∑n
k=1Xnk√
n
)]
= Ê [ϕ(ξ)] ,∀ϕ ∈ Cb(R),
where ξ ∼ N (0, [σ2, σ2]).
This lemma can be proved by refining the arguments of Li and Shi [4] and can also follow
from the Lindeberg central limit theorem [16]. We omit the proof here.
Proof of Theorem 4.1. We first prove the sufficient part, i.e., (i),(ii) and (iii) =⇒
(4.4). Let Xnk = (−
√
n) ∨Xk ∧
√
n. Then for any ǫ > 0,
1
n3/2
n∑
k=1
Ê[|Xnk|3] = 1
n1/2
Ê[|Xn1|3] ≤ ǫσ2 + nV
(|X1| ≥ ǫ√n)→ 0
as n→∞ and then ǫ→ 0, by the condition (ii). Also,
1
n
n∑
k=1
{∣∣Ê[X2nk]− σ2∣∣+ ∣∣Ê [X2nk]− σ2∣∣}
=
∣∣Ê [X21 ∧ n]− σ2∣∣+ ∣∣Ê [X21 ∧ n]− σ2∣∣→ 0,
by (i). Note by (ii) and (i),
1√
n
n∑
k=1
∣∣∣Ê[Xnk]∣∣∣ = √n ∣∣∣Ê[Xn1]∣∣∣
=
√
n lim
c→∞
∣∣∣Ê[Xn1]− Ê [(−c√n) ∨X1 ∧ (c√n)]]
≤√n lim
c→∞ Ê
[(|X1| ∧ (c√n)− x√n)+]+√nÊ [(|X1| ∧ (x√n)−√n)+]
≤σ
2
x
+ xnV
(|X1| ≥ √n)→ 0 as n→∞ and then x→∞,
and similarly,
1√
n
n∑
k=1
∣∣∣Ê[−Xnk]∣∣∣→ 0.
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The conditions in Lemma 4.1 are satisfied. We obtain
lim
n→∞ Ê
[
ϕ
(∑n
k=1Xnk√
n
)]
= Ê [ϕ(ξ)] .
It is obvious that
Ê
[∣∣∣∣ϕ(∑nk=1Xnk√n
)
− ϕ
(
Sn√
n
)∣∣∣∣] ≤ sup
x
|ϕ(x)|nV (|X1| ≥ √n)→ 0.
(4.4) is proved.
Now, we consider the necessary part. Letting ϕ = gǫ
(|x| − t) yields
lim sup
n→∞
V
( |Sn|√
n
≥ t+ ǫ
)
≤ V (|ξ| ≥ t) for all t > 0, ǫ > 0.
So
lim sup
n≥m→∞
max
m≤k,l≤n
V
( |Sk − Sl|√
n
≥ 2t+ ǫ
)
≤ 2V (|ξ| ≥ t) for all t > 0, ǫ > 0.
Choose t0 such that V (|ξ| ≥ t0) < 1/(32). Applying the Levy maximal inequality (2.2)
yields
lim sup
n≥m→∞
V
(
maxm≤k≤n |Sk − Sm|√
n
≥ 4t
)
<
64
31
V (|ξ| ≥ t) for all t > t0. (4.6)
Hence
lim sup
n≥m→∞
V
(
maxm≤k≤n |Xk|√
n
≥ 8t
)
<
64
31
V (|ξ| ≥ t) for all t > t0. (4.7)
Let t1 > t0 and m0 such that
V
(
maxm≤k≤n |Sk − Sm|√
n
> 4t1
)
<
2
31
for all m ≥ m0 (4.8)
and
V
(
maxm≤k≤n |Xk|√
n
> 8t1
)
<
4
31
for all m ≥ m0. (4.9)
Write Ynk = (−8t1) ∨
(
Xk√
n
)
∧ (8t1). Then by (4.8) and (4.9),
V
 max
m≤k≤n
∣∣ k∑
j=m+1
Ynj
∣∣ > 4t1
 < 2
31
+
4
31
<
1
5
for all m ≥ m0 (4.10)
If Ê[Yn1] > 0, then by Lemma 2.2 (ii),
1
5
> 1− 4t1 + 8t1
(n−m)Ê[Yn1]
.
Hence (n −m)(Ê[Yn1])+ ≤ 15t1. Similarly, (n −m)(Ê[−Yn1])+ ≤ 15t1. Hence, by Lemma
2.2 (i), it follows that
1
5
> 1− (4t1 + 8t1)
2 + 8t1
{
(n−m)(Ê[Yn1])+ + (n−m)(Ê[−Yn1])+}
(n−m)Ê[Y 2n1]
.
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We conclude that (n −m)Ê[Y 2n1] ≤ 54(122 + 240)t21. Choose m = n/2 and let n → ∞. We
have
lim
c→∞ Ê[X
2
1 ∧ c] = limn→∞nÊ[Y
2
n1] ≤
5
2
(122 + 240)t21.
(i) is proved. Note that (i) implies that limc→∞ Ê[Xc1] exists and is finite. Then
lim
c→∞ Ê[X
c
1 ] = lim sup
n→∞
√
nÊ[Yn1] ≤ lim sup
n→∞
30t1√
n
= 0.
Similarly, limc→∞ Ê[−Xc1] exists, is finite and not positive. Note Ê[−Xc1]+Ê[Xc1] ≥ 0. Hence
(iii) follows.
Finally, we show (ii). For any given 0 < ǫ < 1/2, by the condition x2V(|ξ| ≥ x) → 0,
one can choose t1 > t0 such that
64
31V(|ξ| ≥ t1) ≤ ǫ93t2
1
< 1/2. Then by (4.7), there is m0
such that
V
(
maxm≤k≤n |Xk|√
n
≥ 8t1
)
<
ǫ
93t21
, n ≥ m ≥ m0.
Choose Zk = gǫ
( |Xk|
8t1
√
n
− 1) such that I{|Xk| ≥ 9t1√n} ≤ Zk ≤ I{|Xk| ≥ 8t1√n}. Let
qn = V (|X1| ≥ 9t1
√
n). Then
V
(
maxm≤k≤n |Xk|√
n
≥ 8t1
)
≥Ê
[
1−
n∏
k=m+1
(1− Zk)
]
=1−
n∏
k=m+1
(1− Ê[Zk]) ≥ 1− e−(n−m)qn .
It follows that
nV
(|X1| ≥ 9t1√n) ≤ 2(n−m)qn < 2× 2× ǫ
93t21
for m = [n/2] ≥ m0.
Hence
(9t1
√
n)2V
(|X1| ≥ 9t1√n) < 4ǫ
9
, n ≥ 2m0.
When x ≥ 9t1
√
2m0, there is n such that 9t1
√
n ≤ x ≤ 9t1
√
n+ 1. Then
x2V (|X1| ≥ x) ≤ (9t1
√
n+ 1)2V
(|X1| ≥ 9t1√n) ≤ 8ǫ
9
.
It follows that lim supx→∞ x2V (|X1| ≥ x) < ǫ. (ii) is proved. The proof is now completed.

Remark 4.1 From the proof, we can find that
lim
x→∞ lim supn→∞
V
( |Sn|√
n
≥ x
)
= 0
implies (i) and (ii). One may conjecture that,
25
C1 if (4.4) holds for any ϕ ∈ C1b (R) and a tight random variable ξ (i.e., V (|ξ| ≥ x)→ 0 as
x→∞), then (i), (ii) and (iii) holds and ξ d= N (0, [σ2, σ2]).
An equivalent conjecture is that,
C2 if ξ and ξ′ are independent and identically distributed tight random variables, and
Ê
[
ϕ(αξ + βξ′)
]
= Ê
[
ϕ
(√
α2 + β2ξ
)]
, ∀ϕ ∈ Cb(R) and ∀α, β ≥ 0, (4.11)
then ξ
d
= N
(
0, [σ2, σ2]
)
, where σ2 = limc→∞ Ê[ξ2 ∧ c] and σ2 = limc→∞ Ê [ξ2 ∧ c].
It should be noted that the conditions (4.2) and (4.11) are different. The condition (4.2)
implies that ξ have finite moments of each order, but non information about the moments
of ξ is hidden in (4.11). As Theorem 4.1, the conjecture C2 is true when x2V (|ξ| ≥ x)→ 0
as x→∞. In fact, let X1,X2, · · · , be independent random variables with Xk d= ξ. Then by
(4.11), Sn√
n
d
= ξ. By the necessary part of Theorem 4.1, the conditions (i), (ii) and (iii) are
satisfied. Then by the sufficient part of the theorem, ξ
d
= N
(
0, [σ2, σ2]
)
. We don’t known
whether conjectures C1 and C2 are true without assuming any moment conditions. It is
very possible that they are not true in general. But finding a counterexample is not an easy
task.
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