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Abstract
In this paper, we will study the entire positive C4 solutions of the geometrically interesting
integral equation: u(x)= 18
∫
R3 |x−y|u−q(y) dy with 0<q in R3. We will show that there are
positive entire solutions which take the form u(x)=c(1+|x|2)1/2 up to dilation and translations,
only when q = 7.
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1. Introduction
The main purpose of the present article is to show the following:
Theorem 1.1. Suppose that u is a C4 entire positive solution of the integral equation
u(x) = 1
8
∫
R3
|x − y|u−q(y) dy in R3 (1.1)
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with q > 0, then q = 7 and up to a constant multiplication, a translation and a
dilation, u takes the form:
u(x) = (1+ |x|2)1/2. (1.2)
The motivation to study this equation arises from the conformal geometry.
It is well known that, on a Riemann surface, if g and g¯ are two metrics related
by g¯ = e2ug, then their associated Laplace operators are related according to the
rule:
g¯ = e−2ug. (1.3)
Such an operator is known as a conformally covariant operator.
It is equally well known that the Laplace operator , in dimension higher than 2,
is neither conformally invariant nor conformally covariant. The conformally covariant
version of Laplace operator is the conformal Laplace, deﬁned by
L = −+ n− 2
4(n− 1)Rg, (1.4)
where n3 and Rg is the scalar curvature of the metric g.
Similarly if (M, g) is a smooth four-dimensional Riemannian manifold and if the
scalar curvature and the Ricci curvature of g are denoted by Rg and Ric, respectively,
the following fourth-order operator, discovered by Paneitz [19],
Pgu = 2gu− [( 23Rgg − 2Ricg) du], (1.5)
where  is the divergent operator, also has the conformally covariant property. More
speciﬁcally, if g¯ = e2ug, then
Pg¯ = e−4uPg. (1.6)
Branson [2] and Fefferman and Graham [10] have noticed that there is a conformal
covariant operator of order four on a Riemannian manifold of dimension other than
four. More precisely, this operator can be written as follows:
Pg = 2g − [(anRgg + bnRicg)d] +
n− 4
2
Qg, (1.7)
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where
Qg = − 12(n− 1)Rg +
n3 − 4n2 + 16n− 16
8(n− 1)2(n− 2)2 R
2
g
− 2
(n− 2)2 |Ric|
2 (1.8)
and {
an = (n−2)2+42(n−1)(n−2) ,
bn = − 4n−2 .
(1.9)
For the importance of those operators, one refers the reader to recent papers [3,6,7,14],
etc.
We may note that when n = 4, Eq. (1.7) reduces to Eq. (1.5).
Similar to the conformal Laplace, the operator Pg has the following important prop-
erty: if g¯ = u4/(n−4)g is a conformal metric of g, then for all  ∈ C∞(M),
Pg(u) = un+4n−4Pg¯().
In particular, if  = 1, then
Pgu = n− 42 Qg¯u
n+4
n−4 . (1.10)
In order to have a better understanding of those operators and its associated equations,
we would like to investigate the Euclidean case ﬁrst. On the Euclidean space Rn with
the standard metric g, Rg = Ric = 0. Thus Eq. (1.10) has a simpler form.
2u = n− 4
2
Qg¯u
n+4
n−4 in Rn. (1.11)
For n5 and Qg¯ = positive constant, the smooth positive solutions of Eq. (1.11)
have been classiﬁed in [15,23,24]. Similar higher-order equations have been treated in
[20,22].
It is left with case n = 3. Note that Eq. (1.1) has geometric meaning only when
q = 7. Attention to this equation has been ﬁrst called in paper [25].
From an analytical point of view, it is also interesting to study the equation for
the other q. It turns out that the solutions are hard to classify when we release our
restriction on geometry. In order to avoid further complexity, we focus our attention to
its integral form (1.1). To see this, we assume that |x|u−q(x) is integrable on R3 such
that
2u+ u−q = 0. (1.12)
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Now G(x, y) = |x − y| is the fundamental solution for 2G = −y(x) on R3. Then
multiply both sides of Eq. (1.12) by G(x, y) and integrate the resulting equation over
R3 to get Eq. (1.1) up to ignoring the quadratic terms in x and a constant multiple.
We should point out that even in this simple case, the analysis is not easy. The
amazing cancellation has happened in the Pohozev identity to conclude that q = 7 and
hence the moving sphere method can be applied. Even for a radial case, the equation
has already been difﬁcult as one could see from recent work by McKenna and Reichel
[17] which is based on our earlier work jointly with Choi [9].
We should mention that the similar second-order equations with positive expo-
nents in Rn have been studied extensively. We list a few of them for references:
[4,5,8,11,12,16,19], etc. We would like to remark that the second-order equations with
negative exponents and conformally covariant property only hold on R1, thus the equa-
tions reduce to second-order ordinary differential equations with negative exponents.
Such equations have been studied by Ai et al. [1].
The organization of the paper is as follows: Section 2 is devoted to showing that
q = 7 in order that the integral equation to have a positive solution. This is the key
step in order to apply the method of moving spheres to this equation. In Section 3, we
carry out the details of proof of the above main result. We should point out that this
part is more or less known to experts in this ﬁeld. We include them here in order for
the paper to be self-contained.
2. q = 7
The main aim of this section is to show that if Eq. (1.1) admits a C4 positive regular
solution, then q = 7.
Lemma 2.1. If u > 0 is a solution of the equation
(2u)(x)+Q(x)u−q(x) = 0 in R3, (2.1)
then the following Pohozev identity holds:
1
q − 1
∫
Br(0)
(x · ∇Q)u1−q dx +
(
1
2
− 3
q − 1
)∫
Br(0)
Qu1−q dx
= P(u, r)− 1
q − 1
∫
Br(0)
rQu1−q d, (2.2)
where
P(u, r) =
∫
Br(0)
{
1
2
r(u)2 − 1
2
u
u
r
+ 1
2
(u)
u
r
+ r u
r
u
r
− (u) 
r
[
r
u
r
]}
d. (2.3)
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Proof. Multiplying x · ∇u on the both sides of Eq. (2.1) and integrating the resulting
equation over the ball Br(0), one has
0 =
∫
Br(0)
(x · ∇u)[2u+Qu−q ] dx
= − 3
1− q
∫
Br(0)
Qu1−q dx − 1
1− q
∫
Br(0)
(x · ∇Q)u1−q dx
+ 1
1− q
∫
Br(0)
rQu1−q d+ 1
2
∫
Br(0)
(u)2 dx
+
∫
Br(0)
[
1
2
r(u)2 + r u
r
u
r
− (u) 
r
(
r
u
r
)]
d. (2.4)
And also multiplying u on both sides of Eq. (2.1) and integrating it over the ball
Br(0), one has
∫
Br(0)
(u)2 dx =
∫
Br(0)
[
(u)
u
r
− uu
r
]
d−
∫
Br(0)
Qu1−q dx.
Lemma 2.1 follows by substituting this into Eq. (2.4) and rearranging the
terms. 
Lemma 2.2. If u > 0 is an entire solution of Eq. (1.1), then q = 7.
Proof. By assumption, we know that u has the representation formula:
u(x) = 1
8
∫
R3
|x − y|u−q(y) dy. (2.5)
It is not hard to see that u does satisfy Eq. (2.1) with Q = 1. Let us assume that
q > 4 for the moment. We will deal with the case 0 < q4 later.
For simplicity, let us use c0 to denote the integral
1
8
∫
R3
u−q(x) dx.
Then,
u(x) = c0|x| + 1(x), (2.6)
where
1(x) =
1
8
∫
R3
[|x − y| − |x|]u−q(y) dy.
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Clearly, we have
|1(x)|c1 =
1
8
∫
R3
|x|u−q(x) dx,
u
r
= 1
8
∫
R3
x · (x − y)
r|x − y| u
−q(y) dy
= c0 + 2(x)
r
, (2.7)
where
2(x) =
1
8
∫
R3
x · (x − y)− r|x − y|
|x − y| u
−q(y) dy.
The function 2(x) obeys the following estimate:
|2(x)| =
1
8
∣∣∣∣
∫
R3
x · (x − y)− r|x − y|
|x − y| u
−q(y) dy
∣∣∣∣
= 1
8
∣∣∣∣
∫
R3
|x − y|[|x − y| − |x|] + y · (x − y)
|x − y| u
−q(y) dy
∣∣∣∣
 2c1,
r
u
r
= c0r + 18
∫
R3
[
x · (x − y)
|x − y| − |x|
]
u−q(y) dy, (2.8)

r
[
r
u
r
]
= c0 + 3(x), (2.9)
where
3(x) =
1
8
∫
R3
{[ |x|
|x − y| − 1
]
− x · (x − y)y · (x − y)|x||x − y|3
}
u−q(y) dy.
Note that 3 can be estimated as follows:
|x||3(x)|
= 1
8
∣∣∣∣
∫
R3
{
|x|
[ |x|
|x − y| − 1
]
− x · (x − y)y · (x − y)|x − y|3
}
u−q(y) dy
∣∣∣∣
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 1
4
∫
R3
[ |x||y|
|x − y|
]
u−q(y) dy
C,
for a constant independent of x and for |x| sufﬁciently large. Here we have used the
assumption that q > 4 and u(x) = c0|x| + 1(x). Keep in mind that 1(x) is bounded
by a constant. To be more precise, let us show this. We write R3 = A1 ∪ A2 where
A1 := {y ∈ R3||x − y| |x|/2}, and A2 := {y ∈ R3||x − y| |x|/2}. Now we can
decompose the integral into three parts, namely, the integral over the domains A1 and
A2. The integral over A1 is bounded since for any y ∈ A1, |x|/|x − y|2 and the
integral of the function |y|u−q(y) in whole space is ﬁnite if q > 4. The integral over
A2 can be estimated as follows:
∫
A2
[ |x||y|
|x − y|
]
u−q(y) dy

[
min
(|x|/2) |y| (3|x|/2) u(y)
]−q
2|x|2
∫ |x|/2
0
r dr

[
min
(|x|/2) |y| (3|x|/2) u(y)
]−q
|x|4, (2.10)
which is bounded for |x|2R0 where R0 is sufﬁciently large so that u(x) = c0|x| +
1(x)(c0/2)|x| if |x|R0.
u = 1
4
∫
R3
u−q(y)
|x − y| dy =
2c0
|x| + 4(x), (2.11)
where
4(x) =
1
4
∫
R3
|x| − |x − y|
|x||x − y| u
−q(y) dy.
This time it is clearly to seen that
|x|2|4(x)|C2,
which can be seen similar to the estimate for 3.
Finally,
u
r
= 1
4
∫
R3
−x · (x − y)
|x||x − y|3 u
−q(y) dy = − 2c0|x|2 + 5(x), (2.12)
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where
5(x) = −
1
4
∫
R3
[
x · (x − y)
|x||x − y|3 −
1
|x|2
]
u−q(y) dy.
And 5(x) obeys the estimate:
|x|3|5(x)| = |x|3
∣∣∣∣ 14
∫
R3
[
x · (x − y)
|x||x − y|3 −
1
|x|2
]
u−q(y) dy
∣∣∣∣
= 1
4
∫
R3
[ |x|2y · (x − y)
|x − y|3 + |x|
||x| − |x − y||
|x − y|
]
u−q(y) dy
 C3,
with the same reason as above.
Combining these estimates, we can easily see that
1. |x|2|1(x)5(x)| → 0 as |x| → ∞;
2. |x|3|24(x)| → 0 as |x| → ∞;
3. |x|2|2(x)5(x)| → 0 as |x| → ∞;
4. |x||2(x)4(x)| → 0 as |x| → ∞;
5. |x|2|3(x)4(x)| → 0 as |x| → ∞.
It follows from above that the following estimate holds:
1
2
r(u)2 − 1
2
u
u
r
+ 1
2
(u)
u
r
+
(
r
u
r
)
u
r
− (u)
(

r
[
r
u
r
])
= 1
2
r
(
2c0
|x| + 4(x)
)2
− 1
2
(c0|x| + 1(x))
(
− 2c0|x|2 + 5(x)
)
+1
2
(
2c0
|x| + 4(x)
)(
c0 + 2(x)|x|
)
+ (c0|x| + 2(x))
(
− 2c0|x|2 + 5(x)
)
−
(
2c0
|x| + 4(x)
)
(c0 + 3(x))
= c0
{
3
2
4(x)+
1
2
|x|5(x)− 2
3(x)
|x| +
1
|x|2 (1(x)− 2(x))
}
+1
2
r(4)
2 − 1
2
1(x)5(x)+
1
2
2(x)
|x| 4(x)
+2(x)5(x)− 3(x)4(x). (2.13)
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Now by the deﬁnitions of i for i = 1, 2, . . . , 5, we have
3
2
4(x)+
1
2
|x|5(x)−
2
|x|3(x)+
1
|x|2 (1(x)− 2(x))
= 1
8
∫
R3
{ |x| − |x − y|
|x||x − y| −
x · (x − y)
|x − y|3 +
1
|x|
+2x · (x − y)y · (x − y)|x|2|x − y|3 −
y · (x − y)
|x|2|x − y|
}
u−q(y) dy
= 1
8
∫
R3
u−q(y)
|x − y|
{
1− x · (x − y)|x − y|2
+2x · (x − y)y · (x − y)|x|2|x − y|2 −
y · (x − y)
|x|2
}
dy
= 1
8
∫
R3
u−q(y)|y|2(y · (y − x))
|x|2|x − y|3 dy
= o
(
1
|x|2
)
, (2.14)
as |x| → ∞. For the last step, see [21].
What we have shown so far is that, if q > 4,
P(u, r)→ 0 as r →∞. (2.15)
Since u(x) |x|c0 + c1 holds for all q, if 0 < q4, then clearly,
u(0) = 1
8
∫
R3
|y|u−q(y) dy
 1
8
∫
R3
|y|(c0|y| + c1)−q dy
= 1
2
∫ ∞
0
r3(c0r + c1)−q dr
= ∞. (2.16)
It follows from this that if u is regular, then q > 4. Hence by putting Q = 1 in Eq.
(2.2) and noting that
∫
Br(0)
ru1−q d→ 0, (2.17)
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as |x| → ∞ since u(x)|x| for some small constant  and x sufﬁciently large and
q > 4, we conclude that q = 7.
This completes the proof of Lemma 2.2. 
3. Moving sphere method
We continue to use the notation from the previous section. Our aim here is to apply
the method of moving spheres to show the following:
Theorem 3.1. Suppose that u is a C4 positive solution of Eq. (1.1). Then q = 7 and
up to translation and dilation,
u(x) = c(1+ |x|2)1/2. (3.1)
Clearly, this theorem contains Theorem 1.1 that we have stated in the introduction.
Proof. The conclusion q = 7 has been shown in Lemma 2.2. The rest of the proof
consists of several lemmas and propositions. 
Throughout the proof, we set v(x) = |x| v( 
2x
|x|2 ) for  > 0 where v is deﬁned as
v(x) = |x|u( x|x|2 ). Then we have
Lemma 3.2. v satisﬁes
2v + v−7 = 0. (3.2)
Proof. It is easy to see that v(x) = u( x2 ). Therefore,
2v(x) = −7(2u)
(
x
2
)
= −v−7
(
x
2
)
. 
Combining (2.1) with q = 7 and Lemma 3.2, we have
Lemma 3.3. If we set w = −v + v, then w satisﬁes
2w(x) = 	(x)w(x), (3.3)
where 	(x) = v−7(x)−v
−7
 (x)
w(x)
= 1
v7(x)v7(x)
[∑6i=0 vi(x)v6−i (x)]0.
Proof. It is clear. 
Proposition 3.4. For  > 0 large enough, w0 and −w0 for all x ∈ B(0)\{0}.
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Proof. We will prove this proposition in three steps:
Step 1: There exists R0 > 0 such that for R0 |x| 2 , we have w0.
In fact, set A = lim|y|→∞ |y|−1v(y) = u(0) > 0. It is clear that for R0 > 0 large
enough, we have, for all R0 |x| 2 , that
w(x) = −v(x)+ |x| v
(
2x
|x|2
)
= −|x|u
(
x
|x|2
)
+ 


∣∣∣∣∣
2x
|x|2
∣∣∣∣∣
−1
v
(
2x
|x|2
)
= −|x|
(
A+O
(
1
|x|
))
+ 
(
A+O
( |x|
2
))
 2|x|
(
A
(
1− 1
2
)
−O
(
1
R0
))
> 0
if R0 is large enough.
Step 2: There exists a R1 > R0, such that for R1 2 |x|, we have w0 and
w0.
In fact,
−w = −
[
u
(
x
2
)]
+ 
[
|x|u
(
x
|x|2
)]
= −|x|−2
{ |x|2
3
(u)
(
x
2
)
− |x|−1(u)
(
x
|x|2
)
+4|x|
( 3∑
i=1
xi
|x|2 · ui
(
x
|x|2
))
− 2v(x)
}
. (3.4)
Clearly, if R1 > 1, then | x|x|2 | = 1|x| 1R1 1 if |x|R1. Let C = maxB¯1 |∇u|. Then
it is clear that |4∑3i=1( xi|x|2 )ui( x|x|2 )| 4C|x| if R1 is sufﬁciently large.
Now let B = maxB¯1 |u|. Hence, we have∣∣∣∣ |x|23 (u)
(
x
2
)
− |x|−1(u)
(
x
|x|2
)∣∣∣∣
 |x|
2
3
B + |x|−1B

{
1

+ 1|x|
}
B 2B

,
if B
R1
< 1.
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Note that if |x| is sufﬁciently large, v(x) u(0)2 |x|. Therefore, if R1R0 is large
enough, then −w(x)0 for R1 2 |x|.
Since w(x)0 on |x| = 2 and w(x) = 0 on |x| = , by maximum principle [13],
we have w0 on R1 2 |x|.
Step 3: There exists R2R1 such that w(x)0 for x ∈ BR0(0)\{0} and−w(x)0 for x ∈ B1/2(0)\{0} for all R2.
In fact, we know that there is a constant c > 0 such that v(x)c for 0 < |x|R0,
since when |x| is small, we have v(x) = |x|u(x/|x|2) |x|c|x/|x|2| = c and v is
continuous on rest of ball. And by the very deﬁnition of v(x), we also have v(x)→
∞ as  → ∞ for all 0 < |x|R0 since when  is large enough, v(x)(u(0)/2).
Therefore, for  large enough, we have w(x) > 0 for 0 < |x|R0.
Since for  large enough, w(x)0, it will be clear that if |x| is sufﬁciently small,
we see that v0 by a direct calculation from Eq. (1.1). It is not hard to show
that if 
 = minx∈B1/2{v}, then 
 > 0 and v
 for all x ∈ B1/2 by the fact
that v0 and 2v0. Hence, by taking  sufﬁciently large, we know that w =
−v + −3(u)( x
2
) < 0 for x ∈ B1/2.
Now combining Steps 1–3, we can conclude that Proposition 3.4 is true except for
one thing we need to clear up, i.e., −w(x)0 on the region 12 |x| 2 . Since
2w = 	(x)w where 	0 is deﬁned in Lemma 3.3, it is not hard to see that
	(x) > 0 for 0 < |x|. Then it is easy to conclude that −w(x)0 in the region
1
2 |x|/2 by using the maximum principle since (−w(x)) = −	(x)w(x)0
and −w(x)0 on |x| = 14 by Step 3 and −w(x)0 on |x| = 34 by Step 2.
Thus, we complete the proof of Proposition 3.4. 
Now we deﬁne, for b ∈ R3, that
b = inf{ > 0: w,b(x)0 and − w,b(x)0 in B(0)\{0}
for  <  < +∞},
where w,b = −vb(x)+ (vb)(x), vb(x) = |x|ub( x|x|2 ) and ub(x) = u(x + b).
Proposition 3.5. There exists b¯ ∈ R3 such that b¯ > 0.
Proof. For all b ∈ R3,  > 0, set
gb,(x) = −vb(x)+
[
|x|

vb
(
2x
|x|2
)]
= w,b(x),
for all x ∈ B(0)\{0}.
Suppose the proposition is not true. Then for all b ∈ R3 and all  > 0, we always
have w,b0.
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Now, a simple observation gives the following facts:
gb,|x|(x) = 0,
gb,|x|(rx) = −vb(rx)+ rvb
(x
r
)
0,
for all 0 < r < 1.
It follows that
d
dr
{gb,|x|(rx)}|r=10,
i.e.,
−(∇vb)(rx) · x + vb(x)− (∇v)
(x
r
)
· x
r2
|r=10.
Simplify this to get
−2∇vb · x + vb(x)0. (3.5)
Note that vb(x) = |x|u( x|x|2 + b). Set y = x|x|2 . It is just a matter of easy calculation
to show that
∇vb · x = vb(x)− |x|(∇u)(y + b) · y. (3.6)
Now combining (3.5) and (3.6) and doing variable change, we get
(y − b) · (∇u)(y)− 12u(y)0.
In the above equation, both sides being divided by |b| and sending |b| to +∞, we
have
∇u · b0,
where b = b/|b|. Thus, for all b ∈ R3, ∇u(x) · b0. Thus, from Eq. (3.5) and
arbitrarily for b, we have ∇u = 0. Thus, u is a constant which contradicts the fact that
2u+ u−7 = 0.
Thus, the proposition holds true. 
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Proposition 3.6. Suppose there exists a point b ∈ R3 such that b > 0, then w,b(x) ≡
0 for all x ∈ R3.
Proof. Without loss of generality, we can assume that b = 0. Suppose the proposition
is not true. That is, assume that w0(x) ≡ 0 satisﬁes
{
w00 and − w00 in B0\{0},
2w0 = 	(x)w0(x) in B0\{0}.
(3.7)
It follows from the strong form of the maximum principle that
{
w0 > 0 in B0\{0},
w0 < 0 in B0\{0}. (3.8)
Now we need to do some preparations in order to complete the argument.
First of all, let us consider the function h(x) = w0 + c0[r|x|−1 − 1] on the domain
B0/2\Br where c0 = minx∈B0/2 w0 > 0 and r is any positive real number between 0
and 02 . It is clear that h(x)w0(x)−c00 for x ∈ B0/2 and that h(x) = w0(x)>0
for x ∈ Br . And it is easy to see that h(x)0 for all x ∈ B0/2\Br . Therefore,
h(x)0 for all x ∈ B0/2\Br by the maximum principle. Since r is arbitrary, if we let
r go to 0, we have the conclusion that
w0c0 > 0 for all x ∈ B0/2\{0}. (3.9)
Secondly, since −w00, let 
 = minx∈B0/2{−w0} > 0, then as seen above
we can easily show that
−w0(x)
, (3.10)
for all x ∈ B0/2\{0}.
Next, by the deﬁnition of 0, we have two cases to discuss:
Case 1: If there exists a sequence {k} such that
k → 0 as k →∞ and k < 0 and
inf
B¯k (0)\{0}
wk < 0.
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It is not difﬁcult to see from (3.9) that for k large enough, we have
wk (x)
c0
2
for x ∈ B¯0/2(0)\{0}.
It follows that there exists xk ∈ B¯k (0)\B0/2(0) such that
wk (xk) = min
B¯k (0)\{0}
wk < 0.
It is clear that 02 < |xk| < k . Hence, ∇wk (xk) = 0 and wk (xk)0. After
passing to a subsequence ( still denoted by xk), xk → x0. It follows that
w0(x0) = 0,∇w0(x0) = 0,w0(x0)0.
Thus, |x0| = 0. Since, when |x0| = 0,−w0(x)0 for x near x0, by Hopf’s
Lemma,  [w0 ](x0) > 0. It contradicts the fact that ∇w0(x0) = 0. Therefore,
w0 ≡ 0.
Case 2: In this case we have w00, hence [−w0 ]0. Furthermore the easy
calculation shows that −w00 on the sphere x : |x| = 0. This, together with (3.10)
and the maximum principle, shows that −w00 in the whole domain which con-
tradicts (3.8).
Thus, we complete the proof of Proposition 3.6. 
Proposition 3.7. For all b ∈ R3, we have b > 0.
Proof. It follows from Propositions 3.5 and 3.6 that there exists some b¯ ∈ R3 such
that b¯ > 0 and w−1
b¯
,b¯
(x) = 0 for all x ∈ R3. That is, we have
vb¯(x) =
|x|
b¯
vb¯
(
2
b¯
x
|x|2
)
.
In terms of u, this can be written as
|x|ub¯
(
x
|x|2
)
= b¯ub¯
(
x
2
b¯
)
.
By setting y = x|x|2 , the above relation can be rewritten as
ub¯(y) = |y|−1b¯ ub¯
(
y
2
b¯
|y|2
)
.
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It follows that
lim|y|→∞[|y|
−1ub¯(y)]
= b¯ub¯(0)
= b¯u(b¯). (3.11)
Suppose that there exists a b ∈ R3 such that b = 0. Then
w,b(x) = −vb(x)+
[
|x|

vb
(
2x
|x|2
)]
0, (3.12)
for all  > 0 and x ∈ B(0)\{0}.
It follows that
|x|

ub
(
x
|x|2
)
ub
(
x
2
)
for all  > 0 and x ∈ B(0)\{0}.
Fixing  > 0 in the above and sending |x| to 0, we have, by (3.11),
b¯

u(b¯)ub(0) = u(b),
which is true for all  > 0.
Now sending  to 0, we have
u(b)0,
which contradicts the fact that u > 0 on Rn. Thus, Proposition 3.7 is true. 
Proposition 3.8. If u > 0 satisﬁes (1.1), then there exist some x0 and constants a, d
such that
u(x) = (a|x − x0|2 + d)1/2.
Proof. By Propositions 3.5 and 3.7, we know that for all b ∈ R3, we have
vb(x) = |x|b vb
(
2bx
|x|2
)
.
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Using the relation between v and u and setting y = x
2b
and b = −1b , we can rewrite
it as follows:
u(y + b) = |y|−1b u
(
2by
|y|2 + b
)
. (3.13)
Now set x = y + b to get
u(x) = −1b |x − b|u
(
2b(x − b)
|x − b|2 + b
)
.
It follows that the limit lim|x|→∞ |x|−1u(x) exists and is equal to −1b u(b) for all
b ∈ R3.
Thus if we let A denote the limit
lim|x|→∞ |x|
−1u(x) = −1b u(b), (3.14)
then we have two cases to discuss.
Case 1: If A = 0, it then is easy to see from (3.13) and (3.14) that u ≡ 0 which is
impossible since u = 0 cannot be a positive solution of (1.1).
Case 2: If A = 0, since −1b u(b) = A, by our setting u > 0, A > 0. Without of loss
generality, we can assume A = 1. Now for |x| large,
u(x) = 
−1
0
|x|−1
{
u(0)+ u
xi
(0) · 
2
0xi
|x|2 + o
(
1
|x|
)}
,
and
u(x) = 
−1
b
|x − b|−1
{
u(b)+ u
xi
(b) · 
2
b(xi − bi)
|x − b|2 + o
(
1
|x|
)}
.
Combining these two equations and A = 1, we obtain
u(b)
u
xi
(b) = u(0) u
xi
(0)+ bi.
It follows that for some x0 ∈ R3, d > 0,
u2(x) = |x − x0|2 + d.
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That is,
u(x) = a(|x − x0|2 + d) 12 .
We should note that there is a relation between a and d when q = 7 from (1.1). We
are not so interested in this relation.
This completes the proof of Proposition 3.8 and hence of Theorem 3.1. 
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