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1. INTRODUCTION 
The basic and fundamental work in the area of statistical inference 
for stochastic processes was by Grenander (1951). A comprehensive survey 
of the results on the topic is given by Grenander (1967). We consider 
the special inference problems involving two competing Poisson models. 
More specifically, we analyze error probabilities and hypothesis testing 
procedures for competing Poisson process models. Brown (1971, 1972) 
provides some theoretical developments of inference for Poisson 
processes, material that is closely related to the development in Chapter 
3. 
Basawa and Rao (1980) also describe inference procedures for 
competing Poisson process models, in particular, models having 
proportional intensity functions. These ideas prove useful for work in 
Chapter 2 of this thesis. 
Discrimination between Poisson process models is the focus of this 
research. Two approaches are taken. One approach is to observe the 
process through a fixed time T, and the times of occurrence t^, ..., 
''N(T) used in the discrimination procedure. The other approach 
involves observation of the process through k occurrences and use of the 
k occurrence times t^, ..., t^ in the discrimination process. These two 
types of analysis are called type I (T-type) and type II (k-type) below. 
They are carried out, in three sorts of models (treated respectively, in 
Chapters 2, 3, and 4) for likelihood ratio procedures (in Chapters 2 and 
3) and best invariant tests (in Chapter 4). 
A device to be used repeatedly in subsequent chapters calls for 
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transforming time to allow computations to be carried out under the 
homogeneous Poisson process model with unit intensity parameter, PP^. In 
Chapters 2 and 3 treating simple hypotheses, all computations performed 
under a Poisson process with cumulative intensity function H(=), PP^, 
could be replaced upon transforming time by the transformation H ^C*), by 
computations under PP^. 
Chapter 2 treats discrimination between a Poisson process PP^ with 
cumulative intensity function H(*) and a Poisson process PP^^ with 
intensity function CH(*); where, without loss of generality, one may 
suppose C > 1. As indicated above, likelihood ratio discrimination 
procedures, will be studied both for the analysis of type I (T-type) and 
that of type II (k-type) stopping. Since the consequent error 
probabilities tend to zero as T (or k) tends to infinity, the questions 
addressed in this chapter concern the rate at which this decrease to zero 
occurs. 
Chapter 3 discusses the discrimination between two nonhomogeneous 
Poisson processes with respective cumulative intensity functions Hg(*) 
and The ratio of the two cumulative intensity functions is 
assumed Co converge to 1 as T -» «> . A theorem is developed which gives 
conditions under which Neyman-Pearson tests with critical constant 1 
fall to have limiting error rates equal to 0. 
Chapter 4 considers the discrimination between the two classes or 
families of Poisson processes, denoted by Mg(8t) and H.(0t) for constant 
0 €(0,oo). Applications of invariance theory to the discrimination 
problem between these two sets of competing Poisson models are presented. 
Since this thesis is so much concerned with the concept of intensity 
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functions for Poisson processes, it may be appropriate here to briefly 
discuss this notion, in the general point process context, and to cite an 
example of Thompson (1981) that highlights the distinction between this 
concept and the related but different concept of the hazard rate of a 
diSt rlbution. 
We let N(t), the number of failures in (0,t], be a stochastic point 
process intended to model the evolution of occurrences. That is, {N(t)} 
is a collection of usually interrelated random variables, each labeled by 
a point t on the positive line and such that N(t2) ~ N(t^) = N(t^,t2), 
say, is with probability one, a finite nonnegative integer for all t^ > t^ 
> 0. We make the usually reasonable assumption that N(0) = 0. 
The function H(t), is defined as 
H(t) = E(N(t)) , (1.1) 
interpreted as the expected number of occurrences in time t. This 
function is assumed to be nondecreasing, unbounded, and right continuous 
for this work. If the derivative of H(t) exists, we define 
h(t) = H'(t) . (1.2) 
Hence, h(t) is the instantaneous rate of change of the expected number of 
occurrences with respect to time. This function is referred to as the 
intensity function of the process. When N(t) has independent increments, 
with excluded simultaneous occurrences, N(t) is a Poisson process. 
Thompson's example is as follows: 
A nonrepairable system can be represented by a stochastic point 
process, a rather simple one, in which N(t) takes on only the values of 
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zero or one. Let f(t) and F(t) denote the density and distribution 
function of the system's lifetime, T. Then, 
H(t) = F(t) , (1.3) 
and the intensity function of the process is 
h(t) = f(t) . (1.4) 
Turning to a life distribution interpretation of this problem, we 
consider the function 
rtt) = lim Pit <T<t. AI t < T l  _  ( 1 . 5 )  
A-0 A 
Then, 
r(t) = ifffîy » 
where l-F(t) is generally referred to as the survival or reliability 
function because it gives the probability that the system will operate 
without failure for mission time t. We note that r(t) does not equal 
h(t). Hence, we correctly refer to r(t) as the failure or hazard rate of 
the distribution, not the process. And, h(t) is referred to as the 
failure rate of the process or as the intensity function of the process. 
In a similar vein, Ascher (1979) discusses confusion between the "Weibull 
Process" and the Weibull distribution. 
It is further interesting to note, in the light of the distinction 
to be made between intensity functions and hazard rates, that, whereas 
Chapter 2 deals with proportional intensity functions, the area of 
5 
proportional hazard rates has received considerable attention. 
Cox (1972) introduced the concept of a proportional hazards model. 
In its simplest terms, this model assumes that concomitant variables have 
a multiplicative effect on the hazard function. This model is most 
commonly stated as 
r(t I X) = r^Ct) exp(Xg) , (1.7) 
where 3 = •••> P^)' is a vector of unknown parameters and X = (X^, 
•••> Xp) is a vector of regressor variables associated with an individual 
of interest. Lawless (1982) and Kalbfleisch (1980) present recent 
developments with regards to inference and estimation procedures for this 
model. 
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2. ERROR PROBABILITIES FOR A SIMPLE POISSON MODEL 
2,1. Introduction 
In this chapter we consider testing problems involving nonhomo-
geneous Poisson process models where the competing models have intensi­
ties of the form 
ch(t) for all t (2.1.1) 
for some fixed function h, such that h > 0 with J^h(t)dt = and 
constants c € (0,=o). In fact, we will restrict attention to problems of 
testing Hg:c € Cg versus H^:c € where 0^(3(0,1] and C^cr(l,oo). 
(The essential point here is the assumption that each element of Cq is 
less than each element of C^. The value 1 appearing in (0,1] represents 
no loss of generality as a problem withCgC(0,Y] and C^c;(y,«>), yfl, 
could be placed in this framework by absorbing y into the form of h.) 
Since the likelihood of n occurrences in (0,T), at times t^, ..., t^, 
under an intensity of form (2.1.1) is 
^pP (^1' *"*" 
^ cH ^ ^ 
^-p -r Tl) 
^1** N(T); N(T) ^ ^ 
=['.n ch(t ^ exp[-cH(T)] , 
«JL—J. 
the likelihood ratio under type I (or fixed time) stopping for two models 
of the form (2.1.1) with becomes 
^PP (Cn, • • • > t : n) 
C^H (• 
- = -- . expCCl - — ) H(T)C^ ] 
Sp_ „(t,, ..., t ; n) LCoJ Cq 
'CoH' 1 
0 
(2.1.2) 
So large values of this likelihood ratio correspond to large values of 
N(T) and thus the Neyraan-Pearson lemma implies that most powerful tests 
of Hq:c=Cq versus H^:c=C^ reject for large N(T). Since this holds for 
each choice of Cq < and P^[N(T)>p], the subscript denoting that the 
probability is computed under intensity function ch(t), is an increasing 
function of c, Brown (1972) notes that UMP level a tests of cKl 
versus H^:c>l can be obtained by the choice of p to make P^[N(T)>p] « a» 
In light of the form of our hypotheses, we will accordingly restrict 
attention in type I stopping contexts to tests that reject for large 
N(T). 
In a similar fashion, the likelihood that the first k occurrences 
are at times t^, ..., t^ under an intensity of form (2.1.1) is 
k 1 
^n^ch(t^)J exp[-cH(t^)] 
and so the likelihood ratio under type II (or fixed number of occur­
rences) stopping for two models of form (2.1.1) with Cq < becomes 
I'pp (t.; •••> C, ) 
C^H ^ " 
^pp t^) 
u 
expTd (^)H(t%)Co] 
(2.1.3) 
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So large values of this ratio correspond to small values of t^ and the 
Neyman-Pearson lemma implies that most powerful tests of Hq:c=Cq versus 
H^:c=C^ reject for small t^. Again, this holds for each choice of Cq < 
C,, and since is an increasing function of c, it is clear that 
UMP level a tests of :c^l versus H^:c>l can be obtained by a choice 
of p that makes P^[t^ ^  p] = a. And so, in light of the form of our 
hypotheses, we will accordingly restrict attention in type II stopping 
contexts to tests that reject for small t^. We further note that the 
tests we are studying are based on the respective "sufficient" statistics 
N ( T ) ,  
With the above restrictions on the scope of our study, it is then 
clear that the power functions of the tests we wish to consider are of 
the form 
P^[N(T)>p] (2.1.4) 
in fixed time stopping contexts, and of the form 
(2.1.5) 
in fixed number of occurrence stopping contexts. Our plan in this 
chapter is as follows. In the next section we will prove two (large 
deviation theory type) theorems that will allow us to analyze the 
limiting (as k -» oo or T -• oo) behavior of probabilities like (2,1.4) and 
(2.1.5) under the assumption that p changes appropriately with T and k, 
respectively. In the following discussions, we will illustrate the 
usefulness of these theorems by applying them in the study of the 
asymptotic error rates for first Bayes and also fixed Ct level procedures 
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where Cq and contain only one point each, i.e., in simple versus 
simple contexts. In addition, some applications of the theory developed 
in this chapter to testing problems involving nonhoraogeneous renewal 
processes are pointed out. 
2.2. Approximations for Gamma and Poisson Tail Probabilities 
Two theorems and respective corollaries which can be applied in 
analyzing the limiting sizes of error probabilities in the problems 
introduced In the previous section are stated and proved below. 
Theorem 2.2.1 
If , W^, ... is a sequence of gamma random variables with 
scale parameter 1, E(W^)=k, d > 1, and ••• is a sequence of real 
numbers such that 0^^ ^ 0, then 
li. - y] . 1. 
k-*oo (1 -r 6^ ) expi_-dKôj^ j 
(k-l)^(2n)^|d-l|exp[k(d-l-lnd)] 
Proof : 
Note, 
h r°° x^  ^  extT-kxldx 
r(k) 'd(i+6 ) - -
10 
r (k) 0 V 
k-l 
r°° expT-yJ (1+ \) dy, 
exp[-kd(l+ôj^)] [kd(l+5^)] _ y ^k-1 
rcio 0 k4(l+5%)' 
For large k, (1+ 6^ > so that 
k-1 ^ 
 ^M( 1+6^ ) ) ^ * kd(l+ôj^ )^  
< «"P [%;] • 
Since Xq exp[-y] exp[-^]dy < oo and (1 + ^ ^^(1+5^)^^"^ "* the 
dominated convergence theorem shows that 
f kdO+y'"'^ f " i)y]dy = ^ . 
Thus, we have that 
I{)L > (lk(l+ 
lira 2 i^ 1.  
k -•oo 
exp r-kdCl+5^)] [kd(l+5^y] d 
r(k) (d-l) 
Then applying Stirling's formula and doing some simplifying algebra, the 
theorem is proved. |
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Theorem 2.2.2 
If , W^, ... is a sequence of gamma random variables with scale 
parameter 1, f (Wj^)=k, d < 1, and ... is a sequence of real numbers 
such that 6^ ^  0, then 
P[W < kd(l+ô )] 
lim ^ = 1. (2.2.2) 
k — oo ( 1+ôj^) exp[-dk5^] 
(k-l)2(2nO^|l-d| exp[k(d-l-lnd)] 
Proof : 
Now, 
kd(I+ô, ) ^k-1 , 
P[W <kd(l+ô,)] = S exp[-t] 
(c k Q 
r(k) 
_ pd exp[-uJî(l+ô.)](u(k(l+ô )))^~^ ka+ôj.) 
Jq —— du 
r(k) 
(k(l+6k))k a 
S exp[-uk(l+5 )] u du 
r(k) 0 k 
(k(l+ôk))k . 
J1 exp[-u(l-i-ô =k)] exp[(k-l)(lnu-u)] 
r(k) 0 ^ 
U.U 
In order to further simplify this expression, it is useful to define 
<j)(u) = Inu-u and with v = [(k-l)(^(d)-^(u))]^ to change the variable of 
integration above to v. (Note that v is a monotone function of u on the 
interval (0,d].) Thus, we have 
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(k(l+ô ))^   ^ 2 
< kd(l+ôj^ )] = r"(k) 0^ 
v2 
• exp[(k-l)(4(d) - ^ )] 2vC~) 
4- (4(d)-
Y dv 
1-4 ^ (4(dO - ) 
[k(l+6^)]^ exp[(k-l)4(d) - (l+kô^)d] 
r ( k) (k -1) 
2 
• Xq exp[-(l+ôj^*k)(4 (4(d) - ^ ^)-d)] 
2v exp[-v^] (j> ^(4(d) - ^ ^) 
. dv . 
1-4 ^ (4(d)- j^) 
We would now like to apply the dominated convergence theorem to the 
integral in expression for P[W^ < kdCl+ô,^)]. To that end, notice first 
that since 4 increases on (0,1] and decreases on [1,°°), for v €(0.oo) 
2 
4 (4(d) - -^i^) < d 
and thus, 
, 2 
4" (4(d) - j^ ) d 
1-4 ^ (4(d) - 1^) l-d 
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Next note that by Taylor's theorem, for each v Ç (0,oo) 
for some ^ ^  between ^(d) and (^(d) - . But then 
2 ^2 
-(l+kô^)(f\<^(d) - j^ )-d) =(1^ ÔJ,)(^ -Xzi^ ) ^  
= %JzA:l.)v2 . 
l-Sv,k-i 
I ^ 
Since ^ is negative, 1 < 1 and, for large enough k , 
' v,k-l 
1 + k6^ 
I—jjrj 1 < h. So, for large enough k, the integrand in our expression 
for P[W^ < kd(l + ôj^)] is bounded by the integrable function 
d 
g(v) = 2v exp[ -—] , 
and cne aominaced convergence tneorem is appiicaoie. me poxncwxse iimic 
IS' of the integrand is 2v exp[-v^] (y^) so we have 
P[Wj^ < kdd+ôj^)] 
(k(i+% ))k expC(k-l)4(d) - (1+6,.k)d] d 
lirn ^ = 1 . 
T(k) (k-1) (1-d) 
Then upon once more applying Stirling's formula and doing some 
simplifying algebra, the theorem is proved. W 
We shall see that under type II stopping. Theorems 2.2.1 and 2.2.2 
are useful for approximating error rates of tests of H :c Ç versus O V 
K,:c € C, that reject for small t , i.e., for the tests motivated in the 
^ k 
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previous section. Since the variable N(T) is Poisson with mean H(T), it 
is clear that in order to develop useful approximations for the error 
rates of the type I stopping tests discussed in the previous section we 
will need theorems giving limiting forms for certain Poisson probabili­
ties. But because of a well-known relationship between Poisson and gamma 
tail probabilities, Theorems 2.2.1 and 2.2.2 provide the necessary 
results as corollaries. We state these next. 
Corollary 2.2.1 
Let d be a constant larager than 1, be a function of the real 
parameter u that has limiting value 0 as u -• oo. Then for any sequence 
of values of u, {u^}, such that oo and uud(l+6^) is integer valued. 
P[X^ > u^d(l+ô^ ) ] 
lim 
i->oo T du (1+6 )+l 
exp[- Yu (duuCl+a^  )+!)] (l+y^  ) i 
i i i 
(du^ (l+ô^  ))'^ (2TT)'^ (1-|-) exp[(du.(l+ô^  )+1)( I  -l-ln I ) ]  
= 1 (2.2.3) 
for " Poisson with mean u^. 
Proof : 
Note that 
?[Xi > u^d(l+ô^^)j = ?{w\ < u^j (2.2.3a) 
where is a gamma random variable with scale parameter 1 and mean 
u d(l+ô ) + 1. But 1 u^ 
15 
u. 
(  ^ ) 
= (U^d(l+Ô^_)+1) ^  u^d(l+ô^ )+l ^ 
u.dô +1 
= Cu aan^ )n) i (i - )n> ' 
"i 
Since ^  < 1 and [-(u^d6^_+l)/Cu^dCl+6^_)+!)] = goes to 0 as i - oo (and 
thus u d(l+ô ) +1 -• 00 ) , we may apply Theorem 2.2.2, and the result is 1 Ui 
proved. S 
Corollary 2.2.2 
Let d be a constant less than 1, 6^ be a function of the real 
parameter u that has limiting value 0 as u <». Then for any sequence 
of values of u, {u^}, such that -* oo and u^d(l+ô^ ) is integer valued 
P[X < u d(l+6u.)] 
iifoo ' aûTTTFrp = " 
exp C-u.(1+ô^_)y^ ] [1%.] 
1 i 1 
( -l)(du^(l+o^ )-l) '(2TT) ^ expLdu^(l+ô^ )(— -I-In •^)j 
i i 
(2.2.4) 
for _ Poisson with mean u^. 
Proof : 
Note that 
P{X^ < u^d(l+ô^ )] = P[W^ > u^] (2.2.4a) 
i 
where is a gamma random variable with scale parameter 1 and mean 
16 
duXl+ô^^) l^duXi+5^ ) J 
du.(1+6 ) — 
1 u. d 
1 
- Ô, 
1 + 
u. 
1 
1+Ô 
u. 
1 
1 "'"i Since -r > 1 and Y ~ TXî— goes to 0 as i -• oo (and thus du (1+5 ) 
, we may apply Theorem 2.2.1, and the result is proved. B 
2.3. Applications to Error Probabilities 
In this section, we will make explicit how the results of Section 
2.2 make possible the approximation of error probabilities in testing 
problems of the type described in Section 2.1. Notice that choice of a 
critical value p for N(T) or t^ in (2.1.4) or (2.1.5) (in respectively, 
type 1 and type II stopping problems) might be made on several bases. 
It might, for example, be chosen to guarantee suitably small type I or 
type II error probabilities. Or it might be chosen in accord with some 
Bayesian criterion. 
Here, for sake of example, we will consider the implications of 
choosing p in accord with a Bayesian criterion and in accord with fixed a 
or fixed 3 criteria appropriate for a simple versus simple testing 
problem. That is, suppose that in the notation of Section 2.1, Cq = {l} 
and C ^ = {C} for some constant C > 1. Let us consider what Theorems 
2.2.1 and 2.2.2 and their corollaries give us in terns of limiting 
results for error probabilities when critical values are chosen 
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i) to minimize a linear combination of the error 
probabilities CC and g 
or ii) to hold one or the other o£ the error probabilities 
a or 3 at some prescribed value (say .05, for 
example). 
It is well-known that in a simple versus simple context a test which 
rejects Hq for values of the likelihood ratio larger than f minimizes the 
linear combination fOC +3. Of course, bearing in mind the discussion of 
Section 2.1 rejection of in case the likelihood ratio (2.1.1) exceeds 
f is equivalent to rejection of in the case 
N(T) > AFI (1+ , (2.3.1) 
1 _ C-1 
> 1 and H(T) is the mean value function of N(T)) under the type 
I stopping rule. Rejection of Hq when the likelihood ratio (2.1.3) 
exceeds f Is equivalent to rejection of Hq in the case 
H(t,p < kA(l - iffe) (2.3.2) 
InC 
(where A = "FZT < 1) under the type II stopping rule. 
From the inequalities (2.3.1) and (2.3.2) we have the usual type I 
and II error orobabilities: 
= fl 
3t = F, 
„(T) > M» (1+ 0^ )] (2.3.3) 
îîi>J ".3.4) 
»(I) < ^  (2.3.5) Î1 
18 
\ = • (2-3-6) >1 
The key to analyzing the expressions for the type I error rates is to 
note that under Kq, N(T) is Poisson with mean H(T), and H(t^) is ganma 
with scale parameter 1 and mean k,. Similarly, to analyze the expressions 
for type II error rates we notice that under , N(T) is Poisson with 
mean CH(T) and CH(t^) is gamma with scale parameter 1 and mean k. Thus, 
Theorems 2.2.1, 2.2.2, and Corollaries 2.2.1 and 2.2.2 become useful. 
Indeed, the following series of corollaries detail how the choices of 
critical constants given in (2.3.1) and (2.3.2) affects the limiting 
forms of type I and II error rates. 
Corollary 2.3.1 
For the simple versus simple testing problem and type II stopping, 
choice of critical constant to minimize fCL^+g^ implies 
lim = 1. (2.3.7) 
k-»oo 
GXp «] 
(Zn)^(l-A)(k-1)^ exp[k(A-lnA-l)] 
Proof ; 
We note that = P[W^ < Ak(^' where the random variable 
has a gamma distribution with scale parameter 1 and mean k. In addition, 
is a sequence of real numbers such that 5^ -• 0. By Theorem 
2.2.2, we see (2.3.7) is proved. ij 
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Corollary 2.3.2 
For the simple versus simple testing problem and type II stopping, 
choice of critical constant to minimize implies 
lira = 1. (2.3.8) 
exp [(AC-1) . ] 
(AC-l)(k-l)^(2n)^ exp[k(AC-l-lnAC)] 
Proof : 
We note that = P[W^ > ACk(l-^j^)] where the random variable W 
has a gamma distribution with scale parameter 1 and mean k. In addition, 
Ô^ is a sequence of real numbers such that 5^ 0. By Theorem 
(2.2.1), we see (2.3.8) is proved. |
Corollary 2.3.3 
For the simple versus simple testing problem and type I stopping, 
choice of critical constant to minimize fand any sequence of 
1 Alnf 
values of -*• such that H(T^>^1+ )lnc^^^ integer valued 
lim ^ — = 1. (2.3.9) 
i-<-oo Aexp [ • (InA)l 
H(T ) ^ J, H(T.) 
(1-A) (— )^ (2n)^ exi{ —^ (A-l-lnA)J 
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Proof : 
H(T ) a (2.3.9) 
Notice that 0^ = P[N(T^) > —^"InC^ ^ 
1 i 
= P[X^ > u^dCl+ô^ )1 , 
1. . „ ^ Alnf 
where we let = H(T^), d = -^ > 1, 6^ = ^ (a function of the real 
parameter u^ that has a limiting value 0 as u^ -* 0), and " Poisson 
(u^). By corollary 2.2.1, equation (2.2.3) becomes 
lim 
i-* oo 
^T. 
1 
HXT7T 
(l+0„,^ \)+l H(T.) A "H(T.)' 
1 H(T.) J, H(T ) 
(1-A)(2n)''(—^ (l+^HCTexp[(—Y" (l+ô„^-^^))+l)(A-l-lnA)] 
Simplification of this expression gives (2.3.9). 
Corollary 2.3.4 
For the simple versus simple testing problem and type 1 stopping, 
choice of critical constant to minimize fCL,+g , and any sequence of 
H(T.) AClnf 
values T^— oo such that—^) l n C  ^  i n t e g e r  v a l u e d  
^T. 
lim = 1. (2.3.10) 
^ ' (InAC)] 
i- H(TO > H(T. ) 
(2tt) ^ (AC-1)( ^ expT .p"' (AC-i-lnAC)j 
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Proof : 
H(T ) 
Recall that g = P[n(T^) < AC Inf .-] 
^ H(T^) InC 
1 
_ AClnf (a function of the 
real parameter that has a limiting value 0 as -• co), and 
Poisson (uu). By Corollary 2.2.2, Equation (2.2.4) becomes 
lim 
X-*oo 
1 
H(T^) 
expj^ H(T^)(1+ 
H(T ) ^ H(T ) 
(AC-1)(—^ (1+ 6^(2 ))-l):(2n): exp[-^^ ^)(AC-l-lnAC)] 
=  1 .  
Simplification of this expression gives (2.3.10). B 
Notice that choosing f=»l, corollaries 2.3.1, 2.3.2, 2.3.3, and 2.3.4 
express the rates at which the error probabilities 0^, 8^, a^, and 3^, 
decrease to zero when the sum of the error probabilities, OC+G, is 
minimized (for either the type I or type II stopping rules). 
If instead of adopting a choice of a critical constant intended to 
minimize fcc+^, the choice is made to produce a fixed a (or fixed .8), 
appeal to the central limit theorem shows that critical regions of 
approximately the respective forms 
1 X 
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N(T) > H(T) + Z^HCT) (2.3.11) 
N(T) > CH(T) - zVCH(T) (2.3.12) 
for type I stopping and that critical regions of approximately the forms 
H(t^) < k(l-^) (2.3.13) 
CH(tj^) < k(l+^) (2.3.14) 
are appropriate for type II stopping where z is some constant. 
The following series of corollaries details the implications of such 
choice of critical regions. 
Corollary 2.3.5 
For the simple versus simple testing problem, type II stopping, and 
critical region of the form (2.3.13), 
lim — = 1. (2.3.15) 
k-*oo expf-z^ (1-C)J 
(k-l)^(C-l)(2n)^ exp[k(C-l-lnC)] 
Proof : 
Note that 
= P^CCHCt^) > Ck(l -.jL )] . 
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But under CH(t^) is a gamma random variable with scale parameter 1 and 
mean k, d = C > 1, and 6^ = is a sequence of real numbers such that 
Thus, by Theorem 2.2.1, 
3k 
lim = 1. 
7 k 
exp[zVk • C] [1 - ^  ] 
(C-l)(k-l)^(2TT)^ exp[k(C-l-lnC)] 
Upon simplification, the above expression becomes (2.3.15). 5 
Corollary 2.3.6 
For the simple versus simple testing problem, type II stopping and 
critical region of the form (2.3.14), 
OL 
lim 1. (2.3.16) 
^ C exp[(l- i) Jk ' z] 
(k-l)^(2ny*(C-l) exp[k( ^ -1-ln i)] 
Proof : 
Note 
= 7Acuity) < k(i+j^)] 
= Pi[H(tk) <|;(1+ ^ ^L)] . 
But, under Hq, H(t^) is a gamma random variable with scale parameter 1 
1 z 
and mean k, d =q< 1, and 6^ = is a sequence of real numbers such that 
-» 0. Thus, by Theorem 2.2.2, 
24 
o, 
lim S = 1. 
^-•CO 
(1+ exp[-dzV k ] 
l- I' 
(k-1) ^(2TT) ^ (1-d) exp[k(d-l-lnd)] 
Upon simplification, the above expression becomes (2.3.16). B 
Corollary 2.3.7 
For the simple versus simple hypothesis testing problem, type I 
stopping and critical region of the form (2.3.11), if is a sequence of 
constants -» oo such that H(T^)+zyH(T^) is integer valued, then 
^T. 
lim = 1. (2.3.17) 
]_-»00 
exp[ zVH(T ) • InC] 
(ZTT)"^ exp[z^](C-l)(H(T^)(l+exp[H(T^)(C-lnC-l)] 
Proof C • 
Note that under H,, N(T^) is Poisson CH(T^) and that H(T^) + 
j_ 2 
syKCT^) = •Q*CH(T^)(1+ ) ). Then we may apply corollary 2.2.2 with 
X z d = -^ and 6^ = —, u^ = CK(T^) , and the corollary is proved. S 
Corollary 2.3.8 
For the simple versus simple hypothesis testing problem, type I 
stepping and critical region of the fors (2.3.12), if T. is a sequence of 
25 
constants -• °o such that CH(T^) - zVCH(T^) is integer valued, then 
LIM = 1. (2.3.18) 
i -+00 
exp [-^CH(T^) • In i] 
exp[z^] exp[CH(T )^(I - In ^l)][CH(T^)]'^(C-l)(2TT)' 
Proof : 
Note that under HQ, N(T^) is Poisson H(T^) and that CH(T^) -
z^CH(T^) = CH(T^)(1-^^^^^ y. Then we may apply corollary 2.2.1 with 
d = C > 1, and 6 = - u. = H(T.), and the corollary is proved.® 
11. X X 1 
We now turn to a comparison of the rates at which respective error 
probabilities decrease to zero. We define the probability as a type I 
error probability when 3^ is fixed, and as the type 1 error 
probability when the sum of the two error probabilities is minimized. 
From the equations (2.3.16) and (2.3.7), 
lim ^ ^  exp[k(-^- In-^ (1 - ^ ) - (A-ln A))] = 1 , 
where Q is some constant. Notice that A - InA < - In and we see that 
CX^ tends to 0 much faster than 
probability when is fixed, and 3^ as the type II error probability 
when the sum of the two error probabilities is minimized. From the 
equations (2,3.8) and (2,3,15), 
Q • 3 
lia k exp[k(C-lnC-;^ (C-1) - (AC-lnAC))] = 1 , 
k-co 3,' 
In a similar fashion, if we define 3,_ as the type II error 
25 
where Q is a constant. Notice that C-lnC-(AC-lnAC) > 0, and we see that 
tends to 0 much faster than . 
Rigorous asymptotic comparison of error rates for Bayes and fixed a 
or 3 procedures in type I stopping contexts is complicated by the 
requirements on the sequence made in the statements of corollaries 
2.2.1 and 2.2.2. (The requirement in the Bayes case might well be in 
opposition to that in the fixed error probability case.) Presumably 
those restrictions are more a result of our method of proof than they are 
intrinsic to the problem. If one thus ignores those restrictions and 
uses the asymptotic forms given by corollaries 2.3.3, 2.3.4, 2.3.7, and 
2.3.8, consequences concerning 0^ and a^, 3^ and similar to those 
above for the type II stopping error probabilities can be reached. 
2.4. Relations with Standard Large Deviation Theory 
One item of interest is the relation of the work in Section 2.2 to 
well-known results in large deviation theory. A thorough discussion of 
this theory is given in Bahadur and Rao (1960). A part of that theory 
which can easily be applied here to yield something like the 6^ = 0 
versions of Theorems 2.2.1 and 2.2.2 is as follows. 
k 
If X,, X are iid random variables and P, = ?[Z X. > 0], large 1 n k 1 — 
deviation theory says k ^InP. Inp, where p = min$(t), and is the 
^ t 
moment generating function of X^ . 
Consider the probability P[W^ < dk] = P^ = Ct^, d < 1, where is a 
gamma random variable with scale parameter 1 and mean k. Rewriting, P, = 
k k 
P[ .Z ,(X,-d) < 0] with X, iid exp(l). Letting X, =» l-Y,, P,. •» (Y^-
i—1 J- i. ^ <C 1—i. ^ 
1+d) 2 u]. The moment generating function of Y^-l+d is 
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1 
Y (t) = E [exp[(Y^-l+d)t]] " f exp[(y-l+d)t] exp(y-l)dy 
1 
= exp[t(d-l)] exp(-i) J exp[y(c+1)]dy 
—CO 
_ exp[t(d-l)] exp(t) 
(t+1) 
exp(dt) 
~ t+1 
1-d 
Minimizing Y(t) with respect to t, t > 0, gives t = —Therefore, 
p = min yCt) = d exp(l-d) , 
t 
le le 1 
and p = d exp((l-d)k) = ind') 1 * Interesting to note 
k 
that p is the dominating term of the asymptotic expression for given 
in equation (2.3.7), with d=A. 
Now we consider the application of simple large deviation theory 
k 
applied to = P[ S (X^-d) _> 0] with lid exp(l), d > 1. The moment 
generating function of (X^-d) is 
^(t) = E[exp[(X^-d)t]] 
0 < t < l  .  
1-t 
d-1 
Minimizing Y(t) with respect to t, gives t = —Therefore, 
m in Y(t) = d exp[l-d] = p. 
And exp[(l-d)k] 
1 
axp[k(d-l-lrid) ] 
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k 
We realize that P is equal to the dominating term of in the previous 
section, equation (2.3.8), for d=AC. 
A second item of interest we might point out here is the application 
of the theory developed in the previous sections to testing problems 
involving nonhomogeneous renewal processes. 
We shall consider renewal processes whose waiting times, W^, are 
exponential random variables with mean where is not necessarily 
equal to , j^i. We define W^,W2, .W^ as the successive waiting 
times of the nonhomogeneous renewal process. 
The question of interest is the rate at which the respective type I 
and type II error probabilities decrease to zero for the following 
testing problem. We will restrict attention to problems of testing 
Xii 
versus H, : X where A,(j=0,l) is a Ixk vector such that -r—= C > 1, for 
1 1 J ^Oi 
every i, and the times of occurrence t^, ..., t^ are considered, i.e., 
the k successive renewal waiting times , ..., w^. Also, we consider a 
Bayes criterion with weighting factor f=l. Since the likelihood of the k 
waiting times w^, ..., w^ under Hq is 
T /•-- .. . Îl \ _ C ! . .  \ \ 
0 ^ 1 '  ~k '  "0 ' '  " w /  '  '  W,  ^ " 1 '  * * • '  " k ' ~ 0 '  1 k 
1-1 — , 
^01 
the likelihood ratio when the k succesesive renewal waiting times are 
considered is 
w^; ^ ^ -Oi 
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rr XT " Lq(w^, ..., w^; Xq) i=l li ^li Oi 
== _L . exp^z w . 
C i=l ^Oi li 
k "i 
So large values of this ratio correspond to large values of 2 T— , and 
i=l ^oi 
the Neyman-Pearson lemma implies that most powerful tests of versus 
k "i 
H ;A_^ reject for large 2 t— . 
1 ^ i-1 ^Oi 
If we define the quantities 0^^ and P^as the probabilities for type 
I and type II errors, respectively, then 
ttk = P[\ > kAC] (2.4.1) 
and 
3 k = ^ t \ < A k ]  ,  (2. 4 . 2 )  
A = < 1, and is a gamma random variable with unit scale parameter 
and mean of k. Hence, we see by Theorem 2.2.1, 
^k lira = 1 , 
k-"°° 1 
(AC-l)(k-l) 2TT) ^ £xprk(AC—1-lnAC) J 
and by Theorem 2.2.2, 
g 
lim 1 
(2n)'(l-A)(k-l)' exp[k(A-lnA-l)] 
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2.5. Discussion 
We may define d^ = d(l+5^) in Equations (2.2.1) and (2.2.2). Then, 
if we consider the denominator in Equation (2.2.1), the following reduc­
tion is possible: 
(1+5^)^ exp[-dkô^] 
(k-1)^(2n)^(d-1) exp[k(d-1-lnd)] 
(l+6%)^exp[-dk6%] 
(k-1) ^(2TT) ^(d-l)d ^ exp[k(d-l)] 
(k-l)^(2n)^(d-l)(d(l+6^)) ^  exp[k(d+6^d-l)] 
- i . (2.5.1) 
(k-1) ^(2TT) ^(d-1) exp[k(D^-l-lnd^)] 
But, it is clear that 
so that expression (2.5.1) is asymptotically equivalent to 
f(k,d^) = ; 
(k-l)'^(2Tr)'^(d^-l) exp[k( d^-l-lnd^) ] 
Thus, Theorem 2.2.1 in fact states that 
PLW > kd,^] 
lijn ^ — = 1. 
k-»oo f(k,d^) 
This is to be compared to the easy deduction from general large-deviatior 
theory presented by Bahadur and Rao (1960) that 
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lim 
k-»oo 
P[W% > kd ] 
1. f(k,d) 
An analogous relation to classical large-deviation theory holds for 
Equation (2.2.2) of Theorem 2.2.2. 
A second point of discussion is that the asymptotic forms of upper 
and lower tail probabilities for gamma variates have the same form. This 
can be seen either directly from Theorems 2.2.1 and 2.2.2, or from 
Corollaries 2.3.1 and 2.3.2 with f=1, by replacing (1-d) and (d-1) by 
|l-d| in the respective theorems or corollaries. 
A further point of discussion is that error rates for type II 
stopping are free of the underlying intensity function, while error rates 
for type I stopping are not. Specifically, the expressions in Equations 
(2.3.7, 2.3.8, 2.3.15, and 2.3.16), expressing the rates at which 
respective error probabilities decrease to zero for type II stopping, are 
free of the intensity function, and depend only on the number of 
occurrences, k. On the other hand, the expressions in Equations (2.3.9, 
2.3.10, 2.3.17, and 2.3.18), expressing the rates at which the respective 
error probabilities decrease to zero for type I stopping, depend on the 
cumulative intensity function, H(*). 
A related observation is that type I and type II stopping error 
rates are not so similar as to allow obtaining the former from the latter 
by simply substituting H(T) for k. 
Our final point of discussion concerning Poisson processes is to 
summarize the various error rates obtained in accessible tabular form: 
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Neyman-Pearson g-fixed 
Stopping 
Rule 
Type I 
p-rate 
exp[z y H(T^) • InC] 
(2n)^ exp[zf](C-l)((H(T.))t exp[H(T.)(C-lnC-l)] 
exi^-z^ k (1-C)] 
Type II 
(k-l)^(C-l)(2n)^ exp[k(C-l-lnC)] 
Bayes fg+g minimized 
Stopping 
Rule 
3-rate 
Type I 
J, H(T ) J, H(T ) 
(2n):(AC-l)( exp[ (AC-l-l^AC)] 
Type II 
exp[(AC-l) 
InC 
(AC-l)(k-l):(2n)= exp[k(AC-l-lnAC)] 
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Neyman-Pearson g-fixed 
a-rate 
expC-z V CH(T ) • In-i] 
exp[z^] exp[CHCrJ(i - In l-l)][CH(T^)]^(C-l)(2n)' 
C exi^Cl- p) /T". z] 
(k-1) ^(2rr) ^(C-1) exp[k( ^  -l-ln i )] 
Bayes fg+g minimized 
S toppingN 
Rule 
a-rate 
Type I A exp [ ^ (InA)] 
H(T.) ^ T _ H(T.) 
Cl-A)( —y (2-) ' exp[_ —-— (A-l-lnÂ)j 
xype II expC - ^  (1-A)] 
(2-ytl-A)(k-l)^ exp[kCA-lnA-l)] 
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We turn, finally, to a discussion of the error rates in 
discriminating between two nonhoraogeneous renewal processes, as derived 
in Section 2.4. We note that, even though the nonhoraogeneous Poisson and 
nonhoraogeneous renewal models are quite different, still, the error rate 
expressions coincide, already pre-asymptotically, when one takes into 
account the inverse roles played by the proportionality constant C in the 
two respective types of models. 
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3. IMPERFECT LIMITING DISCRIMINATION 
3.1. Introduction 
In this chapter, we want to analyze error probabilities for 
discrimination problems involving two competing Poisson process models 
whose respective forms differ from those in Chapter 2. In particular, we 
are interested in the error probabilities for discrimination between two 
competing Poisson process models the ratio of whose respective intensity 
functions approaches 1 as T-*°o. Section 3.2. derives error probabilities 
for a specific hypothesis testing problem of this nature. Section 3.3 
states and proves a general theorem which has applications to such 
problems. This theorem appears to be a weaker version of a theorem by 
Brown (1972) but the proof is not as difficult. Some examples conclude 
the chapter. 
3.2. Error Probabilities for an Example 
In this section we derive the limiting error probabilities for the 
discrimination between two Poisson processes whose intensity functions 
have the following forms: 
C t Ç (0,1') , w.l.o.g. C > 1 . 
1 t Ç [T',=c) 
(3.2.1) 
hQ(t) = 1 t e (o,oo) . 
A graph of the two intensity functions is given below 
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-o I 
Under the type I stopping rule, the type I error probability for the 
Neyman-Pearson test of H^iH^Ct) versus H^:H^(t), which minimizes the sum 
of the two probabilities is 
pN(T) h^(t^) -| 
exp[T-H^(T)] > l] . 
We note that for T > T', this probability is of the form 
exp[T-(CT'+T-T')] > 1 ] 
= P[ "x'(C-l) < T' ] 
+ 1 
InC 
Here, ^ ^'(0-1) i-S a gamma random variable with scale parameter 1 and 
InC 
T«fr-1 ^ Cc-l") 
mean ^ + 1 . If — r 1 is not an integer, we interpret it 
as the largest integer value for which it is an upper bound. With this 
in mind, we see that 
CO 
lira a„ = S exp [-T']!'' . 
T-oo j=T'(C-l) ^  , r(j+l) 
InC ' ^ 
In fact, is a constant for T > T'. 
In a similar fashion, under the type I stopping rule for this 
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hypothesis testing problem, the probability of a type II error becomes 
pN(T)h(t.)-| 
= ^^Lii wj 
< 1  ] .  
We see that for T > T', this probability is of the form 
3^ = exp[T-(CT'+T-T')] < 1 ] 
= P [N(T') < ] , (3.2.2) 
where N(T') is a Poisson random variable with mean CT'. Therefore, 
(3.2.2) becomes 
4 = > I- J . 
InC 
with a gamma random variable with scale parameter C and mean 
ïnC 
T'(C-l) 
o = exp[-CT'](CT')j"l 
' A ÎT3) ' 
and we see that 
T'(C-l) 
urn e, = "s exp r-ciQ [CT-l:- ^ ^ _ 
j=i •r->oo T i:, ftu 
T*(C-1) 
As before, if — is not an integer, we interpret it as the 
largest integer value for which it is an upper bound. 
Turning to the type II stopping rule for our testing problem, the 
probability of a type I error is 
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r ^ h (t )-| 
^  j " i  ^ ^ ]  
>: I <%< ^ ']-^[(k < T'] 
k rf ^ hi(t:)l 
"" i=l L i=l  ^ I ti is first 
occurrence time 2 T'] • P[c^ is the first occurrence time 2 T' ]. (3.2.3) 
We see that 
P[t^ is the first occurrence time 2 ^ " P[t^_^ < T' and 
Wi > T'-t^_j], 
where is a gamma random variable with scale parameter 1 and mean 
(i-1) and is an exponential random variable with mean 1, independent 
«£ Vi-
Thus, we consider 
P[t- ^ < T' and w. > T' - t. 1-1 1 i-l-" 
- F' ^ ' tj-l ' i-1 
^ r (i-i) i-1 
• t ' f c - . , .  - - " - J " ' " .  
*» ' - V J. A. J 
_ nT' exp(-T')t^_^ ^ exoT-T'lT'^^-l) 
-  J  n  a t  _  -  ±  .  
° r (1-1)  ^1 r (i) 
Next, the second term in the sum of Equation (3.2.3) is 
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k -
2 P[C exp£t -(CT'+t -T*)J >1 I Cj is the first occurrence time 
i=l K , K 1 
> T'l exp[-T']T'(i-l) 
r (i) 
= t, is 
1=1 
exp[-T']T'(^"l) 
r (i) 
the first occurrence time > T*] 
1 —Tù) 
i'(c-i) —rn+î)— 
InC 
Equation (3.2,3) becomes 
k h (t0-1 
CL = PI ; :  ^ \ 
•Lj=i 
,. prF exp(t,.-H,(t,.)) > 1 
rw X IV 
t,. < T»] • P[t,. < T'] 
^ exp(-T')(T')-
j5i TTFv— ino 
We examine Che first term of this sum, 
P[ 
r k h^(tj) 
Lj=l V^j^J 
exp (t^ - >1 I < T'] . P[t% < T'] . 
Now, 
C < .rF Ï V9l 
- b=i Vj'J exp (t^ - > i ; < T'j < 1 
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and, 
pct^<i'] = pc^<^] . 
\ a-S' _ a o 
Since 1 > 0, P[t^ < T'] - * 0. Hence, 
^ expC-vT'](T')^ 
° r ( j+i) 
T» f  C-1") (We are assuming that if 1 + —— is not an integer, it represents 
the largest integer for which it is an upper bound.) That is 
exp[-T'][T']j 
- îi^oo °4:- j§i + r(c-1) 
InC r (j+1) 
Under the type II stopping rule for our hypothesis testing problem, the 
type II error probability can be expressed as 
^ hn(c.) 
h^] > :] 
' K^] > 1 ! \ < !•] • < I'] 
k r  k  h  ( y  1  -
* 1=1 ^=1 S-rET)j=Kd--tk+CT'+tt-T.J > 1 I t. is the 
first occurrence time 2 is the first occurrence time T']. 
(3.2.4) 
We see that 
P[t^ is the first occurrence time^T'] 
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where is a gamma random variable with scale parameter C and mean— 
and is an exponential random variable with mean , independent of 
^i-l • 
Continuing, 
P[t^ is the first occurrence time T'] " P[t^_^ < T' and w^ > T'-t^_^] 
T. expC-Ct ] 
= /J PCw, > I ''i-1 
= p'^* ^ ^1-1 ^ exp[-cr'j ^ C^'^T'^'^expC-CT'] . 
•^0 r (1-1) *^1-1 FIT^ 
Now, the second term of the sum in (3.2.4) becomes 
--C-cr] 
T'(C-l) 
InC „i-l_,i-l 
r (i) exp[-CT-] 
And, 
t,_ a.s. -, 
rv 
— > 0, therefore 
k C 
"k 11m = 1. 
k-»oo T'CC-1) 
InC . ^ 
2 (C?')"""exp[-CT'J 
r (1) 
Also, for T > T' and k > +1, -» 3^ from above. (We again are 
T»(c-1) 
using a "largest integer" interpretation of ——. ) 
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3.3. A Sufficient Condition for Imperfect Discrimination 
In the previous section error probabilities were derived for an 
example where the two Poisson intensities under consideration became 
Identical for large values of T. We found that the error probabilities 
converged to a constant larger than 0. We next state and prove a theorem 
which shows that the same phenonenon occurs when the two intensities 
become enough alike as T -• «. The test function under consideration is 
constructed using the Bayes' criterion which minimizes the sum of the two 
error probabilities. 
We take H^(*) and Hq(*) to be increasing, unbounded, and 
differentiable cumulative intensity functions for two different 
nonhomogeneous Poisson process models. In addition, the function h^ (t) 
is defined as 
1 ^ ' dt " ^ -1 V"o (c)) 
This proves useful when the times of occurrence are assumed to be coming 
from a nonhomogeneous Poisson process with cumulative intensity function 
* 
Hq(*). Similarly, we define the function h^ (t) as 
dH^CH^'^Ct)) _ h^CH^ \t)) 
This proves useful when the times of occurrence are assumed to be arising 
from a nonhomogeneous Poisson process with cumulative intensity function 
With these definitions, one may prove the following theorem. 
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Theorem 3.3.1 
Let h^*(t) be continuous, positive, and bounded, (1-0,1). We define 
gç(t) = max i l-h.^<z) | 
z€[t-(l+€) V 2tlnlnt , t + (l+€) ^Ztlnlnt ] 
00 
V €> 0 , and require for some Ç>. 0 2 < co . (3.3.1) 
f=3 
Then 
(i) ^  1 hL*(x)-l I dx converges as T — oo, (i=0,l) 
00 
(ii) £ I In h."(t (,) I converges a.s. 
£=1 ^ ^ 
Proof : 
Consider (i). We note that 3 N such that 
V 4 > N, [X, /g+l] c [i - V ZZLnlni , Z + /ZiTnTnl] , 
ârtd it follows that ¥ € > 0, 
[/g, X+l] c [i - (l+Q V 2£lnlnX , Ji + (1+0 V 2ilnln£ ] . 
Thus, ¥ f > N 
max |h.-'-(z)-ll < max |h.*(z)-l| 
ze[2, 4+1] z ^ - V Zjlalnj , i + V Zjlnlnj ] 
< max |h."(z)-l1 
z€ [_Z -•^(i+Ç)V Zilnlni , i + Cl+€)v2£lnlni J 
= 6ç(i) . 
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Hence, 
E max|h.*(z)-l| < Z g/A < «= 
and ! h,*(jO - l!<max !,h^Hz)-l | . Therefore, 
zC-e» -g+i] 
r°°ih-"(x)-l I dx < S max |h.*(z)-l| < «> » 
^ ^ z^Z, m] 
implying J^^|h.*(x)-1 I dx < . Thus, 
F Ih."(x)-1 1 dx converges. 
0 ^ 
We turn now to the derivation of (ii). Using Taylor's theorem with 
remainder, 
-h,*(t ^ 
I In h^'<t^W) I = i Ch>'(t^(cD))-l] - ^ j I 
h^*(t^(ai))-l i -» 
* L-^ tFT-J ' JT 
(3.3.2) 
where ^ is some number between h^*(t^m)) and 1. We now define W^ as iid 
exp(l) random variables and = W,-l. Therefore, we have E(Y^) = Q, 
E(Y^^) = 1 ¥ i. Thus by the law of the iterated logarithm, 
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S (W.-l) = 1 ] = 1 , so 
Ji=l ^ 
y Znlnlnn 
J 2nlnlnn 
With defined as before, we see that for E(Y^)=0 and 
2 E(Y\ ) = 1. By the law of the iterated logarithm, 
P[ ïîm Z (1-W.) = 1 ] = 1 , so 
n £=1 
^ Znlnlnn 
n-t (CO) 
P[ lim " — = 1 ] - 1 • 
n 7 Znlnlnn 
Thus for almost all o). 
t (œ)-n 
letting Ç > 0, 3 N^(bi,€) such that V n > N^(cp,E), ^ — < l+ç 
7 Znlnlnn 
or t^(ca) < n+(l+0 V Znlnlnn , and 3 N^(m,g) such that ¥ n > 
n-c (cd) 
< (1+c) or t (ûd) > n-(l+€) V Znlnlnn . Letting N(a5,Ç) be 
V Znlnlnn 
max[N^(m,6), N^^o.E)], it follows that V n>N(a5,€), 
n-(l+€) 7 Znlnlnn < t^(cD) < n+(l+€) ^  Znlnlnn 
for almost all œ Ç O . Therefore, for almost all © € Q 
P[ lim 
n 
P[ lim 
n 
46 
CO 
Z |h.*(t (aO)-ll < 2 max|h.-<t (©))-! 1 
n=N(œ,€)+l ^ ^ n=N(Œ>,€)+l 
t^(œ)€[[n-(l+€) V 2nlnlnn , 
n+(l+€) 7 2nlnlnn ] 
OO 
Z , SfCn) < ~ . 
n=N(dD,€)+l t 
Now, 3 N((i>) such that V n > N(Gi) 
r h.*(t 2 
|h.*(t 
Z Ih."(t ((n))-ll < 
n=N(cc€)+l ^ 
for almost all OD € Q » 
g r ïii~(t_(®))-l"! 2 
n=N(cD)+l ^ ^ < 00 
-J 
•n~ I 
for almost all cd € O • Recalling Equation (3.3.1)j 
V lln h.*(r,(e))! < Z ih Ht C-))-li + Z ^ 
SF\  ^ SF\ z=i- -fT I -» 
and the a.s. convergence of the two series on the right isply that 
t ! In h."(t (ca)) 1 converges a.s. 
Sri ^ 
We remark that the absolute convergence given in i) of Theorem 3.3.1 
T * 
immediately implies that [h^ (x)-l]dx converges as T -»oo(i-0,l). 
Since t^ -• oo in probability, we have [h^*(x)-l]dx converges in 
probability as k-»oo. 
Further, ii) of Theorem 3.3.1 clearly implies the alaost sure 
" * 
i 
convergence of lah, (t). 
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TA what follows are two corollaries regarding the error 
probabilities for the hypothesis testing problem discussed earlier in 
this section. 
Corollary 3.3.1 
Suppose the two intensity functions h^(t) and h^Ct) are such that 
h^*(t) satisfies the condition of Theorem 3.3.1 (i-0,1), and CC^ » P[type 
I error] and P^ = P[type II error] under the type II stopping rule, then 
11m a. >  0 
k -•oo ^ 
lim g > 0 . 
k -oo K 
Proof : 
For the hypothesis testing problem we are studying, the j-th 
occurrence time, t^, is thought of originating from a Poisson process 
with cumulative intensity function H^(t), (i-0,1), when we study the 
probability of a type I (II) error. Thus, 
C. -
where t^*" is the j-th occurrence time from a Poisson process with unit 
intensity. Therefore, 
P k h (t )-) 
a = P[1 n -1—— expC-H (t^) + )] > l] 
^ Lj=i h^ct.) ! ^ ^  ° ^  
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r k _ 
= :[| " 77-IÏ (Y')) + V] 
^ V"o (Cj*)) 
> 1 ] 
r k 
- P[j^ n_ exp[-H^*(c^)+t^] > 1 ] , 
where the t^'s now come from a Poisson process with unit Intensity. 
Further simplification gives 
k \ 
= P[ Elnh -Ht ) > Sr. (hi*(x)-l) dx ] . 
4=1 1 ^ u i 
k K .  
By Theorem 3.3.1, Sin h -(t ) converges a.s. and J (h *(x)-l) dx 
j=l 1 ^ 0 i 
converges in probability. It is clear that the sequence of random vari-
k 
ables, 21n h -(t ) , converges a.s. to a random variable which takes 
i=l ^ 
on arbitrarily large values with positive probability. Hence, > 0 
for large k. 
By an analogous argument, using now hg^C») rather than h,*(»), it is 
equally true that for large k. B 
Corollary 3.3.2 
Suppose the two intensity functions h,(t) and h^Ct) are such that 
h^*Ct) satisfies the condition of Theorem 3.3.1 (1*0,1), and CC^ - ?[type 
I error] and 3^ =» P[type II error] under the type I stopping rule, then 
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11m a  > 0  
T-co T 
lira > 0 . 
I-* oo i 
Proof : 
As before, the j-th occurrence time, t^, can be represented as: 
where t^* is the j-th occurrence from a Poisson process with unit 
intensity. Therefore, 
pNCT) 
expC-H^-^HT) + T J > 1 ] 
N(T) 
= P[ S lnh_*(t.) > (h/-(x)-l) dx ] . 
j=l i J 0 1 
Again, t^'s now come from a Poisson process with unit intensity. Since 
a s N(T) 
_ '1, by Theorem 3.3.1, 2 In h *(t ) converges a.s. and 
HqCT; j=i ^ J 
T (h^"(x)-l)dx converges in probability. And, the sequence of random 
N(T) 
variables 2 in h,*(t,) converges a.s. to a random variable which 
J=1 1 J 
takes on arbitrarily large values with positive probability. Hence, 
> 0 for large T. 
By an analogous argument, using now hQ*(«) rather than h^*(»), it 
equally true that > for large T. 
nence. 
lim > 0. 5 
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In Theorem 3.3.1, the function 
g (t) = max 1 1-h^Cz) 1 
z € [t - (l+€) 7 2tlnlnt , t + (1+Ç) V 2tlnlnt '] 
for some Ç > 0, is assumed to be such that 
00 
h ~ • 
If we consider any h^*(*) which is continuous, positive, bounded, and 
decreasing, then 
g (4) = li|(X - (l+O V I Z l n l n Z  ) - 1 
< h"^ ( -^ ) - 1 , 
for large £ . Therefore, for a given h.^*(*) which decreases in t and is 
continuous, positive, bounded, and satisfies 
- I) < oo , (3.3.3) 
the conditions in Theorem 3-3.1 are satisfied. Indeed, in view of the 
previous theorem, Equation (3.3.3) is seen to be a condition equivalent 
to Equation (3.3.1), for decreasing functions h^*(*). 
Turning to our testing problem, we note that if S(t) is defined to 
t) 
h*(t) = S(HÔ^(t)) . (3.3.4) 
Consider now a decreasing sequence of positive real numbers, { a u } ,  
CO 
such Chat Z 3. < cc . For any such sequence {a^}, we can construct a 
i=l -
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family of (h^.h^) pairs, using Equation (3.3.4), to which Theorem 3.3.1 
applies. This is done as follows: 
(!) Choose any continuous positive h^Ct). 
(ii) Compute the sequence of numbers (l+a^Jh^CH^ i Z ) ) .  
(iii) Construct h^(t) by "smooth" interpolation of the points 
(X)))» -8:1,2, .••, 
h^(t) 
in such a way that is decreasing. 
Some examples of this sort of construction follow. 
Example ^  
Choose SCH^^Ct)) = h-j-(t) = 1 + 3 ^  , h^Ct) = c. 
Then, 
= V 2t . 
Hence, 
S(^ 2t) = + 1 , 
which implies 
set) + 1 . 
(IT + 
Therefore, the testing problem is H^zh^Ct) = t versus H^:h^(t) 
_6 + t or H^:h%(t) = 1 versus H,:h*(t) « 1 + —L 
( -y + 1) ^ t^+1 
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And, the intensity functions are such that the conditions of Theorem 
3.3.1 hold . 
Example 2 
Again, choose S(H_^(t)) = = —? 1 » but let 
° ^ (C: + 1) 
hgCt) = . 
Then, 
Ho(t) J  
, 1/3 
Hq (t) = (3t) 
Since 
S((3t)^/3) = 1 , 
(r + 1) 
we have 
S(t) = 1 
( ^  + 1) 
Therefore, the testing problem can be expressed as 
Hg^hgCt) = versus H^:h^(t) = t^(l + 1 ) 
( #7 + 1) 
or as 
H_:h^(t) = 1 versus H,:hJ(t) - I + —? . 
u u X J. t + 1 
Example 2 
In this example, we choose h^C») and h^(*) then derive h^*(t). 
Consider the testing problem HgZhgCt) » 2t versus Hj^:hj^(t) = 
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2t exp [ ] . Thus, 
L +1 
Ho<t) = r" 
= V t .  
And, hj*(t) becomes 
a-K t) = exp[ ] . 
t +1 
o o  2  
Since r (—=—) < <», we see that 
r+1 
E lexpC-^] - 1| < « . 
r+1 
Therefore, the conditions of Theorem 3.3»1 are satisfied. 
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4. APPLICATIONS OF INVARIANCE 
4.1. Introduction 
We study testing problems involving nonhomogeneous Poisson process 
models where competing models have cumulative intensities H(0t) 
absolutely continuous with respect to Lebesgue measure, with intensities 
eh(9t) , t>0 , (4.1.1) 
where = oo, and constants 0 Ç (0,oo) .  in fact, we will restrict 
attention to problems of testing versus H^:{H^(0t)} . We 
deal with aspects of invariance theory applied to this problem. 
The likelihood that there are n occurrences during (0,T), i.e., 
N(T) - n, at times (t^, ..., t^), under an intensity of form (4.1.1) is: 
Hence, the likelihood ratio under type I (or fixed time) stopping, for 
testing NgC^Qt) versus H^(0^t) has form 
hîi(0it) (^1, •••» V 
^gOgt) (^1' •••. V 
j-e ^n- n h (0jt.)-j exp[-H (0,1)] 
= Igri I : ^ \ • (4.1.3) 
L OJ Lj=l expC-HQ(^)] 
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Also, the likelihood that the first k. occurrences are at times t^, 
t^, under an intensity of form (4.1.1) is 
Vet) •••' V ^ " "  V 
k 
= [ n 8h(8t.)] exp[-H(6t.)] . (4.1.4) 
j=l J * 
Hence, the likelihood ratio under type II stopping, for testing HgCGgt) 
versus H,(0,t) has form 
V _ p k 
•••' V Ll=l 
C4.1.5) 
The problem of testing versus is composite versus composite, 
regardless of the type of stopping used. Our plan in this chapter is as 
follows. In the next section we will prove a theorem concerning the 
invariance of the testing problem for both approaches of taking data, and 
the concept of a maximal invariant is developed in the context of type II 
stopping. In a following section, we will show that the above theorem, 
together with the concept of a maximal invariant, lead to the 
construction of a test that is uniformly most powerful among invariant 
tests. 
4,2. Elementary Application of Invariance Theory 
An elementary discussion of notation and structure needed to apply 
invariance theory is presented below. 
_ 
We let I denote an arbitrary space (perhaps a subset of R ) and 
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consider transformations of T into itself. We will only deal with 
transformations that are one—to—one and onto. 
Given that and are two transformations, we consider the 
composition of and , to be denoted g^g^, defined as 
=• ggCgiCc)) . 
Consider a random vector T with range T^ defined on a probability 
space (a,A,Pg): 
(aA.Pg) - (T,g,Pgi) , 8 6 8 
and 
Pg(B) - Pg(T € B) - Pg(T"^(B)) , 
and 9, h 8_ implies P^ f P^ , we consider the following definition. 
1 2  ® 1  ® 2  
Definition. 
A group of transformations of T, to be denoted G, is a set of 
(measurable) one-to-one and onto transformations of T into itself, which 
satisfies the following conditions: 
(i) If g, Ç G and g^ ^ G, then g^g, € G. 
(ii) If g € G, then g i.e., g ^(g(t)) « t, is in G. 
(iii) The identity transformation e, defined by e(t) » t is in G . 
Definition. 
Let G be a group of transformations on T then G is said to leave the 
probability structure Pg invariant if (i) and (ii) are true: 
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(i) If g € G» then g;(T,B) — (T,B) is a measurable 
transformation. 
(ii) For g ÇG andeçe Pg(g(t) € B) = P(t ÇB), §0 € 0, 
ie 
with g0 = 0. Hence, for each g € G, 3 a g mapping 0 onto 
itself. 
With this introductory notation and structure, we will state and 
prove two theorems regarding invariance with respect to our testing 
problem and the respective nonhomogeneous Poisson processes. 
Theorem 4.2.1 
Let T " (Tp ..., T^) be the first k times of occurrence from a 
nonhomogeneous Poisson process with cumulative intensity function H^(0t), 
(i=»0,l). The corresponding family of densities 
k 
•••» = [: eh (et )] exp[-H.(0t. )] , 
V ?k j=i 1 j ^ ^ 
0 Ç(0,oo) ^ is invariant under the transformation G  « {g:g(t) - g*t, 
o ^ -}» (i»So, the probability structure is invariant). 
Proof : 
In this theorem, T is Pv ^ and the group G  of transformations g, is a 
group of scale transformation. Clearly, each function g(t) is one-to-one 
and onto. Note that 
g2g, (t) - g^Cg/t)) - ggCgi'C) - 82"Si"t 
- g'(t) , where g' - g^'g^ , 
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so that g^gj^Ct) 6 6. Similarly Ç Q and the identity, 1, is in g. 
We indeed have a group, G, of transformations. 
The random vector g(T) • g*T takes on the value g*t • (gt^, ..., gt^) 
where T " (t,, ..., t^). Define the distribution of T as 
9 € 0(0 = (0,oo)), and the distribution of g(T) as P..,, 9* € Q. The 
lu 
element 9' of 0 which is associated with 9 in this manner will be denoted 
by g 9 . 
We note that i£ 
< tj, ..., T^ < =• < t^, gT^ < t^}. 
then the theorem is proved. 
But. 
^iê9^^1 ^ *^1' •**' " ^ i^ ^^1 ^1' 
8 
where g9 » —, Therefore, 
8 
' \ -k' 
and we note H^(—T^) is the j-th occurrence time of a Poisson process with 
9 
unit intensity, under — . Also. 
< '1 < s '  • 
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and we see H^(0Tj) is the j-th occurrence time of a Poisson process with 
unit intensity, under 9. Thus 
^ ^1' •••' ^ < ^1' •••• ^ 
and the theorem is proved. 
We note, in addition, that the scale transformation g(t) " g*t 
leaves the parameter set G " (O,») invariant under g. 
We now consider the vector T - (T^, ..., occurrence times 
for a nonhomogeneous Poisson process with absolutely continuous 
cumulative intensity function H^fet), 9 £ (O,»), (i"0,l), using a type I 
stopping rule with fixed time T. A sample space for the vector T is the 
set of vectors (t , ...» t ; n), where n ÇN and (t., ..., t ) is an in In
ordered n-tuple of 
A density for T is given by 
f^(t^, t^; n) 0h^(9tj)1 exp[-H,(0T)] . (4.2.1) 
Theorem 4.2.2 
The probability structure corresponding to Equation (4.2.1) is 
invariant under the transformation G » {g;g(t) " g*t,g >0}. 
Proof : 
We noted earlier that G is a group of scale transformations. The 
random vector g(T) - g*T takes on the value g«t= (gt,, ..., gt ) where T 
1 n 
" (T^, define the distribution of T as 
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9 € 0, and the distribution of g*T as P^g,, 9'€ Q, The element 9* of 0 
which is associated with 0 in this manner will be denoted by g 6 Î 
••iie"! < h- •••• \ < y 
^ ^ 1' ' ®^n ^ B^n^ ' 
As before. 
= p. 
I 
6 
i9^\ < t^, ..., 
9T 
' ^ ^1' •••. < c^} , 
g 
0 
We see that H (—T.) is the j-th occurrence time from a Poisson process 1 g j 
with unit intensity function. Now, 
°10--1 < =!• •••' i", < StJ 
= < tj, ..., f < tj . 
Since H^OX^) is the j-th occurrence time from a Poisson process with 
unit intensity, 
^i9--^i ( .=., gT^ < gt^} 
' ^ **•' "^n -n' 
g 
and the theorem is proved. M 
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In the next section, we will restrict our attention to what 
constitutes an invariant test for the type II hypothesis testing problem 
mentioned in section 4.1. In order to do this, we direct our attention 
now to the idea of a maximal invariant. 
Let the two vectors Tj^, T^, under the type II stopping rule, be 
considered equivalent under 6 
- Tg (mod G) 
if there exists a transformation g € G for which « g(T^). The above 
relation is a true equivalence relation since the G we are concerned with, 
{g:g(t) = g*t, g > 0} , is a group. Therefore, the sets of equivalent 
points, the orbits of G, constitute a partition of the sample space. A 
vector t traces out an orbit as all transformations g of G are applied to 
it; this means that the orbit containing t consists of the totality of 
vectors g(t) with g ÇG. It follows from the definition of invariance 
that a function is invariant if and only if it is constant on each 
orbit. The following definition proves useful. 
Definition 
A function J is said to be maximal invariant if it is invariant and 
if J(t^) - JCt^) implies t^ " g(t^) for some g Ç G. 
We may interpret this definition to mean that the function J is a 
maximal invariant if it is constant on the orbits, but for each orbit 
takes on a different value. It is also noted that maximal invariants are 
equivalent in the sar.se that their sets of constancy coincide. 
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Lemma 4.2.1 
Given the group of transformations G =• {g:g(t) - g*t, g > 0} the 
^-1 function J(t) • ( ...—) is a maximal invariant for the sample 
vector (t., ..., t,^) from a nonhomogeneous Poisson process, under type II 
stopping. 
Proof; 
The orbit of any sample vector t is the set of vectors or points 
traced out by g«t for all g €G. Thus, for a given orbit. 
J(t) - » •••» 
t. 1 Vj 
^ ~ 
is a constant vector or point for every g Ç G for a given t. And we see 
that J(t) is constant on each orbit which Implies J(t) is an invariant 
function. Secondly, for two sample vectors t^, t^ it is immediate that 
J(tj) • JCtg) implies t^ and t^ are in the same orbit, i.e., t^ • g(t^) • 
g*t] for some g EG. Hence, J is a maximal invariant for a scale 
transformation of the times of a nonhomogeneous Poisson process with 
cumulative intensity H^(6t) under a type II stopping rule. S 
4.3. Invariant Tests 
In this section, we will use the notions of maximal invariants and 
invariance of families of densities to construct UMP invariant tests for 
the problems of composite versus composite testing described in section 4. 
A test 9, such that 4(g(x)) - <^(x) for all x € X and g E G (where X 
is the sample space and G is a group of transformations), is said to be 
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A transformation g can be Interpreted as a change of coordinates. 
Using this point of view, we can say a test is invariant if it is 
independent of the particular coordinate system in which the data are 
expressed. According to a theorem in Lehmann (1959), for a maximal 
invariant J(x) with respect to G, a necessary and sufficient condition 
for a test 4» to be invariant is that it depends on x only through J(x), 
i.e., there exists a function h for which 4(x) " h(J(x)) for all x. 
Theorem 4.3.1 
Let T " (T^, ..., T^) be the vector of the first k occurrence times 
from a nonhomogeneous Poisson process whose density is Equation (4.1.4) 
under H^(iHD,l) where 0 Ç(0,oo). The problem of testing Hq versus is 
invariant under the group G of transformations G ~{g:g(t) * g't, g > 0}. 
Also, the following test is UMP among all invariant tests for the type 
II stopping rule 
4(T) - ^  "o (4.3.1) 
0 , otherwise 
where f is tha density of the maximal invariant J under hyoothesis H 
i • i 
and Q is some critical value. 
Proof : 
Under the group G  = {g:g(t) - g*t, g > 0} of transformations, g(t) -
(gti, ..., gt^), induces in the parameter space the transformations 
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Therefore, the problem of testing versus is invariant under the 
group G, As we have seen earlier, a maximal invariant under 6 is 
• (y,, y, ,). The distribution of J is 
independent of 9 and, under , has the density 
Ç " Tg ^[^_n^h^Czy^)jexp[-H^Cz)ld2, 
where the symbol f^^ abbreviates the notation of Equation (4,1.4). 
Thus, the test (ji(t) in (4.3.1) depends on the vector t only through 
J(t) " (—i , ...T—^ ). Hence, ^ (t) is an invariant test for the type 
II stopping rule. When referred to J, the problem of testing Hq against 
becomes one of testing a simple hypothesis versus a simple hypothesis. 
We see that the most powerful test based on J is independent of 0, and 
therefore, UMP among all invariant tests. The rejection region is 
J'o ' " * yt^ -]_z:»z)dz  ^ fi(ut^, ut^_^,ut^)du 
0^  ^ h.j^ (zyj)jexp[-H^ (2)]dz 
S n h_(zy.){exp[-H (z)]dz 
0 t- j=l -• J  ^
-if k 
> Q (4.3.3) 
where h^(zy^) - h^(z). • 
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A UMP invariant test analogous to Equation (4.3.3) seems 
unattainable for type I stopping. The best we seem to be able to do is 
to come to a notion of an invariant (experiment, test) couple, where the 
experiment is determined by the fixed time T. 
Specifically, if we consider the nonhomogeneous Poisson process with 
T 
cumulative intensity function H^(8t), stopped at the fixed time -g, then 
the transformed times of occurrence 
have likelihoods 
f^(Xj, ..., x^) - ^j=i hj^(Xj)j exp[-H^(T)], (4.3.4) 
where ^  » 0t 
J J X 
A further transformation, leading to the invariant quantities y,-~ 
J \ 
then yields the following Neyman-Pearson procedure 
z [ 4l hi(zyi)] expC-H (T)]dz 
-H J—= i i = > Q 
Ig 2^"^ [ hQ(zyj)] exp[-HQ(T)]dz 
which, of course, reduces, since T is fixed and given, to 
n 
Jn z ' L a = I  V z y . î j  â z  
—  ^ i J > Q , 
n 
si ^  ^ [j^i h^Czy.)] dz 
where h^(zy^ ) = h^(z) . 
To Che extent that the experiment does involve the scale parameter 
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9 , this last test may be of no real practical interest, unless we imagine 
a poorly informed analyst, constrained to work in "isolation" from a 
well-informed experimentalist. Even then, detailed consideration of the 
sequential invariant procedure. Equation (4.3.5), needs to be assessed in 
light of general treatments of the subject, as in Hall, Wijsman, and 
Ghosh (1965). 
We terminate this section by going back, to the type II stopping 
context. In particular, we turn to an example of a composite versus 
composite testing problem between two distinct families of Poisson 
processes corresponding to HQ(9t), H^(8t). We denote the family of 
Poisson processes with mean value function 11^(81), as Poisson processes 
with cumulative intensity functions of the form 0t, 0 > 0. The family of 
Poisson processes with mean value function Hj^(9t) is C9t for t € (0,T') 
and C0T' + (t-T')9 for t^[T',oo), 9 > 0, and C > 1. From Theorem 4.3.1 
we see that this testing problem is invariant. Noting that the 
likelihood ratio is independent of 9, we have a simple versus simple 
testing problem. Thus, for simplicity, we let Ô » 1 and Kq can be 
represented as a Poisson process with unit intensity function. The 
alternative hypothesis becomes a Poisson process with intensity function 
C for t €(0,T') and unity for t € [T'joa), The likelihood ratio (4.3.3) 
becomes 
exp[-Cz]dz + expr-T'(C-l)-zjz^"^C^*®^^^ciz 
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k 
where B(z) =• .Z l(zy , , i.e., 
1—1 
the proportion of y^'s less than Thus the rejection region becomes 
exp[-Cz]dz + jC, z^ ^ C^^^^exi£-T'(C-l)-z] dz 
> Q 
r (k) 
Therefore, the type I error probability is 
S z^ exp[-Cz]dz + z^ I^'KBCZ) expj^-T*(C-l)-z3 dz 
0 T* 
> Q 
r (k )  
for some Q > 0. The type II error probability follows from this. 
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