Objectives: Optimizing antiretroviral drug combination on an individual basis can be challenging, particularly in settings with limited access to drugs and genotypic resistance testing. Here we describe our latest computational models to predict treatment responses, with or without a genotype, and compare their predictive accuracy with that of genotyping.
Introduction
The development of approximately 30 HIV drugs acting at six different points in the virus life cycle and the expansion of access to therapy around the world is a great success story. 1 The current United Nations Programme on HIV/AIDs (UNAIDS) target for 2020 is for 90% of infected people to be diagnosed and 90% of them to be on therapy with 90% of those treated having suppressed virus ('90-90-90') . The last target is critical in order not only to prevent disease progression, morbidity and mortality but to decrease the spread of the virus. 2, 3 A major threat to this is the development of HIV drug resistance, often linked to poor adherence and interruptions to drug supplies in some settings. A recent report from the WHO and others showed that the prevalence of HIV drug resistance among patients in public health ART programmes has increased from 11% to 29% since the global expansion of ART to low-and middle-income countries (LMICs) began in 2001. 1 When treatment fails, the combination of antiretroviral agents should be changed in order to resuppress the virus. In most V C The Author(s) 2018. Published by Oxford University Press on behalf of the British Society for Antimicrobial Chemotherapy. All rights reserved. For permissions, please email: journals.permissions@oup.com.
well-resourced countries the selection of a new combination is individualized by expert physicians using information including the patient's treatment history and the results of a genotypic resistance test. [4] [5] [6] However, resistance testing is relatively expensive and only moderately predictive of response to treatment. 7 The challenge of individually optimized drug selection in LMICs is even greater as resistance tests are typically unavailable or unaffordable and drug options are limited. 8 In the absence of routine viral load monitoring, therapy failure is often detected late and regimen switch decisions are based on standard protocols rather than individualized. The result can be suboptimal regimen selection, failure to achieve viral resuppression and further resistance selection, which may limit future therapeutic options and can be transmitted to others. 9 The HIV Resistance Response Database Initiative (RDI) has collected biological, clinical and treatment outcome data for more than 200 000 HIV-1 patients around the world over a period of 16 years. From these data, we have used machine learning to develop models to predict HIV-1 treatment outcomes and to identify optimal, individualized therapies. [10] [11] [12] [13] [14] [15] We have developed models that use information from genotypic resistance tests in their predictions and others that do not. The most recent models, developed using large data sets from around the world then tested with independent test sets predicted virological response with an overall accuracy (OA) of around 80% with a genotype and 74% without. 14, 15 The models are used to power an online treatment decision support tool, the HIV Treatment Response Prediction System (HIVTRePS). To keep this system as current as possible in terms of the inclusion of new drugs and reflection of current clinical practice it is essential that new models are regularly developed using the latest data.
Here we report the development of two new sets of random forest (RF) models that estimate the probability of combinations of antiretroviral drugs reducing the plasma viral load to undetectable (,50 copies HIV RNA/mL):
1. Models that do not require a genotype for their predictions (no-genotype or NG models), trained using a large global data set and intended for use in LMICs without access to genotyping. We compared standard models (NG1) with experimental models developed using new highly permissive data inclusion criteria (NG2) to increase utility in LMICs where clinic visits can be infrequent. 2. Global models that use a viral genotype in their predictions (global genotype or G models). These were developed using data screened for likely non-adherence using an experimental filter. Cases of discordance between virological failure observed in the clinic and predictions of response by both our current models and genotyping with rules-based interpretation were excluded (G2) and the resultant models compared with 'standard' models (G1). 3. For the first time there were sufficient data without genotypes for the NG models to be trained to predict outcomes for three drugs not previously covered: tipranavir, maraviroc and elvitegravir.
The accuracy of all the models was ascertained and they were evaluated as potential tools to support optimized, individualized treatment decision-making in the RDI's HIV-TRePS system. This paper represents the latest update alluded to in our previous publications of modelling. [13] [14] [15] 
Methods

Clinical data
Treatment change episodes (TCEs) were collected from cases in which ART was changed following virological failure. 10 TCEs for development of the NG models had all the following data available: on-treatment baseline plasma viral load (obtained 8 weeks prior to treatment change for the standard models, NG1, and 12 weeks for the experimental models, NG2); on-treatment baseline CD4 cell count (12 weeks prior to treatment change for NG1 and 16 weeks for NG2); the drugs in use prior to the change; ART history; drugs in the new regimen; follow-up plasma viral load obtained 4-52 weeks following introduction of the new regimen and time to that follow-up. A similar extraction was subsequently performed for TCEs that also had an on-treatment genotype (protease and reverse transcriptase sequence 12 weeks prior to treatment change) for the development of the genotype models.
The TCEs were censored using rules established in previous studies and published in detail elsewhere. 16 
Data partition for models without genotypes (NG)
The qualifying TCEs were partitioned using methods described elsewhere. 11, 16 The partition scheme is illustrated in Figure 1 . For the NG2 models, with the expanded baseline data windows, a training set of 50 270 TCEs and an independent test set of 3000 TCEs, one each from 3000 patients not represented in the training set, were obtained. For the NG1 models, the standard baseline data windows were applied to the NG2 training and test sets resulting in training and test sets reduced to 43 239 and 2500 TCEs.
Data partition for models with genotypes (G)
The data that included baseline genotypes were partitioned into a master pool of 18 242 training TCEs and 1000 test TCEs. The data were screened for possible non-adherence using our standard filter (which excludes cases with a baseline viral load of 3.0 log 10 HIV RNA and an increase in viral load of 2.0 following the introduction of a new regimen selected with a recent genotype available). This resulted in a training set of 18 188 and a test set of 997. The master pool of TCEs was then screened using a trial filter for possible non-adherence. Cases in which the new regimen used in the clinic failed to achieve virological response were passed through HIV-TRePS. Those predicted to respond (follow-up viral load 50 copies) were extracted and genotypic sensitivity scores (GSSs) were obtained using the Stanford HIVDB, REGA and ANRS interpretation systems. Cases with a GSS of 2 (two or more active drugs) in all three systems were then excluded. This removed 5% of the TCEs, resulting in a training set of 17 378 and test set of 940.
Computational model development
The two NG training sets of TCEs were used to train two committees of five RF models, to estimate the probability of the follow-up viral load being less than 50 copies/mL, using methodology described elsewhere. 11, 13 The following 47 input variables were used (new variables underlined): baseline viral load (log 10 copies HIV RNA/mL); baseline CD4 count (cells/mm 3 ); treatment history-22 binary variables coding for experience of zidovudine, didanosine, stavudine, abacavir, lamivudine, emtricitabine, tenofovir disoproxil fumarate, efavirenz, nevirapine, etravirine, indinavir, nelfinavir, saquinavir, amprenavir, fosamprenavir, lopinavir, atazanavir, darunavir, enfuvirtide, raltegravir, tipranavir and maraviroc; antiretroviral drugs in the new regimen-23 variables as above with the addition of elvitegravir; and time to follow-up (days). The output variable was the follow-up viral load as HIV-TRePS 2018: new models to predict response to therapy JAC a binary variable: 1.7 log or 50 copies/mL " 1 (response) and .1.7 log or 50 copies/mL " 0 (failure).
The genotype models used 105 input variables including the above but without raltegravir as a historical drug and without maraviroc or tipranavir in the new regimen because of insufficient data with genotypes. History of maraviroc use was a new variable. In addition, the following 62 mutations, detected in the baseline genotype were used: HIV reverse transcriptase mutations (n " 33): M41L, E44D, A62V, K65R, D67N, 69 insert, T69D/N, K70R, L74V, V75I, F77L, V90I, A98G, L100I, L101I/E/P, K103N, V106A/M, V106I, V108I, Y115F, F116Y, V118I, 138A/G/K, Q151M, V179D/F/T, Y181C/I/V, M184V/I, Y188C/L/H, G190S/A, L210W, T215F/Y, K219Q/E and P236L; and protease mutations (n " 29): L10F/I/R/V, V11I, K20M/R, L24I, D30N, V32I, L33F, M36I, M36L/V, M46I/L, I47V, G48V, I50V, I50L, F53L, I54 (any change), 58E, L63P, A71(any change), G73(any change), T74P, L76V, V77I, V82A/F/S, V82T, I84V/A/C, N88D/S, L89V and L90M. The mutations were selected on the basis of the IAS-USA mutation list as well as previous modelling studies. 17 
Validation and independent testing
Each of the four committees of five RF models was developed using a 5% cross-validation scheme. 11, 16 For each partition the model's estimates of the probability of response for the validation cases was compared with the actual response observed in the clinic and the best-performing model selected for the final committee. For each of the five final models, the optimum operating point (OOP) was identified (the cut-off for the probability of response being classed as response versus failure that gave the best performance overall).
The performance of the models as predictors of response was then evaluated using the independent test cases. The models' estimates of the probability of response and the responses observed in the clinics for these cases were used to plot receiver operator characteristic (ROC) curves and assess the area under the ROC curve (AUC). In addition, the average OOP, derived during cross-validation, was used to obtain the OA (the percentage of outcomes that were correctly predicted), the sensitivity and the specificity of the models.
Comparison of the accuracy of the models versus rules-based interpretation of the genotype
GSSs were obtained for test cases with genotypes that could be fully interpreted by three rules-based genotype interpretation systems in common use: ANRS, REGA and Stanford HIVDB. The three systems were accessed online on 7 September 2017 and the GSSs calculated by adding the score for each drug in the regimen, with full sensitivity scored as 1, partial as 0.5 and no response as 0. These scores were then used as predictors of response and the performance compared with that of the models. 16 In silico analysis to evaluate the potential of the models to help avoid treatment failure
In order to evaluate further the potential clinical utility of the models, we assessed their ability to identify alternative, practical regimens that were predicted to be effective (probability of virological response above the OOP), or more likely to be effective than the regimens introduced in the clinic. Lists of regimens in regular clinical use were identified from the RDI database. The baseline data for all test TCEs in which the new regimen comprised three or more drugs were entered into the models and predictions obtained for the regimens on the drug lists that had no more drugs than Revell et al.
the regimen used in the clinic. Since the NG models are used primarily in LMICs, we wanted to avoid modelling regimens that are unavailable in such settings, as this could overestimate the system's utility. The analysis was therefore repeated using test cases from sub-Saharan countries only and modelling alternative regimens comprising only those drugs that were in use in those countries at the time of data collection.
Results
Characteristics of the data sets
The baseline, treatment and response characteristics of the data sets are summarized in Tables 1 and 2 . The training sets for NG models comprised 43 239 TCEs using the standard baseline data windows and 50 270 using the expanded baseline data windows. The data sets have very comparable baseline data with a median plasma viral load of 3.8 log 10 copies/mL and CD4 count of 260 cells/mm 3 . The median number of previous drugs used in the patients' treatment was 4-5, with almost all exposed to nucleoside or nucleotide reverse transcriptase inhibitors [N(t)RTIs], around two-thirds having been exposed to NNRTIs and two-thirds to protease inhibitors (PIs). There was a broad range of new regimens represented in the data, the most common being two NRTIs and one PI (32%-36%), followed by two NRTIs and an NNRTI (18%-23%).
The characteristics of the TCEs with genotypes are summarized in Table 2 . The training sets comprised 18 188 TCEs using the standard non-adherence filter and 17 378 using the new filter. The sets have very comparable baseline data with a median plasma viral load of 4.3 log 10 copies/mL (about half a log higher than the NG data) and median CD4 count of 230 cells/mm 3 , slightly lower than the NG data. The treatment history was similar to that of the NG data, as was the range of new regimens other than somewhat fewer patients changing to NNRTI-based regimens (10% versus 20%).
Results of the modelling without a genotype
The performance characteristics from the ROC curves of the models during cross-validation and independent testing are summarized in Table 3 . The NG1 models achieved AUC values during cross-validation of 0.83 to 0.84, with a mean of 0.84. The OA was 77% to 78% (mean " 77%), the sensitivity was 71% for all five models and the specificity ranged from 80% to 81% (mean " 80%). The OOP was 0.42-0.43. The NG2 models achieved very similar results with AUC values during cross-validation of 0.83 to 0.84 and a mean of 0.83. OA ranged from 76% to 77% (mean " 76%), sensitivity again was 71% and specificity ranged from 79% to 80% (mean " 80%).
Independent testing
The NG1 models achieved an AUC of 0.82 in independent testing (Figure 2) . OA was 75%, sensitivity 72% and specificity 77%. The NG2 models achieved an AUC value of 0.81, OA of 75%, sensitivity was 73% and specificity 76%. The performance of the two sets of models during independent testing was not significantly different (P " 0.84).
When NG2 models were tested using only the 500 test cases with baseline data that fell outside of the standard windows, the AUC was 0.79, OA 73%, sensitivity and specificity each 73%. There were no significant differences between the performance of NG2 models with those cases with baseline data inside versus outside the standard windows (P " 0.29).
When the two sets of models were tested only with those cases involving each of the three new drugs (50 cases in each subset) the AUC values ranged from 0.75 to 0.89.
Comparing the predictive accuracy of the models versus genotyping
Of the 3000 TCEs in the global NG test set, 634 had genotypes available that were suitable for full interpretation by the three interpretation systems. The ROC curves are presented in Figure 2 , alongside those for the models. The AUC values for the GSS were 0.56 (ANRS), 0.58 (Stanford HIVDB) and 0.55 (REGA) ( Table 4 ). All were significantly less accurate predictors of virological response than the NG models, both sets of which achieved an AUC of 0.81 for these cases (P , 0.0001).
Results of the modelling with a genotype
The performance characteristics from the ROC curves of these models during cross-validation and independent testing are summarized in Table 5 . The five G1 models achieved AUC values during cross-validation ranging from 0.84 to 0.86, with a mean of 0.86. OA was 78% to 79% (mean " 79%), sensitivity 71% to 73% (mean " 73%) and specificity 78% to 82% (mean " 81%). The OOP was 0.42.
The five G2 models (using data with the new non-adherence filter) achieved AUC values during cross-validation ranging from 0.86 to 0.89, with a mean of 0.88. OA was 79% to 82% (mean " 80%), sensitivity 77% to 81% (mean " 79%) and specificity 79% to 82% (mean " 81%). The OOP was again 0.42.
Independent testing
When tested with the independent G1 test cases using the OOP developed in cross-validation, the G1 models achieved an AUC of 0.84 (Figure 3) . The OA was 76%, sensitivity 72% and specificity 80%. G2 models achieved an AUC value during testing with the G2 test set of 0.86, OA of 79%, sensitivity of 74% and specificity of 83%. Again, the G2 models' performance was slightly better than G1 but there was no statistically significant difference between the two sets of models (P " 0.25).
When G1 models were tested using the G2 test set, performance improved slightly (AUC from 0.84 to 0.85 and OA from 76% to 77%) but was not as good as with the G2 models. Conversely, the performance of the G2 models worsened when tested with the G1 test set (AUC reduced from 0.86 to 0.83 and OA from 79% to 76%), but remained comparable with the performance of the G1 models.
Comparing the predictive accuracy of the G2 genotype models versus genotyping GSSs were generated for 856 test TCEs in which the drugs in the new regimens were fully covered by the interpretation systems. The genotype systems achieved AUC values of 0.60-0.63, compared with 0.86 using the G2 models and 0.84 for G1 (Figure 3 ).
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The OA values were 57%-59% for genotyping compared with 80% for the G2 models and 77% for G1. All three genotype interpretation systems were significantly worse at predicting responses than both sets of models (P , 0.00001).
In silico analysis
The NG models were able to identify alternative regimens that were predicted to be effective for 97% (NG1) to 98% (NG2) of cases (Table 6 ). They were able to identify alternative regimens Revell et al.
comprising only those drugs in common use with a higher probability of response (but not necessarily above the response classification threshold of the models) for all cases. For the cases in which the new regimen failed in the clinic, the models were able to identify alternatives that were predicted to be effective in 96% and with a higher probability of response in 100%. Using only locally available drugs (lamivudine, abacavir, zidovudine, didanosine, efavirenz, emtricitabine, lopinavir, nevirapine, HIV-TRePS 2018: new models to predict response to therapy JAC raltegravir and tenofovir disoproxil fumarate) for 450 cases from sub-Saharan Africa, the NG models were able to identify alternative regimens that were predicted to be effective for 95% of cases and 92%-93% for cases in which the new regimen failed in the clinic. The genotype models identified alternative regimens that were predicted to give a response for 93% of the test cases and regimens with a higher probability of response for 99.9% (Table 6 ). For patients who experienced virological failure in the clinic, the models identified alternatives that were predicted to give a response for 90% and with a higher probability of response than the regimen in the clinic for all 100%.
Discussion
These latest computational models, developed using our largest databases, are the most accurate predictors of response to combination ART to date. They include, for the first time, tipranavir, maraviroc and elvitegravir.
Both sets of models achieved AUC values over 0.80 in crossvalidation and independent testing. The results replicated and Revell et al.
reinforced previous findings that our models are substantially more accurate predictors of virological response to combination therapy than viral genotyping with rules-based interpretation. 14, 15 It is encouraging that this superiority was maintained despite eliminating a number of cases in which the GSS and the response observed in the clinic were discordant, in an attempt to exclude non-adherent patients. The expanded 'windows' for baseline data make these models more practical for use in LMICs where visits for laboratory monitoring are relatively infrequent. Moreover, the broad range of settings represented in the study data suggests that these findings and the potential utility of these models are highly generalizable. Nevertheless, in some LMICs viral loads or CD4 counts may lay outside even these extended windows, if they are available at all, preventing use of the system. Given the size of the RDI database, research looking at models that can accept missing values is warranted.
The use of a new more stringent filter for presumed nonadherence removed a greater proportion of available TCEs than the standard filter and led to a small numerical increase in performance for the genotype models.
The NG models presented here can predict outcomes to 23 different drugs, including some relatively recently approved inhibitors that are not routinely available in LMICs. Users of the HIV-TRePS system are able to exclude any drugs that are not locally available from the modelling. The in silico results for cases from LMICs, using a highly restricted list of locally available drugs, demonstrated the potential of the models to improve virological response rates nevertheless, underlining their applicability for LMICs.
A key input variable for these models was the plasma viral load, which studies have shown to be important for the accuracy of the models. 18 Although viral load monitoring is not routine in LMICs, it is now recommended in WHO guidelines for monitoring ART response. 19 Accurate statistics on viral load monitoring in LMICs are scarce. However, a recent study of its scale-up in sub-Saharan Africa showed the percentage of patients with viral loads ranged from 3% (Côte d'Ivoire and Tanzania) to 96% in Namibia. Of 11 million patients on ART in the region, 5 million were estimated to have access to viral load monitoring. 20 As technological advances enable lower costs and point-of-care testing, the use of viral load is likely to increase. 21, 22 The study has some limitations. Firstly, it was retrospective and no firm claims can be made for the clinical benefit of using the system as a treatment support tool. This would require large, prospective clinical trials, for example comparing outcomes for patients with a change to their treatment managed under standard of care (SoC) versus SoC plus the HIV-TRePS report.
The models described here were trained to estimate the probability of response to therapy using a definition of response of ,50 copies HIV RNA/mL. Although recent data strongly suggest that low-level viraemia predicts virological failure, differences HIV-TRePS 2018: new models to predict response to therapy JAC persist in the definition of virological response used in the clinic.
23
The US AIDS Clinical Trials Group (ACTG) define virological failure as a confirmed viral load .200 copies/mL. 6 The WHO, however, defines virological failure as persistent plasma RNA levels 1000 copies/mL after 3 months with adherence support. 19 Other groups are using 400 copies/mL. 24 The models may predict that a certain combination of drugs is likely to fail (viral load .50 copies/mL) with no indication of the probability of the viral load being below a different cut-off, e.g. 1000 copies/mL. Studies are now ongoing to develop models that predict absolute viral load value over time following a treatment change.
Conclusions
Computational models developed using large, heterogeneous data sets with relatively permissive rules governing the timing of baseline data can be highly accurate predictors of virological response to combination ART, even without a genotype. Such models are of enhanced utility in settings with infrequent laboratory monitoring.
Attempts to remove any possible contamination of training with data from non-adherent patients continue. A new filter for presumed non-adherence removed around 5% of training data and led to a very small increase in accuracy.
The models were able to predict responses to tipranavir, maraviroc and elvitegravir for the first time and with accuracy comparable with that of other antiretrovirals, again expanding the utility of the system. These latest models are better predictors of response to therapy than genotyping with rules-based interpretation, even when those models do not use a genotype for their predictions. Since use of these models is free of charge, this suggests that scarce funds in LMICs would be better spent on antiretroviral drugs and viral load testing than on genotyping. This would enable a greater range of treatments to be offered, treatment failure to be detected earlier and optimal, individualized treatment change decisions made using the models.
Full validation of this approach as a clinical tool would require a prospective, controlled clinical trial. Nevertheless, the results suggest that these models have the potential to reduce virological failure and improve patient outcomes in all parts of the world, with particular utility in LMICs. The use by clinicians of this tool to support optimized treatment decision-making in the absence of resistance tests could also combat the development of drug resistance and its contribution to treatment failure, disease progression and onward viral transmission.
The global models described in this paper are freely available to use online through the HIV-TRePS system at http://www.hivrdi. org/treps. NG models all cases with 3 drugs in their new regimen alternatives predicted to be effective (%) 97 98 2315 cases for NG1 and 2783 for NG2 a alternatives with higher probability of response than regimen used in clinic (%) 100 100 subset of the above that failed the new regimen introduced in the clinic alternatives predicted to be effective (%) 96 96
1433 cases for NG1 and 1716 for NG2 a alternatives with higher probability of response than regimen used in clinic (%) 100 100 G models all cases with 3 drugs in their new regimen alternatives predicted to be effective (%) 93 93 892 cases for G1 and 841 for G2 a alternatives with higher probability of response than regimen used in clinic (%) 99.9 99.9 subset of the above that failed the new regimen introduced in the clinic alternatives predicted to be effective (%) 90 90 564 cases for G1 and 513 for G2 a alternatives with higher probability of response than regimen used in clinic (%) 100 100 a Only those cases with 3 drugs in the new regimen were used in these analyses.
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