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Abstract
It is shown that, by using Taylor’s series of fractional order, the stochastic differential equation dx = σ x db(t, a),
where b(t, a) is a fractional Brownian motion of order a, can be converted into an equation involving fractional
derivative, therefore a solution expressed in terms of the Mittag–Leffler function.
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1. Introduction
In a large number of realistic problems (physics, theoretical biology, mathematical finance) one comes
across the stochastic differential equation [10–12]
dx = σ x db(t, a), t ≥ 0, x(0) = x0, σ ∈ R (1.1)
b(t, a) := 1
Γ (a + 12)
∫ t
0
(t − τ )a− 12 w(τ) dτ, 0  a  1, (1.2)
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in which w(t) is a normalized Gaussian white noise, and b(t, a) is a normalized fractional Brownian
motion of order a, a  0, such that [1–3]
E{db} = 0, (1.3)
E{(db)2} = (dt)2a, (1.4)
with E{(.)} denoting the mathematical expectation. One is used to write its solution in the form
x = x0 exp
{
−1
2
σ 2t2a + σb(t, a)
}
(1.5)
and it is exactly this point that we would like to once more consider here.
Shortly, by using Taylor’s series of fractional order, we shall express dx in terms of the frac-
tional differential dax whereby we shall obtain an expression of x(t) which involves the so-called
Mittag–Leffler function rather than the exponential one.
This short note is organized as follows. For the sake of completeness on the one hand and for the
convenience of the reader on the other hand, we shall briefly recall the essentials of fractional derivative
and of Taylor’s series of fractional order, and we shall use it to solve some fractional differential
equations involving both dt and (dt)α . Then we shall consider the solution of the stochastic differential
equation defining the so-called geometric fractional Brownian motion. The conclusion will comment on
some previous results in the literature.
2. Taylor’s series of fractional order
2.1. Fractional derivatives
Definition 2.1. Let f : R → R, x → f (x), denote a continuous function. Its fractional derivative of
order α is defined by the following expression [7–10],
f (α)(x) := 1
Γ (−α)
∫ x
0
(x − ξ)−α−1 f (ξ) dξ, α  0. (2.1)
For positive α, one will set
f (α)(x) := [ f (α−n)](n), n − 1  α  n.  (2.2)
Definition 2.2. Consider the function of Definition 2.1; and let h  0 denote a constant discretization
span. Define the forward operator FW (h),
FW (h). f (x) := f (x + h); (2.3)
then the fractional difference of order α, α ∈ R, α  0, of f (x) is defined by the expression
α. f (x) := (FW − 1)α. f (x) =
∞∑
k=0
(−1)k
(α
k
)
f [x + (α − k)h].  (2.4)
Lemma 2.1. The following equality holds,
f (α)(x) = lim
h↓0
α f (x)
hα
.  (2.5)
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The proof can be obtained by using Laplace transform and Z -transform and then making h tend to
zero. See for instance [4] and [5].
In the following Section 2.2 we give a collection of results, with some improvements, of which the
proofs can be found in the Ref. [6].
2.2. Taylor expansion of fractional order
A generalized Taylor expansion of fractional order reads as follows
Proposition 2.1. Assume that the continuous function f : R→ R, x → f (x) has fractional derivative
of order kα, for any positive integer k and any α, 0  α  1, then the following equality holds, which is
f (x + h) =
∞∑
k=0
hαk
Γ (1 + αk) f
(αk)(x), 0  α  1. (2.6)
where f (αk) is the derivative of order αk of f (x). 
Lemma 2.2. Assume that m  α  m + 1, m ∈ N − {0, 1}, then
f (m)(x + h) =
∞∑
k=0
hk(α−m)
Γ [1 + k(α − m)] D
k(α−m) f (m)(x), m  α  m + 1.  (2.7)
On making m = 1 into Eq. (2.7) and integrating the results so obtained with respect to h yields
f (x + h) = f (x) + h f ′(x) +
∞∑
k=1
hkβ+1
Γ (kβ + 2) f
(kβ+1)(x), β := α − 1. (2.8)
As a direct application, one has the following
Lemma 2.3. Assume that f (x), in Proposition 2.1, is αth-differentiable, then the following equalities
hold, which are
f (α)(x) = lim
h↓0
α f (x)
hα
= Γ (1 + α) lim
h↓0
 f (x)
hα
, 0  α  1. (2.9)
and
f (α)(x) = Γ [1 + (α − m)] lim
h↓0
 f (m)(x)
hα−m
, m  α  m + 1.  (2.10)
Useful relations
Eq. (2.6) provides the useful relation
α f ∼= Γ (1 + α) f, 0  α  1, (2.11)
or in a like manner dα f ∼= Γ (1 + α) d f , between fractional difference and finite difference.
Assume now that 1  α ≤ 2. Then Eq. (2.8) yields
 f ∼= f ′(x)x + (x)
α
Γ (1 + α) f
(α)(x), (2.12)
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where f ′ denotes the derivative of f , therefore
α f ∼= Γ (1 + α)( f − f ′(x)x). (2.13)
where c1 and c2 are two constants defined by the initial conditions on x(t).
Let us point out that the above Taylor’s series is slightly different from the series proposed by
Osler [13], in which f (x + h) is α times the right side term of (2.6). Clearly, if h = 0, this series
provides the approximation f (x) ∼= α f (x).
3. Integration with respect to (dt)α
Our purpose in this section, is to define the solution of the equation
dx = f (t)(dt)α, t ≥ 0, x(0) = x0, (3.1)
and to this end, we shall refer to the following results.
Lemma 3.1. Let f (t) denote a continuous function, then its integral w.r.t. (dt)α , 0  α ≤ 1 will be
defined by the equality∫ t
0
f (τ )(dτ )α = α
∫ t
0
(t − τ )α−1 f (τ ) dτ, 0  α ≤ 1.  (3.2)
Proof. See the Ref. [6]. 
Lemma 3.2. Let α, 1  α  2, and let f (t) denote a continuous function; then its integral w.r.t. (dt)α
will be defined by the equality∫ t
0
f (τ )(dτ )α = α(α − 1)
∫ t
0
(t − τ )α−2F(τ ) dτ, 1  α  2, (3.3)
with
F(t) :=
∫ t
0
f (τ ) dτ.  (3.4)
Proof. We once more refer to the equation
dx = f (t)(dt)α, (3.5)
and we identify it with (2.12), the fractional Taylor’s expansion for 1  α  2, clearly
dx = x ′(t) dt + Γ−1(1 + α)x (α)(t)(dt)α,
to obtain the equality
x (1+β)(t) = Γ (1 + α) f (t); α =: 1 + β, (3.6)
therefore
x (β)(t) = Γ (1 + α)F(t).  (3.7)
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Some examples
On making f (τ ) = 1 in (3.2) one obtains∫ t
0
(dτ )α = tα, 0  α ≤ 2. (3.8)
Assume now that f (t) is the Dirac delta generalized function δ(t), then one has∫ t
0
δ(τ )(dτ )α = α tα−1, 0  α  2. (3.9)
Both equalities hold for 0  α  1 and 1  α  2.
Application to fractional Brownian motion
If we apply formally the relation (3.2) above with the substitution f (t) ← w(t), we have an alternative
definition for b(t, a), in Eq. (1.2), which reads
b(t, a) =
(
a + 1
2
)−1
Γ−1
(
a + 1
2
)∫ t
0
w(τ)(dτ )a+(1/2). (3.10)
and provides the well known equality
b(t) =
∫ t
0
w(τ) dτ, (3.11)
when a = 1/2.
4. Fractional differential equations involving the pair (dx, (dt)a)
First example
As a first example, we consider the solution, in the sense of fractional derivative, of the non-random
differential equation
dx = g(t) dt + f (t)(dt)α, x(0) = x0, 1  α  2, (4.1)
where f (t) and g(t) are two continuous functions. Then, according to the preceding results, one has
x = x0 +
∫
0
g(τ ) dτ +
∫ t
0
f (τ )(dτ )α. (4.2)
Assume that f (t) is a Gaussian white noise w(t) with zero mean and the variance σ 2, to yield
x = x0 +
∫ t
0
g(τ ) dτ +
∫ t
0
w(τ)(dτ )α. (4.3)
On using the equality (3.11) (the Gaussian white noise w(t) is the derivative of the Brownian motion
b(t)) we obtain
x = x0 +
∫ t
0
g(τ ) dτ + α(α − 1)
∫ t
0
(t − τ )α−2b(τ ) dτ. (4.4)
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Second example
We now refer to the equation
dx = σ x(dt)α, x(0) = x0, 0  α  1, σ ∈ C. (4.5)
Here again, on multiplying both sides by Γ (1 + α), we obtain the new equation
dαx = σ Γ (1 + α)x(dt)α (4.6)
of which the solution is
x = x0 Eα[σ Γ (1 + α)tα], (4.7)
where Eα(t) is the Mittag–Leffler function defined by the expression
Eα(t) :=
∞∑
k=0
tk
Γ (1 + kα) . (4.8)
Eq. (4.6) can be re-written in the form∫ x
0
dαξ
ξ
= σ Γ (1 + α)
∫ t
0
(dτ )α
= σ Γ (1 + α)tα. (4.9)
So, let us introduce the Mittag–Leffler logarithm function lnα x as the inverse function of Eα(x),
clearly Eα(lnα x) = x ; then we are led to define∫ x
0
dαξ
ξ
= lnα x . (4.10)
Third example
We consider now the solution of the equation
dx = x f (t)(dt)α, x(0) = x0, 0  α  1, (4.11)
where f (t) is a continuous function. Again, on multiplying both sides by Γ (1 + α) we obtain
dαx = xΓ (1 + α) f (t)(dt)α, (4.12)
or
dαx
x
= Γ (1 + α) f (t)(dt)α.
Integrating both sides, and taking account of (3.2) together with (4.10), one has
lnα x = Γ (1 + α)
∫ t
0
f (τ )(dτ )α
= α Γ (1 + α)
∫ t
0
(t − τ )α−1 f (τ ) dτ, (4.13)
therefore
x(t) = Eα
(
α Γ (1 + α)
∫ t
0
(t − τ )α−1 f (τ ) dτ
)
. (4.14)
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Fourth example
Let it be given the equation
dx = x(g(t) dt + f (t)(dt)α), x(0) = x0, 0  α  1, (4.15)
to be solved for x(t). Trying a solution in the form x(t) = y(t)z(t), we obtain
dy = yg(t) dt, (4.16)
dz = z f (t)(dt)α. (4.17)
We then have
y(t) = y0 exp
(∫ t
0
g(τ ) dτ
)
. (4.18)
Using (2.11) which relates dαz with dz, (4.17) turns to be
dαz = Γ (1 + α)z f (t)(dt)α,
therefore, via the value of
∫ x
0 d
αξ/ξ in Eq. (4.12)
lnα z = Γ (1 + α)
∫ t
0
f (τ )(dτ )α, (4.19)
and
z = z0 Eα
(
Γ (1 + α)
∫ t
0
f (τ )(dτ )α
)
. (4.20)
We finally obtain
x = x0 exp
(∫ t
0
g(τ ) dτ
)
Eα
(
Γ (1 + α)
∫ t
0
f (τ ) dτ
)
. (4.21)
5. Geometric fractional Brownian motion
5.1. Geometric F-Brownian motion with constant parameters
In the following, we shall mainly refer to Itô’s lemma of order n which can be guessed by using
Taylor’s series, and which reads as follows:
Lemma 5.1. For a scalar-valued real function f (x, t) continuously differentiable in t and having
continuous second derivatives in x, then one has the differential
d f (b(t, a), t) = ft dt + fb db + 12σ
2 fbb(dt)2a.  (5.1)
This being the case, the geometric fractional Brownian motion is defined by the fractional stochastic
differential equation
dx = µx(t) dt + σ x(t) db(t, a); x(0) = x0 (5.2)
where x0, µ and σ are three constants. In the present framework, the expression of x(t) can be obtained
as follows.
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As usual, we try a solution in the form
x(t) = y(t) exp(µt + σb), (5.3)
where y(t) is a non-random function to be determined; and on substituting into (5.2) and using Itôs
lemma (5.1) we obtain the non-random fractional differential equation
dy = −1
2
σ 2y(dt)2a. (5.4)
According to the result of the preceding section, see Eqs. (2.11) and (2.12), we can convert (5.4) into
the new equation
y(2a)(t) = −1
2
Γ (1 + 2a)σ 2y(t), y(0) = x0. (5.5)
(i) Assume that 0  a  1/2. Then Eq. (5.5) yields
y(t) = x0E2a
(
−1
2
σ˜ 2t2a
)
, σ˜ 2 := Γ (1 + 2α)σ 2, (5.6)
therefore
x(t) = x0E2a
(
−1
2
σ˜ 2t2a
)
exp(µ t + σb(t, a)). (5.7)
When a = 1/2, x(t) is then the well known solution corresponding to the standard Brownian motion.
(ii) Assume now that 1/2  a  1.
In this case, one has 2a  1, and the solution of Eq. (5.5) is
y = c1 Ea
(
i
σ˜√
2
ta
)
+ c2 Ea
(
−i σ˜√
2
ta
)
, (5.8)
with (initial condition at t = 0)
x0 = c1 + c2. (5.9)
Here we need an additional initial condition to completely determine c1 and c2. For instance, assume
that this initial condition is such that c1 = c2, then one obtains
y = cE2a
(
σ˜ 2
2
t2a
)
. (5.10)
5.2. Geometric F-Brownian motion with time-varying parameters
Assume now that the parameters µ and σ in Eq. (5.2) depend upon time, clearly
dx = µ(t)x(t) dt + σ(t)x(t) db(t, a); x(0) = x0. (5.11)
Looking for a solution in the form
x(t) = y(t) exp
(∫ t
0
µ(τ) dτ +
∫ t
0
σ(τ ) db(τ, a)
)
, (5.12)
we find that y is defined by the equation
dy = −1
2
σ 2(t)y(t) (dt)2a (5.13)
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and on using (4.14) we obtain
y = x0E2a
(
−a Γ (1 + 2a)
∫ t
0
(t − τ )2a−1σ 2(τ ) dτ
)
. (5.14)
therefore the explicit expression of x(t).
6. Concluding remarks
In the literature, the solution of Eq. (5.2) is usually written in the form
x(t) = x0 exp
(
µt + σb(t, a) − σ
2
2
t2a
)
(6.1)
and it has been shown that this solution is fully consistent with the concept of Wick product [3].
This should not be surprising, of course. For instance, it is well known that the solution of the
differential equation dx = f (x, t) dt + g(x, t) db(t, 1/2) has a mathematical expression which depends
upon whether it is considered in Itô’s sense or in Stratonovich sense.
As a matter of fact, the key of our approach is the relation dα y = Γ (1 + α) dy, which is a direct
consequence of fractional Taylor series, and allows us to switch from dy to dα y; combined with the
fractional Itô’s lemma (Eq. (5.1)) which is obtained in substituting σ 2(dt)2a for E{db(t, a)2} in the
Taylor series. This amounts to taking for granted the equality∫ b
a
g(t, ω) db(t, a)2 = σ 2
∫ b
a
g(t, ω)(dt)2a, (6.2)
where g(t, ω) is a random function.
In our point of view, the presence of the Mittag–Leffler function should not be surprising, since to
some extent, it is the basic function involved in linear fractional differential equations. Assume that
µ = 0 in Eq. (5.2), and define the second moment m2 := E{x(t)}, then one obtains the equation
dm2 = σ 2m2(dt)2a, (6.3)
and here again, we once more come across the Mittag–Leffler function.
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