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SOMMAIRE
Lors d’une intervention conversationnelle, le langage est supporte´ par une com-
munication non–verbale qui joue un roˆle central dans le comportement social humain
en permettant de la re´troaction et en ge´rant la synchronisation, appuyant ainsi le
contenu et la signification du discours. En effet, 55% du message est ve´hicule´ par
les expressions faciales, alors que seulement 7% est duˆ au message linguistique et
38% au paralangage. L’information concernant l’e´tat e´motionnel d’une personne est
ge´ne´ralement infe´re´e par les attributs faciaux. Cependant, on ne dispose pas vraiment
d’instruments de mesure spe´cifiquement de´die´s a` ce type de comportements.
En vision par ordinateur, on s’inte´resse davantage au de´veloppement de syste`mes
d’analyse automatique des expressions faciales prototypiques pour les applications
d’interaction homme–machine, d’analyse de vide´os de re´unions, de se´curite´, et meˆme
pour des applications cliniques. Dans la pre´sente recherche, pour appre´hender de tels
indicateurs observables, nous essayons d’implanter un syste`me capable de construire
une source consistante et relativement exhaustive d’informations visuelles, lequel sera
capable de distinguer sur un visage les traits et leurs de´formations, permettant ainsi
de reconnaˆıtre la pre´sence ou absence d’une action faciale particulie`re.
Une re´flexion sur les techniques recense´es nous a amene´ a` explorer deux diffe´rentes
approches.
La premie`re concerne l’aspect apparence dans lequel on se sert de l’orientation
des gradients pour de´gager une repre´sentation dense des attributs faciaux. Hormis la
repre´sentation faciale, la principale difficulte´ d’un syste`me, qui se veut eˆtre ge´ne´ral,
est la mise en œuvre d’un mode`le ge´ne´rique inde´pendamment de l’identite´ de la
personne, de la ge´ome´trie et de la taille des visages. La de´marche qu’on propose
repose sur l’e´laboration d’un re´fe´rentiel prototypique a` partir d’un recalage par SIFT–
flow dont on de´montre, dans cette the`se, la supe´riorite´ par rapport a` un alignement
conventionnel utilisant la position des yeux.
Dans une deuxie`me approche, on fait appel a` un mode`le ge´ome´trique a` travers
lequel les primitives faciales sont repre´sente´es par un filtrage de Gabor. Motive´
par le fait que les expressions faciales sont non seulement ambigu¨es et incohe´rentes
d’une personne a` une autre mais aussi de´pendantes du contexte lui–meˆme, a` travers
cette approche, on pre´sente un syste`me personnalise´ de reconnaissance d’expressions
faciales, dont la performance globale de´pend directement de la performance du suivi
d’un ensemble de points caracte´ristiques du visage. Ce suivi est effectue´ par une
forme modifie´e d’une technique d’estimation de disparite´ faisant intervenir la phase
de Gabor. Dans cette the`se, on propose une rede´finition de la mesure de confiance tout
en introduisant une proce´dure ite´rative conditionnelle d’estimation du de´placement
qui offrent un suivi plus robuste que les me´thodes originales.
Mots cle´s: Vision par ordinateur, traitement d’images, reconnaissance
d’expressions faciales, analyse d’e´motions, analyse de visages, repre´sentation
des primitives de l’image, filtrage de Gabor, recalage, suivi de cibles.
ABSTRACT
In a face–to–face talk, language is supported by nonverbal communication, which
plays a central role in human social behavior by adding cues to the meaning of speech,
providing feedback, and managing synchronization. Information about the emotional
state of a person is usually carried out by facial attributes. In fact, 55% of a message
is communicated by facial expressions whereas only 7% is due to linguistic language
and 38% to paralanguage. However, there are currently no established instruments
to measure such behavior.
The computer vision community is therefore interested in the development of
automated techniques for prototypic facial expression analysis, for human computer
interaction applications, meeting video analysis, security and clinical applications.
For gathering observable cues, we try to design, in this research, a framework
that can build a relatively comprehensive source of visual information, which will be
able to distinguish the facial deformations, thus allowing to point out the presence
or absence of a particular facial action.
A detailed review of identified techniques led us to explore two different ap-
proaches.
The first approach involves appearance modeling, in which we use the gradient
orientations to generate a dense representation of facial attributes. Besides the fa-
cial representation problem, the main difficulty of a system, which is intended to be
general, is the implementation of a generic model independent of individual identity,
face geometry and size. We therefore introduce a concept of prototypic referential
mapping through a SIFT–flow registration that demonstrates, in this thesis, its su-
periority to the conventional eyes–based alignment.
In a second approach, we use a geometric model through which the facial prim-
itives are represented by Gabor filtering. Motivated by the fact that facial expres-
sions are not only ambiguous and inconsistent across human but also dependent on
the behavioral context; in this approach, we present a personalized facial expression
recognition system whose overall performance is directly related to the localization
performance of a set of facial fiducial points. These points are tracked through a
sequence of video frames by a modification of a fast Gabor phase–based disparity
estimation technique. In this thesis, we revisit the confidence measure, and intro-
duce an iterative conditional procedure for displacement estimation that improve the
robustness of the original methods.
Keywords: Computer vision, image processing, facial expression recog-
nition, emotion analysis, face analysis, feature representation, Gabor fil-
tering, registration, tracking.
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Chapitre 1
L’ACTION FACIALE
1.1 Psychologie des mouvements faciaux
Dans le passe´, Duchenne1 avait identifie´ les muscles qui e´taient a` l’origine de diffe´rentes
expressions faciales. Darwin comparait, plus tard, les expressions faciales de l’humain
a` celles des animaux [45].
Au cours des trente dernie`res anne´es, les expressions faciales deviennent une partie
inte´grante des e´motions universelles [63]. En 1971, Izard publia la premie`re version de
sa the´orie des e´motions diffe´rentielles. En 1972, Ekman e´tablit les bases de la the´orie
neuroculturelle. Ce dernier mit en e´vidence des expressions de base universellement
reconnaissables [52]. Ces expressions, dont on discute toujours la part de l’inne´ de
celle de l’appris, correspondent aux sept e´motions : la neutralite´, la joie, la tristesse,
la surprise, la peur, la cole`re et le de´gouˆt.
En psychologie d’expression faciale, les e´le´ments qui encadrent les e´motions basiques
et leur mode´lisation connues par le FEP2 se basent sur les suppositions suivantes [153]:
1. Les expressions faciales constituent un petit ensemble fini d’expressions.
2. Elles peuvent eˆtre distingue´es en utilisant des attributs spe´cifiques.
3. Se rapportent aux e´tats internes, habituellement, les e´motions de la personne.
4. L’universalite´ de la configuration et de la signification.
1 A` qui on associe le fameux Duchenne smile
2 FEP: Facial Expression Program
2Par ailleurs, lors d’une conversation libre, d’autres types de signes faciaux ont e´te´
conside´re´s. Entre autres, les mouvements perc¸us sur le front du locuteur symbolisent
des signes de ponctuation ou d’interrogation. Alors que chez l’auditeur, permettent
d’appuyer la conversation en indiquant l’accord ou l’appel d’information [152].
1.2 Reconnaissance automatique des expressions faciales
La repre´sentation du visage est un sujet d’inte´reˆt pour les chercheurs dans le do-
maine de la reconnaissance des expressions faciales aussi bien dans la communaute´
des psychologues que celle des chercheurs en vision par ordinateur. Cet inte´reˆt sem-
ble devenir majeur en identification de visages humains ou` beaucoup d’efforts ont
e´te´ consacre´s, particulie`rement cette dernie`re de´cade. La double dissociation entre
l’identification de visage et la reconnaissance d’expression faciale chez les patients
avec dysfonctionnent au niveau du cerveau e´nonce l’e´vidence selon laquelle les deux
taˆches reposent sur des repre´sentations et/ou des me´canismes de traitement diffe´rents
au niveau du cerveau humain.
Alors que les me´thodes globales (holistic) sont utilise´es efficacement dans plusieurs
techniques d’identification de visages, il a e´te´ de´montre´ que les me´thodes base´es sur
les attributs locaux (non-holistic) sont plus efficaces pour la reconnaissance des ex-
pressions. Ceci fournit une possible explication concernant la double dissociation [33],
et nous ame`ne a` penser a` la fac¸on de mettre en pratique et de tirer profit des avance´es
enregistre´es en repre´sentation faciale dans le domaine de l’identification de visages.
Les concepts cle´s adresse´s, dans un syste`me ge´ne´rique de reconnaissance d’express-
ions faciales, sont ceux de la de´tection du visage, l’extraction des caracte´ristiques
faciales et enfin, base´e sur une repre´sentation particulie`re, la reconnaissance. Ceci
est illustre´ par la figure (Fig. 1.1).
3attributs faciaux
Extraction des
visage de l’expression faciale
ReconnaissanceDetection du
Figure 1.1. Structure ge´ne´rique d’un syste`me automatique de reconnaissance
d’expression faciale.
1.2.1 De´tection et repre´sentation du visage
Les premiers travaux de de´tection de visage et de reconnaissance d’expression faciale
peuvent eˆtre trouve´s dans [154]. Les techniques de de´tection et de suivi du visage, les
plus re´centes, peuvent eˆtre organise´es en 4 cate´gories qui parfois peuvent avoir des
aspects en commun. Elles sont rapporte´es dans ce qui suit.
1.2.1.1 Approches base´es sur les composantes
Ce type d’approches se base sur la description individuelle des parties constituant le
visage et leurs relations.
L’algorithme le plus populaire de localisation de visage est celui de Viola et
Jones [182] qui se base sur l’AdaBoost, ou` l’on combine de nombreux descripteurs
simples (fonctions de Haar), parmi lesquels un dopage (boosting) permet de retenir
les plus discriminants [183] (voir Section 2.2). Heisele [83] a employe´ des machines
a` vecteurs de support (SVM) (voir Section 2.5 sur les SVM) comme classifieur de
base et la LDA3 pour combiner les re´sultats des classifieurs individuels relatifs aux
diffe´rentes composantes du visage. Une nouvelle me´thode, base´e sur un arbre de
de´cision et la LDA, a e´te´ de´veloppe´e afin d’ame´liorer le taux de de´tection en pre´sence
d’occultations [89]. On estime qu’AdaBoost performe mieux et qu’il est beaucoup
plus rapide que le SVM.
L’analyse en composantes inde´pendantes sur un espace re´siduel local [98], une
3 LDA : Linear Discriminant Analysis.
4technique suppose´e eˆtre robuste aux changements d’illumination et de pose, a e´te´
propose´e pour l’identification de personnes a` partir d’images faciales.
Dans [149], on estime qu’un classifieur base´ sur des SNoW (Sparse Network of Win-
nows) est capable d’apprendre, a` partir d’images naturelles, la frontie`re de discrimi-
nation entre les “objets” visages et non-visages.
1.2.1.2 Approches base´es sur l’apparence
Classiquement, dans ces approches globales, il s’agit de projeter les patterns extraits
(images) dans un espace de plus petite dimension, dans lequel on tente de trouver
une fonction discriminante de´crivant le mode`le d’appartenance [141].
Sung et Poggio ont de´veloppe´ un syste`me base´ sur des fonctions de distributions
pour la de´tection de visage [165]. Ils ont montre´ comment les distributions des pat-
terns d’une classe donne´e peuvent eˆtre apprises a` partir d’exemples positifs (visages)
et ne´gatifs (non-visages). Le syste`me utilise un perceptron multicouche comme clas-
sifieur.
La distance de l’espace des attributs (DFFS4), un concept base´ sur l’analyse en
composantes principales (ACP), a e´te´ utilise´e pour la classification et la de´tection
d’objets, en particulier pour la de´tection de visages [124]. La figure 1.2 donne une
interpre´tation ge´ome´trique de la distance (DIFS5) relative au sous–espace propre F
ge´ne´re´ par les M premie`res valeurs propres, la DFFS correspond a` l’espace re´siduel
orthogonal F¯ ge´ne´re´ par les N −M composantes principales. Il est a` noter que dans
ce type de classifieurs, la re´partition de l’information sur les espaces F et F¯ , et donc
le choix de M , affecte directement leurs performances.
D’autres approches propose´es par Rowley [151] et Kouzani [101] emploient des
classifieurs base´s sur des re´seaux de neurones pour localiser des visages, dont l’apprentissage
utilise un corpus d’images positives (visages) et ne´gatives (non-visages).
4 DFFS: Distance From Feature Space.
5 DIFS: Distance In Feature Space.
5Figure 1.2. De´composition de RN en sous-espaces orthogonaux F et F¯ .
1.2.1.3 Appariement de gabarits
Les mode`les actifs de forme (ASM) et les mode`les actifs d’apparence (AAM) [30]
ont souvent e´te´ employe´s en tant que techniques d’alignement en reconnaissance de
visages [72].
Dans [77], on propose une technique base´e sur les AAM pour le suivi de visage, on
montre comment l’analyse en composantes principales est applique´e en cas de donne´es
manquantes pour mode´liser les changements de forme et d’apparence. On pre´sente
aussi une nouvelle me´thode de normalisation pour la construction du AAM, rendant
le suivi de visages plus robuste aux occultations dont la pre´sence alte`re se´ve`rement
les performances des AMMs classiques.
Une nouvelle me´thode d’alignement de visage, appele´e AWN6, qui s’annonce ro-
buste a` l’illumination et aux occultations partielles et plus efficace par ses capacite´s
de ge´ne´ralisation, a e´te´ propose´e dans [19]. L’ide´e principale consiste a` remplacer le
mode`le de texture base´ sur l’ACP par un re´seau d’ondelettes.
D’autres approches employant l’information sur la structure en plus de la simi-
larite´ locale permettent plus de flexibilite´ dans l’ajustement des positions des points
d’inte´reˆt et dans la recherche de ces positions selon une fonction d’optimisation donne´e
sous certaines contraintes de configuration [29].
6 AWN : Active Wavelet Network
6McKenna [121], utilise les ondelettes de Gabor (voir Section 4.3) pour extraire des
points caracte´ristiques du visage, un PDM7 est employe´ comme contrainte globale
pour corriger les fausses positions et contraindre le de´crochage de points. Similaire-
ment, un mode`le Baye´sien de formes (BSM), comme le montre la figure 1.3, peut
aussi eˆtre utilise´ pour l’extraction des attributs faciaux.
Initialisation ajustement 
Figure 1.3. Extraction des attributs faciaux a` l’aide de BSM [201].
1.2.1.4 Approches ge´ome´triques
Plusieurs me´thodes ge´ome´triques [161, 163, 216] emploient des informations a` priori au
sujet du visage, et contraignent la recherche des attributs faciaux par des heuristiques
ou en se servant de mesures anthropologiques impliquant des mesures d’angles ou de
distances normalise´es. Cette mode´lisation de l’information structurelle permet de
valider les attributs faciaux localise´s.
L’EBG8 est un mode`le typique des approches ge´ome´triques, c’est un graphe
labe´lise´ ou` les nœuds repre´sentent les points d’inte´reˆt (attributs faciaux) a` l’aide
de caracte´ristiques locales sous formes de jets, une repre´sentation vectorielle de la
transforme´e en ondelettes de Gabor (voir Section 4.3). L’information topologique est
7 PDM: Point Distribution Model.
8 EBG: Elastic Bunch Graph.
7repre´sente´e par la structure du graphe, ceci permet de contraindre les jets sous cer-
taines configurations ge´ome´triques. Base´ sur une me´trique particulie`re, un proce´de´
d’appariement de graphes (graph matching) permet de localiser les attributs faciaux
par une recherche exhaustive du graphe le plus similaire.
Figure 1.4. Repre´sentation ge´ne´rique de visages par EBG [197].
D’une fac¸on assez comparable aux EBGs, une architecture hie´rarchique utilisant
deux niveaux de re´seaux d’ondelettes de Gabor GWN9 a e´te´ propose´e dans [62]. Le
premier niveau repre´sente un GWN correspondant au visage entier et sert a` localiser,
dans une image, une re´gion susceptible de contenir un visage. Le deuxie`me niveau
utilise d’autres GWNs qui servent a` mode´liser, plus localement, les attributs faciaux
qui sont localise´s sous une contrainte qu’impose le GWN du niveau supe´rieur.
En re´sume´, dans la litte´rature, les trois syste`mes les plus re´ussis de de´tection de
visage sont Rowley et al., Roth et al. et Viola & Jones [58, 203], qui rele`vent tous les
trois des approches base´es sur l’apparence.
9 GWN: Gabor Wavelet Network.
81.2.2 Les mouvements faciaux
En sciences du comportement, le syste`me le plus connu pour le codage des mouve-
ments faciaux est le FACS10 qui est un syste`me plus complet et psychome´trique
rigoureux [28]. Chaque mouvement est de´crit par une combinaison d’un ensem-
ble d’actions unitaires (AUs)11 qui repose sur des connaissances de l’anatomie du
visage. L’apprentissage et le codage manuels des expressions humaines a` partir
de mesures psychophysiologiques sont deux taˆches tre`s ardues ne´cessitant une cer-
taine spe´cialisation [104]. Torre et al. de´crit beaucoup plus en de´tail l’apprentissage
ne´cessaire et le processus d’encodage qui est laborieux [47].
En vision par ordinateur, plusieurs chercheurs tentent de re´soudre le proble`me
de la reconnaissance automatique des mouvements faciaux. Deux e´tats de l’art [57,
139] dressent une collection de plusieurs recherches publie´es ces dernie`res anne´es.
Pratiquement, toutes les me´thodes de´veloppe´es se ressemblent du fait qu’elles ex-
traient d’abord un ensemble d’attributs a` partir d’images ou de se´quences vide´o (voir
Section 1.2.1), lequel constituera ensuite l’entre´e d’un classifieur qui produira en sor-
tie la cate´gorie de l’e´motion e´mise. Ces techniques diffe`rent principalement dans la
se´lection des e´le´ments repre´sentatifs du visage, conside´re´s comme attributs faciaux a`
extraire, et aussi dans le type du classifieur employe´. Une e´tude comparative ayant
porte´ sur une varie´te´ de classifieurs montre que les performances sont relativement
assez comparables. Cependant, on rele`ve qu’un e´le´ment d’importance re´side dans
la pre´cision et la spe´cificite´ des caracte´ristiques et des attributs visuels se´lectionne´s
plutoˆt que dans le choix du type du classifieur [25].
Par ailleurs, notons qu’un grand nombre de techniques d’analyse automatique
d’expressions faciales de´coulent des travaux ante´rieurs du psychologue P. Ekman.
Les approches adopte´es peuvent se classer en trois cate´gories principales. Il y a
10 FACS : Facial Action Coding System[51].
11 Une AU (Action Unit) exprime le changement le plus e´le´mentaire visuellement discriminable
dans une expression faciale.
9celles utilisant les actions unitaires (AUs) [50] et celles qui se servent d’un ensemble
d’expressions prototypiques [53]. Plus re´cemment, d’autres dimensions e´motionnelles
ont e´te´ conside´re´es [67, 156].
1.2.2.1 Approches base´es sur la de´composition en AUs
La reconnaissance par de´composition sous forme de (AUs) [5, 27] conside`re les con-
tractions des diffe´rents muscles (Fig. 1.5) dans le syste`me basique (FACS) d’encodage
des expressions faciales, ce qui permet de:
• cate´goriser toutes les de´formations visuelles possibles sous forme de 44-AUs.
• offrir un support standard pour l’analyse d’expression faciale.
Figure 1.5. De´composition d’une expression faciale en AUs.
En analysant l’effet sur la classification, le fait de conside´rer se´pare´ment ou con-
jointement les AUs, on parvient a` e´tablir que la corre´lation naturelle entre les AUs
est d’une grande importance car ces dernie`res seront correctement classifie´es en con-
side´rant le visage tout entier. Le taux de classification diminue lorsqu’elles sont
conside´re´es se´pare´ment. Ce n’est pas acquis pour autant, car des actions adjacentes
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dans une combinaison d’AUs induisent une co–de´formation, un effet semblable au
phe´nome`ne de la coarticulation de la parole. On souligne en outre, l’importance
d’e´tablir une grande base de donne´es, ou` les AUs seront accomplies individuellement,
pour faciliter les futures recherches [195]. Certaines AUs sont re´alistes mais d’autres
impliquent des muscles dont le mouvement n’est pas volontaire donc la simulation
de ceux-ci est fausse´e dans la tentative de les repre´senter individuellement. D’autre
part, certaines AUs ne peuvent pas eˆtre individuelles comme AU26 (jaw drop) qui
indique un mouvement d’abaissement du menton induit un abaissement de la le`vre
infe´rieure impliquant AU25 (lips part).
1.2.2.2 Approches base´es sur les EFs prototypes
Dans ce type d’approches [57, 139], on tente de trouver une repre´sentation des de´forma-
tions des attributs faciaux qui servirait de cadre au processus de reconnaissance.
En effectuant le suivi des points caracte´ristiques du visage, une e´valuation de la
quantite´ du mouvement facial perceptible permet de classer les diffe´rentes expres-
sions dans l’une des classes des expressions de base. Les travaux re´cents sur l’analyse
et l’identification d’expressions faciales ont employe´ un ensemble ou sous–ensemble
d’expressions de base.
Dans [12] on re´cupe`re le mouvement non–rigide des attributs faciaux et on tente
de de´river des pre´dicats a` partir de parame`tres locaux. Ces pre´dicats constitueront les
entre´es d’un syste`me de classification a` base de re`gles. Le syste`me de´veloppe´ dans [54]
utilise une technique de flux optique base´e sur le calcul de l’e´nergie associe´e au mouve-
ment spatio–temporel, pour l’identification d’expressions faciales. Une comparaison
de diffe´rentes techniques de repre´sentation de gestes faciaux, incluant le flux optique,
est dresse´e dans [50]. Pour l’apprentissage des classes de varie´te´s au sens topologique
(manifolds) dans l’espace des attributs exprime´ par un AWN12, Hu [86] e´tudia deux
12 AWN : Active Wavelet Networks.
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types de me´thodes non–line´aires de re´duction de dimensions, il constata que la LLE13
est plus approprie´e a` la visualisation des varie´te´s des expressions faciales, par rapport
a` la me´thode de Lipschitz [14, 94].
Plus re´cemment, un mode`le probabiliste a e´te´ de´veloppe´ pour mode´liser la varie´te´
des expressions faciales dans un espace multidimensionnel dans lequel, des expres-
sions semblables se projettent en points concentre´s autour d’une varie´te´ donne´e
repre´sentant une expression particulie`re. Ainsi, une se´quence d’expressions est repre´-
sente´e par un patch dans cet espace. Un mode`le de transition probabiliste sert a`
de´terminer la vraisemblance [20].
L’approche propose´e dans [23] se sert d’un arbre augmente´ de Bayes na¨ıf (TANB)14
comme classifieur d’expressions. Pour capturer l’aspect dynamique de celles–ci, une
architecture multiniveau de mode`les de Markov cache´s (HMM) a e´te´ propose´e. On
estime qu’une segmentation automatique temporelle des vide´os a e´te´ possible.
Un re´seau Baye´sien dynamique peut eˆtre utilise´ pour repre´senter l’expression fa-
ciale. Le mode`le propose´ dans [209] adopte une repre´sentation par couches e´le´mentaires.
On distingue la couche de classification, la couche des actions unitaires (AUs), et la
couche sensorielle qui agit comme re´cepteur visuel, ou` l’information correspond aux
variables observables tels que les sourcils, les le`vres, etc.
La me´thode propose´e dans [68] pre´sente un classifieur a` deux e´tapes, premie`rement
des machines a` vecteurs de support (SVMs) sont utilise´es comme classifieurs par
paires, chaque SVM est alors entraˆıne´ a` distinguer entre deux e´motions. Dans la
deuxie`me e´tape, une re´gression logistique multinominale biaise´e (MLR15) permet
d’obtenir une repre´sentation sous forme de distributions de probabilite´ sur l’ensemble
des sept expressions de base, incluant l’expression neutre.
Dans [187], les auteurs emploient une forme modifie´e de la de´composition en
13 LLE: Local Linear Embedding [150].
14 TANB: Tree-Augmented Na¨ıve Bayes.
15 MLR: Multinomial Logistic Ridge Regression.
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valeurs singulie`res d’ordre supe´rieur (HOSVD) qui permet d’effectuer une de´composition
de visages expressifs en deux sous–espaces, le sous–espace “expression” et le sous–
espace “identite´”. L’isolation de l’identite´, conduit simultane´ment, a` une identifica-
tion inde´pendamment des expressions et une reconnaissance d’expression inde´pendamment
de l’identite´ de l’individu.
1.2.2.3 Approches base´es sur les dimensions e´motionnelles continues
Re´cemment, les efforts ont e´te´ oriente´s vers la fac¸on de mode´liser l’e´motion en terme
de dimensions affectives continues [156]. Fontaine et al. [67] soutiennent que la plupart
des cate´gories affectives peuvent eˆtre exprime´es par quatre dimensions e´motionnelles
a` savoir, l’activation, l’anticipation, la dominance et la valence.
• Activation, indique l’intensite´ de l’e´motion ressentie face au stimulus e´motionnel.
• Anticipation, se re´fe`re aux diffe´rents concepts d’anticipation, de passion, et d’eˆtre
pris au de´pourvu.
• Dominance, fait re´fe´rence aux concepts de controˆle, d’influence, et de domina-
tion.
• Valence, cette dimension concerne le sentiment global de plaisance versus aver-
sion.
Ramirez et al. [144] pre´senta un mode`le base´ sur les champs ale´atoires condition-
nels (CRF, Conditional Random Fields) pour la classification des diffe´rentes dimen-
sions e´motionnelles. Ce syste`me permet d’inte´grer au mieux les motifs acoustiques,
toutefois il fait usage d’un outil commercial pour extraire les motifs visuels. Il n’est
pas clair si les performances sont dues a` l’approche propose´e ou aux caracte´ristiques
visuelles de haut niveau que permet d’extraire cet outil, telles que la de´tection des
coins des yeux, l’intensite´ du sourire etc.
La me´thode de´crite dans [36] s’inspire de la vision humaine et de la the´orie
de l’attention. Base´ sur la fre´quence de l’information visuelle, l’article adresse le
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proble`me de sous–e´chantillonnage de donne´es de large dimensionnalite´ (tre`s longues
se´quences) tout en maintenant une bonne repre´sentativite´, aussi minimale soit–elle
au sein de ces donne´es, sans pour autant sacrifier la performance.
Dans l’article pre´sente´ en annexe G, nous pre´sentons une me´thode pour la re-
connaissance d’e´motions en terme de dimensions latentes (activation, anticipation,
dominance, valence). On se sert des filtres d’e´nergie de Gabor pour repre´senter
l’image faciale. A` partir d’une grille uniforme, des histogrammes unidimensionnels
sont utilise´s pour inte´grer, sur toute la cellule, les re´ponses des diffe´rents filtres. La re-
connaissance utilise une machine multiclasse a` vecteurs de support comme apprenant
de dimensions e´motionnelles.
1.2.3 De´fis et enjeux
Malgre´ ces avance´es, on est encore confronte´ a` un de´fi majeur pour e´tablir des
syste`mes automatiques de reconnaissance des e´motions humaines, en effet le com-
portement e´motionnel humain est subtil et multimodal, auquel se greffent d’autres
de´fis et enjeux non moins importants que nous pre´sentons dans ce qui suit.
1.2.3.1 Relatifs a` la ge´ome´trie et a` l’apparence
La classification d’expression faciale naturelle est souvent pave´e d’ambigu¨ıte´s, en effet
les limites entre expressions ne sont pas toujours clairement de´finies. Dans plusieurs
situations, meˆme pour l’eˆtre humain, la notion de contexte est fondamentale en in-
terpre´tation, pour pouvoir identifier distinctement ces expressions. Pour la machine,
il est encore difficile de reque´rir a` ce type de perception. Par ailleurs, la reconnaissance
automatique est confronte´e aux proble`mes de changements physionomiques dus au
genre, a` l’aˆge et a` l’appartenance ethnique, ce qui place un autre degre´ de difficulte´.
La re´solution des images et la taille de la teˆte nous informent sur les de´tails
pre´sents sur le visage. Ces parame`tres sont capitaux, quant a` l’adoption d’une
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de´marche de reconnaissance plutoˆt qu’une autre.
D’autres facteurs qu’on peut identifier influencent la manie`re dont le visage apparaˆıt
dans une sce`ne. Les conditions d’e´clairage et l’angle d’incidence de la lumie`re peu-
vent changer dramatiquement l’apparence d’un visage (Fig. 1.6). Si ces conditions
peuvent quand meˆme eˆtre atte´nue´es dans un environnement controˆle´, il n’est pas de
meˆme dans une interaction naturelle libre, ou` les changements de l’orientation de la
teˆte sont difficilement compensables.
Figure 1.6. Exemple montrant la grande variabilite´ de l’apparence du vis-
age [148].
1.2.3.2 Relatifs a` un contexte re´aliste
Alors qu’on assiste a` des progre`s notables en analyse automatique d’expressions fa-
ciales comme de´crit un peu plus haut, beaucoup de questions demeurent encore ou-
vertes. L’un des proble`mes majeurs re´side dans la reconnaissance et l’interpre´tation
des expressions faciales lors d’une interaction naturelle libre.
La basse re´solution des images ainsi que la faible intensite´ des expressions sont
parmi les facteurs qui compliquent l’analyse d’expression faciale [169]. On e´voque
aussi le proble`me de la reconnaissance dans les situations ou` l’on ne dispose pas
15
de visage inexpressif (neutre), une repre´sentation que construit mentalement l’eˆtre
humain.
Par ailleurs, le mouvement global de la teˆte est une composante normale dans un
contexte conversationnel. Celui–ci re´sulte d’un mouvement rigide associe´ a` la pose et
d’un mouvement non–rigide lequel serait duˆ a` l’expression faciale elle–meˆme. Il faut
donc isoler ade´quatement la composante non–rigide correspondant exclusivement a`
l’expression faciale [125], dans ce cas on parlera souvent d’un proble`me de factorisa-
tion. Un proble`me loin d’eˆtre trivial a` cause de la forte non–line´arite´ du couplage [9].
1.2.3.3 Relatifs a` la dynamique
Avec un ensemble d’attributs faciaux, les humains sont capables de mieux percevoir
une e´motion, a` partir de points en mouvement, qu’a` partir de points fige´s pre´sente´s
sur une image fixe. Ce re´sultat peut expliquer comment les mouvements faciaux
peuvent pre´senter une valeur ajoute´e a` la reconnaissance [193] et ceci meˆme lorsque
l’information texture est moins e´vidente [75].
Un classifieur hybride, conjuguant a` la fois les avantages de l’aspect dynamique et
statique, serait plus fiable [24].
Lorsqu’ils sont utilise´s dans le cas d’un flux vide´o continu, les classifieurs sta-
tiques, plus faciles a` entraˆıner et a` imple´menter, peuvent–eˆtre moins efficaces parti-
culie`rement lorsque l’expression faciale n’est pas a` son extrema. Quant aux classi-
fieurs dynamiques, en contrepartie, ils sont plus complexes et exigent plus de donne´es
d’apprentissage qui de´pendent e´troitement de certains parame`tres temporels.
Le timing, cet aspect, assez e´labore´ en the´orie, permet de de´crire une expression
a` l’aide de trois parame`tres temporels a` savoir le de´but (attaque), le soutien (apex),
et la fin (relaxation) [106, 209]. En pratique, peu d’e´tudes ont porte´ sur le marquage
du de´but et de la fin d’une expression faciale, des parame`tres dont l’information
concernant la dure´e n’est fonde´e que sur l’intuition et l’approximatif [57].
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1.3 Structure du manuscrit
1.3.1 Plan de la the`se
Cette the`se par articles est compose´e de deux articles de journaux. Dans le pre´sent
chapitre on a pre´sente´ une revue de litte´rature des techniques utilise´es en reconnais-
sance faciale. Le chapitre 2 passe en revue les travaux connexes par rapport a` notre
premie`re contribution pre´sente´e dans le chapitre 3. Dans ce chapitre, on pre´sente
notre premier article qui introduit un nouveau mode`le d’apparence pour la recon-
naissance des expressions faciales en se basant sur un re´fe´rentiel prototypique. Au
chapitre 4 on pre´sente les travaux connexes relatifs aux mode`les de repre´sentation
base´s sur les attributs faciaux. Le chapitre 5 pre´sente notre deuxie`me contribution
avec un article portant sur la localisation et le suivi de points saillants du visage
utilisant un mode`le ge´ome´trique refle´tant la topologie du visage. Dans cet article, on
propose un syste`me personnalise´ de reconnaissance d’expressions faciales. Une dis-
cussion et conclusion sur nos travaux est pre´sente´e au chapitre 6. Les annexes (A, B
et C) concernent les travaux portant sur la pose dont les articles ont e´te´ publie´s dans
diffe´rentes confe´rences internationales avec comite´ de lecture.
1.3.2 Publications
ARTICLES SOUMIS A` DES REVUES AVEC COMITE´ DE LECTURE
1. M. Dahmane et J. Meunier. SIFT–flow Registration for Facial Expression
Analysis using Prototypic Referential Models. IEEE Transactions on
Multimedia, Fe´vrier 2012.
2. M. Dahmane, S. Cossette et J. Meunier. Iterative Gabor Phase–based
Disparity Estimation for “Personalized” Facial Action Recognition. Sig-
nal processing: Image Communication, Fe´vrier 2012.
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ARTICLES PUBLIE´S DANS DES COMPTE–RENDUS DE CONFE´RENCE AVEC
COMITE´ DE LECTURE
1. M. Dahmane et J. Meunier. Oriented–Filters–based Head Pose Estima-
tion. Dans Fourth Canadian Conference on Computer and Robot Vision
(CRV 2007), Montreal, QC, Canada, pages 418–425. IEEE Computer
Society, May, 2007.
2. M. Dahmane et J. Meunier. Enhanced Phase–based Displacement Esti-
mation – An Application to Facial Feature Extraction and Tracking.
Dans Proc. of Int. Conference on Computer Vision Theory and Applica-
tions (VISAPP’08), Funchal, Madeira, Portugal, pages 427–433, January
2008.
3. M. Dahmane et J. Meunier. An Efficient 3d Head Pose Inference from
Videos. Dans Image and Signal Processing, fourth International Confer-
ence (ICISP 2010), Trois-Rivie`res, QC, Canada, volume 6134 de Lecture
Notes in Computer Science, pages 368–375, June-July 2010.
4. M. Dahmane et J. Meunier. Emotion Recognition using Dynamic Grid–
based HOG Features. Dans IEEE International Conference on Automatic
Face Gesture Recognition and Workshops (FG 2011), Santa–Barbara,
CA, USA, pages 884–888, March 2011.
5. M. Dahmane et J. Meunier. Individual Feature–Appearance for Facial
Action Recognition. Dans Proc. of Int. Conference on Image Analysis
and Recognition, Burnaby, BC, Canada, pages 233–242, June 2011.
6. M. Dahmane et J. Meunier. Continuous Emotion Recognition using
Gabor Energy Filters. Dans Proc. of the fourth international confer-
ence on Affective Computing and Intelligent Interaction - Volume Part
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II, Springer-Verlag (ACII’11), Memphis, TN, USA, pages 351–358, Oc-
tober 2011.
7. M. Dahmane et J. Meunier. Object Representation Based on Gabor Wave
Vector Binning: An Application to Human Head Pose Detection. Dans
IEEE International Conference on Computer Vision Workshops, ICCV
2011 Workshops, Barcelona, Spain, pages 2198–2204, November 2011.
1.3.3 Co–auteurs
Ce travail a e´te´ initie´ par un projet d’e´tude de l’interaction patient-infirmie`re a`
l’institut de Cardiologie de Montre´al dirige´ par la Dre Sylvie Cossette. Les co-auteurs
des articles pre´sente´s dans cette the`se sont :
• Pr. Jean Meunier, directeur de the`se et directeur du laboratoire de traitement
d’images et professeur titulaire au De´partement d’Informatique et de Recherche
Ope´rationnelle de l’universite´ de Montre´al.
• Dre. Sylvie Cossette, chercheuse a` l’Institut de Cardiologie de Montre´al et
professeure a` la faculte´ des sciences infirmie`res de l’universite´ de Montre´al.
Chapitre 2
RECONNAISSANCE DES EXPRESSIONS FACIALES
PAR RECALAGE SUR DES MODE`LES GE´NE´RIQUES
2.1 Avant–propos
Dans ce qui suit nous introduirons les notions utilise´es pour la repre´sentation et
la reconnaissance de l’expression faciale pre´sente´es au chapitre 3. En premier, un
de´tecteur de Viola et Jones est utilise´ pour la localisation du visage [183]. La feneˆtre
englobant ce dernier servira a` caracte´riser les traits faciaux a` l’aide d’une approche
base´e sur l’apparence. On se sert de l’orientation des gradients dans cette partie
de l’image pour permettre une repre´sentation dense des attributs faciaux. Des his-
togrammes globaux sont obtenus en compilant les amplitudes de gradients pour un
ensemble d’orientations dans des histogrammes 1-D plus locaux de´finis sur un en-
semble de cellules d’une grille pre´de´finie. Ce type de descripteurs appartient a` la
meˆme classe de descripteurs que les motifs binaires locaux (LBP pour Local Binary
Patterns), grandement utilise´s, pour l’extraction des attributs faciaux afin de ge´ne´rer
la signature de l’expression faciale a` reconnaˆıtre.
Outre la caracte´risation de l’expression faciale, la principale difficulte´ pour tout
syste`me de reconnaissance d’e´motions faciales est de mettre en œuvre des mode`les
plus ge´ne´riques. E´tant donne´ que la taille et la ge´ome´trie du visage diffe`rent d’un
individu a` un autre, un recalage s’ave`re ne´cessaire. Ce qui permettra, en plus, de
dissocier le mouvement rigide (global) de la teˆte des de´formations faciales non rigides
(plus locales). Plusieurs algorithmes de recalage utilisant des mode`les base´s sur la
forme du visage ont e´te´ propose´s [30, 35, 78, 112, 155, 192, 214]. Dans ce travail, nous
avons adopte´ l’algorithme SIFT–flow, une me´thode dense regroupant a` la fois la trans-
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formation de caracte´ristiques visuelles invariantes a` l’e´chelle (commune´ment appele´e
SIFT pour Scale-Invariant Feature Transform) et le flux optique. Nous comparerons
cette approche a` une me´thode de normalisation plus classique reposant sur la position
des yeux.
Les syste`mes de reconnaissance automatique d’expressions faciales ne´cessitent de
mettre en place une forme d’apprentissage. Plusieurs me´thodes issues de reconnais-
sance de formes ont e´te´ utilise´es telles que les Mode`les de Markov cache´s (HMM pour
Hidden Markov Models) [136], re´seaux baye´siens (BN pour Bayesian Networks) [210],
re´seaux de neurones (ANN pour Artificial Neural Networks) [105], etc. Comme ap-
prenants de base d’e´motions, nous avons adopte´ les machines a` vecteurs de support
(SVM pour Support Vector Machines) qui posse`dent un faible nombre de parame`tres
a` ajuster, et entre autres, sont approprie´es aux donne´es a` grande dimensionnalite´.
2.2 Localisation de visages
Le visage humain est un objet complexe a` reconnaˆıtre, vu la variabilite´ des poses qu’il
pre´sente, essentiellement due a` l’e´chelle, l’orientation et l’occultation (Fig. 1.6). Le
mode`le statistique tel que propose´ par Viola et Jones permet de prendre en compte
cette variabilite´, a` partir d’une base d’apprentissage comprenant des images positives
(visages) et des images ne´gatives (tout ce qui n’est pas un visage). Base´ sur un
ensemble de simples descripteurs (Fig. 2.1), le mode`le essaie de trouver ceux qui
sont capables de classifier correctement les visages (Fig. 2.2). La de´tection d’une
instance visage est effectue´e en parcourant l’image par une feneˆtre glissante, laquelle
est pre´sente´e en entre´e a` une chaˆıne de filtres. Des feneˆtres susceptibles de ne pas
contenir un visage seront e´limine´es le plus toˆt possible dans une cascade de classifieurs.
21
Figure 2.1. Diffe´rent types
de filtres utilise´s (fonctions
de Harr) [15].
Figure 2.2. Exemple de de-
scripteurs retenus (Fig. 2.1:
1-b,2-a).
Le calcul des descripteurs est base´ sur la valeur de l’image inte´grale (SAT1) :
SAT (X, Y ) =
∑
x<X,y<Y
I (x, y) (2.1)
Cette repre´sentation permet de calculer efficacement n’importe quelle somme a`
partir d’une re´gion rectangulaire de l’image (Fig. 2.3).
(x,y)
A B
C D
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4
3
2=A+B
3=A+C
4=A+B+C+D
D=4+1−2−3
Figure 2.3. Somme inte´grale de sous-feneˆtre.
1 SAT: Summed Area Table
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Soit le classifieur faible Fk applique´ au descripteur Dk tel que :
Fk (I) =


+1 si Dk(Ii) ≥ T
−1 sinon
La technique de boosting permet de construire un classifieur fort a` partir d’une
combinaison de classifieurs faibles (Eq. 2.2) en se´lectionnant les descripteurs les plus
discriminants. Les coefficients αk de´pendent de l’erreur de classification commise sur
l’ensemble d’apprentissage.
H (I) = Signe
( K∑
k=1
αkFk(I)
)
(2.2)
Pour acce´le´rer le processus de de´tection et pour de meilleures performances, Viola
et Jones proposent un classifieur regroupant plusieurs classifieurs, dispose´s en cascade
et par ordre croissant de complexite´ (nombre et simplicite´ des classifieurs faibles)
(Fig. 2.4), afin de de´tecter de fac¸on fiable les vraies instances de visage.
Figure 2.4. Repre´sentation en cascade pour la de´tection de visages.
Une fois le visage localise´, on proce`de a` la caracte´risation de l’image faciale.
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2.3 Caracte´risation des images faciales
2.3.1 Motif binaire local
L’expression faciale peut eˆtre repre´sente´e a` l’aide de motifs de texture et de structures
locales [157] de´finis sur un voisinage donne´ en utilisant des motifs binaires locaux
(LBP) [132].
Un voisinage local est de´fini comme e´tant un ensemble de points e´quidistants
e´chantillonne´s depuis un cercle centre´ sur le pixel a` coder. Pour les points qui
ne tombent pas a` l’inte´rieur du pixel une interpolation est e´tablie. La figure 2.5
montre quelques exemples de l’ope´rateur LBP, ou` P de´signe le nombre de points
e´chantillonne´s et R le rayon du cercle.
Figure 2.5. Exemples de voisinage utilise´ pour de´finir la texture via l’ope´rateur
LBP [133]. Voisinages circulaires (8,1), (11,1.5) et (16,2).
Formellement, le codage LBP du pixel (xc, yc) peut eˆtre exprime´ comme suit.
LBPP,R(xc, yc) =
P−1∑
p=0
s(ip − ic)2p
ou` ic et ip repre´sentent, respectivement, le niveau de gris du pixel central et celui du
pe`me pixel dans le voisinage circulaire de rayon R, et ou` la fonction s(x) est de´finie
ainsi,
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s(x) =


1 si x ≥ 0
0 si x < 0
Figure 2.6. Caracte´risation d’une image faciale par l’ope´rateur LBP [84].
Le codage LBP peut eˆtre utilise´ directement, sinon pour re´duire la taille de l’ensemble
des descripteurs, une repre´sentation par histogrammes peut eˆtre envisage´e (Fig. 2.6).
En pratique, ce type de codage s’est ave´re´ sensible aux images bruite´es, ceci est l’effet
du seuillage adopte´ par l’ope´rateur LBP [143].
2.3.2 Histogrammes de gradients oriente´s
Le gradient oriente´ [103] est un descripteur utilisant l’information du contour (Fig 2.7).
Dans ce cas, chaque feneˆtre peut eˆtre de´crite par la distribution locale des orienta-
tions et des amplitudes. Cette distribution est de´finie par le biais d’un histogramme
local des gradients oriente´s (HOG pour Histogram of Oriented Gradients). Celui-ci
est forme´ en divisant la feneˆtre de de´tection en un ensemble de cellules sur lesquelles
l’amplitude du gradient pour chaque intervalle (bin) d’orientation est inte´gre´e sur tous
les pixels de la cellule. Dans [44], on a montre´ la supe´riorite´ des HOG par rapport
a` quelques descripteurs connus tels que les PCA–SIFT et les contextes de contours
(Shape Context).
Les gradients de l’image peuvent eˆtre calcule´s en chaque point (x, y) par un
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Figure 2.7. Exemple de caracte´ristiques globales vs. locales pouvant eˆtre col-
lecte´es via des histogrammes d’orientations [103]. (a,b) montrent les car-
acte´ristiques globales d’un visage. (c,d) montrent d’importants attributs locaux
((c) contours horizontaux, (d) contours obliques des deux coˆte´s).
ope´rateur de Sobel,
G(x, y) =
√
Gx(x, y)
2 +Gy(x, y)
2
ou` Gx et Gy repre´sentent, respectivement, le gradient dans les directions x et y,
l’orientation du contour en ce point est donc,
θ(x, y) = arctan
(Gy (x, y)
Gx (x, y)
)
Les contours sont, ensuite, classe´s en K intervalles (bins). La valeur du ke`me intervalle
est donne´e par,
ψk(x, y) =


G(x, y) si θ(x, y) ∈ bink
0 sinon
Le calcul de ψk(x, y) sur une re´gion R de l’image peut se faire efficacement en utilisant
le concept de l’image inte´grale (Fig. 2.3).
SATk(R) =
∑
(x,y)∈R
ψk(x, y)
26
Pour la ge´ne´ration du descripteur associe´ a` une expression faciale, on divise la
feneˆtre de de´tection en 48 cellules, on utilisera K = 9 intervalles correspondant a`
des intervalles e´quire´partis sur [0..pi[. Pour chaque cellule un histogramme local est
ge´ne´re´. Ensuite, pour chaque bloc de 2× 2 cellules, on concate`ne les 4 histogrammes
associe´s en un seul histogramme qu’on normalise. L’histogramme global concate´nant
les histogrammes normalise´s des 12 blocs de´finit alors la signature de l’expression
faciale a` reconnaˆıtre (Fig. 2.8).
HOG Histogram
HOG Histogramm
0
Gradient operator
Face image
Figure 2.8. L’histogramme global d’orientation concate´nant des HOGs locaux
ge´ne´re´s a` partir des diffe´rentes cellules.
E´tant donne´ que les histogrammes du gradient oriente´ sont des descripteurs a` base
de feneˆtrage, le choix de la feneˆtre de de´tection est crucial. Ceci ne´cessite un bon
recalage, dont la tole´rance de´pend de la position de la feneˆtre mais aussi de la taille
des cellules.
2.4 Recalage des images faciales
Le recalage d’images faciales permet de normaliser la taille et la ge´ome´trie des diffe´rents
visages, en outre, il permet de dissocier le mouvement rigide de la teˆte des de´formations
faciales pertinentes. Cette e´tape importante influe directement sur les performances
globales du syste`me de reconnaissance d’expressions faciales tout comme la recon-
naissance de visages [145].
27
2.4.1 Normalisation par feneˆtres adaptatives
Au lieu de se servir de feneˆtres statiques telles que utilise´es dans le cas des HOG
classiques, on propose une normalisation de la feneˆtre de de´tection elle–meˆme.
Dans [41], on avait propose´ des HOG adaptatives comme des descripteurs utilisant
des feneˆtres de de´tection dynamiques de´finies a` partir de mesures anthropome´triques
du visage. La taille de la feneˆtre de de´tection varie selon la taille de la cellule, celle-ci
e´tant de forme carre´e de coˆte´ variable de´pendamment de la distance inter–pupilles de
chaque visage.
2.4.2 Recalage par SIFT–flow
Au chapitre 3, on pre´sente une me´thode base´e sur le SIFT–flow pour le recalage
ge´ne´rique (i.e. personnes identiques ou pas) de visages.
Re´cemment propose´ par Liu et al. [108], l’alignement par SIFT–flow a e´te´ conc¸u
pour l’alignement de sce`nes. Il consiste a` mettre en correspondance, entre deux images
a` aligner, des attributs SIFT [110] obtenus de part et d’autre par e´chantillonnage
dense. Inspire´ du concept du flux optique mettant en correspondance les intensite´s,
le SIFT–flow met en correspondance une paire d’images SIFT (s1, s2) en utilisant une
fonction objective (Eq. 2.3) similaire a` celle du flux optique.
E(w) =
∑
p
min (‖s1(p)− s2(p+w(p))‖1 , t)+
∑
p
η (|u(p)|+ |v(p)|)+
∑
(p,q)∈
min (α |u(p)| − |u(q)| , d)+min (α |v(p)| − |v(q)| , d)
(2.3)
Le mode`le d’optimisation (Fig. 2.9) utilise une me´thode d’infe´rence dite la prop-
agation de croyance en boucles (loopy belief propagation) [128] pour minimiser la
fonction objective (Eq. 2.3), laquelle est formule´e a` partir des contraintes suivantes.
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1. Le terme de donne´es, celui-ci permet de contraindre la mise en correspondance
des descripteurs SIFT via le vecteur de de´placement w(p) = (u(p), v(p)) au
niveau du pixel p = (x, y).
2. Le de´placement minimal, ce terme pe´nalise les grands de´placements.
3. Le terme de lissage, lequel contraint les pixels voisins a` avoir un mouvement
cohe´rent.
Figure 2.9. Propagation de croyance en boucles a` double couches. La com-
posante horizontale (u) et verticale (v) de la fonction objective du SIFT
flow [108].
Les seuils t et d permettent de minimiser l’impact des erreurs de mise en correspon-
dance (aberrations et discontinuite´s). Une imple´mentation pyramidale de la mise en
correspondance par raffinement/propagation, a` travers les niveaux hie´rarchiques (du
plus grossier au plus fin qui correspond a` l’image originale), permet d’ame´liorer les
performances du SIFT–flow.
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La figure 2.10 montre un exemple de recalage facial par SIFT–flow. La construc-
tion de l’image de re´fe´rence utilise une image arbitraire “neutre”, sur laquelle toutes
les images de la meˆme cate´gorie d’expressions sont recale´es puis moyenne´es. Bien
que le proce´de´ pre´serve la cate´gorie d’expression, la de´formation semble eˆtre plus ou
moins importante. Par exemple pour l’image du milieu “joie”, la perte de de´tails
importants e´tait meˆme pre´visible au niveau de la bouche puisque la partie des dents
est inexistante dans l’image re´fe´rence.
Au chapitre 3, on propose d’utiliser une image de re´fe´rence par cate´gorie d’expression
afin de pre´server, au maximum, les de´tails des de´formations pertinentes. Ceci nous
permettra d’exprimer toute expression faciale par rapport a` un re´fe´rentiel comprenant
les sept cate´gories d’expressions prototypiques (“cole`re”, “de´gout”, “peur”, “joie”,
“neutre”, “tristesse”, “surprise”) qu’on appellera re´fe´rentiel prototypique.
SIFT−Flow alignment
Reference face
Aligned faces
Original face images
Figure 2.10. Recalage par SIFT–flow sur une image re´fe´rence “neutre” moyen-
nant toutes les images neutres recale´es par rapport a` une image arbitraire.
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2.5 Machines a` vecteurs de support
Les machines a` vecteurs de support sont des classifieurs robustes, bien adapte´s aux
proble`mes de discrimination de grande dimensionnalite´ [34, 180] et ce meˆme lorsqu’on
a relativement peu d’e´chantillons. Les SVMs sont donc particulie`rement utiles en
reconnaissance d’expressions faciales ou` le nombre d’attributs peut se chiffrer en mil-
liers alors que les bases de donne´es d’expressions faciales sont peut eˆtre limite´es a`
des centaines d’e´chantillons. Base´s sur le principe de minimisation du risque struc-
turel2 de´crit par la the´orie de l’apprentissage statistique de Vapnik [13, 31, 179], les
SVMs e´tablissent un mappage des donne´es d’entre´e vers un espace de plus grande
dimensionnalite´, dans lequel elles deviennent line´airement se´parables.
Soit l’ensemble de donne´es xi, i = 1, . . . , l et les e´tiquettes correspondantes yi ∈
{+1,−1}, la taˆche principale pour entrainer un SVM consiste a` re´soudre le proble`me
d’optimisation quadratique suivant [55],
minα
1
2
αTQα−∑αi
tel que 0 ≤ αi ≤ C , i = 1 . . . l,
Y Tα = 0
(2.4)
La constante de re´gularisation C repre´sente la borne maximale de toutes les variables,
Q est une matrice syme´trique l × l, avec Qij = yi yj K(xi, xj), ou` K(xi, xj) repre´sente
la fonction noyau permettant d’introduire la non–line´arite´. La fonction d’optimisation
permet de trouver un plan optimal se´parant les instances positives des instances
ne´gatives. L’ensemble de donne´es est dit optimalement se´parable, s’il est se´pare´
sans erreurs et que la distance se´parant le vecteur le plus proche et l’hyperplan est
maximale. Dans le chapitre suivant, nous examinerons plusieurs seuils permettant de
de´placer l’hyperplan des deux bords de sa position “optimale”.
2 Le risque structurel est le lien entre la vaste marge et la complexite´ (exprime´e par la dimension
de Vapnick-Chervonenkis) de la fonction de de´cision [181].
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Pour un proble`me de discrimination a` cate´gorisation multiple, tout comme la
cate´gorisation des expressions faciales, “un contre tous” et “un contre un” sont les
deux approches utilise´es pour la construction de SVM multiclasse a` partir d’un en-
semble de SVM binaires. La premie`re se base sur le principe du vote majoritaire
(winner–take–all), dans lequel la classe est assigne´e par le SVM ayant le plus grand
score en sortie. L’approche “un contre tous” consiste a` utiliser un SVM par couple de
cate´gories et a` chaque fois que le SVM assigne une instance a` l’une des deux classes,
le vote de la classe gagnante sera bonifie´ de un et ainsi de suite. Finalement, la classe
avec un maximum de votes de´termine l’e´tiquette de l’instance.
L’approche “un contre tous” peut souffrir de la re´partition de´se´quilibre´e des exem-
ples positifs par rapport aux exemples ne´gatifs (ceux-ci e´tant plus nombreux). C’est
la raison pour laquelle, dans ce qui suit, nous nous servirons de la strate´gie “un contre
un” pour re´soudre le proble`me de cate´gorisation multiple de l’expression faciale.
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Chapitre 3
(ARTICLE) SIFT–FLOW REGISTRATION FOR FACIAL
EXPRESSION ANALYSIS USING PROTOTYPIC
REFERENTIAL MODELS
Une premie`re e´bauche de cet article (voir annexe F) a e´te´ publie´e comme l’indique
la re´fe´rence bibliographique [41]
M. Dahmane et J. Meunier. Emotion recognition using dynamic grid–based
HoG features. Dans IEEE International Conference on Automatic Face
Gesture Recognition and Workshops, pages 884–888, 2011.
Compare´e a` la version originale, le pre´sent article pre´sente une me´thodologie plus
e´labore´e qui a e´te´ soumis pour publication dans le journal scientifique IEEE Trans-
actions on Multimedia, par Mohamed Dahmane et Jean Meunier.
Abstract
Automatic facial expression analysis (AFEA) is the most commonly studied aspect of
behavior understanding and human–computer interface. Aiming towards the applica-
tion of computer interaction, human emotion analysis and even medical care, AFEA
tries to build a mapping between the continuous emotion space and a set of discrete
expression categories. The main difficulty with facial emotion recognition systems is
the inherent problem of facial alignment due to person–specific appearance.
In the present paper, we investigate an appearance–based approach combining
SIFT–flow registration and HOG features (SF/HOG), with a RBF–kernel SVM clas-
sifier. Experimental results show that this facial expression recognition strategy out-
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performs other approaches with a recognition rate of up to 99.52% using a leave–
one–out strategy and 98.73% using the cross–validation strategy. For the much more
challenging person–independent evaluation, the SF/HOG still gave the best results
(86.69%).
3.1 Introduction
In a face–to–face talk, language is supported by nonverbal communication, which
plays a central role in human social behavior by adding cues to the meaning of
speech, providing feedback, and managing synchronization [3]. Information about
the emotional state of a person is usually inferred from facial expressions, which are
primarily carried out by facial attributes. In fact, 55% of a message is communicated
by facial expressions whereas only 7% is due to linguistic language and 38%, to
paralanguage [123].
The computer vision community is therefore interested in the development of
automated facial expression analysis (AFEA) techniques, for HCI (Human Computer
Interaction) applications, meeting video analysis, security and clinical applications
etc.
The overall performance of AFEA systems can severely be affected by differ-
ent factors such as intra/inter individual variability, transitions among expressions,
intensity of facial expression, deliberate versus spontaneous expressions, head ori-
entation and scene complexity, image properties, reliability of ground truth, and
databases. An ideal facial expression analysis system has to address all these di-
mensions [170]. With this in mind, a variety of systems have been developed and
applied [7, 8, 11, 50, 91, 114, 199, 202] . These systems resemble each other by means
of their processing.
First, designed approaches try to optimize the recognition performance on com-
mon facial expression databases such as Cohn-Kanade DFAT [95], CMU-PIE [162],
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MMI [140], UT Dallas [135], Ekman-Hager [50], FEED [186], JAFFE [116], GEMEP [90],
and GENKI [126].
For instance, the authors in [194] used the GENKI dataset to recognize smiling
faces. Valstar et al. [177] used the GEMEP–FERA dataset to recognize five different
facial emotions (anger, fear, joy, relief, and sadness), they investigated both person–
specific and person–independent partitions. The JAFFE database (described below),
was used by Bucius and Pitas [17], Zheng et al. [212], Kotsia et al. [100], and Lyons et
al. [116]. The Cohen dataset was used by Bartlett et al. [6], Pantic and Patras [138],
Kotsai et al. [100], and Wang et al. [188] to recognize the six prototypic expressions
(happy, angry, disgust, fear, sad and surprise).
Second, the approach commonly adopted in developing these systems is to first
track the face and facial features, and apply a bank of linear filters (e.g. Harr-like
features [182], Gabor filters [46], Scale Invariant Feature Transform (SIFT) [110], ori-
ented gradient [44, 103], Local Binary Pattern (LBP) [133], and Local Phase Quanti-
zation (LPQ) [134]). Gabor filters [16, 50, 79, 116, 211, 212], PCA (Principal Compo-
nent Analysis) [17], adaptive HOG (Adaptive Histogram of Oriented Gradients) [41],
PHOG (pyramid of HOG) with LPQ [49], EOH (Edge Orientation Histograms) [103],
LBP features [88, 91, 177], and optical flow [167] are used to characterize facial expres-
sions. For high–dimensional derived features, dimension reduction techniques such
as PCA, Linear Discriminant Analysis (LDA), and Locality Preserving Projections
(LPP) [82] can be used.
Third, based on the derived feature vector, eigenspaces [130], LDA [116, 174],
SVM (Support Vector Machines) [6, 16, 49, 100], k-Nearest Neighbors [17, 88], Arti-
ficial Neural Networks [100, 167], and Hidden Markov Models [2] are used for the
expression classification task which automatically assigns each face image instance to
the corresponding expression class.
Clinical studies of facial expressions has been also investigated. The authors
in [191] automatically quantify emotional expression differences between patients with
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neuropsychiatric disorders. The authors in [99] examined facial expression differences
based on duration and frequencies of evoked emotion expressions from a group of
12 persons with stable schizophrenia. McIntyre et al. [120] proposed an approach to
measure and compare facial activity in depressed subjects, before and after treatment,
of endogenous and neurotic depressives.
Among the existing facial expression recognition techniques, geometric–based
techniques demonstrate high concurrent validity with manual FACS (Facial Action
Coding System) coding [27, 32]. Furthermore, they share some common advantages
such as explicit face structure, practical implementation, and collaborative feature–
wide error elimination [87]. However, the precise localization of local facial features
poses a significant challenge to automated facial expression analysis, since subtle
changes in the facial expression could be missed due to localization errors [137].
Therefore, geometric approaches including only shape information may be rather ir-
relevant [113] by requiring accurate and stable localization of facial landmarks. These
drawbacks can be naturally avoided by the appearance–based methods, which have
attracted more and more attention, but in contrast, are in need of a well–designed
feature set closely relevant to facial expression variations but at the same time reliably
insensitive to facial variations that are irrelevant to facial expression.
In this paper, we investigate an appearance–based approach (SF/HOG) for the
problem of automatic facial expression recognition. Histogram of oriented gradients
(HOG) are used as features and irrelevant facial variations are managed with SIFT–
flow registration procedure.
The structure of this paper is as follows. Section 3.2 describes the JAFFE database
used for our tests and outlines the results published in the literature by other groups
with it. Section 3.3 describes in details our SF/HOG approach. Section 3.4 describes
the evaluation protocols, presents the experimental results, and provides a detailed
comparison of various system performances. Finally, we draw our conclusion in sec-
tion 3.5.
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3.2 JAFFE database
The Japanese Female Facial Expression (JAFFE) database [116] is commonly used
in measuring the performance of facial expression recognition systems [160]. We
will use it as well to perform comparisons with other existing systems [16, 17, 21, 59–
61, 70, 79, 116, 130, 211].
The JAFFE database consists of 213 images collected from ten female expressers,
each one performing 2 to 4 examples for each of the seven prototypic expressions
(happiness, sadness, surprise, anger, disgust, fear, and neutral). The grayscale images
are of resolution 256×256 pixels. Figure 3.1 shows samples of three expressers, named
“KM”, “NM”, and “UY”, acting seven categories of facial expressions.
ANGRY DISGUST FEAR HAPPY NEUTRAL SADNESS SURPRISE
KM
NM
UY
Figure 3.1. Examples from the JAFFE facial expressions database of three per-
sons “KM”,“NM”, and “UY” acting seven facial expressions.
In [211], facial expression images are coded using a multi–orientation, multi–
resolution set of Gabor filters coefficients extracted from the face image at fiducial
points, using a 34–node grid aligned manually with the face. Their facial expression
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recognition system that uses this input code and a two–layer perceptron classifier,
achieved a generalized recognition rate of 90.1%. In [116] the fiducial grid was po-
sitioned by manually clicking on the same 34 easily identifiable points of each facial
image. PCA was then used to reduce the dimensionality of the feature vectors of
Gabor filter coefficients, which combined with LDA achieved a rate of 92% on the
seven different facial expressions of the JAFFE dataset.
Buciu et al. [17] cropped and aligned all images, and made use of a nearest neigh-
bor classifier with different similarity measures. PCA was employed to classify the
seven facial expressions that were characterized by using two image representation
approaches called non–negative matrix factorization and local non–negative matrix
factorization. From the JAFFE database a higher classification accuracy of 81.42%
was achieved when the maximum correlation classifier was applied. In [16], authors
reported a performance rate of 90.34% when the feature vectors were obtained by
Gabor representation with low frequency range and the classification was done using
a quadratic–kernel SVM.
In [130], authors computed an eigenspace for each of the six facial expressions.
The classification was based on measuring the similarity between a probe image and
the reconstructed image of each class (i.e. each facial expression). An average per-
formance rate of 77.5% was reported on the JAFFE dataset.
Authors in [60], extracted local texture features by applying LBP to facial fea-
ture points detected by an active appearance model, the direction between each pair
of feature points was considered as geometrical (shape) features. In addition, they
considered a global texture information by dividing the face image into small regions,
and calculating the LBP histogram of each region. Local texture, shape and global
texture features were combined and fed to a nearest neighbor classifier in which the
weighted Chi–square statistic was used for classification. The average rate of recogni-
tion was 83%. In a combination of LBP features and linear programming technique,
Feng et al. [61] reported a recognition rate of 93.8% on the JAFFE database. It
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should be noted that the two eye positions were manually selected in their approach
to exclude non–face area from each image. Fu et al. [70] evaluated an operator called
centralized binary pattern with image Euclidean distance on JAFFE database. The
obtained recognition rate was 94.76%.
As in references [116] and [211], to solve the 7–expression recognition problem, Guo
et al. [79] employed, as feature vectors, the amplitudes of Gabor–filter responses of
34 selected fiducial points. Their recognition accuracy was 91% with feature selection
via a linear programming routine.
More recently, Chang et al. [21] used images from the JAFFE database that were
manually cropped to extract the face region. They investigated a Gaussian process
classification approach for facial expression recognition. The adopted leave–one–out
cross–validation strategy gave a recognition rate of 93.43%.
3.3 Technical approach
In this section, we first present the face registration procedure of SIFT–flow to remove
irrelevant facial variations. This registration will be integrated within an appearance–
based method for facial expression recognition. This method will use oriented gradient
histograms [44, 103] defined over a dense patchwork. Authors in [44] have shown the
advantage of HOG (Histogram of Oriented Gradients) with respect to several other
descriptors. The section is concluded with a brief description of the SVM used for
classification.
3.3.1 SIFT–flow facial registration
By a facial registration stage, we want to align faces to normalize size and geometry
across different persons, and remove irrelevant facial variations. This stage is a critical
issue in feature–based approaches, since miss–located fiducial features will propagate
the error through subsequent processing stages.
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In this article, we use SIFT–flow to solve the person–dependent and person–
independent registration problem.
Recently introduced by Liu et al. [108], the SIFT–flow alignment was designed for
higher level image (scene) alignment. The SIFT flow algorithm consists of matching
densely sampled SIFT features [110] between two images, while preserving spatial
discontinuities. For every pixel in an image, the neighborhood (e.g. 16 × 16 pixels)
is divided into a 4× 4 cell array, to quantize the orientation into 8 bins for each cell.
The per–pixel SIFT descriptor then consists of a 4× 4× 8 = 128–dimensional vector
corresponding to the SIFT image which has high spatial resolution that can preserve
edge sharpness.
Inspired by optical flow, a pair of SIFT images (s1, s2) are matched via a dense
correspondence using an objective function E(w) on SIFT descriptors instead of
intensity values (Eq. 3.1).
E(w) =
∑
p
min (‖s1(p)− s2(p+w(p))‖1 , t)+
∑
p
η (|u(p)|+ |v(p)|)+
∑
(p,q)∈
min (α |u(p)| − |u(q)| , d) + min (α |v(p)| − |v(q)| , d)
(3.1)
E(w) contains 3 terms, the data term which constrains the SIFT descriptors to
be matched along with the flow vector w(p) = (u(p), v(p)) at the image position
p = (x, y), the small displacement term constrains the flow vectors to be as small
as possible when no other information is available, and the smoothness term which
constrains the flow vectors of adjacent pixels to be similar. The set  contains all the
spatial neighborhoods (a four–neighbor system is used). The truncated L1 norm is
used in both the data term and the smoothness term to account for outliers and flow
discontinuities, with the thresholds t and d, respectively.
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A dual–layer loopy belief propagation is used as the base algorithm to optimize
the objective function [108], and a coarse–to–fine SIFT flow matching scheme, that
roughly estimates the flow at a coarse level of image grid then gradually propagates
and refines the flow from coarse to fine, permits to significantly improve the matching
performance.
The SIFT–flow facial alignment is applied in two different steps of the algo-
rithm. First, we wish to construct seven reference facial expressions from the JAFFE
database. This is simply done by aligning (with SIFT–flow) all images correspond-
ing to a particular expression and then averaging them. For each expression, we
select one arbitrary image for the alignment of all others. After this step, we get a
set of seven generic reference images, one for each expression. Irrelevant individual
variations are reduced by this averaging process. Figure 3.2 shows the seven generic
images we obtained after this step.
Figure 3.2. Prototypic facial expression referential models. Each reference image
provides a generic representation of a prototypic facial expression.
The second step where SIFT–flow is applied is the recognition of an unknown
expression. In this case, the unknown expression is registered with each generic refer-
ence expression in turn before any feature is computed. Only after this registration,
HOG features (see below) are computed for classification. Figure 3.3 shows a diagram
describing this process.
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AN DI FE HA SA NE SU
AN DI FE HA NESA SU
Feature vector representing the unknown expression
Prototypic referential expressions
Unknown Expression
Registered expressions
Figure 3.3. Diagram describing the SIFT–flow HOG process.
3.3.2 Facial expression characterization
3.3.2.1 Facial image pre–processing
Prior to performing image characterization, image pre–processing was performed by
normalizing for scale. First, we used the standard Viola and Jones face detection
to extract the face location in each image. The detected face, on which a contrast
amelioration and brightness normalization have been performed, was scaled to be
200 by 200 pixels.
To characterize facial expressions from this face area, we then used an appearance
approach with histogram of oriented gradients.
3.3.2.2 Histogram of Oriented Gradients
Histogram of oriented gradient (HOG) feature descriptors were proposed in [103]
and [44]. The main idea behind the HOG descriptors is based on edge information.
43
That is each window region can be described by the local distribution of the edge
orientations and the corresponding gradient magnitude. The local distribution is
described by the local histogram of oriented gradients which is formed by dividing
the detection window into a set of small regions called cells, where the magnitude
of the edge gradient for each orientation bin is computed for all pixels. To provide
better invariance, the local HOG is normalized over a block of neighboring cells. Dalal
and Triggs [44] have shown that HOG outperforms wavelet, PCA-SIFT and Shape
Context approaches.
To generate facial expression feature descriptors, the aligned 200× 200 pixels face
image is divided into a 8 by 6 cell array columns with a cell size side of 25× 33 pixels.
We used a [−1, 0, 1] gradient filter, and linear gradient voting into 9 orientation
histogram bins from 0◦ to 180◦.
For each cell a local histogram is processed. Then for each block of 2× 2 cells,
the 4 local histograms are concatenated and the resulting histogram is normalized
using the L2-norm. The per–block normalized histograms are then concatenated into
a global histogram giving a single 432 dimensional feature vector encoding the global
facial image structure with local primitives (Fig. 3.4).
Figure 3.4. A Global HOG concatenating the local HOGs extracted from each
cell.
Since HOGs are window–based descriptors, the choice of the detection window is
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therefore crucial. The SIFT–flow registration permitted to define from each generic
image a single patchwork as the smallest window enclosing the visual features (e.g.
eyes wide open and eyebrows raised high for the “surprise” facial expression) as shown
in figure 3.5. The patchworks are superimposed on the corresponding registered face
image for generating the histograms.
Figure 3.5. The variable patchworks independently defined on the seven generic
images.
For an unknown facial expression, the image is registered with each prototypic
facial expression. HOG descriptors are generated from the registered images and,
then concatenated into a single 7 × 432 dimensional feature vector codifying the
unknown facial expression (see figure 3.3).
3.3.3 Support vector machines (SVM)
Support vector machines are known as stronger classifiers for high dimensionality
problems, and powerful algorithms for solving difficult classification problems [34,
180].
Different kernel functions (e.g. polynomial, sigmoid, and radial basis function) are
used to non–linearly map the input data to a (linearly separable) high–dimensional
space.
To handle the multiclass problem, the “one–versus–all” and the “one–versus–
one” are the two most adopted strategies for building multiclass–SVM from multiple
binary–SVM classifiers. The first paradigm is based on the “winner–take–all” rule,
in which the class is assigned by the SVM with the highest output score. Whereas
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in the “one–versus–one” strategy, each time a pairwise SVM assigns the instance to
one of the two classes, the vote of the winner class is increased by one. At last, the
class with a maximum wins determines the label of the instance.
The one–over–all strategy may suffer from the problem of unbalanced positive, rel-
ative to negative data. Thus, every SVM–classification made along this work utilizes
the one-versus-one strategy to solve for the seven–class problem.
3.4 Evaluation protocols and experimental results
3.4.1 Protocols
To perform comparison of our results with other existing methods, we studied three
different division strategies of the JAFFE database.
In the first study, we applied a cross–validation procedure as in [116, 160, 211]. At
each training cycle, the database was randomly divided into 10 roughly equal–sized
segments in terms of different facial expressions, of which nine segments were used for
training, and the remaining segment was used to test the generalization performance,
with the results averaged over 30 distinct cycles. The random process was performed
such that the seven facial expressions were roughly equally distributed over the 10
segments.
In the second study, we applied the leave–one–out strategy as in [16, 160] where,
at each cycle, we used only one image to test the recognition performance and the
remaining images were used for training and the results averaged over all cycles.
In the third study, to test the generalization ability across different individuals,
we divide the database into 10 partitions, in which each partition corresponds to an
expresser. The process is repeated 10 times, so that the class corresponding to each
expresser is used once as the test set. In [116] authors evaluated their system on 9
expressers, since the subject with the initials “NM” was supposed to be an outlier
expresser. In the present study, all the subjects present in the database have been
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considered.
3.4.2 Performance evaluation
Table 3.1 shows the performance comparisons between our proposed system and the
other existing systems using the same JAFFE database. The experimental results
show that our proposed method, using the SIFT–flow HOG, outperforms all other
published works, whatever evaluation protocol was used, with a generalization rate of
up to 99.52% (s.d. = 2.56%) with the leave–one–out evaluation protocol, and 98.73%
(s.d. = 2.1%) with the cross–validation protocol.
Regarding the person–independent protocol, the SF/HOG feature set gave a su-
perior performance of 86.69% (s.d. = 15.85%).
The proposed method successfully provides both accuracy and computational ef-
ficiency. Currently, it takes the system, approximately, 0.09 sec to process one input
image of size 256× 256. All the experiments were conducted using the same SIFT–
flow parameters. The data term and the smoothness term thresholds were, respec-
tively, set to 10 and 40× 255 in equation 3.1, with η = 0.005× 255 and α = 2× 255.
We investigated the effects of two distinct kernels of SVM (linear and Radial
Basis functions) among different strategies. We applied 10–fold cross–validation on
the training partition to determine the best SVM kernel. At each fold, one subset
is used for validation using the classifier trained on the nine subsets [85]. Overall,
linear and RBF–kernel performed comparably. Linear separability of the SF/HOG
image representation may have been responsible for the relatively high performance
with the linear SVMs.
Our generalization rates for the more challenging person–independent facial ex-
pression recognition (86.69%) were superior to Lyons et al. [115], who reported a
rate of 56.8% when all subjects were considered. Our SIFT–flow registration strategy
allied with the HOG descriptors seems to better dissociate expression factors and
identity.
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Table 3.1. Comparison of the performances among different systems on JAFFE
database.
Strategy Generalization Rate (%)
Published works
Lyons et al. [116] cross–validation 92
Lyons et al. [115] person–independent 56.8
Zhang et al. [211] cross–validation 90.1
Buciu et al. [16] leave–one–out 90.34
Shih et al. [160] cross–validation 95.71
leave–one–out 94.13
Feng et al. [61] cross–validation 93.8
Fu et al. [70] cross–validation 94.76
Guo et al. [79] cross–validation 91
Cheng et al. [21] cross–validation 86.89
leave–one–out 93.43
person–independent 55
This work (SF/HOG)
Linear/RBF SVM cross–validation 98.73
Linear/RBF SVM leave–one–out 99.52
RBF SVM person–independent 86.69
Linear SVM 85.65
In comparison with a set of well–known classifiers (Tab. 3.2), our method ob-
tained the highest overall accuracy (87%). The second best accuracy was achieved
by the Gaussian process with only 55%. However, to be fair, we must notice that
these classifiers were trained without any class–based feature selection/extraction,
and observations were based solely on the image pixel intensities [21].
Further, in this study, we tested several values for the SVM–hyperplane parame-
ter τ . The classification accuracies of the different facial expressions on the JAFFE
database are shown in figure 3.6. The τ values indicate the different thresholds we
used to translate the optimal separating hyperplane. The three strategies are repre-
sented, respectively, the leave–one–out, cross–validation, and person–independent.
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Table 3.2. Performance comparison with reported results of some well–known
learning algorithms using person–independent strategy
“KA” “KL” “KM” “KR” “MK” “NA” “NM” “TM “UY” “YM” Overall
Without any feature selection/extraction
Gaussian process 56 50 63 55 76 61 40 33 47 68 55
SVM 26 13 13 15 14 14 15 14 14 18 16
3-NN 39 31 45 10 57 28 25 38 28 54 36
5-NN 30 45 63 30 66 23 20 38 19 50 39
Naive Bayes 34 63 22 10 42 33 35 47 42 68 40
Classification tree 17 36 36 35 23 19 35 09 42 18 27
C4.5 decision tree 17 36 50 30 42 42 25 28 28 27 33
Our SF/HOG feature set
SVM 87 95 100 90 76 48 85 100 86 100 87
The leave–one–out exhibited an accuracy gain at τ = −0.1 with a score of 99.52%
(s.d. = 2.56%), relative to the 99.05% (s.d. = 3.56%) obtained by the default hyper-
plane (τ = 0) of the RBF–SVM. Similarly, the cross–validation strategy produced
the highest score (98.73% s.d. = 2.1%) at τ = −0.1 against (98.25% s.d. = 2.6%) at
the default hyperplane. Likewise, the person–independent strategy gave unchanged
highest score (86.69% s.d. = 15.85%) at τ = 0.
To compare our approach to a classical eyes–based alignment technique [41],
we tested an adaptive window–based HOG that used a dynamic detection–window
defined over eye position measurements as shown in figure 3.7. As we can see
from figure 3.6, the SIFT–flow HOG performed substantially better than the eyes
distance adaptive HOG. Especially, with the person–independent strategy, 86.69%
(s.d. = 15.85%) for the SF/HOG against only 62.59% (s.d. = 23.73%) for the adap-
tive HOG. This may be attributable to the erroneous or noisy eye positions, compared
to the densely matching process used by the SF/HOG.
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Figure 3.6. Relaxation of the optimal separating hyperplane parameter, SF/HOG
vs. adaptive HOG.
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(iii)(ii)(i)
Figure 3.7. Eye distance adaptive window–based HOG : (i). In–plane rotated
face, (ii). The baseline distance a extracted from physiognomic measure-
ments of the rotated face, (iii). The cropped ROI based on a.
3.5 Conclusion
In this paper, we presented a system for facial expression recognition. We compared
various classification schemes with different feature representations. In particular, to
deal with the inherent problem of facial alignment due to person–specific appearance,
we explored a generic face alignment procedure based on the SIFT–flow registration
technique.
The experiment evaluation on the JAFFE dataset, showed that the proposed
system, using SIFT–flow registration with HOG descriptors and a RBF–kernel SVM,
outperforms all other published methods including those with manual intervention.
We adopted a random validation strategy in which the 10–fold cross–validation
was performed independently in many trials. The overall generalization rate reached
99.52% on average with a small standard deviation of 2.56%, by using the leave–one–
out strategy, and 98.73% (s.d. = 2.1%) with the cross–validation strategy.
For the much more challenging generic facial expression recognition, where ex-
pressions were considered independently of identity, our approach also yielded the
best generalization performance with a recognition rate of 86.69%.
Finally, over the different evaluation protocols, our results have demonstrated
that the SF/HOG may allow the construction of efficient generic facial expression
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recognition systems, that can meet the real–time requirement.
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Chapitre 4
SUIVI DE POINTS SAILLANTS POUR LA
RECONNAISSANCE D’EXPRESSIONS FACIALES
4.1 Introduction
L’analyse automatique d’une se´quence d’images faciales est tre`s sensible au perfor-
mance du suivi, une taˆche qui se voit complique´e a` cause des changements pouvant
survenir dans l’environnement de prise de vue, et plus particulie`rement a` cause de
la variabilite´ de l’apparence du visage dont la non–rigidite´ vient ajouter un autre
degre´ de difficulte´. Pour outrepasser tous ces proble`mes, plusieurs techniques ont
e´te´ de´veloppe´es qui peuvent eˆtre re´parties en quatre diffe´rentes cate´gories a` savoir
celles qui se basent sur les composantes du visages, celles qui explorent l’apparence
dites aussi holistiques, celles utilisant l’appariement de gabarits et les me´thodes non–
holistiques qui utilisent des mode`les ge´ome´triques du visage mettant en e´vidence des
attributs faciaux (voir Section 1.2.1).
L’analyse d’images faciales par les me´thodes ge´ome´triques (Fig. 4.1) se distingue
par rapport aux autres cate´gories en de´montrant une validite´ concomitante au codage
manuel par le syste`me d’encodage1 d’action faciale [27, 32]. En outre, lorsque les
attributs faciaux sont correctement localise´s, les me´thodes ge´ome´triques se partagent
plusieurs avantages qu’elles tirent de la structure explicite du visage et d’une mise en
œuvre plus pratique. De plus, ces me´thodes permettent une re´duction/e´limination
des erreurs de localisation par inter–correction [87].
Le suivi des attributs faciaux s’inspire des techniques classiques de mise en cor-
respondance qui permettent d’extraire deux ensembles de primitives a` partir de
1 FACS, voir Section 1.2.2.
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Figure 4.1. Exemple de me´thode ge´ome´trique pour la reconnaissance
d’expression faciale montrant les positions des points saillants d’ou` sont tire´s
les attributs faciaux [211].
deux images entre lesquels elles essaient d’e´tablir une correspondance. Quant aux
me´thodes conventionnelles de corre´lation, elles comparent deux feneˆtres sur deux
trames (frames) et la valeur maximale de la corre´lation croise´e de´termine la meilleure
position relative. Toutefois, ces techniques requie`rent une recherche exhaustive dans
un voisinage de´fini.
Des techniques plus re´centes ont e´te´ mises en œuvre pour de´terminer directement
la position relative (disparite´) sans qu’aucun proce´de´ de recherche ne soit utilise´.
Dans cette cate´gorie, les approches base´es sur la re´ponse en phase des filtres de
Gabor ont suscite´ un grand inte´reˆt de par leur robustesse ainsi que leur motivation
biologique [66, 166].
Pour extraire les primitives discriminatives de l’image, le filtrage de Gabor [158] a
e´te´ adopte´ par plusieurs approches dont la plus grande partie se base sur la re´ponse en
amplitude sous forme d’un ensemble de coefficients [102, 107, 168, 178]. Cependant,
la re´ponse en phase de cette famille de filtres peut eˆtre conside´re´e comme un bon
crite`re pour mesurer le mouvement duˆ a` sa proprie´te´ de variance au de´placement.
Au chapitre 5, on se sert de cette proprie´te´ intrinse`que de la phase pour permettre
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le suivi de points caracte´ristiques du visage le long de se´quences vide´o. On y propose
une modification d’une technique de suivi base´e sur la phase de Gabor, ceci inclut une
rede´finition de la mesure de confiance et introduit une proce´dure ite´rative d’estimation
du de´placement.
Les positions des points caracte´ristiques, dont le choix tient au facteur de stabilite´
par rapport aux de´formations, serviront de repe`re pour superposer sur le visage un
graphe de 28 nœuds. La superposition utilise la transformation de Procrustes (trans-
lation, rotation et changement d’e´chelle) pour contraindre le graphe a` s’ajuster a` la
topologie du visage via les points de repe`re.
Motive´s par le fait que les expressions faciales sont ambigu¨es et incohe´rentes d’une
personne a` une autre (Fig. 4.2) et souvent de´pendantes du contexte, au chapitre 5,
nous synthe´tiserons un syste`me personnalise´ de reconnaissance d’expressions faciales
garantissant une performance optimale.
Figure 4.2. Deux ensembles d’expressions faciales de deux personnes
diffe´rentes [97].
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4.2 Transformation Procrustes ge´ne´ralise´e
Soit G une configuration centre´e dans Ck (G1k = 0) d’un graphe G repre´sente´ sous
forme d’un vecteur de k points 2d, en repre´sentation complexe2 x + ıy. L’analyse
Procrustes [96, 118] permet de modifier la forme de G2 pour le faire correspondre a`
G1 selon une transformation de similarite´ (Eq. 4.1) en minimisant la distance (Eq. 4.2)
qui mesure le degre´ de dissemblance entre les formes G1 et G2.


G1= α 1k + βG2 α, β ∈ C
β = |β| eı 6 β
(4.1)
dF (G1,G2) = 1− |G
∗
1G2|2
‖G1‖2 ‖G2‖2
(4.2)
On de´duit la translation (α 1k), la mise en e´chelle |β| et la rotation 6 β a` partir de,
α = G¯2 β = G
∗
1G2
4.3 Filtrage de Gabor
Pour extraire des caracte´ristiques discriminantes de l’image, les filtres de Gabor of-
frent un meilleur compromis entre la re´solution spatiale et la re´solution fre´quentielle,
et permettent de capturer des proprie´te´s visuelles inte´ressantes dans l’image, telles
que la localisation spatiale, la se´lectivite´ angulaire (l’orientation) et la localisation
spatio–fre´quentielle. En outre, ces filtres fournissent un avantage conside´rable en
traitement d’images parce qu’ils permettent notamment d’adresser le proble`me de la
pre´cision sous–pixel.
Le filtrage de Gabor permet de de´crire, via ce qu’on appelle commune´ment un jet,
la re´partition des niveaux de gris dans une image I(x) au voisinage d’un pixel donne´,
2 La notation G∗ de´note la transpose´e du conjugue´ complexe de G.
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sous forme d’un vecteur re´arrange´ de coefficients a` partir d’une transformation de´finie
par la convolution suivante,
J(x) =
∫
I(x′)Ψj (x− x′) d2x′ (4.3)
avec une famille de noyaux de Gabor,
Ψj (x) =
kj kj
T
σ2
exp(−kj kj
T x xT
2σ2
)
[
exp(ikj x)− exp(−σ
2
2
)
]
(4.4)
ou` kj de´finit le vecteur d’onde comme suit,
kj = (kν cos(φµ), kν sin(φµ)) avec kν = 2
− ν+2
2 pi et φµ = µ
pi
8
(4.5)
Les parame`tres ν et µ correspondent, respectivement, a` l’e´chelle et l’orientation des
noyaux de Gabor, l’e´cart–type de la Gaussienne (σ/kν) est controˆle´ par le parame`tre
σ dont la valeur est fixe´e a` 2pi.
Le premier facteur de l’e´quation de noyaux de Gabor (Eq. 4.4) repre´sente l’enveloppe
Gaussienne exp(−kj kjT x xT
2σ2
), module´e par une fonction sinuso¨ıdal complexe. Le
terme exp(−σ2
2
) compense pour la valeur moyenne non-nulle de la composante en
cosinus. Un exemple de noyaux a` diffe´rentes e´chelles est donne´ par la figure 4.3.
Le jet J(x) =
{
aj exp(iφj)
}
est typiquement forme´ d’un ensemble de 40 coeffi-
cients complexes ou` j = µ+8ν. Cet ensemble correspond a` 5 fre´quences (ν = 0, .., 4)
et 8 orientations (µ = 0, ..7) diffe´rentes. Le terme aj qui de´note l’amplitude de la
re´ponse complexe pour une orientation et une fre´quence particulie`re varie, graduelle-
ment, en fonction du vecteur d’onde.
4.3.1 Mesure de similarite´
La comparaison de primitives (p.ex. pour la mise en correspondance des mode`les
ge´ome´triques) implique une comparaison de jets [102] par la fonction de similarite´
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Figure 4.3. Exemple de filtres de Gabor dans le domaine spatial et les re´ponses
fre´quentielles correspondantes.
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(Eq. 4.6).
S(J, J ′) =
∑
j aj a
′
j√∑
j a
2
j
∑
j a′j
2
(4.6)
Cette comparaison peut–eˆtre plus fiable en conside´rant la phase φj, cependant des
proble`mes de mise en correspondance peuvent surgir en raison des proprie´te´s de vari-
ance au de´placement de la phase: deux pixels adjacents, n’auront pas ne´cessairement
des jets similaires, bien qu’ils ont pratiquement une meˆme re´partition de niveaux de
gris. La solution est de compenser les changements induits par la phase par le terme
d · k. On obtient, ainsi, une similarite´ sensible a` la phase (Eq. 4.7).
Sφ(J, J
′) =
∑
j aj a
′
j cos(φj − φ′j − d · k)√∑
j a
2
j
∑
j a′j
2
(4.7)
ou` d, qui doit eˆtre estime´ a` partir de J(x′), repre´sente le vecteur de de´placement par
rapport a` la position pre´dite x′.
4.3.2 Estimation du de´placement
Le vecteur de de´placement d = (dx, dy) est calcule´ par une technique d’estimation de
disparite´ [65, 166]. Une maximisation de la forme re´duite du de´veloppement de Taylor
(Eq. 4.8) de Sφ (Eq. 4.7) donne le de´placement optimal dopt (Eq. 4.9), qui permet
d’associer la position du point facial conside´re´ dans l’ancien trame a` sa nouvelle
position dans le nouveau trame.
Sφ(J, J
′) ≈
∑
j aj a
′
j
[
1− 0.5
(
φj − φ′j − d · kj
)2]
√∑
j a
2
j
∑
j a′j
2
(4.8)
dopt(J, J´) =
1
ΓxxΓyy − ΓxyΓyx

 Γyy −Γyx
−Γxy Γxx



 Φx
Φy

 (4.9)
si ΓxxΓyy − ΓxyΓyx 6= 0, avec Φx = ∑j aja′j kjx(φ′j − φj) et Γxy = ∑j aj a′j kjx kjy
60
Figure 4.4. Re´ponse d’un filtre standard de Gabor (image du milieu), re´ponse
d’un filtre d’e´nergie (image de droite).
Les e´carts de phase sont corrige´s par ± 2pi, pour les ramener dans l’intervalle
(−pi, pi]. Pour acce´le´rer le calcul des convolutions, essentiellement lors du suivi,
une architecture multie´chelle peut eˆtre conside´re´e (voir chapitre 5). Ainsi, le cal-
cul des de´placements sur une image sous–e´chantillonne´e utilisera une gamme re´duite
de fre´quences. En plus, les mouvements seront plus locaux que dans l’image originale.
4.4 Filtres d’e´nergie de Gabor
Par rapport aux filtres classiques de Gabor, le filtre d’e´nergie de Gabor produit un
re´sultat plus lisse en re´ponse a` un contour ou a` un trait d’une certaine largeur, avec un
maximum local exactement au milieu du trait [76, 142] (voir figure 4.4). Ce filtre est
obtenu par “superposition” de phases. Le filtre le plus utilise´ combine par la norme
L2 les deux convolutions correspondant aux deux phases (ϕ0 = 0) et (ϕ1 = pi/2).
Pour plus de de´tails concernant ce type de filtres voir l’article pre´sente´ en an-
nexe G.
Chapitre 5
(ARTICLE) ITERATIVE GABOR PHASE–BASED
DISPARITY ESTIMATION FOR “PERSONALIZED”
FACIAL ACTION RECOGNITION
Ce chapitre pre´sente une extension de deux articles ayant e´te´ publie´s (voir an-
nexes D et E) comme l’indique les re´fe´rences bibliographiques [38, 42]
M. Dahmane et J. Meunier. Enhanced phase–based displacement estimation
- An application to facial feature extraction and tracking. Dans Proc. of Int.
Conference on Computer Vision Theory and Applications, pages 427–433,
2008.
M. Dahmane et J. Meunier. Individual feature–appearance for facial action
recognition. Dans Proc. of Int. Conference on Image Analysis and Recogni-
tion, pages 233–242, 2011.
La version e´tendue a e´te´ soumise pour publication dans la revue scientifique Signal
processing: Image Communication, par Mohamed Dahmane, Jean Meunier et Sylvie
Cossette.
Abstract
Within the affective computing research field, researchers are still facing a big chal-
lenge to establish automated systems to recognize human emotions from video se-
quences. Performances are quite dependent on facial feature localization and track-
ing.
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In this paper, we present a method based on a coarse–to–fine paradigm to char-
acterize a set of facial fiducial points using a bank of Gabor filters. When the first
face image is captured, the coarsest level is used to estimate a rough position for each
facial feature. Afterward, a coarse–to–fine displacement refinement on an image pyra-
mid is performed. The positions are then tracked over the subsequent frames using a
modification of a fast Gabor–phase based technique. This includes a redefinition of
the confidence measure and introduces an iterative conditional disparity estimation
procedure.
We used the proposed tracking process to implement a “personalized” feature–
based facial action recognition framework, motivated by the fact that the same facial
expression may vary differently across humans.
Experimental results show that the facial feature points can be localized with
high accuracy and tracked with sufficient precision leading to a better facial action
recognition performance.
5.1 Introduction
The computer vision community is interested in the development of techniques, such
as automated facial expression analysis (AFEA), to figure out the main element of
facial human communication, in particular for human–computer interaction (HCI)
applications or, with additional complexity, in meeting video analysis, and more
recently in clinical research.
AFEA is highly sensitive to face tracking performance, a task which is rendered
difficult owing principally to environment changes, and appearance variability under
different head orientations, and non–rigidity of the face. To meet these challenges,
various techniques have been developed and applied. Prior works have focused on
both images and video sequences, and different approaches were investigated including
feature–based and appearance–based techniques [57, 139]. Most of these techniques
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show satisfactory results using databases that were collected under non realistic con-
ditions [194]. An advance emotion recognition system needs to deal with more natural
behaviors in large volumes of un–segmented, un–prototypical, and natural data [156].
Moreover, these methods are still providing inaccurate results due to the variation
of facial expression across different people and even for the same individual, since
facial expression is context–dependent. It is noted that the notion of “universality”,
as opposed to “personalization”, has been fashionable in the area of facial expression
recognition [97].
However, it is advantageous to design a personalized model for facial emotion
recognition, since facial physiognomy that characterizes each person leads to a per-
sonal facial action display [56] (see figure 5.1). This would explain why facial action
units may be considered as “Facial behavior signatures” to recognize individuals [26].
A great number of results on facial expression recognition were reported in the
literature of the last few decades. Nevertheless, the approach we report here, is
reminiscent of only a few of them.
Surprise Sadness Angry Fear Disgust Happiness
S037
S035
Figure 5.1. Two sets of facial displays from different persons.
In [113], authors employed for each individual in the datasets a person–dependent
active appearance model (AAM), that was created for Action Units (AUs) recogni-
tion by using similarity normalized shape and similarity normalized appearance. By
integrating user identification, the person–dependent method proposed in [22] per-
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forms better than conventional expression recognition systems, with high recognition
rate reaching 98.9%. In reference [56], authors obtained the best facial expression
recognition results by fusing facial expression and face identity recognition. Their
personalized facial expression recognition setup combines outputs of convolutional
neural networks that were either trained for facial expression recognition or face iden-
tity recognition. In [80], the authors conclude that the recognition rates for familiar
faces reached 85%. In contrast, for unfamiliar faces, the performance score does not
exceed 65%. Their system utilizes elastic graph matching and a personalized gallery
to recognize expression on identified face. More recently, authors in [97], designed
a “personalized” classifier using a neurofuzzy approach for “personalized” facial ex-
pression recognition. They reported a recognition rate of 91.8% on the Cohn–Kanade
database (described below).
For both person–independent and person–dependent approaches, facial expres-
sion recognition (FER) rate is highly dependent on facial tracking performance. This
task is rendered difficult due to environment changes, appearance variability under
different head orientations, and the face non–rigidity. Several approaches have been
suggested to alleviate these problems, which can be divided into knowledge–, feature–,
template–, and appearance–based approaches. The feature–based techniques demon-
strate high concurrent validity with manual FACS1 coding [27, 32]. Furthermore, they
have some common advantages such as explicit face structure, practical implemen-
tation, and collaborative feature–wide error elimination [87]. However, the tracking
performance depends on the precise configuration of the local facial features, which
poses a significant challenge to the geometric–based facial expression analysis, since
subtle changes in the facial expression could be missed due to errors in facial point
localization [137]. Though an effective scheme for the facial feature points tracking
can compensate for this drawbacks, it could be possibly not sufficient. Feature–based
1 Facial Action Coding System.
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approaches including only shape information may be rather irrelevant [113]. Fig-
ure 5.2 shows an example of two different facial expressions (fear vs. happy) where
the respective appearances were significantly different, while the two expressions have
a high degree of shape similarity. Therefore, including appearance matching should
improve the recognition rate, which can be done by including the local appearance
around each facial feature [102].
Figure 5.2. Facial point position may not be sufficient to achieve reliable FER
(e.g. fear vs. happy).
In this paper, we propose a modified Gabor phase–based tracking approach that
we used to track a set of facial key points using an iterative conditional displacement
estimation algorithm (for simplicity, along this work, we use the initials ICDE). These
points are then used to perform a feature–based “personalized” facial action recog-
nition system using a prestored facial action graphs. At the first frame of the video,
four facial key points are automatically found and tracked over time. Then, at each
frame, the most similar graph, through the prestored ones, is chosen based on these
key points. The selection utilizes Procrustes transformation and a set of Gabor jets
that are stored at each node of the graph.
In what follows, we will describe the modified Gabor phase–based tracking ap-
proach, and give details about the proposed ICDE algorithm in section 5.2. In section 5.3,
we describe the facial action recognition process. Performance evaluation is presented
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in section 5.4. Finally, in section 5.5 we draw some conclusions.
5.2 Iterative Gabor–phase–based displacement estimation
In both detection and tracking processes, the classical matching techniques extract
features from two frames and tries to establish a correspondence, whereas correlation–
based techniques compare windowed areas in two frames, and the maximum cross
correlation value provides the new relative position. Recent techniques have been
developed to determine the correct relative position (disparity2) without any searching
process as it is required by the conventional ones. In this category, Gabor phase–
based approaches have attracted attention because of their biological plausibility and
robustness [64, 66, 166].
In the literature, one can find several attempts at designing feature–based methods
using Gabor wavelets [158], due to their interesting and desirable properties including
spatial locality, self-similar hierarchical representation, optimal joint uncertainty in
space and frequency. However, most of them are based on the magnitude part of the
filter response [102, 107, 168, 178]. In fact, under special consideration, particularly
because of shift–variant property, the Gabor phase can be a very discriminative in-
formation source [208]. In this paper, we use this property of Gabor phase for facial
feature tracking.
5.2.1 Gabor wavelets
A Gabor jet J(x) describes via a set of filtering operation (Eq. 5.1), the spatial
frequency structure around the N ×N neighborhood of pixel x, as a set of complex
coefficients.
Jj(x) =
∫
N2
I(x′)Ψj (x− x′) dx′ (5.1)
2 Along this work, we use, interchangeably, the words “disparity” and “displacement”
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A Gabor wavelet is a complex plane wave modulated by a Gaussian envelope:
Ψj (x) = ηj e
−
‖kj‖
2 ‖x‖2
2σ2
[
eıkj ·x − e−σ
2
2
]
(5.2)
where σ = 2pi, and kj = (kjx, kjy) = (kν cos(φµ), kν sin(φµ)) defines the wave vector,
with
kν = 2
− ν+2
2 pi and φµ = µ
pi
8
(5.3)
Notice that the last term of equation 5.2 compensates for the non–null average value
of the cosine component. We choose the term ηj so that the energy of the wavelet Ψj
is unity (Eq. 5.4).
∫
N2
|Ψj (x) dx| 2 = 1 (5.4)
A jet J(x) = {aj eı φj / j = µ+8ν}, is commonly defined as a set of 5×8 = 40 complex
coefficients (aj : amplitude, φj : phase) constructed from different filters (Fig. 5.3)
spanning different orientations (µ ∈ [0, 7]) under different scales (ν ∈ [0, 4]). We use
for each filter a variable window size that depends on the ratio σ/kν , with σ = 2pi.
Gabor filter bank responses to an expressive (angry) face is depicted in figure 5.4.
5.2.2 Facial key point detection
When the first face image is captured, a pyramidal image representation is created,
where the coarsest level is used to find near optimal starting points for the subsequent
facial feature localization and refinement stage. Each trained graph (Fig. 5.5) from
a set of prestored face graphs is displaced as a rigid object over the coarsest image.
The graph position that maximizes the weighted magnitude–based similarity function
(Eq. 5.5) provides the best fitting node positions.
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ν
µ
Figure 5.3. Real part of the 5× 8 Gabor filters.
Sim(I,G) =
1
L
L∑
l
S(Jl, J
′
l ) (5.5)
S(J, J ′) refers to the similarity between the jets of the corresponding nodes (Eq. 5.6),
L = 28 stands for the total number of nodes.
S(J, J ′) =
∑
j
cj
aj a
′
j√∑
aj2
∑
a′j
2
with cj =

1−
∣∣∣aj − a′j∣∣∣
aj + a′j


2
(5.6)
5.2.3 Facial key point position refinement and tracking
The rough position of the facial key points are refined by estimating the displacement
using the ICDE procedure (sec. 5.2.3.2) so as to handle the non–rigid facial deforma-
tion. The procedure is also used to track the key points over time. The difference
is that, in the refinement stage, the two jets are calculated in the same frame, in
this case the disparity represents the amount of position correction. In the case of
tracking, the two jets are processed from two consecutive frames and the disparity
represents the displacement amount.
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Figure 5.4. Gabor filter bank responses to an angry face (left image).
5.2.3.1 Disparity estimation
The displacement estimation technique [166] exploits the strong variation of the
phases of the complex filter response [119]. Later adopted by [215] and investigated
in [119] and [197], the technique is based on the maximization of a phase–based
similarity function which is equivalent to minimize the squared error within each fre-
1
3 4
2
Figure 5.5. The tracked key points (circle) and the adjusted points (diamond).
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quency scale ν given two jets J and J ′ (Eq. 5.7), as it has been proposed in [166].
e2ν =
∑
µ
cν,µ(∆φν,µ − kν,µ · dν)2 (5.7)
The optimization function integrates a saliency term (Eq. 5.8) as weighting fac-
tor cν,µ, privileging displacement dν estimation from filters with higher amplitude
response. Also, for such response it seems that the phase is more stable [121]. ∆φν,µ
denotes the principal part of the phase difference within the interval [−pi, pi).
cj = aj a
′
j (5.8)
Authors in [166] defined another weighting factor cj as a confidence value (Eq. 5.9),
that assesses the relevance of a single disparity estimate, and tends to reduce the
influence of erroneous filter responses.
cj = 1−
∣∣∣aj − a′j∣∣∣
aj + a′j
(5.9)
Both saliency term and normalized confidence ignore the phase of the filter re-
sponse. In the present work, we propose to penalize the response of the erroneous
filters by using a new confidence measure that combines both amplitude and phase
(Eq. 5.10).
cj = aj
2

1−
∣∣∣aj − a′j∣∣∣
aj + a′j


2
pi − |∆φj|
pi
(5.10)
The first term in this formulation represents the saliency term that is incorporated
as a squared value of only the amplitude of the reference jet J which, contrary to
the probe jet J ′, necessarily ensures high confidence. The reference jet consists of
the jet calculated from the previous frame or a prestored jet. The second bracket
squared–term holds the normalized magnitude confidence. The last term gives more
weight to filters where the phase difference (computed within [−pi, pi)) has a favorable
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convergence and limits the influence of outlier filters.
The displacement d can then be estimated with sufficient accuracy by minimizing
(Eq. 5.7) which leads to a set of linear equations, that can be directly resolved
from (Eq. 5.11).
d(J, J ′) =


∑
j cj kjx
2 −∑j cj kjx kjy
−∑j cj kjx kjy ∑j cj kjy2


−1

∑
j cj kjx∆φj∑
j cj kjy∆φj

 (5.11)
5.2.3.2 Iterative displacement estimation
Disparity estimates dν can be resolved for the different orientations φµ relative to
each scale ν using the least squared error criterion (Eq. 5.7). The optimal disparity
can then be calculated by averaging over all scales with an appropriate weighting
coefficients (Eq. 5.9). Some approaches use a least squared solution in one pass over
all considered frequencies and orientations [197], others propose, at first, to use a
higher frequencies subset (e.g. ν ∈ [0, 2]), and then to resolve for a lower frequencies
subset (e.g. ν ∈ [2, 4]).
These solutions may carry risk of unfavorable results since at each scale, there
exists a displacement value, above which, the displacement estimate would not be
reliable, due to the lack of a large overlap of the Gabor kernels. Obviously, this value
depends on the radius (σ/kν) of the Gaussian envelope.
As the power spectrum of the Gabor signal (Eq. 5.2) is concentrated in the inter-
val [−σ/ (2kν) , σ/ (2kν)], we can compute the maximum disparity dmaxν that can be
estimated within one scale as in equation 5.12.
dmaxν =
σ
2 kν
=
pi
kν
(5.12)
If, for instance, the true displacement is d = 7 pixels, then according to the
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Gabor–kernel family we used (Section 5.2.1), only the lowest frequency filter gives a
reliable estimation of the disparity.
Therefore, we propose to estimate the disparity iteratively, from the lowest fre-
quency to a highest critical frequency, depending on a stopping criterion involving
the maximum allowed disparity. Some values of dmaxν are shown in table 5.1 as a
function of scale.
ν 0 1 2 3 4
dmaxν (pixel) 2 ≈ 3 4 ≈ 6 8
Table 5.1. Critical displacement for each frequency.
Given a reference jet J(x) = {aj eıφj} calculated at the position x1 and J ′(x+ d)=-
{a′j eıφ
′
j} calculated at any peripheral position x2 the iterative disparity estimation
procedure IterativeDisparityEstimation (Fig. 5.6) gives the optimal displace-
ment dopt ≈ x2 − x1, that makes the two jets as much as possible similar. The
first step consists to set ν with the lowest frequency index, then calculate the jet for
only the components that refer to the frequency ν at different orientations. After
that, we estimate the disparity δd using equation 5.11, by considering at different
orientations all the currently processed frequencies. Step 4 compensate for the phase.
The process cumulates the disparity in step 5, and performs the convergence test in
step 6. If the stopping criterion is not met, i.e. the overall displacement is less than
the critical displacement value, we set the current frequency to the next higher one,
and repeat from step 2. Iteratively, the algorithm will unroll on the novel position
xnew ← x+ dopt until a convergence criterion is achieved (i.e. dopt tends to 0) or the
maximum number of iterations is reached.
We recall that the ICDE algorithm will be used (1) to improve the facial key point
detection (position refinement stage) and (2) to track these points over time.
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Procedure IterativeDisparityEstimation (x)
1 νc = lowest frequency index νc = 4;
2 Calculate J′νc(x) within the current
scale νc ;
3 Estimate δd as in (Eq. 5.11) using
the current processed scale range ie. νc ≤ ν ≤ 4;
4 φ′j =
⌊
φ′j − kj · δd
⌋
2pi
;
5 d = d+ δd;
6 if δd > T goto (3);
7 Check the stopping criterion:
if ‖d‖ < dmaxνc put νc = νc − 1 and goto (2);
8 dopt = d;
Figure 5.6. Iterative conditional disparity estimation (ICDE) process.
5.3 Facial action recognition
For the personalized facial expression recognition, a set of prestored graph models is
constructed as shown in figure 5.5. In this study, the prestored graphs will consist
of only one graph per person displaying each expression at its peak. Each graph
represents a node configuration that characterizes the appearance of a facial action
to recognize. A set of jets, describing the appearance around each point of interest,
is generated and attached to the corresponding node. In our implementation, a set
of 28 nodes defines the facial graph of a given expression.
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5.3.1 Action recognition
From frame to frame, the four facial key points indicated by circles in figure 5.5,
which are known to have relatively stable local appearance and to be less sensitive
to facial deformations, are tracked and refined. The new positions are used to de-
form each graph from the prestored graph set using translation, rotation and scaling
transformations in order to consider appearance changes (Fig. 5.7).
Figure 5.7. Examples of different faces.
These linear transformations are used to adequately deform each prestored graph
Gr. Given the positions of the 4 reference key points (Fig. 5.5), the transformation
that best wraps these points, is used to adjust the positions of the twenty–four re-
maining points of Gr . Then for each key point node position a refinement stage is
performed to obtain the final position by estimating the optimal displacement of each
point using the iterative displacement estimation algorithm (sec. 5.2.3.2). At each
refined node position the corresponding jet is recalculated and updated. The final
graph with adjusted positions is named distorted graph Gd. The graph Gr defines the
facial action that closely corresponds to the displayed facial action, and sim(Gr, Gd)
(Eq. 5.5) the scoring value indicating its intensity.
The entire facial action recognition process is presented in the flow diagram of
figure 5.8.
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Track and refine the 4 reference facial
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Facial action estimation (Eq. 5.5)
key points with the ICDE algorithmfrom the optimal coarsest level graph(rigid transformation and Eq. 5.5)
Individual reference position
Figure 5.8. Flow diagram: Facial key points tracking and refinement using ICDE
algorithm for facial action recognition.
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5.4 Performance evaluation
The videos we used in this work for testing are from the Cohn–Kanade database [95].
The sequential images consist of a set of prototypic facial expressions (happiness,
anger, fear, disgust, sadness, and surprise) that were collected from a group of psy-
chology students of different races with ages ranging from 18 to 30 years. Each
sequence starts from a neutral expression, and terminates at the peak of a given ex-
pression. We selected 15 subjects out of 97 that have complete set of non–ambiguous
facial expressions. This was necessary because only combinations of action units (AU)
are given in this database, instead of clearly defined facial expressions.
5.4.1 Facial feature tracking
5.4.1.1 Facial localization
As described in section 5.2.2, to initialize the four positions of the facial reference
points we used the prestored facial action graphs as trained graphs. Even if a facial
action graph was generated for a person displaying a given facial expression at its
peak, we used it, successfully, to localize the four reference facial points, since these
points were assumed to have relatively stable local appearance and to be less sen-
sitive to facial deformations. This rough localization process was performed via an
exhaustive search through the coarsest face image level in the first frame of the video.
The optimal subgraph was that which maximizes the weighted magnitude similarity
function (Eq. 5.5).
The detection process was performed via a three–level pyramid image representa-
tion (Fig. 5.9) to decrease the inherent average latency of the graph search operation
by reducing the image search area and the Gabor–jet sizes. For images at the finest
level (640 × 480 pixels resolution), jets are defined as sets of 40 complex coefficients
constructed from a set of Gabor filters spanning 8 orientations and 5 scales. Whereas
those for images at the coarsest level (320×240) are formed by 16 coefficients obtained
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from filters spanning 8 orientations under 2 scales. The intermediate level images use
jets of (8× 3) coefficients.
Gabor filter bank
response
Figure 5.9. Pyramidal image representation.
In the first frame, the rough positions were refined through the three image levels
using the ICDE procedure (Fig. 5.6) at each image level. The threshold T , in step 6,
was set experimentally to 0.07.
5.4.1.2 Facial tracking
The tracking of the reference points was performed by applying the ICDE procedure
again, this time from frame to frame between each pair of reference points. The
displacement was roughly estimated at the coarsest level of the pyramid face image,
then gradually propagated and refined from coarse to fine as illustrated in figure 5.10.
To avoid drifting during tracking, for each reference point, a local search was
performed through the trained graphs for the subgraph maximizing the weighted
magnitude similarity (Eq. 5.5). The rough positions of the four feature points were
given by the optimal subgraph node positions, which were then adjusted using once
more the ICDE procedure.
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Figure 5.10. An illustration of coarse–to–fine disparity estimation on pyramid.
The triangle–dot is the initial position. The circle–dot is the propagated position
and the square–dot represents the refined position.
We conducted a series of tests using different confidence term in equation 5.11.
Figure 5.11 shows snapshots of the convergence of the displacement through the 3
levels of hierarchy, using saliency (Eq. 5.8), normalized (Eq. 5.9) and phase difference
(Eq. 5.10) as confidence term, the latter showing better iterative convergence over
the pyramid image.
In figure 5.12, we present a quantitative comparison of the global tracking error
of the x-y-positions of each reference point with ICDE. The phase difference confi-
dence term (Eq. 5.10) achieves lower error rates (1.4 pixels, s.d. = 10.2), relative to
the saliency (Eq. 5.8) with (3.0 pixels, s.d. = 16.4) and the normalized confidence
(Eq. 5.9) with (2.1 pixels, s.d. = 13.8).
A better tracking performance rates of the x-y-positions of the reference points
was achieved by the ICDE process in comparison to the conventional non–iterative dis-
placement estimation procedure (2.1 pixels, s.d. = 10.6), as it is shown in figure 5.13.
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Figure 5.11. Snapshots of the displacement estimation algorithm through the
3 levels of hierarchy, using different confidence terms (saliency (Eq. 5.8), nor-
malized (Eq. 5.9) and phase difference (Eq. 5.10)) from top to bottom in this
order.
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Figure 5.12. Mean tracking error of the 4 reference key point x-y-positions
using different confidence terms (saliency (Eq. 5.8), normalized (Eq. 5.9) and
phase difference (Eq. 5.10))
Figure 5.13. Overall tracking error of the 4 reference key point x-y-positions:
Conventional vs. iterative conditional displacement estimation (ICDE) proce-
dure.
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5.4.2 Facial action recognition
As described in section 5.3.1, the twenty–eight facial point positions are obtained
from the linear (translation, rotation, scaling) transformed positions of the reference
subgraph by warping the positions of the key points from the selected graph to fit
the four reference tracked positions.
After ICDE position refinement, the reference graph that maximizes the weighted
magnitude–based similarity over the prestored graphs defines the final facial action
that corresponds to the displayed expression. In this study, the prestored graphs
consist only of one graph per person displaying a given expression at its peak.
Figure 5.14 shows, for each expression, an example of the intensity profile evolving
in time as expected from a neutral display to its peak.
The overall performance on the six prototypic facial expressions reached 98.7%
(Tab. 5.2). The most difficult expression to recognize was sadness with a rate of
92.3%. The ambiguous sadness sequence frames were classified as fear with only
a small margin above the correct expression sadness (see figure 5.15), this is due
to their very similar appearance particularly around the mouth region (see person
“S035” figure 5.1). These facial expressions are distinguished by subtle changes in
facial appearance.
Table 5.2. The overall recognition rates of different facial expressions considering
up to 15% of ending frames.
Angry Disgust Fear Happiness Sadness Surprise Overall
100% 100% 100% 100% 92.31% 100% 98.72%
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Figure 5.14. Facial action (FA) recognition performance. The similarity curve
reflects its intensity.
5.5 Conclusion
In this work, we investigated a feature–based tracking algorithm that permits to
eliminate accumulation of tracking errors, offering a good facial landmark localization,
which is a crucial task in a feature–based facial expression recognition system. The
proposed algorithm was implemented with a “personalized” facial action recognition
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Figure 5.15. An example of ambiguous sadness expression of the person named
“S035” classified as fear with a small margin above the true expression.
approach that utilizes local appearance provided by Gabor jets and global geometric
configuration.
The novelty of the approach lies in the facial feature tracking process. We in-
troduced a modified phase–based displacement estimation procedure that includes a
new confidence measure and an iterative conditional disparity estimation. With a
global constrained tracking on shape using linear transformations, the proposed fa-
cial tracking scheme, naturally enforces the optimal performance due to the localized
appearance–based feature representation.
Some future developments of our approach are possible, particularly those related
to the dynamic aspect. The emotional information is conveyed not only by the nature
of facial movements, but also by their temporal evolution. The challenging task will
be then how to determine the best way to set the timing parameters (e.g. limits
between facial actions, transition, duration, speed). Also, we intend to investigate
the performance of our method with respect to the problem of posed (deliberate) vs.
spontaneous facial expression recognition.
Finally, we guess that the proposed approach is particularly suited for recognizing
any facial action other than the prototypic facial expressions of the six basic emotions.
84
Acknowledgment
This work was supported by the Natural Sciences and Engineering Research Council
of Canada (NSERC).
Chapitre 6
DISCUSSION ET CONCLUSION
Ce chapitre pre´sente les contributions apporte´es dans cette the`se portant sur la
reconnaissance automatique des mouvements faciaux. Elles concernent principale-
ment trois points: une me´thode ge´ne´rique de reconnaissance d’expressions faciales,
la localisation et le suivi des points saillants du visage et une approche personnalise´e
pour la reconnaissance d’actions faciales.
Les applications aussi bien que les extensions possibles des solutions propose´es y
sont discute´es, ainsi que les travaux futurs potentiels qui pourraient en de´couler.
Mode`le re´fe´rentiel prototypique
Cette the`se a pre´sente´ un nouveau mode`le pour la reconnaissance des expressions
faciales. Nous appelons ce paradigme re´fe´rentiel prototypique car il de´finit une base
d’expressions prototypiques a` partir de laquelle on peut exprimer n’importe quelle
action faciale. Cette base est repre´sente´e par sept images re´fe´rences ge´ne´re´es par un
recalage SIFT–flow. Des histogrammes de gradients oriente´s sont ensuite calcule´s
sur les images recale´es par rapport a` ce re´fe´rentiel, produisant ce que nous de´signons
par SF–HOG. Ces descripteurs ont prouve´ leur nette supe´riorite´, en effet, le SIFT–
flow par sa qualite´ de recalage confe`re aux SF–HOG une proprie´te´ supple´mentaire
d’alignement “garanti”, un crite`re crucial pour les HOG qui se basent sur le feneˆtrage.
Le mode`le propose´ a de´montre´ sa capacite´ de ge´ne´ralisation, inde´pendamment de
l’identite´ de la personne. Une e´valuation quantitative montre que nous obtenons les
meilleurs taux de reconnaissance compare´s aux re´sultats expe´rimentaux obtenus par
d’autres groupes de recherche, peu importe le proce´de´ d’e´valuation utilise´.
Certains de´veloppements futurs de notre approche sont possibles, particulie`rement,
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ceux concernant l’aspect dynamique.
L’information e´motionnelle est ve´hicule´e non seulement par la nature des mouve-
ments faciaux, mais e´galement par leur synchronisation et leur e´volution temporelle.
Il s’agit de trouver la meilleure fac¸on d’inclure la composante temps, ceci passe par
la mise en pratique de toute la the´orie relative au “timing” des expressions faciales.
D’autres perspectives concerneront la manie`re avec laquelle les parame`tres opti-
maux de la fonction noyau du SVM sont trouve´s durant l’apprentissage. A` date, le
mode`le de se´lection le plus adopte´ est la validation croise´e, un mode`le direct mais
base´ sur une simple recherche na¨ıve de parame`tres sur des intervalles choisis.
Algorithme de suivi de points fiduciels
Nous avons pre´sente´ au chapitre 5 un mode`le ge´ome´trique refle´tant la topologie du
visage. La contribution majeure dans cette partie est la pre´sentation d’un nouvel al-
gorithme de suivi base´ sur une modification d’une technique d’estimation de disparite´
faisant intervenir la phase de Gabor. Cette reformulation inclut une rede´finition de la
mesure de confiance et introduit une proce´dure ite´rative et conditionnelle d’estimation
du de´placement. Une analyse comparative par rapport aux me´thodes originales a per-
mis d’en affirmer la robustesse.
Motive´ par le fait que les expressions faciales sont non seulement ambigu¨es et
incohe´rentes d’une personne a` une autre, mais aussi de´pendantes du contexte lui–
meˆme, la bonne performance du suivi et de la localisation des points saillants nous a
permis de synthe´tiser un syste`me personnalise´ de reconnaissance d’expressions faciales
garantissant une performance optimale.
On pense que plusieurs aspects seront sujets a` ame´lioration dans le syste`me de re-
connaissance d’expressions faciales tel que propose´. Parmi tant d’autres, on suppose
que, a` travers les bases de donne´es faciales existantes, des mode`les statistiques sophis-
tique´s de donne´es peuvent eˆtre obtenus en utilisant des algorithmes d’apprentissage
comme l’espe´rance–maximisation (EM, Expectation–Maximisation), pour repre´senter
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l’ensemble des graphes similaires (i.e. correspondant a` des actions faciales similaires
mais ne concerne pas ne´cessairement des visages familiers) dans des regroupements.
Estimation de la pose
En ce qui concerne la pose et la direction du regard plusieurs recherches ont porte´
sur leurs fonctions communicatives. Dans une conversation naturelle, la direction du
regard permet d’e´valuer l’autre : une personne qui regarde son interlocuteur durant
de courtes dure´es est juge´e comme de´fensif ou e´vasif alors que quelqu’un qui regarde
pendant de longues pe´riodes est juge´ amical, mature et since`re.
La pose peut repre´senter un indicateur du degre´ d’inte´reˆt et l’engagement que
porte l’allocutaire lors d’une conversation. Elle renseigne le locuteur sur le degre´
de perception du message. Comme elle peut re´ve´ler un sentiment d’ennui chez un
auditeur qui regarde ailleurs [196].
Par ailleurs, le mouvement global de la teˆte est une composante normale dans un
contexte conversationnel. De ce fait, la nouvelle ge´ne´ration d’analyse automatique
d’expressions faciales, devrait prendre en compte les mouvements et rotations de la
teˆte [125]. Ceci revient a` e´laborer une solution qui tient compte de la posture de la
teˆte.
A` travers cette the`se nous nous sommes inte´resse´s au proble`me d’estimation de la
pose en optant pour des filtres de´rivatifs Gaussiens (voir Annexe A).
Nous avons aussi propose´ une approche ite´rative base´e sur un algorithme d’estimation
de la posture de Lowe, lequel utilise un ensemble de points de l’image et leurs positions
relatives correspondantes dans un model 3d (voir Annexe B).
Dans une autre me´thode, on propose un nouveau type de descripteurs utilisant
des histogrammes de vecteurs d’onde conside´rant a` la fois la fre´quence et l’orientation
des diffe´rentes re´ponses en amplitude des filtres de Gabor. Nous montrons que ces de-
scripteurs sont sensibles aux variations de la pose et insensibles aux de´formations non
pertinentes a` la pose. Le taux de de´tection de´passe meˆme le taux de reconnaissance
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atteint par l’humain (voir Annexe C).
Apparemment, ce type de re´solutions se´quentielles cause un proble`me puisque les
deux sous–proble`mes (expressions faciales vs. pose) sont mutuellement lie´s. C’est
pourquoi une solution qui re´sout globalement le proble`me en prenant en charge a` la
fois les deux aspects du mouvement serait peut–eˆtre a` conside´rer. Une re´solution qui
est loin d’eˆtre triviale a` cause de la forte non–line´arite´ du couplage.
Cadre applicatif
Notre approche peut s’inse´rer dans un projet de grande envergure, particulie`rement
en intervention infirmie`re1. A` travers ce projet, on vise a` voir en quoi le caring2 peut
favoriser et promouvoir la sante´ d’un patient cardiaque. Les diffe´rents aspects de
communication entre l’infirmie`re et le patient impliquent des e´le´ments de contenu
et des e´le´ments de relation, les premiers repre´sentent l’action sur laquelle porte
l’interaction (Ex. rassurer une personne, ou l’assister dans la re´ponse a` un besoin
particulier), quant aux deuxie`mes e´le´ments, ils e´voquent des indicateurs observables
dites de processus tels que le toucher, le contact visuel, etc.
Notre but serait d’examiner et d’explorer le proble`me de de´tection automatique
des interactions dites observables, plus particulie`rement les trois types de comporte-
ments.
1. l’expressivite´ faciale : sourire, froncement de sourcils, etc.;
2. l’affection positive : indicatrice de hochement de teˆte, le sourire;
3. les retraits : indicateurs de non–sourire et de regarder ailleurs.
1 Un projet d’e´tude de l’interaction patient–infirmie`re dirige´ a` l’institut de Cardiologie de Montre´al
par la Dre Sylvie Cossette a e´te´ initiateur de ce projet de the`se.
2 Le caring est de´fini comme e´tant la finalite´ des soins infirmiers qui consiste a` aider la personne
a` atteindre un plus haut niveau d’harmonie entre son corps, son aˆme et son esprit.
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Par ailleurs, les e´tudes portant sur l’aspect acoustique, une autre modalite´ de
l’e´motion humaine, montrent l’importance de conside´rer l’intensite´ vocale pre´sente
lors de l’interaction. En effet, dans le cadre de ce meˆme projet, les comportements
non–verbaux audibles ont mis en e´vidence quatre caracte´ristiques importantes a` con-
side´rer: le pourcentage d’interactions comportant un seul mot, le nombre moyen de
mots par interaction, le de´bit, l’intensite´ vocale et le silence. Une extension de notre
syste`me qui inte´grerait cette modalite´ pourra supporter l’e´laboration de meilleures
pratiques possibles pour le caring ainsi que pour diverses autres applications (Ex.
conception de jeux vide´o).
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Annexe A
(ARTICLE) ORIENTED–FILTERS BASED HEAD POSE
ESTIMATION
Cet article [37] a e´te´ publie´ comme l’indique la re´fe´rence bibliographique
M. Dahmane et J. Meunier. Oriented-filters based head pose estimation.
Dans Fourth Canadian Conference on Computer and Robot Vision (CRV
2007), 28-30 May 2007, Montreal, Quebec, Canada, pages 418–425. IEEE
Computer Society, 2007.
Abstract
The aim of this study is to elaborate and validate a methodology to assess auto-
matically the head orientation with respect to a camera in a video sequence. The
proposed method uses relatively stable facial features (upper points of the eyebrows,
upper nasolabial-furrow corners and nasal root) that have symmetric properties to
recover the face slant and tilt angles. These fiducial points are characterized by a
bank of steerable filters. Using the frequency domain, we present an elegant formula-
tion to linearly decompose a Gaussian steerable filter into a set of x, y–separable basis
Gaussian kernels. A practical scheme to estimate the position of the occasionally oc-
cluded nasolabial-furrow facial feature is also proposed. Results show that the head
motion can be estimated with sufficient precision to get the gaze direction without
camera calibration or any other particular settings are required for this purpose.
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Introduction
In a face–to–face talk, language is supported by non-verbal communication, which
plays a central role in human social behaviour [3] by adding cues to the meaning
of speech, providing feedback and managing synchronisation. Unlike verbal commu-
nication which is generally explicit, information about visible behaviours usually is
inferred from: (i) Gaze, that provides spatial information about the focus of atten-
tion, (ii) Facial expressions, which are primarily carried out by facial attributes and
allow to infer the emotional state of a person, (iii) Gestures (hands, arms and head
movements), that have usually conventionalized meaning such as the yes/no head
motions [196].
Processing such information by “hand” from audio-video recordings, will not be
practical in the context of large scale studies. In a larger project, we are interested
in a computer vision system to investigate nurse/patient interaction patterns. For
this purpose, a first step is the assessment of the head orientation or pose to get
the patient’s or nurse’s gaze direction but also to normalize and warp the face for
automatic facial expressions analysis.
The work presented here uses robust feature descriptors to track reference points
on the face and infer its orientation without camera calibration or any other settings.
Previous work
To estimate the pose from a continuous video stream, first we have to correctly track
the face, a task which is rendered difficult due principally to environment changes and
the face appearance variability under different head orientations. Its non–rigidity adds
yet another degree of difficulty. To overcome these problems, a great number of tech-
niques have been developed using color information, facial features, templates, optical
flow, contour analysis and a combination of these methods [164]. One can group these
methods into two main categories: motion-based and model-based approaches. The
121
first one depends on visual motions whereas the latter imposes high-level semantic
knowledge.
For videos in which the face occupies less than 30 by 30 pixels (very low reso-
lution), 3D model based approaches are inefficient [93]. The pose estimation prob-
lem is rather converted into a classical classification problem. For somewhat higher
resolution videos, since facial features remain hard to detect and track, adapted
techniques were developed. For instance, Cascia [18] proposed to model the frame
differences around face area as a linear combination of some template difference im-
ages caused by small perturbation of the pose parameters. The head pose variation
can be obtained according to the estimated linear coefficients. In the case of high
resolution face images, geometric-based approaches typically share some advantages
with the appearance-based approaches, when the facial features can be accurately
recovered [87]. Using for example Harris detector, the head pose could be estimated
by DeMenthon algorithm which uses, in turn, successive scaled orthographic approx-
imation in a Ransac framework [176]. In [204], a training phase makes it possible
to characterize each point of the ellipsoidal model of the head by a probability den-
sity function. A maximum a posteriori classification on the extracted edge-density
features provides an estimate of the pose.
More investigations are conducted on head tracking using facial features like eye
corners and mouth corners which if combined with other features can help achieve
better tracking accuracy [190].
Feature-based face tracking
It is well know that localisation of facial features is often hard to achieve due to several
possible corruptions (illumination, noise, occlusion) or the presence of a complex
background. However, the motivation behind using feature-based techniques is their
near invariance under pose and orientation changes [203]. Therefore a feature–based
pose tracker seems to be advantageous to explore since a similar geometric-based
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approach has been exploited successfully in [71].
The purpose of this paper and the major contributions of this work consist first
in using a bank of steerable filters as strong descriptors of a set of facial attributes,
because of their robustness with respect to occlusions and to global geometrical defor-
mations [164]. We present, in the Fourier domain, an elegant formulation to find a set
of Cartesian x, y–separable basis Gaussian kernels and the corresponding coefficients
to construct a Gaussian steerable filter. Furthermore, since the mouth and lip corners
are more involved in facial actions they represent less stable features. Therefore, using
them as facial attributes like in [71] will result in an inaccurate pose estimation when
some facial expression instances are performed at the same time. Improving perfor-
mance, by allowing facial expressions during pose recovering, requires more stable
features. The facial features used here are the two upper points of the eyebrows, the
two upper nasolabial–furrow corners and the nasal root that are more stable. When
one of the two nasolabial-furrow corners is occluded, in the case of a rotated face, we
propose a geometric scheme to recover it. Finaly, we try to derive the slant and tilt
angles by solving an eigenvalue problem.
Local characteristic descriptors
Steerable filters [69] are good candidates for tracking task. They are based on Gaus-
sian derivatives, which have both spatial and frequential orientation selectivity, and
have been shown to be robust to view point changes [205]. Such representation is
crucial for an accurate tracking since no feature–based vision system can work unless
good features can be identified and tracked from frame to frame [159]. The local
information is characterized by applying a bank of filters (jet) which extracts the
grey-level distribution of pixels in the neighbourhood of each facial fiducial point. In
practice, good performance under both criteria of selectivity and invariance are ob-
tained by jets with derivatives up to third order, four orientations and three widths.
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Local structure, may be kept in an extra–jet by combining the center jet descriptor
with surrounding jets [205].
Steerable filter framework
Steering with self-similar functions
Freeman [69] synthesized steerable filters by linearly combining a set of basis filters us-
ing gain maps kiN(θ), and denoted filter responses on N
th order Gaussian derivatives
GθN to an arbitrary orientation θ by:
GθN =
N+1∑
i=1
kiN(θ) G
θi
N (A.1)
with
θi =
(i− 1)pi
N + 1
kiN(θ) =
2
N + 1
(N−1)/2∑
r=0
cos(2r + 1)(θ − θi) , odd N
kiN(θ) =
1
N + 1

1 + 2N/2∑
r=1
cos 2r(θ − θi)

 , even N
Steering with Cartesian partial derivatives
Cartesian x, y-derivatives can be used to find a set of basis function needed for the
construction of GθN,M , a steered Gaussian derivative kernel [4]. In the frequency
domain, the N th order x−partial derivative of a filter f(x, y) streered to an arbitrary
orientation is obtained by multiplying the Fourier transform by an imaginary oriented
ramp raised to the N th power (−jωθ)N :
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f θN,0(x, y) =
pi∑
ωx=−pi
pi∑
wy=−pi
(−jωθ)N F (ωx, ωy)
exp(−j(ωxx+ ωyy))
(A.2)
Expressing this oriented ramp in terms of the horizontal and vertical ramps provides
the basis and coefficients needed to steer the N th order x−derivative to an arbitrary
orientation θ:
(ωθ)
N = (cos θ ωx + sin θ ωy)
N
In the same way, we compute the basis and the coefficients needed to steer
y−derivative up to the arbitrary orderM , but this time by expressing the 90◦ counter-
clockwise rotated oriented–ramp (ωθ⊥) in term of its horizontal and vertical ramps :
(ωθ⊥)
M = (sin θ ωx − cos θ ωy)M (A.3)
Thus, the product (ωθ)
N (ωθ⊥)
M provides the basis and coefficients needed to express
the (N,M) order (x, y)-derivative steered filter (f θN,M) :
(ωθ)
N (ωθ⊥)
M = (cos θ ωx + sin θ ωy)
N (sin θ ωx − cos θ ωy)M
As an illustration, the (x, y)−separable basis G01,1, G02,0, G00,2 and the correspond-
ing coefficients c0, c1, c2 needed to express the (x, y)−derivative steered filter Gθ1,1
(Fig. A.1) are straightforwardly given by :
(cos θ ωx + sin θ ωy) (sin θ ωx − cos θ ωy) =
cos(2θ) ωxωy +
1
2
sin(2θ) ωx
2 − 1
2
sin(2θ)ωy
2
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Figure A.1. Decomposition of a partial derivative steerable kernel (θ = pi
6
).
Hence, we can write :
Gθ1,1 = cos(2θ) G
0
1,1 +
1
2
sin(2θ) G02,0 −
1
2
sin(2θ) G00,2
We find that the proposed decomposition scheme which uses the Fourier domain
is more convenient and more straightforward than the one proposed by Bart in [4].
One–feature correspondence
The RGB pixels are transformed to single-value attributes representing the subjective
color according to [147]. Explicitly, the subjective–like color measures the weighted
distance to the black color. The red and the blue channels weighting factors depend
on how large is the red component as described in [147].
Tracking the facial features from frame to frame is performed using a jet similarity
measure based on the cosine correlation coefficient:
S(m,m′) =
∑
nmn m
′
n√∑
nmn2
∑
nm′n
2
The best feature match within a search window around the previous position corre-
sponds to the highest S–value.
126
Estimating the facial orientation
If we suppose that the face plane is determined by the two upper points of the
eyebrows and the two upper nasolabial-furrow corners, then a 3D facial orientation
refers to two parameters (σ, τ). The slant (σ) which is the angle between the optic
axis and the face plane normal vector, and the tilt (τ) which represents the angle
between the parallel projection of the face plane normal and the x axis (Fig. A.2).
y
N
x
Image
face plane
σ
τ
Figure A.2. 3d surface orientation.
Estimating the occluded point
In order to track a significantly rotated face we have to estimate an occluded facial
feature (one of the upper nasolabial-furrow corners occluded by the tip of the nose)
from the visible ones1: If lp > lq (the distances from the nasal root point s to the
upper points of the eyebrows, respectively p1 and q1) (Fig. A.3) we expect that the
right part of the face is visible. Then q2 could be occluded by the nose. So we have
to track p1, q1, p2 and to estimate q2.
If we suppose that r is the reflection of p1 through the point s
′ the projection of the
1 For simplicity, we consider the right side as visible. The same reasoning can be done for the left
one.
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Figure A.3. The estimation of the occluded point (q2) position.
nasal root point s on the line (p1q1), the estimated point q2 is obtained from:
−→r q2 = Rot (−ϕ) · −−→p1 p2
where Rot refers to a 2D rotation matrix, and
ϕ = pi − 2 6 (p1 p2 , p1 q1)
Slant and tilt estimation
Unlike [71], we do not force a parallel configuration between the line defined by
the two upper eyebrows features (p1q1) and that defined by the upper nasolabial–
furrow corners (p2q2) (Fig. A.3) in the image plane. We calculate the “mapping
vectors” (µ1, µ2) as eigenvectors of the matrix A which forms with a vector b the
affine transformation {A, b} that backprojects the line (q1q2) to (p1p2) (Fig. A.4).This
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backprojection is parameterized by {a, bx, by} [127]:
A =

 a −bx 1+aby
by
1−a
bx
−a

 and b =

bx
by


µ
2µ 1
1
2
2
1
2
1
2
1
p
q
q
p p
p q
q
Figure A.4. Mapping vectors backprojection.
Then, the slant (σ) and tilt (τ) are recovered from the vectors µ1 and µ2 (Fig. A.4).
If we put the equation of the image skewed symmetry line in the following form :
α x+ β y = 1
and from its equation [127]:
(1− a)byx+ (1 + a)bxy − bxby = 0
we can write :
α =
1− a
bx
and β =
1 + a
by
After appropriate manipulations, we can form and solve :
W.X = Z
where
X =
(
a bx by
)T
;
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Z =
(
p1x p1y p2x p2y 1 −1 2
)T
and W =


q1x 1− β q1y 0
−q1y 0 1− α q1x
q2x 1− β q2y 0
−q2y 0 1− α q2x
1 α 0
1 0 −β
0 α β


Given the parameters a, bx and by, we can now form the matrix A and find its eigenvec-
tors (µ1, µ2). From figure (A.4), the skewed frame vectors µ1 and µ2 are respectively
backprojected to the unskewed frame vectors2 (−1, 0)T and (0, ν)T , by a transforma-
tion U , so we can write :
U =

 0 ν
−1 0

 ∗ (µ1 µ2
)−1
Let {e1, e2} be the eigenvalues of the matrix UT U and v the eigenvector corresponding
to the highest eigenvalue e1, the tilt τ will be given by :
τ = arctan
(
vx
vy
)
and the slant σ by :
σ = arccos (λ)
where λ2 stands for the ratio of the eigenvalues e2
e1
[127] .
2 The object (face) plane aspect ratio ν is set to 0.56
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Results
For evaluating the system, video sequences with a 320 × 240 pixels resolution were
taken where different head movements and orientations were performed. First, the
facial features are interactively initialized in the first frame, however, assuming a pre-
training phase, automatic initialization could be possible. After that, for each visual
facial feature an extra-jet which combines the center pixel jet vector with four neigh-
boring jets localised at a distance of five pixels along diagonals, is computed through
a partial derivative operator convolution as a linear combination of convolutions with
a set of Cartesian x, y-separable Gaussian derivative kernels. Considering derivative
up to the third order, four orientations and three widths, the feature vectors are 180–
dimension jets. The tracking is performed as a one-feature correspondence within a
search window around the previous position.
Figure (A.5) shows that facial attributes were tracked fairly well despite the strong
tilt (2nd dial) that occurs during the motion. After checking the visibility of each of
the two upper nasolabial-furrow facial features, the transfer process allows to trigger
the tracking of the newly visible feature (green square) and at the same time the
estimation of the position of the newly occluded one (red square). As we can see,
from the same figure, the switching from the visible-feature tracking mode to the
occluded-feature position estimation mode was sufficiently well performed to allow
the head-pose estimation procedure to provide full effectiveness. It is difficult to
obtain ground truth data for assessing exactly the head-pose parameters, but we can
see that the estimation results are visually satisfactory (Fig. A.5).
We should note, however, that the feature locations drift somewhat, particularly
in a brightly illuminated scene as it is shown in the two last frames from figure (A.6)
which result in a lost of tracking, the problem is principally due to the similarity
function which is based on one-feature correspondence. This difficulty can be avoided
using a similarity function that employs all of the five facial fiducial points , which
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Figure A.5. Tracking and pose estimation results from a uniformly illuminated
scene (1st dial: slant angle, 2nd dial: tilt angle).
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Figure A.6. One–feature correspondence results from a brightly illuminated
scene.
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Figure A.7. Localisation errors with respect to manually selected features from
a brightly illuminated scene.
can be implemented as a graph matching function.
Conclusion
This article has described a feature-based pose estimation approach using steerable
filters, which have demonstrated a reasonable compromise between sensibility and
invariance. A practical scheme has been proposed to express such descriptors which
represent local structure information of four facial features; the fifth feature (possi-
bly occluded) is roughly estimated using only 2D assumptions on the geometry of
the face. This process allows the pose estimation procedure to achieves maximum
effectiveness in the case of rotated face. When dealing with a fast movement of the
face we need to increase the search area, which can turn out to be less functional
in practice. In this case, a hierarchical scheme could offer a significant contribution.
Also, a solution which imposes constraints on the possible geometrical configurations
could be more convenient. In the other hand, instead of using a one-feature corre-
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spondence similarity function, a graph matching function which uses all of the five
facial fiducial points would be more efficient in the case of a lack of local structure
details particularly in highly illuminated scene. In this case the other textured facial
features will positively contribute in the overall similarity function and compensate.
Annexe B
(ARTICLE) AN EFFICIENT 3D HEAD POSE
INFERENCE FROM VIDEOS
Cet article [39] a e´te´ publie´ comme l’indique la re´fe´rence bibliographique
M. Dahmane et J. Meunier. An efficient 3d head pose inference from videos.
Dans Image and Signal Processing, 4th International Conference, ICISP 2010,
Trois-Rivie`res, QC, Canada, June 30-July 2, 2010., volume 6134 de Lecture
Notes in Computer Science, pages 368–375. Springer, 2010.
Abstract
In this article, we propose an approach to infer the 3d head pose from a monocu-
lar video sequence. First, we employ a Gabor–Phase based displacement estimation
technique to track face features (two inner eye corners, two wings, tip and root of
the nose). The proposed method is based on the iterative Lowe’s pose estimation
technique using the six tracked image facial points and their corresponding absolute
location in a 3d face model. As any iterative technique, the estimation process needs
a good initial approximate solution that is found from orthography and scaling. With
this method, the pose parameters are accurately obtained as continuous angular mea-
surements rather than expressed in a few discrete orientations. Experimental results
showed that under the assumption of a reasonable accuracy of facial features location,
the method yields very satisfactory results.
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Introduction
The orientation of the human head allows inferring important non–verbal forms of
communication in a face-to-face talk (e.g. spatial information about the focus of
attention, agreement–disagreement, confusion. . . ). The computer vision community
is thus interested in automating interpersonal information captured from a scene.
Thereby specific meaning can be automatically extracted from video by head pose
inference, a process that presents an important challenge arising from individual
appearance and personal facial dynamics.
The head pose can also be used to wrap and normalize the face for more general
facial analysis, or in some augmented reality systems to construct images that wrap
around the sides of the head.
For videos in which the face occupies less than 30 by 30 pixels (very low resolution),
3d model based approaches are inefficient [93]. The pose estimation problem is rather
converted into a classical classification problem.
For somewhat higher resolution videos, since facial features remain hard to detect
and track, adapted approaches were developed, such as appearance–based techniques
(e.g. [207]).
In the case of high resolution face images, geometric–based approaches becomes rel-
evant since facial features are visible and can be accurately recovered [87].
In recent years, a variety of methods have been introduced, the reader is therefore
invited to look at the thorough review presented in [129].
In this paper we deal with high resolution videos and use a geometric approach
for head pose assessment since it can directly exploit properties that are known to
influence human pose [129]. A further motivation behind using feature–based ap-
proaches is their near invariance under pose and orientation changes [203]. However,
their performance depends on the precise configuration of the local facial features.
Therefore, an effective scheme for tracking the features on the face would be essential
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to compensate for this shortcoming.
Feature–based facial tracking scheme
Generally, facial feature tracking methods, mainly based on Gabor wavelets, try to
perform refinement stages [121, 206, 213] by imposing geometric constraints with sub-
space projection techniques or by using gray–level profiles to refine and adjust the
positions of the features of interest. In this paper, we adopt a facial feature–based
tracking using Gabor phase–based technique. In what follows, we propose to use
a personalized gallery of facial bunch graphs (sets of Gabor jets attached to each
node), that we deform to fit a set of tracked points using the Procrustes transform.
Six particular facial feature points (left/right eye–inner corner, left/right nose wings,
root and tip of the nose) are used because they are known to be less sensitive to facial
deformations (Fig. B.1).
Procrustes transform
Procrustes shape analysis is a method in directional statistics [118], used to compare
two shape configurations. A two–dimensional shape can be described by a centered
configurations u in Ck (u1k = 0), where u is a vector containing 2d shape landmark
points, each represented by a complex number of the form x+ ıy.
The procrustes transform is the similarity transform (eq. B.1) that minimizes
(eq. B.2), where α 1k, |β| and 6 β, respectively, translates, scales and rotates u2, to
match u1.


u1= α 1k + β u2 α, β ∈ C
β = |β| eı 6 β
(B.1)
∥∥∥∥∥ u1‖u1‖ − α1k − β
u2
‖u2‖
∥∥∥∥∥
2
(B.2)
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Tracking of facial reference–points
From frame to frame, the tracking of the 4 reference points (left and right eye inner
corner and the two nose wings) is based on an iterative disparity estimation procedure
(Gabor phase–based technique described in [38]). To ensure a high tracking efficiency,
we create a personnalized bunch for each one of these features. The size of each bunch
depends on the degree of deformation of the corresponding feature.
Geometric fitting
The Procrustes transform is used to adequately deform each reference graph Gi stored
in the personalized gallery. The transformation, that best wraps the 4 anchor points
of Gi to fit the tracked reference points (circle–dots in figure B.1), is used to adjust
the positions of the two remaining feature points of Gi (diamond–dots in figure B.1).
The new generated positions form the probe graph Gp.
Refinement stage
Then, Gabor jets are calculated at each point position of the generated graph Gp,
and a Jet–based similarity [38] is computed between each reference graph Gi and the
corresponding Gp. The probe graph with the highest similarity gives the positions
of the six facial feature points. The final positions are obtained by estimating the
optimal displacement of each point by using the Gabor phase–based displacement
estimation technique [38].
Extracting the pose of the face
For recovering the pose of the face, we use the positions of the six facial feature points
(L–R eye-inner corner, L–R nose wings, the root and the tip of the nose), that are
less sensitive to facial deformations. The pose can be estimated from the topography
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Figure B.1. The four
tracked (circle) and the two
adjusted (diamond) facial
points.
Figure B.2. The volume ap-
proaching the topography of the
nose on a 3d GeoFace model.
of the nose, using the volume generated by these points as it can be seen from the
face model (Fig. B.2).
Given an approximate 3d absolute position of each point of this volume and the
corresponding 2d points on the face image, we estimate the pose of the head using
Lowe’s pose estimation algorithm [109].
Lowe’s pose estimation method
Given Pi(1 ≤ i ≤ n) the set of three–dimensional model points, expressed in the
model reference frame, if P ′i represents the corresponding set, expressed in the camera
reference frame, and if we denote by pi(xi, yi) the corresponding set of 2d image points,
the pose estimation problem is to solve for the parameters1 s = (R,T) so that
[X ′i, Y
′
i , Z
′
i] = RPi + T (B.3)
where pi is the perspective projection of Pi
1 s is the pose vector concatenating the three rotation angles (roll, pitch and yaw) and the x,y,z
translations.
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[xi, yi] = f
[
X ′i
Z ′i
,
Y ′i
Z ′i
]
= Proj (s˜, Pi) (B.4)
For s˜, an estimate of s, an error measurement between the observations and the
locations of pi is computed (eq. B.5).
ei = pi − Proj (s˜, P ) (B.5)
The pose parameters correction amount δs, that eliminates the residual e, can be
found via the Newton Method’s [172]. Lowe’s method proceeds by producing new
estimates for the parameters s (eq. B.6) and iterating the procedure until the residual
e (eq. B.5) drops below a given tolerance.
s(i+1) = s(i) + δs (B.6)
Initialization
The iterative Newton’s method starts off with an initial guess s(0) which should be
sufficiently accurate to ensure convergence to the true solution. As any iterative
methods, choosing s(0) from an appropriate well–behaved region is essential. For this
purpose, we use the POS2 algorithm [48, 171, 175], which gives a reasonable rough
estimate for s(0). The algorithm approximates the perspective projection with a scaled
orthographic projection, and finds the rotation matrix and the translation vector of
the 3d object by solving a linear system.
If p and P denote, respectively, the image points and the model points, the ini-
tial solution s(0) can be determined, by recovering the rotation matrix R(0) and the
translation vector T(0), from PiP1 and pip1, two matrices constructed as follows,
2 Pose from Orthography and Scaling.
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PiP1 =


X2 −X1 Y2 − Y1 Z2 − Z1
...
...
...
Xn −X1 Yn − Y1 Zn − Z1

 ; pip1 =


x2 − x1 y2 − y1
...
...
xn − x1 yn − y1


The initial rotation matrix R(0) is formed as


aTN
bTN
(aTN × bTN)

 (B.7)
where (a ,b) is the matrix obtained by the left division3 PiP1 \ pip1, a and b are three–
dimensional vectors. Subscript N refers to the normalized vector and the symbol ”×”
to the cross product of two vectors.
The initial translation vector T(0) is defined as
(p¯x, p¯y, f)
T
sc
(B.8)
where, sc refers to the scale of the projection that corresponds to (‖a‖ + ‖b‖)/2 ,
p¯ = 1
n
∑
pi, and f is the camera focal length in pixels.
Experimental results
To test the approach on real world data, we used representative video sequences dis-
playing different head movements and orientations. In order to enhance the tracking
performance, a personalized gallery was built with graphs4 (Fig. B.1) from different
faces under different ”key orientations”.
3 The left division A\B is the solution to the equation AX = B.
4 From our experiment, we found that about twenty graphs are sufficient to cover the different
head appearances under various orientations.
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First, the subgraph containing the four reference facial features (Fig. B.1) is roughly
localized in the first frame of the video via an exhaustive search of the subgraph as a
rigid object through the coarsest face image level. We used a three–level hierarchical
image representation to decrease the inherent average latency of the graph search
operation which is based on the Gabor jet similarity, by reducing the image search area
and the size of the jet. For images at the finest level (640× 480 pixel resolution), jets
are defined as sets of 40 complex coefficients constructed from different Gabor filters
spanning 8 orientations under 5 scales. Whereas those for images at the coarsest level
(320×240) are formed by 16 coefficients obtained from filters spanning 8 orientations
under 2 scales. The intermediate level images use jets of (8× 3) coefficients.
Then, the iterative displacement estimation procedure is used as a refinement stage,
performed individually on each position of all of the six feature–points, and over
the three levels of the pyramid face–image. From frame to frame, only the four
reference points are tracked using the iterative disparity estimation procedure. To
avoid drifting during tracking, for each feature point, a local fitting is performed by
searching through the gallery the subgraph that maximizes Gabor magnitude–based
similarity. The rough positions of the four feature points are given by the positions of
the nodes of the optimal subgraph. These are then adjusted using the displacement
estimation procedure.
The entire 3d head pose inference method is summarized in the flow diagram of
figure B.3.
Figure B.4 shows the tracking and pose inference results for 3 different persons
and environment conditions. Clearly, the achieved pose recovering performance are
visually consistent with orientation of the head, as it is shown by the direction of the
normal of the face shown in yellow color in figure B.4.
Figure B.5 gives an example where a tracking failure occurred (see the tip of the
nose). In this case a correcting mechanism (e.g. reinitialization based on poor Gabor
similarity) can be adopted to prevent the tracker from drifting.
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First Frame Current Frame
Refine node positions over the 3 image levels 
via the displacement estimation procedure
Initialization
Tracking
Pose Estimation
Evaluate s0 the initial pose,
Estimate    the final poses
The optimal 2d (Image) The 3d (Model)
facial feature positions
Track the 4 reference nodes using
using POS algorithm
via Lowe’s method
Search for the optimal graph from the
gallery (use only the coarsest level)
Get the 6 node positions by the Procrustes
transform that best deforms each subgraph
within the gallery to fit the 4 tracked positions
facial feature positions
procedure over the 3 image levels
the phase−based disparity estimation
Figure B.3. Flow diagram of the entire 3d pose inference approach.
Conclusions
This article has described a feature–based pose estimation approach using the itera-
tive Lowe’s pose estimation technique, with six tracked image facial points and their
corresponding locations in a 3d face model. The estimated orientation parameters
are given as continuous angular measurements rather than expressed in a few discrete
orientations such as (left, up, front . . . ), furthermore the solution provides informa-
tion about the 3d position of the object. As any iterative solution, the estimation
process needs an accurate initialization seed, which can be done using the pose from
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Figure B.4. Tracking and pose recovery performances
Figure B.5. A tracking failure of the nose tip affects the pose recovery.
orthography and scaling algorithm. The facial features’ tracking is accomplished by
using the phase–based displacement estimation technique and a personalized gallery
of facial bunch graphs to further enhance the tracking efficiency. In the future, we
plan to assess non–verbal communications between a patient and his health care
professional in clinical setting.
Annexe C
(ARTICLE) OBJECT REPRESENTATION BASED ON
GABOR WAVE VECTOR BINNING: AN APPLICATION
TO HUMAN HEAD POSE DETECTION
Cet article [43] a e´te´ publie´ comme l’indique la re´fe´rence bibliographique
M. Dahmane et J. Meunier. Object representation based on gabor wave
vector binning: An application to human head pose detection. Dans IEEE
International Conference on Computer Vision Workshops, ICCV 2011 Work-
shops, Barcelona, Spain, pages 2198–2204, 2011.
Abstract
Visual object recognition is a hard computer vision problem. In this paper, we in-
vestigate the issue of the representative features for object detection and propose a
novel discriminative feature sets that are extracted by accumulating magnitudes for
a set of specific Gabor wave vectors in 1-D histogram defined over a uniformly-spaced
grid.
A case study is presented using radial-basis-function kernel SVM as base learners of
human head poses. In which, we point out the effectiveness of the proposed descrip-
tors, relative to related approaches. The average performance reached 65% for yaw
and 73.3% for pitch, which are better than the (40.7% and 59.0%) accuracy achieved
by calibrated people. A substantial performance gain as higher as (1.18% for yaw
and 1.27% for pitch) is achievable with the proposed feature sets.
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Introduction
The human head pose allows inferring important non verbal information between
individuals such as spatial information about the focus of attention, agreement-
disagreement, confusion, people nod etc... . Computerized extraction of such specific
meanings from videos presents an important challenge arising mainly from personal
appearance (identity) and individual facial dynamics. Among adopted approaches,
geometric methods are particularly interesting, since they can directly exploit prop-
erties that are known to influence human pose [129]. However, their performance
is very sensitive to location of the local facial points since these are hard to detect
and track. The alternative is to view the head pose detection problem as a classifi-
cation problem; however, this requires a robust discriminative feature sets for object
representation.
In this article, we study the issue of feature sets for object detection (head pose in
our case), showing that the Gabor wave vector binning based descriptors, which use
Gabor magnitude processed over dense grid of uniformly spaced cells, provide superior
performance relative to state of the art methods. This feature set can be considered
as orientation/scale tunable line and edge detectors, since they only respond to some
specifically oriented patterns in some specific scale, whereas some related descriptors
such as histogram of oriented gradient (HoG) [44] uses edge information by consid-
ering the local intensity gradient distribution over the edge directions.
The test case consists of detecting head pose from images to evaluate the per-
formances of the proposed descriptors. Experiments are performed to compare our
features sets relative to the histogram of oriented gradient descriptors. The effective-
ness of the proposed approach is evaluated by comparing it to other algorithms using
the same dataset.
As base learner classifier, we use a multiclass radial-basis-function kernel Support
Vector Machines which are known as stronger classifiers for high dimensionality prob-
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lems, and powerful algorithms for solving difficult classification problems [34, 180]. We
have used the Intel OpenCV Library implementation.
Related work
In a computer vision context, head pose estimation is the process of inferring the
orientation of a human head from digital imagery. In this context, we are interesting
to investigate inter-persons interaction patterns from video recordings, such as the
visual focus of attention, people nod, quick head movement that may be sign of sur-
prise or alarm, other head movements that indicate dissent, confusion, consideration,
agreement [129].
Recently, a wide variety of computerized methods for extracting the orientation
of the head were developed. The existing approaches can be roughly classified into
three main approaches:
• Appearance-based methods [131, 200, 207] establish image view comparison be-
tween training examples and a probe head image.
• Tracking-based methods [146, 208] use the image intensity information and/or
inter-frame correspondence between features of interest as input of different
tracking algorithms to get the head orientation at each frame.
• geometric/feature-based methods [189, 206, 213] use general prior knowledge of
geometrical face structure, (e.g. eye and/or mouth lines) to infer the orientation
of the human face.
See [129] for a more elaborated categorization.Feature-based methods require
precise and stable localization of facial landmarks which is often not ensured, the
drawbacks that can be naturally avoided by the appearance based-methods, which
have attracted more and more attention, but in contrast, are in the need to a suit-
able feature set closely relevant to pose variations and reliably insensitive to facial
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variations irrelevant to pose [117]. This is precisely the issue that we are trying to
address by designing the Gabor wave binning based feature sets.
Authors in [1] propose a feature-based face recognition method that directly uses
jets generated from Gabor filtering, and use Euclidean distance to match Gabor jets.
What we propose is an appearance based approach, our descriptors are based on wave
vector based histograms that use the amplitude of the Gabor filter response. Voit
et. al. [185] use a neural network-based approach to estimate the head pose, whereas
Tu et. al. [173] propose a method based on graphs and PCA. Gourier in [74] use
associative neural networks to train their winner-takes-all classifier.
Histogram of Oriented Gradients
The (HoG) feature descriptors were proposed by Dalal and Triggs [44]. This method
that was originally developed for person detection is used in more general object de-
tection algorithms. The main idea behind the HoG descriptors is based on the edge
information. That is each window region can be described by the local distribution
of the edge orientations and the corresponding gradient magnitude. The local distri-
bution is described by the local histogram of oriented gradients which is formed by
dividing the detection window into a set of small region called cells, and within each
cell integrate the magnitude of the edge gradient for each orientation bin. This is
done for all of the pixels within the cell. To provide better invariance, the local HoG
is normalized over the block of neighboring cells.
Dalal and Triggs [44] have shown that HoG outperforms wavelet, PCA–SIFT [111]
and Shape Context [10] approaches. Different implementations of HoG were consid-
ered to study the influence of different descriptor parameters. For good performance,
the authors highlight the importance of fine scale gradients, fine orientation bin-
ning, relatively coarse spatial binning, and high-quality local contrast normalization
in overlapping descriptor blocks.
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The default typical parameters include [−1, 0, 1] gradient filter with no smoothing,
linear gradient voting into 9 orientation bins in 0◦ − 180◦, 16 × 16 blocks of four
overlapping 8 × 8 pixel cells, L2 − norm block normalization, block spacing stride
of 8 pixels, and 64 × 128 detection window. In this implementation, we used 8 by 4
blocks of 12× 10 pixels cell, with a cell spacing stride of 6 pixels.
The Gabor wave vector binning based descriptors
Gabor wave vector binning based descriptors are Gabor wavelet transform based
feature sets generated from a set of given filters corresponding to a selected wave
vectors at specific orientations and scales.
Gabor wave vectors
The Gabor wavelet transform family is defined as:
ψµ,ν (z) =
‖kµ,ν‖2
σ2
e−
‖kµ,ν‖
2 ‖z‖2
2σ2
[
eı kµ,ν z − e−σ
2
2
]
(C.1)
where z = (x, y), and
kν,µ = kν e
ıφµ (C.2)
Equation C.2 defines the wave vector kν,µ relative to the orientation µ and the scale
ν, with kν = kmax/f
ν and φµ = pi µ/8. kmax refers to the maximum frequency and f
to the proportionality factor between the wavelet frequencies.
Commonly, we have µ ∈ {0, . . . , 7} and ν ∈ {0, . . . , 4} defining 40 wave vectors.
Figure C.1 shows an example of the transformed images including the gradient mag-
nitude image and the magnitude of the filter responses of the GWT at k1,4 and k4,5.
σ was set to 2pi.
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Figure C.1. Examples of the transformed images: the leftmost image is the
original image; the second image represents the gradient magnitude; the two last
images are the magnitude of the GWT responses for k1,4 and k4,5 respectively
Gabor wave vector binning
The method uses an image window to evaluate local histograms of GWT magnitude
responses at selected frequencies and orientations, considering a first–order image
gradients. For HoG, the gradients capture contours, and some edge information,
whereas for our descriptors, the gradient map provides salient image locations at
which the GWT magnitude will be computed. Thereby, reinforcing the identification
task by selecting the pixels that are potentially more informative.
The Basic key idea is that local object appearance and shape can often be learned
from local window on the image using the spatial distribution of magnitude over
different frequencies and orientations. The method constructs local histograms of
Gabor magnitude responses, as image features. We consider a map of potentially
“textured” pixels by computing the edge-gradient magnitude window-image using
Sobel operator. Features are extracted by dividing the image window into small
spatial regions called “cells”, and by accumulating, over the pixels of each cells, a
local 1D magnitude histogram for a specific GWT wave vector referring to specific
scale and orientation. Within each cell, only pixels with a dominant local gradient
magnitude are considered. The number of bins is specified by the number of the
considered wave vectors. Thereby, the resulting combined cumulative histograms
over the cells of the detection window provide the image representation.
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Figure C.2. The outline of our proposed system.
The underlying motivation for using Gabor–based descriptors
The use of GWT is motivated by the fact that the Gabor transformed face images
reveals strong characteristics of spatial locality, and orientation selectivity, and there-
fore are consistent with intrinsic characteristics of human face images. Researchers
have used 2D Gabor filters as ”biological motivated” filters, based on what Daugman
(1984) cited about the visual system. Concerning the multi-scale scheme, in the Ga-
bor wavelet transformation we use a term of (k/σ) (equation C.1) which keeps the
continuously changing window (radius = σ/k) within the Gaussian envelope over
the topdown Gabor filter processing. In contrast with the standard image down-
sampling, the Gabor pyramid image filtering maintains not only continuity in the
spatial frequency of the Gabor feature but also detection ability. Clearly, with a
standard image down-sampling, HoG cannot ensure this continuity. Besides, it has
been proven that HOG/SIFT representation for facial analysis (eg. gender recogni-
tion) has several problems among which, the feature matching is assumed that the
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faces are well registered.
Pointing’04 benchmark
For our experiments, we have used the pointing’04 benchmark [73] in order to get
results comparable to many other algorithms tested on the same database. The
training data was collected from the PRIMA Team in INRIA Rhone-Alpes by the
FAME Platform where persons are asked to gaze successively at 93 markers that
cover a half-sphere in front of the person corresponding to the set of poses.
The head pose database consists of 15 sets of images. Each set contains 2 series of
93 images of the same person at different poses. There are 15 people in the database,
wearing glasses or not and having various skin color. The pose, or head orientation
is determined by 2 angles varying in 15 degree pan angle intervals from -90 degrees
to +90 degrees, and in 15 degree tilt angle intervals from -30 degrees to +30 degrees
in addition to a tilt of +60 and -60 degrees. Also, there exists two poses with tilt
angles of ±90 degrees at a pan angle of 0 degree. Figure C.3 shows an example of
person 13.
As it can be seen from figure C.4, the poses from the three image pairs seem to be
nearly identical, the leftmost image pair are supposed to be different by 15 degrees
in tilt and pan direction. Also, the 15-degree pose difference in the middle and the
right image pairs, are quite close, which makes the dataset more difficult.
Technical implementation and evaluation
Gabor wave vector based descriptors
The color images with a resolution of 384 × 288 are converted to grayscale, and
enhanced by contrast amelioration and brightness normalization. We used a detection
window with 100 × 40 pixels size. Since the proposed approach is window-based
detection, we have to deal with the alignment problem by searching for the eyes
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Figure C.3. The head images of the person13 in Pointing’04 dataset.
Figure C.4. Near poses in Pointing’04 dataset.
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Table C.1. Comparing the performance of different pose detection techniques
on POINTING’04 setup.
Mean Absolute Classification
Error (◦) Accuracy (%)
Yaw Pitch Yaw Pitch
Human [74] 11.8 9.4 40.7 59.0
Voit [185] 12.3 12.7 − −
Tu [173] 14.1 14.9 55.2 57.9
Gourier [74] 10.1 15.9 50.0 43.9
Our method 5.7 5.3 65.0 73.3
region over the entire image. Each eye is represented by 4 Gabor jets. The searching
procedure uses a metric for Gabor jets similarity.
The detection window is partitioned into 8 by 4 cells of 12 × 10 pixels, without
overlapping stride, nor grouping blocks. We compute the horizontal and vertical im-
age gradient to generate the edge gradient map, that is used for selecting informative
pixels (pixels with an edge-gradient beyond a given magnitude, 30 for instance, that
will be considered in the subsequent stages). The voting strategy is based on the
Gabor magnitudes that are processed at each wave vector kν,µ and for each infor-
mative pixel. Magnitudes are collected into 40 histogram bins (each bin corresponds
to one wave vector). Histograms are then integrated over the cell to form the local
histogram.
After that for each block of 2×2 neighboring cells the 4 corresponding histograms
are concatenated in a block- histogram. Then, the normalized 8 block-histograms
were concatenated into a single 1280 dimensional feature vector.
For the multiclass SVM, we use Radial Basis Function (RBF) kernel (equa-
tion C.3).
K(x, x∗i ) = exp
(
−γ‖x− x∗i ‖2
)
(C.3)
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We have proposed an innovative simple epoch-based strategy to determine the
optimal values for the kernel parameter (σ) and the penalty multiplier parameter
(C) of the SVM: At each epoch, if we put σ = (1/
√
2 ∗ pi(Vmax − Vmin) with Vmax
(resp. Vmin) the maximum (resp. minimum) value of the feature vector elements
over the training dataset, then γe will be given by 1/(e ∗ σ2) and the multiplier C by
Ce = e ∗ σ1.75. The tuple (γe, Ce) corresponding to the epoch e with highest training
accuracy and a reasonable number of support vectors relatively to the cardinality of
the training set, was selected. Generally, the stopping criterion is met between e = 10
and e = 15 epochs .
0 5 10 15 20 25 30
0
1
2
3
4
5
6
7
8
Training epochs (e)
 
 
kernel parameter (γ)
Penalty multiplier (C)
Figure C.5. The SVM parameters evolution over training epochs.
We choose to use the 1/3 of the dataset for testing and the rest of data to train
the system. The two sets were split according to the training set having the highest
accuracy. At each split the optimal SVM parameters were found.
Performance comparison with existing algorithms are reported in Table C.1. As
shown, our feature descriptor achieves better accuracy than state-of-the art ap-
proaches [129] that are using the same setup. The {pitch,yaw} angles are accurately
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Figure C.6. Stabilization of the number of support vectors from e=25.
estimated (about {5.3,5.7} degree on absolute mean error). The classification per-
formance reached 65% for yaw and 73.3% for pitch are better than the (40.7% and
59.0%) accuracy achieved by calibrated people as reported in [73].
Given the ambiguity cases in the training data (see figure C.4 and in figure C.7
which are showing clearly inside the detection window the difference in appearance
for the same pose), we considered a relaxation scheme of the accuracy constraints on
the output of the classifier . We assumed that any ±15 neighboring poses is correct
classification as well. In Table C.2 we can see that the mean absolute error on the
yaw angles drops to 0.9, it drops by half for the pitch angle. The overall classification
accuracy was 96.4%, whereas Wu et al. [198] obtained 90% of correct classification
using the same dataset.
Continuous poses
The continuity of Gabor response in the neighborhood permits to establish a mapping
between the space of the discreet poses and the descriptors space. Interpolating the
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Figure C.7. Ambiguity cases in Pointing’04 dataset: Obviously, the appearances
of the eyes region inside the detection window are different for the same pose
class.
Table C.2. Considering ±15 neighboring poses as correct classification.
Mean Absolute Classification
Error (◦) Accuracy (%)
Yaw Pitch Yaw Pitch
±0◦ 5.7 5.3 65.0 73.3
±15◦ 0.9 2.5 97.5 91.8
Table C.3. HoG vs. proposed descriptor performance comparison.
M.A.E (◦) C. Acc. (%)
Yaw Pitch Yaw Pitch
±0◦ HoG 5.6 6.3 66.4 70.7
Our feature sets 5.7 5.3 65.0 73.3
±15◦ HoG 0.9 3.7 97.5 88.1
Our feature sets 0.9 2.5 97.5 91.8
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Table C.4. Interpolated pose : Overall classification performance.
C. Acc. (%)
±0◦ HoG 74.1
Our feature sets 80.1
±15◦ HoG 96.8
Our feature sets 97.3
3×3 neighboring poses (i.e. poses within ±15◦ range) of the winner pose (pose having
the maximum SVM score) using the respective scores as weights, gives the continuous
pose.
As described, the classification system permits to estimate discrete poses (i.e.
classes) as discrete angular measurements. Since the number of fixed poses to suffi-
ciently sample the continuous pose space is not sufficient, we introduced a commitee
method to infer a smooth continuous head pose estimate by interpolating the N ×N
angular values. The “in-between” pose estimation shows that the feature descriptors
corresponding to two neighboring poses are closer in the feature space. Figure C.8(a)
and C.8(b) show the profiles of the interpolated angles versus true angles correspond-
ing to the middle horizontal line in figure C.3 (i.e. pan=0◦). The interpolated pan
(resp. tilt) at 0◦ tilt degree which corresponds to the middle column in figure C.3, is
shown in figure C.8(c) (resp. figure C.8(d)).
Conclusion
In this article, we presented a Gabor wave vector binning based descriptors. To our
knowledge, it is the first time that Gabor wave vector based histogramming is ad-
dressed. We show that they present, for a hard estimation problem such as pose
estimation, a suitable feature set closely relevant to pose variations and reliably in-
sensitive to facial variations irrelevant to pose, such as identity, lighting etc. We also
show its robustness with respect to possible bias of the training data. In compar-
ison with some of the state of the art algorithms, we showed that our descriptors
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Figure C.8. Comparison of interpolated angles.
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set performs better classification accuracy, achieving a substantial performance gain
(as higher as 1.18% for yaw and 1.27% for pitch) against state of the art algorithms
that used the same benchmark (table C.1). It achieves high recognition rates relative
to human classification, the average performance reached 65% for yaw and 73.3%
for pitch, which are better than the (40.7% and 59.0%) accuracy achieved by cali-
brated people. Better classification accuracy against the HoG detector is obtained
(table C.4), particularly, for the pitch angle with a benefit of 2.6% at a tolerance of
0◦ and 3.7% at ±15◦. The overall classification performance of interpolated poses
reached (80.1% at a tolerance of 0◦ and 97.3% at ±15◦) with the our feature sets, and
respectively (74.1%, and 96.8%) with the HoG feature set. The average processing
time is 10.92 sec on a 3GHz x86-CPU to generate 40 integral images of Gabor mag-
nitude, and is 0.104 sec to process 9 integral images of gradient magnitude required
for the HoG features. Finally, we should mention that the system does not need any
non-pose negative examples, and is able to provide a smooth continuous estimate of
the yaw and pitch angles from discrete poses.
Annexe D
(ARTICLE) ENHANCED PHASE–BASED
DISPLACEMENT ESTIMATION: AN APPLICATION TO
FACIAL FEATURE EXTRACTION AND TRACKING
Cet article [38] a e´te´ publie´ comme l’indique la re´fe´rence bibliographique
M. Dahmane et J. Meunier. Enhanced phase–based displacement estimation
- An application to facial feature extraction and tracking. Dans Proc. of Int.
Conference on Computer Vision Theory and Applications, pages 427–433,
2008.
Abstract
In this work, we develop a multi–scale approach for automatic facial feature detection
and tracking. The method is based on a coarse to fine paradigm to characterize
a set of facial fiducial points using a bank of Gabor filters that have interesting
properties such as directionality, scalability and hierarchy. When the first face image
is captured, a trained grid is used on the coarsest level to estimate a rough position
for each facial feature. Afterward, a refinement stage is performed from the coarsest
to the finest (original) image level to get accurate positions. These are then tracked
over the subsequent frames using a modification of a fast phase–based technique.
This includes a redefinition of the confidence measure and introduces a conditional
disparity estimation procedure. Experimental results show that facial features can be
localized with high accuracy and that their tracking can be kept during long periods
of free head motion.
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INTRODUCTION
The computer vision community is interested in the development of techniques to
figure out the main element of facial human communication in particular for HCI
applications or, with additional complexity, meeting video analysis. In both cases,
automatic facial analysis is highly sensitive to face tracking performance, a task which
is rendered difficult due principally to environment changes and particularly to its
great appearance variability under different head orientations, its non–rigidity adds
yet another degree of difficulty. To overcome these problems, a great number of
techniques have been developed which can be divided into four categories: knowledge–
, feature–, template– and appearance–based [203].
Among these techniques, it is known that face analysis by feature point tracking
demonstrates high concurrent validity with manual FACS (Facial Action Coding Sys-
tem) coding [27], which is promising for facial analysis [32]. Moreover, when facial
attributes are correctly extracted, geometric feature–based methods typically share
some common advantages, such as explicit face structure, practical implementation,
collaborative feature-wide error elimination [87]. In this context, several concepts
were developed.
The classical matching technique extracts features from two frames and tries to
establish a correspondence, whereas correlation-based techniques compare windowed
areas in two frames, and the maximum cross correlation value provides the new
relative position. However, recent techniques have been developed to determine the
correct relative position (disparity1) without any searching process as it is required
by the conventional ones. In this category, phase–based approaches have attracted
attention because of their biological motivation and robustness [66, 166].
In the literature, one can find several attempts at designing non–holistic meth-
ods based on Gabor wavelets [158]. Due to their interesting and desirable properties
1 we use interchangeably the words “disparity” and “displacement”
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including spatial locality, self similar hierarchical representation, optimal joint uncer-
tainty in space and frequency as well as biological plausibility [64]. However, most of
them are based on the magnitude part of the filter response [102, 107, 168, 178]. In
fact, under special consideration, particularly because of shift–variant property, the
Gabor phase can be a very discriminative information source [208].
In this paper, we use this property of Gabor phase for facial feature tracking.
In section 2, we describe the Gabor-kernel family we are using. In section 3, we
introduce the adopted strategy for facial features extraction. The tracking algorithm
is given in section 4, including technical details and a discussion on its derivation.
Finally, we apply the approach to a facial expression database, in section 5.
LOCAL FEATURE MODEL BASED ON GABOR WAVELETS
Gabor Wavelets
A Gabor jet J(x) describes via a set of filtering operation (eq. D.1), the spatial
frequency structure around the pixel x, as a set of complex coefficients.
Jj(x) =
∫
N2
I(x′)Ψj (x− x′) dx′ (D.1)
A Gabor wavelet is a complex plane wave modulated by a Gaussian envelope:
Ψj (x) = ηj e
−
‖kj‖
2 ‖x‖2
2σ2
[
eıkj ·x − e−σ
2
2
]
(D.2)
where σ = 2pi, and kj = (kjx, kjy) = (kν cos(φµ), kν sin(φµ)) defines the wave vector,
with
kν = 2
− ν+2
2 pi and φµ = µ
pi
8
Notice that the last term of equation D.2 compensates for the non-null average value
of the cosine component. We choose the term ηj so that the energy of the wavelet Ψj
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is unity (eq. D.3). ∫
N2
|Ψj (x) dx| 2 = 1 (D.3)
A jet J(x) = {aj eı φj / j = µ + 8ν}, is commonly defined as a set of 40 complex
coefficients constructed from different Gabor filters spanning different orientations
(µ ∈ [0, 7]) under different scales (ν ∈ [0, 4]).
AUTOMATIC VISUAL ATTRIBUTE DETECTION
Rough face localization
When the first face image is captured, a pyramidal image representation is created,
where the coarsest level is used to find near optimal starting points for the subsequent
individual facial feature localization stage. Each trained grid (Fig. D.1) from a set of
pre-stored face grids is displaced as a rigid object over the image. The grid position
that maximizes the weighted magnitude–based similarity function (eq. D.4 and D.5)
provides the best fitting node positions.
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Figure D.1. Facial nodes with their respective code.
Sim(I,G) =
L∏
l
S(Jl, J
′
l ) (D.4)
165
S(J, J ′) refers to the similarity between the jets of the corresponding nodes (eq. D.5),
L stands for the total number of nodes.
S(J, J ′) =
∑
j
cj
aj a
′
j√∑
aj2
∑
a′j
2
with cj =

1−
∣∣∣aj − a′j∣∣∣
aj + a′j


2
(D.5)
The role of the weighting factor cj is to model the magnitude–distortion δ as illus-
trated in figure D.2.
δ
δ
a
a
a
a
Figure D.2. Two different 3–dimensional jets. In the right subfigure, a not–
weighted magnitude–based similarity S(J, J ′) would have given an incorrect
perfect match value 1.
Local Facial feature position refinement
The rough facial grid-node positions are then independently refined by estimating
the displacement using a hierarchical selective search. The calculated displacements
are propagated to subsequent hierarchy level, and a refinement operation is again
performed. The optimal displacements are, finally, given at the finest image level.
The selective local search can be described as a local 3× 3 neighborhood search,
which allows distorting the grid until the maximum similarity value is reached. The
search is then refined by propagating, to the next finer level, the three positions
giving the highest similarity values. For each propagated potential position P (x, y)
the three adjacent neighboring positions P (x+ 1, y), P (x, y + 1) and P (x+ 1, y + 1)
are also explored. The selective search continues downward until the finest level of
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the pyramid image is reached, where the optimal position is maximum (eq. D.5).
This procedure permits to decrease the inherent complexity required to calculate
the convolution under an exhaustive search, first by reducing the search area (e.g. a
12×12 neighborhood on the finest level will correspond only to a 3×3 on the coarsest
one) (Fig. D.3), and second by using smaller–size jets in coarser levels.
9/144
9/36
9/9
Figure D.3. Hierarchical–selective search. The values in left side denote the
number of explored positions vs. the total number that would be explored in
the case of an exhaustive search.
FACIAL ATTRIBUTES TRACKING
Facial features tracking is performed by estimating a displacement d via a disparity
estimation technique [166], that exploits the strong variation of the phases of the
complex filter response [119].
Later adopted by [215], this framework investigated in [119, 197] is based on the
maximization of a phase–based similarity function which is nothing else than a mod-
ified way to minimize the squared error, within each frequency scale ν given two jets
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J and J ′ (eq. D.6), as it has been proposed in [166].
e2ν =
∑
µ
cν,µ(∆φν,µ − kν,µ · dν)2 (D.6)
However, we assume that the merit of that framework is the use of a saliency term
(eq. D.7) as weighting factor cν,µ, privileging displacement estimation from filters
with higher magnitude response. Also, for such response it seems that phase is more
stable [121].
cj = aj a
′
j (D.7)
In [166], the weighting factor cj represents a confidence value (eq. D.8), that
assesses the relevance of a single disparity estimate, and tends to reduce the influence
of erroneous filter responses.
cj = 1−
∣∣∣aj − a′j∣∣∣
aj + a′j
(D.8)
Both saliency term and normalized confidence ignore the phase of the filter re-
sponse. In the present work, we try to penalize the response of the erroneous filters by
using a new confidence measure that combines both magnitude and phase (eq. D.9).
cj = aj
2

1−
∣∣∣aj − a′j∣∣∣
aj + a′j


2
pi −
∣∣∣b∆φjc2pi
∣∣∣
pi
(D.9)
The first term in this formulation represents the saliency term that is incorporated
as a squared value of only the magnitude of the reference jet J which –contrary to
the probe jet J ′– necessarily ensures high confidence. We mean here by the reference
jet the jet calculated from the previous frame or even a pre-stored one. The second
bracket squared-term holds the normalized magnitude confidence. While, the last
term, where b∆φjc2pi denotes the principal part of the phase difference within the
interval [−pi, pi), allows giving more weight to filters where the phase difference has a
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favorable convergence while, at the same time, limiting the influence of outlier filters.
The displacements can then be estimated with sufficient accuracy by minimizing
(eq. D.6) which leads to a set of linear equations for d, that can be directly resolved
from (eq. D.10).
d(J, J ′) =


∑
j cj kjx
2 −∑j cj kjx kjy
−∑j cj kjx kjy ∑j cj kjy2


−1


∑
j cj kjxb∆φjc2pi∑
j cj kjyb∆φjc2pi

 (D.10)
Iterative Disparity computation
In [166], to obtain the disparity within one scale, the feature displacement estimates
for each orientation were combined into one displacement per scale (dν) using the
least squared error criterion (eq. D.6). The optimal disparity is then calculated by a
combination of these estimates as an average value over all scales with appropriate
weights (eq. D.8). Whereas in various approaches, a least squared solution is obtained
in one pass, over the overall considered frequencies [197], some of them propose at
first to use the lower frequencies subset (e.g. ν ∈ [2, 4]), and then to resolve for higher
frequencies subset (e.g. ν ∈ [0, 2]).
These resolutions may carry an additive risk of unfavorable results; that is knowing
that at each scale, there exists a displacement value above which its estimation would
not be reliable, due to the lack of a large overlap of the Gabor kernels. Obviously,
this value depends on the radius (σ/kν) of the Gaussian envelope.
As the power spectrum of the Gabor signal (eq. D.2) is concentrated in the inter-
val [−σ/ (2kν) , σ/ (2kν)], we can compute the maximum disparity dmaxν that can be
estimated within one scale (eq. D.11).
dmaxν =
σ
2 kν
=
pi
kν
(D.11)
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If for example the true displacement is d = 7 pixels, then according to the Gabor–
kernel family we used (section D), only the lowest frequency band filter gives a reliable
estimation of the disparity.
So, the trick consists in estimating the disparity iteratively, from the lowest frequency
to a highest critical frequency, depending on a stopping criterion involving the maxi-
mum allowed disparity value that can be effectively estimated. Some values are shown
in table D.1 as a function of scale.
Table D.1. Critical displacement for each frequency.
ν 0 1 2 3 4
dmaxν (pixel) 2 ≈ 3 4 ≈ 6 8
Given J(x) = {aj eıφj} the reference jet and J ′(x + d) = {a′j eıφ
′
j} the probe jet
i.e. the jet calculated at the probe position (x+d), using the jth wavelet, an iterative
disparity estimation algorithm (Fig. D.4) gives the optimal displacement dopt, that
makes the two jets the most similar possible.
Iteratively, the conditional iterative disparity estimation (Fig. D.4) will unroll on
the novel position xnew ← x + dopt until a convergence criterion is achieved i.e. dopt
tends to 0 or the maximum number of iterations lmaxiter is reached. Herein, νcritic
could keep its previous value, instead of starting, for each new position, with the
coarsest scale (i.e. νcritic = Nf − 1).
Table D.2. Percentage of used frames to handle local facial deformations.
facial feature
1.1 1.2 2.1 2.2 2.3 3.1 3.2 4.1 4.2 4.3 5.1 5.2 6.1 6.2 6.3 6.4
(%) of used frames
2.5 1.8 3.9 4 3 2.3 3.4 4.2 3.7 2.7 1.5 2.4 3.8 8 2 9
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Algorithm 1. IterativeDisparityEstimation (x)
1 Initially set ν with the lowest frequency index;
2 Calculate J′ν(x) for the components that refer to ν at different
orientations;
3 Estimate the disparity δd using equation (D.10) by considering
all the processed frequencies at different orientations;
4 Compensate for the phase φ′j =
⌊
φ′j − kj · δd
⌋
2pi
;
5 Cumulate the disparity d = d+ δd;
6 Perform the convergence test, if δd is greater than a threshold
goto (3);
7 If the stopping criterion is not met, i.e. the overall
displacement d is less than the critical displacement value dmaxν ,
see Table (D.1), then put ν = ν + 1 (the next higher frequency)
and goto (2).
Figure D.4. Conditional iterative disparity estimation algorithm.
EXPERIMENTAL RESULTS
The Hammal–Caplier face database [81] is used to test the proposed approach. In this
database, each video contains about 120 frames for each of the 15 distinct subjects
that are acting different facial expressions (neutral, surprise, disgust and joy) with
some tolerance on rotation and tilting. We used 30 videos with spatial resolution of
(320× 240).
A generic face grid (Fig. D.1) is created using one frame from each subject (frontal
view). In order to handle the facial deformation and prevent drifting, facial feature
bunches are generated. Table D.2 shows each landmark and the percentage of the
total number of frames required to create its own representative facial bunch. As we
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can see the number increases with the degree of variability of the local deformation
that can be observed for each facial feature. These percentages were set empirically.
To locate the face grid, a search is performed over the coarsest level of the 3
image-levels that we used. Then a hierarchical selective refinement is performed
using a weighted magnitude–based similarity to get the optimal node positions. Fig-
ure D.5 shows the results corresponding to the position refinement after rough node
positioning.
Figure D.5. Nodes position refinement (bottom) after rough positioning (top).
Figure D.6 shows the magnitude profile corresponding to (µ, ν) = (0, 0) for node
2.1 (right inner–eye) from a video where the subject is performing a disgust expression.
Figure D.7 illustrates the phase profile of the same subject with and without phase
compensation (φ′j ←
⌊
φ′j − kj · dl
⌋
2pi
) in Algorithm 1. One can observe some large
and sharp phase variations when non compensation is used, corresponding to tracking
failure.
Figure D.8 shows three shots of a video showing a subject performing a disgust
expression, the top subfigure presents the last frame. In this figure, we can see that
the tracking has failed with a single jet (instead of a bunch). It’s easy to see that the
drifting can not be measured from the magnitude profile only (middle row), because
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Figure D.6. Magnitude profile over time of Node 2.1 (right inner–eye).
Figure D.7. Phase profile: not–corrected (left) vs. corrected (right) phase.
the magnitude changes smoothly with the position. This is not the case for the phase
(bottom row) which is shift–variant, however by using a shift–compensation and facial
bunches as described in Algorithm 1, we can correctly track the facial landmarks
(Fig. D.9). In comparison with figure D.8, the bottom graph shows a horizontal and
correct phase profile (without node drifting). The reader can appreciate the impact
of such correction by looking in particular at node 2.1 (right inner–eye) and 2.3 (right
lower eyelid) in figures D.8 and D.9.
In table 3, we summarize the tracking results of 16 facial features of 10 different
persons with different expressions. The mean error of node positions using the pro-
posed approach is presented in pixels. From the last column, we can see how the
use of facial bunches appreciably increases nodes positioning and consequently the
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Figure D.8. A drifting case: magnitude vs. phase profile.
tracking accuracy.
CONCLUSION
In this work, we present a modification of a phase–based displacement estimation
technique using a new confidence measure and a conditional disparity estimation.
The proposed tracking algorithm permits to eliminate accumulation of tracking errors
to avoid drifting, so offering a good facial landmark localization, which is a crucial
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Figure D.9. Drift avoidance.
task in a feature–based facial expression recognition system. We notice that in these
experiments, excepts for the first frame, no geometry constraints were used to enforce
the facial shape configuration, especially for features that are difficult to track.
More training sessions could be needed to obtain pre-stored grids and features
bunches that are representative of the variability of the human face appearance for ini-
tialisation and tracking respectively. In this context, through available face databases,
advanced statistical models of data can be obtained using learning algorithms, such
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Table D.3. Mean position error (pixels).
Subject Without bunches With bunches
#1 4.28 1.78
#2 3.98 1.37
#3 5.07 2.03
#4 4.44 1.9
#5 4.17 1.7
#6 4.05 1.63
#7 4.69 1.5
#8 4.1 1.75
#9 5.85 2.49
#10 6.93 2.47
as EM [92].
To reinforce the refinement step we are working on improving the local structure
by providing an alternative appearance model which focuses more on high frequency
domain without necessarily altering the relevant low frequency texture information,
instead of modeling the grey level appearance [209] or exploiting the global shape
constraint [121] which tends to smooth out important details. As future work, we
plan to use facial feature bunches to generate for each facial expression and for each
facial attribute what could constitute “Expression Bunches” for facial expression
analysis.
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Annexe E
(ARTICLE) INDIVIDUAL FEATURE–APPEARANCE
FOR FACIAL ACTION RECOGNITION
Cet article [42] a e´te´ publie´ comme l’indique la re´fe´rence bibliographique
M. Dahmane et J. Meunier. Individual feature-appearance for facial action
recognition. Dans Proc. of Int. Conference on Image Analysis and Recogni-
tion, pages 233–242, 2011.
Abstract
Automatic facial expression analysis is the most commonly studied aspect of behavior
understanding and human-computer interface. Most facial expression recognition
systems are implemented with general expression models. However, the same facial
expression may vary differently across humans, this can be true even for the same
person when the expression is displayed in different contexts. These factors present
a significant challenge for recognition. To cope with this problem, we present in
this paper a personalized facial action recognition framework that we wish to use in
a clinical setting with familiar faces; in this case a high accuracy level is required.
The graph fitting method that we are using offers a constrained tracking approach
on both shape (using procrustes transformation) and appearance (using weighted
Gabor wavelet similarity measure). The tracking process is based on a modified
Gabor-phase based disparity estimation technique. Experimental results show that
the facial feature points can be tracked with sufficient precision leading to a high
facial expression recognition performance.
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Introduction
The computer vision community is interested in the development of techniques, such
as automated facial expression analysis (AFEA), to figure out the main element of
facial human communication, in particular for HCI applications or, with additional
complexity, in meeting video analysis, and more recently in clinical research.
AFEA is highly sensitive to face tracking performance, a task which is rendered
difficult owing principally to environment changes, and appearance variability under
different head orientations, and non–rigidity of the face. To meet these challenges,
various techniques have been developed and applied, that we can divide into two
main categories: model–based and image–based approaches [57, 139]. However, these
methods are still providing inaccurate results due to the variation of facial expres-
sion across different people, and even for the same individual since facial expression is
context–dependent. Thus, the overall performance of the AFEA systems can severely
be affected by their variability across humans and even inter–individual. To estab-
lish an accurate subject-independent facial expression recognition system, the training
data must include a significant number subjects covering all possible individual ex-
pression appearances across different people. This is why, in most general systems,
accurate recognition is made so difficult.
It is advantageous to identify a subject face before attempting facial expression
recognition, since facial physiognomy that characterizes each person leads to a proper
facial action display [56]. In [113], for each individual in the datasets a subject-
dependent AAM was created for Action Units (AUs) recognition by using similarity
normalized shape and similarity normalized appearance. By integrating user identi-
fication, the subject–dependent method, proposed in [22], performs better than con-
ventional expression recognition systems, with high recognition rate reaching 98.9%.
In [56], the best facial expression recognition results were obtained by fusing facial
expression and face identity recognition. In [80], the authors conclude that the recog-
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nition rates for familiar faces reached 85%. For unfamiliar faces, the rate does not
exceed 65%. This low performance may be justified by the fact that the training
collection was less representative.
For both subject–independent and subject–dependant approaches, expression
recognition rate is highly dependent on facial tracking performance. Among the ex-
isting tracking techniques, the feature–based techniques demonstrate high concurrent
validity with manual FACS (Facial Action Coding System) coding [27, 32]. Further-
more, they have some common advantages such as explicit face structure, practical
implementation, and collaborative feature–wide error elimination [87]. However, the
tracking performance depends on the precise configuration of the local facial fea-
tures, which poses a significant challenge to automated facial expression analysis,
since subtle changes in the facial expression could be missed due to errors in facial
point localization [137]. Though an effective scheme for tracking the facial attributes
can compensate for this shortcoming, geometric approaches including only shape in-
formation may be rather irrelevant [113]. Fig. E.1 shows an example of two different
facial expressions (fear vs. happy) where the respective appearances are significantly
different, while the two expressions have a high degree of shape similarity. Therefore,
including appearance matching should improve the recognition rate, which can be
done by including the local appearance around each facial feature.
Figure E.1. Facial point position may not be sufficient to achieve reliable FE
recognition (e.g. fear vs happy).
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In this paper, a subject–dependent facial action recognition system is described
using a facial features–based tracking approach and a personalized gallery of facial
action graphs. At the first frame of the video, four basic points are automatically
found, and then tracked over time. At each frame, from these reference points, the
most similar graph through a gallery is chosen. The search is based on the Procrustes
transformation and the set of Gabor jets that are stored at each node of the graph.
The rest of the paper is organized as follows. First, we present the approach to
identify a familiar face, and we outline the facial features we are using. In section
(E), we illustrate the facial localization and tracking approach, then we present the
facial action recognition process. Experimental results are presented in section (E),
while section (F) concludes this work.
Face localization
An individualized facial expression recognition needs a face identify stage, for this
purpose a facial graph gallery is constructed as a set of pre–stored facial graphs
Fig. E.2. Each graph represents a node configuration that characterizes the appear-
ance of a facial expression to recognize. A set of jets J , describing the appearance
around each point of interest, is generated and attached to the corresponding node.
In our implementation, a set of 28 nodes defines the facial graph of a given expression
Fig. E.2.
Figure E.2. The facial graph corresponding to the fear expression.
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Rough face localization
The face localization stage is done only once, in the first frame as an initialization step.
For this purpose, we consider a set of subgraphs that includes four facial reference
points (left and right eye inner corners and the two nose wings) Fig. E.3, and two
other points, specifically, the tip and the root of the nose. The two additional features
are used only to further enhance the localization stage. If the first frame contains
an expressive face, a 6–node facial subgraph that refers to a graph of that specific
expression can be used to identify the person.
When the first face image is captured, a pyramidal image representation is cre-
ated, where the coarsest level is used to find near optimal starting points for the
subsequent facial feature localization and refinement stage. Each graph from the
gallery is displaced over the coarsest image. The graph position that maximizes the
weighted magnitude–based similarity function (E.1 and E.2) provides the best fitting
node positions.
Sim(I,G) =
1
L
L∑
l
S(Jl, J
′
l ) (E.1)
S(J, J ′) refers to the similarity between the jets of the corresponding nodes (E.2),
L = 6 stands for the total number of nodes.
S(J, J ′) =
∑
j
cj
aj a
′
j√∑
aj2
∑
a′j
2
with cj =

1−
∣∣∣aj − a′j∣∣∣
aj + a′j


2
(E.2)
In (E.2), cj is used as a weighting factor and aj is the amplitude of the response of
each Gabor filter [38].
Position refinement
The rough localizations of the facial nodes are refined by estimating the displacement
using the iterative phase–based disparity estimation procedure. The optimal dis-
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placement d is estimated, an iterative manner, through a minimization of a squared
error given two jets J and J ′ corresponding to the same node (E.3).
d(J, J ′) =


∑
j cj kjx
2 −∑j cj kjx kjy
−∑j cj kjx kjy ∑j cj kjy2


−1

∑
j cj kjxb∆φjc2pi∑
j cj kjyb∆φjc2pi

 (E.3)
where (kjx, kjy) defines the wave vector , and b∆φjc2pi denotes the principal part of
the phase difference. For more details, the reader is referred to [38]. The procedure is
also used to track the positions of the nodes over time. During the refinement stage,
the two jets are calculated in the same frame, in this case the disparity represents the
amount of position correction. Whereas, during tracking, the two jets are processed
from the two consecutive frames, in this case the disparity represents the displacement
vector.
Facial feature tracking
Tracking of facial reference points
From frame to frame, the four reference points Fig. E.3 which are known to have
relatively stable local appearance and to be less sensitive to facial deformations, are
tracked using the phase–based displacement estimation procedure. The new positions
are used to deform each graph from the collection, using the Procrustes transforma-
tion. In this way, a first search-fit strategy using shape information provides a lo-
calized appearance–based feature representation in order to enhance the recognition
performance.
Procrustes transform
Procrustes shape analysis is a method in directional statistics [118], used to compare
two shape configurations. A two–dimensional shape can be described by a centered
183
1
3 4
2
Figure E.3. The four tracked (circle) and the twenty four adjusted (diamond)
facial points.
configuration u in Ck (u1k = 0), where u is a vector containing 2d shape landmark
points, each represented by a complex number of the form x+ ıy.
The procrustes transform is the similarity transform (E.4) that minimizes (E.5),
where α 1k, |β| and 6 β, respectively, translates, scales and rotates u2, to match u1.


u1= α 1k + β u2 α, β ∈ C
β = |β| eı 6 β
(E.4)
∥∥∥∥∥ u1‖u1‖ − α1k − β
u2
‖u2‖
∥∥∥∥∥
2
(E.5)
First fit-search
The Procrustes transform is used to adequately deform each reference graph Gi stored
in the gallery. Given the position of the four tracked reference–point (circle–dots in
Fig. E.3), the transformation that “best” wraps the corresponding points in Gi to fit
these points, is used to adjust the positions of the twenty–four remaining points of
Gi (diamond–dots in Fig. E.3). The new adjusted positions form the distorted graph
Gd. “best” refers to a minimal cost that allows to transform the four–node subgraph
of Gi to match the corresponding subgraph of Gd.
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Facial action recognition
The facial action recognition process is based on evaluating the weighted similarity
(E.1) between the reference graph and its distorted version.
The reference graph is the best representative given by the distorted graph with
the highest similarity. The node positions give the initial coarse positions of the
twenty–eight facial feature points. Refinement stage is performed to obtain the final
positions by estimating the optimal displacement of each point by using the Gabor
phase–based displacement estimation technique.
Then, at each refined position the attached set of jets is recalculated and updated.
The similarity measure between these jets and those of Gi defines the facial expression
that closely corresponds to the displayed expression. The scoring value may indicate
the intensity of a given expression for a possible graph Gi referring to the peak of a
given facial action.
The entire facial action recognition process is summarized in the flow diagram of
Fig. E.4.
Results
The videos we used in this work for testing are from the Cohn–Kanade Database [95].
The sequences consist of a set of prototypic facial expressions (happiness, anger, fear,
disgust, sadness, and surprise) that were collected from a group of psychology students
of different races with ages ranging from 18 to 30 years. Each sequence starts from a
neutral expression, and terminates at the peak of a given expression.
First, in order to select the appropriate graphs from the gallery (only one graph
per person displaying a given expression at its peak is required), and to properly
initialize the positions of the four reference points (the points to track), the subgraph
containing the four reference facial features Fig. E.3 is roughly localized in the first
frame of the video via an exhaustive search of the subgraph through the coarsest
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First Frame Current Frame
The optimal image positions
of the 28 facial features
Personalized facial
action graphs
Estimate the displayed
the phase−based disparity estimation
procedure over the 3 image levels
Track the 4 reference nodes using
Get the 28  node positions by the Procrustes
transform that best deforms each subgraph
within the gallery to fit the 4 tracked positions
facial  action
(use only the coarsest level)
face identification and reference points initialization
using the optimal graph across the gallery
Refine node positions over the 3 image levels 
via the displacement estimation procedure
FA estimation
Tracking
Initialization
Figure E.4. Flow diagram of the entire facial action estimation process.
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face image level. We used a three–level hierarchical image representation to decrease
the inherent average latency of the graph search operation, by reducing the image
search area and the Gabor–jet sizes. For images at the finest level (640 × 480 pixel
resolution), jets are defined as sets of 40 complex coefficients constructed from a
set of Gabor filters spanning 8 orientations and 5 scales. Whereas those for images
at the coarsest level (320 × 240) are formed by 16 coefficients obtained from filters
spanning 8 orientations under 2 scales. The intermediate level images use jets of
(8× 3) coefficients.
From frame to frame, only the four reference points are tracked using the iterative
disparity estimation procedure. To avoid drifting during tracking, for each feature
point, a local fitting is performed by searching through the gallery for the subgraph
that maximizes the jet–based similarity. The rough positions of the four feature
points are given by the positions of the nodes of the optimal subgraph. These are
then adjusted using again the displacement estimation procedure. Fig. E.5 shows
snapshots of the tracking of the four reference facial feature points. The bottom
subfigure shows, which facial graph (neutral expression or peak happiness) one should
be used to refine the positions of the four facial reference points. The position error of
the tracked feature points (calculated by erroneous tracked frames / the total frames)
was calculated to be 2.4 pixels (measured on level 0).
The twenty–eight facial point positions are obtained by the transformed positions
of the reference graph using the Procrustes transformation that wraps the four–
point positions to fit the four tracked positions. Then, the iterative displacement
estimation procedure is used as a refinement stage, which is performed individually
on each position of all of the twenty–eight feature–points, and over the three levels
of the pyramid face–image. At each refined position a Gabor–jet is calculated. The
reference graph that maximizes the similarity (E.1) over the gallery defines the final
facial action that corresponds to the displayed expression.
The two curve profiles in the bottom subgraph of Figure E.5 illustrate that in the
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first 7 frames the displayed expression is neutral with a decreasing intensity, whereas
the last 8 ones display a happiness expression with a gradually increasing intensity
as it is expected. Figure E.6 shows how fear and hapiness expressions evolve in
time with the intensity profile from a neutral display to its peak. The facial action
recognition process, clearly, differentiates between the two different facial displays, as
it is shown by the two respective curve profiles in Figure E.7. The overall performance
on the six basic facial expression (Angry, Fear, Hapiness, Sadness, Surprise, and
disgust) reached 98.7%. The most difficult expression to recognize was the disgust
expression with a rate of 90.0%. Table E.1 shows the mean score of the correctly
recognized expressions over the 81 videos we have used for testing.
Table E.1. The mean score of the correctly recognized expressions.
Expressions Disgust Angry Fear Hapiness Sadness Surprise
scores 0.95 0.97 0.97 0.97 0.96 0.96
Conclusions
Most facial expression recognition systems are based on general model, leading to a
poor performance when using familiar human face databases. Within this context,
a personalized feature–based facial action recognition approach was introduced and
evaluated in this paper. A facial localization step permits to select the most similar
graphs from a set of familiar faces. The node positions are used to initialize the posi-
tions of the reference points which are tracked using the iterative phase–based dispar-
ity estimation procedure. A Procrustes transformation is used to distort each facial
action graph according to the positions of the tracked reference points. The facial
action recognition process is based on local appearances, provided by the Gabor–jets
given by the twenty–eight fiducial points corresponding to the refined node positions
of the distorted graph. The adopted facial tracking scheme provides a noticeable
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Figure E.5. The tracking performance of the facial reference points. Notice that
similarity is computed for each reference graph in the gallery, only two facial
graphs (neutral and happiness) are shown for clarity.
performance for the facial action recognition due to the localized appearance–based
feature representations. Further work will involve assessing non–verbal communica-
tions between a patient and his health care professional in clinical setting, in which
the proposed framework can be easily integrated with familiar patient faces to detect
some events (eg. subject’s smile).
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Figure E.6. Facial action (FA) recognition performance. The similarity curve
reflects the intensity of the FA (peak hapiness : top – peak fear : bottom).
Figure E.7. The mutual exclusion happiness (top) vs. fear (bottom).
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Annexe F
(ARTICLE) EMOTION RECOGNITION USING
DYNAMIC GRID–BASED HOG FEATURES
Cet article [41] a e´te´ publie´ comme l’indique la re´fe´rence bibliographique
M. Dahmane et J. Meunier. Emotion recognition using dynamic grid-based
HoG features. Dans IEEE International Conference on Automatic Face Ges-
ture Recognition and Workshops (FG 2011), pages 884–888, 2011.
Abstract
Automatic facial expression analysis is the most commonly studied aspect of behavior
understanding and human-computer interface. The main difficulty with facial emo-
tion recognition system is to implement general expression models. The same facial
expression may vary differently across humans; this can be true even for the same
person when the expression is displayed in different contexts. These factors present
a significant challenge for the recognition task. The method we applied, which is
reminiscent of the “baseline method”, utilizes dynamic dense appearance descriptors
and statistical machine learning techniques. Histograms of oriented gradients (HoG)
are used to extract the appearance features by accumulating the gradient magni-
tudes for a set of orientations in 1-D histograms defined over a size-adaptive dense
grid, and Support Vector Machines with Radial Basis Function kernels are the base
learners of emotions. The overall classification performance of the emotion detec-
tion reached 70% which is better than the 56% accuracy achieved by the “baseline
method” presented by the challenge organizers.
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Introduction
The computer vision community is interested in the development of techniques, such
as automated facial expression analysis (AFEA), to figure out the main element of
facial human communication, in particular for HCI applications or, with additional
complexity, in meeting video analysis, and more recently in clinical research.
AFEA is highly sensitive to face tracking performance, a task which is rendered
difficult owing principally to environment changes, and appearance variability under
different head orientations, and non–rigidity of the face. To meet these challenges,
various techniques have been developed and applied, that we can divide into two
main categories: model–based and image–based approaches [57, 139]. These methods
are still providing inaccurate results due to the variation of facial expression across
different people, and even for the same individual since facial expression is context–
dependent.
Among the existing facial expression recognition techniques, the feature–based
techniques demonstrate high concurrent validity with manual FACS (Facial Action
Coding System) coding [27, 32]. Furthermore, they have some common advantages
such as explicit face structure, practical implementation, and collaborative feature–
wide error elimination [87]. However, the tracking performance depends on the precise
localization of the local facial features, which poses a significant challenge to auto-
mated facial expression analysis, since subtle changes in the facial expression could be
missed due to the errors in facial point localization [137]. Though an effective scheme
for tracking the facial attributes can compensate for this shortcoming, geometric ap-
proaches including only shape information may be rather irrelevant [113] by requiring
accurate and stable localization of facial landmarks. These drawbacks that can be
naturally avoided by the appearance based-methods, which have attracted more and
more attention, but in contrast, are in need of a suitable feature set closely relevant
to facial expression variations and reliably insensitive to facial variations irrelevant
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to facial expression. This is precisely the issue that we are trying to address by
designing histogram of oriented gradient processed on dynamic dense grids. Exper-
iments are performed to compare our feature set relative to the static Local Binary
Pattern (LBP) method [91] descriptors. Indeed, although designed for upper face
Action Units detection, the authors have suggested that LBP can be readily used for
all other AUs.
The challenge context
Most Facial Expression Recognition and Analysis systems proposed in the literature
resemble each other not only by means of processing and ever-present data sparseness,
but also by the lack of standardised evaluation procedures. They therefore suffer of
low comparability. This is in stark contrast with more established problems in human
behaviour analysis from video such as face detection and face recognition. Yet at the
same time, this is a rapidly growing field of research, due to the constantly increasing
interest in applications for human behaviour analysis, and technologies for human-
machine communication and multimedia retrieval.
In these respects, the FG 2011 Facial Expression Recognition and Analysis chal-
lenge (FERA2011) shall help bridging the gap between excellent research on facial
expression recognition and low comparability of results, for two selected tasks: the
detection of FACS Action Units and the detection of a set of emotional categories.
This paper focuses on the second task (sub-challenge).
Overview of the data
The GEMEP-FERA dataset consists of recordings of 10 actors displaying a range of
expressions, while uttering a meaningless phrase, or the word “Aaah”. There are 7
subjects in the training data, and 6 subjects in the test set, 3 of which are not present
in the training set.
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Because of the nature of the emotion categories in this challenge, it is not possible
to use other training data for the emotion recognition sub-challenge.
The baseline method
The “baseline method” applied by the challenge organizers utilizes static dense ap-
pearance descriptors and statistical machine learning techniques. They used Uniform
Local Binary Patterns (Uniform LBP) with 8 neighbours and radius 1 to extract
the appearance features, principal component analysis (PCA) to reduce the dimen-
sionality of the descriptor, and Support Vector Machines with Radial Basis Function
kernels to classify the data. The method used is generally that described for the
static LBP method [91].
Data was pre-processed as follows. They used the OpenCV face detector to extract
the face location in each frame. The detected face was scaled to be 200 by 200
pixels. Then, they applied the OpenCV implementation of eye-detection, and used
the detected eye locations to remove any in-plane rotation of the face. They also
translated the face so that the subject’s right eye centre is always at the coordinates
x = 60, y = 60. They did not use the detected eye locations to normalise for scale, as
the OpenCV eye detection is too inaccurate for this. For training, the pre-processed
images were manually verified. Incorrectly pre-processed images were removed from
the training set but were not replaced. For the test set, no manual verification was
done.
Emotion recognition sub-challenge
To extract features for the emotion recognition sub-challenge, the authors used the
entire face. The face area was divided into 100 squares: 10 rows and 10 columns with
a side of 20 pixels. Uniform LBP was applied, and the histograms of all 100 blocks
were concatenated into a single 5900 dimensional feature vector.
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As the videos do not have a clear neutral element, all frames in a video of a
certain emotion are assumed to depict that emotion, and thus all frames were used to
train the classifiers for emotions. They trained five one-versus-all binary classifiers.
During testing, every frame from the test video was passed to the five classifiers, and
the emotion belonging to the classifier with the highest decision function value output
was assigned to that frame. To decide which emotion label should be assigned to the
entire test video; they applied majority voting over all frames in the video. In case of
a tie, the emotion that occured first in an alphabetically sorted list was chosen (i.e. if
the emotions “anger” and “fear” would tie for having the highest amount of detected
frames, then “anger” would be chosen as it occurs before “fear” in alphabetical order).
PCA was applied to the training set, retaining 95% of the variance in the reduced set.
This was used to train one support vector machine (SVM) for every emotion, using
radial basis function (RBF) kernels. The optimal values for the kernel parameter
and the slack variable were found using 5-fold subject-independent cross-validation
on the training set. After the optimal parameter values were found, the classifiers
were trained on the entire data.
If during pre-processing the face detector failed, they decided that that frame had
no emotion in it. If the eye-detection was off, they simply use the detection that the
classifiers provided given the mis-aligned face.
The classification rate for every emotion is given in Table F.1. The confusion
matrix was not provided to the challenge participants by the organizers, as it would
reveal too many details about the test set.
Our method
The method we applied, which is reminiscent of the “baseline method” that uses a
static Uniform LBP, utilizes a dynamic dense area-based appearance descriptors and
statistical machine learning techniques. We applied histograms of oriented gradients
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Table F.1. Independent/specific partition classification rate for every emotion
(“baseline method”).
Person Independent Person specific Overall
anger 0.86 0.92 0.89
fear 0.07 0.40 0.20
joy 0.70 0.73 0.71
relief 0.31 0.70 0.46
sadness 0.27 0.90 0.52
avg. 0.44 0.73 0.56
(HoG) to extract the appearance features by accumulating the gradient magnitudes
for a set of orientations in 1-D histograms defined over a size-adaptive dense grid,
and Support Vector Machines with Radial Basis Function kernels as base learners of
emotions.
Histogram of Oriented Gradients
Histogram of oriented gradient (HoG) feature descriptors were proposed by Dalal and
Triggs [44]. This method that was originally developed for person detection is used in
more general object detection algorithms. The main idea behind the HoG descriptors
is based on edge information. That is each window region can be described by the
local distribution of the edge orientations and the corresponding gradient magnitude.
The local distribution is described by the local histogram of oriented gradients which
is formed by dividing the detection window into a set of small regions called cells,
where the magnitude of the edge gradient for each orientation bin is computed for
all pixels. To provide better invariance, the local HoG is normalized over a block of
neighboring cells.
Dalal and Triggs [44] have shown that HoG outperforms wavelet, PCA-SIFT and
Shape Context approaches.
Different implementations of HoG were considered to study the influence of dif-
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ferent descriptor parameters. For good performance, the authors highlighted the
importance of fine scale gradients, fine orientation binning, relatively coarse spa-
tial binning, and high-quality local contrast normalization in overlapping descriptor
blocks.
The default typical parameters include [−1, 0, 1] gradient filter with no smoothing,
linear gradient voting into 9 orientation bins in 0◦ − 180◦, 16 × 16 blocks of four
overlapping 8× 8 pixel cells, L2 − norm block normalization, block spacing stride of
8 pixels, and 64 × 128 detection window. In our application, we used 8 rows by 6
columns cells of a× a pixels, with a cell spacing stride of a/2 pixels (see sec. F).
Cell spacing stride
Block
Cell
Block spacing stride
Figure F.1. HoG feature levels.
Data Preprocessing
Data were pre-processed as follows. We used the OpenCV face detector to extract
the face location in each frame on which a contrast amelioration and brightness
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normalization have been performed. The detected face was scaled to be 200 by 200
pixels. We then applied the OpenCV implementation of eye-detection, and use the
detected eye locations to, firstly, remove any in-plane rotation of the face, and, to
crop the region of interest. In contrast to the “baseline method”, we did not need to
translate the face so that the subject’s right eye centre be always at given coordinates.
We did not use the detected eye locations to normalise for scale, as the OpenCV eye
detection is too inaccurate for this. For training, the pre-processed images were
manually verified. Incorrectly pre-processed images were removed from the training
set but were not replaced. In the absence of labeled video (not furnished by the
organizers) of the test set, no manual verification was done.
Specific details
To extract features for the emotion recognition sub-challenge, we used a cropped
region from the aligned face, the region of interest is obtained from physiognomic
facial measurements as shown in Fig. F.2. The aligned face area is divided into (48)
squares: 8 rows and 6 columns with a variable side of a pixels. The adaptive grid-size
depend on the distance d between the two eyes as a = d/4.
For each cell a local histogram is processed (Fig. F.1). Then for each block of
2 × 2 cells, the 4 local histograms are concatenated and the resulting histogram
is normalized using the L2 − norm. The twelve normalized histograms are then
concatenated into a global histogram giving a single 432 dimensional feature vector.
We recal that the dimension of the feature vector generated by the Uniform LBP used
in the “baseline method” (Sec. F) has a much higher dimension of 5900 (i.e. 13.66
times higher). The “baseline method” uses PCA to reduce the training set, but no
information was given by the organizers about the final feature set dimensionality.
The experimental protocol of the “baseline method” was followed to decide which
emotion label should be assigned to the entire test video, we applied majority voting
over all frames in the video. In case of a tie, the emotion that occured first in an
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(iii)(ii)(i)
Figure F.2. Eye distance adaptive window–based HoG : (i). In-plane rotated
face, (ii). The baseline distance a extracted from physiognomic measure-
ments of the rotated face, (iii). The cropped ROI based on a.
Figure F.3. A Global HoG concatenating the local HoGs extracted from each
cell.
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alphabetically sorted list was chosen. As base learner classifier, we use a multiclass
radial-basis-function kernel Support Vector Machines which are known as stronger
classifiers for high dimensionality problems, and powerful algorithms for solving dif-
ficult classification problems [34, 180]. We have used the Intel OpenCV Library im-
plementation.
All frames are used to train the multiclass RBF-SVM. If during pre-processing
the face detector failed, we decided that the frame had no emotion in it. If the eye-
detection was off, we simply discarded the frame in the case of training, in the testing
period the emotion was classified as “unknown”. This mis-classification situation
occured twice during the testing phase.
The optimal values for the kernel (F.1) parameter γ and the penalty multiplier
parameter C for outliers were found using a certain number of training epochs.
K(x, x∗i ) = exp
(
−γ‖x− x∗i ‖2
)
(F.1)
If we put σ = (1/
√
2 ∗ pi)(Vmax − Vmin) with Vmax (resp. Vmin) the maximum
(resp. minimum) value of the feature vector elements over the training dataset, then
γe will be given by
γe =
1
(e ∗ σ2) (F.2)
and the multiplier C by
Ce = e ∗ σ1.75 (F.3)
The tuple (γe, Ce) corresponding to the epoch e with highest training accuracy, and a
reasonable number of Support Vectors (SV) relatively to the training set, was selected.
Generally, the stopping criterion is met between e = 10 and e = 15 epochs (Fig. F.4
and Fig. F.5). Equations F.2 and F.3 were derived emperically.
The confusion matrices are presented in Tables F.2, F.3, and F.4, respectively,
for person independent, person specific, and both. Table F.5 shows the indepen-
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Figure F.4. The SVM parameters evolution over training epochs.
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Figure F.5. Stabilization of the number of support vectors from e=25.
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dent/specific partition classification rate for every emotion. These scores were com-
puted by the organizers from the results that we emailed to them.
Table F.2. Confusion matrix, person independent (our method).
pred/truth Anger Fear Joy Relief Sadness
Anger 13 10 1 3 7
Fear 0 1 0 0 0
Joy 1 4 19 1 1
Relief 0 0 0 12 4
Sadness 0 0 0 0 3
Table F.3. Confusion matrix, person specific (our method).
pred/truth Anger Fear Joy Relief Sadness
Anger 12 1 0 1 0
Fear 1 9 0 1 0
Joy 0 0 8 0 0
Relief 0 0 2 8 0
Sadness 0 0 1 0 10
Table F.4. Confusion matrix, overall (our method).
pred/truth Anger Fear Joy Relief Sadness
Anger 25 11 1 4 7
Fear 1 10 0 1 0
Joy 1 4 27 1 1
Relief 0 0 2 20 4
Sadness 0 0 1 0 13
Clearly, from the score tables we can see that our results are in agreement with the
“baseline method”, but are always more accurate. For instance, “fear” was the most
difficult emotion to classify for both methods, and “anger” the easiest, but in both
cases we performed better. The overall classification performance of the proposed
emotion detection system reached 70% (Table F.5) which is better than the 56%
(Table F.1) accuracy achieved by the “baseline method”.
203
Table F.5. Independent/specific partition classification rate for every emotion
(our method).
Person Independent Person specific Overall
anger 0.93 0.92 0.93
fear 0.07 0.90 0.40
joy 0.95 0.73 0.87
relief 0.75 0.80 0.77
sadness 0.20 1.00 0.52
avg. 0.58 0.87 0.70
Conclusions
In this article, we elaborated an emotion recognition framework using dynamic dense
grid-based HoG features. We showed that the proposed method performs better
than static Uniform LBP implementation, used in the “baseline method” offered by
the challenge organizers. The overall classification performance of emotion detection
reached 70% with the HoG feature set, and 56% with the LBP feature set. This
performance is especially due to the HoG global characteristics that are based on
orientation binning of the local edges and the corresponding gradient magnitude. This
is also due to the relative alignment and dynamic scaling of the grid, whereas, even
with a resized face image, the “baseline method” uses an absolute unscaled alignment
that translates the position of the center of the right eye to a fixed coordinates.
Besides, with respect to the sensitivity of the recognition algorithm to the crit-
ical parameters of the multi-class SVM, instead of using the classical n-fold cross-
validation, we have proposed an innovative simple epoch-based strategy to determine
the optimal values for the kernel parameter and the penalty multiplier parameter.
Finally, with integral images [184], HoG features can be completely computed in
real time.
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Annexe G
(ARTICLE) CONTINUOUS EMOTION RECOGNITION
USING GABOR ENERGY FILTERS
Cet article [40] a e´te´ publie´ comme l’indique la re´fe´rence bibliographique
M. Dahmane et J. Meunier. Continuous Emotion Recognition using Gabor
Energy Filters. Dans Proceedings of the 4th international conference on
Affective computing and intelligent interaction - Volume Part II, ACII’11,
pages 351–358, Berlin, Heidelberg, 2011. Springer-Verlag.
Abstract
Automatic facial expression analysis systems try to build a mapping between the
continuous emotion space and a set of discrete expression categories (e.g. happiness,
sadness). In this paper, we present a method to recognize emotions in terms of latent
dimensions (e.g. arousal, valence, power). The method we applied uses Gabor energy
texture descriptors to model the facial appearance deformations, and a multiclass
SVM as base learner of emotions. To deal with more naturalistic behavior, the
SEMAINE database of naturalistic dialogues was used.
Introduction
Within the affective computing research field, researchers are still facing a big chal-
lenge to establish automated systems to recognize human emotions from video se-
quences, since human affective behavior is subtle and multimodal. Recently, efforts
have been oriented on how to modelize affective emotions in terms of continuous di-
mensions (e.g. activation, expectation power, and valence), rather than resolving the
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most known classification problems (e.g. happiness, sadness, surprise, disgust, fear,
anger, and neutral). Prior works on human facial emotion recognition have focused on
both images and video sequences. Different approaches were investigated including
feature-based and appearance-based techniques [57, 139]. Most of these techniques
use databases that were collected under non realistic conditions [194]. An advance
emotion recognition system needs to deal with more natural behaviors in large vol-
umes of un-segmented, un-prototypical, and natural data [156]. The challenge data
were collected from the SEMAINE database [122] which consists of natural dialogue
video sequences that are more challenging and more realistic.
Overview of the database
The dataset is based on the first part of the SEMAINE database called the solid-SAL
part. This part consists of 24 recordings, which were splitted into three partitions:
training (31 sessions: 501277 frames), development (32 sessions: 449074 frames), and
test partition (32 sessions: 407772 frames). Each partition consists of 8 recordings.
Videos were recorded at 50 f/s and at a resolution of 780× 580 pixels.
Overview of the baseline method
The challenge organizers method for the video feature sub-challenge is based on dense
appearance descriptors. They used Uniform Local Binary Pattern (Uniform LBP).
For each frame a preprocessing stage permits to extract the face region using the
OpenCV face detector. Then a registration stage is performed by finding the two
eye positions which were used, first, to remove any in-plane rotation of the face, and
second the distance between these two locations was used to normalize for scale. The
face was translated so that the subject’s right eye centre is always at the coordinates
x = 80, y = 60. The registered image was cropped to 200× 200 pixels face region.
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Challenge baselines
For the emotion analysis problem, four classification sub-problems need to be solved:
the originally continuous dimensions: arousal, expectancy, power, and valence, which
were redefined as binary classification tasks by checking at every frame whether they
were above or below average.
The cropped face area was divided into 100 squares with side of 20 pixels. Uniform
LBP was applied and histograms of all 100 blocks were concatenated into a relatively
high (5900) dimensional feature vector. Besides, as the video sequences were very
large, the authors chose to sample periodically the data by selecting 1000 frames
from the training partition and 1000 frames from the development partition. The
extracted frame descriptors were used to train a Support Vector Machine (SVM)
using Radial Basis Function (RBF) kernels.
No further details were given about possible preprocessing failure, for instance, if
the face detector failed or if the eye detection was off.
The classification rate for every dimension is given in Table G.1. It shows the
accuracy for training on the training partition and testing on the development par-
tition, as well as for training on the unification of the training and the development
partitions and testing on the test partition sub-set.
Table G.1. Baseline results (WA stands for weighted accuracy, and UA for un-
weighted).
Accuracy Activation Expectation Power Valence
WA UA WA UA WA UA WA UA
Devel 60.2 57.9 58.3 56.7 56.0 52.8 63.6 60.9
Test 42.2 52.5 53.6 49.3 36.4 37.0 52.5 51.2
208
Technical approach
Our method uses dense facial appearance descriptors. We applied Gabor energy to
extract the facial appearance features by calculating the responses to a set of filters. A
multiclass Support Vector Machine with polynomial kernels was used as base learner
of the affective dimensions.
Gabor filtering
In the literature, one can find several attempts at designing feature–based methods
using Gabor wavelets [50, 102, 107, 115, 158, 168, 178, 194], due to their interesting and
desirable properties including spatial locality, self similar hierarchical representation,
optimal joint uncertainty in space and frequency as well as biological plausibility [64].
Gabor filtering permits to describe via image convolution, with Gabor wavelet
(Eq. G.1), the spatial frequency structure around the pixel x.
Ψλ,θ,ϕ,σ,γ (x) = exp
(
−x
′2 + γ2 y′2
2σ2
)
cos
(
2pi
x′
λ
+ ϕ
)
(G.1)
with
x′ = x cos θ + y sin θ
y′ = −x sin θ + y cos θ
and where λ, θ, ϕ, σ, and γ stand, respectively, for wavelength, orientation, phase
offset, aspect ratio, and the bandwidth.
Gabor energy filter
Relative to the simple linear Gabor filtering, the energy filter gives a smoother re-
sponse to an edge or a line of appropriate width with a local maximum exactly at the
edge or in the center of the line [76, 142] (see figure G.1). The energy filter response
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Figure G.1. Left column: facial images with a given emotion. Middle :
Energy filter output. Right: Standard Gabor filter output.
is obtained by combining the convolutions obtained from two different phase offsets
(ϕ0 = 0) and (ϕ1 = pi/2) using the L2-norm. Figure G.1 shows the outputs of the
Gabor energy filter vs. the standard Gabor filter applied on facial images with certain
emotions, using 5 different orientations (θ ∈ [0 : pi/4 : pi]) with λ = 8, ϕ ∈ {0, pi/2},
γ = 0.5, and b = 1.
Data processing
First, we used the OpenCV face detection to extract the face region in each frame,
which is scaled to 200 by 200 pixels. We did not use eye positions to normalize
for scale, as the OpenCV eye detector is too inaccurate to do this, particularly for
oriented head or closed eyes. The Gabor energy filter output of the cropped face
region was divided into 10× 10 cells then, 25 blocks were defined by gathering 2× 2
neighboring cells . For each cell, a local histogram was processed in which each
bin represented a frequency at a selected orientation. The parameters were set as
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follows λ ∈ {5, 10, 15} and θ ∈ [0 : pi/8 : 7pi/8]. So each histogram had 24 bins (3
frequencies×8 orientations). After that, for each block, the 4 local histograms were
concatenated to generate a block-histogram that was locally normalized using the L2-
norm. Thus the local values were not affected by the extreme values in other blocks.
The 25 block-histograms were then concatenated into a region-histogram giving a
single 2400 dimensional feature vector which remained relatively small compared to
the baseline feature vector.
The Experimental protocols
• The protocol to decide which affective dimension label should be assigned to
every frame consisted of a majority voting. In case of a tie, the class that
occurred first in the alphabetical order was chosen. This does not introduce a
bias in the results; since in this case by default, SVM assigns labels considering
the class label order.
• Because of the large amount of data (over 1.3 million frames) and relatively high
feature dimensionality (2400 features per frame) we decided to sample frames
from the videos sequences at interval of 10 frames. However, if a new class label
appeared in the video, we decreased the sampling rate to 4 frames, after a while
the rate was again increased to 10 frames. Thus, we reduced the risk of missing
transitions in the affective continuous dimensions over the stream.
• If during preprocessing, the face detector failed, we decided in the case of train-
ing to simply discard the frame. Whereas, for the testing stage, the code label
of the preceding frame was used to label the current frame.
• For practical considerations, we used a 4-bit binary code for class labeling. A
‘1’ in the leftmost bit position indicated that the affective element “valence”
was above average.
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The SVM kernel that we used in this work, is given by equation (G.2). The
penalty parameter for outliers was fixed to C = 10.
K(x, x∗i ) = (8. (x · x∗i ) + 1.)10. (G.2)
The classification accuracies of the video sub-challenge over the different affective
dimensions are shown in Table G.2. The τ values indicate the different thresholds we
used to translate the SVM hyperplane. Two tests were performed, on two different
partitions: development and test subsets. For the test set, the scores were computed
by the organizers from the results that we emailed to them.
Table G.2. The results of our proposed method (WA stands for weighted accu-
racy, and UA for unweighted).
Accuracy(%) Activation Expectation Power Valence
WA UA WA UA WA UA WA UA
Devel (τ = 0.0) 54.9 55.0 51.8 51.2 53.2 52.8 56.6 55.5
τ = 0.0 63.4 63.7 35.9 36.6 41.4 41.1 53.4 53.6
Test τ = −.2 58.0 58.4 41.0 41.0 50.5 49.7 48.6 50.5
τ = −.3 55.1 55.7 46.7 43.0 50.4 49.5 48.6 51.0
τ = −.4 53.2 53.9 54.8 46.6 50.7 49.7 47.7 50.4
Table (G.2), shows that, on the development partition, all the different affective
dimensions were recognized at approximately the same rates (Fig. G.2). All obtained
rates are better than chance but somewhat lower than the ones obtained by the
baseline method probably due the RBF kernel that this method used.
Figure (G.3) shows that our method performs better than the baseline method
for the arousal, expectation, and power classes. The three dimension accuracies are
above 50%. Power was the most difficult affective class to recognize for the baseline
method with only 36%. The lowest score we obtained was for valence with 48%.
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Figure G.2. Comparison of results: Test on the development partition.
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Figure G.3. Comparison of results: Test on the testing partition.
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Figure G.4. Comparison of results: Test on the test partition at different SVM
hyperplanes
The overall classification performance of the proposed approach reached 51.6%
with almost equally distributed classification errors with a mean absolute deviation
of 1%. That is better than the 46.2% achieved by the baseline method with a higher
MAD of 7% (Fig. G.4).
Conclusions
In this paper, we presented a method to recognize different emotions explained in
terms of latent dimensions. We considered Gabor energy filters for image represen-
tation. For each face region, we used a uniform grid to integrate the filter response
in one histogram by cell. The concatenated histogram represented the emotion de-
scriptor. We used one multiclass polynomial-SVM to classify the extracted emotion
descriptors. The experiment evaluation on both development and test partitions,
showed promising results on the challenging AVEC 2011 dataset. The overall classi-
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fication performance of the affective dimensions classification reached 51.6% with the
Gabor energy filters, and 46.1% with the LBP feature set. In future, we intend to
study the performance of radial-basis-function kernel SVM type, where the optimal
parameters will be fixed by using what we called “epoch” based strategy [41]. Also,
we will investigate the use of a threshold adjusting procedure that relaxes the SVM
threshold from zero.
