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Abstract
We generalize Kontsevich’s construction [38] of L∞-derivations of polyvector fields
from the affine space to an arbitrary smooth algebraic variety. More precisely, we
construct a map (in the homotopy category) from Kontsevich’s graph complex to the
deformation complex of the sheaf of polyvector fields on a smooth algebraic variety. We
show that the action of Deligne-Drinfeld elements of the Grothendieck-Teichmu¨ller Lie
algebra on the cohomology of the sheaf of polyvector fields coincides with the action of
odd components of the Chern character. Using this result, we deduce that the Aˆ-genus
in the Calaque-Van den Bergh formula [12] for the isomorphism between harmonic and
Hochschild structures can be replaced by a generalized Aˆ-genus.
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1 Introduction
Inspired by Grothendieck’s lego-game from [31], V. Drinfeld introduced in [24] a pro-unipotent
algebraic group which he called the Grothendieck-Teichmu¨ller group GRT. This group is
closely connected with the absolute Galois group Gal(Q /Q), it appears naturally in the
study of moduli of algebraic curves, solutions of the Kashiwara-Vergne problem [1], theory
of motives [6], [15], [26] and formal quantization procedures [18], [19], [43], [44]. The Lie
algebra grt of GRT carries a natural grading by positive integers. Furthermore, according
to [24, Proposition 6.3], grt has a non-zero vector σn for every odd degree n ≥ 3. We call
σn’s Deligne-Drinfeld elements of grt.
In paper [44], the third author established a link between the graph complex GC intro-
duced in [38] by M. Kontsevich and the Lie algebra grt of the Grothendieck-Teichmu¨ller
group. More precisely, in [44], it was shown that
H0(GC) ∼= grt . (1.1)
In paper [39], M. Kontsevich conjectured that the Grothendieck-Teichmu¨ller group reveals
itself in the extended moduli [4] of deformations of an algebraic variety X via the action of
odd components of the Chern character of X on the cohomology of the sheaf of polyvector
fields
H•(X, Tpoly) . (1.2)
In this paper, we use the isomorphism (1.1) to establish this fact for an arbitrary smooth
algebraic variety X over an algebraically closed field K of characteristic zero.
More precisely, we define a map (in the homotopy category of dg Lie algebras) from GC
to the deformation complex of the sheaf of polyvector fields Tpoly on an arbitrary smooth
algebraic variety X . This result generalizes Kontsevich’s construction [38, Section 5] from
the case of affine space to the case of an arbitrary smooth algebraic variety.
Using a link [44] between the graph complex GC and the deformation complex of the
operad Ger, we prove that every cocycle γ ∈ GC gives us a derivation of the Gerstenhaber
algebra (1.2).
Combining these results with the isomorphism (1.1), we get a natural action of the Lie
algebra grt on the cohomology (1.2) of the sheaf of polyvector fields. In addition, we deduce
that this action is compatible with the Gerstenhaber algebra structure on (1.2).
We show that the action of Deligne-Drinfeld element σn (n odd ≥ 3) of grt on (1.2)
is given by a non-zero multiple of the contraction with the n-th component of the Chern
character of X . This result confirms that the Grothendieck-Teichmu¨ller group indeed reveals
itself in the extended moduli of deformations of X in the way predicted by M. Kontsevich
in [39]. Our results imply that the contraction of polyvector fields with any odd component
of the Chern character induces a derivation of (1.2) with respect to the cup-product. This
statement was formulated in [39, Theorem 9] without a proof.
We prove that the Aˆ-genus in the Calaque-Van den Bergh formula [12] for the isomor-
phism between harmonic and Hochschild structures can be replaced by a generalized Aˆ-genus.
We give examples of algebraic varieties for which odd components of the Chern character
act non-trivially on (1.2). In particular, using Theorem 8.1, we show that smooth Calabi-
Yau complete intersections in projective spaces provide us with a large supply of non-trivial
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representations of the Grothendieck-Teichmu¨ller Lie algebra grt. This situation is strikingly
different from what we have in the classical Duflo theory and in the classical Poisson ge-
ometry. Indeed, as remarked by M. Duflo (see [39, Section 4.6]), the action of grt on Duflo
isomorphisms is trivial for all (non-graded) Lie algebras. Furthermore, the authors are still
unaware of any instance of a (non-graded) Poisson structure on which grt acts non-trivially.
Finally, we show how Corollary 8.2 allows us to get some information about the Gersten-
haber algebra structure on (1.2) when X is a complete intersection in a projective space.
Recent related results We would like to mention two papers [2] and [36] in which similar
results were obtained.
In paper [2], J. Alm and S. Merkulov proved that, for an arbitrary formal Poisson struc-
ture π on a smooth real manifold M and an arbitrary element g of the group GRT, the
Poisson cohomology H•(M, g(π)) of g(π) is isomorphic to the Poisson cohomology H•(M,π)
of π as a graded associative algebra.
In paper [36], C. Jost described a large class of L∞-automorphisms of the Schouten
algebra of polyvector fields on Rd which can be “extended” to L∞-automorphisms of the
Schouten algebra of polyvector fields on an arbitrary smooth real manifold. Combining this
result with the isomorphism (1.1), C. Jost constructed an action the group GRT by L∞-
automorphisms on the Schouten algebra of polyvector fields on an arbitrary smooth real
manifold.
Structure of the paper In the remaining subsections of the Introduction, we fix notation
and conventions.
Sections 2 and 3 are devoted to the Fedosov resolution of the sheaf of tensor fields on a
smooth algebraic variety.
The key idea of this construction [16], [17] has various incarnations and it is often re-
ferred to as the Gelfand-Fuchs trick [27] or Gelfand-Kazhdan formal geometry [28] or mixed
resolutions [45].
The version given here is a modification of the construction proposed in [42] by M. Van
den Bergh. The important advantage of our version is that we managed to streamline Van
den Bergh’s approach by avoiding completely the use of formal schemes and the use of jets.
We believe that our modification of Van den Bergh’s construction will be useful far beyond
the scope of our paper.
In Section 4, we describe a convenient explicit representative of the Atiyah class of X
in the Fedosov resolution of the tensor algebra. In this section, we also observe that the
Fedosov resolution allows us to represent this class by a global section of some sheaf unlike
the conventional representative which is given by a 1-cochain in the Cˇech complex.
In Section 5, we recall the operad Gra, the full graph complex fGC, and Kontsevich’s
graph complex [38, Section 5] GC. We state the results of the third author from [44] which
are used later in the text and introduce a couple of dg Lie algebras related to the full graph
complex fGC.
Section 6 is devoted to the construction of a map Θ of dg Lie algebras from Kontsevich’s
graph complex GC to the deformation complex of the dg sheaf FR which is quasi-isomorphic
to the sheaf of polyvector fields on X . In this section, we consider the sheaf FR primarily
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with the Schouten-Nijenhuis bracket forgetting the cup product structure. However, in
technical Section 6.1, we extend the map Θ to a map from an auxiliary dg Lie algebra linked
to fGC to the deformation complex of FR, where FR is viewed as a sheaf of dg Gerstenhaber
algebras.
In Section 7, we prove that for every cocycle γ ∈ GC the cocycle Θ(γ) induces a derivation
of the Gerstenhaber algebra H•(X, Tpoly).
In Section 8, we give a geometric description of the action of Deligne-Drinfeld elements of
grt on the Gerstenhaber algebra H•(X, Tpoly). In this section, we also prove that the contrac-
tion with odd components of the Chern character induces derivations of the Gerstenhaber
algebra H•(X, Tpoly).
In Section 9, we generalize the result [12] of D. Calaque and M. Van den Bergh on
harmonic and Hochschild structures of a smooth algebraic variety.
In Section 10, we give several examples which show that Theorem 8.1 and Theorem 9.2
are non-trivial. Many of these examples can be found among complete intersections in a
projective space.
At the end of the paper we have several appendices.
In Appendix A, we briefly recall the notion of a homotopy O-algebra and the notion of
the deformation complex of an O-algebra.
In Appendix B, we recall necessary constructions related to sheaves of algebras over an
operad. More precisely, we review the Thom-Sullivan normalization and use it to define
derived global sections for a dg sheaf A of operadic algebras and the deformation complex of
A. Although the Thom-Sullivan normalization is extremely convenient for proving general
facts about derived global sections and the deformation complex, in the bulk of our paper,
we use the conventional Cech resolution. This use is justified by Propositions B.5 and B.8.
In Appendix C, we briefly recall twisting of shifted Lie algebras and Gerstenhaber algebras
by Maurer-Cartan elements. In this appendix, we also extend the twisting operation to a
subspace of cochains in the deformation complexes of such algebras.
Most of the material given in the appendices is standard and well known to specialists.
However, various statements are hard to find in the literature in the desired generality. So
we added these appendices for convenience of the reader.
1.1 Notation and conventions
Throughout the paper K is an algebraically closed field of characteristic zero.
The notation Sn is reserved for the symmetric group on n letters and Shp1,...,pk denotes
the subset of (p1, . . . , pk)-shuffles in Sn, i.e. Shp1,...,pk consists of elements σ ∈ Sn, n =
p1 + p2 + · · ·+ pk such that
σ(1) < σ(2) < · · · < σ(p1),
σ(p1 + 1) < σ(p1 + 2) < · · · < σ(p1 + p2),
. . .
σ(n− pk + 1) < σ(n− pk + 2) < · · · < σ(n) .
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For algebraic structures considered in this paper, we use the following symmetric monoidal
categories for which we tacitly assume the usual Koszul rule of signs:
• the category of Z-graded K-vector spaces,
• the category of (possibly) unbounded cochain complexes of K-vector spaces,
• the category of sheaves of Z-graded K-vector spaces,
• the category of sheaves of (possibly) unbounded cochain complexes of K-vector spaces.
In particular, we frequently use the ubiquitous combination “dg” (differential graded) to
refer to algebraic objects in the category of cochain complexes or the category of sheaves
of cochain complexes. We often consider a graded vector space (resp. a sheaf of graded
vector spaces) as the cochain complex (resp. the sheaf of cochain complexes) with the zero
differential.
For a homogeneous vector v in a cochain complex V, |v| denotes the degree of v . Fur-
thermore, we denote by s (resp. s−1) the operation of suspension (resp. desuspension),
i.e.
(sV)• = V•−1 , (s−1 V)• = V•+1 .
We reserve the notation S(V) (resp. S(V)) for the symmetric algebra (resp. the truncated
symmetric algebra) in V:
S(V) = K ⊕
⊕
n≥1
(
V⊗n
)
Sn
, (1.3)
S(V) =
⊕
n≥1
(
V⊗n
)
Sn
. (1.4)
The notation Lie (resp. Com, Ger) is reserved for the operad governing Lie algebras
(resp. commutative (and associative) algebras without unit, Gerstenhaber algebras without
unit). Dually, the notation coLie (resp. coCom) is reserved for the cooperad governing Lie
coalgebras (resp. cocommutative (and coassociative) coalgebras without counit).
For an operad O (resp. a cooperad C) and a cochain complex (or a sheaf of cochain
complexes) V, the notation O(V) (resp. C(V)) is reserved for the free O-algebra (resp.
cofree C-coalgebra). Namely,
O(V) :=
⊕
n≥0
(
O(n)⊗ V⊗n
)
Sn
, (1.5)
C(V) :=
⊕
n≥0
(
C(n)⊗ V⊗n
)Sn
. (1.6)
For example1
coCom(V) = S(V) . (1.7)
1In our paper, we often identify invariants and coinvariants using the fact that the underlying field K has
characteristic zero.
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For an augmented operad O (resp. a coaugmented cooperad C) the notation O◦ (resp.
C◦) is reserved for the kernel (resp. the cokernel) of the augmentation (resp. the coaugmen-
tation). For example,
coCom◦(n) =
{
K if n ≥ 2 ,
0 otherwise .
We denote by Λ the endomorphism operad of the 1-dimensional vector space s−1K placed
in degree −1
Λ = Ends−1K . (1.8)
In other words,
Λ(n) = s1−nsgnn ,
where sgnn is the sign representation for the symmetric group Sn We observe that the
collection Λ is also naturally a cooperad.
For a dg operad (resp. a dg cooperad) P in we denote by ΛP the dg operad (resp. the
dg cooperad) which is obtained from P via tensoring with Λ, i.e.
ΛP (n) = s1−nP (n)⊗ sgnn . (1.9)
For example, an algebra over ΛLie is a graded vector space V equipped with the binary
operation:
{ , } : V ⊗ V → V
of degree −1 satisfying the identities:
{v1, v2} = (−1)
|v1||v2|{v2, v1}
{{v1, v2}, v3}+ (−1)
|v1|(|v2|+|v3|){{v2, v3}, v1}+ (−1)
|v3|(|v1|+|v2|){{v3, v1}, v2} = 0 ,
where v1, v2, v3 are homogeneous vectors in V .
Ger∨ denotes the Koszul dual cooperad [25], [29], [30] for Ger . It is known [32] that
Ger∨ = Λ2Ger∗ , (1.10)
where Ger∗ is obtained from the operad Ger by taking the linear dual. In other words,
algebras over the linear dual (Ger∨)∗ are very much like Gerstenhaber algebras except that
the bracket carries degree 1 and the multiplication carries degree 2 .
The notation Cobar is reserved for the cobar construction (see [20, Section 3.7]).
A graph Γ is a pair (V (Γ), E(Γ)), where V (Γ) is a finite non-empty set and E(Γ) is a set
of unordered pairs of elements of V (Γ). Elements of V (Γ) are called vertices and elements
of E(Γ) are called edges. We say that a graph Γ is labeled if it is equipped with a bijection
between the set V (Γ) and the set of numbers {1, 2, . . . , |V (Γ)|} . We allow a graph with the
empty set of edges. An orientation of Γ is a choice of directions on all edges of Γ.
In this paper, X denotes a smooth algebraic variety over K. We denote by OX the
structure sheaf on X , by TX (resp. T ∗X) the tangent (resp. cotangent) sheaf and by
Tpoly = SOX (sTX) (1.11)
the sheaf of polyvector fields.
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1.2 Trimming operadic algebras
Here we present a special construction which is used throughout the text.
Let V be an algebra over a (possibly colored) dg operad O with the underlying graded
operad O˜ . Furthermore, let {iv}v∈S be a set of degree −1 derivations of the O˜ -algebra V .
Let V [S] be the subcomplex of basic elements of V with respect to S, i.e.
V [S] := {w ∈ V | ∀ v ∈ S iv(w) = (∂ ◦ iv + iv ◦ ∂)(w) = 0} , (1.12)
where ∂ is the differential on V . It is easy to see the O-algebra structure on V descends to
the subcomplex of basic elements.
We call the construction of the O-algebra V [S] from an O-algebra V and a set of degree
−1 derivations {iv}v∈S trimming.
Memorial note: Unfortunately, none of the authors met Boris Vasilievich Fedosov per-
sonally. However, we were influenced greatly by his works. We devote this paper in his
memory.
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2 The sheaves OcoordX and O
aff
X
Let X be a smooth algebraic variety of dimension d over an algebraically closed field K of
characteristic zero.
In this section, we recall the constructions of the sheaves OcoordX and O
aff
X associated to
the structure sheaf OX on X . We use these sheaves in Section 3 to construct the Fedosov
resolution of the sheaf of tensor fields on X .
2.1 The sheaf of OX-algebras OdX
Let R be a commutative K-algebra with identity.
8
Let i, j, . . . denote multi-indices i = (i1, i2, . . . , id), j = (j1, j2, . . . , jd), with is, jt being
non-negative integers. For every multi-index i the notation | i | is reserved for the length of
the multi-index i , namely
| i | = i1 + i2 + · · ·+ id . (2.1)
Definition 2.1 Let us consider pairs
(f, i) (2.2)
with f ∈ R and i being a multi-index . We set Rd to be the quotient of the free commutative
algebra over R generated by pairs (2.2) with the respect to the ideal generated by relations2
((f + g), i) = (f, i) + (g, i) , (fg, i) =
∑
j+k=i
(f, j)(g, k) ,
(f, (0, 0, . . . , 0)) = f , (λ, i) = 0 whenever | i | ≥ 1
(2.3)
∀ f, g ∈ R, λ ∈ K .
It is convenient to use the notation fi for the pair (f, i) . So, from now on, we switch to
this notation.
It is also convenient to assign to each f ∈ R the following formal Taylor power series
f˜ =
∑
i
fit
i ∈ Rd[[t1, t2, . . . , td]] , (2.4)
where ti = (t1)i1(t2)i2 . . . (td)id and the summation goes over all multi-indices i .
Using the notation f˜ it is possible to rewrite the relations (2.3) in the following condensed
form
˜(f + g) = f˜ + g˜ , f˜ g = f˜ g˜ , f˜
∣∣∣
t=0
= f , λ˜ = λ, (2.5)
with f, g ∈ R and λ ∈ K .
Relations (2.5) imply that the formula
I(f) = f˜ (2.6)
defines an injective homomorphism of K-algebras from R to Rd[[t1, t2, . . . , td]] .
The construction of the R-algebra Rd from a K-algebra R is functorial in the following
sense: for every map of K-algebras ϕ : R→ R˜ we have a map (of K-algebras)
ϕd : Rd → R˜d
which makes the following diagram commutative.
R

ϕ
// R˜

Rd
ϕd
// R˜d
(2.7)
2Here we use the obvious structure of Abelian semigroup on the set of multi-indices.
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Let f be a non-zero element of R . Applying the functoriality (2.7) to the natural map
from R to its localization Rf we get the commutative diagram
R

// Rf

Rd // (Rf )
d
(2.8)
of maps of K-algebras.
Using the lower horizontal arrow in (2.8) we produce the obvious map of Rf -modules:
ψf :
(
Rd
)
f
→ (Rf )
d . (2.9)
We claim that
Proposition 2.2 For every commutative K-algebra R and any non-zero element f ∈ R the
map ψf (2.9) is an isomorphism of Rf -modules.
Proof. Since f is invertible in
(
Rd
)
f
, the element f˜ is invertible in the algebra
(
Rd
)
f
[[t1, . . . , td]] .
Let us denote by f ∗i ∈
(
Rd
)
f
the coefficient in front of ti in the series ( f˜ )−1 ∈
(
Rd
)
f
[[t1, . . . , td]] .
For example,
f ∗(0,0,...,0) =
1
f
,
and
f ∗(1,0,...,0) = −
f(1,0,...,0)
f 2
.
Next, we claim that the formulas
νf(ai) := ai , νf
(
(f−1)i
)
:= f ∗i , a ∈ R (2.10)
define a homomorphism of Rf -algebras
νf :
(
Rf
)d
→
(
Rd
)
f
.
Indeed, formulas (2.10) define νf on generators of
(
Rf
)d
and it is not hard to check νf
respects all the defining relations.
Furthermore it is not hard to see that νf is the inverse of ψf (2.9) . 
Proposition 2.2 implies the following.
Corollary 2.3 Let X be an algebraic variety over K and U be an affine open subset of X
with RU = OX(U) . Furthermore, let (RdU )˜ be the quasicoherent sheaf on U corresponding to
the RU -module R
d
U . Then the formula
OdX
∣∣∣
U
:= (RdU )˜
defines a quasicoherent sheaf of OX-algebras. 
10
Let us remark that the definition of the sheaf OdX makes perfect sense for an arbitrary
(not necessarily smooth) algebraic variety X .
For a smooth algebraic variety X we have the following statement.
Proposition 2.4 Let X be a smooth algebraic variety over K of dimension d . Furthermore,
let U be an affine subset of X which admits3 a global system of parameters:
x1, x2, . . . , xd ∈ OX(U) . (2.11)
Then OdX(U) is isomorphic to the polynomial algebra over OX(U) in the generators{
xai
}
|i|≥1, 1≤a≤d
. (2.12)
Proof. Let us set
R := OX(U) .
Our goal is to show that the obvious map of commutative R-algebras
̺ : R
[
{xai }|i|≥1, 1≤a≤d
]
→ Rd (2.13)
is an isomorphism.
For this purpose we introduce increasing filtrations on both algebras R
[
{xai }|i|≥1, 1≤a≤d
]
and Rd .
R = F 0 ⊂ F 1 ⊂ F 2 ⊂ F 3 ⊂ . . . ⊂ R
[
{xai }|i|≥1, 1≤a≤d
]
,
R = F 0Rd ⊂ F 1Rd ⊂ F 2Rd ⊂ . . . ⊂ Rd ,
where
Fm = R
[
{xai }1≤|i|≤m, 1≤a≤d
]
and FmRd is the quotient of the polynomial algebra
R
[
{fi}f∈R, |i|≤m
]
by the relations of Rd (2.3) involving only the elements fi with |i| ≤ m .
Furthermore, for each m ≥ 0 we introduce the ideal I˜
m
(resp. Im) of the R-algebra
FmRd (resp. Fm). The ideal I˜
m
⊂ FmRd is generated by elements fi where f ∈ R and
1 ≤ |i| ≤ m. The ideal Im ⊂ Fm is generated by elements xai for 1 ≤ a ≤ d and |i| ≤ m .
For m = 0 we set
I0 = I˜
0
= 0 .
It is clear that the map ̺ (2.13) is compatible with the filtrations and moreover
̺(Im) ⊂ I˜
m
.
Let us prove, by induction, that for each m ≥ 0 the map ̺ (2.13) gives us an isomorphism
from Fm to FmRd and
̺(Im) = I˜
m
.
3Equivalently, we could say that U admits an e´tale map to the affine space Ad
K
.
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For m = 0 the statement is obvious. Let assume that the desired statement holds for
m− 1 .
The R-algebra FmRd is obtained from Fm−1Rd via adjoining elements fi with |i| = m
and imposing the relations
(f + g)i = fi + gi
λi = 0 ∀ λ ∈ K
(fg)i = fig + fgi + . . .
(2.14)
where . . . stands for a sum of elements in the ideal I˜
m−1
.
Therefore, the quotient R-algebra
FmRd
/
I˜
m−1
(2.15)
is isomorphic to the symmetric algebra (over R) on N(d,m)-copies of the module Ω1K(R) of
Ka¨hler differentials
SR
(
(Ω1K(R))
⊕ N(d,m)
)
, (2.16)
where N(d,m) is the total number4 of multi-indices i of length m .
Let us consider the following commutative diagram of maps of commutative rings:
0 // Im−1 //
̺

Fm //
̺

Fm
/
Im−1 //

0
0 // I˜
m−1
// FmRd // FmRd
/
I˜
m−1
// 0
(2.17)
Since R has a global system of parameters (2.11), Ω1K(R) is a free
5 R-module on the 1-forms
dxa . Therefore, the right most vertical arrow in (2.17) is an isomorphism.
On the other hand, the left most vertical arrow is also an isomorphism by the induction
assumption.
Thus, by the five lemma, the middle vertical arrow in (2.17) is also an isomorphism.
It remains to show that for every f ∈ R and for every multi-index i of length m the
element fi belongs to ̺(I
m) .
Since variables x1, x2, . . . , xd form a global system of parameters for R, for each f ∈ R
there exists a unique collection of elements {fa}1≤a≤d ∈ R such that
df =
d∑
a=1
fa dx
a .
Hence, using the above isomorphism between the quotient (2.15) and the symmetric algebra
(2.16) we deduce that, for every multi-index i of length m,
fi =
d∑
a=1
fa x
a
i + . . . , (2.18)
4N(d,m) is also the number of integer points inside the (d− 1)-simplex {(u1, u2, . . . , ud), ui ≥ 0, u1 +
u2 + · · ·+ ud = m} .
5This is an easy exercise from algebraic geometry.
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where . . . stands for a sum of elements in the ideal I˜
m−1
.
Thus, due to the inductive assumption, fi belongs to ̺(I
m) .
Proposition 2.4 is proven. 
From now on, we assume that X is a smooth algebraic variety over K of dimension d .
2.2 The sheaf of OX-algebras OcoordX
Let R be the ring of functions O(U) on a smooth affine variety U of dimension d . Let us
assume that U has a global system of parameters
x1, x2, . . . , xd ∈ R . (2.19)
For every xa we rewrite the formal series x˜a ∈ Rd[[t1, . . . , td]] as follows
x˜a = xa +
d∑
b=1
xa(b)t
b +
∑
i, | i |>1
xai t
i (2.20)
where (b) denotes the multi-index (0, . . . , 0, 1, 0, . . .0) with 1 placed in the b-th spot and | i |
is the length (2.1) of the multi-index i .
Proposition-Definition 2.5 We define the K-algebra Rcoord as the localization of Rd with
respect to the element
det ||xa(b)|| .
This definition does not depend on the choice of the system of parameters (2.19).
Proof. Since x1, x2, . . . , xd ∈ R form a global system of parameters on U the module Ω1K(R)
of Ka¨hler differentials is freely generated by {dxa}1≤a≤d . In particular, for every f ∈ R the
element df can be written uniquely in the form
df = fa dx
a , fa ∈ R . (2.21)
Let y1, . . . , yd ∈ R be another global system of parameters. The above observation implies
that there exist elements Λab ∈ R such that
dya = Λab dx
b . (2.22)
Furthermore, since the elements y1, . . . , yd also form a global system of parameters, the
R-valued matrix ||Λab || has to be invertible.
In order to prove the proposition, we observe that the operation
db(f) = f(b) : R→ R
d (2.23)
is a K-linear derivation of R-modules.
Therefore, for every f ∈ R we have
db(f) = fa x
a
(b) , (2.24)
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where fa ∈ R are the coefficients in the decomposition (2.21) .
Thus, for ya we have
ya(b) = Λ
a
c x
c
(b) (2.25)
and hence
det ||ya(b)|| = det ||Λ
a
b || det ||x
a
(b)|| .
The desired statement follows immediately from the fact that the matrix ||Λab || is invert-
ible. 
LetX be an arbitrary smooth algebraic variety overK and U be an affine open subset ofX
equipped with a global system of parameters. Furthermore, let RU = OX(U) and
(
RcoordU
)˜
be
the quasi-coherent sheaf on U corresponding to the RU -module R
coord
U . Combining Corollary
2.3 with Proposition-Definition 2.5 we see that the formula
OcoordX
∣∣∣
U
:=
(
RcoordU
)
˜
defines a quasi-coherent sheaf OcoordX of OX -algebras over X .
Proposition 2.4 implies the following statement:
Corollary 2.6 If X is a smooth algebraic variety over K of dimension d and U is an affine
subset of X which admits a global system of parameters
x1, x2, . . . , xd ∈ OX(U), (2.26)
then OcoordX (U) is isomorphic to the quotient
OX(U)
[
{xai }|i|≥1, 1≤a≤d ∪ {K}
]/
〈K det ||xa(b)|| − 1〉 (2.27)
of the polynomial algebra over OX(U) in the variables
{xai }|i|≥1, 1≤a≤d ∪ {K}
with respect to the ideal generated by the element K det ||xa(b)|| − 1 . 
Remark 2.7 Following [42, Section 6.1], one can think of OcoordX (U) as the ring of functions
of the (infinite dimensional) affine scheme of formal coordinate systems on U .
2.3 The sheaf of OX-algebras OaffX
Let us start by observing that there is an obvious bijection between the set of multi-indices
{i = (i1, i2, . . . , id) | is ≥ 0, | i | ≥ 1}
and the set of symmetric multi-indices{
(a1, a2, . . . , ak) | 1 ≤ at ≤ d, k ≥ 1
}/
(. . . , as, . . . at, . . . ) = (. . . , at, . . . as, . . . ) . (2.28)
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This bijection assigns to the multi-index i the symmetric multi-index
(1, 1, . . . , 1︸ ︷︷ ︸
i1 times
, 2, 2, . . . , 2︸ ︷︷ ︸
i2 times
, . . . , d, d, . . . , d︸ ︷︷ ︸
id times
) . (2.29)
Notice that k in (2.28) is exactly the length | i | of the multi-index i .
For a symmetric multi-index (a1, a2, . . . , ak) corresponding to i = (i1, i2, . . . , id) and f ∈ R
we set6
f(a1,a2,...,ak) := i1! i2! . . . id! fi . (2.30)
It is clear that the R-algebra Rd is the quotient of the free R-algebra in elements{
f(a1,a2,...,ak)
}
1≤at≤d, k≥1
(2.31)
with respect to the ideal generated by the relations
f(...,ai,ai+1,... ) = f(...,ai+1,ai,... ) , λ(a1,a2,...,ak) = 0 , (2.32)
˜(f + g) = f˜ + g˜ , f˜ g = f˜ g˜ , (2.33)
where λ ∈ K, f, g ∈ R and
f˜ = f +
∑
k≥1
∑
1≤at≤d
1
k!
f(a1,a2,...,ak)t
a1ta2 . . . tak ∈ Rd[[t1, t2, . . . , td]] . (2.34)
Equation (2.30) allows us to switch back and forth between the sets of generators {fi}|i|≥1
and (2.31).
We claim that
Proposition 2.8 The formula
h(f(a1,a2,...,ak)) =
∑
1≤b1,...,bk≤d
hb1a1h
b2
a2
. . . hbkakf(b1,b2,...,bk) , (2.35)
h = ||hba|| ∈ GLd(K)
defines a left action of the affine algebraic group GLd(K) on the R-algebra Rd This action
extends in the obvious way to Rcoord and to the sheaf of OX-algebras O
coord
X for any smooth
algebraic variety X over K .
Proof. A direct computation shows that for every pair h, h′ ∈ GLd(K)
h
(
h′(f(a1,a2,...,ak))
)
= hh′(f(a1,a2,...,ak)) .
It is also clear that the ideal generated by relations (2.32) and (2.33) is closed with the
respect to the action of GLd(K) .
Thus, formula (2.35) indeed defines a left action of GLd(K) on the R-algebra Rd .
6Here R is the algebra of functions on a smooth affine variety U .
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Let us recall that Rcoord is obtained from Rd by localizing with respect to the element
det ||xa(b)|| ,
where x1, . . . , xd is the global system of parameters for Spec(R) .
Since for every h ∈ GLd(K)
h(xa(b)) =
d∑
c=1
hcb x
a
(c)
the action (2.35) of GLd(K) extends to the localization Rcoord of Rd .
This action also obviously extends to the sheaf OcoordX of OX-algebras on any smooth
algebraic variety X over K. 
Remark 2.9 We would like to mention that formula (2.35) makes sense if h ∈ GLd(Rcoord)
and f(a1,a2,...,ak) are considered as elements of R
coord.
Using the action (2.35) of GLd(K) on OcoordX , we define yet another sheaf of OX -algebras
OaffX :
Definition 2.10 Let X be a smooth algebraic variety over K . The sheaf OaffX is the subsheaf
of GLd(K)-invariant sections of OcoordX .
Since any section of the structure sheaf OX is obviously invariant under the GLd(K)-action,
the sheaf OaffX is naturally a sheaf of OX -algebras.
Remark 2.11 Let U be an open affine subset of X . Following [42, Section 6.3], one can
think of OaffX (U) as the ring of functions on the (infinite dimensional) affine scheme of formal
affine systems on U .
Let us observe that the R-algebra Rd[[t1, . . . td]] carries two left GLd(K)-actions: the first
one is obtained by extending the action (2.35) by R[[t1, . . . td]]-linearity; the second one is
obtained by setting
Ah(t
a) =
d∑
b=1
(h−1)ab t
b , Ah(fi) = 0 , ∀ i . (2.36)
Remark 2.12 It is easy to see that the above actions of GLd(K) on Rd[[t1, . . . td]] commute
and hence the formula
F ∈ Rd[[t1, . . . td]] 7→ h ◦Ah(F ) ∈ R
d[[t1, . . . td]] (2.37)
defines another left action on the R-algebra Rd[[t1, . . . td]] . Let us also remark that for every
f ∈ R and h ∈ GLd(K) we have
h ◦Ah( f˜ ) = f˜ . (2.38)
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Differentiating the actions (2.35), (2.36) of GLd(K) on Rd and Rd[[t1, . . . td]], respectively
we obtain the corresponding actions of the Lie algebra gld(K). The latter action is given by
the assignment
v = ||vab || 7→ − v
a
b t
b ∂
∂ta
∈ DerRd
(
Rd[[t1, . . . td]]
)
(2.39)
and the former
v 7→ v ∈ DerR(R
d)
is defined by declaring that∑
i
v(fi)t
i + v(f˜) = 0 , ∀ f ∈ R . (2.40)
The actions (2.35), (2.36), and (2.37) of GLd(K) on Rd[[t1, . . . td]] extend in the obvious
way to left actions on the R-algebra Rcoord[[t1, . . . td]] . By abuse of notation, we will denote
by v the R-derivation of Rcoord corresponding to the action (2.35) of v ∈ gld(K) .
To give a local description of the sheaf of OX-algebras OaffX , we consider an affine subset
U ⊂ X which admits a global system of parameters
x1, x2, . . . , xd ∈ OX(U) . (2.41)
Let us denote by ux the invertible d× d-matrix with entries xa(b):
ux = ||x
a
(b)|| ∈ GLd(R
coord) . (2.42)
It is obvious that the elements7
u−1x (x
a
i ) , 1 ≤ a ≤ d, |i| ≥ 2 (2.43)
are GLd(K)-invariant. In other words,
u−1x (x
a
i ) ⊂ O
aff
X (U) .
For the sheaf OaffX we have:
Proposition 2.13 (Proposition 6.3.1, [42]) Let X be a smooth algebraic variety over K
of dimension d and let U be an affine subset of X which admits a global system of parameters
(2.41). Then the map
̺aff : OX(U)
[
{yai }|i|≥2, 1≤a≤d
]
→ OaffX (U)
̺aff(yai ) := u
−1
x (x
a
i ) (2.44)
is an isomorphism of OX(U)-algebras. The sheaf OaffX can be equivalently defined as the sheaf
of gld(K)-invariant sections of O
coord
X .
7Here we use Remark 2.9.
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Proof. Let R = OX(U) . Due to Corollary 2.6, the commutative algebra Rcoord is isomorphic
to the quotient
R
[
{xai }|i|≥1, 1≤a≤d ∪ {K}
]/
〈K det ||xa(b)|| − 1〉 (2.45)
The group GLd(K) acts on generators xai according to formula (2.35) and K transforms
as
K 7→ K/ det(h) ,
where h ∈ GLd(K) .
To describe the algebra Raff = (Rcoord)GLd(K) we consider the following isomorphism of
R-algebras
σ : R
[
{yai }|i|≥2, 1≤a≤d ∪ {x
a
(b)}1≤a,b≤d ∪ {K}
] /
〈K det ||xa(b)|| − 1〉 → R
coord (2.46)
σ(yai ) = u
−1
x (x
a
i ), σ(x
a
(b)) = x
a
(b), σ(K) = K .
The group GLd(K) acts on the generators yai , x
a
(b), K in the following way
yai 7→ y
a
i , x
a
(b) 7→ h
c
b x
a
(c) , K 7→ K/ det(h) ,
where h ∈ GLd(K) .
Thus Rcoord is isomorphic to
O(GLd(K))⊗K R
[
{yai }|i|≥2, 1≤a≤d
]
, (2.47)
where O(GLd(K)) is the algebra of regular functions on the algebraic group GLd(K) and the
GLd(K)-action on (2.47) is given by right translations on GLd(K) .
Since
(
O(GLd(K))
)GLd(K) = K, we immediately conclude that equation (2.44), indeed
defines an isomorphism
R
[
{yai }|i|≥2, 1≤a≤d
]
∼= Raff . (2.48)
It is also clear that
(
O(GLd(K))
)gld(K) = K. Hence,
Raff =
(
Rcoord
)gld(K)
.
Proposition 2.13 is proven. 
2.4 The canonical flat connection on Ω•(OcoordX )[[t
1, . . . td]]
Let us consider the algebra
Ω•K(O
coord
X ) (2.49)
of exterior forms of the sheaf OcoordX of K-algebras. We denote by d the de Rham differential
on Ω•K(O
coord
X ) .
We claim that
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Theorem 2.14 There exists a unique (degree 1) Ω•K(O
coord
X )-linear continuous
8 derivation
ω : Ω•K(O
coord
X )[[t
1, . . . td]]→ Ω•K(O
coord
X )[[t
1, . . . td]]
such that
d f˜ + ω( f˜ ) = 0 (2.50)
for all local sections f of the sheaf OX . In addition, we have
(d+ ω)2 = 0 . (2.51)
Proof. A degree 1 continuous Ω•K(O
coord
X )-linear derivation
ω : Ω•K(O
coord
X )[[t
1, . . . , td]]→ Ω•K(O
coord
X )[[t
1, . . . , td]]
is uniquely determined by a collection of 1-forms:
ωa ∈ Γ(X,Ω1(OcoordX ))[[t
1, . . . , td]]
via the equation
ω =
d∑
a=1
ωa
∂
∂ta
.
We will first define ωa in terms a local system of parameters. Next, we will prove equation
(2.51) and equation (2.50). Finally, we will deduce that ω does not depend on the choice of
the local system.
Let U ⊂ X be an affine subset of X with a global system of parameters {x1, . . . , xd} and
let R = OX(U) .
Since the matrix
||xa(b)||
is invertible in Matd(R
coord), the matrix
Jx =
∣∣∣∣∣∣∂ x˜a
∂tb
∣∣∣∣∣∣ (2.52)
is invertible in Matd(R
coord[[t1, . . . , td]] ) .
Using this observation, it is easy to see that
ωa = −(J−1x )
a
b
∑
i
dxbi t
i (2.53)
is the unique solution of the system of equations:
d x˜a + ω( x˜a ) = 0 , 1 ≤ a ≤ d . (2.54)
To prove (2.50) we observe that the map
(d+ ω·) ◦ I : R→ Ω1(Rcoord)[[t1, . . . , td]] (2.55)
8Ω•
K
(OcoordX )[[t
1, . . . td]] carries the obvious t-adic topology.
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is a K-linear derivation of R-modules where the R-module structure on the target of (2.55)
is defined by the formula
a · v = I(a) v , a ∈ R, v ∈ Ω1(Rcoord)[[t1, . . . , td]] .
Therefore, for every f ∈ OX(U) we have
d f˜ + ω( f˜ ) = I(fa) (d x˜a + ω( x˜a ))
where fa ∈ R are the coefficients in the decomposition (2.21) .
Thus equation (2.50) follows from (2.54).
To prove equation (2.51), we remark that it is equivalent to
d ωa + ωb ∧
∂ωa
∂tb
= 0 . (2.56)
The latter equation can be verified by a direct computation using the obvious identities:
d (J−1x )
a
b = −(J
−1
x )
a
a1
∂
∂tb1
d( x˜a1 ) (J−1x )
b1
b ,
∂
∂tc
(J−1x )
a
b = −(J
−1
x )
a
a1
∂2 x˜a1
∂tc∂tb1
(J−1x )
b1
b
and the symmetry of the expression
∂2 x˜a
∂tb∂tc
in the indices b and c .
It remains to show that ω does not depend on the choice of the system of parameters.
Let {y1, . . . , yd} be another local system of parameters. Equation (2.50) implies that
d y˜a + ω( y˜a ) = 0 , 1 ≤ a ≤ d . (2.57)
But this system has the unique solution:
ωa = −(J−1y )
a
b
∑
i
dybi t
i . (2.58)
Thus the construction of ω does not depend on the choice of the local system of parameters
and the theorem is proven. 
Let R be a smooth affine K-algebra. Recall that gld(K) acts by R-derivations on R
d and
hence by R-derivations on Rcoord . As above, we denote by v the R-derivation of Rcoord corre-
sponding to the action (2.35) of v ∈ gld(K) . Furthermore, we denote by iv the corresponding
contraction operator on Ω•K(R
coord).
Using Theorem 2.14 we deduce the following.
Corollary 2.15 Let X be a smooth algebraic variety over K of dimension d and ω be the
derivation of Ω•K(O
coord
X )[[t
1, . . . , td]] from Theorem 2.14. Then for every v ∈ gld(K) we have:
iv ω = −v
a
b t
b ∂
∂ta
. (2.59)
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Proof. Using equations (2.39), (2.40) and (2.53) we deduce
iv(ω
a) = −(J−1x )
a
b
∑
i
v(xbi)t
i = −(J−1x )
a
b v
c
c′t
c′ ∂
∂tc
∑
i
xbi t
i
= −vcc′t
c′(J−1x )
a
b
∂ x˜b
∂tc
= −vcc′t
c′δac = −v
a
c′t
c′ .
Hence
iv(ω
a)
∂
∂ta
= −vab t
b ∂
∂ta
and the corollary is proven. 
3 The Fedosov resolution of the tensor algebra of a
smooth variety
In this section we present the Fedosov resolution of the sheaf of tensor fields on a smooth
algebraic variety over an arbitrary algebraically closed field K of characteristic zero.
Recall that TX (resp. T ∗X) denotes the tangent (resp. cotangent) sheaf on a smooth
algebraic variety X . We denote by T p,qX the sheaf of p-contravariant and q-covariant tensor
fields on X , i.e.
T p,qX := TX ⊗OX · · · ⊗OX TX︸ ︷︷ ︸
p times
⊗OX T
∗
X ⊗OX · · · ⊗OX T
∗
X︸ ︷︷ ︸
q times
. (3.1)
For example, T 0,0X = OX ; T
1,0
X (resp. T
0,1
X ) is the tangent (resp. cotangent) sheaf on X ;
and T 1,1X is the sheaf of endomorphisms of the tangent sheaf TX on X .
Under all possible contraction operations, the tensor product, and the action of the group
Sp×Sq, the collection of sheaves (3.1) carry an algebraic structure. This algebraic structure
is governed by a colored9 operad which we denote by T . We call the T-algebra{
T p,qX
}
p,q≥0
(3.2)
the tensor algebra of X .
The goal of this section is to construct the Fedosov resolution of the tensor algebra for
an arbitrary smooth algebraic variety X of dimension d .
For this purpose, we let P = K[[t1, . . . , td]] be the (topological) algebra of formal Taylor
power series in auxiliary variables t1, . . . , td .
Next, we set
T p,q := DerK(P )⊗P · · · ⊗P DerK(P )︸ ︷︷ ︸
p times
⊗P Ω
1
K(P )⊗P · · · ⊗P Ω
1
K(P )︸ ︷︷ ︸
q times
, (3.3)
9The set of colors for T is the set of pairs of non-negative integers (p, q) .
21
where DerK(P ) is the P -module of derivations of P and
Ω1K(P ) = HomP (DerK(P ), P ) .
In other words, elements of T p,q have the form
v =
∑
1≤at,bs≤d
v
a1...ap
b1...bq
∂ta1 ⊗ · · · ⊗ ∂tap ⊗ dt
b1 ⊗ · · · ⊗ dtbq ,
where the components v
a1...ap
b1...bq
∈ P .
For a derivation
w = wc(t)∂tc ∈ DerK(P )
and an element v ∈ T p,q we denote by Lw(v) the Lie derivative of v along w . Recall that
Lw(v) has the following components:
Lw(v)
a1...ap
b1...bq
=
d∑
c=1
wc(t) ∂tcv
a1...ap
b1...bq
(t)−
d∑
c=1
p∑
i=1
(∂tcw
ai(t)) v
a1...ai−1 c ai+1...ap
b1...bq
(t) (3.4)
+
d∑
c=1
q∑
j=1
(∂tbjw
c(t)) v
a1...ap
b1...bj−1 c bj+1...bq
(t) .
It is clear that the collection {
T p,q
}
p,q≥0
(3.5)
forms a T-algebra and Lw is a derivation of the T-algebra (3.5) for all w ∈ DerK(P ).
Let ω be the global section of Ω1(OcoordX )⊗ DerK(P ) defined in (2.53). Due to Theorem
2.14, the sum
d+ Lω (3.6)
is a differential on the sheaf of graded vector spaces
Ω•(OcoordX )⊗ T
p,q (3.7)
for every pair p, q ≥ 0 . (The Z-grading on (3.7) comes from the exterior degree on
Ω•(OcoordX ) .)
Since Lw is a derivation of the T-algebra (3.5) for every w ∈ DerK(P ), the collection{
Ω•(OcoordX )⊗ T
p,q
}
p,q≥0
(3.8)
together with the differential d+ Lω assembles into a sheaf of dg algebras over T .
For every v ∈ gld(K) the contraction iv defines a degree −1 derivation of the sheaf of
T-algebras (3.8). Furthermore, Corollary 2.15 implies that
[(d+ Lω), iv] = lv − Lva
b
tb∂ta , (3.9)
where lv denotes the action (2.35) of v ∈ gld(K) on Ω
•(OcoordX ) .
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Due to Proposition 2.8 and Remark 2.12, the assignment
v = ||vab || 7→ lv − Lvab tb∂ta
defines an action on gld(K) on the T-algebra (3.8). Moreover, due to equation (3.9), this
action is compatible with the differential (3.6).
Let us construct a map of sheaves of T-algebras
τ : T p,qX →
(
OcoordX ⊗ T
p,q
)gld(K) . (3.10)
For this purpose we consider an affine subset U ⊂ X which admits a system of parameters
x1, x2, . . . , xd ∈ R = OX(U) . (3.11)
Furthermore, we denote by
∂x1 , ∂x2, . . . , ∂xd (3.12)
the basis of derivations of R which is dual to the basis of Ka¨hler differentials
dx1, dx2, . . . , dxd . (3.13)
Every tensor field v ∈ T p,qX (U) can be uniquely written in the form
v =
∑
1≤at,bs≤d
v
a1...ap
b1...bq
∂xa1 ⊗ · · · ⊗ ∂xap ⊗ dx
b1 ⊗ · · · ⊗ dxbq , (3.14)
where v
a1...ap
b1...bq
∈ R .
Next we set10
τ(v) := I(v
a1...ap
b1...bq
) (J−1x )
a′1
a1
. . . (J−1x )
a′p
ap (Jx)
b1
b′1
. . . (Jx)
bq
b′q
∂
ta
′
1
⊗· · ·⊗∂
ta
′
p
⊗dtb
′
1⊗· · ·⊗dtb
′
q , (3.15)
where I is defined in (2.6) and Jx is defined in (2.52).
We claim that
Claim 3.1 The right hand side of (3.15) does not depend on the choice of the system of
parameters (3.11). For every local section v of the sheaf T p,qX the image τ(v) is gld(K)-
invariant and (d+ Lω)-closed.
Proof.
Let
{y1, y2, . . . , yd}
be another system of parameters on U and let Λ be the invertible d× d matrix with entries
in R from equation (2.22).
Then components ∗v
a1...ap
b1...bq
of v in the new basis{
∂ya1 ⊗ · · · ⊗ ∂yap ⊗ dy
b1 ⊗ · · · ⊗ dybq
}
1≤at,bs≤d
10We assume the summation over repeated indices.
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are related to the component v
a1...ap
b1...bq
via the formula:
∗v
a1...ap
b1...bq
= Λa1a′1
. . .Λ
ap
a′p
(Λ−1)
b′1
b1
. . . (Λ−1)
bq
b′q
v
a′1...a
′
p
b′1...b
′
q
. (3.16)
On the other hand, since I (2.6) is a K-algebra homomorphism, we get
I(∗v
a1...ap
b1...bq
) = I(Λa1a′1
) . . . I(Λ
ap
a′p
)I
(
(Λ−1
)b′1
b1
) . . . I
(
(Λ−1
)b′q
bq
) I(v
a′1...a
′
p
b′1...b
′
q
) .
So the proof of independence of the right hand side of (3.15) on the choice of the system
of parameters boils down to checking the equation
∂ y˜a
∂tc
= I(Λab)
∂ x˜b
∂tc
. (3.17)
To prove equation (3.17) we notice that for every 1 ≤ c ≤ d the map
∂
∂tc
◦ I : R→ Rcoord[[t1, t2, . . . , td]] (3.18)
is a K-linear derivation of R-modules, where the R-module structure on the target of (3.18)
is define by the formula:
a · v = I(a) v , a ∈ R, v ∈ Rcoord[[t1, t2, . . . , td]] . (3.19)
Hence equation (2.22) and the universality of Ka¨hler differentials implies equation (3.17).
Thus the right hand side of (3.15) is indeed independent on the choice of system of param-
eters.
To prove that τ(v) is (d + Lω)-closed for every section v of T
p,q
X , we give the following
obvious identities of the matrix Jx
∂tb
∑
i
dxai t
i = d (Jx)
a
b , (3.20)
∂tc (J
−1
x )
a
b = −(J
−1
x )
a
a1
(
∂tc(Jx)
a1
b1
)
(J−1x )
b1
b , (3.21)
and
∂tb(Jx)
a
c = ∂tc(Jx)
a
b . (3.22)
Using identities (3.20), (3.21) and (3.22), it is easy to see that
(d+ Lω)
(
(J−1x )
a′
a ∂ta′
)
= 0 (3.23)
and
(d+ Lω)
(
(Jx)
b
b′dt
b′
)
= 0 . (3.24)
On the other hand
(d+ Lω)
(
I(v
a1...ap
b1...bq
)
)
= d
(
I(v
a1...ap
b1...bq
)
)
+ ω
(
I(v
a1...ap
b1...bq
)
)
= 0
due to (2.50).
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Thus τ(v) is indeed (d+ Lω)-closed for every tensor field v.
Finally, the gld(K)-invariance of τ(v) is obvious from the defining equation.

Let us now consider gld(K) as the set of degree −1 derivations iv, v ∈ gld(K) of the sheaf
of dg T-algebras (3.8) and apply trimming to the sheaf (3.8) following Section 1.2.
Namely, according to (1.12), local sections of the sheaf(
Ω•(OcoordX )⊗ T
p,q
)[gld(K)]
(3.25)
are local sections w of Ω•(OcoordX )⊗ T
p,q satisfying the conditions
iv(w) = 0 , (3.26)
and (
(d+ Lω) ◦ iv + iv ◦ (d+ Lω)
)
(w) = 0 . (3.27)
For example, if w is a local section of
Ω0(OcoordX )⊗ T
p,q = OcoordX ⊗ T
p,q
then equation (3.26) holds automatically and hence, equation (3.9) implies that(
Ω0(OcoordX )⊗ T
p,q
)[gld(K)]
=
(
Ω0(OcoordX )⊗ T
p,q
)gld(K)
. (3.28)
Warning 3.2 We would like to recall that the notation V [gld(K)] is reserved for the dg subal-
gebra of gld(K)-basic elements in V (see eq. (1.12)). On the other hand, we still use V
gld(K)
to denote the subalgebra of gld(K)-invariants.
According to Section 1.2, the T-algebra structure descends to the collection{(
Ω•(OcoordX )⊗ T
p,q
)[gld(K)]}
p,q≥0
. (3.29)
In other words, the collection (3.29) is a sheaf of dg algebras over the operad T .
Due to Claim 3.1 and equation (3.28), formula (3.15) defines a map of sheaves
τ : T p,qX 7→
(
Ω•(OcoordX )⊗ T
p,q
)[gld(K)]
(3.30)
of dg algebras over T, where the sheaf T p,qX carries the zero differential.
Our goal is to show that (3.30) is a quasi-isomorphism of sheaves of of T-algebras.
Theorem 3.3 (Fedosov resolution of T p,qX ) For every smooth algebraic variety X over
K the map (3.30) defined by equation (3.15) is a quasi-isomorphism from the tensor algebra
(3.2) on X to the dg T-algebra (3.29).
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Proof. It is clear that the map τ intertwines all operations of the tensor algebra. Furthermore,
by Claim 3.1, τ is compatible with the differential on(
Ω•(OcoordX )⊗ T
p,q
)[gld(K)]
.
Thus, it remains to prove that the complex of sheaves
T p,qX
(
Ω0(OcoordX )⊗ T
p,q
)[gld(K)] (
Ω1(OcoordX )⊗ T
p,q
)[gld(K)]
. . .
τ d+ Lω d+ Lω
(3.31)
is acyclic.
Since acyclicity of a complex of sheaves is a local property, it is enough to prove that the
complex
T p,qX (U)
(
Ω0(OcoordX )(U)⊗ T
p,q
)[gld(K)] (
Ω1(OcoordX )(U)⊗ T
p,q
)[gld(K)]
. . .
τ d+ Lω d+ Lω
(3.32)
is acyclic for “small enough” open neighborhood U of every point of X .
We will prove this fact for an arbitrary affine open subset U ⊂ X which is equipped a
global system of parameters
x1, x2, . . . , xd ∈ OX(U) . (3.33)
We set R = OX(U) and observe that, for such an affine subset U , the complex in question
is
T p,q(R)
(
Ω0(Rcoord)⊗ T p,q
)[gld(K)] (
Ω1(Rcoord)⊗ T p,q
)[gld(K)]
. . . ,
τ d+ Lω d+ Lω
(3.34)
where
T p,q(R) := Der(R)⊗R · · · ⊗R Der(R)︸ ︷︷ ︸
p times
⊗R Ω
1(R)⊗R · · · ⊗R Ω
1(R)︸ ︷︷ ︸
q times
. (3.35)
We remark that the map τ (3.15) gives us the following isomorphism of K-vector spaces
Ωk(Rcoord)⊗ T p,q ∼= Ωk(Rcoord)[[t1, t2, . . . , td]]⊗I(R) τ(T
p,q(R)) . (3.36)
Due to Proposition 2.13
Rcoord ∼= Raff ⊗O(GLd(K))
on which GLd(K) acts by right translations.
Hence, {
η ∈ Ωk(Rcoord)[[t1, t2, . . . , td]]
∣∣ ivη = 0 ∀ v ∈ gld(K)} ∼= (3.37)
HomRaff
(
∧kRaff Der(R
aff), Rcoord[[t1, t2, . . . , td]]
)
∼=
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∼= Rcoord[[t1, t2, . . . , td]]⊗Raff Ω
k(Raff) .
Thus, using (3.9), we get (
Ωk(Rcoord)⊗ T p,q
)[gld(K)] ∼=(
Rcoord[[t1, t2, . . . , td]]
)gld(K) ⊗Raff Ωk(Raff)⊗I(R) τ(T p,q(R)) . (3.38)
Therefore, since τ(T p,q(R)) is a free I(R)-module, it suffices to prove the acyclicity of the
complex
R
I
// Ξ0
(d+ω)
// Ξ1
(d+ω)
// Ξ2
(d+ω)
// . . . (3.39)
with
Ξk =
(
Rcoord[[t1, t2, . . . , td]]
)gld(K) ⊗Raff Ωk(Raff) (3.40)
For this purpose we consider the continuous homomorphism of commutative Rcoord-
algebras
ψ : Rcoord[[θ1, θ2, . . . , θd]]→ Rcoord[[t1, t2, . . . , td]] (3.41)
defined by the equation
ψ(θa) = I(xa)− xa . (3.42)
Recall that
I(xa)− xa = xa(b)t
b +
∑
i, |i|≥2
xai t
i
and the matrix ||xa(b)|| is invertible in Matd(R
coord) . Hence, the homomorphism ψ is an
isomorphism.
Furthermore, since I(xa) − xa is gld(K)-invariant for every a, the map ψ induces an
isomorphism between the K-algebras:(
Rcoord[[t1, t2, . . . , td]]
)gld(K) ∼= Raff [[θ1, θ2, . . . , θd]] . (3.43)
On the other hand, by Theorem 2.14,
(d+ ω)I(xa) = 0
and hence
(d+ ω)ψ(θa) = −dxa .
Thus, the cochain complex (3.39) is isomorphic to
R Ω0(Raff)[[θ1, θ2, . . . , θd]] Ω1(Raff)[[θ1, θ2, . . . , θd]]
ψ−1 ◦ I D D
(3.44)
where
D = d−
d∑
a=1
dxa
∂
∂θa
. (3.45)
To deduce the acyclicity of the cochain complex (3.44), we need the following technical
claim which is proven in Subsection 3.1 below.
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Claim 3.4 Let U = Spec(R) be a smooth affine variety over K of dimension d with a global
system of parameters
x1, x2, . . . , xd ∈ R .
Let {∂x1 , ∂x2, . . . , ∂xd} be the basis of Der(R) dual to {dx
1, dx2, . . . , dxd} . If
ψ : Rcoord[[θ1, θ2, . . . , θd]]→ Rcoord[[t1, t2, . . . , td]]
is the isomorphism defined by (3.42), then for every f ∈ R
ψ−1 ◦ I(f) = f +
∑
k≥1
1
k!
∂xa1∂xa2 . . . ∂xak (f)θ
a1θa2 . . . θak , (3.46)
where indices a1, a2, . . . , ak run from 1 to d .
Due to Proposition 2.13
Raff ∼= R[{yai }1≤a≤d, |i|≥2] .
Hence,
Ξk ∼=
k⊕
p=0
Ωp(K[{yai }1≤a≤d, |i|≥2])⊗ Ω
k−p(R)[[θ1, θ2, . . . , θd]] (3.47)
and the complex (3.44) is isomorphic to the tensor product of the de Rham complex(
Ω•(K[{yai }1≤a≤d, |i|≥2], d
)
(3.48)
and the cochain complex
R Ω0(R)[[θ1, . . . , θd]] Ω1(R)[[θ1, . . . , θd]]
ψ′ D′ D′
(3.49)
where
ψ′(f) = f +
∑
k≥1
1
k!
∂xa1∂xa2 . . . ∂xak (f)θ
a1θa2 . . . θak , (3.50)
and
D′ = d−
d∑
a=1
dxa
∂
∂θa
. (3.51)
Let us prove that the cochain complex (3.49) is acyclic.
For this purpose we denote (3.49) byK and observe that it carries the descending filtration
K = F0K ⊃ F1K ⊃ F2K ⊃ . . . (3.52)
where FmK consists of series∑
p+q≥m
fa1,...ap;b1...bqdx
a1 . . . dxapθb1 . . . θbq , fa1,...ap;b1...bq ∈ R .
28
The associated graded complex Gr(K) is isomorphic to
R Ω0(R)[θ1, . . . , θd] Ω1(R)[θ1, . . . , θd]
Gr(ψ′) Gr(D′) Gr(D′)
(3.53)
where
Gr(ψ′)(f) = f ,
and
Gr(D′) = −
d∑
a=1
dxa
∂
∂θa
.
In other words, Gr(K) is isomorphic to the Koszul complex for the polynomial algebra
R[θ1, . . . , θd] over R. Therefore Gr(K) is acyclic.
Combining this observation with the fact that K is complete with respect to filtration
(3.52), we conclude that K is also acyclic.
Theorem 3.3 is proven. 
3.1 Proof of Claim 3.4
The proof of Theorem 3.3 depends on Claim 3.4.
To prove this claim we observe that, since ψ intertwines the differentials d + ω and D
(3.45), we conclude that
D(ψ−1 ◦ I(f)) = 0 , ∀ f ∈ R . (3.54)
On the other hand,
D
(
f +
∑
k≥1
1
k!
∂xa1∂xa2 . . . ∂xak (f)θ
a1θa2 . . . θak
)
= 0
by construction.
Thus we need to prove that, if a sum∑
k≥1
1
k!
Ca1a2...akθ
a1θa2 . . . θak , Ca1a2...ak ∈ R
aff (3.55)
satisfies the equation
D
(∑
k≥1
1
k!
Ca1a2...akθ
a1θa2 . . . θak
)
= 0 (3.56)
then the sum (3.55) is zero.
If (3.55) is non-zero then there exists a positive integer r such that at least one coefficient
Ca1a2...ar is non-zero and all coefficients Ca1a2...ak = 0 is k < r . Then,
D
(∑
k≥1
1
k!
Ca1a2...akθ
a1θa2 . . . θak
)
=
1
(r − 1)!
Ca1a2...ardx
a1θa2 . . . θak + . . .
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where . . . is a sum of terms of degree in θ greater than r − 1 .
Hence, if (3.55) is non-zero, then
D
(∑
k≥1
1
k!
Ca1a2...akθ
a1θa2 . . . θak
)
6= 0 .
Thus ψ−1 ◦ I(f) must equal
f +
∑
k≥1
1
k!
∂xa1∂xa2 . . . ∂xak (f)θ
a1θa2 . . . θak
for every f ∈ R .
Claim 3.4 is proven. 
3.2 Fedosov resolution of the Gerstenhaber algebra of polyvector
fields
Let us recall that antisymmetric contravariant tensor fields on X are called polyvector fields.
In other words, polyvector fields are sections of the sheaf
Tpoly := SOX(sTX) . (3.57)
Let us also recall that the Schouten-Nijenhuis bracket { , }SN and the obvious commu-
tative multiplication equips Tpoly with the structure of a sheaf of Gerstenhaber algebras. We
denote by Ger the Gerstenhaber operad.
Let us denote by Tpoly(P ) the Gerstenhaber algebra of poly-derivations of P = K[[t1, t2, . . . , td]],
i.e.
Tpoly(P ) := P ⊕
⊕
m≥1
(
sDer(P )⊗P · · · ⊗P sDer(P )︸ ︷︷ ︸
m times
)
Sm
(3.58)
Next consider the subsheaf
Ω•(OcoordX )⊗ Tpoly(P ) ⊂
⊕
p≥0
spΩ•(OcoordX )⊗ T
p,0. (3.59)
It is easy to see that the subsheaf (3.59) is closed with respect to the differential (3.6).
Furthermore, the restriction of the differential (3.6) to (3.59) coincides with the differential
d+ {ω, }SN . (3.60)
The sheaf (3.59) with the differential (3.60) is naturally a sheaf of dg Gerstenhaber algebras.
Since for every v ∈ gld(K), the operation iv is a derivation of the Gerstenhaber algebra
structure on the sheaf (3.59), we may form11 the following sheaf of dg Gerstenhaber algebras(
Ω•(OcoordX )⊗ Tpoly(P )
)[gld(K)]
. (3.61)
11See Section 1.2.
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Theorem 3.5 (Fedosov resolution for polyvector fields) Let X be a smooth algebraic
variety of dimension d over an algebraically closed field K of characteristic zero. Let us
consider the sheaf Tpoly (3.57) as a sheaf of dg Gerstenhaber algebras with the zero differential.
Then the restriction of the map τ (3.15) to Tpoly
τ
∣∣∣
Tpoly
: Tpoly →
(
Ω•(OcoordX )⊗ Tpoly(P )
)[gld(K)]
(3.62)
is a quasi-isomorphism of the sheaves of dg Gerstenhaber algebras.
Proof. Due to Theorem 3.3, the map
τ : T m,0X →
(
Ω•(OcoordX )⊗ T
m,0(P )
)[gld(K)]
(3.63)
is a quasi-isomorphism of sheaves for every m ≥ 0. Hence so is the map
τ : sm T m,0X →
(
Ω•(OcoordX )⊗ s
m Tm,0(P )
)[gld(K)]
(3.64)
Let us denote by sgnm the sign representation of Sm and observe that
T mpoly =
(
sgnm s
m T m,0X
)
Sm
and (
Ω•(OcoordX )⊗ T
m
poly(P )
)[gld(K)]
=
(
sgnm
(
Ω•(OcoordX )⊗ s
m Tm,0(P )
)[gld(K)])
Sm
.
Thus the map
τ : T mpoly →
(
Ω•(OcoordX )⊗ T
m
poly(P )
)[gld(K)]
is a quasi-isomorphism for every m, since, in characteristic zero, the cohomology commutes
with taking invariants.
It remains to prove that the map (3.62) is compatible with the Gerstenhaber algebra
structures.
To prove this property, we consider an affine open subset U ⊂ X , set R = OX(U) and
assume that U has a global system of parameters (3.11).
It is obvious from the definition of τ (3.15) that for every pair of sections v1, v2 ∈ Tpoly(U)
τ(v1 · v2) = τ(v1) · τ(v2) .
To prove the compatibility of τ with the bracket { , }SN , we observe that the Gersten-
haber algebra Tpoly(U) is generated by f ∈ R and the derivations (3.12). Thus, it suffices to
prove that
{τ(f1), τ(f2)}SN = 0 , (3.65)
{τ(∂xa), τ(f)}SN = τ(∂xa(f)) , (3.66)
and
{τ(∂xa), τ(∂xb)}SN = 0 (3.67)
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for all f, f1, f2 ∈ R, and 1 ≤ a, b ≤ d .
Since
τ(f) = f˜ = f +
∑
|i|≥1
fit
i
equation (3.65) holds obviously.
To prove equation (3.66), we observe that the operation
f 7→ ∂tb f˜ : R→ R
coord[[t1, . . . , td]]
is a K-linear derivation of R-modules with Rcoord[[t1, . . . , td]] carrying the R-module structure
defined in (3.19).
Hence,
∂tb f˜ = I(∂xa(f))
∂ x˜a
∂tb
. (3.68)
Using equation (3.68) we deduce
{τ(∂xa), τ(f)}SN = (J
−1
x )
b
a∂tb f˜ = (J
−1
x )
b
aI(∂xc(f))
∂ x˜c
∂tb
= I(∂xa(f)) .
Thus equation (3.66) holds.
Using equations (3.21) and (3.22), it is easy to see that
{τ(∂xa), τ(∂xb)}SN =
(
(J−1x )
c
a ∂tc(J
−1
x )
c′
b − (J
−1
x )
c
b ∂tc(J
−1
x )
c′
a
)
∂tc′ = 0 .
Thus equation (3.67) also holds.
Theorem 3.5 is proven. 
4 Atiyah class via Fedosov resolution
Let us cover our variety X by affine open subsets {Uα}α∈I each of which has a global system
of parameters:
x1α, x
2
α, . . . , x
d
α ∈ OX(Uα) . (4.1)
For each α ∈ I, the module Ω1(OX(Uα)) of Ka¨hler differentials is freely generated by the
forms
d x1α, d x
2
α, . . . , d x
d
α . (4.2)
Therefore, for every non-empty intersection12 Uαβ = Uα ∩ Uβ there exists a unique non-
degenerate matrix
||(Λαβ)
a
b || ∈ Matd
(
OX(Uα ∩ Uβ)
)
such that
dxaα = (Λαβ)
a
b dx
b
β . (4.3)
In particular, Λβα = (Λαβ)
−1 .
12Let us recall that a variety is necessarily a separated scheme. Hence intersection of two affine subsets is
again an affine subset.
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It is easy to see that the collection of tensor fields
(Λβα)
b1
a d(Λαβ)
a
b2
∂
x
b1
β
⊗ dxb2β ∈ Γ(Uαβ , T
1,2
X ) (4.4)
is a 1-cocycle in the Cˇech complex
Cˇ•(X, T 1,2X ) (4.5)
for the sheaf T 1,2X . Furthermore, the cohomology class of the cocycle (4.4) does not depend
on the choice of the systems of parameters on affine subsets Uα .
According to [3], the cocycle (4.4) is trivial if and only if the tangent sheaf TX admits an
algebraic connection. We refer to the cohomology class of (4.4) as the Atiyah class of the
tangent sheaf TX and denote the cocycle (4.4) by A.
We claim that
Theorem 4.1 Let ωa∂ta be the global section of the sheaf
Ω1(OcoordX )⊗ T
1,0(P )
introduced in Theorem 2.14. Then
Aω := −
∂2ωa
∂tb1∂tb2
∂ta ⊗ dt
b1 ⊗ dtb2 (4.6)
is a global (d+ Lω)-closed section of the sheaf(
Ω1(OcoordX )⊗ T
1,2(P )
)[gld(K)] . (4.7)
Furthermore, Aω is cohomologous to the cocycle τ(A) in the Cˇech complex
Cˇ•
(
X,
(
Ω•(OcoordX )⊗ T
1,2(P )
)[gld(K)]) . (4.8)
Proof. To prove the first statement we need to show that Aω satisfies these conditions
iv(Aω) = 0 , [(d+ Lω), iv](Aω) = 0 , ∀ v ∈ gld(K) , (4.9)
and
(d+ Lω)Aω = 0 . (4.10)
Applying ∂tb1∂tb2 to equation (2.56) we get
0 = ∂tb1∂tb2 (dω
a + ωa
′
∂ta′ (ω
a)) = d
∂2ωa
∂tb1∂tb2
+ ωa
′ ∂
∂ta′
(
∂2ωa
∂tb1∂tb2
)
+
+
∂2ωa
′
∂tb1∂tb2
∂ωa
∂ta′
+
∂ωa
′
∂tb1
∂2ωa
∂ta′∂tb2
+
∂ωa
′
∂tb2
∂2ωa
∂ta′∂tb1
= −
(
dAω + Lω(Aω)
)a
b1b2
.
Thus equation (4.10) holds.
Due to Corollary 2.15, we have
iv
∂2ωa
∂tb1∂tb2
=
∂2
∂tb1∂tb2
(iv(ω
a)) = −
∂2
∂tb1∂tb2
(vab t
b) = 0 .
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Thus the first equation in (4.9) holds.
The second equation in (4.9) follows from the first one and (4.10).
Next, we observe that, due to equation (3.17),
τ(Λβα) = I(Λβα) = Jxβ J
−1
xα (4.11)
on every non-empty intersection Uα ∩ Uβ .
Furthermore, since τ is compatible with the Schouten bracket, we have
τ
(
dxbβ∂xb
β
(Λαβ)
)
= dtb
′
(Jβ)
b
b′ τ(∂xb
β
Λαβ) = dt
b′(Jβ)
b
b′ τ(∂xb
β
)
(
τ(Λαβ)
)
= dtb
′
(Jβ)
b
b′ (J
−1
β )
b′′
b
∂
∂tb′′
(
I(Λαβ)
)
= dtb
′ ∂
∂tb′
(
I(Λαβ)
)
= dtb
∂
∂tb
(JxαJ
−1
xβ
) .
Therefore
τ(Aαβ) = τ
(
(Λβα)
b1
a d(Λαβ)
a
b2
∂
x
b1
β
⊗ dxb2β
)
=
(
Jxβ J
−1
xα dt
c ∂
∂tc
(JxαJ
−1
xβ
)
)b1
b2
(J−1xβ )
b′1
b1
(Jxβ)
b2
b′2
∂
tb
′
1
⊗ dtb
′
2
= dtc
(
J−1xα
∂
∂tc
(Jxα)
)b1
b2
∂tb1 ⊗ dt
b2 − dtc
(
J−1xβ
∂
∂tc
(Jxβ)
)b1
b2
∂tb1 ⊗ dt
b2 .
(4.12)
It is not hard to see that for every affine chart Uα the section
dtc
(
J−1xα
∂
∂tc
(Jxα)
)b1
b2
∂tb1 ⊗ dt
b2
is gld(K)-invariant.
Hence computation (4.12) implies that
τ(A) = −∂ˇ(A′) , (4.13)
where A′ is the Cˇech 0-cochain of(
Ω0(OcoordX )⊗ T
1,2(P )
)gld(K)
=
(
Ω0(OcoordX )⊗ T
1,2(P )
)[gld(K)]
given by the equation
A′α = dt
c
(
J−1xα
∂
∂tc
(Jxα)
)b1
b2
∂tb1 ⊗ dt
b2 . (4.14)
Thus, equation (4.13) implies that τ(A) is cohomologous to the cocycle A′′ with
A′′α = (d+ Lω)A
′
α (4.15)
For the components of (d+ Lω)A
′
α we have(
(d+ Lω)A
′
α
)a
b1b2
= (J−1α )
a
a′
∂2
∂tb1∂tb2
d x˜ a
′
+
∂2 x˜ a
′
∂tb1∂tb2
d(J−1α )
a
a′
+ ωc∂tc
(
∂2 x˜ a
′
∂tb1∂tb2
(J−1α )
a
a′
)
−
∂2 x˜ a
′
∂tb1∂tb2
(J−1α )
c
a′ ∂tcω
a
+ ∂tb1ω
c ∂
2 x˜ a
′
∂tc∂tb2
(J−1α )
a
a′ + ∂tb2ω
c ∂
2 x˜ a
′
∂tb1∂tc
(J−1α )
a
a′ . (4.16)
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Using the equation (d+ωc∂tc) x˜
a′ = 0 and combining the first and the third term in the
right hand side of (4.16) we get
(J−1α )
a
a′
∂2
∂tb1∂tb2
d x˜ a
′
+ ωc∂tc
(
∂2 x˜ a
′
∂tb1∂tb2
(J−1α )
a
a′
)
= ωc∂tc
(
∂2 x˜ a
′
∂tb1∂tb2
(J−1α )
a
a′
)
− (J−1α )
a
a′
∂2
∂tb1∂tb2
(
ωc
∂ x˜ a
′
∂tc
)
=
−
∂2ωa
∂tb1∂tb2
− (∂tb1ω
c)
∂2 x˜ a
′
∂tc∂tb2
(J−1α )
a
a′ − (∂tb2ω
c)
∂2 x˜ a
′
∂tb1∂tc
(J−1α )
a
a′
+
∂2 x˜ a
′
∂tb1∂tb2
ωc∂tc(J
−1
α )
a
a′ .
(4.17)
Therefore, we can rewrite equation (4.16) as follows:
(
(d+ Lω)A
′
α
)a
b1b2
= −
∂2ωa
∂tb1∂tb2
+
∂2 x˜ a
′
∂tb1∂tb2
(
d(J−1α )
a
a′ + ω
c∂tc(J
−1
α )
a
a′ − (J
−1
α )
c
a′ ∂tcω
a
)
. (4.18)
Let us observe that the expression d(J−1α )
a
a′ + ω
c∂tc(J
−1
α )
a
a′ − (J
−1
α )
c
a′ ∂tcω
a is the a-th
component of
(d+ Lω)
(
(J−1α )
a
a′∂ta
)
which is zero due to (3.23).
Thus (
(d+ Lω)A
′
α
)a
b1b2
= −
∂2ωa
∂tb1∂tb2
and Theorem 4.1 follows. 
5 Reminder of Kontsevich’s graph complex GC
5.1 The operad Gra and its action on Tpoly(P )
We start by recalling the graded operad Gra [20, Section 7], [44].
For this purpose, we introduce an auxiliary set gran. An element of gran is a labelled
graph Γ with n vertices and with the additional piece of data: the set of edges of Γ is
equipped with a total order. An example of an element in gra4 is shown on figure 5.1. We
will often use Roman numerals to specify total orders on sets of edges. Thus the Roman
numerals on figure 5.1 indicate that we chose the total order (1, 1) < (1, 2) < (1, 3) .
The space Gra(n) (for n ≥ 1) is spanned by elements of gran, modulo the relation Γ
σ =
(−1)|σ|Γ, where the elements Γσ and Γ correspond to the same labelled graph but differ only
by permutation σ of edges. We also declare that the degree of a graph Γ in Gra(n) equals
−e(Γ), where e(Γ) is the number of edges in Γ . For example, the graph Γ on figure 5.1 has
3 edges. Thus its degree is −3 .
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Figure 5.1: The Roman numerals indicate that we chose the total order on the set of edges
(1, 1) < (1, 2) < (1, 3)
Finally, we set
Gra(0) = 0 . (5.1)
The symmetric group Sn acts on Gra(n) in the obvious way by rearranging labels on
vertices and elementary operadic insertions
◦i : Gra(n)⊗ Gra(k)→ Gra(n + k − 1)
are defined using natural operations with labeled graphs (we refer the reader for more details
to [20, Section 7]).
To define an action of Gra on Tpoly(P ) (with P = K[[t1, t2, . . . , td]]) we identify Tpoly(P )
with the graded commutative algebra
P [ξ1, ξ2, . . . , ξd] , (5.2)
where ξa’s are degree 1 auxiliary variables.
Next, given an element Γ ∈ gran and polyvectors v1, . . . , vn ∈ P [ξ1, ξ2, . . . , ξd], we set
13
Γ(v1, . . . , vn) := multn
([ ∏
(i,j)∈E(Γ)
∆(i,j)
]
(v1 ⊗ v2 ⊗ · · · ⊗ vn)
)
, (5.3)
where multn is the multiplication map
multn :
(
Tpoly(P )
)⊗n
→ Tpoly(P ) ,
E(Γ) is the set of edges of Γ,
∆(i,j) =
d∑
a=1
1⊗ · · · ⊗ 1⊗ ∂ξa︸︷︷︸
i-th slot
⊗1 ⊗ · · · ⊗ 1⊗ ∂xa︸︷︷︸
j-th slot
⊗1⊗ · · · ⊗ 1+ (5.4)
d∑
a=1
1⊗ · · · ⊗ 1⊗ ∂xa︸︷︷︸
i-th slot
⊗1⊗ · · · ⊗ 1⊗ ∂ξa︸︷︷︸
j-th slot
⊗1⊗ · · · ⊗ 1
and the order of operators ∆(i,j) coincides with the total order on the set of edges of Γ .
13Note that, in computing the right hand side of equation (5.3), we use the Koszul rule of signs.
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It is not hard to see that equation (5.3) defines an action of the operad Gra on Tpoly(P ) .
Let us also recall that the operad Gra receives a natural embedding
ι : Ger→ Gra (5.5)
from the operad Ger . Namely, the embedding ι of Ger into Gra is defined on generators by
the formulas:
ι(a1a2) := Γ• • , ι({a1, a2}) := Γ•−• , (5.6)
where
Γ• • =
1 2
Γ•−• =
1 2
(5.7)
The Gerstenhaber algebra structure on Tpoly(P ) is induced by the embedding (5.5).
Remark 5.1 It is easy to see that equation (5.3) defines an action of the operad Gra on
polyvector fields on an affine space. Although equation (5.3) does not make sense for polyvec-
tor fields on an arbitrary (smooth) algebraic variety, the actions of Γ• • and Γ•−• (5.7) are
well defined in this setting.
5.2 The full graph complex fGC
Consider the convolution Lie algebra
Conv(Λ2coCom,Gra) =
∏
n≥1
s2n−2
(
Gra(n)
)Sn
. (5.8)
The graph Γ•−• of (5.7) is symmetric under the interchange of the vertex labels and hence
defines an element of Conv(Λ2coCom,Gra), which we also denote by Γ•−• . One easily checks
that Γ•−• is a Maurer-Cartan element, i.e., it has degree 1 in (5.8) and
[Γ•−•,Γ•−•] = 0 . (5.9)
The full graph complex fGC is the cochain complex Conv(Λ2coCom,Gra) with the differ-
ential
∂ = [Γ•−•, ] . (5.10)
In [38, Section 5], M. Kontsevich introduced the subcomplex
GC ⊂ fGC (5.11)
which consists of infinite sums∑
n≥4
Xn , Xn ∈ s
2n−2
(
Gra(n)
)Sn
(5.12)
where each graph Γ in the linear combination Xn satisfies these properties
• Γ is connected,
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• Γ is 1-vertex irreducible14, and
• each vertex of Γ has valency ≥ 3 .
We call GC Kontsevich’s graph complex.
Example 5.2 Consider the tetrahedron in Gra(4) depicted on figure 5.2. This vector is
1
23
4
Figure 5.2: We may choose this order on the set of edges: (1, 2) < (1, 3) < (1, 4) < (2, 3) <
(2, 4) < (3, 4)
invariant with respect to the action of S4 and hence it can be viewed as vector in fGC .
It is not hard to see that this is a degree zero non-trivial cocycle in fGC . Moreover the
tetrahedron is connected, 1-vertex irreducible and trivalent. Thus this is an example of a
non-trivial degree zero cocycle in GC .
5.2.1 The Grothendieck-Teichmu¨ller Lie algebra versus H0(GC)
In this small subsection, we give a very brief reminder of the Grothendieck-Teichmu¨ller Lie
algebra15 grt . For more details we refer the reader to [1] or [24]. We will conclude this
subsection with a reminder of the necessary results from [44].
Let m be an integer ≥ 2. We denote by tm the Lie algebra generated by symbols
{tij = tji}1≤i 6=j≤m subject to the following relations:
[tij , tik + tjk] = 0 for any triple of distinct indices i, j, k ,
[tij , tkl] = 0 for any quadruple of distinct indices i, j, k, l . (5.13)
We also denote by tˆm the degree completion of this Lie algebra.
Let lie(x, y) be the degree completion of the free Lie algebra in two symbols x and y .
As a graded vector space, grt consists of Lie series σ(x, y) satisfying the following equa-
tions
σ(y, x) = −σ(x, y) ,
σ(x, y) + σ(y,−x− y) + σ(−x− y, x) = 0 ,
σ(t23, t34)− σ(t13 + t23, t34) + σ(t12 + t13, t24 + t34)
−σ(t12, t23 + t24) + σ(t12, t23) = 0 .
(5.14)
14A connected graph Γ is called 1-vertex irreducible if the complement of each vertex of Γ is connected.
15Strictly speaking, grt is the pro-nilpotent part of the Lie algebra introduced by V. Drinfeld. In [1] and
[24], the Lie algebra we use here is denoted by grt1.
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The Lie bracket on grt is the Ihara bracket which is given by the formula:
[σ, σ′]Ih := δσ(σ
′)− δσ′(σ) + [σ, σ
′]lie(x,y) , (5.15)
where [ , ]lie(x,y) is the usual bracket on lie(x, y) and δσ is the continuous derivation of lie(x, y)
defined by the equations
δσ(x) := 0 , δσ(y) := [y, σ(x, y)] .
Note that relations (5.14) are homogeneous in generators x, y. So it is sufficient to look
only for homogeneous solutions.
A direct computation shows that relations (5.14) have neither linear nor quadratic solu-
tions, and the space of solutions of degree 3 is spanned by the element
σ3(x, y) := [x, [x, y]]− [y, [y, x]] .
More generally, we have
Proposition 5.3 (Proposition 6.3, [24]) For every odd integer n ≥ 3 there exists a non-
zero vector σn ∈ grt of degree n in symbols x and y such that
σn = ad
n−1
x (y) + . . . (5.16)
where . . . is a sum of Lie words of degrees ≥ 2 in the symbol y .
We call elements {σn}n odd ≥3 Deligne-Drinfeld elements of grt .
Remark 5.4 There is no canonical choice of the elements {σn}n odd ≥3, i. e., no canonical
choice of the Lie words . . . in (5.16). Nevertheless, there is an important conjecture [24,
Section 6] (the Deligne-Drinfeld conjecture) which states that the Lie algebra grt is freely
generated by elements {σn}n odd ≥3 regardless of this choice. Recently, F. Brown [6] proved
that there exists a choice of Lie words . . . in (5.16) such that the elements {σn}n odd ≥3
generate a free Lie subalgebra u in grt. However, it is still not known whether this subalgebra
coincides with the full Lie algebra grt.
For our purposes, we need the results from [44] which link the Lie algebra grt to H0(GC).
We assemble Theorem 1.1 and Proposition 9.1 from [44] into the following statement:
Theorem 5.5 ([44]) Let GC be Kontsevich’s graph complex and grt be the Grothendieck-
Teichmu¨ller Lie algebra defined above. Then we have an isomorphism of Lie algebras:
H0(GC) ∼= grt . (5.17)
Let n be an odd integer ≥ 3 and σn be a homogeneous element of grt satisfying (5.16). If
σ˜ n is the class in H
0(GC) corresponding to σn ∈ grt, then each representative of σ˜ n has a
non-zero coefficient in front of the graph shown on figure 5.3.
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Figure 5.3: Here n is an odd integer ≥ 3. (We do not specify the order on the set of edges.)
5.3 The action of fGC and GC on Tpoly(P )
Let us view Tpoly(P ) as a ΛLie-algebra. Then, according to Appendix A, the deformation
complex of Tpoly(P ) is
DefΛLie(Tpoly(P )) = Conv(Λ
2coCom,EndTpoly(P )) , (5.18)
where EndTpoly(P ) is the endomorphism operad of Tpoly(P ) and the differential is given by the
adjoint action of the Maurer-Cartan element which corresponds to the composition
Cobar(Λ2coCom)→ ΛLie→ EndTpoly(P ) .
The canonical operad morphism defined by (5.3)
a : Gra→ EndTpoly(P ) (5.19)
induces a morphism of graded Lie algebras:
a∗ : Conv(Λ
2coCom,Gra)→ Conv(Λ2coCom,EndTpoly(P )) . (5.20)
Furthermore, since for the generator {a1, a2} ∈ ΛLie(2), ι({a1, a2}) = Γ•−•, the map a∗
sends the Maurer-Cartan element of Conv(Λ2coCom,Gra) to the Maurer-Cartan element of
Conv(Λ2coCom,EndTpoly(P )) . Hence a∗ is also a map of dg Lie algebras, and restricting a∗ to
GC ⊂ Conv(Λ2coCom,Gra),
we get a map (of dg Lie algebras) which we denote by the same letter a∗
a∗ : GC→ DefΛLie(Tpoly(P )) . (5.21)
5.4 Dg Lie algebras related to fGC
This section is devoted to the auxiliary dg Lie algebras Conv(Ger∨,Ger) and Conv(Ger∨,Gra)
which are used in proving a remarkable property of the map from Kontsevich’s graph complex
GC to the deformation complex of the sheaf of polyvector fields.
First, we recall that the cooperad Ger∨ is obtained by taking the linear dual of the operad
Λ−2Ger . Hence, as graded vector spaces,
Conv(Ger∨,Ger) ∼=
∏
n≥1
(
Ger(n)⊗ Λ−2Ger(n)
)Sn
, (5.22)
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and
Conv(Ger∨,Gra) ∼=
∏
n≥1
(
Gra(n)⊗ Λ−2Ger(n)
)Sn
. (5.23)
Next, we identify Ger(n) with the subspace of the free Gerstenhaber algebra Ger(a1, . . . , an)
spanned by Ger-monomials in which each symbol from the set {a1, a2, . . . , an} appears
exactly once. We also identify Λ−2Ger(n) with the subspace of the free Λ−2Ger-algebra
Λ−2Ger(b1, . . . , bn) spanned by Λ
−2Ger-monomials in which each symbol from the set {b1, b2, . . . , bn}
appears exactly once.
Then vectors in (5.22) are infinite sums∑
n≥1
Zn , (5.24)
Zn =
∑
j
Zn,j ⊗ wn,j ∈
(
Ger(n)⊗ Λ−2Ger(n)
)Sn
, (5.25)
where Zn,j ∈ Ger(n), wn,j is a Λ
−2Ger-monomial of the form
ϕ1(bi11 , . . . , bi1k1 )ϕ2(bi21 , . . . , bi2k2 ) . . . ϕq(biq1 , . . . , biqkq ) , (5.26)
ϕ1, . . . , ϕq are Λ
−1Lie-monomials, and each symbol from the set {b1, b2, . . . , bn} appears in
(5.26) exactly once.
Similarly, vectors in (5.23) are infinite sums∑
n≥1
Yn , (5.27)
Yn =
∑
j
Yn,j ⊗ wn,j ∈
(
Gra(n)⊗ Λ−2Ger(n)
)Sn
, (5.28)
where Yn,j ∈ Gra(n) and wn,j’s are as above.
The canonical operad morphism
Cobar(Ger∨)→ Ger (5.29)
corresponds to the Maurer-Cartan element
αGer = {a1, a2} ⊗ b1b2 + a1a2 ⊗ {b1, b2} , (5.30)
which allows us to equip the graded Lie algebra (5.22) with the differential
[αGer, ] . (5.31)
We recall [20, Section 11] that the cochain complex (5.22) with the differential (5.31) is called
the extended deformation complex of the operad Ger.
Using the map
ι∗ : Conv(Ger
∨,Ger)→ Conv(Ger∨,Gra)
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induced by ι (5.5) we get the following Maurer-Cartan element
α := ι∗(αGer) = Γ•−• ⊗ b1b2 + Γ• • ⊗ {b1, b2} (5.32)
in the graded Lie algebra Conv(Ger∨,Gra).
Furthermore, just as for Conv(Ger∨,Ger), we use α to equip the graded Lie algebra
Conv(Ger∨,Gra) with the differential:
[α, ] . (5.33)
Let us observe that, using the map (5.5), we can embed the vector spaces Ger(n)⊗Ger∨(n)
and Gra(n)⊗ Ger∨(n) in the vector space
Gra(n)⊗ Λ−2Gra(n) . (5.34)
Furthermore, it is convenient to represent vectors in (5.34) by formal linear combinations of
labeled graphs with two types of edges: solid edges for left tensor factors and dashed edges
for right tensor factors.
Using this interpretation, we introduce the following subspaces of Conv(Ger∨,Ger) and
Conv(Ger∨,Gra), respectively:
Conv(Ger∨,Ger)conn ⊂ Conv(Ger
∨,Ger) , (5.35)
Conv(Ger∨,Gra)conn ⊂ Conv(Ger
∨,Gra) . (5.36)
Here Conv(Ger∨,Ger)conn (resp. Conv(Ger
∨,Gra)conn) consists of vectors (5.24) (resp. (5.27))
for which images of Zn (resp. Yn) in (5.34) are sums of connected graphs. For example, the
vectors αGer and α belong to Conv(Ger
∨,Ger)conn and Conv(Ger
∨,Gra)conn, respectively, while
the vector a1a2 ⊗ b1b2 ∈
(
Ger(2)⊗ Λ−2Ger(2)
)S2 does not belong to Conv(Ger∨,Ger)conn .
It is easy to see that Conv(Ger∨,Ger)conn (resp. Conv(Ger
∨,Gra)conn) is a subcomplex of
Conv(Ger∨,Ger) (resp. Conv(Ger∨,Gra)).
For our purposes, we also need the subspace
Ξconn ⊂ Conv(Ger
∨,Ger)conn . (5.37)
This subspace consists of sums (5.24) in Conv(Ger∨,Ger)conn for which each Λ
−1Lie-monomial
in (5.26) has length ≥ 2.
Even though αGer /∈ Ξconn, the subspace Ξconn is a subcomplex of Conv(Ger
∨,Ger)conn.
This subcomplex plays an important role in establishing a link between the cohomology of
the graph complex fGC and the cohomology of the extended deformation complex of Ger.
Next, we consider the subspace of Conv(Ger∨,Gra)conn which consists of sums (5.27) in
Conv(Ger∨,Gra)conn satisfying the following property:
Property 5.6 If a Λ−1Lie-word ϕr occurring in wn,j (as in (5.26)) has length 1, i.e., if
ϕr = bi for some i, then, in each graph of Yn,j, the vertex with label i is at least trivalent.
It is not hard to see that this subspace is a subcomplex of Conv(Ger∨,Gra)conn and we
denote it by
Conv(Ger∨,Gra)≥3 (5.38)
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We introduce the map R of cochain complexes:
R : Conv(Ger∨,Gra)≥3 → fGC
R(f) = f
∣∣∣
Λ2coCom
(5.39)
and observe that the subcomplex
ker(R) ⊂ Conv(Ger∨,Gra)≥3 (5.40)
receives an obvious map ψ from the cochain complex Ξconn (5.37) which is induced by the
map ι (5.5).
We claim that
Proposition 5.7 The map
ψ : Ξconn → ker(R) (5.41)
induces an isomorphism on the level of cohomology.
Proof. This statement is an analogue of Proposition 13.1 in [20].
To prove this statement we only need the following minor modification of the proof of
[20, Proposition 13.1]: we need to replace in loc. cit. the dg operad fgraphs by the dg
operad graphs (see also [20, Section 9.4]). Thus, since the embedding graphs →֒ fgraphs is a
quasi-isomorphism, the modified proof goes through. 
6 The chain map Θ : GC→ DefΛLie(FR)
Let us recall that, due to Theorem 3.5, the sheaf of dg Gerstenhaber algebras
FR :=
(
Ω•(OcoordX )⊗ Tpoly(P )
)[gld(K)]
(6.1)
is a resolution of the sheaf of Gerstenhaber algebras Tpoly on a smooth algebraic variety X .
In this section, we view FR as the sheaf of ΛLie-algebras and construct a map of dg Lie
algebras
Θ : GC→ DefΛLie(FR) . (6.2)
For this purpose, we denote by FR′ the following sheaf of dg ΛLie algebras
FR′ = Ω•(OcoordX )⊗ Tpoly(P ) (6.3)
with the de Rham differential d .
We recall that the sheaf of dg ΛLie algebras FR (6.1) is obtained from FR′ in two steps.
First, we twist16 the dg ΛLie-algebra structure by the Maurer-Cartan element ω introduced
in Theorem 2.14. Under this procedure, the ΛLie-bracket remains the same { , }SN and the
differential d gets replaced by
d+ {ω, }SN . (6.4)
16See Appendix C for terminology and details of the twisting procedure.
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Second, we apply trimming (see Section 1.2) to the resulting sheaf of dg ΛLie-algebras
with respect to the set of degree −1 derivations iv, v ∈ gld(K) and get (6.1).
So to construct (6.2), we define an auxiliary map of dg Lie algebras
Θ′ : GC→ coDer
(
Λ2coCom(FR′)
)
. (6.5)
via extending the map a∗ (5.21) by linearity over Ω
•(OcoordX ) . Here the codomain
coDer
(
Λ2coCom(FR′)
)
carries the differential
[d+Q, ] , (6.6)
with d being the de Rham differential andQ being the coderivation of Λ2coCom(FR′) coming
from the ΛLie-bracket { , }SN .
Since Θ′ is obtained via extending a∗ (5.21) by linearity over Ω
•(OcoordX ) and a∗ is a chain
map, we conclude that Θ′ intertwines the differential ∂ (5.10) with the differential d+Q, i.e.
[d+Q,Θ′(γ)] = Θ′(∂γ) , ∀ γ ∈ GC . (6.7)
For the map Θ′, we have the following statement:
Proposition 6.1 Let ω = ωa∂ta be the global section of the sheaf
Ω1(OcoordX )⊗ T
1,0(P )
introduced in Theorem 2.14. Then the formula
(Θ′)ω(γ) = e−s
−2 ω Θ′(γ) es
−2 ω , γ ∈ GC (6.8)
defines a map of dg Lie algebras
(Θ′)ω : GC→ coDer
(
Λ2coCom(FR′)
)
, (6.9)
where coDer
(
Λ2coCom(FR′)
)
is considered with the differential
[d+ {ω, }SN +Q, ] .
Furthermore, (Θ′)ω descends to a map of dg Lie algebras
GC → coDer
(
Λ2coCom(FR)
)
, (6.10)
where
FR =
(
Ω•(OcoordX )⊗ Tpoly(P )
)[gld(K)]
.
Proof. We remark that, using the degree of exterior forms, we equip the sheaf FR′ of dg
ΛLie-algebras with the natural decreasing filtration. This filtration is complete, and hence,
we may apply to FR′ the operation of twisting (see Appendix C).
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Let us denote by p the canonical projection
p : Λ2coCom(FR′)→ FR′ , (6.11)
and prove that for all n ≥ 1
p ◦Θ′(γ)
(
s2(s−2 ω)n
)
= 0 . (6.12)
For this purpose, we recall that an action of a graph Γ on a collection of polyvector fields
is expressed in terms of the operators (5.4).
So we will keep track of terms involving the sum
d∑
a=1
1⊗ · · · ⊗ 1⊗ ∂ξa︸︷︷︸
i-th slot
⊗1⊗ · · · ⊗ 1⊗ ∂xa︸︷︷︸
j-th slot
⊗1⊗ · · · ⊗ 1
by choosing a direction on the edge (i, j) from vertex i to vertex j. Similarly, we will keep
track of terms involving the sum
d∑
a=1
1⊗ · · · ⊗ 1⊗ ∂xa︸︷︷︸
i-th slot
⊗1⊗ · · · ⊗ 1⊗ ∂ξa︸︷︷︸
j-th slot
⊗1⊗ · · · ⊗ 1
by choosing a direction on the edge (i, j) from vertex j to vertex i.
Since ω is vector-valued, equation (6.12) is a consequence of the following simple combi-
natorial fact:
Claim 6.2 If each vertex of a graph Γ has valency ≥ 3 then edges of Γ cannot be oriented
in such a way that all vertices have exactly one outgoing edge. 
Thus (6.12) indeed holds.
Now, it is easy to see that equations (6.7), (6.12), and Corollary C.2 from Appendix C
imply that formula (6.8) indeed defines a map from the graph complex GC to the cochain
complex coDer
(
Λ2coCom(FR′)
)
with the differential
[d+ {ω, }SN +Q, ] .
The compatibility of this map with the Lie brackets is obvious.
It remains to prove that for every cochain γ ∈ GC and for any set v1, . . . , vn of local
sections of FR (6.1) the section
v = p ◦ (Θ′)ω(γ)
(
s2(s−2 v1 s
−2 v2 . . . s
−2 vn)
)
(6.13)
satisfies the conditions
iv(v) = 0 (6.14)
and
iv(dv + {ω, v}SN) = 0 ∀ v ∈ gld(K). (6.15)
Let
γ =
∑
τ∈SN
τ(Γ)
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for an element Γ ∈ graN . Then
v =
1
r!
p ◦Θ′(γ)
(
s2((s−2ω)r s−2 v1 s
−2 v2 . . . s
−2 vn)
)
=
1
r!
γ(ω, . . . , ω︸ ︷︷ ︸
r times
, v1, . . . , vn)
where r = N −n and the action of γ on local sections of FR is obtained via extending (5.3)
by linearity over Ω•(OcoordX ) .
Since for all v ∈ gld(K) we have ivvj = 0, therefore
iv
(
γ(ω, . . . , ω︸ ︷︷ ︸
r times
, v1, . . . , vn)
)
=
r−1∑
k=0
γ(ω, . . . , ω︸ ︷︷ ︸
k times
, ivω, ω, . . . , ω︸ ︷︷ ︸
r−k−1 times
, v1, . . . , vn) .
On the other hand, by Corollary 2.15,
iv ω = −v
a
b t
b ∂
∂ta
.
Hence equation (6.14) holds simply because all vertices of Γ have valency ≥ 3 .
To prove (6.15), we recall that (Θ′)ω is a chain map from the graph complex GC to the
cochain complex coDer
(
Λ2coCom(FR′)
)
with the differential
[d+ {ω, }SN +Q, ] .
Therefore17
(d+ {ω, }SN) ◦ p ◦ (Θ
′)ω(γ)
(
s2(s−2 v1 s
−2 v2 . . . s
−2 vn)
)
= p ◦
(
(d+ {ω, }SN) ◦ (Θ
′)ω(γ)
(
s2(s−2 v1 s
−2 v2 . . . s
−2 vn)
))
= p ◦
(
(d+ {ω, }SN +Q) ◦ (Θ
′)ω(γ)
(
s2(s−2 v1 s
−2 v2 . . . s
−2 vn)
))
− (−1)|γ|p ◦
(
(Θ′)ω(γ) ◦ (d+ {ω, }SN +Q)
(
s2(s−2 v1 s
−2 v2 . . . s
−2 vn)
))
+ (−1)|γ|p ◦
(
(Θ′)ω(γ) ◦ (d+ {ω, }SN +Q)
(
s2(s−2 v1 s
−2 v2 . . . s
−2 vn)
))
− p ◦
(
Q ◦ (Θ′)ω(γ)
(
s2(s−2 v1 s
−2 v2 . . . s
−2 vn)
))
= p ◦ (Θ′)ω(∂γ)
(
s2(s−2 v1 s
−2 v2 . . . s
−2 vn)
)
+
n∑
k=1
±
1
r!
γ(ω, . . . , ω︸ ︷︷ ︸
r times
, v1, . . . , vk−1, dvk + {ω, vk}SN , vk+1, . . . , vn)
+
∑
1≤j<k≤n
±
1
(r + 1)!
γ(ω, . . . , ω︸ ︷︷ ︸
(r+1) times
, {vj, vk}SN , v1 . . . , vj−1, vj+1, . . . , vk−1, vk+1, . . . , vn)
+
n∑
k=1
(−1)εk ±
1
(r + 1)!
{γ(ω, . . . , ω︸ ︷︷ ︸
(r+1) times
, v1, . . . , vk−1, vk+1, . . . , vn), vk}SN .
(6.16)
17In computation (6.16), we put ± in front of terms for which sign factors do not play an important role.
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Hence we get
(d+ {ω, }SN) ◦ p ◦ (Θ
′)ω(γ)
(
s2(s−2 v1 s
−2 v2 . . . s
−2 vn)
)
=
1
r!
(∂γ)(ω, . . . , ω︸ ︷︷ ︸
r times
, v1, . . . , vn)
+
n∑
k=1
±
1
r!
γ(ω, . . . , ω︸ ︷︷ ︸
r times
, v1, . . . , vk−1, dvk + {ω, vk}SN , vk+1, . . . , vn)
+
∑
1≤j<k≤n
±
1
(r + 1)!
γ(ω, . . . , ω︸ ︷︷ ︸
(r+1) times
, {vj, vk}SN , v1 . . . , vj−1, vj+1, . . . , vk−1, vk+1, . . . , vn)
+
n∑
k=1
(−1)εk ±
1
(r + 1)!
{γ(ω, . . . , ω︸ ︷︷ ︸
(r+1) times
, v1, . . . , vk−1, vk+1, . . . , vn), vk}SN .
(6.17)
Thus we see that (6.15) follows from equations (6.14),
iv
(
dvk + {ω, vk}SN
)
= 0
and the fact that iv is a derivation of the bracket { , }SN .
Proposition 6.1 is proven. 
Composing the map of dg Lie algebras (6.10) with the canonical morphism (see Appendix
B.4)
coDer
(
Λ2coCom(FR)
)
→ DefΛLie(FR),
we get the desired map of dg Lie algebras
Θ : GC→ DefΛLie(FR) . (6.18)
6.1 Extending Θ to Conv(Ger∨,Gra)≥3
Although FR is also a sheaf of Gerstenhaber algebras, there is no natural way of extending
the map Θ (6.18) to a map
Conv(Ger∨,Gra)→ DefGer(FR) (6.19)
from the dg Lie algebra Conv(Ger∨,Gra) to the deformation complex DefGer(FR) of FR
(viewed as the sheaf of Gerstenhaber algebras).
However, it is possible to extend Θ (6.18) to a map from a dg Lie subalgebra Conv(Ger∨,Gra)≥3
(5.38) to DefGer(FR) .
To construct this map, we extend a (5.19) by linearity over Ω•(OcoordX ) to
Gra(n)→ Hom
(
(FR′)⊗n,FR′
)
, (6.20)
where FR′ is the auxiliary sheaf of dg Gerstenhaber algebras defined in (6.3) .
Next, using (6.20), we get an auxiliary map of dg Lie algebras
Θ′
Ger
: Conv(Ger∨,Gra)→ coDer
(
Ger∨(FR′)
)
, (6.21)
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where the codomain
coDer
(
Ger∨(FR′)
)
carries the differential
[d+QGer, ] , (6.22)
with d being the de Rham differential and QGer being the coderivation of Ger
∨(FR′) coming
from the Gerstenhaber algebra structure on FR′.
We now recall that the sheaf of Gerstenhaber algebras FR is obtained from FR′ (6.3) in
two steps. First, we need to twist FR′ by the Maurer-Cartan element ω defined in Theorem
2.14. Second, we apply trimming with respect to the derivations coming from the action of
gld(K) .
We have the following analog of Proposition 6.1:
Proposition 6.3 Let ω = ωa∂ta be the global section of the sheaf
Ω1(OcoordX )⊗ T
1,0(P )
introduced in Theorem 2.14 and Conv(Ger∨,Gra)≥3 be the dg Lie subalgebra of Conv(Ger
∨,Gra)
introduced in (5.38). Then the formula
(Θ′
Ger
)ω(γ) = e−s
−2 ω Θ′
Ger
(γ) es
−2 ω , γ ∈ Conv(Ger∨,Gra)≥3 (6.23)
defines a map of dg Lie algebras
(Θ′)ω
Ger
: Conv(Ger∨,Gra)≥3 → coDer
(
Ger∨(FR′)
)
, (6.24)
where coDer
(
Ger∨(FR′)
)
is considered with the differential
[d+ {ω, }SN +QGer, ] . (6.25)
Furthermore, (Θ′)ω
Ger
descends to a map of dg Lie algebras
Conv(Ger∨,Gra)≥3 → coDer
(
Ger∨(FR)
)
, (6.26)
where
FR =
(
Ω•(OcoordX )⊗ Tpoly(P )
)[gld(K)]
.
Proof. Just as in the proof of Proposition 6.1, Claim 6.2 implies that for every vector
γ ∈ Conv(Ger∨,Gra)≥3, we have
p ◦Θ′
Ger
(γ)
(
s2(s−2 ω)n
)
= 0 , (6.27)
where p is the canonical projection
p : Ger∨(FR′)→ FR′ , (6.28)
and s2(s−2 ω)n is a global section of Λ2coCom(FR′) ⊂ Ger∨(FR′) .
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Hence Theorem C.3 from Appendix C.2 implies that the assignment
γ 7→ e−s
−2 ω Θ′
Ger
(γ) es
−2 ω (6.29)
is a map of dg Lie algebras from Conv(Ger∨,Gra)≥3 to coDer
(
Ger∨(FR′)
)
, where the codomain
is considered with the differential (6.25).
It remains to prove that for every cochain γ ∈ Conv(Ger∨,Gra)≥3 and any local section
W ∈ Ger∨(FR) the section of FR′
v = p ◦ (Θ′
Ger
)ω(γ)
(
W
)
(6.30)
satisfies the conditions
iv(v) = 0 (6.31)
and
iv(dv + {ω, v}SN) = 0 ∀ v ∈ gld(K). (6.32)
The latter can be shown by going through the corresponding steps mutatis mutandis in
the proof of Proposition 6.1. 
7 For every cocycle γ ∈ GC the cocycle Θ(γ) induces a
derivation of the Gerstenhaber algebra H•(X, Tpoly)
Let us recall (see Appendix B.5) that for every degree k cocycle γ ∈ GC the cocycle Θ(γ) ∈
DefΛLie(FR) induces a degree k derivation of the ΛLie-algebra
H•(X, Tpoly) . (7.1)
We will denote this derivation by Dγ .
More precisely, if v is a cocycle in
Cˇ•(X,FR) (7.2)
representing a class [v] in (7.1) then Dγ([v]) is represented by∑
n≥1
1
n!
γ(ω, . . . , ω︸ ︷︷ ︸
n times
, v ) (7.3)
where the action of γ on local sections of FR is obtained via extending (5.3) by linearity
over Ω•(OcoordX ) and ω is the global section of the sheaf Ω
1(OcoordX ) ⊗ T
1,0(P ) introduced in
Theorem 2.14.
Our goal is to prove that
Theorem 7.1 For every cocycle γ ∈ GC, the map
Dγ : H
•(X, Tpoly)→ H
•(X, Tpoly) (7.4)
defined by (7.3) is a derivation of the Gerstenhaber algebra structure on H•(X, Tpoly)
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A proof of this theorem is given in Section 7.1 below. It is based on a technical claim which
we present now.
First, we recall that the dg Lie algebras fGC, GC, Conv(Ger∨,Ger), and Conv(Ger∨,Gra)
carry a natural decreasing filtration “by arity”:
FmfGC :=
∏
n≥m+1
s2n−2
(
Gra(n)
)Sn
, FmGC = GC ∩ FmfGC , (7.5)
FmConv(Ger
∨,Ger) :=
∏
n≥m+1
(
Ger(n)⊗ Λ−2Ger(n)
)Sn
, (7.6)
and
FmConv(Ger
∨,Gra) :=
∏
n≥m+1
(
Gra(n)⊗ Λ−2Ger(n)
)Sn
. (7.7)
Second, we observe that every cochain γ ∈ fGC may be extended “by zero” to a cochain
γ˜ in (5.23). Indeed, the desired element γ˜ is defined by declaring that it vanishes on all
vectors in Ger∨ which involve at least one ΛcoLie-monomial of length ≥ 2, and setting
γ˜
∣∣∣
Λ2coCom
= γ . (7.8)
It is obvious that for every cochain γ ∈ GC we have
γ˜ ∈ Conv(Ger∨,Gra)≥3 .
Finally, we formulate the technical statement which is used in the proof of Theorem 7.1:
Proposition 7.2 Let
R : Conv(Ger∨,Gra)≥3 → fGC
be the map of cochain complexes defined in (5.39) and γ be a degree q cocycle in FmGC . There
exists a degree q cochain θ ∈ ker(R) and a degree q+1 cocycle x ∈ Ξconn∩Fm+1 Conv(Ger
∨,Ger)
such that
∂ γ˜ = ψ(x) + ∂θ , (7.9)
where the vector γ˜ ∈ Conv(Ger∨,Gra)≥3 is obtained via extending γ “by zero” and ψ is the
embedding (5.41).
Proof. Since γ ∈ FmGC,
γ˜ ∈ FmConv(Ger
∨,Gra)≥3 . (7.10)
Furthermore, γ is a cocycle in GC. Hence
∂ γ˜ ∈ ker(R) . (7.11)
Therefore, by Proposition 5.7, there exists a degree q cochain θ′ ∈ ker(R) and a degree
(q + 1) cocycle x′ ∈ Ξconn ∩ Conv(Ger
∨,Ger) such that
∂ γ˜ = ψ(x′) + ∂θ′ . (7.12)
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Let us now observe that
∂
(
FmConv(Ger
∨,Gra)
)
⊂ Fm+1Conv(Ger
∨,Gra) . (7.13)
Hence, using inclusion (7.10), we deduce that the restriction of ψ(x′) to Ger∨(n) for n ≤ m+1
gives us an exact cocycle in
m+1∏
n=2
(
Gra(n)⊗ Λ−2Ger(n)
)Sn
∩ ker(R) (7.14)
Therefore, applying Proposition 5.7 again, we conclude that there exists a degree q
cochain θ′′ ∈ ker(R) and a degree q + 1 cocycle x ∈ Ξconn ∩ Fm+1Conv(Ger
∨,Ger) such
that
ψ(x) = ψ(x′)− ∂(θ′′) .
Thus setting θ = θ′ + θ′′ we get the desired equation (7.9). 
7.1 Proof of Theorem 7.1
The map (7.4) is a derivation of the ΛLie-bracket on H•(X, Tpoly) since Dγ comes from a
cocycle inDefΛLie(FR). Thus it remains to prove that Dγ is a derivation for the commutative
algebra structure on H•(X, Tpoly) .
For this purpose we start with two cocycles in the Cˇech complex
v1, v2 ∈ Cˇ•(X,FR)
and consider the class
Dγ([v
1] ∪ [v2])− Dγ([v
1]) ∪ [v2]− (−1)|v
1||γ|[v1] ∪ Dγ([v
2]) ∈ H•(X,FR)
where ∪ is the multiplication on H•(X,FR) induced by the ∧-product on FR.
This class is represented by the cocycle v given by the equation
vα0...αt :=
∑
0≤k≤t
∑
n≥1
(−1)k|v
2|
n!
γ(ω, . . . , ω︸ ︷︷ ︸
n times
, v1α0...αkv
2
αk...αt
)
−
∑
0≤k≤t
∑
n≥1
(−1)k|v
2|
n!
γ(ω, . . . , ω︸ ︷︷ ︸
n times
, v1α0...αk)v
2
αk...αt
− (−1)|γ||v
1|
∑
0≤k≤t
∑
n≥1
(−1)k(|v
2|+|γ|)
n!
v1α0...αkγ(ω, . . . , ω︸ ︷︷ ︸
n times
, v2αk ...αt) .
(7.15)
So, our goal is to show that the cocycle v is exact.
To prove this claim, we rewrite (7.15) using the fact that the element
γ˜ ∈ Conv(Ger∨,Gra)≥3
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is obtained via extending γ ∈ GC “by zero”:
vα0...αt =
∑
0≤k≤t
(−1)k|v
2|p ◦ e−s
−2ωΘ′
Ger
( γ˜ )es
−2ω(v1α0...αkv
2
αk ...αt
)
−
∑
0≤k≤t
(−1)k|v
2|
(
p ◦ e−s
−2ωΘ′
Ger
( γ˜ )es
−2ω(v1α0...αk)
)
v2αk ...αt
− (−1)| γ˜ ||v
1|
∑
0≤k≤t
(−1)k(|v
2|+| γ˜ |)v1α0...αk
(
p ◦ e−s
−2ωΘ′
Ger
( γ˜ )es
−2ω(v2αk...αt)
)
=
∑
0≤k≤t
(−1)k|v
2|+(|v1|−k−1)p ◦ e−s
−2ωΘ′
Ger
( γ˜ )es
−2ω ◦Qω
Ger
(
〈v1α0...αk , v
2
αk...αt
〉
)
−
∑
0≤k≤t
(−1)k|v
2|+(|v1|−k−1)p ◦ e−s
−2ωΘ′
Ger
( γ˜ )es
−2ω
(
〈dv1α0...αk + {ω, v
1
α0...αk
}SN , v
2
αk ...αt
〉
)
−
∑
0≤k≤t
(−1)k(|v
2|+1)p ◦ e−s
−2ωΘ′
Ger
( γ˜ )es
−2ω
(
〈v1α0...αk , dv
2
αk...αm
+ {ω, v2αk...αt}SN〉
)
+
∑
0≤k≤t
(−1)k|v
2|+|v1|−k+| γ˜ |p ◦Qω
Ger
◦ e−s
−2ωΘ′
Ger
( γ˜ )es
−2ω〈v1α0...αk , v
2
αk...αt
〉
= −
∑
0≤k≤t
(−1)k|v
2|+(|v1|−k)p ◦
(
e−s
−2ωΘ′
Ger
( γ˜ )es
−2ω
Q
ω
Ger
− (−1)| γ˜ |Qω
Ger
◦ e−s
−2ωΘ′
Ger
( γ˜ )es
−2ω
)
〈v1α0...αk , v
2
αk...αt
〉 ,
(7.16)
where
〈s1, s2〉 := {b1, b2}
∗ ⊗ s1 ⊗ s2 ∈ Ger
∨(FR)
for two local sections s1, s2 of FR and QωGer is the codifferential of Ger
∨(FR) given by
Q
ω
Ger
:= e−s
−2ω ◦ (d+QGer) ◦ e
s−2ω = d+ {ω, }SN +QGer . (7.17)
Thus we get
vα0...αt =
(−1)|γ|
∑
0≤k≤t
(−1)k|v
2|+(|v1|−k)p ◦ e−s
−2ωΘ′
Ger
(∂ γ˜ )es
−2ω
(
〈v1α0...αk , v
2
αk...αt
〉
)
. (7.18)
Hence, due to Proposition 7.2,
vα0...αt = (−1)
|γ|
∑
0≤k≤t
(−1)k|v
2|+(|v1|−k)p ◦ e−s
−2ωΘ′
Ger
(ψ(x))es
−2ω
(
〈v1α0...αk , v
2
αk...αt
〉
)
+ (−1)|γ|
∑
0≤k≤t
(−1)k|v
2|+(|v1|−k)p ◦ e−s
−2ωΘ′
Ger
(∂θ)es
−2ω
(
〈v1α0...αk , v
2
αk...αt
〉
)
,
(7.19)
where x ∈ Ξconn ∩ Fm+1Conv(Ger
∨,Ger) and θ ∈ ker(R) .
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Using the inclusion x ∈ Ξconn and the compatibility of Θ′Ger with the differentials we
conclude that
vα0...αt = (−1)
|γ|
∑
0≤k≤t
(−1)k|v
2|+(|v1|−k)p ◦Θ′
Ger
(ψ(x))
(
〈v1α0...αk , v
2
αk...αt
〉
)
+ (−1)|γ|
∑
0≤k≤t
(−1)k|v
2|+(|v1|−k)p ◦Qω
Ger
◦ e−s
−2ωΘ′
Ger
(θ)es
−2ω
(
〈v1α0...αk , v
2
αk...αt
〉
)
+
∑
0≤k≤t
(−1)k|v
2|+(|v1|−k)p ◦ e−s
−2ωΘ′
Ger
(θ)es
−2ω ◦ Qˆω
Ger
(
〈v1α0...αk , v
2
αk...αt
〉
)
(7.20)
Since GC = F2GC we have x ∈ Ξconn ∩ F3Conv(Ger
∨,Ger) and hence
Θ′
Ger
(ψ(x))
(
〈v1α0...αk , v
2
αk...αt
〉
)
= 0 .
In addition, θ ∈ ker(R). Therefore,
vα0...αt = (−1)
|γ|
∑
0≤k≤t
(−1)k|v
2|+(|v1|−k)(d+ {ω, }SN)
(
p ◦Θ′
Ger
(θ)es
−2ω
(
〈v1α0...αk , v
2
αk...αt
〉
))
−
∑
0≤k≤t
(−1)k|v
2|+(|v1|−k)p ◦Θ′
Ger
(θ)es
−2ω ◦
(
〈(dv1α0...αk + {ω, v
1
α0...αk
}SN), v
2
αk...αt
〉
)
−
∑
0≤k≤t
(−1)k|v
2|p ◦Θ′
Ger
(θ)es
−2ω ◦
(
〈v1α0...αk , (dv
2
αk...αt
+ {ω, v2αk...αt}SN)〉
)
.
(7.21)
Since both v1 and v2 are cocycles in the Cˇech complex Cˇ•(X,FR), we have
dv1α0...αk + {ω, v
1
α0...αk
}SN = −(∂ˇv
1)α0...αk
and
dv2αk ...αt + {ω, v
2
αk...αt
}SN = −(∂ˇv
2)αk...αt .
Hence, equation (7.21) implies that
vα0...αt = (−1)
|γ|
∑
0≤k≤t
(−1)k|v
2|+(|v1|−k)(d+ {ω, }SN)
(
p ◦Θ′
Ger
(θ)es
−2ω
(
〈v1α0...αk , v
2
αk...αt
〉
))
+
∑
0≤k≤t
(−1)k|v
2|+(|v1|−k)p ◦Θ′
Ger
(θ)es
−2ω ◦
(
〈(∂ˇv1)α0...αk , v
2
αk...αt
〉
)
+
∑
0≤k≤t
(−1)k|v
2|p ◦Θ′
Ger
(θ)es
−2ω ◦
(
〈v1α0...αk , (∂ˇv
2)αk...αt〉
)
= duα0...αt + {ω, uα0...αt}SN + (∂ˇu)α0...αt ,
(7.22)
where
uα0...αt := (−1)
|γ|
∑
0≤k≤t
(−1)k|v
2|+(|v1|−k)p ◦Θ′
Ger
(θ)
(
es
−2ω〈v1α0...αk , v
2
αk ...αt
〉
)
. (7.23)
Thus the cocycle v is indeed exact and Theorem 7.1 follows.

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8 The action of Deligne-Drinfeld elements
Let grt be the Grothendieck-Teichmu¨ller Lie algebra and let σn (n is odd ≥ 3) be Deligne-
Drinfeld elements of grt (see Proposition 5.3 in Subsection 5.2.1). Let us denote by γn any
cocycle which represents the cohomology class σ˜ n ∈ H0(GC) corresponding to σn ∈ grt via
the isomorphism (5.17) in Theorem 5.5.
According to Theorem 7.1, Θ(γn) induces a degree zero derivation Dn of the Gerstenhaber
algebra
H•(X, Tpoly) . (8.1)
The following theorem gives a natural geometric interpretation of this derivation:
Theorem 8.1 Let n be an odd integer ≥ 3 . Then the action of Dn on H•(X, Tpoly) is a
non-zero scalar multiple of the contraction with the n-th component of the Chern character18
of the tangent bundle of X, regardless of the choice of Deligne-Drinfeld elements, i. e., of
Lie words . . . in (5.16).
Theorem 8.1 has the following obvious corollary:
Corollary 8.2 Let X be a smooth algebraic variety over K and n be an odd integer ≥ 3.
Then the contraction with the n-th component of the Chern character induces a derivation
of the Gerstenhaber algebra H•(X, Tpoly). 
Remark 8.3 Corollary 8.2 implies that the contractions with odd components of the Chern
character are derivations of the cup product on H•(X, Tpoly). This statement was formulated
without a proof in [39, Theorem 9].
Remark 8.4 The proof of Theorem 8.1 is essentially based on the combinatorial Claim
8.5 given below. This claim implies that the derivation D of the Gerstenhaber algebra
H•(X, Tpoly) corresponding to a cocycle γ ∈ GC is non-zero if and only if γ involves the
graph Γwheeln shown on figure 5.3 for some odd integer n ≥ 3. It is not hard to see that
for any pair of vectors γ, γ′ ∈ GC the Lie bracket [γ, γ′] does not involve graphs of the form
Γwheeln , since Γ
wheel
n does not have a subgraph whose contraction would yield a non-zero vector
in GC. This observation implies that the action of grt on H•(X, Tpoly) factors through its
abelianization19 grtab = grt
/
[grt, grt]. Furthermore, note that the operations of contraction
with the Chern characters pairwise commute, and hence it follows once again that the grt
action is indeed an action.
We will prove Theorem 8.1 in Section 8.1 and now we will present a combinatorial fact
which is used in the proof of this theorem.
Claim 8.5 Let Γ be a connected, 1-vertex irreducible labeled graph with n+ 1 vertices, such
that each vertex of Γ has valency ≥ 3. In addition, let Γwheeln be the labeled graph depicted on
figure 5.3. If Γ admits an orientation for which each vertex with label ≤ n has at most one
18We consider the Chern character with values in
⊕
k H
k(X,ΩkX) .
19This was conjectured by the anonymous referee.
54
out-going edge, then Γ = σ(Γwheeln ) for some permutation
20 σ ∈ Sn . Furthermore, Γwheeln has
exactly two orientations which satisfy the above condition. These orientations are shown on
figures 8.1 and 8.2.
n+ 1
n
1
2 3
..
.
..
.
Figure 8.1: Each vertex with label ≤ n
has at most 1 out-going edge
n+ 1
n
1
2 3
..
.
..
.
Figure 8.2: Each vertex with label ≤ n
has at most 1 out-going edge
Proof. The vertex with label (n + 1) has no incoming edges.
Let us assume that the vertex of Γ with label (n + 1) has an incoming edge which
originates, say, at vertex i1. Since vertex i1 is at least trivalent and it has at most one
outgoing edge, this vertex has at least two incoming edges. One of these edges originates
at, say, vertex i2. Since Γ does not have double edges, i2 ≤ n so we may apply the same
argument to vertex i2 and choose an edge which terminates at vertex i2 and originates, say,
at vertex i3.
Continuing this process we will get an oriented path which returns to vertex (n + 1).
Indeed, since the graph is finite and each vertex with label ≤ n cannot have more than one
out-going edge, the path must come back to vertex (n + 1). See figure 8.3.
n+ 1
i1
i2
i3
ik1
..
.
Figure 8.3: The oriented path returns to the vertex with label (n + 1)
Since vertex ik1 on figure (8.3) is at least trivalent and has at most one out-going edge,
it has at least one more incoming edge which originates, say, at vertex j1. Since Γ does not
have double edges, j1 ≤ n. Hence, we can pick an edge which terminates at vertex j1 and
originates, say, at vertex j2. We continue this process and get another oriented path which
is shown on figure 8.4.
The path
ik1 ← j1 ← j2 ← . . . (8.2)
cannot arrive at any of vertices i1, i2, . . . , ik1 because vertices with labels ≤ n have at most
one out-going edge. For the same reason, it cannot return to any of the vertices j1, j2, . . . .
20The group Sn is tacitly identified with the stabilizer of (n+ 1) in Sn+1.
55
n+ 1
i1
i2
i3
ik1
j1
j2
..
.
. . .
Figure 8.4: The oriented path returns to the vertex with label (n + 1)
Hence path (8.2) will eventually return to the vertex with label (n+ 1) and we get another
oriented path from vertex (n+ 1) to vertex ik1 . This path is shown on figure 8.5.
n+ 1
jk2
i1
i2
i3
ik1
j1
j2
..
.
. . .
Figure 8.5: We found another oriented path from vertex ik1 to vertex (n+ 1)
Let us now observe that jk2 6= ik1 . Hence, applying the above argument once again we
construct another oriented path which starts at vertex (n+1), terminates at vertex jk2 , and
has length > 1.
This process of building oriented paths will not terminate and this contradicts to the fact
that the graph Γ is finite.
Thus the vertex with label (n + 1) does not have incoming edges.
A vertex with label i ≤ n cannot have two incoming edges which originate at vertices with
labels ≤ n.
Indeed, let us consider an edge which originates, say, at vertex i1 ≤ n and terminates at
i. Then vertex i1 has at least two incoming edges. At least one of these edges originates at
vertex i2 ≤ n. We pick this edge and find an edge which terminates at i2 and originates at
a vertex with label i3 ≤ n.
Continuing this process we find an oriented path which goes only through vertices with
labels ≤ n and terminates at i. Since the graph Γ is finite, we can complete the path
i← i1 ← i2 ← i3 ← . . .
to the cycle:
i← i1 ← i2 ← i3 ← · · · ← ik ← i (8.3)
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with i, i1, i2, . . . , ik ≤ n .
If there is another edge which terminates at vertex i and originates, say, at vertex j1 ≤ n
then we may repeat the same process and find another oriented path which terminates at i
and goes only through vertices with labels ≤ n:
i← j1 ← j2 ← j3 ← . . . (8.4)
Since each vertex with label ≤ n has at most one out-going edge, the set of vertices
{j1, j2, j3, . . . }
must have the empty intersection with the set of vertices in the cycle (8.3). In addition, the
path (8.4) cannot return to any of the vertices j1, j2, j3, . . . . This observation contradicts to
the fact that the graph Γ is finite.
Thus, a vertex with label i ≤ n cannot have two incoming edges which originate at
vertices with labels ≤ n.
On the hand, every vertex with label i ≤ n has at least two incoming edges and at most
one out-going edge. Therefore every vertex with label i ≤ n has valency 3. It has exactly
one out-going edge which terminates at a vertex with label ≤ n; it has exactly one incoming
edge which originates at a vertex with label ≤ n; and it has exactly one incoming edge which
originates at the vertex with label (n+ 1).
We conclude that the graph Γ is a “join of wheels” shown on figure 8.6.
n+ 1
· · ·
Figure 8.6: All unlabeled vertices on the picture should carry labels ≤ n
Since Γ is 1-vertex irreducible, we conclude immediately that Γ = σ(Γwheeln ) for some
permutation σ ∈ Sn.
It is obvious that the orientations shown on figures 8.1 and 8.2 are the only possible
orientations of Γwheeln satisfying the condition stated in the claim.
Claim 8.5 is proven. 
8.1 The proof of Theorem 8.1
Let Γ be an element of gran+1 whose underlying graph is connected, 1-vertex irreducible,
and each vertex of Γ has valency ≥ 3.
Then, for a local section v of the sheaf FR′ (6.3) we consider the local section
Γ(ω, . . . , ω︸ ︷︷ ︸
n times
, v) (8.5)
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of FR′, where ω is the global section of the sheaf Ω1(OcoordX )⊗T
1,0(P ) introduced in Theorem
2.14 and the action of Gra(n) on FR′ is obtained via extending a (5.19) by linearity over
Ω•(OcoordX ) .
Let us prove that
Claim 8.6 The section (8.5) is zero unless there exists a permutation σ ∈ Sn such that the
underlying labeled graph for Γ equals σ(Γwheeln ), where Γ
wheel
n is shown on figure 5.3.
Proof. Recall that an action of Γ on a collection of polyvector fields is expressed in terms of
the operators (5.4).
So we will keep track of terms involving the sum
d∑
a=1
1⊗ · · · ⊗ 1⊗ ∂ξa︸︷︷︸
i-th slot
⊗1⊗ · · · ⊗ 1⊗ ∂xa︸︷︷︸
j-th slot
⊗1⊗ · · · ⊗ 1
by choosing a direction on the edge (i, j) from vertex i to vertex j. Similarly, we will keep
track of terms involving the sum
d∑
a=1
1⊗ · · · ⊗ 1⊗ ∂xa︸︷︷︸
i-th slot
⊗1⊗ · · · ⊗ 1⊗ ∂ξa︸︷︷︸
j-th slot
⊗1⊗ · · · ⊗ 1
by choosing a direction on the edge (i, j) from vertex j to vertex i.
We see that Γ(ω, . . . , ω︸ ︷︷ ︸
n times
, v) splits into the sum over all possible orientations of Γ and,
since ω is vector-valued, a summand corresponding a given orientation of Γ is zero if this
orientation does not satisfy this property: each vertex of Γ with label ≤ n has at most one
out-going edge.
Thus Claim 8.5 implies the desired statement. 
Let us now recall that the class σ˜ n ∈ H0(GC) can be represented by a cocycle γn of the
form
γn = λ
∑
σ∈Sn+1
σ(Γwheeln ) +
k∑
i=1
λiΓi ∈ s
2n
(
Gra(n+ 1)
)Sn+1
, (8.6)
where λ, λi are non-zero scalars, Γ
wheel
n is the graph shown on figure 5.3 and for each index i
the underlying unlabeled graph Γi is not isomorphic to Γ
wheel
n . In addition, every graph Γi
is connected, 1-vertex irreducible and each vertex of Γi has valency ≥ 3 .
Let v be a cocycle in Cˇ•(X,FR) which represents a cohomology class in (8.1).
Then the cohomology class Dγn([v]) is represented by the Cˇech cocycle w
n with
wnα0...αm :=
λ
n!
∑
σ∈Sn+1
σ(Γwheeln )(ω, . . . , ω︸ ︷︷ ︸
n times
, vα0...αm) +
k∑
i=1
λi
n!
Γi(ω, . . . , ω︸ ︷︷ ︸
n times
, vα0...αm) . (8.7)
Claim 8.6 implies that
Γi(ω, . . . , ω︸ ︷︷ ︸
n times
, vα0...αm) = 0
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for all i and
σ(Γwheeln )(ω, . . . , ω︸ ︷︷ ︸
n times
, vα0...αm) = 0
unless σ(n+ 1) = n + 1 .
Thus,
wnα0...αm =
λ
n!
∑
σ∈Sn
σ(Γwheeln )(ω, . . . , ω︸ ︷︷ ︸
n times
, vα0...αm) (8.8)
or equivalently,
wnα0...αm = λΓ
wheel
n (ω, . . . , ω︸ ︷︷ ︸
n times
, vα0...αm) . (8.9)
Claim 8.5 implies that an orientation of Γwheeln gives the zero contribution to the right
hand side of (8.9), unless this is the orientation shown on figure 8.1 or the orientation shown
on figure 8.2.
Using this observation, it is not hard to see that wnα0...αm is obtained by contracting vα0...αm
with the global section
λ′
∑
1≤a1,...,an≤d
∑
1≤b1,...,bn≤d
∂2ωa1
∂ta2∂tb1
∂2ωa2
∂ta3∂tb2
· · ·
∂2ωan
∂ta1∂tbn
dtb1 · · ·dtbn (8.10)
of the sheaf Ω•(OcoordX ) ⊗ Ω
n
K(P ) , where λ
′ is a non-zero scalar.
By Theorem 4.1, the global section
−
1
n!
∑
1≤a1,...,an≤d
∑
1≤b1,...,bn≤d
∂2ωa1
∂ta2∂tb1
∂2ωa2
∂ta3∂tb2
· · ·
∂2ωan
∂ta1∂tbn
dtb1 · · ·dtbn (8.11)
represents the n-th component of the Chern character on X .
Thus, using Theorem 3.3, we conclude that the contraction of the class [v] of v with
the n-th component of the Chern character on X is indeed proportional to Dγn([v]) (with a
non-zero coefficient).
Theorem 8.1 is proven. 
9 Application: Isomorphisms between harmonic and
Hochschild structures
Let X be a smooth algebraic variety (over an algebraically closed field of characteristic
zero). Let, as above, Tpoly be the sheaf of polyvector fields on X and C•(OX) be the sheaf
of polydifferential operators on X .
Following [13], we call the Gerstenhaber algebras
H•(X, Tpoly) (9.1)
and
H•(X,C•(OX)) (9.2)
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the harmonic structure and the Hochschild structure of X , respectively.
Due to the Hochschild-Kostant-Rosenberg (HKR) theorem [34], the canonical embedding
Tpoly →֒ C
•(OX) (9.3)
induces an isomorphism of Gerstenhaber algebras from (9.1) to (9.2), provided X is affine.
In general, the HKR map (9.3) does not induce an isomorphism of Gerstenhaber algebras
from (9.1) to (9.2). However, according to [12, Theorem 1.3], the correction of the HKR map
by the “square root of” the Todd class of X does induce an isomorphism21 of Gerstenhaber
algebras (9.1) and (9.2).
Let us recall that the “square root of” the Todd class of X is given by the formula:
Td1/2(X) = det( q˜ ([A])) , (9.4)
where
q˜ (t) =
(
t
1− e−t
)1/2
, (9.5)
and [A] denotes the Atiyah class of X . In equation (9.4), the expression det( q˜ ([A])) is
defined by the formula
det( q˜ ([A])) = exp
(
tr log
(
q˜ ([A])
))
, (9.6)
where [A] is considered as the element of the algebra⊕
n≥0
Hn(X,ΩnX ⊗OX End(TX))
and tr is the natural trace map
tr : Hn(X,ΩnX ⊗OX End(TX))→ H
n(X,ΩnX) .
It was proven in [12] that the correction of the HKR map (9.3) by the Aˆ-genus
Aˆ(X) = det(q([A])) , q(t) =
(
t
et/2 − e−t/2
)1/2
(9.7)
also induces an isomorphism of Gerstenhaber algebras (9.1) and (9.2) .
Let us observe that the function q(t) is even and the function q˜ (t) is related to q(t) by
the formula
log(q(t)) =
1
2
(
log( q˜ (t)) + log( q˜ (−t))
)
. (9.8)
This observation motivates us to introduce the notion of generalized Aˆ-genus:
Definition 9.1 Let f(t) be a formal power series in 1 + tK[[t]] for which the even part of
log(f(t)) coincides with the Taylor series of the function
1
2
log
(
t
et/2 − e−t/2
)
(9.9)
21The existence of such an isomorphism also follows from the results of [21].
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at t = 0. Then the generalized Aˆ-genus Aˆf (X) of X corresponding to the series f is defined
by the equation
Aˆf (X) = det(f([A])) , (9.10)
where [A] is the Atiyah class of X .
Theorem 8.1 implies the following remarkable statement:
Theorem 9.2 Let X be a smooth algebraic variety over an algebraically closed field K of
characteristic zero and let f(t) be a formal power series in 1+ tK[[t]] for which the even part
of log(f(t)) coincides with the Taylor expansion of (9.9). Then the correction of the HKR
map by the generalized Aˆ-genus Aˆf (X) induces an isomorphism of Gerstenhaber algebras
(9.1) and (9.2) .
Proof. Let us recall that the n-th component cn(X) of the Chern character ofX is represented
by
1
n!
trAn ,
where A is any representative of the Atiyah class. To prove Theorem 9.2, it suffices to show
that for every odd n ≥ 1
exp
(
1
n!
trAn
)
induces an automorphism of the Gerstenhaber algebra (9.1).
For n = 1, this fact is proven in [12, Section 10.3] and the remaining cases n odd ≥ 3 are
covered by Theorems 7.1 and 8.1. 
Remark 9.3 This statement is very similar to Proposition 6.2 in [1]. We suspect, based on
this, that there may exist a deep link between solutions of the generalized Kashiwara-Vergne
problem [1] and the above isomorphisms between harmonic and Hochschild structures on an
algebraic variety. It is likely that this link can be found using the ideas developed in [10],
[11], [14], [37], and [40].
10 Examples
It is not easy to find examples of varieties X for which the sheaf cohomology of the sheaf of
polyvector fields has been computed explicitly in the literature. Furthermore, the authors do
not know any general tools to determine the Gerstenhaber algebra structure on H•(X, Tpoly).
This is unfortunate, since this Gerstenhaber algebra structure is an invariant of the variety,
potentially containing valuable information.
Corollary 8.2 shall be seen as a first step towards the determination of this Gerstenhaber
structure. It gives a very general constraint on the possible products and brackets.
Here we give some examples, for which at least the dimensions of Hq(X, T kpoly) may be
computed explicitly. In this section, we assume that K = C and we use freely tools of
complex algebraic geometry. Our goal is to compute
Hq(X, T kpoly)
∼= Hq(X,Ωd−kX ⊗K
−1
X ) (10.1)
where KX is the canonical bundle of X and d = dimCX .
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1. For Pd, Grassmannians, and some simple enough flag manifolds the sheaf cohomology of
the polyvector fields can be deduced from the Borel-Weil-Bott theorem. Unfortunately,
by the same theorem the cohomology is concentrated in degree q = 0 and the statement
of Corollary 8.2 is trivial.
2. For Calabi-Yau varieties the canonical bundle KX is trivial and the numbers
dimHq(X, T kpoly) = h
d−k,q agree with the Hodge numbers of X .
3. For complete intersections in PN there are explicit formulas for all the twisted Hodge
numbers hp,qj = dimH
q(X,ΩpX(j)). They have been computed by P. Bru¨ckmann [9, Satz
3] (see also [7, 8]). Together with the adjunction formula it follows that Hq(X, T kpoly)
can be computed explicitly in this case.
We will focus on the latter class of examples. Since these results seem not so well known,
let us sketch a possible way to compute the twisted Hodge diamond (i. e., the numbers hp,qj )
for smooth complete intersections X = Y1 ∩ · · · ∩ Yr ⊂ Pd+r. The twisted Hodge diamond
has the following general form (see [9, Folgerung 2]):
−
♦ −
...
. . .
♦ −
∗ ∗ · · · ∗ ∗ ∗ · · · ∗ ∗
+ ♦
. . .
...
+ ♦
+
p q
The numbers not shown are all zero. The symbols ∗, +, − stand for some possibly non-zero
numbers.22 The numbers ♦ are only present for j = 0. The numbers + are zero for j < 0 and
the numbers − are zero for j > 0. In fact, by the weak Lefschetz Theorem, for j = 0 all the
+ and − are zero, except for the ones in the central column, which are 1. There are explicit
formulas for all numbers +, −, ∗. To get them, one may proceed as follows. For j = 0 the
explicit formula was given by Hirzebruch [33, Section 22]. It is a classical application of the
Riemann-Roch-Hirzebruch Theorem. For j < 0 one may use the Serre duality to restrict to
the case j > 0. For j > 0 the numbers − vanish. The numbers + are the numbers of global
22In particular not all ∗’s are the same in general etc.
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holomorphic sections, which are not difficult to compute. The remaining numbers ∗ can be
computed from the explicit formula for the Euler characteristic of H•(X,ΩpX(j)) given by
Hirzebruch, see [33], eqn. (2) on page 160. The resulting expressions for the hp,qj are explicit,
but neither pretty nor relevant here, so we refer to [9, Satz 3] and [7, 8] instead.
Now let us consider polyvector fields on a complete intersection X . By the adjunction
formula, degKX = −d − r − 1 +
∑
j dj , where dj is the degree of Yj. Hence, using (10.1),
we see that
dimHq(X, T kpoly) = h
d−k,q
d+r+1−
∑
j dj
.
10.1 The case of Calabi-Yau complete intersections
A smooth complete intersection X is Calabi-Yau if and only if
d+ r + 1−
∑
j
dj = 0 . (10.2)
In this case, the only nontrivial entries of the Hodge diamond are the numbers ∗, and the
numbers ♦. The corresponding classes of polyvector fields live inHk(X, T kpoly) (corresponding
to the ∗ entries) and Hq(X, T d−qpoly ) (corresponding to the ♦ entries). Since, in the Calabi-Yau
case, the Lie bracket on H•(X, T •poly) is identically zero (see [4, Section 2.1]), we only consider
the wedge products. One has the following potentially non-trivial components.
∧ : Hk(X, T kpoly)×H
k′(X, T k
′
poly)→ H
k+k′(X, T k+k
′
poly )
∧ : Hq(X, T d−qpoly )×H
q′(X, T d−q
′
poly )→ H
d(X, T dpoly)
∼= C for q + q′ = d.
Here we consider the product with 1 ∈ H0(X, T 0poly) as a trivial operation.
Let us now show that among Calabi-Yau complete intersections we have plenty of exam-
ples X for which the odd components ch2l+1(X), l ≥ 1 of the Chern character are non-zero
and they act non-trivially on the cohomology
H•(X, Tpoly) . (10.3)
For this purpose, we observe that the n-th component chn(X) of the Chern character
ch(X) can be expressed in terms of the first Chern class h of the hyperplane bundle. Namely,
chn(X) = (d+ r + 1−
∑
j
dnj )
hn
n!
∈ Hn(X,Ωn) . (10.4)
If at least one degree dj is > 1 and n > 1 then the coefficient (d+ r+1−
∑
j d
n
j ) is non-zero
in virtue of (10.2).
Next, we remark that the classes hn come from algebraic cycles on X and vectors in
Hq(X, T d−qpoly ), q = 0, 1, . . . correspond to classes in H
q(X,Ωq) .
On the other hand, if classes η ∈ Hn(X,Ωn) and v ∈ Hq(X, T d−qpoly ) come from algebraic
cycles η′ and v′ on X then the contraction of η with v gives us a class in Hq+n(X, T d−q−npoly )
which corresponds intersection of the cycles η′ and v′. Hence this class is non-trivial provided
n+ q ≤ d .
63
Thus we see that, for a large set of tuples d, r, d1, . . . , dr, the components chn(X), n > 1
of the Chern character of X act non-trivially on (10.3).
Combining these considerations with Theorem 8.1, we see that Calabi-Yau complete in-
tersections provide us with a large supply of non-trivial representations of the Grothendieck-
Teichmu¨ller Lie algebra grt.
10.2 The case of Fano complete intersections
We now consider the case d+r+1−
∑
j dj > 0, i.e., X being a Fano variety
23. In this case the
numbers − are all zero, while the numbers + and ∗ in general are not. The Gerstenhaber
structure on H•(X, Tpoly) reduces to the following data: First, we have the commutative
sub-algebra
A =
⊕
k
Hk(X, T kpoly).
Second, holomorphic polyvector fields form the Gerstenhaber sub-algebra
B :=
⊕
k
H0(X, T kpoly) .
The only potentially nontrivial Gerstenhaber operations between elements ofA andB (count-
ing the product with 1 as trivial) are the Lie brackets of elements of H0(X, T 1poly) with
elements of A.
Unfortunately, in this case, contractions with the odd components ch2l+1(X), l ≥ 1, of
the Chern character are trivial.
A Homotopy O-algebras. Deformation complex of an
O-algebra
Let O be an operad (possibly with a non-zero differential). We assume that O admits a
cobar resolution
ϕO : Cobar(C)
∼
−→ O , (A.1)
where C is a coaugmented dg cooperad satisfying the following technical condition: the
cokernel C◦ of the coaugmentation carries an ascending filtration
0 = F0C◦ ⊂ F
1C◦ ⊂ F
2C◦ ⊂ . . . (A.2)
which is compatible with the pseudo-operad structure on C◦, and
C◦(n) =
⋃
m
FmC◦(n) , ∀ n ≥ 0 . (A.3)
23The case of d + r + 1 −
∑
j dj < 0 can also be considered, of course, but it adds nothing new to the
discussion.
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For example, if the dg cooperad C has the properties
C(1) ∼= K, C(0) = 0 (A.4)
then the filtration “by arity” on C◦ satisfies the above technical condition.
In this paper, we mostly use O = Ger or O = ΛLie . In the former case, C is the linear
dual to Λ−2Ger and in the latter case C = Λ2coCom . It is clear that, in both cases, condition
(A.4) is satisfied.
Recall that, for a cochain complex V, we denote by
C(V) :=
⊕
n≥1
(
C(n)⊗ V⊗n
)Sn
(A.5)
the “cofree” C-coalgebra co-generated by V .
We also denote by
coDer
(
C(V)
)
(A.6)
the cochain complex of coderivations of the C-coalgebra C(V) .
In other words, coDer
(
C(V)
)
consists of K-linear maps
D : C(V)→ C(V) (A.7)
which are compatible with the C-coalgebra structure on C(V) in the following sense:
∆n ◦ D =
n∑
i=1
(
idC ⊗ id
⊗(i−1)
V ⊗D ⊗ id
n−i
V
)
◦∆n (A.8)
where ∆n is the comultiplication map
∆n : C(V)→
(
C(n)⊗
(
C(V)
)⊗n)Sn
.
The Z-graded vector space (A.6) carries the natural differential ∂ which comes from those
on C and V .
Since the commutator of two coderivations is again a coderivation, the cochain complex
(A.6) is naturally a dg Lie algebra.
We denote by
coDer′
(
C(V)
)
(A.9)
the dg Lie subalgebra of coderivations D ∈ coDer
(
C(V)
)
satisfying the additional technical
condition
D
∣∣∣
V
= 0 . (A.10)
Recall that, since the C-coalgebra C(V) is cofree, every coderivation D : C(V) → C(V)
is uniquely determined by its composition pV ◦ D with the canonical projection:
pV : C(V)→ V . (A.11)
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It is not hard to see that the map
D 7→ pV ◦ D
induces isomorphisms of dg Lie algebras
coDer
(
C(V)
)
∼= Conv(C,EndV) , (A.12)
and
coDer′
(
C(V)
)
∼= Conv(C◦,EndV) , (A.13)
where the differential ∂ on Conv(C,EndV) and Conv(C◦,EndV) comes solely from the dif-
ferential on C and V .
Recall that [20, Proposition 5.2] Cobar(C)-algebra structures on a cochain complex V
are in bijection with degree 1 coderivations
Q ∈ coDer′
(
C(V)
)
(A.14)
satisfying the Maurer-Cartan equation
∂Q +
1
2
[Q,Q] = 0 . (A.15)
Hence, given a Cobar(C)-algebra structure on V, we may consider the dg Lie algebras
(A.12), (A.13) and the C-coalgebra C(V) with the new differentials
∂ + [Q, ] , (A.16)
and
∂ +Q , (A.17)
respectively.
Any dg O-algebra V is naturally a Cobar(C)-algebra. Thus, any O-algebra structure on
V gives us a Maurer-Cartan element (A.14) and hence the new differential (A.16) on
coDer
(
C(V)
)
∼= Conv(C,EndV) . (A.18)
Definition A.1 The cochain complex (A.18) with the differential (A.16) is called the defor-
mation complex of the O-algebra V. We denote this complex by DefO(V) or simply Def(V)
when the operad O is clear from the context.
For more details about the deformation complex and its properties we refer the reader to
papers [22] and [41].
For example, if O = ΛLie then, we may choose C = Λ2coCom and, in this case, DefO(V)
is the truncated version of the Chevalley-Eilenberg cochain complex of V with coefficients in
V.
It turns out that the deformation complex is a homotopy invariant of an O-algebra. More
precisely, Theorem 3.1 in [22] implies that
Theorem A.2 If dg O-algebras A and B are quasi-isomorphic then the dg Lie algebra
DefO(A) is quasi-isomorphic to the dg Lie algebra DefO(B) . 
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Remark A.3 The construction of the deformation complex DefO(V) depends on the choice
of the cooperad C in (A.1). However, using homological properties [20, Section 4.4] of
the bi-functor Conv, it is not hard to prove that, if dg cooperads C and C˜ are quasi-
isomorphic, then the dg Lie algebras Conv(C,EndV) and Conv( C˜ ,EndV) are also quasi-
isomorphic. Here, the dg Lie algebras Conv(C,EndV) and Conv( C˜ ,EndV) are considered
with the differentials coming from the O-algebra structure on V .
A.1 A cocycle in DefO(V) induces a derivation of the O-algebra
H•(V)
Let O be an augmented operad in the category of graded vector spaces and V be a dg O-
algebra. In this subsection, we show that any cocycle in the deformation complex DefO(V)
induces a derivation of the O-algebra H•(V) .
Let D be a cochain in the deformation complex DefO(V) and v be a cochain in V .
We claim that
Proposition A.4 The equation
BD(v) := D(v) (A.19)
defines a chain map
B : DefO(V)→ Hom(V,V) . (A.20)
For any cocycle D in DefO(V) the induced map
H•(V)→ H•(V) (A.21)
is a derivation of the O-algebra H•(V) .
Proof. The compatibility of B with the differentials follows directly from definitions.
To prove that (A.21) is a derivation, we recall that O receives a quasi-isomorphism ϕO
(A.1) from Cobar(C).
Due to Remark A.3, we have a freedom of choosing a convenient Cobar-resolution of O.
So we choose C = Bar(O) and observe that every vector β in O◦(n) gives us a cocycle
β ′ := s (s−1 β) ∈ Cobar
(
Bar(O)
)
(A.22)
which satisfies the property
ϕO(β
′) = β . (A.23)
Next, for every n-tuple of cocycles
v1, v2, . . . , vn ∈ V
we consider the cocycle
(s−1 β; v1, v2, . . . , vn) (A.24)
in the “cofree” Bar(O)-coalgebra Bar(O)(V) .
Since the coderivation D is closed with respect to the differential ∂ + [Q, ], we conclude
that
∂ ◦ D(s−1 β; v1, v2, . . . , vn) +Q ◦ D(s
−1 β; v1, v2, . . . , vn) (A.25)
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−(−1)|D|D ◦Q(s−1 β; v1, v2, . . . , vn) = 0 .
Using the fact that for every elementary co-insertion
∆i,q : Bar(O)(n)→ Bar(O)(n− q + 1)⊗ Bar(O)(q)
∆i,q(s
−1 β) = 0 ,
we deduce that
D(s−1 β; v1, v2, . . . , vn) = pV ◦ D(s
−1 β; v1, v2, . . . , vn) (A.26)
+
n∑
i=1
(−1)|D|(|β|−1+|v1|+···+|vi−1|)(s−1 β; v1, . . . , vi−1,D(vi), vi+1, . . . , vn) ,
and
Q(s−1 β; v1, v2, . . . , vn) = pV ◦Q(s
−1 β; v1, v2, . . . , vn) = β(v1, v2, . . . , vn) . (A.27)
Thus, applying the projection pV to both sides of (A.25) and moving terms around, we
get
D◦β(v1, v2, . . . , vn)−
n∑
i=1
(−1)|D|(|β|+|v1|+···+|vi−1|)β(v1, . . . , vi−1,D(vi), vi+1, . . . , vn) = (A.28)
(−1)|D|∂
(
pV ◦ D(s
−1 β; v1, v2, . . . , vn)
)
.
Proposition A.4 is proven. 
B Sheaves of algebras over an operad
B.1 Reminder of the Thom-Sullivan normalization
Let ∆ be the simplicial category. In other words, objects of ∆ are ordered sets [n] := {0 <
1 < · · · < n}, n ≥ 0 and morphisms are non-decreasing functions
ϕ : {0 < 1 < · · · < k} → {0 < 1 < · · · < n} .
For the geometric n-simplex
∆n = {(u0, u1, . . . , un) ∈ R
n+1 | ui ≥ 0, u0 + u1 + · · ·+ un = 1} (B.1)
we denote by C•simp(∆n) the normalized simplicial cochain complex and by Ω
•
poly(∆n) the
dg commutative algebra of polynomial exterior forms on ∆n . Both with coefficients in K .
It is easy to see that the collection
C•simp(∆n) (B.2)
is a simplicial object in the category of dg associative algebras over K and
Ω•poly(∆n) (B.3)
68
is a simplicial object in the category of dg commutative algebras over K.
The formal integration of polynomial exterior forms gives us a natural map of cosimplicial
objects
I∗ : Ω
•
poly(∆∗)→ C
•
simp(∆∗) (B.4)
and the Stokes theorem implies that this map is compatible with the differentials. Further-
more, [5, Proposition 3.3] implies that there exists a sequence of maps (n ≥ 0)
χn : Ω
•
poly(∆n)⊗ Ω
•
poly(∆n)→ C
•
simp(∆n) (B.5)
of degree −1 which are compatible with faces and degeneracies, and
In(η1η2)− In(η1) In(η2) = dχn(η1, η2) + χn(dη1, η2) + (−1)
|η1|χn(η1, dη2) (B.6)
for all η1, η2 ∈ Ω•poly(∆n) . In particular, it means that the multiplication on (B.2) is com-
mutative up to homotopy.
Let us now consider a topological space X with a fixed locally finite cover {Uα}α∈I by
open subsets. Then to any dg sheaf V on X , we may assign the cosimplicial cochain complex
Cˇ(V) whose n-th level is
Cˇ(V)n :=
∏
α0,...,αn
Γ(Uα0 ∩ · · · ∩ Uαn ,V) .
The i-th co-face comes from omitting Uαi and the i-th degeneracy comes from repeating Uαi
twice.
It is not hard to see that Cˇ is a functor from the category of dg sheaves on X to the
category of cosimplicial cochain complexes.
The normalized Cˇech complex of a dg sheaf V can be defined as
Cˇ•(V) := C•simp(∆∗) ⊗∆ Cˇ(V)∗ . (B.7)
In other words, Cˇ•(V) is the subspace of vectors∑
n≥0
κn ⊗ wn ∈
∏
n≥0
C•simp(∆n) ⊗ Cˇ(V)n
satisfying the condition
κk ⊗ ϕ∗(wk) = ϕ
∗(κn)⊗ wn in C
•
simp(∆k)⊗ Cˇ(V)n
for every morphism ϕ : [k]→ [n] in the category ∆.
It is not hard to show that Cˇ•(V) is isomorphic to
Cˇ•(V) :=
∏
α0,...,αn
snΓ(Uα0 ∩ · · · ∩ Uαn ,V) , (B.8)
where the product is taken over all n-tuples (α0, . . . , αn) ∈ I for which αi 6= αj if i 6= j .
The differential on (B.8) is the sum of the differential ∂V coming from V and the Cˇech
differential
∂ˇ(f)α0α1...αn =
n∑
j=0
(−1)|f |+jfα0... α̂j ...αn . (B.9)
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Remark B.1 Here we tacitly assume that the chosen cover of X is acyclic for the class of
dg sheaves we consider. So we can always use the Cech resolution for computing the sheaf
cohomology. In this article, X is usually a smooth algebraic variety considered with the
Zariski topology. For our purposes, any cover of X by open affine subsets, each of which
admits a global system of parameters, suffices.
Let V1,V2 be a pair of dg sheaves. The structure of associative algebra on (B.2) gives us
the map of cochain complexes:
AW : Cˇ•(V1)⊗ Cˇ
•(V2)→ Cˇ
•(V1 ⊗ V2) (B.10)
which is given by the formula:
AW(f 1, f 2)α0...αm :=
∑
0≤k≤m
(−1)|f
2|kf 1α0...αk ⊗ f
2
αk ...αm
. (B.11)
We call AW the Alexander-Whitney map.
It is not hard to see that AW equips Cˇ• with a natural structure of a monoidal functor
from the category of dg sheaves to the category of cochain complexes. Unfortunately, the
transformation AW is compatible with the braiding only up to homotopy. So, in general,
AW cannot be used to pull an algebraic structure from a dg sheaf V to its Cˇech complex
Cˇ•(V) .
It is the Thom-Sullivan normalization N TS [5], [35, Section 1], [42, Appendix A], which
repairs this defect. Namely, N TS is a functor from the category of cosimplicial cochain
complexes to the category of cochain complexes defined by the formula
N TS(S) := Ω•poly(∆∗) ⊗∆ S∗ , (B.12)
where S is a cosimplicial cochain complex. (For example, S = Cˇ(V) for a dg sheaf V on X).
Composing N TS with Cˇ, we get a functor from the category of dg sheaves on X to the
category of cochain complexes. This composition N TS ◦ Cˇ satisfies the following remarkable
properties:
Property B.2 The natural transformation
µTS : N TS ◦ Cˇ(V1)⊗N
TS ◦ Cˇ(V2)→ N
TS ◦ Cˇ(V1 ⊗ V2) (B.13)
coming from the multiplication of exterior forms on geometric simplices equips N TS ◦ Cˇ
with a structure a monoidal functor from the category of dg sheaves to the category cochain
complexes. This functor respects the braidings “on the nose”.
Property B.3 If V is a cochain complex of sheaves with degree bounded below then the map
ICˇV : N
TS ◦ Cˇ(V)→ Cˇ•(V)
induced by the natural transformation
ICˇ : N TS ◦ Cˇ → Cˇ• (B.14)
is a quasi-isomorphism of cochain complexes.
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Property B.4 The functor N TS ◦ Cˇ preserves quasi-isomorphisms.
Property B.2 follows immediately from the construction and Property B.3 is a consequence
of [5, Theorem 2.2]. Finally, Property B.4 follows from Property B.3 and the fact that the
functor Cˇ• sends quasi-isomorphisms of sheaves to quasi-isomorphisms of cochain complexes.
In addition, we remark that the existence of maps (B.5) satisfying (B.6) implies that
Proposition B.5 For every pair of dg sheaves V1, V2 on X the diagram
N TS ◦ Cˇ(V1)⊗N TS ◦ Cˇ(V2) N TS ◦ Cˇ(V1 ⊗ V2)
Cˇ•(V1)⊗ Cˇ•(V2) Cˇ•(V1 ⊗ V2)
µTS
IV1 ⊗ IV2
AW
IV1⊗V2
(B.15)
commutes up to homotopy. 
B.2 Derived global sections of a dg sheaf of O-algebras
Let A be a dg sheaf on a topological space X . For A we form a dg operad EndA. As a
graded vector space,
EndA(n) :=
⊕
m
Hom(m)(A⊗n,A) , (B.16)
where Hom(m)(A⊗n,A) consists of K-linear maps of sheaves of degree m, and the differential
∂ : Hom(m)(A⊗n,A)→ Hom(m+1)(A⊗n,A)
comes naturally from the differential on A.
Let O be a dg operad. We recall that an O-algebra structure on a dg sheaf A is a map
of dg operads
O → EndA . (B.17)
The monoidal structure on the functor N TS ◦ Cˇ gives us a canonical map of dg operads
EndA → EndNTS◦Cˇ(A) . (B.18)
Hence, for every dg sheaf A of O-algebras the cochain complex
N TS ◦ Cˇ(A) (B.19)
is naturally an algebra over O .
We call the O-algebra (B.19) the algebra of derived global sections of A .
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B.3 Deformation complex of a sheaf of O-algebras
Deformation complex of an O-algebra admits a generalization to the setting of sheaves. We
briefly describe this generalization here and refer the reader for more details to [22, Section
4].
Let A be a dg sheaf on a topological space X equipped with an algebra structure over
O . According to Subsection B.2, the cochain complex (B.19) is naturally an algebra over
the operad O and hence an algebra over the operad Cobar(C) .
Using this Cobar(C)-algebra structure on (B.19), we get a degree 1 coderivation
QTS ∈ coDer′
(
C
(
N TS ◦ Cˇ(A)
))
(B.20)
of the “cofree” C-coalgebra
C
(
N TS ◦ Cˇ(A)
)
satisfying the Maurer-Cartan equation.
Using this coderivation QTS, we equip the graded Lie algebra
coDer
(
C
(
N TS ◦ Cˇ(A)
))
(B.21)
with the differential ∂ + [QTS, ] .
Definition B.6 For a dg sheaf of O-algebras A we call the cochain complex (B.21) with the
differential ∂+ [QTS, ] the deformation complex of A. We denote this complex by DefO(A)
or simply Def(A) when the operad O is clear from the context.
According to [22] the deformation complex DefO(A) is a homotopy invariant of A. More
precisely,
Theorem B.7 [22, Theorem 4.11] Let A, B be dg sheaves of O-algebras. If there exists
a sequence of quasi-isomorphisms of sheaves of O-algebras connecting A to B, then the dg
Lie algebras DefO(A) and DefO(B) are quasi-isomorphic. 
B.4 A canonical homomorphism from coDer(C(A)) to DefO(A)
For a dg sheaf A we denote by C(A) the dg sheaf of C-coalgebras “cofreely” cogenerated by
A. We also denote by
coDer
(
C(A)
)
(B.22)
the cochain complex of coderivations of C(A) . In other words, coDer
(
C(A)
)
consists of
maps of sheaves
D : C(A)→ C(A) (B.23)
which are compatible with the C-coalgebra structure on C(A) in the following sense:
∆n ◦ D =
n∑
i=1
(
idC ⊗ id
⊗(i−1)
A ⊗D ⊗ id
n−i
A
)
◦∆n (B.24)
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where ∆n is the comultiplication map
∆n : C(A)→
(
C(n)⊗
(
C(A)
)⊗n)Sn
.
The graded vector space (B.22) carries the obvious Lie bracket and the natural differential
∂ which comes from those on C and A .
We denote by
coDer′
(
C(A)
)
(B.25)
the dg Lie subalgebra of (B.22) which consists of coderivations D satisfying the additional
technical condition
D
∣∣∣
A
= 0 .
Let us denote by pA the canonical projection
pA : C(A)→ A .
It is not hard to see that the assignment
D 7→ pA ◦ D
gives us isomorphisms of dg Lie algebras
coDer
(
C(A)
)
∼= Conv(C,EndA) , (B.26)
and
coDer′
(
C(A)
)
∼= Conv(C◦,EndA) , (B.27)
where all the dg Lie algebras are considered with the differentials coming solely from the
ones on C and A .
Using the map of dg operads (B.18), we get the canonical morphism of dg Lie algebras
Ψ♥ : Conv(C,EndA)→ Conv
(
C,EndNTS◦Cˇ(A)
)
, (B.28)
where, again, the differentials come solely from the ones on C, A, and N TS ◦ Cˇ .
If A is, in addition, a sheaf of O-algebras, then A is also a sheaf of Cobar(C)-algebras
and N TS ◦ Cˇ(A) is a Cobar(C)-algebra. Hence, due to [20, Proposition 5.2], we get the
Maurer-Cartan element
Q ∈ Conv(C◦,EndA) (B.29)
and hence a new differential ∂ + [Q, ] on (B.26).
Let us recall that the graded Lie algebras
Conv(C,EndNTS◦Cˇ(A)) (B.30)
and
coDer
(
C
(
EndNTS◦Cˇ(A)
))
73
are isomorphic. Furthermore, it is not hard to see that, the Maurer-Cartan element QTS
(B.20) is related to Q via the equation
QTS = Ψ♥(Q) . (B.31)
Therefore, the same map Ψ♥ (B.28) gives us a morphism of dg Lie algebras
Ψ♥ :
(
Conv(C,EndA), ∂ + [Q, ]
)
→
(
Conv
(
C,EndNTS◦Cˇ(A)
)
, ∂ + [QTS, ]
)
(B.32)
and, since the target is canonically isomorphic to the deformation complex DefO(A), Ψ♥
can be viewed as a map of dg Lie algebras
Ψ♥ : coDer(C(A))→ DefO(A) . (B.33)
B.5 A cocycle in coDer(C(A)) induces a derivation of the O-algebra
H•(X,A)
Let us now adapt the construction of Subsection A.1 to the setting of sheaves. Just as in
Subsection A.1, we assume that the operad O carries the zero differential.
Let A be a dg sheaf of O-algebras and D be a cocycle in coDer(C(A)), where coDer(C(A))
is considered with the differential ∂ + [Q, ] . According to the previous subsection,
Ψ♥(D) (B.34)
is a cocycle in the deformation complex
DefO(A) ∼=
(
Conv
(
C,EndNTS◦Cˇ(A)
)
, ∂ + [QTS, ]
)
. (B.35)
Therefore, by Proposition A.4, the map
BΨ♥(D) : N
TS ◦ Cˇ(A)→ N TS ◦ Cˇ(A) (B.36)
induces a derivation on the O-algebra
H•
(
N TS ◦ Cˇ(A)
)
. (B.37)
On the other hand, the cochain complex N TS ◦ Cˇ(A) computes the sheaf cohomology
H•(X,A) . Hence, the map (B.36) induces a derivation of the O-algebra H•(X,A) .
For our purposes, we need an explicit way of computing this derivation in terms of
conventional Cˇech cochains. This is given by the following proposition.
Proposition B.8 Let A be a dg sheaf of O-algebras, D be a cocycle in coDer(C(A)), and v
be a cochain in the Cˇech complex Cˇ•(A). The formula
BˇD(v)α0α1...αm := D(vα0α1...αm) (B.38)
defines degree |D| map
BˇD : Cˇ
•(A)→ Cˇ•(A)
which intertwines the differentials and such that the corresponding map
H•(X,A)→ H•(X,A)
coincides with the derivation induced by (B.36).
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Proof. The compatibility of BˇD with the differentials follows easily from the fact that D is
a cocycle in coDer(C(A)).
Next, unfolding the definitions, we see that the diagram
N TS ◦ Cˇ(A) N TS ◦ Cˇ(A)
Cˇ•(A) Cˇ•(A)
BΨ♥(D)
IA
BˇD
IA
(B.39)
commutes. So the second claim of the proposition follows as well. 
C Operations of twisting
In this section, we recall twisting of ΛLie-algebras and Gerstenhaber algebras by Maurer-
Cartan elements. We also extend the twisting operation to a subspace of cochains in the
deformation complex of a ΛLie-algebra and a Gerstenhaber algebra. For more details about
the twisting procedure we refer the reader to [23].
C.1 Twisting operation for Chevalley-Eilenberg cochains
Let V be a dg ΛLie-algebra equipped with a complete descending filtration
V ⊃ · · · ⊃ F0V ⊃ F1V ⊃ F2V ⊃ . . . , (C.1)
V = lim
k
V
/
FkV , (C.2)
which is compatible with the dg ΛLie-structure.
We say that a degree 2 vector α ∈ V is a Maurer-Cartan element24 if
α ∈ F1V (C.3)
and
∂α +
1
2
{α, α} = 0 . (C.4)
For every Maurer-Cartan element α of a ΛLie-algebra V, the equations
∂αV := ∂V + {α, } (C.5)
and
{ , }α = { , } (C.6)
define a new dg ΛLie-structure on V .
We denote this new ΛLie-algebra by Vα and say that Vα is obtained from V via twisting
by the Maurer-Cartan element α .
24Condition (C.3) is sometimes omitted.
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Now, for a given Maurer-Cartan element α of V, we consider the following element of the
completion of Λ2coCom(V)
s2 (es
−2 α − 1) =
∞∑
n=1
1
n!
s2 (s−2 α)n (C.7)
and define the subspace of coderivations D ∈ coDer
(
Λ2coCom(V)
)
satisfying the additional
condition25
D s2 (es
−2 α − 1) = 0 . (C.8)
This subspace is obviously closed with respect to the commutator. Furthermore, we have
the following theorem:
Theorem C.1 Let V be a filtered ΛLie-algebra, α be a Maurer-Cartan element of V , pV :
Λ2coCom(V) → V be the canonical projection, and Q (resp. Qα) be the codifferential on
Λ2coCom(V) (resp. Λ2coCom(Vα)) corresponding to the dg ΛLie-structures on V (resp. Vα).
Let us also denote by
coDer
(
Λ2coCom(V)
)
α
(C.9)
the subspace of coderivations of Λ2coCom(V) satisfying condition (C.8). Then
i) Condition (C.8) on coderivations is equivalent to
∞∑
n=1
1
n!
pV ◦ D
(
s2 (s−2 α)n
)
= 0 . (C.10)
ii) The codifferential Q satisfies Condition (C.8).
iii) For every coderivation D in (C.9) the operation
e−s
−2 αD es
−2 α : Λ2coCom(V)→ Λ2coCom(V) (C.11)
is a coderivation of Λ2coCom(V).
iv) The codifferential Qα is related to Q by the formula:
Q
α = e−s
−2 α
Q es
−2 α . (C.12)
v) The subspace (C.9) is a subcomplex of the deformation complex for V . Furthermore,
the assignment
D 7→ Dα = e−s
−2 αD es
−2 α (C.13)
defines a map of cochain complexes
coDer
(
Λ2coCom(V)
)
α
→ coDer
(
Λ2coCom(Vα)
)
(C.14)
from (C.9) to the deformation complex coDer
(
Λ2coCom(Vα)
)
of the ΛLie-algebra Vα.
25We tacitly assume that our coderivations are compatible with the filtration on Λ2coCom(V) coming from
(C.1).
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Proof. Using the compatibility of D with the comultiplication on Λ2coCom(V), it is not hard
to show that
D s2 (es
−2 α − 1) = es
−2 α pV ◦ D
(
s2 (es
−2 α − 1)
)
. (C.15)
Hence, (C.8) is equivalent to (C.10) and claim i) follows.
Since α satisfies the Maurer-Cartan equation (C.4), we have
pV ◦Q s
2 (es
−2 α − 1) = 0 .
Thus, claim i) implies claim claim ii).
To prove claim iii), we recall that the comultiplication ∆ on
Λ2coCom(V) = s2S(s−2 V)
is given by the formula:
∆(s2w1w2 . . . wn) = (C.16)
n−1∑
p=1
∑
τ∈Shp,n−p
(−1)ε(τ,w1,...,wn)(s2wτ(1) . . . wτ(p)) ⊗ (s
2wτ(p+1) . . . wτ(n)) ,
w1, w2, . . . , wn ∈ s
−2 V ,
where the sign factor (−1)ε(τ,w1,...,wn) is determined by the usual Koszul rule of signs.
Let us extend D to the space of the full symmetric algebra
s2S(s−2 V) (C.17)
by requiring that
D(s2 1) = 0 . (C.18)
Then D respects the following comultiplication on (C.17)
∆˜ (s2 1) = s2 1 ⊗ s2 1 ,
∆˜ (s2 w1 . . . wn) = (C.19)
s2 1⊗ (s2w1 . . . wn) +
n−1∑
p=1
∑
τ∈Shp,n−p
(−1)ε(τ,w1,...,wn)(s2wτ(1) . . . wτ(p)) ⊗ (s
2wτ(p+1) . . . wτ(n))
+(s2w1 . . . wn)⊗ s
2 1 , w1, . . . , wn ∈ s
−2 V , n ≥ 1
in the sense of the identity
∆˜ ◦ D = (D ⊗ id + id⊗D) ◦ ∆˜ . (C.20)
A direct computation shows that
∆˜
(
s2 es
−2 α
)
= s2 es
−2 α ⊗ s2 es
−2 α , (C.21)
and the operation
W 7→ es
−2 αW : s2S(s−2 V)→ s2Sˆ(s−2 V) (C.22)
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satisfies the identity
∆˜
(
es
−2 αW
)
= (es
−2 α ⊗ es
−2 α) ∆˜ (W ) . (C.23)
Hence the operation
e−s
−2 αD es
−2 α : s2S(s−2 V)→ s2Sˆ(s−2 V) (C.24)
satisfy the identity
∆˜ ◦
(
e−s
−2 αD es
−2 α
)
=
((
e−s
−2 αD es
−2 α
)
⊗ id + id ⊗
(
e−s
−2 αD es
−2 α
))
◦ ∆˜ . (C.25)
On the other hand, ∆ is related to ∆˜ by the formula
∆(W ) = D˜ (W )− s2 1⊗W −W ⊗ s2 1 , ∀ W ∈ s2S(s−2 V) . (C.26)
Therefore, using (C.18), (C.25), and (C.26), we get
∆ ◦
(
e−s
−2 αD es
−2 α
)
W = ∆˜ ◦
(
e−s
−2 αD es
−2 α
)
W
−s21⊗
(
e−s
−2 αD es
−2 α
)
W −
(
e−s
−2 αD es
−2 α
)
W ⊗ s21 =((
e−s
−2 αD es
−2 α
)
⊗ id + id ⊗
(
e−s
−2 αD es
−2 α
))
◦ ∆˜ (W )
−s21⊗
(
e−s
−2 αD es
−2 α
)
W −
(
e−s
−2 αD es
−2 α
)
W ⊗ s21 =((
e−s
−2 αD es
−2 α
)
⊗ id + id ⊗
(
e−s
−2 αD es
−2 α
))
◦∆(W )
+
((
e−s
−2 αD es
−2 α
)
⊗ id + id ⊗
(
e−s
−2 αD es
−2 α
))
(W ⊗ s2 1 + s2 1⊗W )
−s21⊗
(
e−s
−2 αD es
−2 α
)
W −
(
e−s
−2 αD es
−2 α
)
W ⊗ s21 =((
e−s
−2 αD es
−2 α
)
⊗ id + id ⊗
(
e−s
−2 αD es
−2 α
))
◦∆(W )
+W ⊗ e−s
−2 αD
(
s2(es
−2 α − 1)
)
+ e−s
−2 αD
(
s2(es
−2 α − 1)
)
⊗ W .
Thus condition (C.8) implies that the operation (C.11) is indeed a derivation of Λ2coCom(V) .
Let us now prove claim iv). Due to claim iii) the operation
e−s
−2 α
Q es
−2 α
is a coderivation of Λ2coCom(V). Hence, it suffices to show that
pV ◦
(
Q
)
es
−2 α = pV ◦Q
α . (C.27)
Equation (C.27) directly follows from (C.5) and (C.6). Thus claim iv) follows.
Claim v) is now a straightforward consequence of claims ii) - iv).
Theorem C.1 is proven. 
We say that the cochain Dα in (C.13) is obtained from D via twisting by the Maurer-
Cartan element α.
Theorem C.1 has the following corollary
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Corollary C.2 Let V be a filtered ΛLie-algebra, α be a Maurer-Cartan element of V, and
Vα be the ΛLie-algebra which is obtained from V via twisting by α. If D is a cochain in the
deformation complex for V satisfying the condition
D
(
s2(s−2 α)n
)
= 0 ∀ n ≥ 1 (C.28)
then
• the operator
Dα := e−s
−2 αD es
−2 α : Λ2coCom(V)→ Λ2coCom(V) (C.29)
is a cochain in the deformation complex(
coDer
(
Λ2coCom(Vα)
)
, Qα
)
(C.30)
for Vα;
• we have
[Q,D]α = [Qα,Dα] ; (C.31)
• finally, for every ΛLie∞-derivation26 D of V satisfying (C.28), the cochain Dα (C.29)
is a ΛLie∞-derivation of Vα .

C.2 Twisting operation for cochains in the deformation complex
of a Gerstenhaber algebra
We now assume that V is a dg Gerstenhaber algebra equipped with a complete descending
filtration
V ⊃ · · · ⊃ F0V ⊃ F1V ⊃ F2V ⊃ . . . , (C.32)
V = lim
k
V
/
FkV , (C.33)
which is compatible with the differential ∂, the ΛLie-bracket { , } and the multiplication ·
on V .
Since every Gerstenhaber algebra is also a ΛLie-algebra, we have the notion of Maurer-
Cartan elements in V . Furthermore, given a Maurer-Cartan element α of V, we denote by
Vα the dg Gerstenhaber algebra which is obtained from V via twisting by α . In other words,
Vα = V as the graded vector space, the differential ∂α on Vα is given by equation (C.5).
Finally Vα and V share the same ΛLie-bracket { , } and the same multiplication · .
Just as for ΛLie-algebras, we consider the following element of the completion of Ger∨(V)
s2 (es
−2 α − 1) =
∞∑
n=1
1
n!
s2 (s−2 α)n (C.34)
26Recall that degree zero cocycles in the deformation complex of a ΛLie-algebra V are called ΛLie∞-
derivations of V .
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and define the subspace of coderivations D ∈ coDer
(
Ger∨(V)
)
satisfying the additional con-
dition27
D s2 (es
−2 α − 1) = 0 . (C.35)
This subspace is obviously closed with respect to the commutator.
We now present the following analogue of Theorem C.1
Theorem C.3 Let V be a filtered Gerstenhaber algebra, α be a Maurer-Cartan element of
V , pV : Ger
∨(V)→ V be the canonical projection, and Q (resp. Qα) be the codifferential on
Ger∨(V) (resp. Ger∨(Vα)) corresponding to the dg Ger-structures on V (resp. Vα). Let us
also denote by
coDer
(
Ger∨(V)
)
α
(C.36)
the subspace of coderivations of Ger∨(V) satisfying condition (C.35). Then
i) Condition (C.35) on coderivations is equivalent to
∞∑
n=1
1
n!
pV ◦ D
(
s2 (s−2 α)n
)
= 0 . (C.37)
ii) The codifferential Q satisfies Condition (C.35).
iii) For every coderivation D in (C.36) the operation
e−s
−2 αD es
−2 α : Ger∨(V)→ Ger∨(V) (C.38)
is a coderivation of Ger∨(V).
iv) The codifferential Qα is related to Q by the formula:
Q
α = e−s
−2 α
Q es
−2 α . (C.39)
v) The subspace (C.36) is a subcomplex of the deformation complex for the Gerstenhaber
algebra V . Furthermore, the assignment
D 7→ Dα = e−s
−2 αD es
−2 α (C.40)
defines a map of cochain complexes
coDer
(
Ger∨(V)
)
α
→ coDer
(
Ger∨(Vα)
)
(C.41)
from (C.36) to the deformation complex coDer
(
Ger∨(Vα)
)
of the Gerstenhaber algebra
Vα.
27We tacitly assume that our coderivations are compatible with the filtration on Ger∨(V) coming from
(C.32).
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Proof. Proofs of all these statements are obtained by incorporating only minor modifications
in the corresponding proof of Theorem C.1.
The only exception is probably claim iii). In this case, we also have to prove that
Dα = e−s
−2 αD es
−2 α
respects the cobracket
∆{ , } : Ger
∨(V)→ Ger∨(V)⊗ Ger∨(V)
on Ger∨(V) in the sense of the equation
∆{ , } ◦ D
α = (−1)|D|(Dα ⊗ id + id⊗Dα) ◦∆{ , } . (C.42)
To prove this fact we observe that for any degree 2 vector α ∈ V the operation
W 7→ s−2αW : Ger∨(V)→ Ger∨(V)
is a degree 0 coderivation with respect to the cobracket ∆{ , } . Hence for every vector W in
the completion Ger∨(V )ˆ of Ger∨(V) we have
∆{ , }
(
es
−2αW
)
= es
−2α ⊗ es
−2α
(
∆{ , }W
)
. (C.43)
Thus (C.42) indeed holds.
The compatibility of Dα with the comultiplication on Ger∨(V) is proven in the same way
as for the case of ΛLie-algebras. 
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