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We study the small mass limit (or: the Smoluchowski-Kramers limit) of a class of quantum Brow-
nian motions with inhomogeneous damping and diffusion. For Ohmic bath spectral density with
a Lorentz-Drude cutoff, we derive the Heisenberg-Langevin equations for the particle’s observables
using a quantum stochastic calculus approach. We set the mass of the particle to equal m = m0ǫ,
the reduced Planck constant to equal ~ = ǫ and the cutoff frequency to equal Λ = EΛ/ǫ, where m0
and EΛ are positive constants, so that the particle’s de Broglie wavelength and the largest energy
scale of the bath are fixed as ǫ→ 0. We study the limit as ǫ→ 0 of the rescaled model and derive
a limiting equation for the (slow) particle’s position variable. We find that the limiting equation
contains several drift correction terms, the quantum noise-induced drifts, including terms of purely
quantum nature, with no classical counterparts.
I. INTRODUCTION
Multiscale analysis of both classical and quantum systems has been a subject of active
investigation in recent years. The underlying idea is that due to the presence of widely sep-
arated characteristic time scales in the system, one can obtain a simplified, reduced model
that often captures the essential dynamics on a coarse-grained time scale [1–5]. Depending
on the nature of the systems, different approaches can be undertaken to implement this idea.
For instance, Markovian limits such as weak coupling limit and repeated interaction limit
were studied in [6–12] to justify the use of effective equations such as quantum Langevin
equations in modeling quantum systems arising in quantum optics and quantum electro-
dynamics [13–15]. Adiabatic elimination type problems for open quantum systems were
studied in [16–24] and perturbative methods were considered in [25–28].
Of particular interest is the small mass limit (or the Smoluchoswki-Kramers limit [29, 30])
of noisy dynamical systems. It has been extensively studied and is well understood for
classical systems; see for instance, [31–37]. On the other hand, analogous questions for
quantum systems [38, 39] are more intricate, and there were few attempts to study the
small mass limit, or the related strong friction limit for quantum systems. Such study was
initiated and refined in the series of works [40–44] for the Caldeira-Leggett model of quantum
Brownian motion (QBM) [45–48]. In these works, a quantum Smoluchowski equation, an
equation for the coordinate-diagonal elements of the density operator (i.e. the position
probability distribution), was derived in the overdamped regime.
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2The results of these works (see for instance, [40]) say that the strong friction limit of
quantum mechanics is essentially classical mechanics as the quantum effects are buried in the
fast momentum variable, which is adiabatically eliminated due to separation of associated
time scales in the limit. Such limit is the opposite of the weak coupling limit [49, 50], and
its result can be viewed as a consequence of decoherence due to the strong coupling. In
[51–54], more careful analysis and related applications were presented, whereas in [55] a
Heisenberg approach was used. All these attempts rely on asymptotic expansions to study
a restricted class of QBM, where the coupling of the system to the environment is linear
in the system’s position. One important message from these asymptotic expansions is that
the leading correction term to the Smoluchowski equation is a quantum correction that
dominates the classical ones in the low temperature regime, revealing the important role of
zero-point quantum fluctuations.
Similar studies for QBM in inhomogeneous environments are even more interesting [56].
Such study was conducted in [57, 58], where a semi-classical Langevin approach was em-
ployed. In [59], using the Fokker-Planck equation, the authors derived a limiting c-number
Langevin equation for the position variable in the overdamped limit. While the limiting
equation obtained contains interesting quantum correction terms, these studies are not sat-
isfactory for two main reasons. First, an ad-hoc Markovian approximation is made before
the overdamped limit was studied. Second, a semi-classical approach is used and assumed
that the quantum fluctuations around the mean value of the system’s observables are small.
Therefore, a more systematic study that takes into account the full quantum nature of the
model, including the noise, is necessary. Motivated by this and our goal to generalize the
study of small mass limit to quantum dissipative systems, this paper presents a quantum
stochastic calculus approach to study a related limit for a class of non-Markovian QBM
with inhomogeneous damping and diffusion. In particular, we will model the noise using
the fundamental noise processes of the theory of quantum stochastic calculus, introduced by
Hudson and Parthasarathy in the seminal paper [60]. Rigorous justification of the results
in this paper will be presented elsewhere.
The paper is organized as follows. In Section II, we introduce a QBM field model to model
interaction of a quantum particle with an equilibrium quantum heat bath at a positive tem-
perature. In Section III, we present the exact Heisenberg equations of motion for the par-
ticle’s observables. In Section IV, we review some basic results from Hudson-Parthasarathy
(H-P) quantum stochastic calculus and fix our notations. Modeling the stochastic force, ap-
pearing in the Heisenberg equations, using Hudson-Parthasarathy quantum noise processes,
we derive a quantum stochastic differential equation (QSDE) version of the QBM model
in Section V. We identify the characteristic time scales of the model and study its rescaled
version in Section VI. Our main result is the derivation of the effective equation (see eqn.
(112)) for the (slow) position variable in the limit as all the characteristic time scales of the
model tend to zero at the same rate. The derivations, as well as discussions of the results,
are presented in Section VII. We end the paper by stating the conclusions and making some
remarks in Section VIII.
II. QBM MODEL
In this section, we introduce a one-dimensional Hamiltonian model to study the dynamics
of a quantum Brownian particle coupled to an equilibrium heat bath. The particle interacts
with the heat bath via a coupling, which is a function of the position variables. This
function can be nonlinear in the system’s position, in which case the particle is subject to
inhomogeneous damping and diffusion [38, 47, 61]. The model can be viewed as a field version
3of the one studied in [47, 61], a generalization of the Pauli-Fierz model [62–64], or a quantum
analog of the one studied in Appendix A of [36]. It is a fundamental model which not only
allows simple analytic treatments and provides physical insights, but also realistically models
many open qantum systems — for instance, an atom in an electromagnetic field.
The full dynamics of the model is described by the Hamiltonian:
H = HS ⊗ I + I ⊗HB +HI +Hren ⊗ I, (1)
where HS and HB are Hamiltonians for the particle and the heat bath respectively, given
by
HS =
P 2
2m
+ U(X), HB =
∫
R+
~ωb†(ω)b(ω)dω, (2)
HI is the interaction Hamiltonian given by
HI = −f(X)⊗
∫
R+
[c(ω)b†(ω) + c(ω)b(ω)]dω, (3)
and Hren is the renormalization Hamiltonian given by
Hren =
(∫
R+
|c(ω)|2
~ω
dω
)
f(X)2. (4)
Here X and P are the particle’s position and momentum operators, m is the mass of the
particle, U(X) is a smooth confining potential, b(ω) and b†(ω) are the bosonic annihila-
tion and creation operator of the boson of frequency ω respectively and they satisfy the
usual canonical commutation relations (CCR): [b(ω), b†(ω′)] = δ(ω − ω′), [b(ω), b(ω′)] =
[b†(ω), b†(ω′)] = 0. We assume that the operator-valued function f(X) is positive and can
be expanded in a power series, and c(ω) is a complex-valued coupling function (form factor)
that specifies the strength of the interaction with each frequency of the bath. It determines
the spectral density of the bath and therefore the model for damping and diffusion of the
particle. The heat bath is initially in the Gibbs thermal state, ρβ = e
−βHB/T r(e−βHB ), at
an inverse temperature β = 1/(kBT ).
In this paper, we consider the coupling function:
c(ω) =
√
~ω
π
Λ2
ω2 + Λ2
, (5)
where Λ is a positive constant. The bath spectral density is given by:
J(ω) :=
|c(ω)|2
~
=
ω
π
Λ2
ω2 + Λ2
, (6)
which is the well-known Ohmic spectral density with a Lorentz-Drude cutoff [49]. The
renormalization potential Hren is needed to ensure that the bare potential acting on the
particle is U(X) and that the Hamiltonian can be written in a positively defined form:
H = HS ⊗ I +HB−I , where HB−I is given by
HB−I =
∫
R+
~ω
(
b(ω)− c(ω)
~ω
f(X)
)† (
b(ω)− c(ω)
~ω
f(X)
)
dω. (7)
4III. HEISENBERG-LANGEVIN EQUATIONS
In this section, we present the Heisenberg equations of motion and study the stochastic
force term appearing in the equation. This will pave the way to model the action of the
heat bath on the particle by appropriate quantum colored noises introduced in the next sec-
tions. Our final goal is the construction of dissipative non-Markovian Heisenberg-Langevin
equations driven by appropriate thermal noises, which are built from H-P fundamental noise
processes. From now on, I denotes identity operator on an understood space and 1A denotes
indicator function of the set A.
Define the particle’s velocity, V (t) = P (t)m and note that f
′(X) = −i[f(X), P ]/~. Starting
from the Heisenberg equations of motion and eliminating the bath variables, one obtains the
following equations for the particle’s observables (see Appendix A for details of derivations):
X˙(t) = V (t), (8)
mV˙ (t) = −U ′(X(t))− f ′(X(t))
∫ t
0
κ(t− s){f
′(X(s)), V (s)}
2
ds
+ f ′(X(t)) · (ζ(t)− f(X)κ(t)), (9)
where
κ(t) =
∫
R+
dω
2|c(ω)|2
~ω
cos(ωt) =
∫
R+
dω
2J(ω)
ω
cos(ωt) (10)
is the memory kernel,
ζ(t) =
∫
R+
dωc(ω)(b†(ω)eiωt + b(ω)e−iωt) (11)
is a stochastic force whose correlation function depends on the coupling function, c(ω), and
the distribution of the initial bath variables, b(ω) and b†(ω) – let us remind that we initially
consider a thermal Gibbs state. The term f ′(X(t))f(X)κ(t) is the initial slip term [65]. The
initial position and velocity are given by X and V respectively.
The above equations are exact, non-Markovian, operator-valued and describe completely
positive dynamics. Note that in the damping term which is nonlocal in time, we have an
anti-commutator, which does not appear in the corresponding classical equation or in the
equation for the linear QBMmodel (where f(X) = X). The presence of the anti-commutator
is thus a quantum feature of the inhomogeneous damping.
The initial preparation of the total system, which fixes the statistical properties of the
bath operators and of the system’s degrees of freeedom, turns the force ζ(t) into a random
one [66]. We specify a preparation procedure to fix the properties of the stochastic force.
To this end, we absorb the initial slip term into the stochastic force, defining:
ξ(t) := ζ(t)− f(X)κ(t). (12)
With this, in the nonlinear coupling case, the equation for the particle’s velocity is driven by
the multiplicative noise f ′(X(t))ξ(t). From now on, we refer to ξ(t) as the quantum noise.
The statistics of ξ(t) depends on the distributions of the initial bath variables (b(ω), b†(ω))
and the initial system variable f(X).
Denoting by Eβ the expectation with respect to the thermal Gibbs state ρβ at the tem-
5perature T , we have
Eβ [(b
†(ω)eiωt + b(ω)e−iωt)(b†(ω′)eiω
′s + b(ω′)e−iω
′s)]
=
[
(1 + νβ(ω))e
−iω(t−s) + νβ(ω)eiω(t−s)
]
δ(ω − ω′), (13)
where νβ(ω) is given by the Planck’s law
νβ(ω) =
1
exp (β~ω)− 1 . (14)
Since we absorbed the initial slip term into the stochastic force, ξ(t) no longer has a
stationary correlation when averaged with respect to ρβ [67]. However, ξ(t) is stationary
and Gaussian when conditionally averaged with respect to ρ′β = e
−βHB−I/T r(HB−I), where
HB−I is the quadratic Hamiltonian defined in (7) and the average is conditioned on the initial
position variable X .
We will work in a Fock vacuum representation using the H-P quantum stochastic calculus
approach (see Section IV). In particular, our goal is to describe the quantum noise as a
quantum stochastic process satisfying certain QSDE such that the symmetric correlation
function of the stochastic process with respect to the vacuum state on an enlarged Fock
space coincides with that of ξ(t) with respect to ρ′β . As a preparation to achieve this goal,
we study E′β [ξ(t)ξ(s)] in the following. We write:
E′β [ξ(t)ξ(s)] =
∫
R+
dω~J(ω)
(
coth
(
~ω
2kBT
)
cos(ω(t− s))− i sin(ω(t− s))
)
(15)
=: D1(t− s)− iD(t− s), (16)
where D1 is the noise kernel given by
D1(t− s) := E′β [{ξ(t), ξ(s)}/2], (17)
i.e. the symmetric correlation function of ξ(t) with respect to ρ′β , and D is the dissipation
kernel given by
D(t− s) := iE′β[[ξ(t), ξ(s)]/2], (18)
which is related to linear susceptibility. Expanding, one gets for small ~ (or similarly, for
large T ), E′β [ξ(t)ξ(s)] = kBTκ(t) +O(~), which is the classical Einstein’s relation.
For our choice of c(ω) (see (5)), the memory kernel, κ(t), is exponentially decaying with
decay rate Λ, i.e. κ(t) = Λe−Λt. Moreover, one can compute, for t > 0:
D1(t) =
~Λ
2
cot
(
~Λ
2kBT
)
κ(t) +
∞∑
n=1
2kBTΛ
2νn
ν2n − Λ2
e−νnt, (19)
where νn =
2πnkBT
~
are the bath Matsubara frequencies [68]. Also, the dissipation kernel is
D(t) =
~Λ3
2
e−Λt. (20)
In this paper, we consider the case kBT > ~Λ/π, so that cot(~Λ/2kBT ) and all the terms
6in the series in (19) are positive.
We end this section with the following remark. For T → 0 we have instead:
E′β [{ξ(t), ξ(s)}/2]→
−~Λ2
2π
(e−Λ(t−s)Ei(Λ(t− s)) + eΛ(t−s)Ei(−Λ(t− s))), (21)
where Ei is the exponential integral function defined as follows:
−Ei(−x) = γˆ(0, x) =
∫ ∞
x
e−t/tdt. (22)
Here Ei(x) = 12 (Ei
+(x)+Ei−(x)), Ei+(x) = Ei(x+i0), Ei−(x) = Ei(x−i0). The symmet-
ric correlation function obtained above can be interpreted as follows. As the temperature
T decreases, the Matsubara frequencies νn get closer to each other, so at zero temperature
all of them contribute and the sum in (19) may be replaced by an integral, which turns out
to have expression in terms of the Ei functions [69]. In fact, in this case the symmetric
correlation function decays polynomially for large times [70]. In other words, systems at
zero temperature are strongly non-Markovian and the techniques in this paper cannot be
applied to study them.
IV. PRELIMINARIES ON QUANTUM STOCHASTIC CALCULUS
To ensure that our exposition is self-contained, as well as to fix the notations and ter-
minologies, we review some basic ideas and results from H-P quantum stochastic calculus,
which is a boson Fock space stochastic calculus based on the creation, conservation and
annihilation operators of free field theory. For details of the calculus, we refer to the mono-
graphs [71] and [72]. For recent developments, perspectives and applications of the calculus
to the study of open quantum systems, we refer to [73–84]. In the following, we use Dirac’s
bra-ket notation.
The natural space to support the quantum noise, which models the effective action of the
environment on the system, is a bosonic Fock space. It describes states of a quantum field
(heat bath in our case) consisting of an indefinite number of identical particles. The bosonic
Fock space, over the one-particle space H, is defined as
Γ(H) = C⊕H⊕H◦2 ⊕ · · · ⊕ H◦n ⊕ . . . , (23)
where C, denoting the one-dimensional space of complex numbers, is called the vacuum
subspace and H◦n, denoting the symmetric product of n copies of H, is called the n-particle
subspace. For any n elements |u1〉, |u2〉, . . . , |un〉 in H, the vector ⊗nj=1|uj〉 is known as the
Fock vector. Since the particles constituting the noise space (and in each of the n-particle
space) are bosons, in order to describe the n-particle state (i.e. to belong to the n-particle
space, H◦n), a Fock vector has to be symmetrized:
|u1〉 ◦ |u2〉 ◦ · · · ◦ |un〉 = 1
n!
∑
σ∈Pn
|uσ(1)〉 ⊗ |uσ(2)〉 ⊗ · · · ⊗ |uσ(n)〉, (24)
where Pn is the set of all permutations σ, of the set {1, 2, . . . , n}.
7Important elements of the bosonic Fock space, Γ(H), are the exponential vectors:
|e(u)〉 = 1⊕ |u〉 ⊕ |u〉
⊗2
√
2!
⊕ · · · ⊕ |u〉
⊗n
√
n!
⊕ . . . , (25)
where |u〉 ∈ H and |u〉⊗n denotes the tensor product of n copies of |u〉. The exponential
vectors satisfy the following scalar product formula:
〈e(u)|e(v)〉 = e〈u|v〉 (26)
for every |u〉, |v〉 ∈ H, with the same notation for scalar products in appropriate spaces.
The linear span, E , of all exponential vectors forms a dense subspace of Γ(H). We refer
to E as the exponential domain. Any bounded linear operator on Γ(H) can be determined
by its action on the exponential vectors. Note that |ψ(u)〉 = e−〈u|u〉/2|e(u)〉 is a unit vector.
The pure state with the density operator |ψ(u)〉〈ψ(u)| is called the coherent state associated
with |u〉. We call |Ω〉 := |e(0)〉 the Fock vacuum vector, which corresponds to the state with
no particles. In the special case when H = C, the coherent states on Γ(H) = C ⊕ C ⊕ · · ·
are sequences of the form:
|ψ(α)〉 = e−|α|2/2
(
1, α,
α2√
2!
, · · · , α
n
√
n!
. . .
)
. (27)
Consider now the case when the one-particle space is H = L2(R+), leading to the bosonic
Fock space Γ(L2(R+)). We will be formulating a differential (in time) description of processes
on the Fock space, and R+ represents the time semi-axis. We emphasize that this has
to be distinguished from the frequency representation, as adopted when writing the bath
Hamiltonian HB in Section II. One can think of Γ(L
2(R+)) as the space describing a single
field channel coupled to the system.
In general, one can consider the bosonic Fock space over the one-particle space, L2(R+)⊗
Z = L2(R+;Z), where Z is a complex separable Hilbert space, equipped with a complete
orthonormal basis (|zk〉)k≥1. The space Z is called the multiplicity space of the noise. An
element of L2(R+) ⊗ Z is a square integrable function from R+ into Z. Physically, the
dimension of Z is the number of field channels coupled to the system. When Z = C (one-
dimensional), the corresponding bosonic Fock space describes a single field channel [79].
When Z = Cd and the |zi〉 = (0, . . . , 0, 1, 0, . . . , 0) with 1 in the i-th slot, i = 1, 2, . . . , d,
is fixed as a canonical orthonormal basis in Cd, the corresponding Fock space describes d
field channels coupled to the system. Since the dimension of Z can be infinite, it allows
considering infinitely many field channels coupled to the system. To take advantage of
this generality, we take the quantum noise space to be the bosonic Fock space Γ(H) over
H = L2(R+)⊗Z in the following.
The canonical observables on the bosonic Fock space are the creation and annihilation
operators associated to a vector |u〉 ∈ H, denoted a†(u) and a(u) respectively. They satisfy
the commutation relations: [a(u), a(v)] = 0, [a†(u), a†(v)] = 0 and [a(u), a†(v)] = 〈u|v〉 =∫
R+
u(s)v(s)ds, for |u〉, |v〉 ∈ H. Their action on the exponential vectors is defined by:
a(u)|e(v)〉 = 〈u|v〉|e(v)〉, (28)
a†(u)|e(v)〉 = d
dǫ
|e(v + ǫu)〉
∣∣∣∣
ǫ=0
, (29)
8for all |u〉, |v〉 ∈ H. Note that in the special case u = v, we have a(u)|ψ(u)〉 = 〈u|u〉|ψ(u)〉,
which is an eigenvalue relation similar to the one that defines the coherent state as eigen-
vector of annihilation operator in quantum optics [85]. Moreover, we have
a(u)|e(0)〉 = 0, (30)
a(u)|v〉⊗n = √n〈u|v〉|v〉⊗(n−1), (31)
a†(u)|v〉⊗n = 1√
n+ 1
n∑
r=0
|v〉⊗r ⊗ |u〉 ⊗ |v〉⊗(n−r). (32)
Since vectors of the form |v〉⊗n linearly span the n-particle space, this shows that a(u)
maps the n-particle subspace into the (n − 1)-particle subspace while a†(u) maps the n-
particle subspace into the (n + 1)-particle subspace, justifying their names as annihilation
and creation operators respectively.
The basic idea of H-P quantum stochastic calculus comes from the continuous tensor
product factorization property of bosonic Fock space. The tensor product factorization
property says that when the one-particle space is given by a direct sum, H = H1 ⊕H2, we
have the factorization property for the corresponding Fock space: Γ(H) = Γ(H1 ⊕ H2) =
Γ(H1)⊗ Γ(H2). In our setup,
L2(R+;Z) = L2([0, t];Z)⊕ L2([t,∞);Z) (33)
for every t > 0. We exploit this property to describe the total space on which the system
and the noise evolve jointly. Denote, for all 0 < s < t:
Ft] = HS ⊗ Γ(L2([0, t];Z)), F[s,t] = Γ(L2([s, t];Z)), F[t = Γ(L2([t,∞);Z)), (34)
with F0] = HS (the initial space describing the system) and F = HS⊗Γ(H) (the total space
for the time evolution of the system in the presence of quantum noise). We then have the
natural identification F = Ft] ⊗F[t based on the factorization of the exponential vectors:
|ψ〉 ⊗ |e(u)〉 = |ψ〉 ⊗ |e(u[0,t])〉 ⊗ |e(u[t,∞))〉, (35)
where |ψ〉 ∈ HS , u[0,t](τ) = 1[0,t](τ)u(τ), u[t,∞)(τ) = 1[t,∞)(τ)u(τ). Note that Ft] and F[t
embed naturally into F as subspaces by tensoring with the vacuum vector.
Any vector |u〉 ∈ H may be regarded as a Z-valued function. For a fixed basis of Z (e.g.
in the case when Z is the space Cd with the canonical basis |zk〉), we set uk(t) = 〈zk|u(t)〉Z
for k ≥ 1, where 〈·|·〉Z denotes scalar product on Z. We define the creation and annihilation
processes associated with the orthonormal basis {|zk〉}k≥1 as follows:
A†k(t) = a
†(1[0,t] ⊗ zk), Ak(t) = a(1[0,t] ⊗ zk), (36)
for k = 1, 2, . . . , where 1[0,t] denotes indicator function of [0, t] as an element of L
2(R+).
Each Ak (respectively, A
†
k) is defined on a distinct copy of the Fock space Γ(L
2(R+)) and
therefore, the Ak’s (respectively, A
†
k) are commuting. Physically, each of them represents a
single channel of quantum noise input coupled to the system. Note that in the special case
Z = C, the above construction only gives a single pair of creation and annihilation process
and in the case Z = Cd, we have d pairs of creation and annihilation processes associated
with d distinct noise inputs. The actions of the Ak(t) on the exponential vectors are given
9by the eigenvalue relations:
Ak(t)|e(u)〉 =
(∫ t
0
uk(s)ds
)
|e(u)〉, (37)
and the A†k(t) are the corresponding adjoint processes:
〈e(v)|A†k(t)|e(u)〉 =
(∫ t
0
vk(s)ds
)
〈e(v)|e(u)〉. (38)
The above processes, which are time integrated versions of instantaneous creation and
annihilation operators are two of the three kinds of fundamental noise processes intro-
duced by Hudson and Parthasarathy. They satisfy an integrated version of the CCR:
[Ak(t), A
†
l (s)] = δklmin(t, s), [Ak(t), Al(s)] = [A
†
k(t), A
†
l (s)] = 0.
For each k, their ‘future pointing’ infinitesimal time increments, dA#k (t) := A
#
k (t+ dt)−
A#k (t), where # denotes either creation or annihilation processes, with respect to the time
interval [t, t+ dt], are independent processes. The independence is due to the fact that time
increments with respect to non-overlapping time intervals are commuting since they are
adapted with respect to F , i.e. they act non-trivially on the factor F[t,t+dt] of the space
F = Ft]⊗F[t,t+dt]⊗F[t+dt and trivially, as identity operator on the remaining two factors.
In other words, for a fixed k,
dA#k (t)|e(u)〉 = (A#k (t+ dt)−A#k (t))|e(u)〉 (39)
= e(u[0,t])⊗ a#(1[t,t+dt] ⊗ zk)e(u[t,t+dt])⊗ e(u[t+dt,∞)), (40)
where the operators a# are defined in (36). Therefore, any Hermitian noise processes M(t)
that are appropriate combinations of the A#k (t) (for instance, the quantumWiener processes
introduced later in (44)) have independent time increments, i.e. if we define the characteris-
tic function of M with respect to the coherent state, |ψ(u)〉, as ϕM (λ) := 〈ψ(u)|eiλM |ψ(u)〉,
then for any two times s ≤ t, we see that their joint characteristic function with respect to
the coherent states is the product of individual characteristic functions:
ϕM(s),M(t)−M(s)(λs, λt) := 〈ψ(u)|eiλsM(s)+iλt(M(t)−M(s))|ψ(u)〉
= ϕM(s)(λs)ϕM(t)−M(s)(λt). (41)
This property is a quantum analog of the notion of processes with independent increments
in classical probability.
Remark IV.1. In quantum field theory, the operators A†k(t) and Ak(t) are called the
smeared field operators and are usually written formally as:
Ak(t) =
∫ t
0
bk(s)ds, A
†
k(t) =
∫ t
0
b†k(s)ds, (42)
where the bk(t) =
1√
2π
∫
R
bˆk(ω)e
−iωtdω and b†k(t) =
1√
2π
∫
R
bˆ†k(ω)e
iωtdω are the idealized
Bose field processes satisfying the singular CCR: [bk(t), b
†
l (s)] = δklδ(t− s) [15]. Physically,
since b†k(s) creates a particle at time s through the kth noise channel, A
†
k(t) creates a
particle that survives up to time t. These formal expressions for the annihilation and
creation processes are simpler to work with than the more regular integrated processes
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defined in (37)-(38). As remarked on page 39 of [79], the more fundamental processes from
the underlying physics point of view are the quantum field processes, not the rigorously
defined, more regular integrated processes.
Exploiting the structure of bosonic Fock space and the properties of the fundamental
noise processes outlined above, Hudson and Parthasarathy developed and studied quantum
stochastic integrals with respect to these fundamental processes for a suitable class of adapted
integrand processes, in analogy with the constructions of the classical Itoˆ theory. The most
important result of the calculus is the quantum Itoˆ formula, which describes how the classical
Leibnitz formula for the time-differential of a product of two functions gets corrected when
these functions depend explicitly on the fundamental processes. In the vacuum state, the
quantum Itoˆ formula can be summarized by:
dAk(t)dA
†
l (t) = δkldt (43)
and all other products of differentials that involve dAk(t), dA
†
k(t) and dt vanish. This can
be viewed as a chain rule with Wick ordering [86] and as a quantum analogue of the classical
Itoˆ formula.
In particular, with respect to the initial vacuum state, the field quadratures W 0k (t) =
Ak(t) + A
†
k(t) (k = 1, 2, . . . ) are mean zero Hermitian Gaussian processes with variance t.
Therefore, they can be viewed as quantum analogue of classical Wiener processes and their
formal time derivatives, dW 0k (t)/dt = bk(t) + b
†
k(t), are quantum analogues of the classical
white noises. If one takes Z = Cd, then (W 01 ,W 02 , . . . ,W 0d ) is a collection of commuting
processes and thus form a quantum analogue of d-dimensional classical Wiener process in
the vacuum state. Moreover, one has dW 0i (t)dW
0
j (t) = δijdt, which is the classical Itoˆ
correction formula for Wiener process. These results hold for a more general class of field
observables:
W θk (t) = e
−iθkAk(t) + eiθkA
†
k(t), (44)
where θk ∈ R is a phase angle. We refer to the W θk (t) as quantum Wiener processes, as they
are operator-valued processes on a Fock space, analogous to classical Wiener processes.
In contrast to closed quantum system’s unitary evolution, interaction with an environ-
ment leads to randomness in the unitary evolution of an open quantum system. Using the
quantum Itoˆ formula, Hudson and Parthasarathy deduced the general form of a unitary,
reversible, Markovian evolution for a system interacting with an environment described by
the fundamental noise processes. The unitary evolution operator, V (t), of the whole system,
in the interaction picture with respect to the free field dynamics, is found to satisfy an Itoˆ
SDE of the following form:
dV (t) =
[(
− i
~
He − 1
2
∑
k
L†kLk
)
dt+
∑
k
(
L†kdAk(t)− LkdA†k(t)
)]
V (t), (45)
V (0) = I, (46)
associated to the system operators (He, {Lk}), where He = H†e is an effective Hamiltonian
and the Lk are Lindblad coupling operators. It can be viewed as a noisy Schrodinger
equation. The evolution of a noisy system observable, X , initially defined on HS , can
also be obtained. By applying the quantum Itoˆ formula, one can deduce that its evolution,
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jt(X) = V (t)
†(X⊗I)V (t), on F is described by the following Heisenberg-Langevin equation:
djt(X) = jt(L(X))dt+
∑
k
(
jt([X,Lk])dA
†
k(t) + jt([L
†
k, X ])dAk(t)
)
, (47)
j0(X) = X ⊗ I, (48)
where L is the well-known Lindblad generator [87]:
L(X) = i
~
[He, X ] +
1
2
∑
k
([L†k, X ]Lk + L
†
k[X,Lk]). (49)
One can also obtain the evolution of field observables in this way and study the relation
between input and output field processes [15]. We call such equation for an observable a
quantum stochastic differential equation (QSDE) and its solution is a quantum stochastic
process, which is a noncommutative analogue of classical stochastic process. To obtain the
Lindblad master equation for reduced system density operator, ρS(t), we first take the Fock
vacuum conditional expectation of jt(X) to obtain the evolution of the reduced system
observable, Tt(X), defined via
〈ψ|Tt(X)|φ〉 = 〈ψ ⊗ e(u)|jt(X)|φ⊗ e(v)〉, (50)
so that dTt(X) = Tt(L(X))dt, then the Lindblad master equation:
dρS(t) = L∗(ρS(t))dt (51)
is obtained by duality.
Remark IV.2. Following Remark IV.1, one can introduce the notion of quantum colored
noise [88, 89]. For k = 1, 2, . . . , define
b†g,k(t) :=
1√
2π
∫
R
bˆ†k(ω)e
iωtgˆ(ω)dω, bg,k(t) :=
1√
2π
∫
R
bˆk(ω)e
−iωtgˆ(ω)dω, (52)
where gˆ(ω) and bˆk(ω) denote the Fourier transform of g(t) and bk(t) respectively. Note that
b†g,k(t) is the inverse Fourier transform of bˆ
†
k(ω)gˆ(ω) and so by the convolution theorem we
have:
b†g,k(t) =
1√
2π
∫
R
g(t− s)b†k(s)ds =
1√
2π
∫
R
g(t− s)dA†k(s), (53)
where the A†k(s) are creation processes. This is reminiscent of the formula for classical
colored noise defined via filtering of white noise [90]:∫
R
γ(t− s)1{s≤t}(s)dBs =
∫ t
−∞
γ(t− s)dBs, (54)
where γ(t) describes the filter and B = (Bs) is a classical Wiener process. In the limit g → 1
(flat spectrum limit), the b†g,k(t) converge to the fundamental noise process b
†
k(t) = dA
†
k/dt.
Similar remarks apply to bg,k(t) and to appropriate linear combinations of bg,k(t) and b
†
g,k(t),
which therefore deserve to be called quantum colored noise processes.
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V. QSDE’S FOR QUANTUM NOISE
Guided by formula of the symmetric correlation function in (19) and the plan outlined in
Section III, we model the quantum noise by:
∞∑
k=0
ηk(t), (55)
where the ηk(t) are independent quantum Ornstein-Uhlenbeck processes [91], satisfying the
SDEs:
dηk(t) = −αkηk(t)dt+
√
λkdW
θ
k (t), ηk(0) = ηk. (56)
Here the W θk are independent quantum Wiener processes defined in Section IV and the ηk
are initial variables on a copy of Fock space. For a fixed θ, independence and commutation
for these processes can be achieved by realizing the ηk(t) on distinct copies of Fock space,
i.e.
∞∑
k=0
ηk(t) = η0(t)⊗ I ⊗ I ⊗ · · ·+ I ⊗ η1(t)⊗ I ⊗ · · ·+ . . . (57)
on
⊗∞
k=0 Γ(L
2(R+)) = Γ(L2(R+) ⊗ K) where the multiplicity space K is a sequence space
whose elements are of the form (x0, x1, x2, . . . ), with each xi ∈ C. From now on, each ηk is
understood to be
I ⊗ · · · ⊗ I︸ ︷︷ ︸
k copies
⊗ηk ⊗ I ⊗ · · · (58)
and similarly for each W θk .
The formal solution to the SDE (56) is given by:
ηk(t) = ηke
−αkt +
√
λk
∫ t
0
e−αk(t−s)dW θk (s). (59)
Since there is a unique stationary solution of the SDEs (56), for all k and s ∈ [0, t]:
E′′∞[η
2
k] =
λk
2αk
, E′′∞[ηkW
θ
k (s)] = E
′′
∞[W
θ
k (s)ηk] = 0, (60)
where E′′∞ denotes expectation with respect to the vacuum state associated with Ω⊗Ω⊗· · ·
on the enlarged Fock space Γ(L2(R+)⊗ K). Then, with the parameters αn and λn defined
by
αn = νn1{n≥1} + Λ1{n=0} > 0 (61)
and
λn =
4ν2nΛ
2kBT
ν2n − Λ2
1{n≥1} + ~Λ3 cot
(
~Λ
2kBT
)
1{n=0} > 0, (62)
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it can be verified that
E′′∞
[{∑k ηk(t),∑l ηl(s)}
2
]
= D1(t− s), (63)
where D1 is given in (19).
Equations (61) and (62) establish a link between the quantum noise as introduced in
eqn. (55) and the physical model of Section II. We remark that there is freedom in the above
construction of quantum noise, as the driving noise process, (W θk ), is a family of quantum
Wiener processes parametrized by θ. On the one hand, the choice of the parameter should
be fixed by physical considerations, i.e. by the nature of the field that the system couples
to in the microscopic model. On the other hand, one would like to show that the quantum
noises describe a Markovian system, so one should write the SDEs (56) in a H-P QSDE
form.
To this end, let ξk(t) and ηk(t) be canonical conjugate bath observables that obey the
commutation relation [ξj(t), ηk(t)] = i~δjkI for all t ≥ 0. Suppose that the evolution of each
pair (ξk(t), ηk(t)) is Markovian and can be described by the H-P QSDEs associated with
(Hk, Lk), where
Hk =
η2k
2
+
αk
4
{ξk, ηk}, Lk =
√
λk
~
ξk + i
αk
2
√
λk
ηk, (64)
where αk and λk are given as before. Therefore, they solve the H-P QSDEs:
dξk(t) = ηk(t)dt+
~αk
2
√
λk
dWπk (t), (65)
dηk(t) = −αkηk(t)dt +
√
λkdW
−π/2
k (t), (66)
where
Wπk (t) = −(Ak(t) +A†k(t)), W−π/2k (t) = i(Ak(t)−A†k(t)) (67)
are noncommuting, conjugate quantum Wiener processes satisfying [Wπk (t),W
−π/2
k (s)] =
2iδ(t − s)I. Modulo the negative factor, one can view the formal time derivatives of the
Wπk (t) andW
−π/2
k (t) as the noises arising from the position and momentum field observables
respectively. We fix the freedom in our construction by taking the Markovian system (65)-
(66) as the model for noise. Therefore, we take
∑
k ηk(t) to be the quantum colored noise
that models the action of the heat bath on the evolution of the system’s observables.
Physically, one can think of our quantum noise model as equivalent to a model of infinitely
many non-interacting ancillas that convert the white noise to colored noise through a channel
at each Matsubara frequency [92]. That one needs infinitely many ancillas is due to the fact
that there are infinitely many transition (Bohr) energies, each of which equals the energy
of a boson with a particular Matsubara frequency in the bath. According to our noise
model, when a boson with the Matsubara frequency νk is created or annihilated, the energy
transition does not occur instantaneously but happens on the time scale of 1/αk via a
channel associated with νk.
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VI. THE RESCALED MODEL AND SDE’S
We set m = m0ǫ, Λ = EΛ/ǫ and ~ = ǫ, where m0 and EΛ are fixed positive constants
and ǫ > 0 is a small parameter, so that ~Λ = EΛ (the maximum energy of bosons in the
bath) and m/~ = m0 (proportional to the de Broglie wavelength of the Brownian particle)
are fixed in the Hamiltonian.
These scalings of the model parameters are motivated as follows. An atom’s mass is often
small and so are the characteristic time scales of the quantum bath. On the other hand,
for small Planck constant the equipartition theorem is valid, so the mean kinetic energy of
the system is O(1) (i.e. of order 1) as ǫ→ 0. This has to be compared to the classical case,
where the fact that the kinetic energy is O(1) leads to the presence of noise-induced drift
in the small m limit when the original system is subject to state-dependent damping and
diffusion [4]. Hence, this suggests that the scalings give meaningful effective dynamics in
the limit ǫ→ 0.
Next, we elucidate our scalings in the context of separation of time scales. Taking ǫ→ 0
is equivalent to taking the joint limit of small mass (m→ 0), the memoryless limit (Λ→∞)
(which also implies the small noise correlation time limit, due to the quantum fluctuation-
dissipation relation) and the classical limit (~ → 0). Note that in the limit the spectral
density J(ω) becomes strictly Ohmic, since the cutoff is removed as ǫ→ 0. In other words,
the inertial time scale, the memory time scale, the noise correlation time scale and the
quantum time scale vanish simultaneously at the same rate as we take ǫ→ 0 in the rescaled
model. This limit is a quantum version of the one studied in [36].
Upon applying the above rescalings, the parameters in the QSDEs for the ξn(t) and ηn(t)
in Section V become
αn =
2πnkBT
ǫ
1{n≥1} +
EΛ
ǫ
1{n=0} =:
1
ǫ
an, (68)
and
λn =
4kBT (2πnkBT )
2
(2πnkBT )2 − E2Λ
E2Λ
ǫ2
1{n≥1} + EΛ cot
(
EΛ
2kBT
)
E2Λ
ǫ2
1{n=0} =:
1
ǫ2
Σ2n. (69)
Notice that in the following the relevant parameters are an and Σn as defined in eqns. (68)
and (69). The rescaled version of the resulting Heisenberg-Langevin equations (8)-(9) can
be cast as the following system of SDEs on the total space F = HS ⊗ Γ(L2(R+)⊗K):
dX(t) = V (t)dt, (70)
m0ǫdV (t) = −U ′(X(t))dt+ f ′(X(t))
∞∑
n=0
ηn(t)dt− f ′(X(t))Y (t)dt, (71)
dZ(t) = Y (t)dt, (72)
ǫdY (t) = −EΛY (t)dt+ EΛf ′(X(t))V (t)dt − i EΛ
2m0
f ′′(X(t))dt, (73)
dξn(t) = ηn(t)dt + ǫ
an
2Σn
dWπn (t), n = 0, 1, 2, . . . , (74)
ǫdηn(t) = −anηn(t)dt+ΣndW−π/2n (t), n = 0, 1, 2, . . . , (75)
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where we have defined the auxiliary quantum stochastic process
Y (t) =
EΛ
ǫ
∫ t
0
e−
EΛ
ǫ
(t−s) {f ′(X(s)), V (s)}
2
ds (76)
and used the commutation relation [P,f
′(X)]
2m = − if
′′(X)
2m0
to rearrange the order, so that
V (t) appears last in (73). Note that it is crucial that we have the scaling ~m =
1
m0
so
that the last term on the right hand side of (73) is O(1). It should be clear from the
context which factor of the total space the operators act non-trivially on. For instance,
X = X(t = 0) = X(t = 0)⊗ I0 ⊗ I1 ⊗ . . . ; ξn(t) = I ⊗ I0 ⊗ · · · ⊗ In−1 ⊗ ξn(t)⊗ In+1 ⊗ . . . ,
for n = 0, 1, . . . ; etc, where I is identity operator on HS and In is identity operator on the
nth copy of Fock space.
From now on, vectors and matrices whose elements are operators will be denoted by
bold letters. For an operator matrix A = (Aij)i,j=0,1,2,..., its transpose, denoted by
T ,
is defined as (Aij)
T
i,j=0,1,2,... := (Aji)i,j=0,1,2,.... The action of A on an operator vector
x = (xj)j=0,1,2,..., written as Ax, results in another operator vector (
∑
j Aijxj)i=0,1,2,.... If
A is diagonal, we write it as diag(Ak)k=0,1,2,....
Introducing the operator vectors
Xt = [X(t) Z(t) ξ0(t) · · · ξN (t) · · · ]T , V t = [V (t) Y (t) η0(t) · · · ηN (t) · · · ]T , (77)
we rewrite the above system in a more compact way:
dXt = V tdt+ ǫµdW
π
t , (78)
ǫdV t = −γˆ(X(t))V tdt+ F (X(t))dt+ σdW−π/2t , (79)
with the initial conditions Xt =X and V t = V .
In the above, γˆ(X(t)) (the superoperator that acts on V t) denotes the block operator
matrix, whose entries depend on X(t), given by
γˆ(X(t)) =
[
A(X(t)) B(X(t))
0 D
]
, (80)
with
A(X(t)) =
[
0 f
′(X(t))
m0−EΛf ′(X(t)) EΛ
]
, (81)
B(X(t)) =
[
− f ′(X(t))m0 −
f ′(X(t))
m0
· · ·
0 0 · · ·
]
, 0 =

 0 00 0
...
...

 , (82)
D = diag(an)n=0,1,... is the diagonal operator matrix,
F (X(t)) =
[
−U
′(X(t))
m0
− i EΛ
2m0
f ′′(X(t)) 0 0 · · ·
]T
, (83)
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µ is the block operator matrix given by
µ =
[
0
T
µ1
]
, with µ1 = diag
(
an
2Σn
)
n=0,1,...
, (84)
σ is the block operator matrix given by
σ =
[
0
T
Σ
]
, with Σ = diag (Σn)n=0,1,... , (85)
and
W πt = [W
π
0 (t) W
π
1 (t) · · · ]T and W−π/2t = [W−π/20 (t) W−π/21 (t) · · · ]T . (86)
In the above, the scalar-looking entries are really scalar multiples of appropriate identity
operators. In particular, 0 denotes the zero operator on appropriate space.
VII. FORMAL DERIVATION OF LIMITING EQUATION
We are interested in the limit as ǫ → 0 of (78)-(79). These equations are similar to the
ones studied in [32] and we adapt the techniques employed there and use the main results
from quantum Itoˆ calculus outlined in Section IV to study the limit problem.
In the limit ǫ→ 0, we expect thatXt is a slow variable compared to V t. In the following,
we formally derive the limiting equation for the first component of Xt, i.e. the particle’s
position X(t), in the limit ǫ → 0. To give meanings to our derivations, one considers the
action of an operator, say Z(t), on a vector of the form ψ⊗ e(u), i.e. Z(t)(ψ⊗ e(u)), where
ψ ∈ HS and e(u) is the exponential vector associated with u ∈ L2(R+) ⊗ K. We suppress
this interpretation of operators in the following and work directly with the operators.
A rewriting of (79) leads to:
V tdt = −ǫγˆ−1(X(t))dV t + γˆ−1(X(t))F (X(t))dt+ γˆ−1(X(t))σdW−π/2t , (87)
where γˆ−1 satisfies γˆ−1γˆ = γˆγˆ−1 = I and can be verified to be given by the following block
operator matrix:
γˆ−1(X(t)) =
[
A−1(X(t)) −A−1(X(t))B(X(t))D−1
0 D−1
]
, (88)
where
A−1(X(t)) =
[
m0[f
′(X(t))]−2 −[a0f ′(X(t))]−1
m0[f
′(X(t))]−1 0
]
, (89)
−A−1(X(t))B(X(t))D−1 =
[
[a0f
′(X(t))]−1 [a1f ′(X(t))]−1 · · ·
a−10 a
−1
1 . . .
]
, (90)
and
D−1(X(t)) = diag(a−1n )n=0,1,.... (91)
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As dXt = V tdt+ ǫµdW
π
t , it follows that we can write Xt in the integral form:
Xt =X −
∫ t
0
ǫγˆ−1(X(s))dV s +
∫ t
0
γˆ−1(X(s))F (X(s))ds+
∫ t
0
γˆ−1(X(s))σdW−π/2s
+ ǫµ(W πt −W π). (92)
The only terms that depend explicitly on ǫ on the right hand side above are the second
term and the last term. Therefore, we study the asymptotic behavior of these terms as
ǫ → 0. The last term will tend to zero as ǫ → 0. For the second term, we consider the
components of the operator process
∫ t
0 ǫγˆ
−1(X(s))dV s = [D1(t) D2(t) · · · ]T , where
D1(t) =
∫ t
0
[f ′(X(s))]−2m0ǫdV (s)−
∫ t
0
[a0f
′(X(s))]−1ǫdY (s)
+
∞∑
n=0
∫ t
0
[anf
′(X(s))]−1ǫdηn(s), (93)
D2(t) =
∫ t
0
[f ′(X(s))]−1m0ǫdV (s) +
∞∑
n=0
∫ t
0
ǫ
an
dηn(s), (94)
Dn+3(t) =
ǫ
an
(ηn(t)− ηn), n = 0, 1, 2, . . . . (95)
In particular, the first component of Xt is given by:
X(t) = X −D1(t)−
∫ t
0
[f ′(X(s))]−2U ′(X(s))ds+
i
2m0
∫ t
0
[f ′(X(s))]−1f ′′(X(s))ds
+
∫ t
0
∞∑
n=0
Σn
an
[f ′(X(s))]−1dW−π/2n (s). (96)
Integrating by parts, we can write the first integral in (93) as:∫ t
0
[f ′(X(s))]−2m0ǫdV (s) = [f ′(X(t))]−2m0ǫV (t)− [f ′(X)]−2m0ǫV
−
∫ t
0
d
ds
(
[f ′(X(s))]−2
)
m0ǫV (s)ds. (97)
Next, we make a remark on taking derivatives of operator-valued functions. Let h(X(s))
be a function, depending on the position process X(s), which can be expanded in a power
series. The formula for the derivative of the operator inverse reads
d
ds
([h(X(s))]−1) = −[h(X(s))]−1
(
d
ds
[h(X(s))]
)
[h(X(s))]−1. (98)
For h(X(s)) = X(s)p, where p = 2, 3, . . . , rearranging the order to move V (s) to the right,
one obtains:
d
ds
X(s)p = pX(s)p−1V (s)− i~
m
X(s)p−2c(p), (99)
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where c(p) is a constant depending on p. From this, one deduces:
d
ds
[h(X(s))] =
(
∂
∂X(s)
h(X(s))
)
V (s)− i~
m
g(X(s)), (100)
for some function g, where ∂∂X(s) denotes formal derivative with respect to X(s). Using
this, it can be shown that, for some function k,
d
ds
([h(X(s))]−1) = −[h(X(s))]−1
(
∂
∂X(s)
h(X(s))
)
[h(X(s))]−1V (s) +
i~
m
k(X(s))
=
∂
∂X(s)
([h(X(s))]−1)V (s) +
i~
m
k(X(s)). (101)
Note that ~/m = 1/m0 is independent of ǫ and the above remark allows us to apply the
following chain rule for operators:
d
ds
(
[f ′(X(s))]−2
)
=
∂
∂X(s)
([f ′(X(s))]−2)V (s) +
i
m0
l(X(s)), (102)
for some function l, so that∫ t
0
[f ′(X(s))]−2m0ǫdV (s) = [f ′(X(t))]−2m0ǫV (t)− [f ′(X)]−2m0ǫV
−
∫ t
0
(
∂
∂X(s)
[f ′(X(s))]−2
)
m0ǫV (s)
2ds− i
∫ t
0
l(X(s))ǫV (s)ds
(103)
Guided by the estimates in the classical case [36], we expect that the terms in the above
expression, which contain the momentum process, ǫV (s), s ∈ [0, t], tend to zero as ǫ → 0
and the terms containing the “kinetic energy”, ǫV (s)2, are O(1) as ǫ→ 0. Physically, these
statements can be justified by arguing that the momentum process is a fast variable that
equilibrates rapidly and the equipartition theorem becomes valid in the considered limit,
respectively. It is these contributions from ǫV (s)2 that invalidate the naive procedure to
obtain the limiting equation by simply setting ǫ to zero in the pre-limit equations; one
expects to obtain correction drift terms in the limiting equation for particle’s position.
Similarly, we can repeat the above calculations and arguments for the other integral terms
in (93). We are thus left with the problem of deriving the limiting expressions for ǫV (s)2,
ǫV (s)Y (s), ǫV (s)ηn(s), n = 0, 1, . . . as ǫ→ 0.
To derive them, we apply quantum Itoˆ formula to
ǫ2V sV
T
s = ǫ
2


V (s)2 V (s)Y (s) . . . V (s)ηN (s) · · ·
Y (s)V (s) Y (s)2 . . . Y (s)ηN (s) · · ·
...
...
. . .
...
ηN (s)V (s) ηN (s)Y (s) . . . η
2
N (s) . . .
...
...
...
. . .

 , (104)
where the entries should be interpreted as tensor products of operators.
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This gives:
d[(ǫV s)(ǫV
T
s )] = d[ǫV s]ǫV
T
s + ǫV sd[ǫV
T
s ] + d[ǫV s]d[ǫV
T
s ]
= [−γˆ(X(s))V s + F (X(s)) + σdW−π/2s ]ǫV Ts ds
+ ǫV s[−γˆ(X(s))V s + F (X(s)) + σdW−π/2s ]Tds+ σσTds, (105)
where we have used the quantum Itoˆ formula (43) to compute:
dW−π/2s d(W
−π/2
s )
T = Ids. (106)
Rearranging, we obtain the following operator Lyapunov equation [93, 94]:
Tˆ (J) := ΓJ + JΓT = B1 +B2 +B3, (107)
where
Γ = γˆ(X(s)), J = ǫV sV
T
s ds, B1 = −d[ǫ2V sV Ts ], (108)
B2 = ǫ[(σdW
−π/2
s + F (X(s)))V
T
s + V s(d(W
−π/2
s )
TσT + F (X(s))T )]ds, B3 = σσ
Tds.
(109)
The formal solution to this equation can be written as
J = Tˆ
−1
(B1) + Tˆ
−1
(B2) + Tˆ
−1
(B3). (110)
By previous arguments on the asymptotic behavior of the momentum process, we expect
that Tˆ
−1
(B1) and Tˆ
−1
(B2) tend to zero as ǫ→ 0.
Therefore, in the limit ǫ → 0, ǫV sV Ts converges to the solution, J¯ , of the operator
Lyapunov equation:
γˆ(X¯(s))J¯ + J¯ γˆ(X¯(s))T = σσT . (111)
Solving the above equation for J¯ allows us to extract the limits of ǫV (s)2, ǫV (s)Y (s) and
ǫV (s)ηn(s), n = 0, 1, . . . , which we denote by J1,1, J1,2, J1,n+3 for n = 0, 1, . . . , respectively.
We refer to Appendix B for the solution of this equation. This is what we need to determine
the asymptotic behavior of X(t) in (96) as ǫ→ 0. The following limiting equation for X¯(t)
is the main result of this paper. It is derived for a large class of non-Markovian QBM with
inhomogeneous damping and diffusion and is valid for positive temperature.
The Main Result. In the limit ǫ → 0, the particle’s position, X(t), converges to the
solution, X¯(t), of the following equation:
dX¯(t) = −[f ′(X¯(t))]−2U ′(X¯(t))dt + i
2m0
[f ′(X¯(t))]−1f ′′(X¯(t))dt + S(X¯(t))dt
+ [f ′(X¯(t))]−1
(√
a0 cot
(
a0
2kBT
)
dW
−π/2
0 (t) +
∞∑
n=1
√
4a20kBT
a2n − a20
dW−π/2n (t)
)
,
(112)
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where S(X¯(t)) is the quantum noise-induced drift, arising in the limit of simultaneously
vanishing inertial, memory, noise correlation and quantum time scales, given by:
S(X¯) =
(
∂
∂X¯
[f ′]−2
)
a0
2
cot
(
a0
2kBT
)
+
(
∂
∂X¯
[f ′]−2
) ∞∑
n=1
{
2kBTa
2
0
a2n − a20
(
I +
an
m0a0(an + a0)
(f ′)2
)(
I +
a0
m0an(an + a0)
(f ′)2
)−1}
−
(
∂
∂X¯
[f ′]−1
) ∞∑
n=1
{
2kBTa0
m0an(an + a0)
(
I +
a0
m0an(an + a0)
(f ′)2
)−1}
f ′, (113)
where a0 = EΛ, an = 2πnkBT and the W
−π/2
n (t) = i(An(t) − A†n(t)), n = 0, 1, . . . , are
independent quantum Wiener processes introduced in (44) of Section IV.
We make a few remarks about the limiting equation (112).
First, as in the classical case, it contains drift correction terms induced by vanishing of
all the characteristic time scales. The presence of such noise-induced drift is a consequence
of nonlinear coupling in the QBM model. Expanding S(X¯) about large T , we see that:
S(X¯) =
∂
∂X¯
(
[f ′(X¯)]−2
)
kBT +O(1/T ), (114)
and so the form of the zeroth order contribution coincides with the classical noise-induced
drift obtained in the case of equilibrium bath where the Einstein’s relation is satisfied (c.f.
(101) in [32] with D = [f ′]−2kBT ). Moreover, the zeroth order contribution after expanding
in large T for the noise terms reads
[f ′]−1
√
2kBTdW
−π/2
0 (t), (115)
whose form (modulo the quantum nature of the noise W
−π/2
0 ) is identical to that in the
classical result. Therefore, we see that our quantum noise-induced drift consists of a classical
counterpart (the first term in the formula for S(X¯) above), which reduces to the classical
noise-induced drift in the high temperature regime, and also several drift terms that are
purely quantum in origin. The latter drifts depend explicitly on both bath parameters an
and EΛ. Note that, in contrast to the classical results and to the linear coupling case, we
have an additional term (the contribution involving the imaginary number) in the limiting
equation due to inhomogeneous nature of the bath.
Second, in the linear coupling (f(X¯) = X¯) case, the limiting equation reduces to:
dX¯(t) = −U ′(X¯(t))dt+
√
EΛ cot
(
EΛ
2kBT
)
dW
−π/2
0 (t) +
∞∑
n=1
√
4E2ΛkBT
a2n − E2Λ
dW−π/2n (t). (116)
In contrast to the results obtained in the literature (see for instance, eqn. (14) in [42]), the
limiting equation is not a classical SDE, but a QSDE driven by quantum thermal noises. At
low temperature, all the quantum noise terms in the above expression contribute significantly
to the limiting dynamics. While this is in agreement with the finding in [42] that quantum
fluctuations play an important role at low temperatures, the detailed expression of this
role obtained here is different. On the other note, in this special case S(X¯) = 0, so drift
correction terms are absent in the limiting equation and the formal procedure of setting ǫ
to zero in (70)-(75) yields a correct limiting equation.
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Third, to demonstrate the relations between the noise coefficients and the parameters in
the noise-induced drifts, one can rewrite:
dX¯(t) = −[f ′(X¯(t))]−2U ′(X¯(t))dt+ i
2m0
[f ′(X¯(t))]−1f ′′(X¯(t))dt+ S(X¯(t))dt
+
√
4kBT [f
′(X¯(t))]−1
∞∑
n=0
βndW
−π/2
n (t), (117)
where
S(X¯) = 2kBT
[
∂
∂X¯
(
[f ′]−2
)
β20 +
∂
∂X¯
(
[f ′]−2
) ∞∑
n=1
{
β2n
(
I +
β2n
m0cn
(f ′)2
)(
I +
β2n
m0dn
(f ′)2
)−1}
− ∂
∂X¯
(
[f ′]−1
) ∞∑
n=1
{
β2n
m0dn
(
I +
β2n
m0dn
(f ′)2
)−1}
f ′
]
, (118)
with
β0 =
√
a0
4kBT
cot
(
a0
2kBT
)
, βn =
√
a20
a2n − a20
, dn = an
a0
an − a0 , cn =
a20
an
a0
an − a0 . (119)
The formulae for the noise parameters βn (n = 1, 2, . . . ) resembles those derived in [95]. In
particular, β2n can be written as 1/(e
ǫ(n)/kBT − 1), with ǫ(n) = 2kBT ln(an/a0) > 0 and
similarly for dn/an = ancn/a
2
0. Therefore, information about expected number of bosons in
an energy state of energy ǫ(n) is encoded in the noise coefficients of the limiting equation
and, more importantly, since the quantum noise-induced drifts depend explicitly on β2n, they
also encode such information about the heat bath.
Fourth, for the nonlinear coupling case the limiting equation does not describe a Marko-
vian dynamics and so cannot be cast as a QSDE in a H-P form, due to the presence of
nonzero contribution containing the imaginary expression in the equation. On the other
hand, for the linear coupling case, the limiting equation can be cast into a H-P QSDE.
However, the H-P form is not unique since the associated effective Hamiltonian and Lind-
blad operators can only be deduced from the form of Heisenberg-Langevin equation for a
single observable and the Lindblad form is invariant under certain transformations of the
Hamiltonian and Lindblad operators. One way to choose a Lindblad form is to argue as
follows. In the usual weak coupling limit the effective dynamics would be a Markovian non-
dissipative dynamics with the Lindblad operator given by L = X and the effective system
Hamiltonian Heff equal HS (plus possibly a correction term proportional to X
2). Since
here we are taking small mass limit together with a white noise limit, one would expect to
obtain Markovian dynamics associated with a modified L and a modified He. In this way,
one postulates the Lindblad operators to be:
Ln = X¯ −
√
4kBTβnP/~, n = 0, 1, 2, . . . (120)
and the effective system Hamiltonian to be:
He = {−U ′(X¯), P}/2. (121)
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VIII. CONCLUSIONS AND FINAL REMARKS
In this paper, we study the small mass limit of QBM model using a quantum stochastic
calculus approach, extending analogous studies for classical models. More precisely, in
the limit considered, the particle’s momentum is a fast variable that can be adiabatically
eliminated to obtain a reduced dynamics described by evolution of position alone, while at
the same time memory effects reduce to additional drifts. Our main result is derivation of the
limiting equation (112) for the particle’s position. This equation exhibits strong quantum
effects. It is driven by thermal noises which are linear combinations of H-P fundamental
processes. Its most important feature is the presence of quantum noise-induced drift given
in eqn. (113), which corrects the equation one would obtain by naively setting ǫ to zero in
the pre-limit equations. This correction consists of terms which have classical counterparts,
as well as drifts that are purely quantum in origin.
We expect that such quantum noise-induced drifts will lead to interesting effects in exper-
imental studies of small mass quantum system at low temperatures, such as an impurity in
a ultracold Bose gas. In [47, 96–98], it has been shown that the Hamiltonian of this system
may be cast in the form of a QBM model. Here, the impurity plays the role of the Brownian
particle, while the environment is represented by the Bogoliubov excitations of the gas. In
general, the coupling between the impurity and the bath shows a nonlinear dependence on
the position of the former. Accordingly, this system is a good candidate to detect a quantum
noise-induced drift. However, the spectral density of an impurity in a Bose gas cannot be
reduced to an Ohmic one. For instance, in [98] it has been shown that, in the case in which
the gas is homogeneous, i.e. its density is space-independent, the spectral density shows the
following behavior:
J(ω) ∼ ωd+2, (122)
where d is the dimension of the system. Therefore, it would be interesting to extend the
present study to a QBM model where the bath spectral density is different from the one
considered here, in particular the non-Ohmic ones [99, 100]. We will leave these further
explorations to future work.
ACKNOWLEDGEMENTS
S. Lim and J. Wehr were partially supported by NSF grant DMS 1615045. This work has
been funded by a scholarship from the Programa Ma´sters d’Excel-le´ncia of the Fundacio´
Catalunya-La Pedrera, ERC Advanced Grant OSYRIS, EU IP SIQS, EU PRO QUIC, EU
STREP EQuaM (FP7/2007-2013, No. 323714), Fundacio´ Cellex, the Spanish MINECO
(SEVERO OCHOA GRANT SEV-2015-0522, FOQUS FIS2013-46768, FISICATEAMO
FIS2016-79508-P), and the Generalitat de Catalunya (SGR 874 and CERCA/Program).
IX. BIBLIOGRAPHY
[1] S. Bo and A. Celani, Multiple-scale stochastic processes: decimation, averaging and beyond,
Physics Reports (2016).
[2] G. Pavliotis and A. Stuart, Multiscale methods, Texts in Applied Mathematics, Vol. 53
(Springer, New York, 2008).
23
[3] D. Givon, R. Kupferman, and A. Stuart, Extracting macroscopic dynamics: model problems
and algorithms, Nonlinearity 17, R55 (2004).
[4] G. Volpe and J. Wehr, Effective drifts in dynamical systems with multiplicative noise: a review
of recent progress, Reports on Progress in Physics 79, 053901 (2016).
[5] N. Berglund and B. Gentz, Noise-induced phenomena in slow-fast dynamical systems: a
sample-paths approach (Springer Science & Business Media, 2006).
[6] L. Accardi, Y. Lu, and I. Volovich, Quantum Theory and Its Stochastic Limit, Physics and
astronomy online library (Springer Berlin Heidelberg, 2002).
[7] J. Derezin´ski and W. De Roeck, Extended Weak Coupling Limit for Pauli-Fierz Operators,
Communications in Mathematical Physics 279, 1 (2008).
[8] L. Bouten, R. Gohm, J. Gough, and H. Nurdin, A Trotter-Kato theorem for quantum Markov
limits, EPJ Quantum Technology 2, 1 (2015).
[9] J. Gough, Quantum flows as Markovian limit of emission, absorption and scattering interac-
tions, Communications in mathematical physics 254, 489 (2005).
[10] A. Dhahri, Markovian Properties of the spin-boson model, Se´minaire de Probabilite´s XLII
1979, 397 (2009).
[11] W. De Roeck, J. Fro¨hlich, and A. Pizzo, Quantum Brownian motion in a simple model
system, Communications in Mathematical Physics 293, 361 (2010).
[12] W. De Roeck, J. Fro¨hlich, and K. Schnelli, Quantum diffusion with drift and the Einstein
relation. I, Journal of Mathematical Physics 55, 075206 (2014).
[13] C. Cohen-Tannoudji, J. Dupont-Roc, and G. Grynberg, Atom-photon interactions: basic
processes and applications, Wiley-Interscience publication (J. Wiley, 1992).
[14] S. Haroche and J. Raimond, Exploring the Quantum: Atoms, Cavities, and Photons, Oxford
Graduate Texts (OUP Oxford, 2006).
[15] C. Gardiner and P. Zoller, Quantum Noise: A Handbook of Markovian and Non-Markovian
Quantum Stochastic Methods with Applications to Quantum Optics, Springer Series in Syner-
getics (Springer, Berlin, 2004).
[16] F. Haake, Systematic adiabatic elimination for stochastic processes, Zeitschrift fu¨r Physik B
Condensed Matter 48, 31 (1982).
[17] F. Haake and M. Lewenstein, Adiabatic drag and initial slip in random processes, Physical
Review A 28, 3606 (1983).
[18] L. Bouten and A. Silberfarb, Adiabatic elimination in quantum stochastic models, Communi-
cations in Mathematical Physics 283, 491 (2008).
[19] L. Bouten, R. van Handel, and A. Silberfarb, Approximation and limit theorems for quan-
tum stochastic models with unbounded coefficients, Journal of Functional Analysis 254, 3123
(2008).
[20] J. Gough and R. van Handel, Singular perturbation of quantum stochastic differential equations
with coupling through an oscillator mode, Journal of Statistical Physics 127, 575 (2007).
[21] I. R. Petersen, Singular perturbation approximations for a class of linear complex quantum
systems, in American Control Conference (ACC), 2010 (IEEE, 2010) pp. 1898–1903.
[22] O. Cˇernot´ık, D. V. Vasilyev, and K. Hammerer, Adiabatic elimination of gaussian subsys-
tems from quantum dynamics under continuous measurement, Physical Review A 92, 012124
(2015).
[23] R. Azouit, A. Sarlette, and P. Rouchon, Adiabatic elimination for open quantum systems
with effective Lindblad master equations, in Decision and Control (CDC), 2016 IEEE 55th
Conference on (IEEE, 2016) pp. 4559–4565.
[24] J. Gough, Zeno dynamics for open quantum systems, Russian Journal of Mathematical Physics
21, 337 (2014).
[25] F. Reiter and A. S. Sørensen, Effective operator formalism for open quantum systems, Physical
Review A 85, 032111 (2012).
[26] E. M. Kessler, Generalized Schrieffer-Wolff formalism for dissipative systems, Physical Review
A 86, 012126 (2012).
[27] A. C. Li, F. Petruccione, and J. Koch, Perturbative approach to Markovian open quantum
systems, Scientific Reports 4, 4887 (2014).
24
[28] A´. Rivas,Refined weak-coupling limit: Coherence, entanglement, and non-Markovianity, Phys-
ical Review A 95, 042104 (2017).
[29] M. V. Smoluchowski, Drei Vortra¨ge u¨ber Diffusion, Brownsche Bewegung und Koagulation
von Kolloidteilchen, Zeitschrift fu¨r Physik 17, 557 (1916).
[30] H. Kramers, Brownian motion in a field of force and the diffusion model of chemical reactions,
Physica 7, 284 (1940).
[31] S. Hottovy, G. Volpe, and J. Wehr, Noise-induced drift in stochastic differential equations
with arbitrary friction and diffusion in the Smoluchowski-Kramers limit, J. Stat. Phys. 146,
762 (2012).
[32] S. Hottovy, A. McDaniel, G. Volpe, and J. Wehr, The Smoluchowski-Kramers limit of stochas-
tic differential equations with arbitrary state-dependent friction, Communications in Mathe-
matical Physics 336, 1259 (2015).
[33] D. P. Herzog, S. Hottovy, and G. Volpe, The small-mass limit for Langevin dynamics with
unbounded coefficients and positive friction, Journal of Statistical Physics 163, 659 (2016).
[34] J. Birrell, S. Hottovy, G. Volpe, and J. Wehr, Small Mass Limit of a Langevin Equation on
a Manifold, in Annales Henri Poincare´, Vol. 18 (Springer, 2017) pp. 707–755.
[35] J. Birrell and J. Wehr, Homogenization of Dissipative, Noisy, Hamiltonian Dynamics,
arXiv:1608.08194 (2016).
[36] S. H. Lim and J. Wehr, Homogenization of a Class of Non-Markovian Langevin Equations with
an Application to Thermophoresis, arXiv:1704.00134 (2017), arXiv:1704.00134 [math-ph].
[37] J. Birrell and J. Wehr, Phase Space Homogenization of Noisy Hamiltonian Systems,
arXiv:1705.05004 (2017), arXiv:1705.05004 [math-ph].
[38] U. Weiss, Quantum Dissipative Systems (World Scientific, Singapore, 2008).
[39] A. O. Caldeira, An introduction to macroscopic quantum phenomena and quantum dissipation
(Cambridge University Press, 2014).
[40] P. Pechukas, J. Ankerhold, and H. Grabert, Quantum Smoluchowski equation, Annalen der
Physik 9, 794 (2000).
[41] P. Pechukas, J. Ankerhold, and H. Grabert, Quantum Smoluchowski equation II: The over-
damped harmonic oscillator, The Journal of Physical Chemistry B 105, 6638 (2001).
[42] J. Ankerhold, P. Pechukas, and H. Grabert, Strong Friction Limit in Quantum Mechanics:
The Quantum Smoluchowski Equation, Phys. Rev. Lett. 87, 086802 (2001).
[43] J. Ankerhold, Phase space dynamics of overdamped quantum systems, EPL (Europhysics Let-
ters) 61, 301 (2003).
[44] J. Ankerhold, H. Grabert, and P. Pechukas, Quantum Brownian motion with large friction,
Chaos: An Interdisciplinary Journal of Nonlinear Science 15, 026106 (2005).
[45] A. Caldeira and A. Leggett, Path integral approach to quantum Brownian motion, Physica A:
Statistical Mechanics and its Applications 121, 587 (1983).
[46] M. Schlosshauer, Decoherence and the Quantum-To-Classical Transition, The Frontiers Col-
lection (Springer, 2007).
[47] P. Massignan, A. Lampo, J. Wehr, and M. Lewenstein, Quantum Brownian motion with
inhomogeneous damping and diffusion, Phys. Rev. A 91, 033627 (2015).
[48] L. Ferialdi, Dissipation in open quantum systems, arXiv preprint arXiv:1701.05024 (2017).
[49] H. Breuer and F. Petruccione, The Theory of Open Quantum Systems (OUP, Oxford, 2007).
[50] A´. Rivas and S. F. Huelga, Open Quantum Systems: An Introduction (SpringerBriefs in
Physics, 2012).
[51] W. Coffey, Y. P. Kalmykov, S. Titov, and B. Mulligan, Semiclassical Klein–Kramers and
Smoluchowski equations for the Brownian motion of a particle in an external potential, Journal
of Physics A: Mathematical and Theoretical 40, F91 (2006).
[52] J.  Luczka, R. Rudnicki, and P. Ha¨nggi, The diffusion in the quantum Smoluchowski equation,
Physica A: Statistical Mechanics and its Applications 351, 60 (2005).
[53] S. A. Maier and J. Ankerhold, Quantum Smoluchowski equation: A systematic study, Phys.
Rev. E 81, 021107 (2010).
[54] B. Ja¨ck, J. Senkpiel, M. Etzkorn, J. Ankerhold, C. R. Ast, and K. Kern, Quantum Brownian
motion at strong dissipation probed by superconducting tunnel junctions, arXiv:1701.04084
25
(2017), arXiv:1701.04084 [quant-ph].
[55] R. Dillenschneider and E. Lutz, Quantum Smoluchowski equation for driven systems, Physical
Review E 80, 042101 (2009).
[56] M. Bu¨ttiker, Transport as a consequence of state-dependent diffusion, Zeitschrift fu¨r Physik
B Condensed Matter 68, 161 (1987).
[57] D. Barik and D. S. Ray, Quantum State-Dependent Diffusion and Multiplicative Noise: A
Microscopic Approach, Journal of Statistical Physics 120, 339 (2005), cond-mat/0503642.
[58] S. Bhattacharya, S. Chattopadhyay, P. Chaudhury, and J. R. Chaudhuri, Phase induced
transport of a Brownian particle in a periodic potential in the presence of an external noise:
A semiclassical treatment, Journal of Mathematical Physics 52, 073302 (2011).
[59] J. M. Sancho, M. S. Miguel, and D. Du¨rr, Adiabatic elimination for systems of Brownian
particles with nonconstant damping coefficients, J. Stat. Phys. 28, 291 (1982).
[60] R. L. Hudson and K. R. Parthasarathy, Quantum Ito’s formula and stochastic evolutions,
Communications in Mathematical Physics 93, 301 (1984).
[61] A. Lampo, S. H. Lim, J. Wehr, P. Massignan, and M. Lewenstein, Lindblad model of quantum
Brownian motion, Physical Review A 94, 042123 (2016).
[62] W. Pauli and M. Fierz, Zur Theorie der Emission langwelliger Lichtquanten, Il Nuovo Cimento
(1924-1942) 15, 167 (1938).
[63] J. Derezin´ski and C. Ge´rard, Asymptotic completeness in quantum field theory. Massive Pauli-
Fierz Hamiltonians, Reviews in Mathematical Physics 11, 383 (1999).
[64] J. Derezin´ski and V. Jaksˇic´, Spectral theory of Pauli–Fierz operators, Journal of Functional
analysis 180, 243 (2001).
[65] F. Haake and M. Lewenstein, Adiabatic drag and initial slip in random processes, Phys. Rev.
A 28, 3606 (1983).
[66] K. H. Hughes, Dynamics of Open Quantum Systems (Collaborative Computational Project
on Molecular Quantum Dynamics (CCP6), 2006).
[67] P. Ha¨nggi, Generalized Langevin equations: A useful tool for the perplexed modeller of nonequi-
librium fluctuations?, in Stochastic dynamics (Springer, 1997) pp. 15–22.
[68] M. Carlesso and A. Bassi, Adjoint master equation for quantum Brownian motion, Physical
Review A 95, 052119 (2017).
[69] Ingold, Chapter 4: Dissipative Quantum Systems.
[70] R. Jung, G.-L. Ingold, and H. Grabert, Long-time tails in quantum Brownian motion, Physical
Review A 32, 2510 (1985).
[71] P. A. Meyer, Quantum probability for probabilists (Springer, 2006).
[72] K. Parthasarathy, An Introduction to Quantum Stochastic Calculus, Modern Birkha¨user Clas-
sics (Springer Basel, 2012).
[73] L. M. Hudson, Robin, The classical limit of reduced quantum stochastic evolutions, Annales
de l’I.H.P. Physique thorique 43, 133 (1985).
[74] F. Fagnola, Quantum Markov semigroups and quantum flows, Proyecciones 18, 1 (1999).
[75] S. Attal, A. Joye, and C. Pillet, Open Quantum Systems II: The Markovian Approach, Lecture
Notes in Mathematics (Springer, 2006).
[76] L. Bouten, R. Van Handel, and M. R. James, An introduction to quantum filtering, SIAM
Journal on Control and Optimization 46, 2199 (2007).
[77] P. Biane, Itoˆs stochastic calculus and Heisenberg commutation relations, Stochastic Processes
and their Applications 120, 698 (2010).
[78] K. R. Parthasarathy and A. R. Usha Devi, From quantum stochastic differential equations to
Gisin-Percival state diffusion, arXiv:1705.00520 (2017), arXiv:1705.00520 [quant-ph].
[79] H. I. Nurdin and N. Yamamoto, Linear Dynamical Quantum Systems (Springer, 2017).
[80] M. F. Emzir, M. J. Woolley, and I. R. Petersen, On Physical Realizability of Nonlinear
Quantum Stochastic Differential Equations, arXiv preprint arXiv:1612.07877 (2016).
[81] A. Barchielli and B. Vacchini, Quantum Langevin equations for optomechanical systems, New
Journal of Physics 17, 083004 (2015).
[82] M. Gregoratti, The Hamiltonian operator associated with some quantum stochastic evolutions,
Communications in Mathematical Physics 222, 181 (2001).
26
[83] J. Gough and M. James, Quantum feedback networks: Hamiltonian formulation, Communi-
cations in Mathematical Physics 287, 1109 (2009).
[84] K. B. Sinha and D. Goswami, Quantum stochastic processes and noncommutative geometry,
Vol. 169 (Cambridge University Press, 2007).
[85] R. J. Glauber, Coherent and incoherent states of the radiation field, Physical Review 131,
2766 (1963).
[86] R. F. Streater, Classical and quantum probability, Journal of Mathematical Physics 41, 3556
(2000).
[87] G. Lindblad, On the generators of quantum dynamical semigroups, Comm. Math. Phys. 48,
119 (1976).
[88] V. Belavkin, O. Hirota, and R. Hudson, The world of quantum noise and the fundamental
output process, in Quantum Communications and Measurement (Springer, 1995) pp. 3–19.
[89] S. Xue, T. Nguyen, M. R. James, A. Shabani, V. Ugrinovskii, and I. R. Petersen, Modelling
and Filtering for Non-Markovian Quantum Systems, arXiv preprint arXiv:1704.00986 (2017).
[90] G. Lindgren, Lectures on stationary stochastic processes.
[91] E. Csa´ki, M. Cso¨rgo˝, Z. Lin, and P. Re´ve´sz, On infinite series of independent Ornstein-
Uhlenbeck processes, Stochastic processes and their applications 39, 25 (1991).
[92] S. Xue, M. R. James, A. Shabani, V. Ugrinovskii, and I. R. Petersen, Quantum filter for a
class of non-Markovian quantum systems, in Decision and Control (CDC), 2015 IEEE 54th
Annual Conference on (IEEE, 2015) pp. 7096–7100.
[93] R. Bhatia and P. Rosenthal, How and why to solve the operator equation AX- XB= Y, Bulletin
of the London Mathematical Society 29, 1 (1997).
[94] M. Rosenblum et al., On the operator equation BX −XA = Q, Duke Mathematical Journal
23, 263 (1956).
[95] S. Attal and A. Joye, The Langevin equation for a quantum heat bath, Journal of Functional
Analysis 247, 253 (2007).
[96] J. Bonart and L. F. Cugliandolo, From nonequilibrium quantum Brownian motion to impurity
dynamics in one-dimensional quantum liquids, Phys. Rev. A 86, 023636 (2012).
[97] J. Bonart and L. F. Cugliandolo, Effective potential and polaronic mass shift in a trapped
dynamical impurityLuttinger liquid system, EPL (Europhysics Letters) 101, 16003 (2013).
[98] A. Lampo, S. H. Lim, M. A´ngel Garc´ıa-March, and M. Lewenstein, Bose
polaron as an instance of quantum Brownian motion, arXiv:1704.07623 (2017),
arXiv:1704.07623 [cond-mat.quant-gas].
[99] G. Ford and R. OConnell, Anomalous diffusion in quantum Brownian motion with colored
noise, Physical Review A 73, 032103 (2006).
[100] D. K. Efimkin, J. Hofmann, and V. Galitski, Non-Markovian quantum friction of bright
solitons in superfluids, Physical review letters 116, 225301 (2016).
APPENDICES
Appendix A: Derivation of Heisenberg Equations for Particle’s Observables
In this appendix we derive equations (8)-(9). Let
b(ω) =
√
ω
2~
(
x(ω) +
i
ω
p(ω)
)
, b†(ω) =
√
ω
2~
(
x(ω) − i
ω
p(ω)
)
, (A1)
[x(ω), p(ω′)] = i~δ(ω − ω′)I, (A2)
where we have normalized the masses of all bath oscillators.
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The Heisenberg equation of motion gives
X˙(t) =
i
~
[H,X(t)] =
P (t)
m
, (A3)
P˙ (t) =
i
~
[H,P (t)]
= −U ′(X(t)) + f ′(X(t))
∫
R+
dωc(ω)
√
2ω
~
xt(ω)− 2f(X(t))f ′(X(t))
∫
R+
r(ω)dω,
(A4)
x˙t(ω) =
i
~
[H,xt(ω)] = pt(ω), ω ∈ R+, (A5)
p˙t(ω) =
i
~
[H, pt(ω)] = −ω2xt(ω) +
√
2ω
~
c(ω)f(X(t)), ω ∈ R+, (A6)
where r(ω) = |c(ω)|2/(~ω) and f ′(X) = [f(X), P ]/(i~).
Next we eliminate the bath degrees of freedom from the equations for X(t) and P (t).
Solving for xt(ω), ω ∈ R+, gives:
xt(ω) = x0(ω) cos(ωt) + p0(ω)
sin(ωt)
ω︸ ︷︷ ︸
x0
t
(ω)
+
∫ t
0
sin(ω(t− s))
ω
√
2ω
~
c(ω)f(X(s))ds. (A7)
Substituting this into the equation for P (t) results in:
P˙ (t) = −U ′(X(t)) + f ′(X(t))
∫
R+
dωc(ω)
√
2ω
~
x0t (ω)
+
2
~
f ′(X(t))
∫
R+
dω|c(ω)|2
∫ t
0
ds sin(ω(t− s))f(X(s))− 2f(X(t))f ′(X(t))
∫
R+
dωr(ω).
(A8)
Using integration by parts, we obtain∫ t
0
ds sin(ω(t− s))f(X(s)) = f(X(t))
ω
− f(X)cos(ωt)
ω
−
∫ t
0
cos(ω(t− s))
ω
d
ds
(f(X(s))) ds
(A9)
and therefore,
P˙ (t) = −U ′(X(t)) + f ′(X(t))
∫
R+
dωc(ω)(b†t (ω) + bt(ω))︸ ︷︷ ︸
ζ(t)
− f ′(X(t))
∫ t
0
ds
∫
R+
dω2r(ω) cos(ω(t− s))︸ ︷︷ ︸
κ(t−s)
d
ds
(f(X(s)))
− f ′(X(t))f(X)
∫
R+
dω2r(ω) cos(ωt)︸ ︷︷ ︸
κ(t)
, (A10)
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where
d
ds
(f(X(s))) =
i
~
[H, f(X(s))] =
{f ′(X(s)), P (s)}
2m
, (A11)
bt(ω) = b(ω)e
−iωt, b†t(ω) = b
†(ω)eiωt and {·, ·} denotes anti-commutator.
Appendix B: Solving the Operator Lyapunov Equation
We outline the derivation of the solution, J¯ , to the operator Lyapunov equation:
γˆ(X¯(s))J¯ + J¯ γˆ(X¯(s))T = σσT , (B1)
where γˆ and σ are block operator matrices, defined in Section VI. First, we observe that upon
taking transpose on both sides of the equation, we have γˆ(X¯(s))J¯
T
+ J¯
T
γˆ(X¯(s))T = σσT ,
so uniqueness of the solution implies J¯ = J¯
T
, i.e. Jk,l = Jl,k for all k, l.
We write J¯ in the block-structure form:
J¯ =
[
J1 J2
JT2 J4
]
, (B2)
where
J1 =
[
J1,1 J1,2
J1,2 J2,2
]
, J2 =
[
J1,3 J1,4 · · ·
J2,3 J2,4 · · ·
]
and J4 =

 J3,3 J3,4 · · ·J4,3 J4,4 · · ·
...
...
. . .

 . (B3)
Working out the matrix multiplications of the block operator matrices in the equation
gives
J4 =
1
2
D−1Σ2, (B4)
which is a diagonal block operator matrix, and the following Sylvester-type equations:
AJ2 + J2D = −1
2
BD−1Σ2, (B5)
AJ1 + J1A
T = −BJT2 − J2BT . (B6)
Eqn. (B5) gives a system of linear equations for J1,n+3 and J2,n+3, for n = 0, 1, . . . :
f ′
m0
J2,n+3 + anJ1,n+3 =
f ′
2m0
Σ2n
an
, (B7)
−a0f ′J1,n+3 + (a0 + an)J2,n+3 = 0, (B8)
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which has the solution:
J2,n+3 =
Σ2n
2m0
a0
a2n(a0 + an)
[
I +
a0
m0an(a0 + an)
(f ′)2
]−1
(f ′)2, (B9)
J1,n+3 =
Σ2n
2m0a2n
[
I +
a0
m0an(a0 + an)
(f ′)2
]−1
f ′, (B10)
where we have used the fact that h(X)g(X) = g(X)h(X) for any functions g, h. Similarly,
eqn. (B6) gives:
J1,2 =
∞∑
n=0
J1,n+3, J2,2 =
1
2
{f ′,
∞∑
n=0
J1,n+3}, (B11)
J1,1 =
(
(f ′)−1 +
1
m0a0
f ′
) ∞∑
n=0
J1,n+3 − 1
m0a0
∞∑
n=0
J2,n+3. (B12)
Substituting the expressions for J2,n+3 and J1,n+3 from (B9)-(B10) into the above equation
gives the formula for J1,2, J2,2 and J1,1. In particular,
J1,1 =
∞∑
n=0
{
Σ2n
2m0a2n
[
I +
an
m0a0(a0 + an)
(f ′)2
] [
I +
a0
m0an(a0 + an)
(f ′)2
]−1}
. (B13)
We remark that upon taking the limit, the contributions involving the J1,2 and J1,3 cancel
each other, as in the classical situation, and so the contributions coming from J1,n (n ≥ 4)
are indeed correction drift terms induced by purely quantum noises.
