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Kurzfassung
Geometrische Imperfektionen haben bei Stabilitita¨tsproblemen ha¨ufig einen so
großen Einfluß auf das Tragverhalten, daß eine Bemessung nach der klassischen
Stabilita¨tstheorie nicht mo¨glich ist. Ga¨ngige Bemessungskonzepte orientieren sich
an Fraktilwerten experimentell ermittelter Beullasten. Fu¨r Strukturen, bei denen
das Gewicht fu¨r die Nutzung von entscheidender Bedeutung ist, wird aus wirt-
schaftlichen Gru¨nden ein probabilistisches Maß zur Beurteilung der Sicherheit
gefordert, daß mit Hilfe der Zuverla¨ssigkeitstheorie bestimmt werden kann. Fu¨r
die probabilistische Beschreibung der geometrischen Imperfektionen bietet sich
in Zusammenhang mit der Finite Elemente Methode eine Darstellung durch ska-
lare ortsdiskretisierte Zufallsfelder an. Ausgangspunkt der Berechnung ist eine
Entkopplung der Zufallsvariablen durch eine Eigenwertzerlegung der Kovarianz-
matrix. Die Eigenvektoren entsprechen Imperfektionsformen, die Eigenwerte Va-
rianzen der Amplituden. Somit werden Imperfektionsformen, denen ein probabili-
stisches Gewicht zugeordnet ist, auf systematische Weise formuliert. Um die Ver-
sagenswahrscheinlichkeit mit einem Interaktionsmodell der diskreten, unabha¨ngi-
gen Zufallsvariablen zu bestimmen, muß das stochastische Problem im Wahr-
scheinlichkeitsbereich, der fu¨r die Bemessung relevant ist, mit wenigen entschei-
denden Zufallsvariablen dargestellt werden ko¨nnen. Diesbezu¨glich wird eine struk-
turmechanisch orientierte Sensitivita¨tsanalyse, die auf den Imperfektionsgesetzten
von KOITER beruht, diskutiert. Fu¨r die wichtigsten Zufallsvariablen erfolgen die
Grenzzustandsberechnungen am imperfekten System durch nichtlineare Traglast-
berechnungen. Es zeigte sich, daß die Imperfektionsform am Bemessungspunkt
unabha¨ngig vom Lastniveau gerade der Beulform entspricht, wenn diese merklich
im Imperfektionsfeld enthalten ist. In solchen Fa¨llen u¨ben Imperfektionsformen
in der Beulform “Resonanz”effekte aus, die fu¨r eine Reduktion des stochastischen
Problems auf wenige Zufallsvariablen genutzt werden ko¨nnen. Wenn die Beul-
form im Imperfektionsfeld einen untergeordneten Beitrag liefert, werden diese
“Resonanz”erscheinungen nicht beobachtet. Eine Reduktion des stochastischen
Problems auf wenige Zufallsvariable erscheint in diesen Fa¨llen unter den gegebe-
nen Randbedingungen nicht mo¨glich.
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Abstract
Geometrical imperfections often strongly influence the stability behaviour of struc-
tures. Though geometrical imperfections, which arise during the construction of
the structure, are usually of stochastic nature their consideration within the design
process is still based on deterministic methods. Only some imperfection shapes
stemming from the experience of the designing engineer are considered. Espe-
cially weight sensitive structures require a reliability based design philosophy.
As geometrical imperfections can be interpreted as randomly spatially distribu-
ted fluctuations with respect to a perfect structure, a random field model seems
most promising. In context with the finite element method a nodal discretization
is chosen for the representation of the random field. A spectral decomposition of
the covariance matrix, enables to formulate independent probabilistically weigh-
ted imperfection shapes, whose effect may be analyzed by means of structural
mechanics. Reliability calculations with procedures such as the response surface
method require the reduction of the random variable space. In this context KO-
ITER´s imperfections laws are discussed with respect to the ability to identify
the most important random variables. The limit states for these variables are then
obtained with nonlinear computations at the imperfect system. The design point
(beta point) indicates the imperfection shape with the highest influence on the fai-
lure probability. Examples proved that the most important imperfection shape in
probabilistic sense is - independent of the load level - identical to the buckling
shape if the buckling shapes are sufficiently present in the random field. In this
case a projection of the random field on the buckling vectors leads to a very effi-
cient probabilistic description of the structural imperfection behaviour. In contrast
if the buckling shapes don´t occur in the random field the structure shows a “wide
bande” behaviour. Consequently a reduction of the sample space and the applica-
tion of an interaction model is then not feasible for the determination of the failure
probability.
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Kapitel 1
Einleitung
1.1 Problemstellung
Fu¨r die Bemessung von du¨nnen und schlanken Strukturen, wie im konstruktiven
Ingenieurbau ha¨ufig verwendet, kommt mo¨glichem Tragwerksversagen durch Sta-
bilita¨tsverlust entscheidene Bedeutung zu. Bekanntermaßen ko¨nnen insbesondere
geometrische Imperfektionen so großen Einfluß auf die kritische Beullast haben,
daß eine Bemessung nach der klassischen Stabilita¨tstheorie nicht mo¨glich ist. Der-
artige Imperfektionen enstehen durch Unwa¨gbarkeiten in der Herstellung und im
Zusammenbau von Bauteilen. Sie sind mit deterministischen Kenngro¨ßen nicht
unmittelbar beschreibbar. Besonders deutlich ist dieses Verhalten bei Kreiszylin-
derschalen. Abb. 1.1 zeigt eine Zusammenstellung von Versuchsergebnissen fu¨r
axial beanspruchte Kreiszylinder bei variablem Verha¨ltnis von Wanddicke zu Ra-
dius. Die kritischen Lasten streuen u¨ber den gesamten Bereich der Abzisse. Be-
reits in [32] werden hauptsa¨chlich geometrische Imperfektionen als Ursache fu¨r
den starken Abfall der gemessenen Beullast von der theoretisch bestimmten er-
kannt. Abb. 1.1 verdeutlicht, daß Beullasten nach der klassischen Stabilita¨tstheo-
rie fu¨r die Bemessung von imperfektionsempfindlichen Strukturen nicht herange-
zogen werden ko¨nnen. In der Normung ist deshalb ein unterer Fraktilwert expe-
rimentell ermittelter Beullasten festgelegt, nach dem imperfektions-empfindliche
Strukturen bemessen werden sollen. Numerische Analysen stabilita¨tsgefa¨hrdeter
Strukturen bauen in zunehmendem Maße auf der FE-Methode auf. In diesem Zu-
sammenhang existieren unterschiedliche Methoden zur Bemessung imperfekti-
onsgefa¨hrdeter Strukturen, die sich alle weitgehend an einer unteren Grenze ori-
entieren:
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Abbildung 1.1: Streuung von Versuchsergebnissen an Kreiszylinderschalen [75]
Eine lineare Stabilita¨tstheorie nach dem Konzept der quasi-verzerrungsfreien Ver-
biegung basiert auf dem Grundgedanken, daß wa¨hrend des Beulvorganges ein
Großteil der Membrantragfa¨higkeit der Struktur verlorengeht. Die Vernachla¨ssi-
gung des Membrananteils bei linearen Stabilita¨tsberechnungen fu¨hrt WITTEK
[77] zufolge auf eine untere Abscha¨tzung der Traglast. Der Bereich zwischen un-
terer und oberer Stabilita¨tsgrenze wird durch richtungsabha¨ngige Beiwerte, den
sog. Membranreduktionsfaktoren r beschrieben. Fu¨r gegebene Imperfektionsfor-
men und Amplituden la¨ßt sich das Konzept der reduzierten Membranenergie mit
den Imperfektionsgesetzen von KOITER, z.B. [25, 26, 72] verknu¨pfen. Fu¨r imper-
fekte Schalen werden Reduktionsfaktoren zwischen 0 r 1 mit entsprechenden
Durchschlagslasten an der perfekten Struktur bestimmt. Eine Bemessung erfolgt
in Abha¨ngigkeit von der ermittelten asymptotischen Imperfektionsempfindlich-
keit der Struktur. Eine Auswahl der zu analysierenden Imperfektionsformen kann
mit dem Verfahren nicht durchgefu¨hrt werden.
Ein in den Zielen a¨hnliches Bemessungskonzept wird in [75] vorgeschlagen. Grund-
lage ist hierbei die Berechnung einer Sto¨renergie, die dem Tragwerk zugefu¨hrt
werden muß, um von einem stabilen Grundzustand in den na¨chstgelegenen Nach-
barzustand auf gleichem Lastniveau zu gelangen. Als Bezugsenergie dient die
im ersten Verzweigungspunkt eingepra¨gte Energie. Das Verha¨ltnis der ermittelten
Sto¨renergie zur eingepra¨gten kritischen Energie stellt ein Maß fu¨r die Imperfekti-
onssensitivita¨t des Tragwerks dar. Eine Kalibrierung dieses Maßes fu¨hrt auf eine
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Bemessung, die im wesentlichen den heutigen Richtlinien entspricht. Der Nach-
beulpfad des perfekten Systems wird von einem verschiebungsabha¨ngigen Vor-
beulzustand u¨ber ein Eigenwertproblem erreicht. Der resultierende Eigenvektor
stellt dann die ungu¨nstigste Imperfektionsform dar [75].
Die Verfolgung sa¨mtlicher Sekunda¨r- sowie mo¨glicher Tertia¨rpfade einer Struk-
tur fu¨hrt auf Nachbeulminima, die in etwa der deutschen und europa¨ischen Norm
entsprechen [28]. Ein direkter Zugang des Problems gelingt, wenn die Geome-
trieabweichungen als Knotenfreiheitsgrade interpretiert werden. Die ungu¨nstigste
Imperfektionsform fu¨r eine Imperfektionsamplitude la¨ßt sich dann u¨ber Energie-
minimierung bestimmen.
Die genannten Verfahren schlagen eine Bemessung nach der ungu¨nstigsten Kon-
stellation vor, u¨ber deren Eintrittswahrscheinlichkeit jedoch keine Aussage ge-
troffen wird. Eine solche Vorgehensweise ist insbesondere fu¨r Strukturen, bei de-
nen das Gewicht von entscheidender Bedeutung ist, nicht rentabel z.B. [4]. Viel-
mehr wird ein probabilistisches Maß zur Entscheidungsfindung gefordert, das mit
Hilfe der Zuverla¨ssigkeitstheorie [49, 69] bestimmt werden kann. Die Bemes-
sung orientiert sich dann an einer Versagenswahrscheinlichkeit der Struktur, die
nicht u¨berschritten werden darf. Hiefu¨r mu¨ssen die Unsicherheiten durch probabi-
listische Modelle beschrieben werden ko¨nnen. In dieser Arbeit werden geometri-
sche Imperfektionen durch probabilistische Modelle beru¨cksichtigt und hinsicht-
lich des Einflusses auf das statische Stabilita¨tsverhalten einer Struktur untersucht.
Insbesondere wird auf die Frage nach der Imperfektionsform, die den ho¨chsten
Beitrag zur Versagenswahrscheinlichkeit liefert, eingegangen.
1.2 Berechnungsverfahren
Die geometrischen Imperfektionen der betrachteten Strukturen werden als ra¨um-
lich verteilte Fluktuationen um eine Soll-Geometrie interpretiert. Dies bezieht sich
bei Balken auf die Achse und bei Schalen auf die Mittelfla¨che. Fluktuationen von
Querschnittsabmessungen (z.B. Schalendicke) werden in dieser Arbeit nicht un-
tersucht. Die Fluktuationen sind stochastischer Natur und werden daher mit einem
probabilistischen Modell beschrieben. In diesem Zusammenhang erscheinen ska-
lare Zufallsfelder, die durch Verteilungstyp, Mittelwerts- und Korrelationsfunk-
tion beschrieben werden und einen definierten Homogenita¨ts- und Isotrotropie-
grad haben, als geeignet. In Kombination mit der Finite Elemente Methode bietet
sich eine ortsdiskretisierte Darstellung der Zufallsfelder an. Durch bedingte Zu-
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fallsfelder [31] kann zusa¨tzliche Information u¨ber deterministische Werte an ei-
nem bzw. mehreren Orten des diskretisierten Feldes beru¨cksichtigt werden. Somit
ko¨nnen Randbedingungen des Zufallsfeldes, wie sie beispielsweise an Auflagern
der Struktur auftreten, im probabilistischen Modell beru¨cksichtigt werden. Mit
ortsdiskretisierten Zufallsfeldern wird die Kovarianzstruktur des Feldes auf ver-
gleichsweise einfache Art als Matrix formuliert. Die direkte Monte Carlo Simula-
tion zur Berechnung der Versagenswahrscheinlichkeit ist grundsa¨tzlich mo¨glich,
jedoch numerisch sehr aufwendig. Der Grundgedanke des verwendeten Verfah-
rens besteht darin, das stochastische Problem fu¨r einen Wahrscheinlichkeitsbe-
reich, der fu¨r die Bemessung entscheidend ist, in einem geeigneten Unterraum
darzustellen. Ausgangspunkt des Rechenmodells ist eine Entkopplung der Zu-
fallsvariablen durch eine Eigenwertzerlegung der Kovarianzmatrix. Die Eigen-
vektoren entsprechen Imperfektionsformen, die Eigenwerte Varianzen der Ampli-
tuden [16]. Somit werden Imperfektionsformen denen ein probabilistisches Ge-
wicht zugeordnet ist, auf systematische Weise formuliert. Das Imperfektionsfeld
wird dann als Superposition von deterministischen Imperfektionsformen mit nor-
malverteilten Amplituden verstanden. Die Imperfektionsformen ko¨nnen mit struk-
turmechanischen Verfahren untersucht und in Bezug auf ihren Einfluß auf das
Strukturverhalten geordnet werden. Sofern ein geeigneter Unterraum des stocha-
stischen Problems a priori bekannt ist, bietet sich eine Projektion des Zufallsfeldes
in diesen Raum an. Damit wird die Problemstellung von vornherein auf wenige
Zufallsvariablen beschra¨nkt. Die Zerlegung der Kovarianzmatrix und die Bestim-
mung der Imperfektionsformen fu¨r die unabha¨ngigen Zufallsvariablen findet dann
im projizierten Raum statt.
Die Versagenswahrscheinlichkeit ist als Integral der Verbunddichte der diskre-
ten Zufallsvariablen u¨ber dem Versagensbereich definiert [69]. Sofern der Ver-
sagensbereich fu¨r die wichtigsten Zufallsvariablen bekannt ist, kann die Versa-
genswahrscheinlichkeit ohne numerisch aufwendige Strukturanalysen mit Monte
Carlo Verfahren erfolgen [14, 21, 49, 69]. Die Beschreibung des Grenzzustandes
gelingt mit einem Interaktionsmodell fu¨r die wichtigsten Zufallsvariablen, das im
wesentlichen zwischen berechneten Grenzzustandspunkten interpoliert [53, 54].
Mit dem Bemessungspunkt der Grenzzustandsfunktion (beta-Punkt) kann auf die
Imperfektionsform mit dem gro¨ßten probabilistischen Gewicht geschlossen wer-
den.
Um die Versagenswahrscheinlichkeit nach dem skizzierten Verfahren zu bestim-
men, muß das stochastische Problem auf wenige entscheidende Zufallsvariablen
reduziert werden. Durch Reihenentwicklungen der Gleichgewichts- und Singula-
rita¨tsbedingung lassen sich fu¨r Durchschlagspunkte, Ein- und Mehrfachverzwei-
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gungen funktionale Zusammenha¨nge zwischen kritischer Last des imperfekten
Systems und Imperfektionsamplitude ableiten [25, 26, 72]. Es wird diskutiert,
inwieweit diese Gesetze eine numerisch effektive Bewertung der Imperfektions-
formen erlauben. Unter Umsta¨nden muß bereits fu¨r die Sensitivita¨tsanalyse ei-
ne nichtlineare Berechnung mit dementsprechend hohem numerischen Aufwand
durchgefu¨hrt werden. Fu¨r die wichtigsten Zufallsvariablen erfolgen die Grenz-
zustandsberechnungen am imperfekten System durch nichtlineare Berechnungen,
die auf Indifferenzenverfahren und Pfadverfolgungstechniken aufbauen. Bei kon-
stanter Last werden die Imperfektionsamplituden bis zur Stabilita¨tsgrenze gestei-
gert.
Die Umsetzung des beschriebenen Verfahrens bedarf einer leistungsfa¨higen Soft-
ware. Mit kommerziell verfu¨gbaren Produkten ko¨nnen viele Problemkreise aus
der Strukturmechanik gelo¨st werden, jedoch sind die Mo¨glichkeiten dieser Pro-
gramme insbesondere fu¨r stochastische Probleme sehr begrenzt. Das Software Pa-
ket SLang [19, 20] verbindet die Finite Element Methode mit probabilistischen Me-
thoden zur Modellierung von stochastischen Belastungen sowie physikalischen
und geometrischen Unsicherheiten. Die Finite Element Formulierung beru¨cksich-
tigt geometrische und physikalische Nichtlinearita¨ten. Das Programm ist modular
in einer Meta-Sprache konzipiert und somit nicht an vordefinierte Kommandose-
quenzen gebunden. Die Struktur des Pogramms ermo¨glicht es, auf einfache Weise
neue Problemlo¨sungen zu integrieren.
1.3 Gliederung der Arbeit
Nach einer Einfu¨hrung in Kap. 1 wird in Kap. 2 das probabilistische Modell vor-
gestellt. Zuna¨chst werden Grundlagen der Zufallsfelder diskutiert [73]. Fu¨r die
Modellierung von geometrischen Imperfektionen sollen Randbedingungen des
Zufallsfeldes, wie etwa an Auflagern der Struktur, im probabilistischen Modell
beru¨cksichtigt werden. Solche bedingten Zufallsfelder werden im folgenden Ab-
schnitt vorgestellt [31]. Danach wird auf die Berechnung der Versagenswahr-
scheinlichkeit nach Methoden der Zuverla¨ssigkeitstheorie eingegangen [49, 69].
Neben dem FORM Verfahren (First Order Reliability Method), werden direkte
Monte Carlo Simulation und varianzmindernde Verfahren, die auf Importance
Sampling Strategien aufbauen [14, 21], erwa¨hnt. In Kap. 3 wird das statische Sta-
bilita¨tsverhalten von Strukturen diskutiert [58, 76]. Nach einer Einfu¨hrung zu Sta-
bilita¨tskriterien, wird die Anfangsnachbeulanalyse sowie die auf KOITER zuru¨ck-
gehenden Imperfektionsgesetze (vgl. [25, 26, 72]) an Hand der Gleichgewichts-
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und der Singularita¨tsbedingung am kritischen Punkt abgeleitet [59]. Die verwen-
deten Verfahren zur Bestimmung der kritischen Beullast fu¨r das perfekte System
[15, 58, 76] werden im Anschluß formuliert.
Die Beispielrechungen wurden mit Hilfe des Programmsystems SLang [19, 20]
durchgefu¨hrt. In Kap. 4 wird auf die Struktur des Programms sowie insbesondere
auf die verwendete Finite Element Formulierung eingegangen. Kap. 5 zeigt An-
wendungen. Die Zusammenfassung mit den abgeleiteten Schlußfolgerungen ist
im letzten Kapitel enthalten.
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Kapitel 2
Probabilistisches Modell
2.1 Einfu¨hrung
Zufallsfelder sind in Zusammenhang mit der probabilistischen Finite Elemente
Methode [17, 29, 30, 38, 46, 47, 48, 66, 67] eingesetzt worden, um den Einfluß
von streuenden Struktureigenschaften, wie etwa dem Elastizita¨tsmodul, auf die
Systemantwort zu untersuchen [29, 66, 67], sowie eine Aussage bezu¨glich der
Zuverla¨ssigkeit der Struktur zu treffen [17, 38, 46, 47, 48].
Beide Problemstellungen ko¨nnen in den seltensten Fa¨llen analytisch beschrieben
werden. Zur Lo¨sung kommen daher vor allem semianalytische Methoden und ver-
schiedene Formen der Monte Carlo Simulation zur Anwendung, s. [16, 17] fu¨r ei-
ne diesbezu¨gliche ¨Ubersicht. Meist basieren solche Methoden auf Reihenentwick-
lungen, wobei versucht wird, wiederholte rechenzeitaufwendige Operationen, wie
z.B. die Invertierung von Matrizen oder das Lo¨sen von Eigenwertproblemen zu
vermeiden. Die direkte Monte Carlo Simulation zur Berechnung der Versagens-
wahrscheinlichkeit ist zwar grundsa¨tzlich mo¨glich, erweist sich jedoch selbst bei
Verwendung der erwa¨hnten semianalytischen Methoden als numerisch sehr auf-
wendig. Ein Ausweg besteht in der Beschreibung des ¨Ubergangs vom stabilen
zum instabilen Strukturverhalten durch einfache Funktionen. Die Berechnung der
Versagenswahrscheinlichkeit erfolgt wiederum durch Monte Carlo Simulation, je-
doch sind dann fu¨r eine Realisation keine rechenzeitintensiven Strukturanalysen
mehr notwendig [14, 21]. Das Verfahren wird daher gerade bei kleinen Wahr-
scheinlichkeiten attraktiv. Diese Methode, die auch als Response Surface Method
[53, 54] bezeichnet wird, ist jedoch nur fu¨r eine begrenzte Anzahl von Zufallsva-
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riablen (n < 25) anwendbar.
Die skizzierte Vorgehensweise wird angewendet, um Versagenswahrscheinlich-
keiten fu¨r geometrisch imperfekte Strukturen unter statischen Stabilita¨tskriterien
zu berechnen. Die geometrischen Imperfektionen werden dabei als Zufallsfelder
modelliert. Da die verwendeten Zufallsfelder skalarer Natur sind, muß neben der
Modellierung des Zufallsfeldes noch eine Orientierung der Imperfektion definiert
werden. Hierbei erscheint die Normalenrichtung einer definierten Referenzfla¨che
als geeignet.
In einer spektralen Darstellung kann ein Zufallsfeld durch Superposition ortho-
gonaler Formen mit zufa¨lligen Amplituden dargestellt werden [35]. Fu¨r ein orts-
diskretisiertes Zufallsfeld gelingt eine spektrale Darstellung durch die Diagona-
lisierung der Kovarianzmatrix. Dies entspricht einer u¨ber ein Eigenwertproblem
definierten Transformation in einen Raum, in dem die Zufallsvariablen unkorre-
liert sind. Entscheidend ist hierbei, daß die Eigenvektoren deterministisch sind.
Die Eigenvektoren stellen Imperfektionsformen, die Eigenwerte die Varianzen
der Amplituden dar. Damit werden auf systematischem Weg Imperfektionsformen
formuliert, denen ein probabilistisches Gewicht zugeordnet ist. Fu¨r diese Formen
kann dann eine strukturmechanische Analyse durchgefu¨hrt werden.
Insbesondere Lagerungsbedingungen haben bei Stabilita¨tsbetrachtungen einen ent-
scheidenden Einfluß [56]. Bei der Montage einer Struktur wird deshalb versucht,
Imperfektionen durch eine erho¨hte Pra¨zision zu vermeiden. Im Idealfall liegen an
solchen Orten keine Imperfektionen vor, an der u¨brigen Struktur sind sie weiter-
hin vorhanden. Um solche Effekte im probabilistischen Modell zu beru¨cksichti-
gen, werden bedingte Zufallsfelder angewendet [31]. Dies beinhaltet im wesent-
lichen eine nachtra¨gliche Modifikation der Kovarianzstruktur des Feldes durch
ein stochastisches Interpolationsverfahren. Messwerte ko¨nnen auf solche Weise
ebenfalls beru¨cksichtigt werden.
Das Kap. 2 ist folgendermaßen gegliedert: Zuna¨chst soll auf Eigenschaften von
Zufallsfeldern, dann auf Modellierungsmo¨glichkeiten eingegangen werden. Die
bereits erwa¨hnten bedingten Zufallsfelder werden vorgestellt. Mit einer modifi-
zierten Kovarianzmatrix kann die Transformation in die spektrale Darstellung er-
folgen. Im Rahmen der Berechnung der Versagenswahrscheinlichkeit wird auf
die Approximation des Grenzzustandes eingegangen. Nachfolgend werden Na¨he-
rungsverfahren und Simulationsverfahren angesprochen.
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2.2 Zufallsfelder
2.2.1 Eigenschaften von Zufallsfeldern
Geometrische Imperfektionen ko¨nnen als ra¨umlich streuende Struktureigenschaf-
ten, die sich stochastisch beschreiben lassen, interpretiert werden. Die ra¨umlich
streuenden Fluktuationen werden als Zufallsfelder bezeichnet, die im folgenden
mit H(x) notiert werden. Sie besitzen Eigenschaften, die durch einen Verteilungs-
typ, eine Mittelwerts- und eine Korrelationsfunktion beschrieben werden ko¨nnen
und einen definierten Homogenita¨ts- und Isotropiegrad haben [73]. Zur Beschrei-
bung der geometrischen Imperfektionen soll von GAUSS-verteilten Zufallsfeldern
ausgegangen werden, da positive und negative Vorzeichen der Imperfektionen als
gleichberechtigt erscheinen. Diese Annahme stellt bezu¨glich des vorgestellten Re-
chenmodells jedoch keine grundlegende Einschra¨nkung dar.
 Mittelwertsfunktion
H (x) = E [H (x)] (2.1)
x stellt einen Ortsvektor dar, E den Erwartungswertoperator [18].
 Korrelationsfunktion
RHH (x1;x2) = E [H (x1)H (x2)] (2.2)
Die Korrelationsfunktion ist dabei symmetrisch, d.h.
RHH (x1;x2) = RHH (x2;x1) (2.3)
Ferner ist die Korrelationsfunktion stets nichtnegativ definit:
Z
D
Z
D
RHH (x1;x2)w(x1)w(x2)dx1dx2  0; (2.4)
fu¨r jede beliebige Funktion w(x) auf dem vorgegebenen Integrationsgebiet.
 Homogenita¨t
Ein Zufallsfeld wird als schwach homogen bezeichnet, wenn die Momente
erster und zweiter Ordnung (d.h. Mittelwert und Kovarianzfunktion) un-
abha¨ngig vom Ort sind. Eine parallele Verschiebung ξ hat dann keinen Ein-
fluß auf Gl. 2.1 und Gl. 2.2.
H (x) = H (x+ξ) (2.5)
RHH (x1;x2) = RHH (x1 +ξ; x2+ξ) (2.6)
Sind alle Momente ortsunabha¨ngig, heißt das Zufallsfeld streng homogen.
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 Isotropie
Die Isotropie eines Zufallsfeldes verlangt, daß die Korrelationsstruktur nur
vom Betrag des Abstandes abha¨ngt und somit keine Richtungsabha¨ngigkeit
aufweist.
RHH (x;x+ξ) = RHH (jjξjj) (2.7)
2.2.2 Modellierung von Zufallsfeldern
Zur Beschreibung der stochastischen geometrischen Imperfektionen soll von ho-
mogenen Zufallsfeldern ausgegangen werden. Diese Annahme stellt bezu¨glich der
statistischen Beschreibung der Zufallsfelder eine Vereinfachung dar. Das vorge-
stellte Rechenmodell ist jedoch ohne gro¨ßere Schwierigkeiten auch auf inhomo-
gene Zufallsfelder anwendbar. Zur Modellierung eines homogenen Zufallsfeldes
werden Verteilungstyp, Mittelwert und Korrelationsfunktion festgelegt. Die Kor-
relationsfunktion entha¨lt neben der Information zur Isotropie Aussagen u¨ber das
ortsabha¨ngige Abklingverhalten zweier Zufallsvariablen. Das Abklingverhalten
wird u¨ber einen Funktionstyp und eine Korrelationsla¨nge lH beschrieben. Fu¨r
große Korrelationsla¨ngen, lH ! ∞, liegt eine nahezu lineare Abha¨ngigkeit der
zufa¨lligen Schwankungen zwischen allen Zufallsvariablen vor, wa¨hrend fu¨r kurze
Korrelationsla¨ngen das Zufallsfeld zunehmend unkorreliert wird. Fu¨r lH ! 0 sind
die Fluktuationen an allen Punkten des Zufallsfeldes voneinander unabha¨ngig.
Ha¨ufig wird fu¨r eine stochastische Beschreibung der ra¨umlich fluktuierenden Gro¨-
ßen eine Korrelationsfunktion mit exponentiell abfallendem Verlauf angewendet.
In einem solchen Fall gilt fu¨r ein isotropes Zufallsfeldes [35, 73]:
RHH = σ2HHe
 ξ
lH
; (2.8)
mit
ξ=
q
 
xi  x j
2
+
 
yi  y j
2
+
 
zi  z j
2 (2.9)
Die Korrelationsla¨nge lH kann als Schwerpunkt des Betrags des Funktionsver-
laufs von RHH interpretiert werden. Abb. 2.1 zeigt die Korrelationfunktion fu¨r den
exponentiell abfallenden Fall (Gl. 2.8). Fu¨r die Modellierung eines Zufallsfeldes
kommt der Bestimmung der Korrelationsla¨nge meist eine sta¨rkere Bedeutung zu,
als der Wahl der Korrelationsfunktion [73].
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Abbildung 2.1: Korrelationsfunktion mit exponentiell abfallendem Verlauf
In einem Diskretisierungsprozess wird das kontinuierliche Zufallsfeld durch ei-
ne endliche Anzahl diskreter Zufallsvariablen dargestellt. Prinzipiell sind unter-
schiedliche Diskretisierungsprozesse mo¨glich [16, 17], die sich im wesentlichen
in zwei Klassen einteilen lassen. Die erste Klasse beinhaltet Verfahren, bei denen
das Gebiet des Zufallsfeldes, a¨hnlich wie in der Finite Elemente Methode, mit Hil-
fe eines Netzes diskretisiert wird. In jedem Knoten bzw. Element dieses Netzes
wird der Wert des Zufallsfeldes durch eine Zufallsvariable beschrieben. Weiterhin
wird zwischen Punktdiskretisierungs- sowie verschmierten Modellen unterschie-
den. Bei der Methode der o¨rtlichen Durchschnittsbildung werden die Eigenschaf-
ten der diskreten Zufallsvariable durch einen Durchschnittswert des Zufallsfel-
des innerhalb eines Gebietes repra¨sentiert [33, 73, 74, 66]. Die Diskretisierung
des Zufallsfeldes erfolgt bei der sog. Interpolationsmethode [47, 48] an diskreten
Punkten innerhalb des Gebietes, der Funktionswert im Gebiet selbst wird u¨ber
Ansatzfunktionen interpoliert. Bei Punktdiskretisierungsmethoden wird das Feld
direkt mit Zufallsvariablen an diskreten Punkten dargestellt. Die Verbunddichte
der Zufallsvariablen wird u¨ber das sog. NATAF-Modell [45, 51] dargestellt, d.h.
u¨ber Randverteilung und eine Korrelationsstruktur beschrieben. Der Verteilungs-
typ sowie die statistischen Momente der Zufallsvariablen (Mittelwert, Varianz)
enstprechen denen des Zufallsfeldes. Die Korrelationsstruktur der diskreten Zu-
fallsvariablen la¨ßt sich mit Hilfe einer Kovarianzmatrix Cxx als eine Funktion des
Ortes bestimmen:
Cxx(i; j) = RHH
 
xi;x j

 H(xi)H(x j) i; j = 1;n (2.10)
Damit ist diese Methode insbesondere fu¨r eine rechentechnische Anwendung effi-
zient anzuwenden. Zur Beschreibung der Fluktuationen von Materialeigenschaf-
ten (z.B. eines streuenden Elastizita¨tsmoduls) oder physikalischer Eigenschaften
(z.B. der Dicke einer zweidimensional modellierten Struktur) wird ha¨ufig eine
Diskretisierung im Schwerpunkt eines Elements [29, 67] sowie in den GAUSS-
punkten fu¨r die numerische Integration eines Elements [17] angewendet. Fu¨r eine
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Ortsdiskretisierung des Zufallsfeldes kommt der Netzgenerierung eine wichtige
Bedeutung zu. Die Netzdichte wird hauptsa¨chlich von der Korrelationsla¨nge be-
einflußt. Nach [30, 38] sollte der Abstand zweier benachbarter Diskretisierungs-
punkte 14 der Korrelationsla¨nge nicht u¨berschreiten, um die Variabilita¨t des Zu-
fallsfeldes ausreichend darstellen zu ko¨nnen. Prinzipiell ist das Netz zur Darstel-
lung des Zufallsfeldes unabha¨ngig vom FE-Netz, jedoch sollte fu¨r einen effizien-
ten Einsatz der Methode die Diskretisierung des Zufallsfeldes auf dem FE-Netz
aufbauen. Zur Modellierung von geometrischen Imperfektionen bietet sich eine
Diskretisierung des Zufallsfeldes an den Knotenpunkten des FE-Netzes an.
In der zweiten Klasse lassen sich Modelle zusammenfassen, bei denen das Zu-
fallsfeld durch eine Reihenentwicklung mit deterministischen Funktionen, deren
Koeffizienten zufa¨llig sind, dargestellt wird. Anwendungen im Zusammenhang
mit Finite Elemente Modellen finden sich in [35, 44, 80]. Diese Verfahren basie-
ren auf einer spektralen Darstellung des Zufallsfeldes.
2.2.3 Bedingte Zufallsfelder
Ha¨ufig liegt fu¨r Zufallsfelder mit gegebener Korrelationsstruktur zusa¨tzliche In-
formation u¨ber Werte an einem bzw. mehreren Orten des diskretisierten Feldes
vor. Diese Information, die z.B. aus Messungen oder aus Zwangsbedingungen fu¨r
das Feld resultieren ko¨nnen, sollen bei einem probabilistischen Modell beru¨ck-
sichtigt werden. Dies erfordert die Modifikation der Parameter des Zufallsfeldes.
Die Anpassung der Parameter kann mit Hilfe eines stochastischen Interpolations-
verfahrens durchgefu¨hrt werden, das auf dem maximum likelihood Prinzip beruht
[31, 43, 73]. Damit wird ein bedingtes Zufallsfeld definiert, das an den Stu¨tzstel-
len die vorgegebenen Werte sowie eine verschwindende Varianz besitzt. Zwischen
den vorgegebenen Stu¨tzstellen ist das Feld weiterhin zufa¨llig, wobei Mittelwert
und Varianz des Feldes Funktionen des Ortes sind. Ein urspru¨nglich (schwach)
homogenes Zufallsfeld verliert somit seine Homogenita¨t (vgl. Gl. 2.5, Gl. 2.6).
Fu¨r GAUSS-verteilte Zufallsfelder lassen sich Ausdru¨cke fu¨r den bedingten Mit-
telwert und die bedingte Kovarianzmatrix analytisch ableiten [31]. Wie bereits
erwa¨hnt, la¨ßt sich eine Beschreibung des modifizierten Zufallsfelds mit Hilfe ei-
ner stochastischen Interpolation gewinnen. Das bedingte Zufallsfeld ˆH la¨ßt sich
u¨ber folgende Gleichung beschreiben:
ˆH (x) = a (x)+
n
∑
l=1
bl (x)H (xl) (2.11)
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An den Orten xl ; l = 1;n ist der Wert des Zufallsfeldes vorgegeben. Die vom Ort
abha¨ngigen Koeffizienten a (x) und b (x) bestimmen sich dann aus der Bedingung,
daß die Varianz von H (x)  ˆH (x) minimiert wird, wa¨hrend der Erwartungswert
E

H (x)  ˆH (x)

zu Null wird. Als Lo¨sung dieses Regressionsproblems erha¨lt
man fu¨r mittelwertfreie homogene Zufallsfelder am Ort x i den Mittelwert und die
Kovarianz des bedingten Zufallsfeldes [31]:
µˆ(i) = [RHH (xi;x1) ;RHH (xi;x2) ; :::;RHH (xi;xn)]C 1xx
2
6
6
4
H (x1)
H (x2)
:::
H (xn)
3
7
7
5
(2.12)
ˆCxx(i; j) = [RHH (xi;x1) ;RHH (xi;x2) ; :::;RHH (xi;xn)]C 1xx
2
6
6
4
RHH
 
x j;x1

RHH
 
x j;x2

:::
RHH
 
x j;xn

3
7
7
5
(2.13)
2.2.4 Transformation in den unkorrelierten Raum
Um Realisationen eines Zufallsfeldes durch Monte Carlo Verfahren zu erzeugen,
mu¨ssen die korrelierten, mo¨glicherweise nicht-normalverteilten Zufallsvariablen
voneinander entkoppelt werden. Dies kann durch eine CHOLESKY-Zerlegung
oder eine Eigenwertzerlegung der Kovarianzmatrix erfolgen. Die Eigenwertzer-
legung hat den Vorteil, daß - hinreichend große Korrelationsla¨ngen vorausgesetzt
- eine Reduzierung der Dimension des Zufallsvariablenraums mo¨glich wird. Dies
ist fu¨r die weiteren Ausfu¨hrungen von Bedeutung.
Liegt ein nichtnormalverteiltes Zufallsfeld vor, erfolgt zuna¨chst eine Transforma-
tion in den korrelierten Normalraum. Bei einer solchen Transformation [45, 51]
werden nicht-standardnormalverteilte Randverteilungen auf die Standardnormal-
verteilung abgebildet:
Xi =Φ 1 (FZi (zi)) (2.14)
Φ 1 beschreibt die Inverse der kumulativen Standardnormalverteilung, FZi die
Summenverteilung fu¨r die Gro¨ße Zi. Durch die Abbildung a¨ndert sich die Kor-
relationsstruktur der Zufallsvariablen. Die Korrelationskoeffizienten im GAUSS-
Raum sind mit den Korrelationskoeffizienten im Originalraum u¨ber eine iterativ
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zu lo¨sende Beziehung miteinander verknu¨pft. Fu¨r hohe Korrelationen zwischen
den Zufallsvariablen ko¨nnen sich hierbei jedoch Korrelationsmatrizen ergeben,
die nicht positiv definit sind [45]. Fu¨r eine ausfu¨hrliche Behandlung dieser Pro-
blemstellung wird auf [17, 45] verwiesen. Fu¨r GAUSS-verteilte Zufallsfelder wird
die erwa¨hnte Transformation nicht beno¨tigt.
Die Transformationsvorschrift zwischen Originalraum und unkorreliertem Nor-
malraum lautet dann:
Y =ΨX (2.15)
bzw.
X =ΨT Y (2.16)
mit einer Tranformationsmatrix, die die folgende Eigenschaft besitzt:
ΨT ˆCxxΨ= diag
 
σ2Yi

mit σ2Y
1
 σ2Y
2
 :::σ2Yn (2.17)
Ψ sowie σ2Yi stellen die Lo¨sung des Standardeigenwertproblems fu¨r die Kovari-
anzmatrix dar. Die Eigenwerte und Eigenvektoren der Kovarianzmatrix sind von
Geometrie, Korrelationsla¨nge und Typ der Korrelationsfunktion abha¨ngig. Die
Eigenvektoren sind dabei keine zufa¨lligen Gro¨ßen. Die Eigenwerte σ2Yi entspre-
chen den Varianzen der Zufallszahlen Xi im unkorrelierten Raum. Durch Gl. 2.16
wird das Zufallsfeld als eine Superposition von deterministischen Eigenformen
mit zufa¨lligen Amplituden dargestellt.
Wird ein Zufallsfeld im unkorrelierten Raum durch die ersten k Komponenten ab-
gebildet, kann durch die Invarianzeigenschaft der ersten Invarianten einer Matrix
bezu¨glich Koordinatentransformationen ein Qualita¨tsmaß fu¨r die Repra¨sentation
des Zufallsfeldes gewonnen werden [16, 17].
Q =
k
∑
i=1
σY 2i
tr (Cxx)
(2.18)
Oft genu¨gen bereits wenige Zufallsvariablen, um ein Zufallsfeld z.B. mit einer
Qualita¨t von Q > 0:9 darzustellen. Fu¨r ein Zufallsfeld u¨ber einer quadratischen
Platte mit der Kantenla¨nge L= 4m ist der Zusammenhang zwischen Qualita¨t, Kor-
relationsla¨nge und Anzahl der Zufallsvariablen in Abb. 2.2 dargestellt. Fu¨r große
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Korrelationsla¨ngen werden wenige Zufallsvariablen beno¨tigt, um eine vorgegebe-
ne Qualita¨t Q des Zufallsfeldes zu erreichen, fu¨r kurze Korrelationsla¨ngen bedarf
es einer gro¨ßeren Anzahl von Zufallsvariablen zur Repra¨sentation der gleichen
Qualita¨t.
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Abbildung 2.2: Qualita¨t eines Zufallsfeldes [16]
Zur Lo¨sung von Gl. 2.15 ko¨nnen Eigenwertlo¨ser angewendet werden, die nur die k
gro¨ßten Eigenwerte bestimmen. Eine Realisation fu¨r das Zufallsfeld gelingt dann
mit Hilfe von Gl. 2.16. Die numerisch aufwendige Eigenlo¨sung der Kovarianzma-
trix muß dabei lediglich einmal bestimmt werden.
Realisationen der unkorrelierten normalverteilten Zufallsvariablen ko¨nnen z.B.
durch Generierung von gleichfo¨rmig verteilten Zufallszahlen und einer anschlie-
ßenden Transformation auf die GAUSS-Verteilung mit Gl. 2.14 erfolgen. Sofern
nicht-normalverteilte Zufallsfelder vorliegen, erfolgt eine Ru¨cktransformation der
somit erhaltenen Gro¨ßen auf die Originaldichteverteilung mit Hilfe der zu Gl. 2.14
inversen Beziehung [17].
Abb. 2.3 stellt exemplarisch eine Realisation eines Zufallsfeldes u¨ber einer qua-
dratischen Platte mit der Kantenla¨nge a dar. Abb 2.4 zeigt einen Eigenvektor des
Zufallsfeldes. Abb. 2.5 stellt eine Realisation eines bedingten Zufallsfeldes dar.
Zusa¨tzlich zum in Abb. 2.3 dargestellten Zufallsfeld wird gefordert, daß an den
Ra¨ndern der Platte bei y = 0 sowie y = a das Zufallsfeld jeweils den Wert Null
animmt. Abb. 2.6 zeigt einen Eigenvektor des bedingten Zufallsfeldes.
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Abbildung 2.3: Realisation des Zu-
fallsfeldes
X
YZ
Abbildung 2.4: Eigenvektor des Zu-
fallsfeldes
X
YZ
Abbildung 2.5: Realisation des be-
dingten Zufallsfeldes
X
YZ
Abbildung 2.6: Eigenvektor des be-
dingten Zufallsfeldes
2.2.5 Projektion der Kovarianzmatrix in einen Unterraum
Sind entscheidende Imperfektionsformen a priori bekannt, kann die Berechnung
mit folgender Variante des geschilderten Verfahrens durchgefu¨hrt werden: Aus-
gangspunkt sind die m linear unabha¨ngigen Imperfektionsformen Ψ , die als be-
kannt gelten sollen. Diese Imperfektionsformen werden orthonormalisiert [18].
Damit kann eine Projektion des Zufallsfeldes auf den betrachteten Unterraum
durchgefu¨hrt werden.
Ψ

Or
T CxxΨ

Or = ˜Cxx (2.19)
Der Index Or kennzeichnet die bereits orthonormierten Imperfektionsformen. ˜Cxx
stellt die Kovarianzmatrix des Zufallsfeldes im Unterraum dar. Diese kann wie-
derum spektral zerlegt werden:
˜Ψ ˜Cxx ˜Ψ = diag

σ2
˜Yi

(2.20)
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Das Zufallsfeld wird dann durch die Imperfektionsformen
˜Ψ =Ψ ˜Ψ (2.21)
und die Varianzen σ2
˜Yi
mit i = 1;m dargestellt. Damit beschra¨nkt man sich von
vornherein auf wenige Imperfektionsformen. Der numerische Aufwand ist dement-
sprechend geringer. In Kap. 5.4 wird diskutiert, in welchen Fa¨llen Unterra¨ume des
Problems von vornherein festgelegt werden ko¨nnen. Der Anteil der Imperfekti-
onsformen im Zufallsfeld la¨ßt sich durch das Verha¨ltnis der Summen der Diagona-
lenelemente der projizierten und der urspru¨nglichen Kovarianzmatrix bestimmen,
vgl. Gl. 2.18.
2.3 Berechnung der Versagenswahrscheinlichkeit
Die Versagenswahrscheinlichkeit einer Struktur wird als Integral der Verbund-
dichte des Zufallszahlenvektors Y u¨ber den Versagensbereich ausgedru¨ckt [49,
69].
p f =
Z
g(y)0
fY (y)dy (2.22)
Die Ungleichung g (y) < 0 beschreibt den Wertebereich der Zufallsvariablen, fu¨r
den Versagen eintritt. Die implizite Funktion g, die den sicheren Bereich vom Ver-
sagensbereich trennt, wird als Grenzzustandsfunktion bezeichnet. Funktionswerte
mit g (y) 0 kennzeichnen Versagenszusta¨nde, g (y)> 0 stellt den sicheren, bzw.
gebrauchstauglichen Zustand der Struktur dar. Zur numerischen Berechnung der
Versagenswahrscheinlichkeit wird eine Indikatorfunktion I eingefu¨hrt, die angibt,
ob eine Realisation im Versagensbereich liegt.
I (g (y)) =

1 falls g (y) 0
0 falls g (y)> 0 (2.23)
Dies erlaubt es, den Integrationsbereich in Gl. 2.22 zu a¨ndern:
p f =
Z
D
I (g (y)) fY (y)dy (2.24)
D stellt den Definitionsbereich von fY dar. Ist die Grenzzustandsfunktion explizit
bekannt, kann das Integral in Gl. 2.24 durch Monte Carlo Simulation bestimmt
werden, ohne hierfu¨r aufwendige Strukturanalysen durchfu¨hren zu mu¨ssen.
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2.3.1 Approximation der Grenzzustandsfunktion
Fu¨r die meisten praktischen Anwendungen kann die Grenzzustandsfunktion nicht
explizit angegeben werden. Fu¨r eine na¨herungsweise Beschreibung der Grenzzu-
standsfunktion kommen ha¨ufig Approximationsmodelle zur Anwendung [17, 53,
54].
Durch Strukturanalysen lassen sich stets diskrete Punkte der Grenzzustandsfunk-
tion ermitteln. Hierfu¨r werden in vorzugebenden Suchrichtungen Werte der Zu-
fallsvariablen an der Grenze der Gebrauchstauglichkeit ermittelt. Als Suchrichtun-
gen eignen sich z.B. die Koordinatenachsen im Raum der Zufallsvariablen bzw.
die Winkelhalbierenden der paarweisen Kombinationen. Eine Approximation der
Grenzzustandsfunktion gelingt dann durch Interpolation zwischen den ermittelten
Stu¨tzstellen [17, 53, 54]. Damit stellt dieses Verfahren ein Interaktionsmodell fu¨r
die Zufallsvariablen dar.
Fu¨r die vorliegende Anwendung wird nach Amplituden der Imperfektionsformen
gesucht, bei denen am definierten Lastzustand gerade Stabilita¨tsversagen eintritt.
Die explizite Berechnung der diskreten Grenzzustandspunkte kann fu¨r Struktur-
modelle mit einer großen Anzahl von Freiheitsgraden und nichtlinearem Verhalten
sehr zeitaufwendig sein. Dies vergegenwa¨rtigt nochmals die Notwendigkeit, die
Anzahl der Zufallsvariablen, fu¨r die derartige Berechnungen durchgefu¨hrt wer-
den, bereits vorab mit einem geeigneten semi-analytischen Verfahren, s. Kap. 3.4,
zu reduzieren.
Ha¨ufig gelangen als Interpolationsfunktion quadratische Polynome in Rn zur An-
wendung [53, 54] (n kennzeichnet die Anzahl der Zufallsvariablen). Diese Funk-
tionen haben den Vorteil, daß sie einfach formuliert werden ko¨nnen und gleich-
zeitig Kru¨mmungen im Raum der Zufallsvariablen abbilden. Unter Beru¨cksich-
tigung der Symmetrieeigenschaften in den Koeffizienten werden dann n+ n(n+1)2
Stu¨tzstellen beno¨tigt. Als Suchrichtungen dienen positive und negative Richtung
sowie paarweise Kombinationen der Zufallsvariablen. Die Vorzeichen gemisch-
ter Terme sollten in Richtung der sensitiven Koordinatenachsen gelegt werden
[53]. Eine vorab durchgefu¨hrte Sensitivita¨tsanalyse kann als Entscheidungskrite-
rium dienen. Das geschilderte Verfahren ist heuristischer Natur. Prinzipiell sind
auch andere Suchrichtungen fu¨r die Bestimmung der Grenzustandspunkte sowie
andere Funktionsklassen zur Interpolation denkbar.
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2.3.2 Na¨herungsmethode 1. Ordnung (FORM)
Fu¨r Na¨herungsverfahren erster Ordnung (FORM - first order reliability method)
zur Berechnung der Versagenswahrscheinlichkeit [49, 69] wird die Grenzzustands-
funktion im Standardnormalraum um den Punkt linearisiert, dessen Umgebung
das gro¨ßte Gewicht an der Versagenswahrscheinlichkeit zukommt.
Sofern die Zufallsvariablen unabha¨ngig und normalverteilt sind, kann die Grenz-
zustandsfunktion direkt im Standardnormalraum formuliert werden. Wie in den
vorangegangenen Abschnitten ausgefu¨hrt wurde, ist dies im vorliegenden Fall
mo¨glich. Insbesondere ergibt sich fu¨r ein quadratisches Interpolationspolynom
dann folgender Ausdruck:
g˜ (y) = a0 +
n
∑
i=1
bi
yi
σYi
+
n
∑
i; j=1
ci j
yi
σYi
y j
σYj
= 0 (2.25)
Der ku¨rzeste Abstand der Grenzzustandsfla¨che zum Ursprung wird als Sicher-
heitsindex (beta-Abstand) bezeichnet. Der Punkt y, der dieses Kriterium erfu¨llt,
ist der Bemessungspunkt [69]. Fu¨r diese Konstellation der Zufallsvariablen er-
gibt sich der ho¨chste Beitrag zur Versagenwahrscheinlichkeit. Mit dem Vektor der
Richtungsableitungen G
 
y

=

∂g˜
y1



y=y
; :::;
∂g˜
yn



y=y
T
la¨ßt sich eine linearisier-
te Grenzustandsfunktion in HESSEscher Normalform angeben:
g˜lin (y) = αT y+β= 0 (2.26)
Der Ausdruck α=
G

y

q
GT
(
y
)
G
(
y
)
stellt den Vektor des Richtungskosinus dar. Der
ku¨rzeste Abstand der Hyperebene zum Ursprung kann dann mit
β=  y
T G
 
y

p
GT (y)G (y)
(2.27)
angegeben werden. Eine Na¨herung fu¨r die Versagenswahrscheinlichkeit kann mit
p f =Φ ( β) formuliert werden [69], Φ stellt die Summenverteilung fu¨r die Stan-
dardnormalverteilung dar. Der Wertebereich des Richtungskosinus liegt zwischen
-1 und 1, wobei αTα = 1 gilt. Der Vektor α stellt damit ein Maß fu¨r den Einfluß
der Zufallsvariablen auf die Versagenswahrscheinlichkeit dar [69].
Die Suche nach dem Bemessungspunkt wird als Optimierungsproblem mit Ne-
benbedingung formuliert:
Minimiere yT y unter g (y) = 0 (2.28)
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Zur Lo¨sung ko¨nnen Standardoptimierungsverfahren [65] verwendet werden. Fu¨r
lineare Grenzzustandsfunktionen und normalverteilte unabha¨ngige Zufallsvaria-
blen stellt p f =Φ ( β) die exakte Versagenswahrscheinlichkeit dar [69].
2.3.3 Monte Carlo Simulation
Die Versagenswahrscheinlichkeit stellt den Erwartungswert der Indikatorfunktion
aus Gl. 2.24 dar.
p f = E [I (g (y))] (2.29)
Ein erwartungstreuer Scha¨tzwert fu¨r p f ergibt sich dann fu¨r N Stichproben zu:
pˆ f =
1
N
N
∑
i=1
I (yi) (2.30)
Neben dem Scha¨tzwert selbst kann auch die Varianz des Scha¨tzwerts ermittelt
werden:
σ2p f =
1
N
 
p f   p2f
 (2.31)
Der Ausdruck σp f ist der sog. Standardfehler. Dieser stellt ein statistisches Maß
fu¨r die Genauigkeit der Versagenswahrscheinlichkeit dar. Damit kann eine Aus-
sage u¨ber die Gro¨ßenordnung der beno¨tigten Anzahl an Simulationen getroffen
werden. Fu¨r N ! ∞ strebt die Scha¨tzung der Versagenswahrscheinlichkeit ge-
gen die exakte Lo¨sung. Fu¨r kleine Versagenswahrscheinlichkeiten wird die An-
zahl der beno¨tigten Realisationen sehr groß. Varianzmindernde Simulationsver-
fahren fu¨hren dann auf effizientere Simulationsstrategien. Unter einer Vielzahl an
Mo¨glichkeiten [60] werden fu¨r Zuverla¨ssigkeitsberechnungen vor allem Verfah-
ren angewendet, die auf Importance Sampling Techniken beruhen.
2.3.4 Importance Sampling Strategien
Im wesentlichen wird beim Importance Sampling [14, 21, 22, 60] versucht, das
Verha¨ltnis der Anzahl der im Versagensbereich liegenden Realisationen gegenu¨ber
der Gesamtzahl der Realisationen zu erho¨hen. Dies wird erreicht, indem die Si-
mulationsdichte in einen Bereich verschoben wird, der einen großen Beitrag zur
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Versagenswahrscheinlichkeit liefert. Hierfu¨r wird ein Vektor von Zufallsvariablen
Z mit einer Dichteverteilung hZ (z) eingefu¨hrt, dem die gleiche physikalische Be-
deutung wie den Basisvariablen zugeordnet ist. Mit dieser Dichteverteilung la¨ßt
sich das Integral zur Berechnung der Versagenswahrscheinlichkeit folgenderma-
ßen formulieren:
p f =
Z
∞
 ∞
I (g (z))
fY (z)
hZ (z)
hZ (z)dz (2.32)
Der statistische Scha¨tzer fu¨r die Versagenswahrscheinlichkeit lautet dann fu¨r N
Stichproben [60]:
pˆ f =
1
N
N
∑
i=1

I (g (zi))
fY (zi)
hZ (zi)

(2.33)
Die Varianz des Scha¨tzers berechnet sich als:
σ2p f =
1
N
N
∑
i=1

I (g (zi))
fY (zi)
hZ (zi)
2
  pˆ2f (2.34)
Fu¨r eine Dichteverteilung hZ (z), die im sicheren Bereich zu Null wird und im Ver-
sagensbereich proportional zur tatsa¨chlichen Versagenswahrscheinlichkeit verla¨uft,
verschwindet die Varianz des Scha¨tzers. Hierfu¨r mu¨ßte jedoch die exakte Lo¨sung
bereits bekannt sein. Die verschiedenen Varianten der gewichteten Monte Carlo
Simulation zielen darauf ab, diese ideale Simulationsdichte anzuna¨hern.
Beim Konzept Importance Sampling Procedure Using Design Point [14] werden
die Stichproben im Versagensbereich mit der ho¨chsten Wahrscheinlichkeitsdichte
konzentriert. Dazu wird zuna¨chst der Bemessungspunkt nach Verfahren 1. Ord-
nung ermittelt, vgl. Kap. 2.3.2. Die Gewichtsfunktion wird normalverteilt ange-
nommen. Der Erwartungswert der Simulationsdichte wird in den Bemessungs-
punkt gelegt. Die zweiten Momente entsprechen im wesentlichen der Orginal-
dichteverteilung, unter Umsta¨nden ist das Verha¨ltnis zu den Basisvariablen leicht
zu a¨ndern. Dieses Verfahren kam zuna¨chst im Programm ISPUD [14] zur Anwen-
dung.
Bei der Strategie des Adaptive Sampling [21] werden nach einer direkten Monte
Carlo Simulation die ersten beiden statischen Momente der im Versagensbereich
liegenden Realisationen bestimmt.
z = E [yjI (g (y))< 0] (2.35)
Czz = E

yyT jI (g (y)) < 0

  zzT (2.36)
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In einem na¨chsten Lauf werden diese Momente fu¨r die Beschreibung einer nor-
malverteilt angenommenen Gewichtsfunktion herangezogen. Hierfu¨r wird u.U.
die erste Simulation mit erho¨hten Varianzen durchgefu¨hrt. Das Verfahren kann
mehrfach wiederholt werden. In der Regel stellt sich nach 3 bis 4 Berechnungs-
ga¨ngen Konvergenz ein. Der Erwartungswert z la¨ßt sich als der Schwerpunkt der
im Versagensbereich liegenden Realisationen interpretieren.
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Kapitel 3
Stabilita¨tsberechnung fu¨r perfekte
und imperfekte Systeme
3.1 Einfu¨hrung
Fu¨r elastische Probleme wird das Tragverhalten einer Struktur vor allem u¨ber
Last-Verschiebungsverla¨ufe beschrieben. Prinzipiell ko¨nnen diese ein- oder mehr-
deutig sein. Sofern Mehrdeutigkeiten auftreten, existieren zu einem Lastniveau
mehrere mo¨gliche Gleichgewichtslagen. Diese Gleichgewichtslagen ko¨nnen im
Unterschied zum monoton ansteigenden Fall stabil oder instabil sein. Die Kennt-
nis des Strukturverhaltens im Grenzlastbereich ist fu¨r die Auslegung von entschei-
dender Bedeutung.
Fu¨r eine Untersuchung ist zuna¨chst die Definition eines Stabilita¨tskriteriums er-
forderlich. Ein erster Schritt zur Beschreibung des Tragverhaltens einer stabi-
lita¨tsgefa¨hrdeten Struktur besteht dann in der Bestimmung des kritischen Punk-
tes sowie der Klassifizierung des Stabilita¨tsproblems. Wa¨hrend sich bei einem
Durchschlagsproblem die Mehrdeutigkeit durch ein relatives Maximum in der
Last-Verschiebungskurve ergibt, ist ein Verzweigungsproblem durch die ¨Uber-
schneidung mehrerer Gleichgewichtspfade gekennzeichnet. Fu¨r jeden Lo¨sungs-
pfad liegt eine andere Last - Verschiebungscharakteristik vor. Durchschlagspunkte
stellen immer instabile Gleichgewichtslagen dar, bei Verzweigungspunkten muß
das Nachbeulverhalten der Struktur untersucht werden, um zu entscheiden, ob
die Gleichgewichtslage stabil oder instabil ist [25, 59, 76]. Die Nachbeulanaly-
se ermo¨glicht eine Einteilung in stets instabile asymmetrische und symmetrisch
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stabile sowie symmetrisch instabile Verzweigungspunkte.
Geometrische Imperfektionen ko¨nnen bei Stabilita¨tsproblemen einen großen Ein-
fluß auf das Tragverhalten der Struktur haben. Fu¨r Untersuchungen der Imperfek-
tionsempfindlichkeit stellt sich zuna¨chst die Frage nach der Auswahl der zu un-
tersuchenden Imperfektionsformen. Sofern die Imperfektionsform nicht aus Mes-
sungen bekannt ist z.B. [6], werden ha¨ufig Verschiebungsvektoren, Eigenvekto-
ren der Steifigkeitsmatrix oder deren ¨Uberlagerung [59, 77] gewa¨hlt. Letztlich ist
die Wahl der Imperfektionsform jedoch heuristisch begru¨ndet. Meist kann kei-
ne Aussage u¨ber die Auftretenswahrscheinlichkeit der Imperfektionsform getrof-
fen werden. Wenn wie in in Kap. 2.1 dargelegt, Zufallsfelder zur Beschreibung
der Imperfektionen eingesetzt werden, werden auf systematische Weise Imper-
fektionsformen ermittelt, denen ein probabilistisches Gewicht zugeordnet ist. Die
Stabilita¨tsanalysen ko¨nnen dann fu¨r diese Imperfektionsformen durchgefu¨hrt wer-
den.
Die Bestimmung der kritischen Last der imperfekten Struktur kann prinzipiell
durch Indifferenzenverfahren bzw. Pfadverfolgung am imperfekten System selbst
erfolgen. Sollen viele Imperfektionsformen untersucht werden, erweist sich die-
se Vorgehensweise ha¨ufig als zu aufwendig. Mit einem Sto¨rungsansatz kann der
Imperfektionseinfluß auf das Tragverhalten der Struktur am kritischen Punkt der
perfekten Struktur erfolgen. Diese Ableitungen, die auf KOITER zuru¨ckgehen
[25, 26, 72], erlauben eine numerisch sehr effiziente Abscha¨tzung der Traglast
des imperfekten Systems, da die aufwendige Berechnung des kritischen Punktes
lediglich einmal an der perfekten Struktur durchgefu¨hrt werden muß. Die asym-
ptotischen Ableitungen fu¨hren jedoch nur fu¨r Imperfektionen mit vergleichswei-
se geringer Amplitude zu richtigen Ergebnissen. Fu¨r Schalentragwerke wird in
[26, 77] eine Maximalamplitude von 20% 30% der Wandsta¨rke zugelassen. Fu¨r
gro¨ßere Imperfektionsamplituden bedarf die Bestimmung der Traglast einer nicht-
linearen Berechnung bei entsprechend ho¨herem Aufwand. Die Berechnung der
Versagenswahrscheinlichkeit der imperfekten Struktur zu einem definierten Last-
niveau, wie in Kap. 2.3.2 beschrieben, erfolgt durch eine kombinierte Vorgehens-
weise. Die asymptotische Imperfektionsanalyse dient als strukturmechanisch ori-
entiertes Entscheidungskriterium zur Auswahl von Imperfektionsformen mit ver-
gleichweise großem Einfluß auf das Traglastverhalten. Fu¨r die so ausgewa¨hlten
Imperfektionsformen wird eine nichtlineare Stabilita¨tsanalyse durchgefu¨hrt.
Um den Grenzzustand des Systems (vgl. Kap. 2.3.1) zu beschreiben, wird nach
der Amplitude der jeweiligen Imperfektionsform gesucht, fu¨r die am definierten
Lastzustand gerade Stabilita¨tsversagen vorliegt. Mit den Imperfektionsgesetzen
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liegt ein funktionaler Zusammenhang zwischen Imperfektionsamplitude und kri-
tischer Last vor. Damit kann der Grenzzustand ermittelt werden. Fu¨r die explizite
nichtlineare Berechnung des Grenzzustandes am imperfekten System werden Pf-
adverfolgungstechniken zusammen mit einem Bisektionsalgorithmus oder einem
Interpolationsverfahren gekoppelt. Der Aufwand dieser Berechnungen ist damit
entsprechend hoch.
Das Kapitel ist folgendermaßen gegliedert: Die ersten Unterkapitel beschreiben
analytische Ableitungen des Nachbeulverhaltens und des Imperfektionseinflusses.
Im Rahmen der numerischen Umsetzung werden Pfadverfolgungsalgorithmen be-
schrieben. Anschließend wird auf Verfahren zur Bestimmung des kritischen Punk-
tes eingegangen.
3.2 Singula¨re Punkte
Die Definition eines Stabilita¨tskriteriums bildet die Grundlage fu¨r eine Stabilita¨ts-
berechnung. Nach dem Stabilita¨tskriterium von LIAPUNOV gilt ein Zustand als
stabil [15, 58] sofern kleine Sto¨rbewegungen einer Gleichgewichtslage fu¨r alle
Zeiten klein bleiben, andernfalls gilt die Gleichgewichtslage als instabil. Eine
asymptotische Stabilita¨t impliziert, daß nach einer beliebigen Sto¨rung wiederum
dieselbe Gleichgewichtslage erreicht wird. Dieses Stabilita¨tskriterium ist ein ki-
netisches. Nach dem Stabilita¨tskriterium von EULER [15, 58] ist die Stabilita¨ts-
grenze erreicht, sofern neben der urspru¨nglichen Gleichgewichtslage noch eine
weitere Gleichgewichtslage auf gleichem Lastniveau existiert. Damit la¨ßt sich
fu¨r statische Berechnungen ein Stabilita¨tskriterium formulieren. Grundlage der
folgenden Ableitungen sind die Gleichgewichtsbedingungen, die hier u¨ber einen
Pfadparameter t parametrisiert sind:
G = R (U (t)) λ(t)P = 0 (3.1)
Die Gleichgewichtsbedingungen werden in eine Reihe entwickelt.
G = G0 +
dG
dt ∆t +
1
2
d2G
dt2 ∆t
2
+
1
6
d3G
dt3 ∆t
3
+ :::= 0 (3.2)
Sofern der Entwicklungspunkt ein Gleichgewichtspunkt ist, verschwindet der Term
G0. Fu¨r hinreichend kleine, aber beliebige ∆t mu¨ssen dann die verbleibenden Ter-
me aus Gl. 3.2 einzeln verschwinden. Dies erlaubt Aussagen bezu¨glich Steigung,
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Kru¨mmung etc. des, bzw. der Gleichgewichtspfade zu treffen. Zuna¨chst wird die
erste Ableitung betrachtet:
dG
dt =
∂R
∂U
dU
dt  P
dλ
dt = 0 (3.3)
Die partielle Ableitung der Ru¨ckstellkra¨fte nach den Verschiebungen, wird als tan-
gentielle Steifigkeitsmatrix

K = ∂R∂U

bezeichnet. Sofern zum vorhandenen Last-
niveau mehrere Gleichgewichtslagen vorliegen, ist die Inverse der Steifigkeitsma-
trix nicht mehr eindeutig [18, 76]. Numerisch bedeutet dies, daß die Steifigkeits-
matrix im indifferenten Punkt eine verschwindende Determinante besitzt.
det (K) = 0 (3.4)
Fu¨r die folgenden Ausfu¨hrungen sollen generalisierte Koordinaten Z eingefu¨hrt
werden. Diese Koordinaten sind u¨ber eine lineare Beziehung mit den Knotenver-
schiebungen verbunden:
U =ΦZ (3.5)
sofern Φ eine orthonormale Matrix darstellt, gilt:
Z =ΦT U (3.6)
Der hochgestellte Index T bedeutet dabei die Transponierte. Die Transformations-
matrix Φ wird so gewa¨hlt, daß die Steifigkeitsmatrix diagonalisiert wird.
ΦT KΦ= diag (µi) (3.7)
Somit sind Φi die Eigenvektoren und µi die Eigenwerte der Steifigkeitsmatrix,
die der Gro¨ße nach geordnet sind, d.h. µ1  µ2 : : : µn. Durch die Anwendung
dieser Koordinatentransformation sowie einer Multiplikation mit ΦT wird Gl. 3.3
entkoppelt:
ΦT KΦdZ
dt
 ΦT Pdλ
dt
= 0 (3.8)
Fu¨r eine einfache Singularita¨t wird der erste Eigenwert zu Null (µ 1 = 0). Die erste
Zeile der Gl. 3.8 ermo¨glicht dann eine Klassifizierung der singula¨ren Punkte in
Durchschlags- und Verzweigungspunkte, siehe Abb. 3.1:
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Abbildung 3.1: Durchschlags-und Verzweigungspunkt
ΦT1 P
dλ
dt = 0 (3.9)
Durchschlagspunkte sind durch eine horizontale Tangente im Last-Verschiebungs-
verhalten gekennzeichnet. In diesem Fall gilt dλdt = 0 sowie Φ
T
1 P 6= 0. Anderen-
falls

dλ
dt 6= 0

mußΦT1 P = 0 gelten. Die Orthogonalita¨t von Beul- und Lastvektor
stellt eine notwendige Bedingung fu¨r einen Verzweigungspunkt dar.
3.3 Asymptotisches Nachbeulverhalten
Die Nachbeulanalyse [25, 76] stellt eine asymptotische Na¨herung des sekunda¨ren
Gleichgewichtspfades in einem Verzweigungspunkt dar und ermo¨glicht eine wei-
tere Klassifizierung in asymmetrische und symmetrische Verzweigungspunkte,
vgl. Abb. 3.1. Bei symmetrischen Verzweigungspunkten wird abha¨ngig von der
Kru¨mmung des Sekunda¨rpfades weiter zwischen stabilen und instabilen Verhal-
ten unterschieden. Nachdem ein Verzweigungspunkt berechnet ist, kann aus dem
Nachbeulverhalten einer Struktur somit entschieden werden, ob eine weitere Last-
steigerung unter Umsta¨nden mo¨glich oder aber bereits zum Kollaps der Struk-
tur fu¨hrt. Um zu entscheiden werden die Ableitungen dλ2dt bzw.
d2λ2
dt2 bestimmt(der Index 2 kennzeichnet den Sekunda¨rpfad). Wenn Pfadverfolgungsalgorithmen
zur Berechnung der Nachbeulpfade (vgl. Kap. 3.6) herangezogen werden, werden
die Ergebnisse der Nachbeulanalyse beno¨tigt, um geeignete Pra¨diktorschritte fu¨r
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einen mo¨glichen Pfadwechsel vom Prima¨rpfad auf den Sekunda¨rpfad zu bestim-
men.
3.3.1 Verzweigungsbeziehung fu¨r Einfachverzweigungen
Prinzipiell ko¨nnen an einem Verzweigungspunkt Mehrfachsingularita¨ten auftre-
ten. In diesem Fall hat die Steifigkeitsmatrix im Verzweigungspunkt einen m-
fachen Rangabfall (m > 1). Mehrfachverzweigungen treten z.B. bei symmetri-
schen Strukturen unter symmetrischer Belastung auf, was bei technischen An-
wendungen ha¨ufig der Fall ist. Im folgenden wird zuna¨chst auf einfache Verzwei-
gungspunkte eingegangen. Eine Erweiterung auf Mehrfachsingularita¨ten bereitet
dann keine grundlegenden Schwierigkeiten.
Fu¨r Einfachverzweigungen hat die Steifigkeitsmatrix im kritischen Punkt einen
einfachen Rangabfall. Nachdem im Verzweigungspunkt sowohl µ1 = 0 als auch
ΦT1 P= 0 gilt, ist die erste Zeile von Gl. 3.8 fu¨r beliebige Werte
dZ1
dt erfu¨llt, wa¨hrend
dZ2
dt ; : : : ;
dZn
dt weiterhin bestimmt werden ko¨nnen.
dZ1
dt
= α mit α 2 R (3.10)
dZi
dt =
1
µi
ΦTi P
dλ
dt mit i 6= 1 (3.11)
Eine Ru¨cktransformation in das kartesische Koordinatensystem (Gl. 3.5) ergibt
dann:
dU
dt =Φ

0; dZ2dt ; :::;
dZn
dt
T dλ
dt +αΦ1 (3.12)
bzw. :
dU
dt = U
 dλ
dt +αΦ1 (3.13)
Die Struktur kann im Verzweigungspunkt kraftfrei in Richtung des ersten Eigen-
vektors verschoben werden. Gl. 3.12 stellt eine Beziehung zwischen dUdt und
dλ
dt
her. Eine Ausage bezu¨glich des Terms dλdt ist indes noch nicht mo¨glich. Hierfu¨r
bedarf es der zweiten Ableitung der Gleichgewichtsbedingungen (Gl. 3.2):
d2G
dt2 =
∂K
∂U
dU
dt
dU
dt +K
d2U
dt2  P
d2λ
dt2 = 0 (3.14)
28
∂K
∂U stellt die partielle Ableitung der Steifigkeitsmatrix nach den Verschiebungen
dar, d.h einen Tensor dritter Stufe, dUdt die Ableitung der Verschiebungen nach
dem Pfadparameter t. Der Ausdruck dKU
dU
dt
dU
dt ist dann eine vektorielle Gro¨ße, die
numerisch bestimmt werden kann, s. Anhang A. Ein Einsetzen von Gl. 3.13 sowie
eine Multiplikation mit ΦT liefert dann die folgende Gleichung:
ΦT
∂K
∂U

U dλdt +αΦ1

U dλdt +αΦ1

+ΦT KΦ
d2Z
dt2  Φ
T P
d2λ
dt2 = 0 (3.15)
Da im Verzweigungspunkt ΦT1 KΦ1 = 0 sowie ΦT1 P = 0 gilt, entfallen die beiden
letzten Terme fu¨r die erste Zeile von Gl. 3.15. Somit steht eine skalare quadra-
tische Gleichung zur Verfu¨gung, aus der ein Zusammenhang zwischen dλdt und α
abgeleitet werden kann. Folgende Notation wird eingefu¨hrt:
ai = ΦTi
∂K
∂UΦ1Φ1 (3.16)
bi = ΦTi
∂K
∂UU

Φ1 (3.17)
ci = ΦTi
∂K
∂UU
U (3.18)
Die Ausdru¨cke ∂K∂UΦ1Φ1;
∂K
∂U U
Φ1; ∂K∂U U
U stellen wiederum vektorielle Gro¨ßen
dar, die nach Anhang A bestimmt werden. Die Verzweigungsbeziehung la¨ßt sich
somit folgendermaßen formulieren:
a1α
2
+2b1α
dλ
dt + c1

dλ
dt
2
= 0 (3.19)
Die Lo¨sung der Verzweigungsgleichung ist entscheidend von der Determinante
d = b12   a1c1 abha¨ngig. Fu¨r d > 0 liegt ein Verzweigungspunkt vor [18, 76].
Andernfalls (d < 0) handelt es sich bei der Singularita¨t um einen isolierten Punkt.
Isolierte Punkte genu¨gen den Gleichgewichtsbedingungen, liegen aber außerhalb
des Lo¨sungspfades [18]. Im Grenzfall (d = 0) liegt ein Ru¨ckkehrpunkt vor. Auf
die Spezialfa¨lle von Ru¨ckkehrpunkten und isolierten Punkten soll im weiteren
Verlauf nicht weiter eingegangen werden.
Die Lo¨sung von Gl. 3.19 fu¨r Verzweigungsprobleme ermo¨glicht eine Aussage
bezu¨glich des asymptotischen Stabilita¨tsverhaltens der Struktur am kritischen Punkt.
Prinzipiell kann die Verzweigung asymmetrischer als auch symmetrischer Natur
sein. Zuna¨chst wird auf den allgemeinen Fall der asymmetrischen Verzweigung
eingegangen. Der Sonderfall der symmetrischen Verzweigung wird im Anschluß
behandelt.
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3.3.2 Asymmetrische Verzweigung
Unabha¨ngig vom Wert der Koeffizienten a1;b1;c1 kann eine Lo¨sung von Gl. 3.19
stets in folgender Form angegeben werden.
dλ1;2
dt = κ1;2α (3.20)
Fu¨r den allgemeinen Fall mit a1 6= 0;b1 6= 0;c1 6= 0 gilt fu¨r die Koeffizienten κ1;2:
κ1;2 =
 b1
p
b12 a1c1
c1
(3.21)
Gl. 3.13 lautet somit:
dU
dt =

Uκ1;2 +Φ1

α (3.22)
Der betragsma¨ßig gro¨ßere Wert der beiden Lo¨sungen liefert die Tangente an den
Prima¨rpfad, wa¨hrend der betragsma¨ßig kleinere auf die Tangente an den Sekunda¨rpfad
fu¨hrt. Mit α 2 R kann dλ2dt negative Werte annehmen. Unsymmetrische Verzwei-
gungspunkte sind somit immer instabil. Fu¨r den Sonderfall c1 = 0, reduziert sich
die Verzweigungsbeziehung (Gl. 3.19) auf:

a1α+2b1
dλ
dt

α= 0 (3.23)
Aufgelo¨st nach dλdt ergibt sich dann der folgende Ausdruck fu¨r den Sekunda¨rpfad:
dλ2
dt = κ2α mit κ2 = 
a1
2b1
(3.24)
Fu¨r c1 = 0 stellt U die Tangente an den Prima¨rpfad dar. Gl. 3.13 beschreibt dann
die Beziehung des Sekunda¨rpfades relativ zum Prima¨rpfad. Diese Annahme stellt
die Basis fu¨r die Ableitungen von KOITERs Nachbeulanalyse dar, vgl. [59, 76].
Als Lo¨sung der Verzweigungsgleichung erha¨lt man einen relativen Zusammen-
hang zwischen den Variablen α und dλ2dt . Um z.B. mit Pfadverfolgungsalgorith-
men einen Wechsel vom Prima¨rpfad auf den Sekunda¨rpfad vorzunehmen, bedarf
es einer weiteren Bedingung wie z.B. der Bogenla¨ngengleichung (vgl. Gl. 3.86)
zur Festlegung des Pra¨diktorschrittes.
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3.3.3 Symmetrische Verzweigung
Fu¨r den Spezialfall a1 = 0, d.h. der Ausdruck ΦT1
∂K
∂UΦ1Φ1 verschwindet, liegt ein
symmetrisches Verzweigungsproblem vor. Bei symmetrischen Verzweigungspro-
blemen gilt somit:
dλ1
dt =  
2b1
c1
α sofern c1 6= 0 (3.25)
dλ2
dt = 0 (3.26)
Fu¨r den Sonderfall c1 = 0 folgt aus Gl. 3.23 unmittelbar Gl. 3.26. Unabha¨ngig von
c1 gilt somit:
dU2
dt = αΦ1 (3.27)
Symmetrische Verzweigungen sind dadurch kennzeichnet, daß am kritischen Punkt
auf dem sekunda¨ren Pfad keine Lastvera¨nderung erfolgt, wa¨hrend der Verschie-
bungszuwachs lediglich in Richtung der Beulform geht. Um zu entscheiden, ob
der singula¨re Punkt von stabiler oder instabiler Form ist, bedarf es einer Un-
tersuchung der ho¨heren Ableitung der Gleichgewichtsbedingung. Zuna¨chst wird
hierfu¨r dU
2
2
dt2 berechnet. Fu¨r den Sonderfall der symmetrischen Verzweigung lautet
Gl. 3.15 somit:
α2ΦT ∂K∂UΦ1Φ1+Φ
T KΦd
2Z
dt2  Φ
T Pd
2λ
dt2 = 0 (3.28)
Mit Gl. 3.16 bis Gl. 3.18:
α2ai +µi
d2Zi
dt2  Φ
T
i P
d2λ
dt2 = 0 (3.29)
Da dZdt und
d2Z
dt2 orthogonal sind, besitzt die zweite Ableitung der ersten genera-
lisierten Koordinate keine Anteile im ersten Eigenvektor. Die Auflo¨sung von Gl.
3.29 lautet somit:
d2Z1
dt2 = 0 (3.30)
d2Zi
dt2
=
ΦiP
µi
d2λ2
dt2
 
ai
µi
α2 (3.31)
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Die Transformation auf kartesische Koordinaten liefert:
d2U
dt2 = U
 d2λ2
dt2  Φ

0; a2
µ2
; :::
T
α2 (3.32)
Mit der folgenden Notation,
U = Φ

0; a2
µ2
; :::
T
(3.33)
ergibt dies:
d2U
dt2 = U
 d2λ2
dt2 +U

α2 (3.34)
Fu¨r eine Aussage bezu¨glich des Vorzeichens von dλ
2
dt2 wird sodann die 3. Ableitung
der Gleichgewichtsbedingungen (Gl. 3.1) herangezogen. Fu¨r
d3G
dt3
=
∂2K
∂U2
dU
dt
dU
dt
dU
dt
+3∂K∂U
dU
dt
d2U
dt2
+Kd
3U
dt3
 Pd
3λ
dt3
= 0 (3.35)
Fu¨r die symmetrische Verzweigung kann dUdt durch αΦ1 ersetzt werden, s. Gl.
3.13. Eine Multiplikation mit ΦT von links ermo¨glicht aus der ersten Zeile des so
entstehenden Gleichungssystems nach d2λdt2 aufzulo¨sen. Folgende Notation wird
dabei eingefu¨hrt:
e1 = ΦT1
∂2K
∂U2Φ1Φ1Φ1 (3.36)
f1 = ΦT1
∂K
∂UΦ1U

; (3.37)
Der Ausdruck ∂2K∂U2 stellt die zweite partielle Ableitung der Steifigkeitsmatrix nach
den Verschiebungen und damit einen Tensor vierter Stufe dar. ∂2K∂U2Φ1Φ1Φ1 wird
wiederum als vektorielle Gro¨ße interpretiert werden, die numerisch Wege be-
stimmt wird, s. Anhang A. Damit ergibt sich dann fu¨r d
2λ
dt2 (fu¨r α 6= 0):
d2λ
dt2 = α
2 e1 +3 f 1
3b1
(3.38)
Unabha¨ngig von α kann anhand der Koeffizienten b1;e1; f1 auf das Vorzeichen der
Kru¨mmung des Sekunda¨rpfades geschlossen werden. Dies ermo¨glicht zwischen
symmetrisch-stabilen

d2λ
dt2 > 0

und symmetrisch-instabilen

d2λ
dt2 < 0

Verzwei-
gungspunkten zu unterscheiden.
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3.4 Asymptotische Imperfektionsempfindlichkeit
Der Einfluß der geometrischen Imperfektionen auf die kritische Traglast kann
durch einen Sto¨rungsansatz dargestellt werden. Damit soll zuna¨chst untersucht
werden, welche Imperfektionsformen einen großen Einfluß auf die Versagens-
wahrscheinlichkeit haben. Gleichzeitig ist auch eine approximierte quantitative
Aussage bezu¨glich des Grenzzustandes des imperfekten Systems mo¨glich. Der
Zusammenhang zwischen geometrischen Imperfektionen und dem elastischen Sta-
bilita¨tsverhalten einer Struktur wurde bereits 1945 von KOITER untersucht [25,
72]. Derartige Ansa¨tze sind zusammen mit der Methode der Finiten Elemente ge-
rade in letzter Zeit wieder aufgegriffen worden [59, 62, 63].
Fu¨r die folgenden Ableitungen wird eine Imperfektion x durch eine Amplitude β
und eine normierte Imperfektionsform x0 dargestellt.
x = βx0 (3.39)
Die Gleichgewichtsbedingungen des imperfekten Systems sind von den Verschie-
bungen U, dem Lastfaktor λ sowie der Imperfektionsamplitude β abha¨ngig. Die
Imperfektionsgesetze von KOITER [25, 26, 59, 72] basieren auf einer Taylorent-
wicklung dieser Gleichgewichtsbedingungen nach β, λ und U um den kritischen
Punkt des perfekten Systems. Es wird davon ausgegangen, daß fu¨r das perfek-
te System eine weitere Gleichgewichtslage auf gleichem Lastniveau auf einem
zweiten Lo¨sungspfad existiert und es sich damit um einen Verzweigungspunkt
handelt. Die Verschiebungs- und Lastinkremente aus der TAYLOR-Entwicklung
werden nochmals in eine asymptotische Reihe der folgenden Form entwickelt.
∆U = αU1 +α2U2+α3U3 + ::: (3.40)
∆λ = αλ1 +α2λ2 +α3λ3 + : : : (3.41)
Der skalare Parameter α wird als inneres Produkt von ∆U mit U1 definiert. Die
Imperfektionsamplitude β wird durch folgenden exponentiellen Ansatz ebenfalls
in α dargestellt.
β= ζαγ (3.42)
Der Exponent γ > 0 wird ganzzahlig, abha¨ngig vom Typ des Verzweigungspro-
blems - fu¨r asymmetrische Verzweigungen zu γ= 2, bzw. fu¨r symmetrische Ver-
zweigungen zu γ= 3 - gewa¨hlt. Nachdem fu¨r beliebiges α alle Potenzen einzeln
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zu Null werden mu¨ssen, ko¨nnen die so entstehenden Gleichungen rekursiv nach
λ1;U1 sowie λ2;U2; : : : aufgelo¨st werden. Wenn der Parameter ζwieder durch Gl.
3.42 ausgedru¨ckt wird, wird eine Funktion λ(α) formuliert, deren Maximum die
kritische Last der imperfekten Struktur darstellt. In λ(α) treten Steigungs- und
Kru¨mmungskoeffizienten fu¨r den Gleichgewichtspfad der perfekten Struktur auf.
Damit werden die kritischen Lasten des imperfekten Systems eine Funktion des
Nachbeulverhaltens der perfekten Struktur.
Die folgenden Ausfu¨hrungen zeigen eine alternative Ableitung der Imperfektions-
gesetze. Die Beziehungen werden an Hand der Gleichgewichtsbedingungen so-
wie der Singularita¨tsbedingung der imperfekten Struktur formuliert [59]. Die Ent-
wicklung ist folgerichtig fu¨r Durchschlags- und Verzweigungsprobleme mo¨glich.
3.4.1 Grundlagen zur Herleitung der Imperfektionsgesetze
Analog zu Kap. 3.3 beruhen die Ansa¨tze auf einer Entwicklung der Gleichge-
wichtsbedingungen am kritischen Punkt, wobei jetzt zusa¨tzlich noch die Imper-
fektionsamplitude β beru¨cksichtigt wird. Die Gleichgewichtsbedingungen lauten
in diesem Fall:
G = R (U (t) ; β(t)) λ(t)P = 0 (3.43)
Als weitere Ausgangsgleichung dient die Singularita¨tsbedingung in folgender Form:
S = K (U (t) ;β(t))Φ1 (t) = 0 (3.44)
Sowohl Gl. 3.43 als auch Gl. 3.44 werden in eine Reihe um den kritischen Punkt
(Index c) entwickelt:
G = Gc +
dGc
dt ∆t +
1
2
d2Gc
dt2 ∆t
2
+
1
6
d3Gc
dt3 ∆t
3
+ ::: (3.45)
S = Sc +
dSc
dt
∆t + 1
2
d2Sc
dt2
∆t2 + 1
6
d3Sc
dt3
∆t3 + ::: (3.46)
Am kritischen Punkt gilt Gc = Sc = 0. Nachdem Gl. 3.45 sowie Gl. 3.46 fu¨r belie-
bige, hinreichend kleine ∆t gelten, mu¨ssen jeweils die Einzelterme verschwinden.
Die Amplitude β sowie der Lastfaktor λ werden formal ebenfalls in eine Reihe
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entwickelt:
β = dβdt ∆t +
1
2
d2β
dt2 ∆t
2
+
1
6
d3β
dt3 ∆t
3
::: (3.47)
λ = λc +
dλ
dt ∆t +
1
2
d2λ
dt2 ∆t
2
+
1
6
d3λ
dt3 ∆t
3
::: (3.48)
Zur Ableitung der Imperfektionsgesetze wird nun der erste, von Null verschiedene
Term fu¨r Gl. 3.47 und Gl. 3.48 ermittelt. Eine Elimination des Pfadparameters ∆t
fu¨hrt dann direkt auf eine Beziehung zwischen der kritischen Last des imperfekten
Systems und der Imperfektionsamplitude. Dazu werden jeweils die n-te Ableitung
der Gleichgewichtsbedingungen Gl. 3.45 sowie die (n 1)-te Ableitung der Sin-
gularita¨tsbedingung Gl. 3.46 (mit n = 1;2 : : :) betrachtet.
Zuna¨chst werden die ersten Ableitungen der Gleichgewichtsbedingung Gl. 3.43
sowie die Singularita¨tsbedingung Gl. 3.44 herangezogen:
dGc
dt = K
dU
dt +
∂R
∂β
dβ
dt  
dλ
dt P = 0 (3.49)
Eine Multiplikation von Gl. 3.49 mit ΦT und eine Transformation U = ΦZ mit
ΦT KΦ= diag (µi) ergibt die folgenden, voneinander entkoppelten Gleichungen:
µi
dZi
dt +Φ
T
i
∂R
∂β
dβ
dt =Φ
T
i P
dλ
dt (3.50)
Im singula¨ren Punkt gilt µ1 = 0 und damit die Beziehung:
ΦT1
∂R
∂β
dβ
dt =Φ
T
1 P
dλ
dt (3.51)
Zuna¨chst soll davon ausgegangen werden, daß ein Durchschlagsproblem vorliegt
und somit ΦT1 P 6= 0 gilt:
3.4.2 Durchschlagsprobleme
In diesem Fall kann Gl. 3.51 unmittelbar nach dλdβ aufgelo¨st werden:
dλ
dβ =
ΦT1
∂R
∂β
ΦT1 P
(3.52)
35
Fu¨r Durchschlagsprobleme ergibt sich fu¨r eine vorgegebene Imperfektionsampli-
tude folgende Na¨herungslo¨sung fu¨r die kritische Last des imperfekten Systems.
λ λc =
ΦT1
∂R
∂β
ΦT1 P
β (3.53)
Sofern ΦT1 P = 0 gilt, liegt ein Verzweigungsproblem vor. Zuna¨chst soll auf den
allgemeinen Fall der asymmetrischen Verzweigung eingegangen werden.
3.4.3 Asymmetrische Verzweigungen
Fu¨r Verzweigungsprobleme gilt ΦT1 P = 0, somit reduziert sich Gl. 3.51 zu:
ΦT1
∂R
∂β
dβ
dt = 0 (3.54)
Sofern die Ru¨ckstellkra¨fte nicht orthogonal zum Beulvektor sind, d.h.
ΦT1
∂R
∂β 6= 0, muß
dβ
dt = 0 gelten. Fu¨r diesen Fall besitzt die Ableitung
dλ
dβ = 0 offen-
sichtlich einen infiniten Wert. Kleine Imperfektionen haben somit eine vergleich-
bar große Auswirkung auf die kritische Last. Im folgenden soll der Sonderfall
ΦT1
∂R
∂β = 0 durch Φ
T
1
∂R
∂β ! 0 approximiert werden. Mit einem verschwindenden
dβ
dt -Term reduziert sich die 1. Ableitung der Gleichgewichtsbedingungen des im-
perfekten Systems (Gl. 3.49) dann auf die des perfekten Systems, vgl. Gl. 3.3. Gl.
3.13 stellt in diesem Fall die Lo¨sung fu¨r das gesuchte Verschiebungsinkrement dar.
Fu¨r eine Aussage bezu¨glich des Imperfektionsverhaltens wird auf die 2. Ableitung
der Gleichgewichtsbedingung sowie die 1. Ableitung der Singularita¨sbedingung
zuru¨ckgegriffen. Diese lauten fu¨r den Sonderfall dλdβ = 0:
d2G
dt2 =
∂K
∂U
dU
dt
dU
dt +K
d2U
dt2 +
∂R
dβ
d2β
dt2  P
d2λ
dt2 = 0 (3.55)
dS
dt =
∂K
∂U
dU
dt Φ1 +K
dΦ
1
dt = 0 (3.56)
Die Terme ∂K∂U
dU
dt
dU
dt sowie
∂K
∂U
dU
dt Φ1 werden nach Anhang A bestimmt. Einsetzen
von Gl. 3.13 in die erste Ableitung der Singularita¨tsbedingung, Gl. 3.56 und eine
Multiplikation mit dem Beulvektor ΦT1 ermo¨glicht dann direkt nach dem Term dλdt
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aufzulo¨sen. Wenn Gl. 3.16 bis Gl. 3.18 verwendet werden, ergibt sich:
dλ
dt = α
a1
b1
(3.57)
Interessanterweise stellt dies genau den doppelten Wert des dλdt -Terms des Se-
kunda¨rpfades fu¨r das perfekte System dar. Das Verschiebungsinkrement lautet
somit:
dU
dt =

 
a1
b1
U +Φ1

α (3.58)
Der Term d
2β
dt2 wird aus der zweiten Ableitung der Gleichgewichtsbeziehung be-
stimmt. Gl. 3.55 wird mit ΦT multipliziert, wiederum werden generalisierte Ko-
ordinaten verwendet. Mit Gl. 3.58 sowie Gl. 3.16 bis Gl. 3.18 folgt dann:
α2

ai 2
a1
b1
bi +
a21
b21
ci

+µi
d2Zi
dt2 +Φ
T
i
∂R
dβ
d2β
dt2  Φ
T
i P
d2λ
dt2 = 0 (3.59)
Fu¨r i = 1 kann direkt nach d
2β
dt2 aufgelo¨st werden. Nach kurzer Umformung ergibt
sich:
d2β
dt2 = α
2
a1

1  a1c1b21

ΦT1
∂R
dβ
(3.60)
Zur Berechnung der ¨Anderung der kritischen Last werden die Reihenentwicklun-
gen Gl. 3.47 nach dem zweiten sowie Gl. 3.48 nach dem erstem Term abgebro-
chen. Eine Elimination des Pfadinkrements ∆t ergibt dann den folgenden einfa-
chen Zusammenhang zwischen kritischer Last des imperfekten Systems und der
Imperfektionsamplitude:
λ= λc 2
v
u
u
t
a1
2b1
1
1  a1c1b21
βΦT1 ∂Rdβ
b1
(3.61)
Der Faktor a12b1 stellt die Steigung des Sekunda¨rpfades im kritischen Punkt fu¨r den
Fall c1 = 0 dar. Im Vergleich zu den in [25, 26, 72] angebenen Ausdru¨cken tritt
in Gl. 3.61 zusa¨tzlich noch der Term 11  a1c1
b21
auf. Die in der Literatur angebenen
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Ableitungen beziehen den Sekunda¨rpfad stets auf den Prima¨rpfad, was in der Ver-
zweigungsbeziehung jedoch nicht notwendigerweise der Fall sein muß. Fu¨r den
Sonderfall c1 = 0, was dann einem Bezug des Sekunda¨rpfades auf den Prima¨rpfad
entspricht [76], vgl. Kap. 3.3.3, sind die Beziehungen identisch.
3.4.4 Symmetrische Verzweigungen
Fu¨r symmetrische Verzweigungen gilt a1 = 0, vgl. Kap. 3.3.3, und damit nach Gl.
3.60 d
2β
dt2 = 0. Somit ist mit Gl. 3.61 noch keine Aussage bezu¨glich des Imperfek-
tionsverhaltens mo¨glich. Fu¨r symmetrische Verzweigungspunkte entsprechen die
Gleichgewichtsbeziehungen des imperfekten denen des perfekten Systems bis zu
den Ableitungen zweiter Ordnung! Damit ergeben sich fu¨r den Ausdruck d2Udt2 die
bereits in Gl. 3.32 ermittelte Beziehung.
Aus Gl. 3.56 kann zuna¨chst die ¨Anderung des 1. Eigenvektors berechnet werden.
dΦ1
dt =  αΦ
2
4
0
1=µ2
1=µ
:::
3
5ΦT
∂K
∂UΦ1Φ1 mit
dΦT1
dt Φ1 = 0 (3.62)
Ein Vergleich mit Gl. 3.28 und Gl. 3.33 zeigt, daß dΦ1dt = αU
 gilt. Nun wird
fu¨r symmetrische Verzweigungspunkte die 3. Ableitung der Gleichgewichtsbe-
dingung und die 2. Ableitung der Singularita¨tsbeziehung betrachtet:
∂2K
∂U2
dU
dt
dU
dt
dU
dt +3
∂K
∂U
dU
dt
d2U
dt2 +K
d3U
dt3 +
∂R
dβ
d3β
dt3  P
d3λ
dt3 = 0
(3.63)
∂2K
∂U2
dU
dt
dU
dt +
∂K
∂U
d2U
dt2

Φ1 +2
∂K
∂U
dU
dt
dΦ1
dt +K
d2Φ1
dt2 = 0
(3.64)
Ein Einsetzen der Verschiebungsbeziehung in die mit Φ1 multiplizierte 2. Ab-
leitung der Singularita¨tsbedingung, Gl. 3.64, erlaubt dann direkt nach d2λdt2 auf-
zulo¨sen. Mit den Abku¨rzungen Gl. 3.36, Gl. 3.37 ergibt sich dann:
d2λ
dt2 = α
2 e1 +3 f1
b1
(3.65)
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Dies entspricht der dreifachen Kru¨mmung des Sekunda¨rpfades des perfekten Sy-
stems, vgl. Gl. 3.38. Die 2. Ableitung der Verschiebungen lautet somit:
d2U
dt2 = α
2

 
e1 +3 f1
b1
U+U

(3.66)
Fu¨r eine Bestimmung des Ausdrucks d
3β
dt3 werden die 3. Ableitungen der Gleich-
gewichtsbedingungen herangezogen. Durch Multiplikation von Gl. 3.63 mit ΦT1
kann direkt nach dem gesuchten Term aufgelo¨st werden. Nach kurzer Umformung
ergibt sich:
d3β
dt3 = α
3 2 (e1 +3 f1)
ΦT1
∂R
dβ
(3.67)
Somit sind die Terme d2λdt2 und
d3β
dt3 bekannt. Zur Berechnung der kritischen Last des
imperfekten Systems werden die Reihenentwicklungen Gl. 3.47 nach dem dritten
sowie Gl. 3.48 nach dem zweiten Term abgebrochen. Eine Elimination des Pfad-
parameters∆t ergibt dann das Imperfektionsgesetz fu¨r symmetrische Verzweigun-
gen.
λ= λc 
e1 +3 f1
2b1
 
3βΦT1 ∂Rdβ
e1 +3 f1
!
2
3
(3.68)
Die asymptotische Beziehung ist sowohl fu¨r stabile als auch instabile Verzwei-
gungen gu¨ltig. Nach kurzer Umformung ergibt sich die folgende Form:
λ= λc 3
3
v
u
u
t
e1 +3 f1
6b1
 βΦT1 ∂Rdβ
2b1
!2
(3.69)
Die Reihenentwicklungen in Gl. 3.41 und Gl. 3.48 unterscheiden sich durch den
Faktor 1
n! . Der Term
e1+3 f1
6b1 unter dem Wurzelausdruck stellt die halbe Kru¨mmung
des Gleichgewichtspfades dar. Gl. 3.69 entspricht damit den auch in [25, 26, 59,
72] angegebenen Formulierungen, siehe hierzu auch [76].
3.5 Mehrfachverzweigungen
Fu¨r Mehrfachverzweigungen ko¨nnen die in Kap. 3.3 abgeleiteten Beziehungen
fu¨r die Nachbeulanalyse sowie die in Kap. 3.4 abgeleiteten Imperfektionsgesetze
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nicht unmittelbar zur Anwendung gelangen. Zweifachverzweigungen treten bei-
spielsweise bei symmetrischen Strukturen unter symmetrischer Belastung auf. Fu¨r
technische Anwendungen ist dies ha¨ufig der Fall. Beispiele hierfu¨r sind in etwa
Kreiszylinder unter axialer Belastung. Fu¨r die folgenden Ableitungen wird da-
bei davon ausgegangen, daß ΦTi P = 0 mit i = 1;m, wobei m den Rangabfall der
Steifigkeitsmatrix darstellt.
3.5.1 Unsymmetrische Verzweigungen
Zuna¨chst werden wiederum die Beziehungen am perfekten System betrachetet.
Fu¨r Gl. 3.13 gilt dann fu¨r eine mehrfache Singularita¨t:
dU
dt = U
 dλ
dt + ∑i=1;mαiΦi (3.70)
mit
U =Φ

0; :::0; dzm+1dt ; :::;
dzn
dt
T
(3.71)
wobei die Koeffizienten αi, i = 1;m unbestimmt sind. Einsetzen der Gl. 3.70 in
die 2. Ableitung der Gleichgewichtsbedingungen (Gl. 3.14) liefert letztlich das
folgende Gleichungssystem fu¨r die Verzweigungsbeziehung, vgl. [76]:
∑
j;k=1;m
ai jkα jαk +2 ∑
j=1;m
bi jα j
dλ
dt + ci

dλ
dt
2
= 0; i = 1;m (3.72)
mit den folgenden Koeffizienten:
ai jk = ΦTi
∂K
∂UΦ jΦk (3.73)
bi j = ΦTi
∂K
∂UU

Φ j (3.74)
ci = ΦTi
∂K
∂UU
U (3.75)
Die vektoriellen Terme ∂K∂UΦ jΦk;
∂K
∂U U
Φ j; ∂K∂U U
U ko¨nnen wie in Anhang A be-
schrieben numerisch bestimmt werden. Sofern die Doppelsumme in Gl. 3.72 fu¨r
beliebige αi nicht verschwindet, d.h. mindestens ein ai jk muß von Null verschie-
den sein, liegt eine unsymmetrische Verzweigung vor. Damit wird auf das imper-
fekte System u¨bergegangen und der Ru¨ckstellkraftvektor R im singula¨ren Zustand
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des perfekten Systems bestimmt. Prinzipiell stellen alle Linearkombinationen der
Singularita¨tsvektoren Beulformen dar, fu¨r die die Singularita¨tsbedingung Gl. 3.44
formuliert werden kann:
ΦM = ∑
i=1;m
kiΦi; (3.76)
wobei die Norm der Beulform gleich bleiben muß:
∑
i=1;m
k2i = 1 (3.77)
Mit dieser maßgeblichen Beulform wird das Imperfektionsgesetz, wie in Kap.
3.4.3 beschrieben, abgeleitet, wobei Φ1 durch ΦM ersetzt wird. Letztlich ergibt
sich fu¨r asymmetrische Verzweigungen mit einer m-fachen Singularita¨t die fol-
gende Beziehung, vgl. Gl. 3.61.
λ= λc 2
v
u
u
t
aM
2bM
1
1  aMcMbM
βΦM ∂Rdβ
bM
(3.78)
Die Koeffizienten aM;bM;cM ha¨ngen u¨ber die Gl. 3.73 bis Gl. 3.75 von den Koeffi-
zienten ki, i= 1;m und den Nachbeulkoeffizienten des perfekten Systems (ai jk;bi j;ci
mit i; j;k = 1;m) ab. Als die maßgebliche Kombination soll diejenige gelten, fu¨r
die Gl. 3.78 gerade ein Minimum annimmt. Sofern sa¨mtliche Koeffizienten ai jk
zu Null werden, liegt ein symmetrisches Verzweigungsproblem vor.
3.5.2 Symmetrische Verzweigung
¨Ahnlich wie in Kap. 3.4.4 wird zuna¨chst die Kru¨mmungsbeziehung des Gleichge-
wichtspfades aus den 2. Ableitungen der Gleichgewichtsbedingungen bestimmt:
d2U
dt2 = U
 d2λ
dt2 + ∑i; j=1;mαiα jU

i j (3.79)
wobei
Ui j = Φ
2
6
6
4
0 : : :
0
1=µm+1
1=µ
:::
3
7
7
5
ΦT
∂K
∂UΦiΦ j (3.80)
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mit ΦTi U

i j =ΦTj U

i j = 0; i; j = 1;m (3.81)
Damit kann die 3. Ableitung der Gleichgewichtsbedingungen herangezogen wer-
den. Letztlich ergibt sich folgendes Gleichungssystem:
∑
j;k;l=1;m
 
ei jkl +3 fi jkl

α jαkαl +3 ∑
j=1;m
bi jα j
d2λ
dt2 = 0; i = 1;m (3.82)
Dabei soll folgende Notation gelten:
ei jkl = Φi
∂2K
∂U2Φ jΦkΦl (3.83)
fi jkl = Ui j
∂K
∂UΦkΦl (3.84)
Die Terme ∂2K∂U2Φ jΦkΦl;
∂K
∂UΦkΦl werden entsprechend Anhang A bestimmt. Da
Gl. 3.82 aus einer Summe aus Termen besteht, deren Faktoren unbestimmt sind,
und nicht wie fu¨r Einfachverzweigungen isoliert werden ko¨nnen, vgl. Gl. 3.38,
kann die Kru¨mmung der sekunda¨ren Gleichgewichtspfade negativ werden. Sym-
metrische Mehrfachverzweigungen sind daher instabil. Die Last-Imperfektions-
beziehung leitet sich dann analog zu Kap. 3.4.4 ab. D.h. es wird wiederum von
den Gleichgewichtsbedingungen und einer Singularita¨tsbedingung (Gl. 3.43 und
Gl. 3.44) ausgegangen. Der Singula¨rvektor in Gl. 3.44 stellt nun jedoch eine Line-
arkombinationΦM aller mo¨glichen Singula¨rvektoren dar! Damit ergibt sich letzt-
lich wieder eine Last-Imperfektionsbeziehung entsprechend Gl. 3.68 wobei die
Koeffizienten b1;e1; f1 durch bM;eM; fM ersetzt werden:
λ= λc 
eM +3 fM
2bM
 
3βΦTM ∂Rdβ
eM +3 fM
!
2
3
(3.85)
Die Nachbeulkoeffizienten bM;eM; fM sind jeweils Linearkombinationen der bi j,
der ei jkl, sowie der fi jkl. Damit stellt Gl. 3.85 wieder eine Funktion dar, fu¨r die ein
Minimum gesucht werden kann.
Diskussionsbeitra¨ge bezu¨glich des Imperfektionseinflusses bei Mehrfachverzwei-
gungen sind u.a. auch in [25, 39, 40, 42] zu finden. In [25] wird mit einer a¨hnliche
Vorgehensweise, wie in diesem Kapitel vorgeschlagen, auf die gleichen Ergebnis-
se geschlossen. In [39, 40, 42] erfolgt die Ableitung der Imperfektionsgesetze fu¨r
Mehrfachverzweigung auf der Basis einer Variationsformulierung. Die Traglast
des imperfekten System wird fu¨r Konstellationen ki erreicht, fu¨r die die Steigung
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bzw. die Kru¨mmung des perfekten Gleichgewichtspfades im Nachbeulbereich ein
Minimum annimmt. Dies entspricht einer Minimierung des Terms eM+3 fMbM . Der
derartig bestimmte Wert ist damit ho¨her als der nach Gl. 3.85. Es bleibt zu untersu-
chen, inwieweit eine Wichtung bezu¨glich des Einflusses der Imperfektionsformen
auf die Traglast mit beiden Varianten mo¨glich ist.
3.6 Gleichgewicht und Pfadverfolgung
Fu¨r nichtlineare Vorbeulzusta¨nde kann das Stabilita¨tsverhalten der Struktur mit
Hilfe von Pfadverfolgungsalgorithmen begleitend untersucht [64, 76] werden. Im
folgenden werden die Methoden, wie sie in der vorliegenden Arbeit angewendet
wurden, skizziert.
Pfadverfolgungsalgorithmen stellen zweistufige inkrementell-iterative Verfahren
dar, um an diskreten Punkten des Kraft-Verschiebungsverlaufs Gleichgewichtsbe-
dingung zu erfu¨llen. Ausgehend von einem bekannten Gleichgewichtspunkt er-
folgt zuna¨chst ein Pra¨diktorschritt. In der darauffolgenden Korrektorphase wer-
den Gleichgewichtsiterationen mit Hilfe des Newton - Verfahrens ausgefu¨hrt, um
einen neuen Gleichgewichtspunkt zu bestimmen (siehe Abb. 3.2).
λ
U
Prädiktor
Korrektoriterationen
Gleichgewichtspunkt
Startpunkt der Iteration
Gleichgewichtspfad
Abbildung 3.2: Pra¨diktor-Korrektor-Verfahren
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UU
λ
λ
c
Σ∆λi
Σ∆Uic∆U0
Prädiktor
Korrektoriterationen
Abbildung 3.3: Pra¨diktor
3.6.1 Pra¨diktorschritt
Der Pra¨diktorschritt stellt im einfachsten Fall eine tangentielle Fortsetzung der
Last-Verschiebungsbeziehung an einem bekannten Gleichgewichtspunkt ˜U; ˜λ (sie-
he Abb. 3.3) dar:

Upr
λpr

=

˜U
˜λ

+ c

∆U0
1

(3.86)
Das Verschiebungsinkrement ∆U0 resultiert aus der Lo¨sung des linearen Glei-
chungssystems
K∆U0 = P; (3.87)
wobei K die tangentielle Steifigkeitsmatrix im Gleichgewichtspunkt darstellt. Der
Faktor c in Gl. 3.86 skaliert den Pra¨diktorschritt u¨ber die Vorgabe eines Lastschrit-
tes, einer Verschiebungsnorm oder einer Bogenla¨nge:
Lastschritt Verschiebung Bogenla¨nge
c = ∆λstep c = jj
∆Ustepjj
jj∆U0jj c =
sstep
p
jj∆U0jj2+Ψ2∆λ2
Der Parameter Ψ zur Beschreibung der Bogenla¨nge stellt einen Skalierungsfaktor
dar, dessen Eigenschaften am Ende dieses Abschnitts diskutiert werden. Fu¨r stark
nichtlineare Probleme ko¨nnen Pra¨diktorschritte, die die Kru¨mmung des Gleichge-
wichtspfades beru¨cksichtigen, vorteilhaft sein [76].
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3.6.2 Korrektoriterationen
Korrektoriterationen fu¨hren das System nach dem Pra¨diktorschritt wieder auf einen
Gleichgewichtszustand zuru¨ck. Den Gleichgewichtsbedingungen wird eine Ne-
benbedingung hinzugefu¨gt, die die Form der auszufu¨hrenden Korrektoriterationen
kennzeichnet. Das so erweiterte Gleichungssystem lautet dann:

G (U;λ)
f (U;λ)

= 0 (3.88)
Die konsistente Linearisierung von Gl. 3.88 an einem Gleichgewichtspunkt ˜U; ˜λ
fu¨hrt auf folgendes Gleichungssystem:

K  P
∂ f
∂U
∂ f
∂λ

∆U
∆λ

= 

G (U;λ)
f (U;λ)

(3.89)
K stellt dabei die tangentielle Steifigkeitsmatrix und P den Lastvektor dar, ∂ f∂U
stellt die partielle Ableitung der Nebenbedingung nach den Verschiebungen (d.h.
eine Matrix der Dimension 1*Anzahl der Freiheitsgrade) dar. Prinzipiell ko¨nnen
fu¨r die Gleichgewichtsiterationen sowohl das Standard Newton Raphson Verfah-
ren als auch das Modifizierte Newton Raphson Verfahren angewendet werden.
Wa¨hrend beim Standard Verfahren die Steifigkeitsmatrix in jedem Iterationsschritt
neu aufgebaut und faktorisiert werden muß, wird beim modifizierte Verfahren le-
diglich eine Faktorisierung beno¨tigt. Da beide Verfahren Vor- und Nachteile haben
[58], ist eine diesbezu¨gliche Entscheidung problemorientiert zu treffen.
Um die Symmetrieeigenschaften der Steifigkeitsmatrix auszunutzen, erfolgt die
Lo¨sung des nicht mehr symmetrischen Gleichungssystems (Gl. 3.89) mit Hilfe
der Partitionierungsmethode [76]. Im Iterationsschritt i setzt sich das Verschie-
bungsinkrement aus zwei Anteilen zusammen.
∆Ui = ∆UGi +∆λi∆UPi (3.90)
Die beiden Teillo¨sungen lauten:
∆UGi =  Ki 1Gi (3.91)
∆UPi = Ki 1P (3.92)
Das unbekannte Lastinkrement erha¨lt man dann aus den linearisierten Nebenbe-
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dingung (Gl. 3.89).
∆λi = 
fi + ∂ f i∂U
T
∆UGi
∂ f i
∂λ +
∂ f i
∂U
T
∆UP i
(3.93)
Nachdem die Verschiebungsinkremente mit Gl. 3.90 bestimmt sind, ko¨nnen die
Zustandsvariablen korrigiert werden:
Ui+1 = Ui +∆Ui (3.94)
λi+1 = λi +∆λi (3.95)
Diese Iteration wird solange wiederholt, bis eine Toleranzgrenze fu¨r die Gleich-
gewichtsbedingung erfu¨llt ist. Als Maß eignen sich z.B.:
p
GT G < TOL (3.96)
Die Nebenbedingung beschreibt die Art der Iteration auf den neuen Gleichge-
wichtszustand. Fu¨r deren Formulierung gibt es unterschiedliche Verfahren die z.B.
in [64, 76] aufgefu¨hrt sind. Die bekanntesten Verfahren sind die Laststeuerung, die
Iteration auf einer “Kugelfla¨che” sowie die Iteration auf einer Tangentenebene. Im
Rahmen dieser Arbeit sind die ersten beiden Verfahren angewendet worden.
Laststeuerung
Innerhalb eines Inkrements bleibt die Belastung konstant, s. Abb. 3.4, die Neben-
bedingung lautet dann [76]:
f = λ  c = 0 mit c = const: (3.97)
Die partiellen Ableitungen der Nebenbedingung sind dann:
∂ f
∂U = 0 (3.98)
∂ f
∂λ = 1 (3.99)
Somit stellt Gl. 3.90 die Grundgleichung des Newtonverfahrens dar.
∆Ui = K 1i (cP R(U)) (3.100)
46
 U i
λ
 U i
λ Lastkontrolle Bogenlängenverfahren
Abbildung 3.4: Iterationsverlauf fu¨r unterschiedliche Nebenbedingungen
Iteration auf einer “Kugelfla¨che”
Liegt, wie in Abb. 3.2 dargestellt, kein eindeutiger Zusammenhang zwischen Last
und Verschiebung vor, werden Nebenbedingungen beno¨tigt, mit denen die Anna¨he-
rung an die Gleichgewichtslo¨sung nicht allein durch Verschiebungsgro¨ßen, son-
dern auch durch eine ¨Anderung der Belastungsgro¨ßen erreicht wird. Eine solche,
ha¨ufig verwendete Nebenbedingung basiert auf folgender Gleichung [59]:
f (U;λ) =
r
 
U  ˜U
T  U  ˜U

+Ψ2

λ  ˜λ
2
  s (3.101)
Der Faktor Ψ wird beno¨tigt, da in Gl. 3.101 Gro¨ßen unterschiedlicher Dimensi-
on enthalten sind. Ψ = 0 entspricht einem zylindrischen Bogenla¨ngenverfahren.
Durch sehr große Werte (Ψ! ∞) geht das Verfahren wiederum in Richtung Last-
kontrolle. Wie in [59] vorgeschlagen, wird der Wert des Parameters mit der Zahl
der Systemfreiheitsgrade und der Norm des Pra¨diktorschritts festgelegt:
Ψ=



Upr




n
(3.102)
Die partiellen Ableitungen der Nebenbedingungen, die fu¨r Gl. 3.89 bzw. Gl 3.93
beno¨tigt werden, lauten dann:
∂ f
∂U =
1
f + s
 
U  ˜U
 (3.103)
∂ f
∂λ =
Ψ2
f + s

λ  ˜λ

(3.104)
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3.7 Bestimmung singula¨rer Punkte
Eine Diskussion bezu¨glich der Bestimmung singula¨rer Punkte findet sich in [15,
58, 59, 76, 78, 79]. Im wesentlichen kann zwischen zwei Verfahren unterschieden
werden. Mit einer Reihenentwicklung der Steifigkeitsmatrix kann der niedrigste
kritische Punkt u¨ber ein Eigenwertproblem bestimmt werden. Diese, auch als In-
differenzenverfahren bezeichnete Vorgehensweise hat sich vor allem fu¨r Proble-
me mit na¨herungsweise linearem Vorbeulverhalten bewa¨hrt. Fu¨r ein nichtlinea-
res Vorbeulverhalten empfiehlt sich eine Verfolgung des Lo¨sungspfades, wa¨hrend
dessen das Stabilita¨tsverhalten der Struktur begleitend untersucht wird. Zur Be-
stimmung des singula¨ren Punktes kann dann im wesentlichen wiederum zwischen
zwei Methoden unterschieden werden. Die Lage des kritischen Punktes kann aus
den ermittelten Gleichgewichtspunkten interpoliert werden. Um die Genauigkeit
zu steigern, bedarf es hierbei im Rahmen der Pfadverfolgung einer Reduzierung
der Schrittweite in der Na¨he der Singularita¨t. Daneben ko¨nnen direkte Methoden
angewendet, um singula¨re Punkte mo¨glichst genau zu bestimmen.
3.7.1 Das Indifferenzenverfahren
Das Indifferenzenverfahren [15, 58] basiert auf dem Standardeigenwertproblem
fu¨r die tangentielle Steifigkeitsmatrix. Fu¨r Nulleigenwerte verbleibt die Singula-
rita¨tsbedingung KΦ= 0. Die Steifigkeitsmatrix wird in eine asymptotische Reihe
um einen Grundzustand bezu¨glich des Lastparameters entwickelt:
K = K0+λK1+λ2K2 + :::λnKn (3.105)
Das Eigenwertproblem lautet dann:
 
K0 +λK1+λ2K2+ :::λnKn

Φ= 0 (3.106)
Der niedrigste Eigenwert fu¨hrt zur kritischen Last [15, 58]. Um die Matrizen K i
zu erhalten wird K0 bestimmt und zu n Laststufen des Vorbeulpfades Gleich-
gewichtszusta¨nde gesucht. An diesen Punkten des Last-Verschiebungs-Verlaufes
werden die tangentiellen Steifigkeitsmatrizen KT i aufgebaut. Die Ki berechnen
sich dann aus folgender Beziehung:
2
4
KT 1 K0
:::
KT n K0
3
5
=
2
4
λ1 λ21 ::: λn1
:::
λn λ2n ::: λnn
3
5
2
4
K1
:::
Kn
3
5 (3.107)
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Fu¨r Vorbeulzusta¨nde die linear von den Verformungen abha¨ngen, wird die Reihe
nach dem ersten Glied abgebrochen. In diesem Fall fu¨hrt das Indifferenzenver-
fahren auf exakte Ergebnisse fu¨r die kritische Last. Um K1 zu bestimmen wird
zuna¨chst das System mit Lastfaktor λ1 gelo¨st. Die tangentielle Steifigkeitsmatrix
wird am ermittelten Verschiebungszustand erneut berechnet. Der verformungs-
abha¨ngige Anteil der Steifigkeitsmatrix bestimmt sich dann aus der Differenz der
neuen und der alten Steifigkeitsmatrix. Im Gegensatz zum Term K0 ist der Term
K1 nicht notwendigerweise positiv definit. Eine Normierung der Eigenvektoren
auf K1 ist damit nicht mo¨glich. Zur Lo¨sung des Eigenwertproblems mu¨ssen ge-
sonderte Maßnahmen getroffen werden, auf die im Anhang B eingegangen wird.
Werden ho¨here Terme beru¨cksichtigt bereitet die Lo¨sung des Eigenwertproblems
(Gl. 3.106) Schwierigkeiten. Fu¨r na¨herungsweise lineares Vorbeulverhalten, wie
z.B. bei Kreiszylindern unter axialer Belastung, wird folgende Vorgehensweise
vorgeschlagen. Die Lo¨sung des linearen Eigenwertproblems fu¨hrt auf k Eigen-
vektoren Φlin mit denen eine Projektion der tangentiellen Matrizen in den aufge-
spannten Unterraum durchgefu¨hrt werden kann:
KT

i =ΦTlinKT iΦlin (3.108)
Mit den projizierten Matrizen werden die Ki nach Gl. 3.107 bestimmt. Das Ei-
genwertproblem (Gl. 3.106) ist dann von Dimension k und kann iterativ gelo¨st
werden. Bereits mit Beru¨cksichtigung der Terme 2. Ordnung la¨ßt sich z.B. fu¨r axi-
al belastete Kreiszylinder die kritische Last sehr genau bestimmen. Die Beru¨ck-
sichtigung ho¨herer Terme bedarf einer entsprechend genauen Bestimmung der
Gleichgewichtspunkte. In Anhang D ist ein Beispiel zum Indifferenzenverfahren
aufgefu¨hrt.
3.7.2 Kritische Punkte mit Hilfe von Pfadverfolgung und be-
gleitenden Maßnahmen
Zusammen mit begleitenden Maßnahmen werden Pfadverfolgungsalgorithmen,
vgl. Kap. 3.6, ha¨ufig eingesetzt, um singula¨re Punkte fu¨r Systeme mit nichtli-
nearem Vorbeulzustand zu bestimmen. Als begleitende Maßnahme kann z.B. der
niedrigste Eigenwert der Struktur verfolgt werden. Das Auftreten eines negativen
Eigenwerts kennzeichnet dann eine Singularita¨t, die zwischen dem letzten und
dem gegenwa¨rtigen Gleichgewichtszustand eingetreten ist. Fu¨r eine genauere Lo-
kalisierung des kritischen Punktes erweist sich eine automatisierte Schrittweiten-
steuerung fu¨r den Pra¨diktorschritt des Pfadverfolgungsalgorithmus als zweckma¨ßig.
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Die Schrittweite basiert dabei im wesentlichen auf einem Verha¨ltnis einer System-
gro¨ße im aktuellen und im unbelasteten Zustand. Der Faktor c fu¨r den Pra¨diktor-
schritt (Gl. 3.86) setzt sich aus einem Faktor, der vom Verfahren abha¨ngt, und
einer Konstanten c0 zusammen. In [15, 59] werden die Determinante, die niedrig-
ste Eigenfrequenz bzw. der niedrigste Eigenwert als Bezugsgro¨ßen vorgeschlagen.
Ebenfalls vorgeschlagen wird, die Schrittweite u¨ber das Verha¨ltnis einer vorgege-
ben Anzahl von Gleichgewicht Iterationsschritten zur beno¨tigte Anzahl zu steu-
ern. Weitere Verfahren sind in [59] aufgefu¨hrt. Ein Bisektionsvefahren ist eben-
falls mo¨glich. Tritt im Verlauf der Pfadverfolgung ein negativer Eigenwert der
Steifigkeitsmatrix bzw. Konvergenzprobleme auf, so wird die zuletzt verwendete
Bogenla¨nge halbiert und die Berechnung vom letzten Gleichgewichtspunkt aus er-
neut durchgefu¨hrt. Die Berechnung wird abgebrochen wenn der Betrag des klein-
sten Eigenwerts eine vorgegebene Schranke unterschreitet. Das Verfahren erlaubt
sowohl Durchschlags- als auch Verzweigungspunkte relativ genau zu bestimmen
und erweist sich auch bei Mehrfachsingularita¨ten als stabil.
Insbesonders in Kombination mit Subspace-Iterations Techniken stellt die beglei-
tende Berechnung des kleinsten Eigenwerts einen geringen Rechenaufwand dar,
da - einen Gleichungslo¨ser, der eine faktorisierte Steifigkeitsmatrix verwendet,
vorausgesetzt - diese nach der Newton Iteration bereits vorliegt.
3.7.3 Direkte Berechnung singula¨rer Punkte
Mit erweiterten Gleichungssystemen ko¨nnen singula¨re Punkte auf eine direkte
Weise bestimmt werden. Die zusa¨tzlichen Nebenbedingungen beschreiben die
Singularita¨t. Eine konsistente Linearisierung des so erweiterten Gleichungssy-
stems fu¨hrt dann theoretisch auf ein quadratisches Konvergenzverhalten fu¨r die
Bestimmung des kritischen Punktes. Auf Grund der schlechten Kondition der
Steifigkeitsmatrix in der Na¨he des singula¨ren Punktes wird das quadratische Kon-
vergenzverhalten jedoch gesto¨rt. Zusammen mit der Methode der Finiten Elemen-
te wurde ein Verfahren in [79] vorgestellt und ist ferner u.a. in [59, 76, 78, 70]
beschrieben. Das Verfahren gelangt in Verbindung mit der Pfadverfolgung und
begleitenden Eigenwertanalyse zum Einsatz. Die direkte Berechnung eines sin-
gula¨ren Punktes wird gestartet, wenn im Verlauf der Pfadverfolgung ein Eigen-
wert mit negativen Vorzeichen auftritt. Zur Formulierung der Nebenbedingungen
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gibt es unterschiedliche Mo¨glichkeiten, z.B [76, 59]:
2
4
G (U;λ)
K (U)Φ1
ΦT1Φ1 1
3
5
= 0 (3.109)
Der Ausdruck K (U)Φ1 beschreibt die Singularita¨t. Die letzte Zeile des obigen
Gleichungssystems wird beno¨tigt, um die Norm des Eigenvektors festzulegen und
damit die triviale Lo¨sung jjΦ1jj = 0 auszuschließen. Die konsistente Linearisie-
rung von Gl. 3.109 fu¨hrt unter der Annahme von verformungsunabha¨ngigen Be-
lastungen auf folgendes erweitertes Gleichungssystem:
2
4
K 0   P
∂(KΦ1)
∂U K 0
0 2ΦT1 0
3
5
2
4
∆U
∆Φ1
∆λ
3
5
=  
2
4
G (U;λ)
K (U)Φ1
ΦT1Φ1 1
3
5 (3.110)
¨Ahnlich wie in Kap. 3.6 erfolgt die Lo¨sung mit Hilfe der Partitionierungsmethode.
∆UP = K 1P (3.111)
∆UG =  K 1G (3.112)
∆U = ∆UP∆λ+∆UP (3.113)
∆ΦP = K 1
∂ (KΦ1)
∂U ∆UP (3.114)
∆ΦG = K 1
∂ (KΦ1)
∂U ∆UG (3.115)
∆λ = 1+Φ
T
1Φ1 2ΦT1∆ΦG
2ΦT1∆ΦP
(3.116)
In Gl. 3.114 und Gl. 3.115 tritt die Ableitung ∂(KΦ1)∂U auf, auf die in Anhang A
eingegangen wird. Als neue Werte resultieren nach dem Iterationschritt:
Ui+1 = Ui +∆UP∆λ+∆UP (3.117)
Φi+1 = ∆ΦP∆λ+∆ΦP (3.118)
λi+1 = λi +∆λ (3.119)
Fu¨r die Iteration wird das Standard-Newton Verfahren angewendet. Die Iterati-
on wird solange wiederholt, bis z.B. das Verha¨ltnis des kleinsten aktuellen Ei-
genwerts zum kleinsten Eigenwert des unbelasteten Systems eine vorgegebene
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Toleranzgrenze unterschreitet. Das Verfahren konvergiert, wenn der Startpunkt
bereits ausreichend nahe am singula¨ren Punkt liegt. Mo¨gliche Startvektoren sind
der Verschiebungszustand, der Einsvektor(1 auf allen Komponenten) und der Ei-
genvektor zum kleinsten Eigenwert des letzten Gleichgewichtszustandes mit noch
positivem Eigenwert. Die besten Ergebnisse wurden mit der letzten Variante er-
zielt. In unmittelbarer Na¨he des kritischen Punktes treten durch die dann nahe-
zu singula¨re Steifigkeitsmatrix Konvergenzschwierigkeiten auf. Die Inkremente
∆U;∆Φ1;∆λ werden ungenau. In vielen Fa¨llen tritt nach einem Wegspringen der
Zwischenlo¨sung vom kritischen Punkt Divergenz des Verfahrens ein. Wenn das
Verfahren nicht vorher abgebrochen wird, mu¨ssen Vorkehrungen beim Umgang
mit der nahezu singula¨ren Steifigkeitsmatrix getroffen werden. In [59, 76] werden
hierzu verschiedene Stabilisierungsmaßnahmen diskutiert. Meist ist die Genauig-
keit bei einem Abbruch vor den Divergenzschwierigkeiten jedoch bereits ausrei-
chend, um das Nachbeul- bzw. das Imperfektionsverhalten der Struktur mit den
asymptotischen Gesetzen zu untersuchen.
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Kapitel 4
Software und numerische
Umsetzung
4.1 SLang - the Structural Language
Mit kommerziell verfu¨gbaren Software Paketen ko¨nnen bereits viele Probleme
aus der Strukturmechanik gelo¨st werden. Jedoch ist die Anwendbarkeit dieser
Programme insbesonders fu¨r stochastische Probleme sehr begrenzt. Das Softwa-
re Paket SLang (Structural Language) [19, 20] beinhaltet sowohl Finite Element
Methoden als auch probabilistische Verfahren zur Modellierung von stochasti-
schen Belastungen und physikalischen sowie geometrischen Unsicherheiten. Da
das Programm modular in einer Meta-Sprache konzipiert und somit nicht an vor-
definierte Kommandosequenzen gebunden ist, kann eine Vielzahl von Ingenieur-
problemen bearbeitet werden.
SLang stellt im wesentlichen einen Kommando-Interpreter dar, der auf einem Satz
von mehr oder weniger komplexen Kommandos aufbaut. Beispiele fu¨r derartige
Kommandos sind etwa der Aufbau von Elementmatrizen, die Lo¨sung eines Glei-
chungssystems, die Visualisierung einer verformten Struktur etc. Basierend auf
dieser Eingabesprache werden auf Anwenderebene Berechnungsla¨ufe formuliert,
die sequentiell im Rechner abgearbeitet werden.
SLang wird u¨ber eine graphische Benutzeroberfla¨che bedient. Der Berechnungs-
ablauf kann zu jedem Zeitpunkt angehalten werden, um den Wert bzw. Zustand
von Variablen und Objekten zu u¨berpru¨fen. Auf den Berechnungsablauf kann in-
teraktiv eingegriffen werden. Das Programm unterstu¨tzt ein error tracing, so daß
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Bedienungsfehler schnell lokalisiert werden ko¨nnen. Eine Kommunikation zwi-
schen den Kommandos geschieht zum einem mit Objekten, z.B. Skalare, Vekto-
ren, Matrizen, die auf Anwenderebene verfu¨gbar sind. Daneben ist ein Datenaus-
tausch der Kommandos u¨ber interne, dem Anwender nicht unmittelbar zuga¨ng-
liche Datenstrukturen des Programms mo¨glich. Innerhalb des Programms findet
keine Kommunikation der Kommandos u¨ber Dateien statt, Lese/Schreibvorga¨nge
entfallen somit. Die Verwaltung des Arbeitsspeichers findet wa¨hrend der Kom-
mandoausfu¨hrung auf dynamische Weise statt, die Speicherbegrenzung des Pro-
gramms ist hardwareorientiert. Die offene Struktur des Programms ermo¨glicht es,
neue Module an den bestehenden Code anzufu¨gen.
4.1.1 FE Daten-Verwaltung
Aufbauend auf dem Kommandointerpreter sind Module zur FE-Berechnung in-
tegriert. ¨Ahnlich der Kommandostruktur ist die Verwaltung der Routinen fu¨r die
vorhandenen Elementtypen objektorientiert organisiert. Entsprechend der Program-
manforderung verzweigt die Verwaltungsroutine zu Routinen, die den Elementtyp
definiert, Elementru¨ckstellkra¨fte bzw. die tangentielle Elementsteifigkeitsmatrix,
etc. berechnet und die Berechnungsergebnisse in interne Datenstrukturen eintra¨gt.
Elementtypen ko¨nnen prinziell unterschiedliche Materialgesetze ansprechen. Die-
se werden wiederum a¨hnlich den Elementtypen u¨ber interne Datenstrukturen ver-
waltet. Neue Elementtypen bzw. neue Materialgesetze ko¨nnen dementsprechend
in das System integriert werden.
Nach der Definition einer FE-Struktur sowie dem Aufbau der Elementsteifigkeits-
matrizen werden u¨ber weitere Kommandos Systemmatrizen aufgestellt. An die-
sem Punkt stehen dem Benutzer unterschiedliche Speicherformen zur Verfu¨gung.
Neben der Speicherung in Form einer (unteren) Dreiecksmatrix ko¨nnen kompakte
Matrizen, fu¨r die lediglich die von Null verschiedenen Eintra¨ge gespeichert wer-
den, gewa¨hlt werden. Nachdem die Systemmatrizen in der FEM im allgemeinen
schwach besetzt sind, hat diese Vorgehensweise bezu¨glich des Speicherbedarfs
erhebliche Vorteile.
4.1.2 Lineare Algebra
Lineare Algebra Routinen sind in SLang unabha¨ngig von den FE- Programmtei-
len organisiert. Eine Kommunikation zwischen den Programmteilen erfolgt u¨ber
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Kommandos mit denen Knoteninformation wie etwa Koordinaten, Verschiebun-
gen, Geschwindigkeiten, Beschleunigungen von den programminternen Tabellen
auf dem Anwender zuga¨ngliche Objekte bzw. umgekehrt kopiert werden. Das Fi-
nite Elemente Verfahren wird damit im wesentlichen als Werkzeug zur Aufstel-
lung von (Differential-) Gleichungen verstanden. Die zur Verfu¨gung stehenden
Verfahren zur Lo¨sung linearer Gleichungssysteme sind von der gewa¨hlten Spei-
cherform abha¨ngig.
Die Lo¨sung der linearen Algebraprobleme baut fu¨r nichtkompakte Matrizen auf
der public domain verfu¨gbaren LAPACK Bibliothek [2] auf. Fu¨r eine kompakte
Speicherung stehen dem Anwender ein zweistufiger Gleichungslo¨ser (Faktorisie-
ren und Auflo¨sen) mit Skylinespeichertechnik [57] sowie ein Gleichungslo¨ser auf
Basis des konjugierten Gradienten Verfahrens [18] zur Verfu¨gung. Dieser hat ins-
besonders in Bezug auf den Speicherbedarf Vorteile, mitunter ergeben sich fu¨r gut
konditionierte Probleme starke Rechenzeitvorteile. Dennoch wird eine Entschei-
dung bezu¨glich der Wahl des Gleichungslo¨sers stets problemorientiert ausfallen.
Eigenwertprobleme werden fu¨r kompakte Matrizen u¨ber die Sub-Space Iterati-
onstechnik gelo¨st [9]. Nachdem die Eigenwertlo¨sung eine zentrale Bedeutung im
Rahmen der Berechnungsabla¨ufe zukommt, wird auf diese Problematik in Anhang
B gesondert eingegangen. Die Eigenwertlo¨ser fu¨r kompakte Matrizen ko¨nnen bei-
de Gleichungslo¨ser ansprechen.
4.1.3 Probabilistische Modellierung
Eine wesentliche Zielsetzung des Programms ist, den Einfluß von Zufa¨lligkeiten
in der Belastung, der Geometrie und den Werkstoffkennwerten auf die Struktu-
rantwort zu erfassen. Die Zufa¨lligkeiten werden dabei mit probabilistischen Me-
thoden modelliert. Dazu werden Zufallsvariablen verwaltet, die u¨ber Typ, Mittel-
wert, Standardabweichung und eine Korrelationsstruktur festgelegt werden. Da-
mit ko¨nnen auf Anwenderebene bereits zufa¨llige Belastungen, zufa¨llige Geome-
triestellungen und stochastische Prozesse modelliert werden. Um ra¨umlich streu-
ende Gro¨ßen u¨ber Zufallsfelder, vgl. Kap. 2.2.2, abzubilden, ist zusa¨tzlich noch ei-
ne Korrelationsfunktion und eine Diskretisierung des Feldes erforderlich. Je nach
Anwendung ko¨nnen die Zufallsfelder im Elementschwerpunkt, in den Integrati-
onspunkten eines Elements sowie in den Knotenpunkten der FE Struktur diskreti-
siert sein. Dies erlaubt, ra¨umlich streuende Werkstoffkennwerte und auch geome-
trische Imperfektionen fu¨r die Strukturanalyse zu beru¨cksichtigen. Ferner ko¨nnen
vom Anwender deterministische Bedingungen fu¨r das Zufallsfeld gesetzt werden.
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Diese werden im Korrelationsmodell beru¨cksichtigt, vgl. Kap. 2.2.3. Um Daten
auszuwerten stehen in SLang Spektralanalyse, Fourriertransformation, statistische
Testverfahren, Ausreißerbehandlung etc. zur Verfu¨gung.
4.2 Grundlagen
Der folgende Abschnitt geht auf die verwendete Finite-Element Formulierung
ein. Eine Zielsetzung ist die Berechnung von Stabilita¨tsproblemen [58, 70, 76].
Dazu wird eine “Total-LAGRANGE´sche” Formulierung verwendet, die große
Dehnungen bei kleinen Rotationen beru¨cksichtigt [23]. Die Gleichungen werden
zuna¨chst fu¨r das Kontinuum abgeleitet, im weiteren Verlauf wird die Anwendung
auf ein Platten-Membran Element diskutiert. ¨Uber gleiche Indizes soll summiert
werden.
Gema¨ß dem Prinzip der Virtuellen Arbeit [36] liegt ein Gleichgewichtszustand
vor, wenn nach einer virtuellen Verschiebung δU, die mit den kinematischen Rand-
bedingungen vertra¨glich ist, die Summe aus innerer und a¨ußerer virtueller Arbeit
verschwindet:
δWi +δWa = 0 (4.1)
Bei einem Diskretisierungsprozeß wird das betrachtete Kontinuum in n finite Ele-
mente unterteilt, die in Knotenpunkten miteinander verbunden sind. Die virtuelle
Arbeit des betrachteten Kontinuums wird dann als Summe der inneren und a¨uße-
ren virtuellen Arbeiten der Finiten Elemente approximiert.
n
∑
e=1
δWei +δWea = 0 (4.2)
¨Außere virtuelle Arbeit
Die a¨ußeren Lasten setzten sich aus Elementvolumenlasten ve, Elementoberfla¨chen-
lasten se sowie diskreten Einzellasten Fei an den Knoten zusammen. Fu¨r den Aus-
druck der a¨ußeren Lasten entlang der virtuellen Verschiebungen ue in den finiten
Elementen gilt dann,
δWa = λ
n
∑
e=1
Z
V e
vei δuei dVe +
Z
Se
sei δuei dSe +
m
∑
k=1
Fekiδuei ; (4.3)
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wobei der Index i u¨ber x;y; z la¨uft und λ einen Lastparameter darstellt. Die Finite
Elemente Methode stellt die Verschiebungsfelder ui(x;y; z) als eine Linearkombi-
nation von Interpolationsfunktionen He und diskreten Knotenverschiebungen Ue
dar.
uei (x;y; z) = H
e
il(x;y; z)U
e
l (4.4)
Der Index l kennzeichnet die Freiheitsgrade der Knoten des Finiten Elements. Die
Variation von Gl 4.4 lautet:
δuei (x;y; z) = Heil(x;y; z)δUel (4.5)
Mit Gl. 4.4 ergibt sich der Ausdruck fu¨r die virtuelle a¨ußere Arbeit im Kontinuum
bei beliebigen virtuellen Knotenverschiebungen δUe, die definierte Randbedin-
gungen erfu¨llen:
δWa = λ
n
∑
e=1
 
Z
V e
vei H
e
ildV e +
Z
Se
sei H
e
ildSe +
m
∑
k=1
Fekl
!
δUel (4.6)
Der Operator ˙[ne=1 kennzeichnet die Vereinigung aller Elemente zu einem Ge-
samtsystem. Mit U = ˙[ne=1Uefolgt:
δW a = λ ˙[ne=1
 
Z
V e
vei H
e
ildV e +
Z
Se
sei H
e
ildSe +
m
∑
k=1
Fekl
!
δUl (4.7)
Der Ausdruck
P = ˙[ne=1
 
Z
V e
vei H
e
ildV e +
Z
Se
sei H
e
ildSe +
m
∑
k=1
Fekl
!
; (4.8)
wird als Lastvektor bezeichnet.
Innere virtuelle Arbeit
Fu¨r die im Kontinum verrichtete innere virtuelle Arbeit der Spannungen σ entlang
der virtuellen Verzerrungen δε gilt (z.B. [36]).
 δWi =
Z
V
σikδεikdV (4.9)
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Bei einem Diskretisierungsprozeß wird die innere virtuelle Arbeit des Kontinu-
ums als Summe der inneren virtuellen Arbeiten der Finiten Elemente approxi-
miert.
 δWi =
n
∑
e=1
Z
V e
σeikδεeikdV e (4.10)
δεe bezeichnet die Variation des GREEN´schen Dehnungstensors, σe den 2. PIOLA-
KIRCHHOFF´schen Spannungstensor. Der GREEN´sche Verzerrungstensor ε [36]
ist folgendermaßen mit den Deformationsgradienten verknu¨pft.
εik =
1
2
 
Aik +Aki +A jiA jk

; (4.11)
wobei fu¨r die Deformationsgradienten Aik = ∂ui∂xk gilt. Mit dem Finite Element An-
satz (Gl. 4.4) ergibt sich im Element:
Aeik =
∂Heil
∂xk
Uel = ˜B
e
iklU
e
l (4.12)
Hierbei wurde der Tensor ˜Be eingefu¨hrt, der die Gradienten der Interpolations-
funktionen entha¨lt. Somit lassen sich, die GREEN´schen Dehnungen im Element
durch die Deformationsgradienten ausdru¨cken:
εeik =
1
2
 
˜Beikl + ˜B
e
kil

Uel +
1
2
˜Beiml ˜B
e
kmnU
e
l U
e
n (4.13)
Die Variation der Dehnungen, die zur Formulierung der virtuellen Arbeit zufolge
der inneren Lasten beno¨tigt werden, Gl. 4.10, lassen sich aus Gl. 4.13 bestimmen:
δεeik =

1
2
 
˜Beikl + ˜B
e
kil

+
1
2
 
˜Beimn ˜B
e
kml + ˜B
e
iml ˜B
e
kmn

Uen

δUel (4.14)
bzw.
δεeik = ˜CeiklδUel ; (4.15)
wobei sich der Tensor ˜Ce aus einem von den Knotenverformungen Ue unabha¨ngi-
gen sowie einem linear abha¨ngigen Ausdruck der Element Verzerrungs-Verschie-
bungsrelationen ˜Be zusammensetzt. Die innere virtuelle Arbeit lautet:
 δWi =
n
∑
e=1
Z
V e
σeik ˜C
e
ikldV
eδUel (4.16)
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Mit der Vorschrift zur Vereinigung aller Element zum Gesamtsystem δU= ˙[ne=1δUe
ergibt dies:
 δWi = ˙[ne=1
Z
V e
σeik ˜CeikldV eδUl (4.17)
Der Ausdruck
R
V e σ
e
ik
˜CeikldV e stellt dabei die Elementru¨ckstellkra¨fte Re dar.
 δWi = ˙[ne=1Rel δUl (4.18)
Mit der Vorschrift R = ˙[ne=1Re und beliebigen virtuellen Veru¨ckungen δU, die
die kinematischen Zwangsbedingungen erfu¨llen, ergeben sich dann die in Kap.
3.1 angebenen Gleichgewichtsbedingungen fu¨r das Kontinuum. Das Residuum G
verschwindet fu¨r den Gleichgewichtsfall. Die Linearisierung der Gleichgewichts-
bedingungen um eine Referenzlo¨sung U0 fu¨hrt auf ein Gleichungssystem fu¨r die
Knotenverschiebungen U:
˙
[
n
e=1
∂Re (Ue)
∂Ue




Ue0
[U U0] = λP (4.19)
Der Ausdruck
Ke =
∂Re (Ue)
∂Ue




Ue0
(4.20)
stellt dabei die tangentielle Steifigkeitsmatrix eines finiten Elements dar. Deren
Komponenten ergeben sich nach Differentiation:
Kers =
Z
V e
∂σeik
∂Ues
˜Ceikl +σeik
∂ ˜Ceikr
∂Ues
dV e




Ue0
(4.21)
Aus Gl. 4.13 folgt fu¨r ∂C
e
ikr
∂Ues :
∂ ˜Ceikr
∂Ues
=
˜Beimn ˜B
e
kmr + ˜B
e
imr ˜B
e
kmn (4.22)
Mit ∂σ
e
ik
∂Ues =
∂σeik
∂εelm
εelm
∂Ues und dem vierstufigen tangentiellen Elastizita¨tstensor
∂σik
∂εlm =
Eiklm [36] und ε
e
lm
∂Ues =
˜Celms folgt dann fu¨r die Komponenten der tangentiellen Ele-
mentsteifigkeitsmatrix:
Kers =
Z
V e
˜CelmsEeiklm ˜Ceikr +σeik
 
˜Beimn ˜Bekmr + ˜B
e
imr ˜Bekmn

dV e




U0
(4.23)
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Der erste Term beinhaltet die Anfangsdeformationen, der zweite Term stellt die
sogenannte geometrische Matrix dar.
4.2.1 Platten-Membran Element SHELL3N
Fu¨r SLang sind neben Ansa¨tzen fu¨r geometrisch nichtlineare Balken und Volu-
menelementen auch solche fu¨r Platten-Membran Elemente mit 3 bzw. 6 Knoten
entwickelt worden. Auf das dreiknotige Element soll hier eingegangen werden.
Die Knotenfreiwerte sind die Verschiebungen in xe und ye Richtung in der Scha-
lenebene fu¨r das Membranproblem sowie die Verschiebung in ze Richtung und
die Rotationen um die xe sowie ye Achse fu¨r das Plattenbiegeproblem. Fu¨r das
Element wird ein ebener Spannungszustand vorausgesetzt, d.h. σzz = 0, ferner
werden fu¨r hinreichend du¨nne Strukturen die Schubverzerrungen vernachla¨ssigt,
d.h. γxz = γyz = 0. Somit liefern in Gl. 4.10 lediglich die virtuellen Dehnungen
δεxx;δεyy; sowie δγxy einen Beitrag zur inneren virtuellen Arbeit.
Elementmatrizen
Mit der Anwendung der KIRCHHOFF-Theorie fu¨r den Biegeanteil werden die
Verschiebungen eines Punktes im Element auf die Verformung der Mittelfla¨che
zuru¨ckgefu¨hrt. Damit ergeben sich die folgenden kinematischen Beziehungen,
die den Ausgangspunkt zur Ableitung der Elementsteifigkeitsmatrix Ke sowie der
Elementru¨ckstellkra¨fte Re bilden.
u = us 
∂ws
∂x z (4.24)
v = vs 
∂ws
∂y z (4.25)
w = ws (4.26)
Die Gro¨ßen us;vs;ws stellen die Verschiebungen der Elementmittelfla¨che in xe;ye
und ze-Richtung im Elementkoordinatensystem dar. Mit Gl. 4.24 bis Gl. 4.26 lau-
ten die Deformationsgradienten:
A =
2
6
6
4
∂us
∂x  
∂2ws
∂xx z
∂us
∂y  
∂2ws
∂xy z  
∂ws
∂x
∂vs
∂x  
∂2ws
∂xy z
∂vs
∂y  
∂2ws
∂yy z  
∂ws
∂y
∂ws
∂x
∂ws
∂y 0
3
7
7
5
(4.27)
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Mit Gl. 4.11 ergeben sich die Dehnungskomponenten, in die wiederum die Form-
funktionen eingesetzt werden. Auf die Formfunktionen wird in Kap. 4.2.1 noch-
mals na¨her eingegangen. An dieser Stelle erfolgt die Kopplung der Membran-
sowie der Plattenbiegeanteile. Die Dehnungen setzten sich aus einem linear und
einem quadratisch von den Verschiebungen abha¨ngigen Term zusammen. Gl. 4.15
la¨ßt sich fu¨r eine programmtechnische Umsetzung in Matrixschreibweise anord-
nen [23]:
εexx = bexxUe +Ue
T CexxUe (4.28)
Fu¨r die Dehnungskomponenten εeyy;εexy ergeben sich analoge Ausdru¨cke. Dabei
setzten sich die Vektoren bxx;byy;bxy bzw. die Matrizen Cxx;Cyy;Cxy aus den Ab-
leitungen der Formfunktionen fu¨r das Membran- und das Plattenbiegeproblem zu-
sammen. Die Dehnungsinkremente (Gl. 4.14) lauten dann:
δεexx =
h
bexx +Ue
T

Cexx +CexxT
i
δUe (4.29)
Wiederum ergeben sich analoge Ausdru¨cke fu¨r δεeyy und δεexy.
Mit δεT = [δεxx;δεyy;δεxy] lassen sich diese Beziehungen in Matrixform zusam-
menfassen, wobei die Zeilen der Be Matrix jeweils dem Klammerausdruck aus
Gl. 4.29 sowie den analogen Ausdru¨cken fu¨r δεeyy und δεexy entsprechen.
δεe = BeδUe (4.30)
Fu¨r ST. VENANT-Material liegt ein linearer Zusammenhang zwischen den 2.
PIOLA-KIRCHHOFF´schen SpannungenσT = [σxx;σyy;σxy] und den GREEN´schen
Verzerrungen vor [36, 70, 76]. Fu¨r einen ebenen Spannungszustand hat das Werk-
stoffgesetz die einfache Form:
σ= Dε mit D = E
1 ν2
2
4
1 ν 0
ν 1 0
0 0 1 ν
3
5 (4.31)
E stellt den Elastizita¨tsmodul, ν die Poissonzahl dar. Fu¨r nichtlineare Materialge-
setze wird z.B. auf [82] verwiesen. Damit ergeben sich die Elementru¨ckstellkra¨fte
zu:
Re =
Z
V e
σeBedV e (4.32)
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Die geometrisch nichtlineare tangentielle Elementsteifigkeitsmatrix hat die fol-
gende Form:
Ke =
Z
V e
BeT DBedVe
+
Z
V e
σexx

Cexx +CexxT

+σeyy

Ceyy +CeyyT

+σexy

Cexy +CexyT

dVe
(4.33)
In Gl. 4.33 beinhaltet der erste Term wiederum die Anfangsdeformationen, die
weiteren Terme werden als geometrische Matrix bezeichnet. Fu¨r eine programm-
technische Umsetzung mu¨ssen damit zuna¨chst die b- Vektoren sowie die C- Ma-
trizen aus den Ableitungen der Formfunktionen in den Integrationspunkten auf-
gestellt werden. Aus diesen bestimmen sich die Elementru¨ckstellkra¨fte sowie die
Elementsteifigkeitsmatrix.
Ansatzfunktionen
Die Approximationsgu¨te sowie das Konvergenzverhalten eines Finiten Elements
wird wesentlich von den Ansatzfunktionen beeinflußt. Die Verzerrungsfelder, die
aus den Ansatzfunktionen eines Elements resultieren, mu¨ssen bereichsweise mit
den realen kinematischen Verzerrungen u¨bereinstimmen. Werden zuviel bzw. zu-
wenig Verzerrungsanteile durch die Ansatzfunktionen abgebildet, resultieren dar-
aus Elemente mit einem zu steifen bzw. zu weichen Verhalten. Im Extremfall fu¨hrt
dies auf Pha¨nomene wie Element locking bzw. zero energy modes.
Notwendige Anforderungen an die Konvergenz eines Finiten Elements sind, daß
Starrko¨rperverschiebungen sowie konstante Dehnungszusta¨nde bzw.
Kru¨mmungszusta¨nde abgebildet werden ko¨nnen [9, 11]. Werden diese Bedin-
gungen verletzt, kommt es zu einer Konvergenzverschlechterung. Insbesonders
nehmen die Verschiebungs- bzw. Rotationsfelder fu¨r locking viel zu kleine Wer-
te an. In der Literatur finden sich unterschiedliche Strategien zur Behandlung
dieser unerwu¨nscheten Effekte. Die bekanntesten Methoden sind die reduzierte
Integration, die assumed natural strain Methode, die enhanced assumed strain
Methode [1, 70], als auch die a¨hnliche Ansa¨tze anwendende MSKE (moment-
na shema konecnh elementov) [61]. Allen genannten Methoden ist gemein, daß
zuna¨chst mit gewa¨hlten Ansatzfunktionen Elementmatrizen berechnet werden, die
die genannten Konvergenzbedingungen zuna¨chst nicht erfu¨llen. In einem zwei-
ten Schritt werden die Elementmatrizen dann mit unterschiedlichen Strategien
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korrigiert. Aufgrund der Stabilisierungseffekte ko¨nnen insbesondere bei nichtli-
nearen Problemen Effekte auftreten, die nicht von vornherein abzuscha¨tzen sind.
Beispielsweise orientiert sich die nichtlineare Stabilita¨tsanalyse an den kleinsten
Eigenwerten der Systemsteifigkeitsmatrix. Da bei einigen genannten Stabilisie-
rungstechniken die Terme auf der Hauptdiagonalen vera¨ndert werden, kann bei
der Stabilita¨tsuntersuchung nicht gesichert auf die Beobachtung der kleinsten Ei-
genwerte zuru¨ckgegriffen werden [76]. Das irregula¨re Verhalten der Elemente ist
somit letztlich durch die Wahl der Ansatzfunktionen bestimmt [70, 61]. Demge-
genu¨ber sollten die Ansatzfunktionen so gewa¨hlt werden, daß die Konvergenzbe-
dingungen a priori erfu¨llt sind.
Bei der Methode der Finiten Elemente werden vor allem Interpolationsfunktio-
nen in Form von Polynomen verwendet. Die Elementknoten stellen Stu¨tzstellen
fu¨r die Interpolation dar. Die Anzahl der Knoten eines Elements ist nicht notwen-
digerweise identisch mit der Anzahl der Polynomglieder des verwendeten Poly-
noms. Es ist u¨blich [9, 10, 61, 81] Interpolationsfunktionen an Einheitselementen
unter Vernachla¨ssigung gewisser Polynomterme aufzustellen. Bei der Transfor-
mation auf die tatsa¨chliche Elementgeometrie ko¨nnen die Verschiebungsfelder
bereichsweise ha¨ufig nicht mehr angemessen dargestellt werden. Es kommt zu
den erwa¨hnten unerwu¨nschten Effekten.
Mit Ansatzfunktionen, die u¨ber vollsta¨ndige Polynome abgeleitet werden, tritt
dieses Problem nicht auf, da vollsta¨ndige Polynome sich gegenu¨ber Koordinaten-
transformationen invariant verhalten [52]. Es kommt damit der Wahl der Element-
form bereits eine entscheidende Bedeutung zu. Beispielsweise ko¨nnen fu¨r ebene
Dreieckselemente bei Membranbelastungen bzw. fu¨r Tetraederelemente stets An-
satzfunktionen aus vollsta¨ndigen Polynomen abgeleitet werden [61].
Fu¨r Plattenelemente, fu¨r die keine Polynome gefunden werden, deren Anzahl an
Koeffizienten der der Knoten entspricht, wird folgende Strategie verfolgt [24]: Da
Ansatzfunktionen Verschiebungsfelder fu¨r Einheitsverformungen darstellen, stellt
die verformte Struktur einen Zustand minimaler Energie dar. Dieses Kriterium
soll fu¨r die Bestimmung der Koeffizienten der Ansatzfunktionen fu¨r das Platten-
biegeproblem herangezogen werden. Die potentielle Energie des Elements wird
als Zielfunktional betrachtet, welches dann z.B. u¨ber die LAGRANGSCHE’sche
Multiplikatorenmethode zu minimieren ist. Mit εi als Dehnung bezu¨glich der
Einheitsverschiebung in Freiheitsgrad i
 
εTi =
 
εixx;εiyy;εixy

und D als Elasti-
zita¨tstensor gilt dann:
Z
Ve
εTi DεidVe ! Min (4.34)
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Bzw.:
Z
Ve
εi
2
xx + εi
2
yy +2νεi2xxεi2yy +(1 ν)γi2xydVe ! Min (4.35)
Mit der KIRCHHOFF´schen Hypothese und Dehnungen, die linear von den De-
formationsgradienten abha¨ngen, ergibt sich folgender Zusammenhang mit den In-
terpolationspolynomen Hwi:
εTi = z
 ∂2
∂xx ;
∂2
∂yy ;
∂2
∂xy

Hwi; (4.36)
mit i als Index, der u¨ber die Freiheitsgrade des Plattenbiegeproblems la¨uft und
w als Index, der die Freiheitsgrade des Plattenbiegeproblems kennzeichnet. Die
Ansatzfunktionen Hw werden als Produkt von Polynomen
ϕT =

1;x;y;x2;xy; :::

mit den Koeffizienten c formuliert.
Hw(x;y) = cTϕ(x;y) (4.37)
Einsetzen in Gl. 4.35 fu¨hrt auf folgenden zu minimierenden quadratischen Aus-
druck fu¨r die Koeffizienten c:
cT
Z
Ve
∂2ϕ
∂xx
∂2ϕ
∂xx
T
+
∂2ϕ
∂yy
∂2ϕ
∂yy
T
+ν
 
∂2ϕ
∂xx
∂2ϕ
∂yy
T
+
∂2ϕ
∂yy
∂2ϕ
∂xx
T!
+ (1 ν)
∂2ϕ
∂xy
∂2ϕ
∂xy
T
dVec ! Min (4.38)
Hierbei fa¨llt auf, daß der Integrand unabha¨ngig von den Koeffizienten c ist. Damit
la¨ßt sich Gl 4.38 vereinfacht darstellen.
cTZc ! Minimum (4.39)
Die Matrix Z ist von der Elementgeometrie und von der Poissonzahl ν abha¨ngig
und kann durch Integration u¨ber das Elementvolumen bestimmt werden.
Zu den Randbedingungen fu¨r die Ansatzfunktionen la¨ßt sich feststellen: Fu¨r die
Konvergenz von Plattenelementen wird sowohl die Stetigkeit des Funktionswertes
der Ansatzfunktion als auch die Stetigkeit der ersten Ableitung an den Ra¨ndern be-
nachbarter Elementen gefordert [9]. Fu¨r ein dreiknotiges Plattenelement werden
64
die Randbedingungen an den Knoten und an den Seitenhalbierenden im Funk-
tionswert sowie deren partiellen Ableitungen bestimmt. Entlang einer Element-
kante sollen sich die Verschiebungen u¨ber Polynome dritter Ordnung darstellen
lassen. Normal zu den Kanten wird jeweils ein linearer Verlauf angenommen. Die
Randbedingungen Q werden wiederum als Linearkombination aus Funktionswert
bzw. partieller Ableitungen von ϕ und den unbekannten Koeffizienten c formu-
liert. Mit AT =
h
ϕ; ∂ϕ∂y ;
∂ϕ
∂x ; :::
i
lautet die lineare Beziehung:
Ac = Q (4.40)
Das Optimierungsproblem zur Bestimmung der Koeffizienten c der Ansatzfunk-
tionen des Plattenbiegeproblems lautet somit:
Minimiere cT Zc unter der Nebenbedingung Ac = Q (4.41)
Dies stellt ein quadratisches Optimierungsproblem mit linearen Nebenbedingun-
gen dar. Mit den LAGRANGE´schen Multiplikatoren κ la¨ßt sich dann folgendes
lineares Gleichungssystem formulieren, das eine eindeutige Lo¨sung besitzt:

2Z AT
A 0

c
κ

=

0
R

(4.42)
Um maximal 18 Randbedingungen beru¨cksichtigen zu ko¨nnen, wurde ein Po-
lynom fu¨nfter Ordnung (dieses hat 21 Polynomglieder) gewa¨hlt. Obiges Glei-
chungssystem hat somit die Dimension 39*39. Abb. 4.1 stellt die Formfunktionen
fu¨r den Translationsfreiheitsgrad in z- Richtung sowie die Verdrehfreiheitsgrade
um die x-Achse sowie um die y- Achse an einem Knoten eines Elements dar. Mit
Object: MAT
x: [0, 3] y: [0, 5]
z: [-5.32907e-15, 1]
XY
Z
Object: MAT
x: [0, 3] y: [0, 5]
z: [-2.57572e-14, 0.73984]
XY
Z
Object: MAT
x: [0, 3] y: [0, 5]
z: [-0.457033, 0]
XY
Z
Abbildung 4.1: Formfunktionen fu¨r Plattenbiegeproblem am Knoten 1
den so bestimmten Ansatzfunktionen ko¨nnen auch bei starken Verzerrungen der
Elementgeometrie noch Steifigkeits- und Massenmatrizen berechnet werden, die
die Konvergenzkriterien erfu¨llen. Dies erfordert zusa¨tzlichen Rechenaufwand zur
Bestimmung der Ansatzfunktionen, die jedoch fu¨r jede Struktur nur einmal durch-
gefu¨hrt werden mu¨ssen. Beipiele zum Einsatz des dreiknotigen Platten-Membran
Elements SHELL3N in SLang sind in Anhang C und Anhang D aufgefu¨hrt.
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4.3 Behandlung von Netzsingularita¨ten
Knoten einer Struktur mu¨ssen nicht notwendigerweise Steifigkeitsanteile in allen
Freiheitsgraden haben. Beispielsweise haben Knoten fu¨r isoparametrische Volu-
menelemente Steifigkeitsanteile in den 3 Verschiebungsfreiheitsgraden, Knoten
fu¨r Feder und Stabelemente besitzen Translationssteifigkeitsanteile nur in Rich-
tung der Elementachse, Knoten vieler Platten-Membranelemente haben Steifig-
keitsanteile in drei Verschiebungs- sowie zwei Rotationsfreiheitsgraden. Die glo-
bale Steifigkeitsmatrix kann mit solchen Elementen einen Rangabfall besitzen.
Um dies zu vermeiden, existieren unterschiedliche Strategien: Ein Streichen der
u¨berza¨hligen Freiheitsgrade von Hand erweist sich ha¨ufig als nicht praktikabel.
In [9, 81] wird daher vorgeschlagen, bei Platten-Membran Elementen ku¨nstli-
che Steifigkeiten auf die Hauptdiagonale der lokalen Elementsteifigkeitsmatrix
fu¨r die Rotationsfreiheitsgrade senkrecht zur Plattenebene zu addieren. Der Term
muß groß genug sein, um eine Lo¨sung des Gleichungssystems zu ermo¨glichen,
und klein genug, um keinen merklichen Einfluß auf die Lo¨sung zu haben. Vorge-
schlagen wird 110000 des kleinsten Hauptdiagonalterms zu verwenden [9]. Fu¨r eine
lineare Problemstellung ist diese Methode weit verbreitet, jedoch tauchen auch
hier unter Umsta¨nden bei Verwendung von iterativen Gleichungslo¨sern nach der
Methode der konjugierten Gradienten Probleme aufgrund der ungu¨nstigen Kon-
dition der Steifigkeitsmatrix auf. Insbesondere bei nichtlinearen Stabilita¨tsberech-
nungen fu¨hrt die Anwendung dieser Methode zu Problemen, da die verwendeten
Algorithmen sich an den kleinsten Eigenwerten der Systemsteifigkeitsmatrix ori-
entiert. Die kleinsten Eigenwerte stellen zuna¨chst jedoch ku¨nstliche Steifigkeits-
anteile dar.
Insbesonders fu¨r Platten-Membranelemente gibt es Ansa¨tze, den Verdrehfreiheits-
graden in Elementnormalenrichtung physikalische Steifigkeiten zuzuordnen [3,
12, 27, 34, 71], um damit das Problem einer singula¨ren Systemsteifigkeitsma-
trix zu umgehen. Auch fu¨r Volumenelemente gibt es vergleichbare Ansa¨tze [55].
Die Elemente sind jedoch ha¨ufig in der Verwendung nicht unproblematisch, bei-
spielsweise neigen sie versta¨rkt zum locking (siehe Kap. 4.2.1). Die erwa¨hnten
Formulierungen sind bis auf [34] lediglich geometrisch linear und somit z.B. fu¨r
Stabilita¨tsbetrachtungen nicht anwendbar. Naheliegend ist jedoch, geometrische
Randbedingungen in Richtung der Netzsingularita¨ten automatisiert einzufu¨hren
und dadurch Freiheitsgrade, denen keine Steifigkeit zugeordnet ist, zu streichen,
siehe z.B. [50]. Dieses Verfahren gelangt in einer erweiterten Form im Programm
SLang [19, 20] zur Anwendung.
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Prinzipiell lassen sich Freiheitsgrade eines Knotens in drei Klassen einteilen: 1.
aktive Freiheitsgrade, 2. Freiheitsgrade, die geometrischen Randbedingungen un-
terliegen sowie 3. solche, denen auf Grund der Elementformulierung keine Stei-
figkeitsterme zugeordnet sind. Die Freiheitsgrade der letzten Klasse sind stets
isoliert. Ferner sind Rotationsfreiheitsgrade und Translationsfreiheitsgrade stets
entkoppelt. Somit lassen sich nach einem ersten Zusammenbau der Systemstei-
figkeitsmatrix Knotensteifigkeiten fu¨r Rotation und Translation zusammenstellen.
Dies liefert fu¨r jeden Knoten zwei Matrizen Kn mit der ho¨chsten Dimension drei.
Diese Matrix kann spektral zerlegt werden.
Kn =ΦTn KndiagΦn (4.43)
Die Diagonalmatrix Kndiag entha¨lt die Eigenwerte λn von Kn, denen die Eigenvek-
torenΦn zugeordnet sind. Eine Netzsingularita¨t sei dann u¨ber folgende Bedingung
gekennzeichnet:
λni  ∆ (4.44)
Sofern Gl. 4.44 erfu¨llt ist, wird eine geometrische Randbedingung fu¨r Rotation
bzw. Translation in Richtung des zu λni zugeho¨rigen Eigenvektors eingefu¨hrt. Gl.
4.44 wird fu¨r alle Knoten der Struktur u¨berpru¨ft. Die im folgenden Schritt aufge-
baute Systemsteifigkeitsmatrix ist regula¨r und verfu¨gt u¨ber den korrekten Rang.
Zur Bestimmung der Grenze ∆ wird die mit ccond bezeichnete Konditionszahl der
Systemsteifigkeitsmatrix eingefu¨hrt. Die Konditionszahl bestimmt sich aus dem
Quotienten zwischen gro¨ßtem und kleinstem Eigenwert. Damit la¨ßt sich die in
Gl. 4.44 eingefu¨hrte Grenze ∆ ersetzen:
λni 
λmax
ccond
(4.45)
Gl. 4.45 stellt die Bedingung fu¨r die Einfu¨hrung von geometrischen Randbedin-
gungen in Richtung des Eigenvektors Φi dar. Die Konditionszahl der Systemstei-
figkeitsmatrix wird vorgegeben, der gro¨ßte Eigenwert der Struktur wird z.B. u¨ber
Vektoriteration mit einer geringen Genauigkeitsanforderung abgescha¨tzt.
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Kapitel 5
Beispiele
Das in den vorangegangenen Kapiteln abgeleitete Verfahren wird im folgenden
zur Berechnung verschiedener Beispiele herangezogen. Die Auswahl der Beispie-
le und die Festlegung der Abmessungen richtet sich prima¨r nach verfu¨gbaren Ver-
gleichsresultaten aus der Literatur und nicht nach praktischen Anwendungen aus
dem Gebiet des Bauingenieurwesens. Auf folgende Fragestellungen soll einge-
gangen werden:
 Welche Verfahren eignen sich zur Berechnung der kritischen Punkte.
 In welchen Fa¨llen kann ein Unterraum der Zufallsvariablen formuliert wer-
den, mit dem das Strukturverhalten approximativ beschrieben werden kann.
 Inwieweit ko¨nnen die asymptotischen Verfahren direkt zur Berechnung der
Versagenswahrscheinlichkeit herangezogen werden.
 Gelingt es die asymptotischen Verfahren als Sensitivita¨tsanalyse zur Selek-
tion der wichtigsten Zufallsvariablen heranzuziehen.
 Welche Gro¨ßen sind hierfu¨r maßgebend.
 Welche Aussagen ko¨nnen bezu¨glich der kritischen Imperfektionsform ge-
troffen werden.
 Welche Rechenzeiten werden mit dem beschriebenen Interaktionsverfahren
im Vergleich zu direkten Monte Carlo Verfahren beno¨tigt.
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In allen Beispielen gelten Gro¨ße und Richtung der Belastung, sowie die Materia-
leigenschaften als deterministisch. Die geometrischen Imperfektionen werden als
skalare Zufallsfelder beru¨cksichtigt. Zuna¨chst wird die kritische Last fu¨r das per-
fekte System bestimmt und das Nachbeulverhalten der Struktur untersucht. Dann
wird auf das Imperfektionsverhalten eingegangen. Die wichtigsten Zufallsvaria-
blen werden identifiziert und die Versagenswahrscheinlichkeit der Strukturen wird
fu¨r mehrere Lastniveaus mit den in Kap. 2.3 beschriebenen Methoden sowie zum
Vergleich mit direkten Monte Carlo Verfahren berechnet. Die angegebenen Re-
chenzeiten beziehen sich auf eine SGI PowerChallenge mit 2 R8000 Prozessoren
(75Mhz) und 1 Gigabyte Hauptspeicher. Alle Berechnungen wurden in skalarer
Form durchgefu¨hrt.
5.1 Imperfekter Bogen unter Einzellast
Als erstes Beispiel wird das in Abb. 5.1 skizzierte Tragwerk betrachtet, daß u.a.
in [15, 75, 76] behandelt wurde. Fu¨r die Struktur soll ein elastisches Materialge-
X
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R
ϕ
P
R=2.54m
j=10°
t=0.0508
l=0.0254
l
t
Abbildung 5.1: Abmessungen des Bogens
setz gu¨ltig sein. Der Bogen ist mit 125 Knoten und 124 Elementen diskretisiert
und beidseitig gelenkig gelagert. Die Berechnung erfolgt in der xy - Ebene, die
Struktur hat 371 Freiheitsgrade.
Geometrische Imperfektionen des Tragwerks in Form einer Lageabweichung der
Schwerlinie des Bogens in radialer Richtung werden beru¨cksichtigt. Hierfu¨r wird
ein homogenes, isotropes, mittelwertfreies Zufallsfeld mit einer Standardabwei-
chung σ = 1  10 3m angenommen. Die Korrelationsfunktion ist von exponenti-
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ellem Typ (Gl. 2.8) mit einer Korrelationsla¨nge lH = 1m. Die Lage beider Auflager
soll zuna¨chst nicht zufa¨llig sein, damit liegt ein bedingtes Zufallsfeld vor (“ Fall
A”).
5.1.1 Asymptotisches Stabilita¨tsverhalten
Durch Laststeigerung und erweiterte Systeme (s. Kap. 3.7.3) wird die kritische
Last zu λc = 294:71 bestimmt ([76]: λc = 293:9, [15]: λc = 295:04). Das Verha¨lt-
nis des niedrigsten Eigenwerts im belasteten System zum Eigenwert des unbela-
steten System liegt bei 110 10. Die “Knickform” ist in Abb. 5.2 skizziert.
X
Y
Z
Abbildung 5.2: ‘Knickform” des Bogens
Mit ΦT1 P = 9:7  10 8 wird die Singularita¨t als Verzweigungspunkt identifiziert.
Aus der Verzweigungsgleichung (Gl. 3.19) werden im singula¨ren Punkt die fol-
genden Koeffizienten berechnet:
a1 = 1:610 5
N
m3
; b1 = 0:155
N
m2
; c1 = 3:510 8
N
m
Da ja1j  jb1j und c1  0 gilt, liegt ein symmetrisches Verzweigungsproblem vor.
Um zu entscheiden, ob die Singularita¨t stabil bzw. instabil ist, wird die Kru¨mmung
des Sekunda¨rpfades im kritischen Punkt untersucht (Gl. 3.36, Gl. 3.37).
e1 = 3:72103
N
m4
; f1 = 1:25103 N
m4
Da e1 3 f1b1 > 0, ist die Verzweigung symmetrisch instabil.
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5.1.2 Berechnung der Versagenswahrscheinlichkeit
Die Eigenwertzerlegung der Kovarianzmatrix des Zufallsfeldes fu¨hrt auf proba-
bilistisch gewichtete Imperfektionsformen. Die ersten vier dieser Formen sind in
Abb. 5.3 stark u¨berho¨ht dargestellt. Auf den Abbildungen sind die Standardab-
weichungen der Amplituden mit ausgewiesen.
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1. Imperfektionsform
sigma=      2.2331
X
Y
Z
2. Imperfektionsform
sigma=      2.0776
X
Y
Z
3. Imperfektionsform
sigma=       1.904
X
Y
Z
4. Imperfektionsform
sigma=      1.7467
Abbildung 5.3: Imperfektionsformen fu¨r Zufallsfeld mit zwei Bedingungen
In der spektralen Darstellung des Zufallsfeldes stellen die Amplituden die zufa¨lli-
gen Gro¨ßen dar. Sie sind normalverteilt mit Varianzen die den Eigenwerten der
Kovarianzmatrix entsprechen. Fu¨r diese Zufallsvariablen wird nach Realisationen
gesucht, bei dem der ¨Ubergang vom stabilen zum instabilen Verhalten des Sy-
stems erfolgt. Eine strukturmechanisch orientierte Wichtung der Zufallsvariablen
erfolgt durch den in Kap. 3.4 abgeleiteten funktionalen Zusammenhang zwischen
Imperfektionsamplitude und kritischer Last. Das Imperfektionsgesetz fu¨r symme-
trische Verzweigungspunkte (Gl. 3.69) wird nach der Amplitude aufgelo¨st und
auf die Standardabweichung der Imperfektionsform bezogen. Somit gelingt eine
71
asymptotische Beschreibung des Grenzzustandes.

y
σy

i j
=
b1λ
3
2
c
q
4
27
6b1
e1+3 f1
β0Φ1 ∂Rdβ
s
λc λ
λc
3
= si j
s
λc λ
λc
3
(5.1)
Die Indizes i j kennzeichnen die Kombination der Zufallsvariablen. Die ¨Uberla-
gerung erfolgt bei jeweils gleichem Vielfachen der Standardabweichung. β0 stellt
die Bezugsamplitude der resultierenden Imperfektionsform dar. Die dimensions-
lose Gro¨ße si j kann als Sensitivita¨tsmaß interpretiert werden. Kombinationen i j
mit kleinen si j-Werten haben großen Einfluß auf die Versagenswahrscheinlich-
keit. Der von der Imperfektionsform abha¨ngige Gradient ∂Rdβ wird numerisch mit
einem zentralen finite Differenzenverfahren bestimmt.
Zuna¨chst werden die si j- Werte (i= j mit i= 1;100 wobei Q = 1.00 gilt (Gl. 2.18))
berechnet. Fu¨r die zweite Imperfektionsform, die nahezu der zweiten Beulform
entspricht, ergibt sich s22 = 363:25. Fu¨r alle anderen Formen werden Werte in
der Gro¨ßenordnung von sii  1010 mit i 6= 2 berechnet. Damit ist fu¨r nur die 2.
Imperfektionsform relevant. Fu¨r die Versagenswahrscheinlichkeit (Gl. 2.22) gilt
daher:
p f = 2Φ
 
 s22

∆λ
λ

2
3
!
(5.2)
Der Faktor 2 resultiert aus der Symmetrie des Problems. Abb. 5.4 zeigt einen Ver-
gleich mit einer direkten Monte Carlo Simulation. Hierfu¨r wurden fu¨r 4000 Reali-
sationen des Zufallsfeldes jeweils die kritische Belastung explizit am imperfekten
System berechnet. Bis p f = 10 2:5 sind die Kurven nahezu deckungsgleich. Ab
dieser Gro¨ßenordnung ist eine Aussage statistisch nicht gesichert (σp fp f = 0:25).
Wa¨hrend die direkte Monte Carlo Simulation ca. 3 Tage Rechenzeit beno¨tigte,
gelang die asymptotische Berechnung letztlich durch eine Bildung des Gradien-
ten ∂R∂β in wenigen Sekunden.
Folgende geringfu¨gige Modifikation des Problems wurde vorgenommen. Das Zu-
fallsfeld sei nun lediglich am rechten Auflager deterministisch (“Fall B”). Damit
ergibt sich eine andere Kovarianzstruktur und andere Imperfektionsformen. Die
ersten vier Formen sind u¨berho¨ht in Abb. 5.5 dargestellt.
Die Vorgehensweise entspricht “Fall A”. In Tab. 5.1 sind die Sensitivita¨tswerte
in Bezug auf den minimalen Wert fu¨r die wichtigsten zehn Zufallsvariablen auf-
gefu¨hrt.
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Abbildung 5.4: λ  p f Beziehung fu¨r den Bogen (2 Bedingungen des Zufallsfel-
des)
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1. Imperfektionsform
sigma=      2.2453
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2. Imperfektionsform
sigma=        2.11
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3. Imperfektionsform
sigma=      1.9477
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Z
4. Imperfektionsform
sigma=      1.7925
Abbildung 5.5: Imperfektionsformen fu¨r Zufallsfeld mit einer Zwangsbedingung
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Variable i 2 3 4 5 6 7 8 9 10 11
sii
s22
1.0 1.9 2.9 3.7 4.3 5.2 5.6 6.3 7.0 7.5
Tabelle 5.1: Sensitivita¨tsmaße fu¨r die wichtigsten 10 Zufallsvariablen
Ab i = 2 nimmt der Einfluß der Imperfektionsformen kontinuierlich ab. Fu¨r i =
2;11 werden die gemischten Terme si j
s22
berechnet.
Die Grenzzusta¨nde dieser Zufallsvariablen werden ebenfalls am imperfekten Sy-
stem bestimmt. Die Imperfektionsamplituden werden um das n-fache der Stan-
dardabweichung der entsprechenden Zufallsvariable gesteigert und auf die Kno-
tenkoordinaten des System addiert. Die Vorzeichen fu¨r die Kombination der Zu-
fallsvariablen werden entsprechend den Ergebnissen der asymptotischen Rech-
nung gewa¨hlt. Die Berechnung der kritischen Last des imperfekten Systems er-
folgt durch Laststeigerung und erweiterte Systeme (vgl. Kap. 3.7.3). Hierfu¨r wur-
den die Amplituden (in 6 Schritten) a¨quidistant bis auf das 6-fache der Standard-
abweichung gesteigert. Die gesuchte Imperfektionsamplitude, fu¨r die am definier-
ten Lastniveau Stabilita¨tsversagen eintritt, wird u¨ber Interpolation bestimmt. Die-
ses Verfahren erwies sich bezu¨glich der Rechenzeit gu¨nstiger als ein ebenfalls
mo¨gliches Bisektionsverfahren.
Die Versagenswahrscheinlichkeit wurde nach der Adaptive Sampling Methode
(5000 Realisationen) mit den asymptotisch und den explizit bestimmten Grenz-
zustandspunkten berechnet. Zum Vergleich wurde eine direkte Monte Carlo Si-
mulation mit 8000 Realisationen durchgefu¨hrt. Abb. 5.6 zeigt die Berechnungser-
gebnisse.
Im Unterschied zum “Fall A” kann jetzt mit asymptotischen Berechnungen le-
diglich eine Na¨herung der Versagenswahrscheinlichkeit bestimmt werden. Die
Berechnungen am imperfekten System entsprechen der Monte Carlo Simulati-
on nahezu exakt. Es zeigte sich, daß eine Kombination der expliziten und asym-
ptotischen Grenzustandspunkte mo¨glich ist. Auch mit den 10 wichtigsten explizit
bestimmten Kombiationen wird die Versagenswahrscheinlichkeit nahezu exakt er-
mittelt.
Abb. 5.7 zeigt (stark u¨berho¨ht) Imperfektionsformen am Bemessungspunkt fu¨r
unterschiedliche Lastniveaus. Die Imperfektionsform entspricht im wesentlichen
der Beulform. Diese Form stellt im untersuchten Wertebereich von λ die Sto¨rform
dar, die den ho¨chsten Beitrag zur Versagenswahrscheinlichkeit liefert. Die Rand-
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Abbildung 5.6: λ  p f Beziehung fu¨r den Bogen (1 Bedingung des Zufallsfeldes)
bedingung der Beulform werden nicht exakt wiedergegeben.
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Abbildung 5.7: Imperfektionsform am Bemessungspunkt
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Die direkte Monte Carlo Simulationen beno¨tigte ca. 4 Tage, die asymptotischen
Berechnung der Grenzzustandspunkte und des kritischen Punktes lediglich 2 Mi-
nuten Rechenzeit. Die explizite Berechnung am imperfekten System fu¨r die 10
wichtigsten Kombinationen der Zufallsvariablen beno¨tigte fu¨r dieses verha¨ltnis-
ma¨ßig kleine System bereits 2 Stunden CPU-Zeit.
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5.2 Rotationssymmetrisches Stabtragwerk
Als zweites Beispiel wird ein Stabtragwerk, vgl. Abb. 5.8, untersucht. Das Trag-
XY
Z
X
Y
Z
R=10.2 m
L=14.0 m
E=6.895 E10 N/[m*m]
nu=0.3
sig_y=3.5.E8 N/[m*m]
Abbildung 5.8: Stabtragwerk unter einachsiger Belastung
werk ist durch 336 Finite Elemente und 200 Knoten diskretisiert. Die Freiheitsgra-
de der Knoten bei z = 0 sind gesperrt. Bei z = L sind lediglich vertikale Verschie-
bungen zugelassen. An diesen Knoten wird eine Kraft von 1  104N in negativer
z-Richtung eingeleitet. Die Struktur hat 996 Freiheitsgrade. Die Sta¨be sind als
kreisfo¨rmige Hohlquerschnitte mit Radius R2 = 0:1m und Wanddicke d = 0:01m
angenommen. Fu¨r dieses Beispiel soll ein ideal elasto-plastisches Materialver-
halten zugrundegelegt werden. Fu¨r die perfekte Struktur erfolgt Stabilita¨tsver-
sagen im elastischen Zustand

σc = 2:49108 Nm2

. Die Fließspannung soll mit
σy = 3:5  108 Nm2 deutlich u¨ber dem Spannungszustands im singula¨ren Punkt des
perfekten Systems liegen. Geometrische Imperfektionen in radialer Richtung wer-
den als Zufallsfeld beru¨cksichtigt. Das Zufallsfeld ist homogen, mittelwertfrei und
normalverteilt und hat eine Standardabweichung σ = 0:01m (“Fall A”). Die Ein-
spannungen werden als deterministisch angenommen. Die Korrelationsfunktion,
auf die nochmals in Kap. 5.3 na¨her eingegangen wird, ist orthotrop. Die Korre-
lation in Umfangsrichtung ist unabha¨ngig von der Korrelation in La¨ngsrichtung,
die Korrelationsfunktion in La¨ngsrichtung und in Umfangsrichtung entsprechen
denen in Kap. 5.3.
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5.2.1 Asymptotisches Stabilita¨tsverhalten
Der kritische Punkt wird durch Laststeigerung und Bisektionsverfahren ermittelt.
Bei λ= 155:7 (bei jjPjj= 2105N) tritt fu¨r die symmetrische Struktur unter axia-
ler Belastung eine doppelte Singularita¨t auf. Das Verha¨ltnis des niedrigsten Eigen-
werts am belasteten System zum unbelasteten System betra¨gt 1  10 8. Eine der
beiden Beulformen ist in Abb. 5.9 dargestellt.
XY
Z
X
Y
Z
Abbildung 5.9: Beulform
Es gilt ΦT1 P =ΦT2 P = 0, die Singularita¨t stellt ein Verzweigungsproblem dar. Fu¨r
die doppelte Singularita¨t ergeben sich aus der Verzweigungsgleichung (s. Kap.
3.5) folgenden Koeffizienten (Gl. 3.73 bis Gl. 3.75):
ai jl = 0 mit i; j; l = 1;2 (5.3)
b11 = b22 = 0:87103
N
m3
b12 = b21 = 0 (5.4)
c1 = c2 = 0 (5.5)
Mit ai jl = 0 (fu¨r i; j; l = 1;2) ist die Verzweigung symmetrisch. Folgende Koeffi-
zienten zur Beschreibung der Kru¨mmung der Gleichgewichtspfade ( s. Gl. 3.83,
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Gl. 3.84) werden ermittelt:
e1111 = e2222 = 336:98103
N
m4
e1112 = e1222 = e2111 = e2222 = 0
e1121 = e1211 = e2122 = e2212 = 236:98103
N
m4
e1122 = e1212 = e1221 = e2112 = e2121 = e2211 = 136:98103
N
m4
(5.6)
f1111 = f2222 = 36:30103 N
m4
f1122 = f2211 = 21:97103 N
m4
f1212 = f1221 = f1211 = f2121 = 7:16103 N
m4
f1112 = f1121 = f1211 = f1222 = f2111 = f2122 = f2212 = f2221 = 0 (5.7)
Wu¨rde nur eine einfache Singularita¨t beru¨cksichtigt, erga¨be sich mit
e1111 3 f1111
b1111 < 0 ein stabiler Verzweigungspunkt. Die Beru¨cksichtigung der dop-
pelten Verzweigung ist damit fu¨r eine Klassifizierung des Systems wesentlich.
Fu¨r Mehrfachverzweigungen wurde zur Ableitung der Last-Imperfektionsbeziehung
in Kap. 3.5 der gleichen Ansatz wie fu¨r einen einfachen Verzweigungspunkt gewa¨hlt.
Jedoch stellt die zu beru¨cksichtigende Beulform eine Linarkombination der Sin-
gula¨rvektoren dar. Mit der Zwangsbedingung Gl. 3.77 la¨ßt sich die Linearkombi-
nation fu¨r eine doppelte Singularita¨t dann wie folgt darstellen:
ΦM(θ) = sin (θ)Φ1+ cos (θ)Φ2; mit 0 θ< 2π (5.8)
Dieser Singula¨rvektor geht in das Skalarprodukt aus Ru¨ckstellkra¨ften und Beul-
vektor, in die Nachbeulkoeffizienten und damit auch in die kritische Last des im-
perfekten Systems ein. Fu¨r die Funktion λ(θ) kann ein Minimum bestimmt wer-
den, das als Entscheidungskriterium zur Selektion der entscheidenden Imperfek-
tionsformen dienen soll:
λ= λc 
eM (θ)+3 fM (θ)
2bM
 
3βΦTM (θ) ∂Rdβ
eM (θ)+3 fM (θ)
!
2
3
! Minimum (5.9)
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Fu¨r die Koeffizienten aus Gl. 5.6 und 5.7 ergibt sich dann:
bM =  0:87103
N
m2
(5.10)
eM(θ) =  36:98103
N
m4
 (3+4sin (θ)cos (θ)) (5.11)
fM =  36:30103 N
m4
(5.12)
Die Imperfektionsformen beeinflussen das Systemverhalten in unterschiedlichem
Maße. Durch die ¨Anderung des Strukturverhaltens kann eine monoton ansteigen-
de Beziehung zwischen Last und Verformung auftreten (s. Abb. 5.10). In einem
 Ui
λ
perfektes System 
geringer  
großer  
mittlerer  Imperfektions
einfluß
Abbildung 5.10: Einfluß unterschiedlicher Imperfektionsformen
solchen Fall ist die Suche nach dem kritischen Punkt am imperfekten System fu¨r
ein elastisches Materialgesetz erfolglos, bzw. fu¨hrt unter Umsta¨nden auf einen an-
deren kritischen Punkt. Mit elasto-plastischen Materialgesetzen ergibt sich durch
die Plastifizierungseffekte ein Durchschlagsproblem [41]. Da letzlich ein ande-
rer physikalischer Vorgang vorliegt, kann eine quantitative Aussage, die auf den
asymptotischen Imperfektionsgesetzen fu¨r die elastische perfekte Struktur basiert,
das reale Strukturverhalten nicht erfassen.
Abb. 5.11 bis Abb. 5.13 zeigen Untersuchungen des asymptotischen Imperfek-
tionsgesetzes fu¨r diese 2-fach Verzweigung. Dargestellt sind jeweils in der lin-
ken Abbildung die kritische Last als Funktion von θ fu¨r mehrere Imperfektions-
amplituden, sowie in der rechten Abbildung ein Vergleich der kritischen Lasten
fu¨r die asymptotische und die direkt am imperfekten System durchgefu¨hrte Be-
rechnung. Die maßgebenden Gro¨ßen sind die Skalarprodukte ΦT1
∂R
dβ und ΦT2
∂R
dβ .
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Abbildung 5.11: Asymptotisch und explizite Berechnung fu¨r Form 2
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Abbildung 5.12: Asymptotisch und explizite Berechnung fu¨r Form 3
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Abbildung 5.13: Asymptotisch und explizite Berechnung fu¨r Form 9
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Die Imperfektionsformen 2 und 9 u¨ben einen großen Einfluß auf das Tragverhal-
ten der Struktur aus. Das Stabilita¨tsversagen wird in beiden Fa¨llen durch Plastifi-
zierung eingeleitet. Die Imperfektionsform 3 bewirkt lediglich eine kleine ¨Ande-
rung der kritischen Last. Mit den asymptotischen Gesetze kann dieses Verhalten
numerisch effizient nachvollzogen werden.
5.2.2 Berechnung der Versagenswahrscheinlichkeit
Zur Beschreibung der Grenzzusta¨nde wird das Imperfektionsgesetz nach der Am-
plitude aufgelo¨st (vgl. Gl. 5.1). Das Sensitivita¨tsmaß si j ist hierbei vom Parameter
θ abha¨ngig. Wiederum soll das Minimum maßgeblich sein, wobei die Extrem-
wertbildung numerisch erfolgt. Die wichtigsten acht Zufallsvariablen sind gema¨ß
Tab. 5.2:
Variable 2 1 10 9 21 20 33 32
sii
s22
1 1.6 1.7 2.7 8.0 12.8 24.5 39
Tabelle 5.2: Sensitivita¨tsmaße fu¨r die wichtigsten 8 Zufallsvariablen
Auch bei diesem Beispiel haben sehr wenige Zufallsvariablen Einfluß auf das
Stabilita¨tsverhalten der Struktur. Abb 5.14 zeigt die Imperfektionsformen 2;10;21
und 33.
Aufgrund der Symmetrie der Struktur treten die Imperfektionsformen paarweise
auf. Fu¨r die nichtlinearen Grenzzustandsberechnung (vgl. Kap. 5.1) am imper-
fekten System werden die in Tab 5.2 aufgefu¨hrten Zufallsvariablen beru¨cksich-
tigt. Die Versagenswahrscheinlichkeit wird mit Adaptive Sampling und FORM
bestimmt. Es wurde eine vergleichende direkte Monte-Carlo Simulation mit 700
Realisationen durchgefu¨hrt. Die Ergebnsisse sind in Abb. 5.15 zusammengefaßt.
Die Versagenswahrscheinlichkeit nach dem Adaptive Sampling Verfahren ent-
spricht dem Ergebniss der direkten Monte Carlo Simulation. Fu¨r die FORM Be-
rechnung, bei der lediglich der Bemessungspunkt beru¨cksichtigt wird, ergeben
sich deutliche Unterschiede. Die Beulform stellt fu¨r alle untersuchten Lastniveaus
die Imperfektionsform dar, die den gro¨ßten Einfluß bezu¨glich der Versagenswahr-
scheinlichkeit liefert. Abb. 5.16 zeigt einen Vergleich der Beulform mit den Im-
perfektionsformen am Bemessungspunkt fu¨r mehrere Lastniveaus. Die Amplitu-
den wurden normiert, alle Darstellungen sind mit dem gleichen Skalierungsfaktor
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1. Imperfektionsform
sigma=      3.1464
X
YZ
10. Imperfektionsform
sigma=      1.0595
X
YZ
21. Imperfektionsform
sigma=     0.68612
X
YZ
33. Imperfektionsform
sigma=      0.5199
Abbildung 5.14: Imperfektionsformen des Stabtragwerks
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Abbildung 5.15: λ  p f Beziehung fu¨r das Stabtragwerk
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dargestellt.
X
YZ
lambda = 145
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YZ
lambda = 148
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YZ
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YZ
Beulform
Abbildung 5.16: Imperfektionsform am Bemessungspunkt
Damit liegt nahe, nur die Singula¨rvektoren als Imperfektionsformen heranzuzie-
hen (“Fall B”). Das System wird so mit nur zwei Zufallsvariablen beschrieben.
Gema¨ß Kap. 2.2.5 wird das Zufallsfeld auf diese Imperfektionsformen projeziert.
In fu¨nf Suchrichtungen werden die Last-Imperfektionsbeziehungen bestimmt. Die
Grenzzusta¨nde werden ermittelt und die Versagenswahrscheinlichkeit fu¨r mehrere
Lastniveaus berechnet. Abb. 5.17 zeigt die Berechnungsergebnisse im Vergleich
zum herko¨mmlichen Verfahren und zur direkten Monte Carlo Simulation. Zusa¨tz-
lich ist die Versagenswahrscheinlichkeit fu¨r lediglich eine Zufallsvariable aufge-
tragen.
Die Versagenswahrscheinlichkeit fu¨r zwei Zufallsvariablen entspricht nahezu der
Monte Carlo Simulation. Mit nur einer Zufallsvariable kann das Strukturverhalten
noch nicht beschrieben werden. Die direkte Monte Carlo Simulation beno¨tigte 72
Stunden, die Variante “Fall A” 39 Stunden, “Fall B” 3 Stunden Rechenzeit.
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Abbildung 5.17: λ  p f Beziehung fu¨r das Stabtragwerk bei Projektion des Zu-
fallsfeldes auf die Singula¨rvektoren
5.3 Mit Stringern versta¨rkte Schale
Als drittes Beispiel wird eine mit Stringern versta¨rkte Schale unter axialer Bela-
stung untersucht, vgl. Abb. 5.18. Die betrachtete Struktur wurde unter anderem in
[6, 7, 8] behandelt.
Abbildung 5.18: Geometrie und Abmessungen der Schale [5]
Die Struktur wird durch 4800 Finite Elemente und 1600 Knoten diskretisiert. Die
Schalenstruktur wird mit dem in Kap. 4.2.1 beschriebenen Platten-Membranele-
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t A1 e1 d1 E R L NStr Pexp
[mm] [mm2] [mm] [mm]
h
N
mm2
i
[mm] [mm] - [KN]
0.197 0.799 0.337 8.02 6:895104 101.6 139.7 80 14.286
Tabelle 5.3: Abmessungen der Schale [5]
ment, die Stringer mit rechteckigen Balkenelementen modelliert. Die Balkenfor-
mulierung beru¨cksichtigt dabei die Exzentrizita¨t der Stringer. Als Randbedingun-
gen wird eine Navierlagerung der Struktur zugrundegelegt [6, 7, 8]. Die Verschie-
bungsfreiheitsgrade bei z = 0 sind gesperrt. Bei z = L sind vertikale Verschiebun-
gen zugelassen.
5.3.1 Imperfektionsmodell
Fu¨r drei dieser stringerversta¨rkte Schalenstrukturen sind in den 70-er Jahren Im-
perfektionen und Beullasten gemessen worden [68]. Diese Strukturen haben glei-
che Grundabmessungen, unterscheiden sich jedoch erheblich in Wand- und Strin-
gersta¨rke. Die gemessenen Imperfektionen sind als Koeffizienten der folgenden
Fourierreihe dargestellt [5]:
w (x;y) = t
14
∑
i=0
Ai0 cos
iπx
L
+ t
9
∑
k=0
14
∑
l=1
cos
kπx
L

Akl cos
ly
R
+Bkl cos
ly
R

(5.13)
Bei Annahme von Homogenita¨t und Ergozita¨t der Imperfektionen ergibt sich die
in Abb. 5.19 dargestellte Verteilung der Imperfektionsamplituden. Das Zufalls-
feld der Imperfektionen wird normalverteilt mit einer Standardabweichung von
7  10 5m angenommen. Die Lagerungsbedingungen werden als deterministisch
angesehen.
Da die Imperfektionen in Umfangsrichtung bei u= 2π voll korreliert sind, wa¨hrend
die Korrelationsfunktion in La¨ngsrichtung monoton abnehmen kann, wird eine or-
thotrope Korrelationsstruktur des Zufallsfeldes angenommen. Aus den gemesse-
nen Imperfektionen ergibt sich das in Abb. 5.20 dargestellte Korrelationsmodell
in Umfangsrichtung. In La¨ngsrichtung wird ein linearer Verlauf mit Korrelati-
onsla¨nge lH = L angenommen.
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Abbildung 5.19: Verteilung der Imperfektionsamplituden aus Messdaten [5]
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Abbildung 5.20: Korrelationsfunktion in Umfangsrichtung
5.3.2 Asymptotisches Stabilita¨tsverhalten
Mit Pfadverfolgung und Bisektion werden Stabilita¨tsberechnung am perfekten
System durchgefu¨hrt. Bei λ = 217:3 (bei jjPjj = 80N) tritt fu¨r die symmetrische
Struktur unter axialer Belastung wieder eine doppelte Singularita¨t auf. (In [6, 7]
wird fu¨r Navierlagerung bei λ= 176:9 eine einfache Singularita¨t fu¨r die perfekte
Struktur ermittelt.) Das Verha¨ltnis des niedrigsten Eigenwerts am belasteten Sy-
stem zum unbelasteten System betra¨gt 2:1  10 7. Die zugeho¨rigen Beulformen
zeigen jeweils 22 Halbwellen in Umfangsrichtung sowie 1 Vollwelle in La¨ngs-
richtung auf ([6] 20, 1). Die beiden Beulformen sind in der Form identisch, jedoch
um π44 verdreht. Abb. 5.21 zeigt eine Beulform.
Die Singularita¨t stellt eine Verzweigung dar. Folgende Nachbeulkoeffizienten (Gl.
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Abbildung 5.21: Beulform der versta¨rkten Schale
3.73 bis Gl. 3.75) werden bestimmt:
ai jk = ci = b12 = b21 = 0 (5.14)
b11 = b22 = 0:000437
N
m2
(5.15)
Die Verzweigung ist symmetrisch. Die Kru¨mmungen der Gleichgewichtspfade
wird mit folgenden Koeffizienten (s. Gl. 3.83, Gl. 3.84) beschrieben:
e1111 = e2222 = 31:311
N
m4
e1112 = e1222 = e2111 = e2222 = 0
e1121 = e1211 = e2122 = e2212 = 21:311
N
m4
e1122 = e1212 = e1221 = e2112 = e2121 = e2211 = 1:311
N
m4
(5.16)
f1111 = f2222 = 1:254 N
m4
f1122 = f2211 = 0:555 N
m4
f1212 = f1221 = e1211 = e2121 = 0:349 N
m4
f1112 = f1121 = f1211 = f1222 = f2111 = f2122 = f2212 = f2221 = 0(5.17)
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Wieder ergibt die Nachbeulanalyse fu¨r eine einfache Verzweigung einen stabilen
Verzweigungspunkt!
5.3.3 Berechnung der Versagenswahrscheinlichkeit
Die Berechnungen am imperfekten System werden mit dem in Kap. 3.7.1 be-
schriebenen Indifferenzenverfahren durchgefu¨hrt. Hierbei werden Terme 2. Ord-
nung beru¨cksichtigt. Damit muß ein quadratisches Eigenwertproblem gelo¨st wer-
den. Zur Berechnung des kritischen Punktes mu¨ssen neben dem Ausgangszustand
2 weitere Gleichgewichtspunkte auf dem Prima¨rpfad bestimmt werden. Das ver-
wendete Verfahren erweist sich gegenu¨ber Pfadverfolgungs- und Bisektionsver-
fahren zur Bestimmung des kritischen Punktes in der Rechenzeit um den Faktor
10 gu¨nstiger. Die ermittelte Last stellt eine Na¨herungslo¨sung dar. Fu¨r die perfekte
Struktur wird die kritische Last im Vergleich zu den Berechnungen mit Pfadver-
folgungstechniken auf 0.1 % Genauigkeit ermittelt. Fu¨r imperfekte Systeme er-
gaben sich bei 20 Realisationen des Zufallsfeldes eine mittlere Abweichung von
3.2 % gegenu¨ber den Berechnungen mit Pfadverfolgung und Bisektion. Fu¨r ein
lineares Eigenwertproblem ergibt sich bereits eine mittlere Abweichung von 8.5
%. Die Beru¨cksichtigung von Termen 3. und 4. Ordnung verbessert die Lo¨sung
nicht wesentlich. Die in Tab. 5.4 aufgefu¨hrten Parameter zur Lo¨sung des quadra-
tischen Eigenwertproblems wurden bei sa¨mtlichen Berechnungen dieses Kapitels
verwendet.
Toleranzgrenze fu¨r NEWTON -
Iteration
110 4N
Toleranzgrenze zur Lo¨sung des ge-
neralierten Eigenwertproblems fu¨r
lineare Beulanalyse
110 3
Dimension des Unterraums zur
Lo¨sung des quadratischen Eigen-
wertproblems
15
Toleranzgrenze zur Berechnung des
quadratischen Eigenwertproblems
110 2
Tabelle 5.4: Parameter fu¨r die Berechnung der Beullast
Als Referenzlo¨sung fu¨r die Versagenswahrscheinlichkeit wurde eine direkte Mon-
te Carlo Simulation mit 250 Realisationen unter Beru¨cksichtigung von 300 Imper-
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fektionsformen durchgefu¨hrt (Q = 1:00, vgl. Gl. 2.18). Ein Vorgehen analog Kap.
5.2 fu¨hrt mit der asymptotischen Sensitivita¨tsanalyse auf die Definition eines Un-
terraumes. Die nach dieser Studie wichtigsten vier Formen sind in Abb. 5.22 dar-
gestellt. Jede dieser Formen zeigt eine große Anzahl Halbwellen in Umfangsrich-
X
YZ
52. Imperfektionsform
sigma=      1.0198
X
YZ
126. Imperfektionsform
sigma=      0.5099
X
YZ
53. Imperfektionsform
sigma=        1.01
X
YZ
131. Imperfektionsform
sigma=         0.5
Abbildung 5.22: Imperfektionsformen der mit Stringern versta¨rkten Schale nach
den asymptotischen Gesetzen
tung. Die differentielle Aussage mit asymptotischen Gesetzen la¨ßt auf entschei-
dende Imperfektionsformen schließen, die starke Anteile in den Singula¨rvekto-
ren aufweisen. Die nichtlinearen Berechnungen der Last-Imperfektionsbeziehung
ergaben, daß mit dem auf diese Weise definierte Unterraum das reale Struktur-
verhalten nicht abgebildet werden kann! Deshalb wird im folgenden untersucht,
inwieweit sich das Strukturverhalten mit N Imperfektionsformen, die aus Eigen-
vektoren der Kovarianzmatrix bzw. der Steifigkeitsmatrix ausgewa¨hlt werden, be-
schreiben lassen. Die folgenden Kriterien wurden zur Definition des Unterraums
herangezogen.
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 N = 10, Wahl der Imperfektionsformen nach Ergebnissen der asymptoti-
schen Imperfektionsgesetze (“Fall A”).
 N = 10, Eigenvektoren zu den niedrigsten Eigenwerten der Steifigkeitsma-
trix im kritischen Punkt des perfekten Systems (“Fall B”).
 N = 10, Eigenvektoren zu den gro¨ßten Eigenwerten der Kovarianzmatrix
(“Fall C”).
 N = 10, a¨hnlich “Fall C”, jedoch wurde eine nichtlineare Sensitivita¨tsstudie
fu¨r die Eigenvektoren zu den gro¨ßten 50 Eigenwerten der Kovarianzmatrix
durchgefu¨hrt. Die wichtigsten N Imperfektionsformen wurden ausgewa¨hlt
(“Fall D”).
 Analog “Fall C”, jedoch mit N = 50 (“Fall E”) und N = 100 (“Fall F”)
Das Zufallsfeld wurde auf diese Imperfektionsformen projiziert. Anschließend
wurde eine direkte Monte Carlo Simulation mit 100 bis 150 Realisationen durch-
gefu¨hrt. Abb. 5.23 zeigt die Ergebnisse der Berechnungen im Vergleich zur Monte
Carlo Simulation.
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Abbildung 5.23: λ  p f Beziehung fu¨r die mit Stringern versta¨rkte Schale
“Resonanz”erscheinungen einer Imperfektionform in der Beulform (vgl. Kap. 5.1
und Kap. 5.2) treten fu¨r dieses Bespiel nicht auf. Erst mit 100 Zufallsvariablen
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(“Fall F”) wird das Strukturverhalten erfaßt. Damit ist eine probabilistische Be-
schreibung dieses Problems mit dem in Kap. 2.3 beschriebenen Interaktionsmo-
dell im betrachteten Wahrscheinlichkeitsbereich nicht mo¨glich. Die Ergebnisse
mit 50 Zufallsvariablen (“Fall E”) deuten darauf hin, daß fu¨r niedrige Wahrschein-
lichkeitsniveaus hauptsa¨chlich die Amplituden der Imperfektionsformen von ent-
scheidender Bedeutung sind.
In [8] wird fu¨r diese Struktur die Versagenswahrscheinlichkeit nach der first order
second moment Methode [69] bestimmt. Dieses Verfahren hat den entscheidenden
Nachteil, daß der ermittelte Sicherheitsindex von der speziellen mathematischen
Formulierung des Grenzzustandes abha¨ngig ist. Die Ursache hierfu¨r ist, daß die
Grenzzustandsfunktion um einen Punkt in eine TAYLOR-Reihe entwickelt wird,
der nicht auf g(x) = 0 liegt. Damit ko¨nnen die berechneten Wahrscheinlichkeiten
sehr ungenau werden [69]. In [8] stellen die Fourierkoeffizienten aus Gl. 5.13 die
zufa¨lligen Gro¨ßen dar. Diese Vorgehensweise hat zwar den Vorteil, daß keine An-
nahmen bezu¨glich der Homogenita¨t des Zufallsfeldes getroffen werden mu¨ssen,
jedoch wird eine große Anzahl von Messungen beno¨tigt um die Kovarianzen der
Zufallsvariablen statistisch gesichert zu bestimmen (3 Realisationen, wie in [8]
sind hierfu¨r zu wenig). Ein direkter Zusammenhang zwischen Qualita¨tsmaßsta¨ben
des Fertigungsprozesses und den Parametern des probabilistischen Modells fu¨r
die geometrischen Imperfektionen gelingt mit dieser Darstellung des Zufallsfeldes
nicht. Fu¨r die Berechnung in [8] werden aus den 290 gespeicherten Fourierkoef-
fizienten entscheidende 7 Koeffizienten u¨ber Sensitivita¨tsuntersuchungen mit Im-
perfektionsbeziehungen fu¨r eine asymmetrische Einfachverzweigung ausgewa¨hlt.
Die doppelt symmetrische Struktur unter einachsiger Belastung stellt jedoch eine
symmetrische Zweifachverzweigung dar. Dieses Kapitel zeigte weiterhin, daß dif-
ferentielle Aussagen bezu¨glich des Imperfektionsverhaltens am kritischen Punkt
der perfekten Struktur zu falschen Ergebnissen fu¨hren ko¨nnen, wenn die Beulform
im Imperfektionsfeld einen geringen Einfluß hat. In Anbetracht der erwa¨hnten
Unterschiede in den Berechnungsmodellen ist der folgende Vergleich der Berech-
nungsergebnisse nur bedingt statthaft: In [8] wird fu¨r eine Versagenswahrschein-
lichkeit von 0.98 ein Lastfaktor λ0:98 = 129 ermittelt, wogegen in der eigenen
Berechnung λ0:98 = 160 erzielt wird. Interessanterweise betra¨gt jedoch der sog.
knockdown Faktor fu¨r beide Berechnungen λ0:98λper f ekt = 0:73.
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5.4 Diskussion der Beispiele
In Tab 5.5 sind die Ergebnisse der Berechnungen dieses Kapitels zusammenge-
faßt.
Die direkten Verfahren zur Berechnung des kritischen Punktes (vgl. Kap. 3.7.3) er-
wiesen sich fu¨r die untersuchte Einfachverzweigung als stabil. Der kritische Punkt
konnte fu¨r das perfekte und die imperfekten Systeme bereits nach wenigen Itera-
tionen (N < 5) sehr genau bestimmt werden. Fu¨r Mehrfachverzweigungen (Kap.
5.2 und Kap. 5.3) traten Konvergenzprobleme auf. Der kritische Punkt wurde in
diesen Beispielen mit Pfadverfolgung und Bisektion bestimmt. Als Alternative
bietet sich das Indifferenzenverfahren an (s. Kap. 3.7.1). Fu¨r Probleme mit na¨he-
rungsweise linearem Vorbeulverhalten kann bereits mit Beru¨cksichtigung von Ter-
men 2. Ordnung der kritische Punkt fu¨r das perfekte System sehr genau bestimmt
werden. Fu¨r imperfekte Strukturen stellt die so ermittelte Lo¨sung im Vergleich zur
linearen Beulanalyse eine wesentlich bessere Na¨herung dar. Allerdings ko¨nnen
elasto-plastische Effekte mit Indifferenzenverfahren nicht beru¨cksichtigt werden.
Sofern eine begrenzte Anzahl entscheidender Zufallsvariablen identifiziert werden
kann, ist mit dem zur Anwendung gebrachten Interaktionsmodell der Zufallsva-
riablen ein erheblicher Rechenzeitgewinn bei der Berechnung der Vesagenswahr-
scheinlichkeit gegenu¨ber dem direkten Monte Carlo Verfahren mo¨glich. Insbe-
sondere ko¨nnen noch sehr kleine Wahrscheinlichkeitsniveaus erfaßt werden, die
mit einer direkten Monte Carlo Simulation aus Rechenzeitgru¨nden nicht mehr be-
stimmt werden ko¨nnen.
Fu¨r die Einfachverzweigung “Bogen Fall A” konnte das Strukturverhalten mit
asymptotischen Gesetzen nahezu exakt beschrieben werden. Fu¨r solche Fa¨lle kann
eine Beziehung zwischen Versagenswahrscheinlichkeit und Last auf semi-analy-
tische Weise angegeben werden. Damit sind nochmals starke Rechenzeitgewinne
mo¨glich. Die geringen ¨Anderungen in den Randbedingungen des Zufallsfeldes
bei Variante “Bogen Fall B” fu¨hrten dazu, daß das Strukturverhalten durch die
asymptotische Formulierung nicht exakt wiedergegeben werden konnte. Die Be-
handlung von Mehrfachverzweigungen erweist sich als wesentlich aufwendiger.
Bereits geringfu¨gige Asymmetrien in der Vernetzung fu¨hren unter Umsta¨nden bei
der Berechnung der kritischen Punkte nicht auf eine mehrfache sondern auf ei-
ne einfache Singularita¨t und damit zu einer falschen Klassifizierung des Stabi-
lita¨tsproblems. Die Form der Imperfektionsgesetze fu¨r Mehrfachverzweigungen
ist in der Literatur nicht einheitlich dargestellt (s. Kap. 3.5). Die Anzahl der zu be-
rechnenden Koeffizienten steigt mit der Vielfachheit der Singularita¨t schnell an.
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Bogen
Fall A, B
Stabtragwerk
Fall A, B
Schalenstruktur
Fall A, B, C, D,
E, F
# Freiheitsgrade 371 996 9440
# Knoten 125 200 1600
Materialgesetz elastisch elasto-plastisch elastisch
Berechnung des kri-
tischen Punktes
dir. Methode Pfadverfolgung Pfadverfolgung,
quadrat. Eigen-
wertproblem
Typ der Verzwei-
gung des perf.
Systems
sym. 1-fach sym. 2-fach sym. 2-fach
Beulform, # 12-
wellen in Umfangs-
und La¨ngsrichtung
2, - 4, 1 22, 1
Bestimmung der λ 
p f Bez. mit asymp.
Gesetzen
A: ja
B: bedingt
nein nein
Identifik. der wich-
tigsten ZV mit
asymp. Gesetzen
ja ja nein
Bemessungspunkt A: Beulform
B: Beulform
A: Beulform
B: Beulform
nicht die Beul-
form
Dimension des Un-
terraumes
A: 1
B: 10
A: 8
B: 2
A, B, C, D: 10
E: 50
F: 100
Beschreibung des
Strukturverhaltens
im Unterraum
A: ja
B: ja
A: ja
B: ja
A,B,C, D: nein
E: bedingt
F: ja
Anteil der Sin-
gula¨rvektoren am
Zufallsfeld
A: Q = 0:17
B: Q = 0:16
Q = 0:33 Q = 0:0034
Verfahren zur Be-
stimmung von p f
Interaktion,
Adap. Samp.
Interaktion,
Adap. Samp.
direkte MCS
Rechenzeitvergleich

tInteraktion
tMCdirekt

A: 4:610 4
B: 0:015
A: 0:56
B: 0:04
-
Tabelle 5.5: Zusammenfassung der Berechnungsergebnisse
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Insbesondere die 2. Ableitungen der Steifigkeitsmatrix bedu¨rfen bei einer nume-
rischen Differentiation einer sorgfa¨ltigen Sensitivita¨tsstudie bezu¨glich des Diffe-
rentiationsparameters. Prinzipiell mo¨gliche Plastifizierungseffekte ko¨nnen durch
die asymptotischen Gesetze nicht erfaßt werden (s. Kap. 5.2.1). Das Beispiel der
mit Stringern versta¨rkten Schale machte deutlich, daß mit den Imperfektionsge-
setzen nicht immer eine korrekte Identifizierung der wichtigsten Zufallsvariablen
mo¨glich ist. Eine probabilistische Aussage, die lediglich auf asymptotischen Ab-
leitungen beruht, wie in [63] vorgeschlagen, kann daher nur fu¨r einige Beispiele
zu korrekten Ergebnissen fu¨hren.
Offenbar kommt dem Anteil der Beulformen am Zufallsfeld (s. Tab. 5.5) eine
entscheidende Bedeutung zu. Wenn die Singula¨rvektoren im Zufallsfeld ausrei-
chend stark repra¨sentiert sind, u¨ben Imperfektionsformen in der Beulform - a¨hn-
lich Anregungen in den Eigenfrequenzen bei Problemen der Dynamik- “Reso-
nanz”effekte aus. Die Imperfektionsform am Bemessungspunkt entspricht un-
abha¨ngig vom Lastniveau gerade der Beulform. Die Beulform stellt damit die
Imperfektionsform dar, die den gro¨ßten Beitrag zur Versagenswahrscheinlichkeit
liefert. Fu¨r solche Fa¨lle (Kap. 5.1: Q = 0:16 und Kap. 5.2: Q = 0:33) gelingt
es, das stochastische Problem durch Projektion des Zufallsfeldes auf die Beul-
formen, auf wenige Zufallsvariablen zu reduzieren. Mit schwachem bzw. nahezu
vernachla¨ssigbarem Anteil der Beulformen am Zufallsfeld (vgl. Kap 5.3: Q =
0:0033) treten diese “Resonanz”erscheinungen bei den nichtlinearen Rechnungen
am imperfekten System nicht auf. Eine Identifikation von wenigen entscheiden-
den Zufallsvariablen erscheint fu¨r solche Fa¨lle nicht mo¨glich. Die Struktur zeigt
im betrachteten Wahrscheinlichkeitsbereich ein “breitbandiges” Verhalten. Die
differentielle Aussage im kritischen Punkt la¨ßt fa¨lschlicherweise auf Imperfekti-
onsformen mit starkem Anteil in der Beulform schließen.
In zuku¨nftigen Berechnungen muß untersucht werden, ab welchem Anteil der
Beulform im Imperfektionsfeld die erwa¨hnten “Resonanz”erscheinungen auftre-
ten. Weiter wa¨re zu u¨berpru¨fen, ob fu¨r Fa¨lle bei denen viele Zufallsvariable glei-
chermaßen Einfluß auf das Strukturverhalten haben ein directional sampling Ver-
fahren [13] zur Bestimmung der λ  p f Beziehung sinnvoll angewendet werden
ko¨nnte.
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Kapitel 6
Zusammenfassung
Geometrische Imperfektionen haben bei Stabilita¨tsproblemen ha¨ufig einen großen
Einfluß auf das Tragverhalten. Wenn die klassischen Stabilita¨tstheorie zusam-
men mit empirisch bestimmten Abminderungsfaktoren fu¨r die Bemessung her-
angezogen wird, bleiben u.a. Fertigungstechniken und Toleranzen unberu¨cksich-
tigt. Eine Bemessung im Rahmen der Zuverla¨ssigkeitstheorie ermo¨glicht, Qua-
lita¨tsmaßsta¨be im probabilistischen Modell fu¨r die Imperfektionen zu beru¨ck-
sichtigen. Die Berechnung der Versagenswahrscheinlichkeit durch direkte Monte
Carlo-Simulation ist stets mo¨glich, erweist sich jedoch als numerisch sehr auf-
wendig. In dieser Arbeit wird eine Methode zur Berechnung der Versagenswahr-
scheinlichkeit fu¨r geometrisch imperfekte Strukturen diskutiert, die auf einem In-
teraktionsmodell fu¨r die wichtigsten Zufallsvariablen basiert. Dazu muß das sto-
chastische Problem in einem geeigneten Unterraum dargestellt werden.
Die Berechnungen bauen auf einem mechanischen und einem probabilistischen
Modell auf. Die Imperfektionen werden u¨ber homogene ergodische Zufallsfel-
der abgebildet, wobei deterministische Bedingungen an Auflagern beru¨cksichtigt
werden ko¨nnen. Ergodizita¨t und Homogenita¨t stellen dabei zweifellos starke Ver-
einfachungen dar, die im Einzelfall zu diskutieren sind. Durch eine Eigenwert-
zerlegung der Kovarianzmatrix wird das Zufallsfeld als ¨Uberlagerung von deter-
ministischen Imperfektionsformen mit zufa¨llig verteilten Amplituden verstanden.
Somit werden Imperfektionsformen, denen ein probabilistisches Gewicht zuge-
ordnet ist, fu¨r strukturmechanische Untersuchungen auf nicht heuristische Weise
formuliert. Den Ausgangspunkt fu¨r die Berechnung der Versagenswahrscheinlich-
keit stellt eine approximative Beschreibung des Grenzzustandes mit einem Inter-
aktionsmodell fu¨r die wichtigsten Zufallsvariablen dar. Fu¨r eine Auswahl der ent-
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scheidenden Imperfektionsformen werden die KOITERschen Imperfektionsgeset-
ze fu¨r Ein- und Mehrfachverzweigungen diskutiert. Mit dem Bemessungspunkt
der Grenzzustandsfunktion kann auf die Imperfektionsformen mit dem gro¨ßten
probabilistischen Gewicht geschlossen werden.
In den Beispielen zeigte sich, daß die Imperfektionsform am Bemessungspunkt
fu¨r die betrachteten Lastniveaus gerade der Beulform entspricht, wenn diese in
ausreichendem Maße im Imperfektionsfeld enthalten ist. Mit einer Projektion des
Zufallsfeldes auf Imperfektionsformen in den Singula¨rvektoren kann eine proba-
bilistische Beschreibung des Strukturverhalten bereits mit sehr wenigen Zufalls-
variablen erfolgen. Die Beispiele machen ferner deutlich, daß die probabilistische
Analyse auf Grenzzusta¨nden aufbauen muß, die im Regelfall mit nichtlinearen
Berechnungen des Last-Imperfektionsverhaltens bestimmt worden sind. Nur fu¨r
ausgewa¨hlte Beispiele fu¨hren Berechnungen, die nur auf den asymptotischen Ge-
setzten beruhen, zu korrekten Ergebnissen.
Die Berechnung der Versagenswahrscheinlichkeit gestaltet sich wesentlich auf-
wendiger, wenn die Beulform im Imperfektionsfeld einen untergeordneten Beitrag
liefert. Dies gilt insbesondere fu¨r du¨nnwandige Schalenstrukturen. Die Beulfor-
men sind fu¨r diese Problemstellung oft sehr hochwellig, ihr Anteil am Zufallsfeld
ist sehr gering. In solchen Fa¨llen sind die erwa¨hnten “Resonanz”erscheinungen
nicht zu beobachten. Eine probabilistische Beschreibung des Strukturverhaltens
gelingt nur durch verha¨ltnisma¨ßig viele Zufallsvariablen.
Die Bemessung einer Struktur nach Zuverla¨ssigkeitskriterien orientiert sich an
einer Versagenswahrscheinlichkeit, die nicht u¨berschritten werden darf. Im Ent-
wurfsprozeß werden Strukturparameter (z.B. Blechsta¨rke), Materialparameter oder
Fertigungsverfahren solange modifiziert, bis das geforderte Zuverla¨ssigkeitsmaß
erfu¨llt ist. Dabei werden wiederholt Zuverla¨ssigkeitsprobleme gelo¨st. Dies gelingt
dann auf numerisch effiziente Weise, wenn sich die probabilistische Problemstel-
lung auf wenige Zufallsvariablen reduzieren la¨ßt.
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Anhang A
Richtungsableitungen der
Steifigkeitsmatrix
Fu¨r die asymptotische Nachbeulanalyse (Kap. 3.3) sowie fu¨r die asymptotische
Imperfektionsanalyse (Kap. 3.4) werden ho¨here Ableitungen der Gleichgewichts-
bedingungen nach den Verschiebungen beno¨tigt. Diese Ableitungen ko¨nnen prin-
zipiell analytisch an der Elementformulierung gewonnen werden, vgl. [76]. Zwei-
te Ableitungen der Gleichgewichtsbedingungen nach den Verschiebungen haben
Tensoren dritter Stufe, dritte Ableitungen dann Tensoren vierter Stufe zur Folge.
Alternativ zu den analytischen Ableitungen kann eine numerische Differentia-
tion der Steifigkeitsmatrix erfolgen. Diese Ableitungen sind nicht elementtyp-
spezifisch, somit muß fu¨r asymptotische Untersuchungen am singula¨ren Punkt
keine Modifikation vom Quelltext des FE- Programms vorgenommen werden. Im
Vergleich zur analytischen Lo¨sung ist die numerische Differentiation mit einem
Verlust an Rechengenauigkeit verbunden, der jedoch in Kauf genommen wird,
nachdem die asymptotischen Analysen prima¨r als Entscheidungshilfe zur Selek-
tion von entscheidenden Imperfektionsformen verstanden werden.
Im Zuge der Analyse des asymptotischen Nachbeulverhaltens und der asympto-
tischen Imperfektionsempfindlichkeit treten Ausdru¨cke der Form ∂K∂U q1q2 sowie
∂2K
∂U2 q1q1q2 auf. Die Terme
∂K
∂U sowie
∂2K
∂U2 stellen Tensoren dritter sowie vierter
Stufe dar. In Indexschreibweise gilt dann, wenn die Steifigkeitsmatrix als partielle
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Ableitung der Ru¨ckstellkra¨fte nach den Verschiebungen dargestellt wird:
∂2R j
∂uk∂ui
qkqi = v1 j (A.1)
∂3R j
∂uk∂ui∂ul
qkqiql = v2 j (A.2)
Die Ausdru¨cke ∂K∂U q1q2 sowie entsprechend
∂2K
∂U2 q1q1q2 ko¨nnen demnach als vek-
torielle Gro¨ßen interpretiert werden.
Die Vektoren q1, q2 sollen als beliebig und unabha¨ngig von den Verschiebungen U
angenommen werden. Die Multiplikationsreihenfolge der Vektoren darf in diesem
Fall vertauscht werden, s. Gl. A.1 und Gl. A.2:
Die numerische Differentiationsregel wird dann wie folgt abgeleitet [76]:
∂K
∂Uq1 =
∂
∂U (Kq1) =
∂
∂U
∂G
∂U q1

(A.3)
Mit
∂G
∂Uq1 =
d
dε
(G (U+ εq1))jε=0; (A.4)
folgt dann:
∂K
∂Uq1 =
∂
∂U

d
dε (G (U+ εq1))jε=0

(A.5)
Ein Vertauschen der Differentiationsreihenfolge liefert:
∂K
∂Uq1 =
d
dεK (U+ εq1)jε=0 (A.6)
Nach einem Grenzwertu¨bergang ε! 0 ergibt sich als Na¨herung fu¨r die gesuchten
Ausdru¨cke:
∂K
∂Uq1q2 
1
ε
(K (U+ εq
1
)q2 K (U)q2) (A.7)
Eine genaueres Ergebnis wird erreicht wenn ein zentrales Differenzenverfahren
angewendet wird:
∂K
∂U q1q2 
1
2ε
(K (U+ εq1)q2 K (U  εq1)q2) (A.8)
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Fu¨r die na¨chst ho¨here Ableitung gilt entsprechend:
∂2K
∂U2 q1q1q2 =
1
ε2
(K (U+ εq1)q2 2K (U)q2+K (U  εq1)q2) (A.9)
Fu¨r q2 = Φ1 verschwindet an einer Singularita¨t der Ausdruck KΦ1. Die Berech-
nung der Richtungsableitungen erfordet ein erneutes Aufstellen der Steifigkeits-
matrix an der Stelle U+ εΦ1 sowie U  εΦ1 Der Parameter ε wird nach Untersu-
chungen in [59] in folgender Gro¨ßenordnung gewa¨hlt:
10 8 < ε jjq1jj
jjUjj < 10
 3 (A.10)
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Anhang B
Unterraum Iteration zur
Eigenwertberechnung
Mit der LAPACK-Bibliothek steht ein leistungsfa¨higes Werkzeug fu¨r die Berech-
nung von Problemen der linearen Algebra fu¨r konventionelle Matrizenspeicher-
formen, d.h. als voll- bzw. dreiecksfo¨rmig abgespeicherte Matrizen, zur Verfu¨gung.
Probleme der Strukturmechanik stoßen mit diesen Speicherformen schnell an die
Grenzen der verfu¨gbaren Rechnerkapazita¨t. SLang [19, 20] bietet dem Benutzer
zusa¨tzlich noch eine sog. kompakte Speicherform fu¨r die Systemmatrizen an,
die lediglich Position und Wert der von Null verschiedenen Matrixelemente ab-
speichert. Fu¨r die im Regelfall nur schwach besetzten Strukturmatrizen ergeben
sich so erhebliche Speichervorteile. Fu¨r die Lo¨sung von generalisierten - sowie
standard Eigenwertproblemen werden fu¨r diese Speicherform Eigenwertlo¨ser zur
Verfu¨gung gestellt, die auf der Unterraum-Iteration [9] beruhen. An Hand dieser
Methode lassen sich Na¨herungslo¨sungen fu¨r die Eigenpaare auf iterative Weise
gewinnen, die berechneten Eigenwerte stellen eine obere Schranke fu¨r die exak-
ten Systemeigenwerte dar. Das Verfahren ist insbesondere dann sehr effektiv an-
zuwenden, wenn nur wenige (p, mit p n) Eigenpaare berechnet werden sollen
und eine Systemmatrix bereits in faktorisierter Form vorliegt. Folgendes genera-
lisiertes Eigenwertproblem soll gelo¨st werden:
AΦ= Λ (BΦ) (B.1)
Mit
ΦT AΦ =Λ (B.2)
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Die Matrizen A und B werden als symmetrisch mit Dimension n  n vorrausge-
setzt, die resultierenden Eigenwerte sind somit stets reel [18]. Die Kondition der
Matrix A soll fu¨r deren Inversion als ausreichend gewa¨hrleistet sein. Die Matrix B
muß dabei nicht notwendigerweise positiv definit sein. Dieser Fall tritt insbeson-
dere bei der Berechnung von kritischen Punkten mit dem Indifferenzenverfahren
(Kap. 3.7.1) ha¨ufig auf. Das Standardeigenwertproblem
AΦ= ΛΦ; (B.3)
ist mit B = I (I stellt die Einheitsmatrix dar), als Sonderfall in Gl. B.1 enthalten
und kann somit auf gleiche Weise gelo¨st werden.
Die Lo¨sung des Eigenwertproblems gelingt dann wie folgt. Als erster Schritt wird
folgendes Gleichungssystem formuliert,
AΦk+1 = BΦk (B.4)
daß nachΦk+1 aufzulo¨sen ist. Die hochgestellten Indizes kennzeichnen die Iterati-
onsnummer. Fu¨r Iterationsbeginn (k = 0) ist eine Ausgangsmatrix Φ0 der Dimen-
sion p  n zur Verfu¨gung zu stellen, die eine lineare Unabha¨ngigkeit der Spalten
gewa¨hrleistet. Sofern kein Anfangszustand, z.B. aus einer vorangegangen Eigen-
wertlo¨sung, zu Verfu¨gung steht, werden die Matrixelemente ga¨ngigerweise mit
gleichverteilten Zufallszahlen besetzt [9, 76]. Die Lo¨sung von Gl. B.4 ist gera-
de dann effektiv, wenn die Matrix A bereits in faktorisierter Form vorliegt. Dies
ist insbesondere wa¨hrend der (modifizierten) Newton-Iteration in einem Laststei-
gerungsalgorithmus der Fall. Zusa¨tzlich bietet SLang die Variante an, Gl. B.4 mit
Hilfe des konjugierten Gradienten Verfahrens [18] zu lo¨sen. Mit steigender An-
zahl von zu berechnenden Eigenpaaren wird diese Variante zwar schnell unwirt-
schaftlich, kann jedoch fu¨r speicherintensive Probleme, sowie fu¨r Fa¨lle fu¨r die
faktorisierte Matrix nicht vorliegt, zur einzigen Alternative werden. In einem 2.
Schritt werden vollbesetzte Matrizen der Dimension p p durch folgende Matrix-
operationen erzeugt.
˜A =Φk+1
T
AΦk+1 (B.5)
˜B =Φk+1
T
BΦk+1 (B.6)
Das in den Unterraum projizierte Eigenproblem lautet somit:
˜AΨ=Λk+1 ˜BΨ (B.7)
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Mit:
ΨT ˜AΨ = Λk+1 (B.8)
ΨT ˜BΨ = I (B.9)
Hierbei ist zu beachten daß ˜B wiederum nicht notwendigerweise vollen Rang be-
sitzen muß. Fu¨r diesen Fall kann das Unterraumproblem Gl. B.7 nicht gelo¨st wer-
den. Jedoch kann eine Lo¨sung gefunden werden, sofern eine Normalisierung der
Eigenvektoren bezu¨glich ˜A vorgenommen wird. Das Unterraumproblem lautet so-
mit:
˜BΨ= Γk+1 ˜AΨ (B.10)
Mit:
ΨT ˜BΨ = Γk+1 (B.11)
ΨT ˜AΨ = I (B.12)
Die berechneten Eigenwerte Γ stellen dann die Kehrwerte der gesuchten Eigen-
vektoren Λ dar.
Λk+1 =

Γk+1

 1
(B.13)
Außerdem muß noch eine Umordnung der Eigenpaare vorgenommen werden, so
daß Λ1 < Λ2 < :: :Λp gilt. Der Anwender entscheidet bezu¨glich welcher Matrix
die Eigenvektoren normalisiert werden. Gl. B.7 bzw. Gl.B.10 werden dann mit der
LAPACK Bibliothek gelo¨st.
Die Λk+1 stellen eine verbesserte Na¨herung fu¨r die gesuchten Eigenwerte dar. Die
iterativ verbesserten Eigenvektoren ergeben sich dann zu:
Φk+1 =Φk+1Ψ (B.14)
Die so ermittelte Eigenvektoren dienen als Startvektoren fu¨r den na¨chsten Iterati-
onschritt. Der Vorgang wird so lange wiederholt bis bis das Konvergenzkriterium,
Λk+1p  Λkp
Λk+1p
< tol; (B.15)
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fu¨r den gro¨ßten zu berechnenden Eigenwert erfu¨llt ist. Als Richtline gilt, die To-
leranzgrenze zu tol = 10 2s festzulegen [9], wobei s die gewu¨nschte Stellenge-
nauigkeit des Eigenwertproblems darstellt. Die auf diese Weise erhaltenen Eigen-
vektoren konvergieren im allgemeinen gegen die exakten Eigenvektoren. Die Be-
rechnung der Eigenpaare bedarf somit neben der Lo¨sung des Gleichungssystems
Gl. B.4 lediglich der Matrixoperationen Gl. B.5, Gl. B.6 sowie Gl. B.14 und der
Lo¨sung des Eigenwertproblems der Dimension p (Gl. B.7 bzw. Gl. B.10). Das
Verfahren kann damit effektiv auch als begleitende Maßnahme innerhalb einer
nichtlinearen Strukturanalyse eingesetzt werden.
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Anhang C
Beispiele zum Element SHELL3N
Platte unter einachsigem Druck bei gelenkiger Lagerung
Im folgenden Beispiel (s. Abb. C.1) werden Beulberechnung an einer ebenen, all-
seitig gelenkig gelagerten Platte durchgefu¨hrt und mit einer analytischen Lo¨sung
fu¨r dieses Problem ( z. B. [56]) verglichen. Fu¨r die das Beulproblem beschrei-
frei drehbar gelagert 
a
b σ
Abbildung C.1: Platte unter einachsigem Druck bei gelenkiger Lagerung
bende analytische Lo¨sung der Differentialgleichung wird eine trigonmetrische
Lo¨sungsfunktion gewa¨hlt, die die Randbedingungen erfu¨llt. Diese Vorgehenswei-
se fu¨hrt auf die folgende charakteristische Beulformel,
σk =
Eπ2
12 (1 µ2)
 t
b
2
k (C.1)
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mit t als Plattendicke und k als Beulkoeffizient, der von den Geometrieabmessun-
gen abha¨ngig ist.
k =

mb
a
+
a
mb
2
(C.2)
Zu jeder Kombination der ganzzahligen Anzahl der Halbwellen in La¨ngs- bzw
Querrichtung, n und m, geho¨rt ein Lo¨sungswert. Maßgeblich ist die kleinste Span-
nung, die sich aus Gl. C.1 ergibt. Dies fu¨hrt fu¨r ein variables Verha¨ltnis der Kan-
tenla¨ngen auf die sog. Girlandenkurven.
Die FE-Berechnung wurde mit 2 Diskretisierungen durchgefu¨hrt (9*9 und 17*17
Knoten). Die Netze wurden parametrisiert, die Beulkoeffizienten wurden mit ei-
nem Netz fu¨r unterschiedliche Seitenverha¨ltnisse berechnet. Die analytische Lo¨sung
beru¨cksichtigt keine Vorverformungen. Fu¨r einen objektiven Vergleich der FE
Lo¨sung mit der analytischen Lo¨sung wurde daher bei der FE-Berechnung eben-
falls die Vorverformungen vernachla¨ssigt. Dazu wurde die Belastung als Last-
fall “Temperaturdehnung in La¨ngsrichtung” interpretiert. Die Beulspannung wird
dann mittels des in Kap. 3.7.1 beschriebenen Indifferenzenverfahrens berechnet.
Fu¨r das Seitenverha¨ltnis ab = 1 stimmen die berechneten Wete auf 0.6% (9*9 Netz)
sowie 0.3 % (17*17 Netz) mit der analytischen Lo¨sung u¨berein. Fu¨r den Wert
a
b = 1 sind in [82] Ergebnisse fu¨r Berechnungen ohne Vorverformungen fu¨r wei-
tere Elementformulierungen aufgefu¨hrt. Am Wert ab =
p
2 wechselt die Beulform.
Ho¨here Beulmuster ko¨nnen entsprechend schlechter mit den gegebenen Diskreti-
sierung wiedergegeben werden. Die Abweichungen lassen sich durch eine feinere
Vernetzung verringern. In Abb. C.2 sind die Girlandenkurve der FE-Berechnung
der analytischen Lo¨sung gegenu¨bergestellt.
Die Berechnungsergebnisse unter Beru¨cksichtigung der Vorverformungen, die am
Netz 9*9 durchgefu¨hrt wurden, sind zum Vergleich ebenfalls in Abb. C.2 abge-
bildet. Fu¨r ab = 1 ergeben sich dann bereits 3.9 % Abweichungen gegenu¨ber den
Berechnungen ohne Vorverformungen!
“ Verzerrung” von Elementen
Als Beispiel das die Insensitivitita¨t des Platten-Membran-Elements bezu¨glich ei-
ner Verzerrung der Elementgeometrie demonstrieren soll, wird ein Kragtra¨ger un-
ter Einzellast berechnet. Das Modell ist mit 20 gleichen Dreieckselementen dis-
kretisiert, die Platte ist an den Knoten 1, 12, 14 eingespannt, vgl. Abb. C.3. An
den Knoten 6, 7, 18 wirkt eine Belastung in z-Richtung. Die Elementabmaße in
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Abbildung C.2: Girlandenkurve fu¨r analytische - und FE-Berechnung
x-Richtung sind variabel, so daß der Einfluß des Seitenverha¨ltnisses der Elemente
auf das Ergebnis untersucht werden kann. Die Lo¨sung wird jeweils mit der ana-
lytischen Lo¨sung nach der Balkentheorie verglichen. In der Berechnung wurde
dabei das Seitenverha¨ltnis von 1:1000 bis 1000:1 variiert. Abb. C.3 zeigt die ver-
formte Struktur bei einem Seitenverha¨ltnis von 1:1. Abb. C.4 zeigt das Verha¨ltnis
der analytischen Lo¨sung nach Balkentheorie zur FE-Lo¨sung gegenu¨ber dem Lo-
garithmus des Elementseitenverha¨ltnisses auf.
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Abbildung C.3: FE-Berechnung bei einem Elementseitenverha¨ltnis von 1:1
Die Ergebnisse sind fu¨r Seitenverha¨ltnisse von 1:3 bis 200:1 nahezu konstant. Fu¨r
gro¨ßere Elementverzerrungen bis zum Faktor 1000:1 ergeben sich im berechneten
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Abbildung C.4: Qualita¨t der Lo¨sung gegenu¨ber log. des Verha¨ltnisses der Sei-
tenla¨ngen
Bereich maximale Abweichungen von lediglich 8%. Fu¨r sehr kleine Seitenverha¨lt-
nisse bis 1:1000 liegt die maximale Abweichung gegenu¨ber der analytischen Bal-
kenlo¨sung bei 11%. Schubeinflu¨sse sind dabei weder bei der analytischen noch
bei der FE-Lo¨sung beru¨cksichtigt worden.
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Anhang D
Beulanalyse einer Eisenbahnbru¨cke
Eine bereits vormontierte Stahlfachwerkbru¨cke (Abb. D.1 und Abb. D.2) soll wie
in Abb. D.3 dargestellt eingeschoben werden.
X
Y
Z
Abbildung D.1: Stahlfachwerk-
bru¨cke
Abbildung D.2: Querschnitt des
Bru¨ckenuntergurtes [37]
Dabei liegt wa¨hrend des Montagevorganges kurzzeitig das gesamte Eigengewicht
der Bru¨cke auf den sog. Verschubsattel (Abb D.4). Es stellt sich die Frage, ob ein
Versagen der Bru¨ckenuntergurte (Abb. D.2) durch Stabilita¨tsverlust wa¨hrend der
Montage ausgeschlossen werden kann.
Zur Berechnung wurde die gesamte Bru¨cke (Obergurte, Untergurte, Streben und
Fahrbahn) durch ein FE-Modell (533 Knoten und 1102 Elemente) abgebildet (Abb.
D.5). Der mittlere Bereich eines Untergurtes wurde mit geometrisch nichtlinea-
ren SHELL3N Platten-Membranelementen modelliert (Abb. D.6), die restlichen
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Abbildung D.3: Montagesystem der
Bru¨cke [37]
Abbildung D.4: Verschubsattel zur
Montage [37]
Komponenten mit geometrisch nichtlinearen Balkenelementen. Die Untergurte
sind in gleichen Absta¨nden mit Schotten versta¨rkt. Die Kopplung der Balken mit
den Platten-Membranelementen erfolgt an solchen Schotten. Dabei wird von ei-
nem Ebenbleiben der Querschnitte ausgegangen. Mit dem Modell gelingt es, die
Massen- und Steifigkeitsverha¨ltnisse an der gesamten Struktur na¨herungsweise
und im fu¨r das Beulproblem ausschlaggebenden Bereich relativ genau abzubilden.
Eine Ermittlung von Schnittgro¨ßen und deren Einleitung in eine Schalenstruktur,
wie in [37] durchgefu¨hrt, entfa¨llt somit.
Das Tragwerk ist wa¨hrend der Montage durch Eigengewicht belastet. Die Bru¨cke
ist am rechten Rand gelenkig gelagert. Die Verschubsattel wurden symmetrisch
in Bru¨ckenmitte angenommen. Im Bereich der Verschubsattel wurden unterhalb
der vertikalen Gurtbleche die vertikalen Verschiebungen behindert. Der kritische
Lastfaktor λkrit wird mit Indifferenzenverfahren erster und zweiter Ordnung er-
mittelt. Zu Kontrollzwecken wird eine Laststeigerung bis zum Stabilita¨tsversagen
durchgefu¨hrt. In Tab. D.1 sind die Berechnungsergebnisse und die beno¨tigten Re-
chenzeiten aufgefu¨hrt.
lineares
Eigenwert-
problem
quadrat.
Eigenwert-
problem
Pfad-
verfolgung
DASt 012
λkrit 6.31 6.26 6.25 1.4
tcalc[h] 0.15 0.3 5 -
Tabelle D.1: Ergebnisse der Beulberechnung
Abb. D.5 zeigt die verformte Struktur, Abb. D.6 die Beulform. Wie erwartet tritt
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lokales Beulen unterhalb des Verschubsattels auf. Mit den ermittelten kritischen
Lasten muß ein Versagen des Tragwerks durch Stabilita¨tsverlust bei den gege-
benen Montagebedingungen nicht befu¨rchtet werden. Die Beulbemessung an der
X
Y
Z
Abbildung D.5: Verformte Struktur (200-fach u¨berho¨ht)
X
Abbildung D.6: Beulform der Struktur
Gesamtstruktur liefert wesentlich ho¨here kritische Lasten als die Berechnung nach
DASt 012, s. auch [37]. Die Indifferenzenverfahren erweisen sich zur Ermittlung
der kritischen Last in der Rechenzeit erheblich gu¨nstiger als eine Verfolgung des
Lo¨sungspfades bis zum singula¨ren Punkt.
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