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This thesis addresses the adaptation, hybridisation and application of a 
metaheuristic, Ant Colony Optimisation (ACO), to the Job Shop Problem (JSP). The 
objective is to minimise the makespan of JSP. 
Amongst the class of metaheuristics, ACO is a relatively new field and much work 
has to be invested in improving the performance of its algorithmic approaches. Despite its 
success in its application to combinatorial optimisation problems such as Traveling 
Salesman Problem and Quadratic Assignment Problem, limited research has been 
conducted in the context of JSP. JSP makespan minimisation is simple to deal with from a 
mathematical point of view and is easy to formulate. However, due to its numerous “very-
restrictive” constraints, it is known to be extremely difficult to solve. Consequently, it has 
been the principal criterion for JSP in academic research and is able to capture the 
fundamental computational difficulty which exists implicitly in determining an optimal 
schedule. Hence, JSP makespan minimisation is an important model in scheduling theory 
serving as a proving ground for new algorithmic ideas and providing a starting point for 
more practically relevant models. 
In this thesis, a more superior ACO pheromone model is proposed to eliminate the 
negative bias in the search that is found in existing pheromone models. The incorporation 
of active/non-delay/parameterised schedule generation and local search phase in ACO 
further intensifies the search. The hybridisation of ACO with Genetic Algorithms presents 
a potential means to further exploit the power of recombination where the best solutions 
  XI
generated by implicit recombination via a distribution of ants’ pheromone trails, are 
directly recombined by genetic operators to obtained improved solutions. 
A computational experiment is performed on the proposed pheromone model and 
has verified its learning capability in guiding the search towards better quality solutions. 
The performance of the hybridised ACO is also computationally tested on 2 sets of 
intensely-researched JSP benchmark problems and has shown promising results. In 
addition, the hybridised ACO has outperformed several of the more established solution 
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Chapter 1   Introduction 
 
1.1 NP-Hard Combinatorial Optimisation Problems and Solution 
Techniques 
Scheduling, in general, deals with the allocation of limited resources to tasks over 
time. It can be regarded as decision-making processes with the goal of optimising one or 
more objectives. Scheduling plays an important role in manufacturing systems where 
machines, manpower, facilities and time are critical resources in production and service 
activities. Scheduling these resources leads to increased efficiency, capacity utilisation and 
ultimately, profitability. The importance of scheduling makes it one of the most studied 
combinatorial optimisation problems (COPs). 
Solving a COP amounts to finding the best or optimal solutions among a finite or 
countably infinite number of alternative solutions (Papadimitriou and Steiglitz, 1982). A 
COP is either a minimisation problem or a maximisation problem and is specified by a set 
of problem instances. A COP instance can be defined over a set C = {c1, …, cn} of basic 
components. A subset C* of components represents a solution of the problem; F ⊆  2C is 
the subset of feasible solutions and thus, a solution is feasible if and only if C* ∈  F. The 
problem instance can then be formalised as a pair (F, z), where the solution space F 
denotes the finite set of all feasible solutions and the cost function z is a mapping defined 
as 
 
z: F→ℜ     (1.1) 
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In the case of minimisation, the problem is to find a solution iopt ∈F which satisfies 
 
     z(iopt) ≤  z(i), for all i ∈F  (1.2) 
 
In the case of maximisation, iopt satisfies 
 
     z(iopt) ≥  z(i), for all i ∈F  (1.3) 
 
Such a solution iopt is called a globally-optimal solution, either minimal or maximal, or 
simply an optimum, either a minimum or a maximum; zopt = z(iopt) denotes the optimal 
cost, and Fopt denotes the set of optimal solutions. In this thesis, we consider COPs as 
minimisation problems. This can be done without loss of generality since maximisation is 
equivalent to minimisation after simply reversing the sign of the cost function. 
An important achievement in the field of combinatorial optimisation, obtained in 
the late 1960’s, is the conjecture – which is still unverified – that there exists a class of 
COPs of such inherent complexity that any algorithm, solving each instance of such a 
problem to optimality, requires a computational effort that grows superpolynomially with 
the size of the problem (Wilf, 1986). This conjecture resulted in a distinction between easy 
(P) and hard (NP-hard) problems. The theoretical schema of addressing the complexity 
and computational burden of these problems is through the notions of “polynomially-
bounded” and “non-polynomially bounded” algorithms. A polynomial-bounded algorithm 
for a problem is a procedure whose computational burden increases polynomially with the 
problem size in the worst case. The class of all problems for which polynomially-bounded 
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algorithms are known to exist is denoted by P. Problems in the class P can generally be 
solved to optimality quite efficiently. 
In contrast to the class P, there is another class of combinatorial problems for 
which no polynomially-bounded algorithm has yet been found. Problems in this class are 
called “NP-hard”. As such, the class of NP-hard problems may be viewed as forming a 
hard core of problems that polynomial algorithms have not been able to penetrate so far. 
This suggests that the effort required to solve NP-hard problems increase exponentially 
with problem size in the worst case. 
Over the years, it has been shown that many theoretical and practical COPs belong 
to the class of NP-hard problems. A direct consequence of the property of NP-hard 
problems is that optimal solutions cannot be obtained in reasonable amount of 
computation time. Considerable efforts have been devoted to constructing and 
investigating algorithms for solving NP-hard COPs to optimality or proximity. In 
constructing appropriate algorithms for NP-hard COPs, one might choose between two 
options. Either one goes for optimality at the risk of very large, possibly impracticable, 
amount of computation time, or one goes for quickly obtainable solutions at the risk of 
sub-optimality. Hence, one frequently resorts to the latter option, heuristic or 
approximation algorithms to obtain near-optimal solutions instead of seeking optimal 
solutions. An approximation algorithm is a procedure that uses the problem structure in a 
mathematical and intuitive way to provide feasible and near-optimal solutions. An 
approximation algorithm is considered effective if the solutions it provides are 
consistently close to the optimal solution. 
Among the basic approximation algorithms, we usually distinguish between 
constructive algorithms and local search algorithms. Constructive algorithms generate 
Chapter 1 – Introduction 
 4
solutions from scratch by adding components to an initially empty partial solution until a 
solution is complete. They are typically the fastest approximation algorithms but they 
often return solutions of inferior quality when compared to local search algorithms. A 
local search algorithm starts from some given solution and tries to find a better solution in 
an appropriately defined neighbourhood of the current solution. In case a better solution is 
found, it replaces the current solution and the local search is continued from there. The 
most basic local search algorithm, called iterative improvement, repeatedly applies these 
steps until no better solution can be found in the neighbourhood of the current solution and 
stops in a local optimum. A disadvantage of this algorithm is that it may stop at poor 
quality local minima. Thus, possibilities have to be devised to improve its performance. 
One option would be to increase the size of the neighbourhood used in the local search 
algorithm. Obviously, there is a higher chance to find an improved solution, but it also 
takes a longer time to evaluate the neighbouring solutions, making this approach infeasible 
for larger neighbourhoods. Another option is to restart the algorithm from a new, 
randomly generated solution. Yet, the search space typically contains a huge number of 
local optima and this approach becomes increasingly inefficient on large instances. 
To overcome these disadvantages of iterative improvement algorithms, many 
generally applicable extensions of local search have been proposed. They improve the 
local search algorithms by accepting worse solutions, thus allowing the local search to 
escape from local optima, or by generating good starting solutions for local search 
algorithms and guiding them towards better solutions. In the latter case, the experience 
accumulated during the run of the algorithm is often used to guide the search in 
subsequent iterations. These general schemes to improve local search algorithms are now 
called metaheuristics. As described by Voss et al. (1999), “A metaheuristic is an iterative 
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master process that guides and modifies the operations of subordinate heuristics to 
efficiently produce high quality solutions. It may manipulate a complete (or incomplete) 
single solution or a collection of solutions at each iteration. The subordinate heuristics 
may be high (or low) level procedures, or a simple local search, or just a construction 
method.” The fundamental properties of metaheuristics can be summarized as follows: 
- Metaheuristics are strategies that guide the search process. 
- Metaheuristics make use of domain-specific knowledge and/or search experience 
(memory) to bias the search. 
- Metaheuristics incorporate mechanisms to avoid getting trapped in confined areas 
of the search space. 
- The goal is to efficiently explore the search space in order to find optimal 
solutions. 
- Metaheuristic algorithms are approximate and non-deterministic, ranging from 
simple local search to complex learning processes. 
- The basic concept of metaheuristic permits an abstract level description and are not 
problem-specific. 
 
1.2 Shop Scheduling Problems 
Scheduling in a manufacturing environment allocates machines for processing a 
number of jobs. Operations (tasks) of each job are processed by machines (resources) for a 
certain processing time (time period). Typically, the number of machines available is 
limited and a machine can only process a single operation at a time. Often, the operations 
cannot be processed in arbitrary order but follow a prescribed processing order. As such, 
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jobs often follow technological constraints which define a certain type of shop floor. In a 
flow shop, all jobs pass the machines in identical order. In a job shop, the technological 
restriction may differ from job to job. In an open shop, no technological restrictions exist 
and therefore, the operations of jobs may be processed in arbitrary order. The mixed shop 
problem is a mixture of the above pure shops, in which some of the jobs have 
technological restrictions (as in a flow or job shop) while others have no such restrictions 
(as in an open shop). Apart from technological constraints of the three general types of 
shop, a wide range of additional constraints may be taken into account. Among those, job 
release times and due dates as well as order dependent machine set-up times are the most 
common ones. 
Shop scheduling determines starting times of operations without violating 
technological constraints such that processing times of identical machines do not overlap 
in time. The resulting time table (Gantt Chart) is called a schedule. Scheduling pursues at 
least one economic objective. Typical objectives are the reduction of makespan of an 
entire production program, the minimisation of mean job tardiness, the maximisation of 
machine load or some weighted average of many similar criteria. 
In this thesis, we have chosen the Job Shop Problem (JSP) as a representative of 
the scheduling domain. Not only JSP is a NP-hard COP (Garey et al., 1976), it is one of 
the least tractable known (Nakano and Yamada, 1991; Lawler et al., 1993). This is 
illustrated by the fact that algorithms can optimally solve other NP-hard problems such as 
the well-known Travelling Salesman Problem (TSP), with more than 4000 cities, but 
strategies have not yet been devised that can guarantee optimal solutions for JSP instances 
which are larger than 20 jobs (n) ×  10 machines (m). An n ×  m size JSP has an upper 
bound of (n!)m and thus, a 20 ×  10 problem may have at most 7.2651 ×  10183 possible 
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solutions. Complete enumeration of all these possibilities to identify feasible schedules 
and the optimal one is not practical. In view of this factorial explosion nature of JSP, 
approximation algorithms have served as a pragmatic tool in solving this class of NP-hard 
problems and providing good quality solutions in a reasonable amount of time. 
Analogous to TSP, the makespan minimisation of JSP is widely investigated in 
academic and industrial practice. This criterion has indeed much historical significance 
and was the first objective applied to JSP in the early 1950s. It is simple to deal with from 
a mathematical point of view and is easy to formulate. With the abundance of available 
literature, JSP is an important model in scheduling theory serving as a proving ground for 
new algorithmic ideas and providing a starting point for more practically relevant and 
complicated models. 
 
1.3 Metaheuristics for Solving Shop Scheduling Problems 
Progress in metaheuristics has often been inspired by analogies to naturally 
occurring phenomena like physical annealing of solids or biological evolution. These 
phenomena led to strongly improved algorithmic approaches known as Simulated 
Annealing (SA) (Kirkpatrick et al., 1983) and Genetic Algorithms (GA) (Holland, 1975). 
On the other hand, deliberate and intelligent designs of general solution techniques aimed 
at attacking COPs have also given risen to powerful metaheuristics such as Tabu Search 
(TS) (Glover, 1986) and Greedy Randomised Adaptive Search Procedures (GRASP) (Feo 
and Resende, 1995). 
The most recent of these nature-inspired algorithms is Ant Colony Optimisation 
(ACO), inspired by foraging behaviour of real ant colonies (Dorigo et al., 1991; 1996). 
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The metaheuristic is based on a colony of artificial ants which construct solutions to 
combinatorial optimisation problems and communicate indirectly via pheromone trails. 
The search process is guided by positive feedback, taking into account the solution quality 
of the constructed solutions and the experience of earlier cycles of the algorithm coded in 
the form of pheromone. Since ACO is still a relatively new field, much work has to be 
invested in improving the performance of the algorithmic approaches. With the 
incorporation of local search, ACO has proven to be competent in solving combinatorial 
optimisation problems such as the Travelling Salesman Problem (TSP) (Stutzle and Hoos, 
1997a, 1997b) and Quadratic Assignment Problem (QAP) (Maniezzo and Colorni, 1998). 
However, ACO has yet to be extensively applied in the domain of job scheduling and 
amongst the limited research in JSP, ACO has met with limited success. In this thesis, our 
main goal will be to improve ACO’s performance on JSP by proposing algorithmic 
adaptation, hybridisation and local search incorporation. 
 
1.4 Scope of Thesis 
The content of the thesis is organised as follows. In Chapter 2, we present a 
literature review for JSP and an overview of 5 existing types of metaheuristics (ACO, GA, 
GRASP, SA and TS) for solving JSP. In Chapter 3, we propose a new methodology for 
solving JSP by adapting and hybridising the existing general ACO algorithm. The 
computational results and analysis of the hybridised ACO on 2 sets of intensely-
researched benchmark problems (Fisher and Thompson, 1963; Lawrence, 1984) are 
presented in Chapter 4. Finally, some concluding remarks are presented in Chapter 5. 
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1.5 Contributions of Thesis 
ACO is a relatively new metaheuristic amongst the solution techniques for COPs. 
Though ACO has been successfully applied to TSP and QAP, its application in the field of 
machine scheduling is limited. For the few researchers who have applied ACO on JSP, 
their computational performance is poor as compared to the more established 
metaheuristics such as TS, SA, GA and GRASP. The primary cause of ACO’s poor 
performance is due to the direct application of the ACO-TSP model to the context of JSP 
which has been found to be unsuitable. 
In this thesis, we adapt and hybridise the basic ACO algorithm for solving the JSP. 
A more superior pheromone model is proposed to eliminate the negative bias in the search 
that is found in existing pheromone models. The incorporation of active/non-
delay/parameterised active generation and local search phase in ACO further intensifies 
the search. The hybridisation of ACO with GA presents a potential means to further 
exploit the power of recombination where the best solutions generated by implicit 
recombination via a distribution of ants’ pheromone trails, are directly recombined by 
genetic operators to obtained improved solutions.  
A computational experiment is performed on the proposed pheromone model and 
has verified its learning capability in guiding the search towards better quality solutions. 
The performance of the hybridised ACO is also computationally tested on 2 sets of 
intensely-researched JSP benchmark problems and has shown promising results. In 
addition, the hybridised ACO has outperformed several of the more established solution 
techniques in solving JSP. 
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Chapter 2 Literature Survey for Job Shop Problem and Metaheuristics 
 
2.1   Introduction 
In the first part of this chapter, we shall discuss the core of our research studies on 
shop scheduling – the Job Shop Problem. Section 2.2 presents a literature survey of JSP 
and its solution techniques. Section 2.3 presents JSP mathematical formulation, graphical 
representation and methodology for makespan determination. Two sets of widely 
investigated JSP benchmark problems are discussed in Section 2.4. The performance of 
our proposed hybrid metaheuristic shall be validated on these two sets of JSP benchmark 
problems. 
In the second part of this chapter, we present an overview of 5 existing 
metaheuristics for solving JSP. In Section 2.5, we present the Ant Colony Optimisation 
and Genetic Algorithms which are applied and discussed in more details in Chapters 3-5 
of this thesis. The main features of 3 other extensively studied metaheuristics - Greedy 
Randomised Adaptive Search Procedures, Simulated Annealing and Tabu Search - are 
also outlined. We highlight the basic concepts and algorithmic scheme for each of these 
metaheuristics. In Section 2.6, we attempt to identify the commonalities and differences 
between these metaheuristics. In addition, we summarise the intensification and 
diversification strategies employed by these metaheuristics in Section 2.7. The insights 
into these metaheuristics, as described briefly in Section 2.8, shall form the basic 
considerations during the design of our proposed hybrid metaheuristic for solving JSP in 
Chapter 3.   
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2.2   Literature Survey for Job Shop Problem 
The history of JSP dates back to more than 40 years ago together with the 
introduction of a well-known benchmark problem (FT10; 10 jobs x 10 machines) by 
Fisher and Thompson (1963). Since then, JSP has led to intense competition among 
researchers for the most powerful solution technique. During the 1960s, emphasis was 
directed at finding exact solutions by the application of enumerative algorithms which 
adopt elaborate and sophisticated mathematical constructs. The main enumerative strategy 
was Branch and Bound (BB) where a dynamically constructed tree representing the 
solution space of all feasible schedules is implicitly searched. This technique formulates 
procedures and rules to allow large portions of the tree to be removed from the search and 
for many years, it was the most popular JSP technique. Although this method is suitable 
for instances with less than 250 operations, its excessive computing requirement prohibits 
its application to larger problems. In addition, their performance to JSP is quite sensitive 
to individual instances and initial upper bound values (Lawler et al., 1993). Current 
research emphasise the construction of improved branching and bounding strategies and 
the generation of more powerful elimination rules in order to remove large numbers of 
nodes from consideration at early stages of the search. 
Due to the limitation of exact enumeration techniques, approximation methods 
became a viable alternative. While such methods forego guarantees of an optimal solution 
for gains in speed, they can be used to solve larger problems. The earliest approximation 
algorithms were priority dispatch rules (PDRS). These construction techniques assign a 
priority to all operations which are available to be sequenced and then choose the 
operation with the highest priority. They are easy to implement and have a low 
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computation burden. A plethora of different rules have been created (Panwalkar and 
Iskander, 1977) and the research applied in this domain indicates that the best techniques 
involve a linear or randomised combination of several priority dispatch rules (Panwalkar 
and Iskander, 1977; Lawrence, 1984). Nevertheless these works highlight: the highly 
problem dependent nature of PDRS, as in the case of makespan minimisation no single 
rule shows superiority; their myopic nature in making decisions, as they only consider the 
current state of the machine and its immediate surroundings and that solution quality 
degrades as the problem dimensionality increases. 
Due to the general deficiencies exhibited by PDRS, there was a growing need for 
more appropriate techniques which apply a more enriched perspective on JSP. The 
Shifting Bottleneck Procedure (SBP) by Adams et al. (1988) and Balas et al. (1995) is one 
of the most powerful heuristics for JSP; it had the greatest influence on approximation 
methods, and was the first heuristic to solve FT10. SBP involves relaxing JSP into 
multiple one-machine problems and solving each subproblem one at a time. Each one-
machine solution is compared with all the others and the machines are ranked on the basis 
of their solution. The machine having the largest lower bound is identified as the 
bottleneck machine. SBP sequences the bottleneck machine first, with the remaining 
unsequenced machines ignored and the already sequenced machines held fixed. Every 
time the bottleneck machine is scheduled, each previously sequenced machine susceptible 
to improvement is locally reoptimised by solving the one-machine problem again. The 
one-machine problem is iteratively solved using the approach of Carlier (1982) which 
provides an exact and rapid solution. 
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During the late 1980s and early 1990s, several innovative algorithms commonly 
known as metaheuristics that are inspired by natural phenomena and intelligent problem-
solving methodologies, were proposed by researchers to solve JSP. Examples of these 
algorithms formulated are ACO (Colorni et al., 1993), GA (Nakano and Yamada, 1991), 
SA (Van Laarhoven et al., 1992), GRASP (Feo and Resende, 1995) and TS (Glover, 1989, 
1990), which will be described later in Section 2.5. The main contribution of these works 
is the notion of local search and a meta-strategy that is able to guide a myopic algorithm to 
optimality by accepting non-improving solutions. Unlike exact methods, metaheuristics 
are modestly robust under different JSP structures and require only a reasonable amount of 
implementation work with relatively little insight into the combinatorial structure of JSP. 
  
2.3   Job Shop Problem 
Consider a shop floor where jobs are processed by machines. Each job consists of 
a certain number of operations. Each operation has to be processed on a dedicated 
machine and for each operation, a processing time is defined. The machine order of 
operations is prescribed for each job by a technological production recipe. These 
precedence constraints are therefore static to a problem instance. Thus, each job has its 
own machine order and no relation exists between the machine orders (given by the 
technological constraints) of any of two jobs. The basic JSP is a static optimisation 
problem, since all information about the production program is known in advance. 
Furthermore, the JSP is purely deterministic, since processing times and constraints are 
fixed and no stochastic events occur. 
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The most widely used objective is to find a feasible schedule such that the 
completion time of the entire production program (makespan) is minimised. Feasible 
schedules are obtained by permuting the processing order of operations on the machines 
but without violating the precedence constraints. Accordingly, a combinatorial 
minimisation problem with constrained permutations of operations arises. The operations 
to be processed on one machine form an operation sequence for this machine. A schedule 
for a problem instance consists of operation sequences for each machine involved. Since 
each operation sequence can be permuted independently of the operation sequences of 
other machines, there is a maximum of ( )mn!  different solutions to a problem instance, 
where n denotes the number of jobs and  m  denotes the number of machines involved. 
The complete constraints of the basic JSP are listed as follows (French, 1982): 
1. No two operations of one job may be processed simultaneously. 
2. No pre-emption (i.e. process interruption) of operations is allowed. 
3. No job is processed twice on the same machine. 
4. Each job must be processed to completion. 
5. Jobs may be started at any time, no release times exist. 
6. Jobs may be finished at any time, no due dates exist. 
7. Jobs must wait for the next machine to be available. 
8. No machine may process more than one operation at a time. 
9. Machine setup times are negligible. 
10. There is only one of each type of machine 
11. Machines may be idle within the schedule period. 
12. Machines are available at any time. 
Chapter 2 – Literature Survey for Job Shop Problem and Metaheuristics 
 15
13. The precedence constraints are known in advance and are immutable. 
However, the set of constraints involved in real world applications is much more 
complex. In practice, only a few assumptions of the basic JSP may hold. Typical 
extensions of the basic JSP are the consideration of parallel machines, multipurpose 
machines, machine breakdowns and time windows introduced by release times and due 
dates of jobs. Dynamic scheduling is considered when jobs are released stochastically 
throughout the production process. Finally, in non-deterministic scheduling, processing 
times and/or processing constraints are evolving during the production process (e.g. order 
dependent setup times). However, in spite of the restrictive assumptions stated above, the 
basic JSP is already a notoriously hard scheduling problem (Nakano and Yamada, 1991; 
Lawler et al., 1993) and as highlighted in Chapter 1, it is popular in academic research as a 
test-bed for different solution techniques to shop scheduling problems. Furthermore, 
benefit from previous research can only be obtained if a widely accepted standard model, 
such as a basic JSP, exists. 
 
2.3.1   Job Shop Problem Formulation 
JSP is formally defined as follows. A set O of l operations, a set M of m machines 
and a set J of n jobs are given (n x m JSP instance). For each operation v ∈  O, there is a 
processing time p(v) ∈Z+, a unique machine M(v) ∈  M on which it requires processing 
and a unique job J(v) ∈  J to which it belongs. On O a binary relation A is defined, which 
represents precedences between operations; if (v, w) ∈  A, then v has to be performed 
before w. A induces a total ordering of the operations belonging to the same job; no 
precedence exists between operations of different jobs. Furthermore, if (v, w) ∈  A and 
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there is no u ∈  O with (v, u) ∈  A and (u, w) ∈  A, then M(v) ≠  M(w). A schedule is a 
function S: O →  Z+ ∪ {0} such that for each operation v, it defines a start time S(v). A 
schedule S is feasible if 
 
∀ v, w ∈  O,  (v, w) ∈  A :   S(v) + p(v) ≤  S(w)  (2.1) 
∀ v, w ∈  O,  v ≠ w,  M(v) = M(w):  S(v) + p(v) ≤  S(w) 
        or S(w) + p(w) ≤  S(v)  (2.2) 
∀ v ∈  O:     S(v) ≥  0   (2.3) 
 
Precedence constraint (2.1) ensures that the precedences between operations within each 
job are not violated; each job can be processed by only one machine at a time. Capacity 
constraint (2.2) demands that each machine can only process one job at a time. Finally 
constraint (2.3) assures that all jobs are completed. The length of a schedule S is 
)()(max vpvSOv +∈ , the earliest time at which all operations are completed. The problem 
is therefore, to find an optimal schedule of minimum length (makespan).  
In principle, there are an infinite number of feasible schedules for a JSP because 
superfluous idle time can be inserted between two operations. We may start processing an 
operation at the earliest possible and this is equivalent to shifting the operation to the left 
as compact as possible on a Gantt Chart (Baker, 1974). A shift in a schedule is called a 
local left-shift if some operations can be started earlier in time without altering the 
operation sequence. A shift is called a global-shift if some operation can be started earlier 
in time without delaying any other operation even though the shift has changed the 
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operation sequence. Based on these 2 concepts, 3 kinds of schedules can be distinguished 
as follows: 
1. Semi-active Schedules: A schedule is semi-active if no local left-shift exists.  
2. Active Schedules:  A schedule is active if no global left-shift exists. 
3. Non-delay Schedules: A schedule is non-delay if no machine is kept idle at 
a time when it could begin processing some operation. 
We have summarised these 3 sets of schedules in a Venn diagram in Figure 2.1. As 
the set of active schedules is still considerably large for large-sized problems, an algorithm 
may limit its search in the solution space to the smaller subset of non-delay schedules. The 
dilemma is that there is no guarantee that the non-delay subset will contain the optimum 
schedule. Nevertheless, the best non-delay schedule can usually be expected to provide a 








Figure 2.1  Venn diagram of different classes of schedules 
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2.3.2   Job Shop Problem Graph Representation 
The disjunctive graph, proposed by Roy and Sussman (1964), is one of the most 
popular models used for representing JSP in the formulation of approximation algorithms. 
As described in Adams et al. (1988), JSP can be represented as a disjunctive graph G = 
(O, D ∪  E) with the node set O, the conjunctive arc set D and the disjunctive arc set E. 
The set E is decomposed into subsets Ei with E = mi 1=U Ei, such that there is one Ei for each 
machine Mi. The terms ‘node’ and ‘operation’ and the terms ‘arc’ and ‘constraint’ are used 
synonymously. 
The arcs in D and E are weighted with the processing time of the operation 
representing the source node v of the arc (v, w). Hence, arcs starting at operation v are 
identically weighted. Within D, the dummy operation b is connected to the first operation 
of each job. These arcs are weighted with zero. The last operation of each job is incident 
to e and consequently weighted with the processing times of the last operation in each 
case. 
 
Table 2.1  A 3x3 JSP instance 
Job Operation Number (machine to be processed on, processing time required) 
1 1 (1, 3) 2 (2, 3) 3 (3, 2) 
2 4 (2, 2) 5 (3, 2) 6 (1, 3) 
3 7 (2, 4) 8 (1, 3) 9 (3, 1) 
 
 




































Figure 2.2  Disjunctive graph representation of the 3x3 JSP instance of Table 2.1 
 
The graph representation of a JSP instance (given in Table 2.1) is as shown in 
Figure 2.2. The dashed arcs denote the various machines on which the operations are to be 
processed. Node b on the left side of the figure is the source of G and represents the start 
of the entire production schedule. The sink e is placed on the right side of the figure. The 
node e denotes the end of the production schedule. Both b and e have a zero processing 
time. The solid arcs of set D represent precedence constraints between operations of a 
single job. For example, the operations 1, 2 and 3 belong to job J1 and have to be 
processed in the precedence order given by the solid arcs (1, 2) and (2, 3). Furthermore, 
the arcs (b, 1) and (3, e) connect the first and last operation of J1 with the dummy 
operations denoting the start and end of the entire production schedule. The dashed arcs of 
set E represent machine constraints. For example, operation 2 is the second operation of J1 
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and operations 4 and 7 are the first operations of J2 and J3. These three operations have to 
be processed on M2. Subset D2 consists of all dashed arcs which fully connect operations 
2, 4 and 7. Theoretically, each of these operations can precede the other two operations of 
M2. The arc weights represent the processing times and are used as costs of a connection 
between two incident operations. For example, arcs which have operation 1 as their source 
node are weighted with a processing time of 3 units. 
In order to identify a feasible schedule from the disjunctive graph representation, 
we transform each Ei into a machine selection *iE . Consider constraint (2.2): for each pair 
of disjunctive arcs (v, w) and (w, v) in Ei, we discard the one of the two inequalities for 
which either S(v) + p(v) ≤  S(w)  or S(w) + p(w) ≤  S(v) does not hold. This 
results in *iE ⊂Ei, such that *iE  contains no cycle and a Hamiltonian path exists among 
the operations to be processed on Mi. A selection *iE  corresponds to a valid processing 
sequence of machine Mi. Hence, obtaining *iE  from Ei is equivalent to sequencing 
machine Mi. A complete selection E* = mi 1=U *iE  represents a schedule in the digraph G* = 
(O, D ∪  E*). The acyclic selections *iE  ∈  E* have to be chosen in a way that constraint 
(2.1) holds. In this case, G* remains acyclic and therefore corresponds to a feasible 
solution. A complete Hamiltonian selection H ⊆E* is shown in Figure 2.3. It has the 
same properties as E* with respect to the precedence relations of operations. Thus, G* = 
(O, D ∪  E*) and *HG  = (O, D ∪  H) are equivalent. Both sets E* and H determine the 
complete set of machine constraints and therefore, represent the same schedule of a 
problem instance. The makespan of a schedule is equal to the length of a longest path in 
*
HG . Thus, solving a JSP is equivalent to finding a complete Hamiltonian selection H that 
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Figure 2.3  Disjunctive graph representation with complete Hamiltonian selection 
 
2.3.3   Job Shop Problem Makespan Determination 
 As highlighted in Section 2.3.2, the makespan of a schedule is equal to the length 
of a longest path, also known as a critical path, in *HG . From the Hamiltonian disjunctive 
graph representation in Figure 2.3, we can observe that every operation o has at most 2 
direct predecessor operations, a job predecessor PJo and a machine predecessor, PMo. The 
first operation in an operation sequence on a machine has no PMo and the first operation 
of a job has no PJo. Analogously, every operation has at most 2 direct successor 
operations, a job successor SJo and a machine successor SMo. The last operation in an 
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operation sequence on a machine has no SMo and the last operation of a job has no SJo. An 
operation is schedulable if both, PJo and PMo are already scheduled. 
1. In the first step, a node array T of length l = |O| is filled with the topological sorted 
operations, v ∈  O with respect to the arcs in D ∪  H defining a complete schedule. 
This can be achieved by implementing the critical path determination procedure as 
described by Liu (2002). 
a. Compute the in-count values (the number of job and machine predecessors) 
of each node. 
b. Find a topological sequence of l operations as follows: 
i. Select dummy node b as the first node on the topological order list. 
 ii. Reduce the in-count for each immediate successor node of the 
selected node by 1. 
iii. Select any of the unselected nodes with an in-count value of 0. 
Insert this node as the next node on the topological order list. 
iv. Repeat (ii) and (iii) until all the nodes are selected. 
2. In the second step, we determine the heads of all nodes in T, starting from its first 
node and forward. The head rv of a node v is defined as the length of a longest path 
from node b to node v, excluding p(v). At the start, all rv are initialised to 0. 
∀ v ∈  T , ))(),(max( vPMvPJv PMprPJprr vv ++=   (2.4) 
 The makespan is given by Cmax = re. 
3. In the third step, we determine the tails of all nodes in T, starting from the last 
node and backwards. The tail qv of a node v is defined as the length of a longest 
path from node v to node e, excluding p(v). At the start, all qv are initialised to 0. 
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∀ v ∈  T , ))(),(max( vSMvSJv SMpqSJpqq vv ++=   (2.5) 
 The makespan is given by Cmax = qb. 
4. In the last step, we identify the critical nodes and the critical path in *HG . Node v is 
critical if rv + p(v) + qv = Cmax. To identify a critical path, we trace from the source 
node towards the sink node following the critical nodes. Any arc (v, w) is critical 
for which rv + p(v) = rw holds. There may be more than 1 critical path in *HG . 
 
2.4   Job Shop Benchmark Problems 
To find the comparative merits of various algorithms and techniques on JSP, they 
need to be tested on the same problem instances. Hence, benchmark problems provide a 
common standard platform on which algorithms can be tested and gauged. As benchmark 
problems are of different dimensions and grades of difficulty, it is possible to determine 
the capabilities and limitations of a given algorithm by testing it on these problems. In 
addition, the test findings may suggest the improvements required and where they should 
be made. In the literature survey, benchmark problems have been formulated by various 
researchers (Fisher and Thompson, 1963; Lawrence 1984; Adam et al., 1988, Applegate 
and Cook, 1991; Storer et al., 1992; Yamada and Nakano, 1992; Taillard, 1993; Demirkol 
et al., 1998). 
It should be noted that the benchmark problems, proposed in the literature survey, 
have only integer processing times with a rather small range. In real production scheduling 
environments, the processing times need not be integers and from a given interval. As a 
result, it was felt that benchmark problems have a negative impact in the sense of their 
Chapter 2 – Literature Survey for Job Shop Problem and Metaheuristics 
 24
true practical usefulness. However, the analysis of Amar and Gupta (1986), who evaluated 
the CPU time and the number of iterations of both optimisation and approximation 
algorithms on real life and simulated data, indicated that real life scheduling problems are 
easier to solve than simulated ones, regardless of the type of algorithm used. 
 Matsuo et al. (1988) and Taillard (1989, 1994) noted that there is a general 
tendency for JSP instances to become easier as the ratio of jobs to the number of machines 
becomes larger (greater than 4 times). Ramudhin and Marier (1996) also observed that 
when n > m the coefficient of variation of work load increases making it easier to select 
the bottleneck machine, thus reducing the possibility of becoming trapped in local 
minima. The problem instance is further simplified if the number of machines is small 
(Taillard, 1994; Adam et al., 1988). Taillard (1994) was able to provide optimal solutions 
in polynomial time for problems with 1,000,000 operations as long as no more than 10 
machines are used, in other words the ratio of jobs to machines is of the order 100,000:1. 
Further, it is worth noting that for many easier problems, several local minima equal the 
global optimum.  
 However, once the size of the problem increases and the instance tends to become 
square in dimensionality (n →  m), it is much harder to solve. For instance, we can 
observe this differentiation of easy and hard problems in Lawrence benchmark problems 
(LA) (Lawrence, 1984). Adam et al. (1988) solved LA11-15 (20×5) and LA31-35 
(30×10) using the earliest heuristic method. Caseau and Laburthe (1995) also indicated 
that for LA31-35 (30×10) optimality can be easily achieved while for LA21 (15×10) and 
LA36-40 (15×15), it requires much more computational efforts. In summary, a JSP 
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instance is considered hard if it has the following structure: l ≥ 200 where n≥ 15, m≥ 10, n 
< 2.5m. 
2.4.1   Fisher and Thompson Benchmark Problems 
The benchmark problems which have received the greatest analysis are the 
instances generated by Fisher and Thompson (Fisher and Thompson, 1963): FT06 (6×6); 
FT10 (10×10); FT20 (20×5). While FT06 and FT20 had been solved optimally by 1975, 
the solution to FT10 remained elusive until 1987. Florian et al. (1971) indicated that their 
implementation of the algorithm of Balas (1969) is able to achieve the optimum solution 
(optimal makespan of 55) for FT06. FT20, of optimal makespan 1165, required 12 years 
to be solved optimally (McMahon and Florian, 1975). As for the notorious FT10, its 
intractability has emphasised the difficulty involved in solving JSP; even though with 
tremendous computational efforts undertaken and steady progress made by various 
researchers, its optimal makespan (930) was only proven after 26 years (Carlier and 
Pinson, 1989). One of the fundamental reasons for FT10’s intractability is its large gap 
(15%) between the lower bound of 808 and the optimal makespan. Pesch and Tetzlaff 
(1996) also noted that there is one critical arc linking operation 13 and operation 66, 
which if wrongly orientated will not allow the optimum to be achieved. The best 
makespan that can be achieved when operation 13 precedes operation 66, even when all 
the other arcs are oriented correctly, is 937. Pesch and Tetzlaff (1996) also highlighted the 
importance of this arc by showing that if this disjunction is fixed, then the algorithm of 
Brucker et al. (1994) is able to solve FT10 within 448 seconds on a PC386 while if no arcs 
are oriented, the algorithm takes 1138 seconds. In addition, Lawler et al. (1993) reported 
that within 6000 seconds when applying a deterministic local search to FT10, more than 
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9000 local optima have been generated with a best makespan value of 1006, thereby 
further emphasising the difficulty of this problem. 
2.4.2   Lawrence Benchmark Problems 
The benchmark problems (LA) proposed by Lawrence (1984) comprises of 40 
instances of 8 different sizes: 10×5, 15×5, 20×5, 10×10, 15×10, 20×10, 30×10, 15×15. 
Due to its sufficient range in dimensionality, and good mix of easy and hard instances, this 
set of benchmark problems has been rigorously tested on by numerous researchers. 
Applegate and Cook (1991) denoted the 4 LA instances which they could not solve: LA 
(21, 27, 29, 38) as computational challenges as they are much harder than FT10, and until 
recently their optimal solutions were unknown even though every algorithm had been tried 
on them. Boyd and Burlingame (1996) also noted that these 4 instances are orders of 
magnitude harder than those LA instances which have already been solved. In addition, 
Vaessen et al. (1996) also indicated that LA (24, 25, 40) are hard instances and they 
include these 7 challenging LA instances as well as the remaining 15×15 instances (36, 
37, 39), two smaller instances LA (2, 19) and FT10 when comparing the performance of 
several algorithms. These 13 instances provide a suitable comparative test bed for 
computational study of newly proposed algorithms by various researchers. We summarise 
the algorithms employed by these researchers in Table 2.2. Hence, the set of LA 
benchmark problems, with its abundance of past experimental results, is an excellent test 
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Table 2.2  Summary of algorithms tested on FT & LA benchmark problems 
Algorithms Researchers 
Shifting Bottleneck Heuristics 
 
Adams et al., 1988 
Balas and Vazacopoulos, 1998 
Balas et al., 1995 
Applegate and Cook, 1991 
 
Threshold Algorithms (Threshold 
Accepting & Simulated Annealing) 
 
Matsuo et al., 1988 
Applegate and Cook, 1991 
Van Laarhoven et al., 1992 




Dell Amico and Trubian, 1993 
Barnes and Chambers, 1995 




Aarts et al., 1994 
Della Croce et al., 1995 
Dorndorf and Pesch, 1995 
 
Greedy Randomised Adaptive Search 
Procedures 
 
Binato et al., 2002 
Priority Rules Heuristics 
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2.5   Overview of Metaheuristics for Solving JSP 
By the end of 1980s, the full realisation of the NP-hard nature of JSP has shifted 
the main research focus towards approximation algorithms. During the last 20 years, a 
new form of approximation algorithm has emerged which tries to combine basic heuristic 
methods in higher level frameworks aimed at exploring the search (solution) space, and 
are commonly known as metaheuristics. 
A successful metaheuristic is able to strike a good balance between the 
exploitation of accumulated search experience (intensification) and the exploration of 
search space (diversification). This balance is necessary to quickly identify regions in the 
search space with high quality solutions and at the same time, not to waste too much time 
in regions of the search space which are either already explored or do not provide high 
quality solutions. The exploration in the search space is usually biased by probabilistic 
decisions. This bias can be of various forms and cast as descent bias (objective function), 
memory bias (biased on previously made decisions) or experience bias (based on prior 
performance).  The main difference to pure random search is that in metaheuristics, 
“randomness” is not used blindly but in an intelligent, biased form. In the following 
sections, we present 5 extensively studied metaheuristics for JSP: ACO, GA, GRASP, SA 
and TS.   
 
2.5.1   Ant Colony Optimisation 
The idea of imitating the foraging behaviour of real ants to find solutions to COPs 
(i.e. TSP) was initiated by Dorigo et al. (1991, 1996). The metaphor originates from the 
way ants search for food and find their way back to the nest via the shortest possible path. 
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Initially, ants explore the area surrounding their nest in a random manner. As soon as an 
ant finds a food source, it makes repeated to-and-fro trips to carry food back to the nest. 
During each trip, the ant leaves on the ground, along its path, a chemical pheromone trail. 
The role of this pheromone trail is to guide other ants towards the source. Initially, the ants 
may follow more than one path to the food source. Over time, the shorter paths to the food 
source will be more frequently travelled by the ants and hence, the rate of pheromone 
growth is faster. This, in turn, will attract more ants to follow these shorter paths to the 
food source in their subsequent trips. Eventually, this positive reinforcement will result in 
the colony of ants to follow the shortest path to the food source and thereby optimising the 
ants’ search. The transposition of this ants’ foraging behaviour into an algorithmic 
framework for solving COPs is obtained though an analogy between: 
1. The search area (food paths) of the real ants and the set of feasible solutions to the 
combinatorial problem. 
2. The length of food path and the objective function value. 
3. The pheromone trail and an adaptive memory of solutions’ characteristics. 
Ant Colony Optimisation (ACO) is a population-oriented, cooperative algorithm. 
The ants are simple agents which are used to construct solutions to COPs guided by 
artificial pheromone trails and heuristic information. The pheromone trails are associated 
with solution components. Solutions are constructed probabilistically, preferring to use 
solution components with high pheromone trails and promising heuristic information. In 
fact, the ants implement a randomised construction heuristics. Randomised construction 
heuristics differ from greedy heuristics by probabilistically adding a component to the 
partial solution instead of making a deterministic choice. Generally, ACO comprises of 
two phases. In the first phase, all ants construct a solution and in a second phase the 
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pheromone trail is updated. The latter phase is done by first reducing the pheromone trails 
by a constant factor (evaporation factor) to avoid unlimited accumulation. Then, the ants 
reinforce the components of their solutions by depositing an amount of pheromone 
proportional to the quality of the solutions. 
The most important part in ACO algorithms, in general, is how the pheromone 
trails are used to generate better solutions in future cycles of the algorithm. The primary 
idea is that by combining solution components that in previous cycles have shown to be 
part of good solutions, even better solutions may be generated. Thus, ACO algorithms can 
be seen as adaptive sampling algorithms – adaptive in the sense that they consider past 
experience to influence future cycles. 
The seminal work of ACO is Ant System (AS) applied in the context of TSP, a 
class of NP-hard problems. Although it is able to find very good solutions for some small 
instances, the solution quality when applied to large instances is not satisfying. Therefore, 
in recent years, several extensions of the basic Ant System have been proposed to improve 
its performance in solving TSP. Among these extensions are Ant-Q (Dorigo and 
Gambardella, 1996), Ant Colony System (Dorigo and Gambardella, 1997), MAX-MIN 
Ant System (Stutzle and Hoos, 1997a, 1997b), and the Rank-Based Version of Ant 
System (Bullnheimer et al., 1997). As compared to AS, all these extensions exploit the 
best-found solutions more strongly by differing in some aspects of the search control. For 
instance, this is typically achieved by giving higher weights to better solutions during the 
pheromone update and often allowing deposit of additional pheromone trail on arcs of the 
global-best solution. However, a problem encountered with over-exploitation of search 
experience is stagnation where all ants construct the same solutions. From the literature 
survey, we can also observe that the performance of ACO algorithms can be significantly 
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improved by incorporating a local search phase (Dorigo and Gambaradella, 1997; Stutzle 
and Hoos, 1997a, 1997b), in which some or all ants are allowed to improve their solutions 
with a local search algorithm. Hence, the most efficient ACO algorithms are in fact hybrid 
algorithms, combining a probabilistic solution construction by a colony of ants with a 
subsequent local search phase. These local optimal solutions are then used to provide 
positive feedback. These algorithms identify components of the local optimal solutions 
and by combining these components in an appropriate construction process, they direct the 
sampling of new starting solutions for subsequent local search towards promising regions 
of the search space. 
 
Procedure Ant Colony Optimisation 
Initialise pheromone trails, calculate heuristic information; 
While (termination condition not met) do 
p = Construct_Solutions(pheromone trails, heuristic 
information); 
  p’ = Local_Search(p); 
  Global_Update_Trails(p’); 
End 
End Ant Colony Optimisation 
 
Figure 2.4 Algorithmic outline for ACO 
 
An algorithmic outline for ACO is presented in Figure 2.4. In the main loop of the 
algorithm, solutions are generated for all ants of the colony (p) by a function 
Construct_Solutions. The solution construction typically uses pheromone information and 
a problem-specific local heuristic information. The solutions are then improved by an 
optional local search phase (Local_Search); this phase is not used in all applications of 
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ACO algorithms to COPs. Finally, the solutions are used to update the pheromone trails in 
a function Global_Update_Trails. 
 
2.5.2   Genetic Algorithms 
 Genetic Algorithms (GA) (Holland, 1975) belong to the class of metaheuristics 
known as Evolutionary Algorithms that model natural evolution processes. Evolution is 
the series of slow changes that occur as populations of organisms adapt to their changing 
surroundings. Charles Darwin explained that when resources are limited or the 
environment changes, organisms undergo a struggle for existence and natural selection of 
the fittest occur. Organisms that survive such selection are allowed to procreate and pass 
on their special survival capabilities to their offsprings. Thus, a “better and fitter” 
generation evolves. 
GA systematically evolves a population of solutions (individual organisms) with 
the objective of reaching the optimal solutions by using evolutionary computational 
processes inspired by genetic variation and natural selection. GA starts with an initial 
population of solutions and each solution is represented by a chromosome. A chromosome 
is a string of symbols of fixed length; it is usually, but not necessarily, a binary bit string. 
The chromosomes evolve through successive iterations, called generations. During each 
generation, the chromosomes are evaluated using some measure of fitness. To create the 
next generation, new chromosomes, called offsprings, are formed by merging two parental 
chromosomes using a crossover operator and modifying the resultant chromosomes using 
a mutation operator. A new generation is formed by selecting, according to the fitness 
value, the offsprings to replace the worst individuals in the existing population. Fitter 
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chromosomes have higher probabilities of being selected. Thus, the overall fitness of the 
population is improved while the population size is kept constant. After several 
generations, GA converges to the best chromosome, which hopefully represents the 
optimum or suboptimal solutions. Hence, the complete cycle of crossover, mutation, 
evaluation and selection is called a generation. The genetic operators (crossover and 
mutation) mimic the process of heredity of genes to create new offspring at each 
generation. The selection operator mimics the process of Darwinian evolution to create 
fitter population from generation to generation. 
Crossover is usually understood as the main operator driving the search in GA. 
The idea of crossover is to exchange useful characteristics between two individuals and in 
this way, to generate a hopefully fitter offspring (better solution). A simple way to do 
crossover on the bit string representation is to choose a random cut-point and generate the 
offspring by combining the segment of one parent to the left of the cut-point with the 
segment of the other parent to the right of the cut-point. The crossover rate is defined as 
the ratio of the number of offsprings produced in each generation to the population size 
and it in turn controls the number of chromosomes to undergo the crossover operation. A 
higher crossover rate allows exploration of more of the search space and reduces the 
chance of settling for a suboptimum. However, if this rate is too high, it will result in the 
wastage of a lot of computation time in exploring unpromising regions of the search space. 
 While a crossover operator attempts to produce new strings of superior fitness by 
effecting large changes in a chromosome’s makeup (this is akin to large jumps in search of 
the optimum in the solution space), the need for local search around a current solution also 
exists. This is accomplished by mutation. Mutation creates a new solution in the 
neighbourhood of a current solution by introducing a small change in some aspect of the 
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current chromosome locally to hopefully create a superior child chromosome. A simple 
way to achieve mutation would be to alter one or more genes. In GA, mutation serves to 
replace genes lost from the population during selection process so that they can be tried in 
a new context or provide genes that are not present in the initial population. Mutation rate 
is defined as the percentage of the total number of genes in the population and it controls 
the rate at which new genes are introduced into the population for trial. If it is too low, 
many genes that would have been useful are never tried out; but if it is too high, there will 
be too much random perturbation, the offspring will start losing their resemblance to the 
parents, and the algorithm will lose the ability to learn from the history of the search. 
 Though the use of a population is a convenient way to increase the exploration of 
the search space, GA often lacks a certain degree of exploitation of regions with high 
quality solutions as fine tuning abilities are missing. Therefore, for many COPs, GA is 
improved with a local search phase and hence, involves the evolution of a population of 
locally optimal solutions. 
 
Procedure Genetic Algorithms 
Initialise initial population p, calculate fitness values and initialise 
parameters; 
p = Local_Search(p); 
While (termination condition not met) do 
  p' = Crossover(p); 
  p’’ = Mutation(p); 
p’’’ = Local_search(p’, p’’); 
p = Selection(p, p’’’); 
End 
End Genetic Algorithms 
 
Figure 2.5 Algorithmic outline for GA 
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 An algorithmic outline for GA is presented in Figure 2.5. A set of new individuals 
p’ is generated in the function Crossover. After some individuals of the population 
undergo Mutation, Local_Search is applied to the newly generated solutions in p’ and p’’. 
In the last step, the new population is determined by the Selection function. 
 
2.5.3   Greedy Randomised Adaptive Search Procedures 
Greedy Randomised Adaptive Search Procedures (GRASP) (Feo and Resende, 
1995) is another example of a metaheuristic which allows the algorithm to escape from 
local minima by generating new solutions. Each GRASP iteration consists of two phases, 
a construction phase and a local phase. In the construction phase, a solution is constructed 
from scratch, adding one solution component at a time. At each iteration, the components 
to be added are contained in a restricted candidate list which is defined according to a 
greedy function. From this list, one of the components is selected at random according to a 
uniform distribution. The algorithm is called adaptive because the greedy function value 
for each function is updated reflecting the changes due to the previously added 
component. The constructed solutions are not guaranteed to be locally optimal with 
respect to some simple neighbourhood function definition. Hence, in the second phase 
local search is applied to improve the constructed solutions. 
 The goal of using a randomised construction heuristic is to generate a large number 
of different, reasonably good solutions for the local search algorithm. Randomisation is 
used to avoid the disadvantage of deterministic construction heuristics which can only 
generate a very limited number of solutions. Relatively good solutions are generated in 
GRASP due to the use of greedy heuristic in the choice of the candidate set of solution 
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components. Another important aspect is that by using a greedy construction heuristic, the 
subsequent applied local search generally needs much less iterations to reach a local 
optimum compared to local search starting from randomly generated solutions. Hence, the 
descent local search terminates much faster and in the same computation, local search can 




While (termination condition not met) do 
s = Construct_Greedy_Randomised_Solution(greedy 
heuristic); 
s’ = Local_search(s); 
If z(s’) < z(sbest) then  





Figure 2.6 Algorithmic outline for GRASP 
 
2.5.4   Simulated Annealing 
 Simulated Annealing (SA) (Kirkpatrick et al., 1983) is an iterative local search 
method motivated by an analogy between physical annealing of solids (crystal) and COPs. 
Physical annealing is the process of initially melting a substance and then lowering the 
temperature very slowly, spending a long time at low temperatures. The aim of the 
physical annealing process is to grow solids with a perfect structure; such a state 
corresponds to a state of minimum energy and the solid is said to be in a ground state. If 
the cooling is too fast, the resulting crystal will have a meta-stable structure with 
irregularities and defects. Such an undesirable situation may be avoided by careful 
Chapter 2 – Literature Survey for Job Shop Problem and Metaheuristics 
 37
annealing in which the temperature descends slowly through several temperature levels 
and each temperature is held long enough to allow the solid to reach thermal equilibrium. 
SA tries to solve COPs by associating the set of solutions of the problem with the 
states of the physical system, while the objective function corresponds to the physical 
energy of the solid, and the ground state corresponds to a globally optimal solution. When 
applying SA, a tentative solution, s’ is generated in each step. If s’ improves the objective 
function value, it is accepted; if s’ is worse than the current solution, then it gets accepted 
with a probability which depends on the objective function difference z(s)-z(s’) of the 
current solution and s’ and a parameter T, called temperature. This parameter T is lowered 
(as in the physical annealing process) during the run of the algorithm reducing the 
probability of accepting worse moves. The probability paccept to accept worse solutions is 









(2.6)   
 In Figure 2.7, we present an algorithmic outline for SA. Typically a random 
element (solution) of the neighbourhood s’ is returned by a function 
Generate_Random_Solution and accepted (or rejected) by a function Accept_Solution 
according to Equation 2.6. An annealing (cooling) schedule defines an initial temperature 
To, a scheme that determines how the new temperature is to be obtained from the previous 
one (Update_Temp), the number of iterations to be performed at each temperature 
(inner_loop criterion) and a termination condition (outer_loop criterion). 
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Procedure Simulated Annealing 
Generate initial solution s, sbest = s, initial value for T0, n = 0;  
While outer-loop criterion not satisfied do 
 While inner-loop criterion not satisfied do 
   s' = Generate_Random_Solution(s); 
   s = Accept_Solution(Tn, s, s’); 
If z(s’) < z(sbest) then  
  sbest = s; 
End If 
Tn+1 = Update_Temp(Tn), n = n+1; 
End 
End 
End Simulated Annealing 
 
Figure 2.7 Algorithmic outline for SA 
 
2.5.5   Tabu Search 
 Tabu Search (TS) (Glover, 1989, 1990) is an iterative local search metaheuristic. 
TS explicitly uses the history of the search, both to avoid local minima and to implement 
an explorative strategy. The most distinctive feature of TS, compared to other 
metaheuristics, is the systematic use of a short term memory to guide the search process. 
The short term memory is realised as a tabu list which keeps track of the most recently 
visited solutions and forbids moves towards them. The neighbourhood of the current 
solution is thus restricted to the solutions that do not belong to the tabu list, called the 
allowed set. The new solution is then added to the list and one of the solutions in the list is 
discarded, usually in a first-in-first-out order. The use of a tabu list prevents returning to 
recently visited solutions. Therefore, it prevents indefinite cycling and forces the search to 
accept even worse moves. The length of the tabu list (tabu tenure) controls the memory of 
the search process. With a small tabu tenure, the search will concentrate on small areas of 
the search space. On the other hand, a large tabu tenure forces the search process to 
explore larger regions. The tabu tenure can be varied during the search, leading to a more 
Chapter 2 – Literature Survey for Job Shop Problem and Metaheuristics 
 39
robust algorithm; to increase for more diversification when there is repetition of solutions 
and to decrease for more intensification when there is no improvement. 
 The implementation of short term memory as a list of visited solutions is not 
practical and inefficient. Therefore, instead of solutions themselves, solution attributes are 
stored. Attributes are usually components of solutions, like moves and differences 
between two solutions. Since more than one attribute can be considered, a tabu list is 
introduced for each of them. The set of attributes and related tabu lists define the tabu 
conditions which are used to filter the neighbourhood of a solution and generate the 
allowed set. Though storing moves instead of complete solutions is much more efficient, it 
introduces a loss of information, as forbidding a move means assigning the tabu status to 
probably more than one solution. Thus, it is possible that unvisited solutions of good 
quality are excluded from the allowed set. To overcome this problem, aspiration criteria 
are defined which allow a solution to be included even if it is forbidden by tabu 
conditions. Aspiration criteria define the aspiration conditions that are used to construct 
the allowed set. The most commonly used aspiration criterion selects solutions which are 
better than the current one. 
 Tabu lists are only one of the possible ways of taking advantage of the history of 
the search and they realise a short term memory. Information collected during the overall 
search process can be very useful, especially for a strategic guidance of the algorithm. 
This kind of long term memory is usually added to TS by referring to four principles: 
recency, frequency, quality and influence. Recency-based memory records for each 
solution (or attribute) the most recent iteration it was in. Frequency-based memory keeps 
track of how many times each solution (attribute) has been visited. This information 
identifies the regions (or subsets) of the solution space where search was confined, or 
Chapter 2 – Literature Survey for Job Shop Problem and Metaheuristics 
 40
where it stayed for a high number of iterations. This kind of information about the past are 
usually exploited to diversify the search. The third principle, quality is a guidance to learn 
and extract information from the search history in order to identify good solution 
components. This information can be usefully integrated with initial solution construction. 
Finally, influence is a property regarding choices made during the search and can be used 
to indicate which choices have shown to be most critical. 
 
 Procedure Tabu Search 
  Initialise memory structures, generate initial solution, s, sbest = s; 
  While termination condition not met do 
   s = Generate_Admissible_Solutions(s); 
   s’ = Select_Best_solution(s); 
   Update_Memory_Structures; 
If z(s’) < z(sbest) then  
sbest = s; 
End If 
  End 
 End Tabu Search 
 
Figure 2.8 Algorithmic outline for Tabu Search 
 
 We present a general algorithmic outline of TS in Figure 2.8. The function 
Generate_Admissible_Solutions is used to determine the subset of neighbouring solutions 
which are not tabu or are tabu but satisfy the aspiration criterion. Since TS is an aggressive 
search strategy, the best admissible move is returned by the function Select_Best_Solution 
and the tabu list is updated by function Update_Memory_Structures. The best found 
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2.6   Comparison of Metaheuristics 
There are different ways to classify and describe metaheuristics. Depending on the 
characteristics selected to differentiate between them, several classifications are possible 
and each of them is a result of a specific viewpoint. In this section, we discuss some 
general characteristics which can be used to compare or distinguish the presented 
metaheuristics. 
 Trajectory Methods vs. Discontinuous Methods:   An important distinction 
among different metaheuristics is whether they follow one single point of trajectory 
corresponding to a closed walk on the neighbourhood graph or whether larger jumps in the 
neighbourhood graph are allowed. Of the presented metaheuristics, SA and TS are typical 
examples of trajectory methods. These methods allow moves to worse solutions to be able 
to escape from local minima. In ACO, GA and GRASP, starting points for a subsequent 
local search are generated by (i) constructing solutions with ants, (ii) applying genetic 
operators to previously visited local optimal solutions, and (iii) making use of greedy 
solution construction heuristics respectively. The generation of starting solutions 
corresponds to jumps in the search space and thus, these 3 metaheuristics, in general, 
follow a discontinuous walk with respect to the neighbourhood graph in the local search. 
 Population-based vs. Single-point Search:   Related to the distinction between 
trajectory methods and discontinuous methods is the use of multiple search points or the 
use of one single search point. In the latter case, only one single solution is manipulated at 
each iteration. SA, TS and GRASP are such single-point search methods. On the contrary, 
in ACO and GA, a population of solutions are constructed or modified at each iteration 
respectively. Though a population-based algorithm provides a convenient way for 
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exploration of the search space, its performance also depends strongly on the way the 
population is manipulated to intensify the search in promising regions of the search space. 
 Memory Usage vs. Memoryless Methods:   Another possible characteristic of 
metaheuristics is the use of the search experience (memory, in the widest sense) to 
influence the future search direction. Memory is explicitly used in tabu search. Short term 
memory is used to avoid recycling while long term memory is used for diversification and 
intensification features. In ACO, an indirect kind of adaptative memory of previously 
visited solutions is kept via the pheromone trail matrix which is used to influence the 
construction of new solutions. Also, the population of the GA can be interpreted as a kind 
of memory of the recent search experience. On the contrary, SA and GRASP do not use 
memory functions to influence search direction and therefore are memoryless algorithms. 
 
2.7   Intensification and Diversification Strategies 
 Every metaheuristic is designed with the aim of effectively and efficiently 
exploring a search space. The search performed by a metaheuristic should be “clever” 
enough to both intensively explore areas of the search space with high quality solutions 
(intensification) and to move to unexplored areas of the search space when met with local 
minima (diversification). Hence, the most important ingredients of metaheuristic 
approaches are intensification and diversification strategies. The intensification and 
diversification mechanisms occurring in metaheuristics can be divided into intrinsic 
(basic) ones and strategic ones. The intrinsic intensification (diversification) mechanisms 
are given by the basic behaviour of the algorithm. On the other side, strategic 
intensification (diversification) mechanisms are composed of techniques and strategies 
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that are added to the basic algorithm in order to improve the global performance. These 
strategic mechanisms are applicable to almost all metaheuristics and some of them 
originally developed for a specific algorithm, can also be useful for the others. Generally, 
intrinsic intensification and diversification act simultaneously, whilst the strategic 
counterparts usually alternate. Moreover, some metaheuristics have a static balance of 
intensification and diversification, whilst others dynamically change it. 
The main difference between metaheuristics concerns the particular way in which 
they try to achieve a balance between intensification and diversification strategies in a 
problem specific, near optimal way. The different metaheuristic approaches can be 
characterised by different aspects concerning the search path they follow or how memory 
is exploited. In this section, we present an overview over the way intrinsic intensification 
and diversification are implemented for the presented metaheuristics. 
 ACO:   The basic intensification mechanism of ACO is given by the pheromone 
updating rules which reinforce the selection of “proven to be good” solution components 
during the solution construction steps performed by the ants in consecutive iterations. The 
application of pheromone updating rules will eventually lead to the convergence of the 
system. The structure of the pheromone updating rules determines the rate of change in the 
balance between intensification and diversification. Diversification is achieved in ACO by 
the probabilistic nature of the solution construction mechanism. At the beginning of a 
“run” of the algorithm, usually all the pheromone values are usually set to the same small 
and positive constant. This corresponds to a maximum amount of diversification. By 
applying pheromone update, the search process is continuously intensified and 
diversification decreases. 
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 GA:   The basic intensification strategy of GA is given by the selection operator. 
The selection operator concentrates the search process in some areas of the search space. 
This process is reinforcing from iteration to iteration and eventually leads to the 
convergence of the system. There are several diversification mechanisms inherent to GA. 
The search process performed by GA keeps a natural diversity by working on populations 
rather than on a single individual. Further diversification is reached by applying crossover 
and mutation operators. Both operators potentially lead the search process to areas of 
search space not “covered” by the current population. During the evolution of the search 
process, the balance between intensification and diversification changes from high 
diversification and low intensification to low diversification and high intensification as the 
diversity of the population is decreasing. 
 GRASP:   In a simple GRASP algorithm, we have basically two strategies to 
achieve intensification of the search process. The first one is the local search used in the 
improvement phase. The second one is the length of the restricted candidate list in the 
construction phase. This parameter basically determines the balance between 
intensification and diversification. If this parameter is set to 1, the construction of 
solutions is done in the “greedy” manner and intensification is high. On the contrary, if 
this parameter permits any possible solution component to be chosen in the next step of 
the construction mechanism, diversification is high, because the starting solutions for local 
search are then basically randomly chosen solutions. 
 SA:   The basic intensification strategy of SA is the local search which is intrinsic 
to the system. At the beginning of the search process, the temperature parameter T is set to 
a high value, such that the local search which is performed by the system is not very goal 
oriented. This results in a high diversification and a low intensification. As the system 
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proceeds, T is decreased and the balance between intensification and diversification 
changes. The importance of intensification is gradually increased and at the same time, the 
importance of diversification is decreased until the system works nearly like a strictly 
descending local search. The parameter T defines a changing balance between 
intensification and diversification. The decrease of T will eventually lead to a convergence 
of the system. 
 TS:   The basic intensification strategy of simple TS is the local search phase and 
further intensification is achieved by the aspiration condition. The goal of diversification 
is reached by the use of one or more tabu lists which prevent the system from returning (or 
staying) in areas of the search space recently explored. The balance between 
intensification and diversification is determined by the size of the tabu list. Smaller tabu 
lists result in higher intensification and lower diversification. On the contrary, larger tabu 
lists result in lower intensification and higher diversification. 
 
2.8   Hybridisation of Metaheuristics 
 The comparative analysis of the metaheuristics based on some general 
characteristics and basic intensifications and diversification strategies in the last two 
sections helps in outlining similarities and differences. Furthermore, it helps to provide 
some insights into the behaviour of the metaheuristics and may lead to understanding the 
most effective solution techniques for a given class of problems. This in turn can lead to 
the design of hybrid metaheuristics in later parts of this thesis. 
 The strength of population-based methods is in the concept of recombining good 
solutions to obtain new and better ones. In ACO, we have implicit recombination via a 
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distribution of pheromone trails deposited by the earlier ant colonies over the search space 
for subsequent solution constructions. In GA, explicit recombination is implemented by 
one or more genetic operators. The hybridisation of ACO and GA presents a potential 
means to further harness the power of recombination where the best solutions generated 
by ACO are directly recombined by genetic operators to obtain improved solutions. In 
other words, GA is initialised with a pool of superior solutions (from ACO) for subsequent 
evolution.  Recombination allows guided steps in the search space which are larger than 
the steps taken in trajectory methods. 
 The strength of trajectory methods is in the way they explore a promising region in 
the search space intensively. As local search is the intrinsic intensification method of all 
trajectory methods, a promising area in the search is explored in a more structured way 
than in population-based methods. In this way, the danger of being close to good solutions 
but “missing” them is not as high as in population-based methods. In summary, we can 
conclude that population-based methods are better than in identifying areas in the search 
space whereas trajectory methods are better in exploring promising areas in the search 
space. The incorporation of local search phase in ACO will complement its basic 
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Chapter 3   A New Methodology for Solving Job Shop Problem 
 
3.1   Introduction 
 Though ACO algorithms were initially developed to solve TSP and can look rather 
specific to this problem, like other metaheuristics, ACO can be modified and applied to 
many other COPs, including shop scheduling problems. During the early phase of ACO 
research on JSP by Colorni et al. (1993), their emphasis was not in shaping an algorithm 
that provided the optimal makespans, an activity that requires a careful study of the 
problem structure and algorithm adaptation. Instead, Colorni’s aim was to verify the 
effectiveness of ACO approach, Ant System (AS – the first version of ACO) on JSP, an 
instinctive development after ACO’s successful applications on TSP and QAP. Though 
Colorni met limited success from a performance standpoint, the result of their paper 
further suggests the robustness of ACO approach; by showing how it is one of the most 
easily adaptable population-based metaheuristics so far proposed and how its basic 
computational paradigm (the updating of a global problem representation by many simple 
agents) is indeed effective under very different conditions. 
 Colorni succeeded in initiating a series of chain reactions from other researchers 
and opened up the road to ACO improvements and applications in the field of shop 
scheduling. For instance, after Colorni’s paper, proposed variants of ACO (e.g. Max-Min 
Ant System (MMAS) and Ant Colony System (ACS)) were successfully applied to other 
types of simpler shop scheduling problems, the Flow Shop Problem (FSP) by Stutzle 
(1998), Rajendran et al. (2004) and Kuo et al. (2004), and the Open Shop Problem (OSP) 
by Blum (2005).  Other ACO studies by Bauer et al. (1999), Den Besten et al. (2000), 
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Merkle and Middendorf (2000, 2001) and Gagne et al. (2002) on single-machine 
scheduling problems have also shown promising results. However, due to the more 
complex structure of JSP, ACO continued to have limited success in this shop type. In this 
thesis, we propose an ACO variant which is further adapted and hybridised for JSP. 
Amongst the changes incorporated in ACO to improve its performance on JSP are: 
introduction of a new pheromone model, generation of active/non-delay/parameterised 
active schedules (Section 3.2), local search (Section 3.3) and hybridisation with GA 
(Section 3.4). 
 
3.2   Ant Colony Optimisation for Job Shop Problem 
In Section 3.2.1, we present an overview of ACO in the context of COP. In 
Sections 3.2.2, we followed by a detailed discussion of ACO adaptation for JSP (a type of 
COP). In Section 3.2.3, we highlight the inadequacies of existing ACO pheromone models 
for JSP and propose an improved model. In order to constraint the ants’ search to regions 
of search space with good quality solutions, we incorporate active/non-
delay/parameterised active schedule generation in ACO in Section 3.2.4. 
 
3.2.1   General Framework of ACO for COP 
 ACO is a novel population-based metaheuristic for solving COPs. In ACO, the 
COP considered is mapped onto a graph called a construction graph (comprises of nodes 
and arcs) in such a way that feasible solutions to the original problem correspond to paths 
on the graph. Artificial ants generate feasible solutions by moving on the construction 
graph and search for good solutions for several cycles. Every artificial ant of a given cycle 
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builds a solution incrementally at each iteration by making probabilistic decisions on the 
next arcs to follow. The artificial ants that find a good solution mark their paths on the 
construction graph by putting some amount of pheromone on the arcs they followed. 
Subsequently, the ants in the next cycle are attracted by these pheromone trails, i.e., their 
decision probabilities are biased by the pheromones deposited earlier on. In this way, these 
ants will have a higher probability of building paths that are similar to paths that 
correspond to good solutions. If we have x ants, we define an iteration of the algorithm as 
the x moves carried out by the x ants on the construction graph in the iteration interval (it, 
it+1); then after y iterations of the algorithm, each ant has constructed a complete tour 
(solution) and we define this as a cycle t of the algorithm. A high-level description of a 
basic ACO algorithm is presented in Figure 3.1. Generally, a basic version of ACO 
algorithm alternates for z cycles the application of 2 basic procedures: 
1. Solution Construction: A parallel solution construction procedure in which a set of 
x ants builds in parallel x solutions to the considered problem. The solution 
construction is done probabilistically, and the probability with which each new 
component is added to the partial solution is a function of a component heuristic 
desirability η  (local “greedy” information) and of the pheromone trail τ  deposited by 
previous ants. 
2. Pheromone Update: A pheromone trail updating procedure by which the amount 
of pheromone trails on the construction graph is changed. Pheromone trails 
modifications are a function of both the evaporation rate ρ  and the quality of the 
solutions produced. Evaporation prevents mediocre arcs from being amplified by 
accident. 
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/*Initialization*/ 
For every arc (i,j) do 
 τ ij(t=0) = τ o; 
End For 
/*Main loop*/ 
For every cycle t = 1 to z do 
For every ant k = 1 to x do 
 /*a complete solution comprises of l components (nodes)*/ 
Build a solution Sk(t) by applying l iterations a probabilistic state 
transition rule where next-node selection is a function of the 
pheromone trail τ  and of a local heuristic desirability η ; 
End For 
For every ant k = 1 to x do 
  Compute the cost Ck(t) of the solution Sk(t) built by ant k; 
End For 
 If an improved solution is found then 
  Update best-found solution; 
 End If 
 For every arc (i,j) 
  Update pheromone trails by applying a pheromone trail update rule; 




Figure 3.1  A basic ACO algorithm for COP on construction graph 
 
3.2.2   Adaptation of ACO for JSP 
From Section 3.2.1, we can see that ACO algorithm can be applied to any 
combinatorial problem, including JSP, as long as it is possible to define the followings: 
1. An appropriate problem representation of the construction graph, which allows ants to 
incrementally construct solutions by using a probabilistic state transition rule that 
makes use of local heuristic information and pheromone trails. 
2. A constraint satisfaction method which guides the construction of feasible solutions. 
3. Definition of the local heuristic desirability η  of arcs. 
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4. Definition of the probabilistic state transition rule as a function of local heuristic 
desirability and pheromone trail. 
5. A pheromone updating rule which specifies how to modify pheromone trail τ  on the 
arcs of the graph. 
 As demonstrated by Colorni et al.’s (1993) ACO pioneer work in JSP, ACO can be 
implemented on JSP as follows: 
1. Problem Definition and Representation (Ant Graph):   The JSP with a job set J of 
n jobs, a machine set M of m machines and an operation set O containing l operations 
can be represented by a directed weighted graph G = (O’, A), where O’ = O∪ {b}, b is 
a dummy source node which specifies which job will be scheduled first,  in the case 
where several jobs have their first operation on the same machine, and A comprises of 
(a) the set of arcs that connect b with the first operation of each job and (b) the set of 
arcs that completely connect the nodes of O except for the nodes belonging to the 
same job. Operations that do not belong to the same job are connected with a 
bidirectional link. Two operations that belong to the same job are connected by a 
unidirectional link only if one is immediate successor of the other (the unidirectional 
link reflects the order in which operations have to be completed within the job); 





)1(lln  arcs in the ant graph. The arcs are weighted with the processing time of 
the operation representing the destination node j of the arc (i, j). Note that in terms of 
node linkages and links weightage, the ant graph is different from the disjunctive 
graph introduced in the earlier Section 2.3.2. As an illustration, we represent the 
disjunctive graph problem instance in Figure 2.2 as an ant graph in Figure 3.2. Due to 
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the complexity of the ant graph, we only show the links connecting node 4 and the 





















Figure 3.2  Ant graph representation of the 3x3 JSP instance of Table 2.1 
 
2. Constraint Satisfaction:   To maintain feasibility of the partial solutions, the set of 
allowed nodes (N) is defined with a procedure adapted to the problem. At the start, the 
set of allowed nodes comprises of the first operation from each job. After each node 
selection, if the selected node is not the last operation in its job, its immediate 
successor operation in the job is then added to the set of allowed nodes. A node that 
has been selected cannot be visited anymore and thereafter, is removed from the set of 
allowed nodes. A feasible complete tour on the ant graph (solution) is constructed 
once all l+1 nodes are transversed by an ant. 
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3. Heuristic Desirability:   The local heuristic desirability ijη  of arc (i,j) is  the sum of 
remaining processing times of node j and its successor nodes within the same job. 
Basing on the simple greedy heuristic known as the Longest Remaining Processing 
Time (of a job), operation belonging to job with a longer remaining processing time 
has a higher probability to be selected next.  
4. Probabilistic State Transition Rule:   It is the one typical of AS on TSP, the 
probabilistic (random proportional) state transition rule. The transition probability of 

































  (3.1) 
where  
)(tijτ  is the pheromone trail on arc (i, j) at cycle t 
ijη  is an a priori available heuristic value, the remaining 
processing time node j and its successor nodes within the 
same job. 
α  and β  are parameters which allow the algorithm to 
balance the importance given to the pheromone trail 
intensity and greedy heuristic value respectively. 
 kS pN  is the set of feasible nodes to be next scheduled in the 
partially constructed solution Sp by kth ant. A feasible node 
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is an operation whose predecessors within the same job have 
been scheduled.  
5. Pheromone Updating Rule:   It is the one typical of AS on TSP, pheromone 
evaporates on all the arcs and new pheromone is deposited by all ants on the visited 
arcs; its value is proportional to the inverse of the total completion time of the solution 
(makespan) built by the ant: 
After each algorithm cycle where all x ants have completed their tours, the 














  if kth ant uses arc (i,j) in its tour    
   =  0  otherwise 
where 
 0 ≤≤ ρ 1 is the pheromone trail evaporation. 
)(tkijτΔ  is the amount of pheromone ant k puts on the arcs it has 
visited. 
Lk(t)  is the length of the kth ant’s tour (schedule makespan) 
 
The ACO-JSP algorithm as proposed by Colorni et al. (1993) is as follows: 
/*Initialization*/ 
For every arc (i,j) do 
 τ ij(t=0) = τ o; 
End For 
/*Main loop*/ 
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For every cycle t = 1 to tmax do 
 For  every ant k = 1 to x do 
 Place ant k on the dummy source node, b; 
 Initialise )0( =itS kp  as the null partial schedule; 
Initialise the set of feasible nodes, )0( =itN kS p  with the first operation of 
every job; 
End For 
/*a complete solution comprises of l operations where l = n x m*/ 
For every iteration it = 1 to l do  
For every ant k = 1 to x do 
From the existing node i, each ant k selects the next node j 
to transverse to from the set of feasible nodes, )(itN kS p   by 
applying the probabilistic state transition rule (Equation 3.1) 
where next-node selection is a function of the pheromone 
trail τ  and of a local heuristic desirability η ; 
Insert the selected node into )(itS kp ; 
/*Update the set of feasible nodes*/ 
Remove selected node j from )(itN kS p ; 
Insert the immediate successor (if any) of node j into 
)(itN kS p ; 
   End For 
End For 
For every ant k = 1 to x do 
  Compute the makespan Ck(t) of the schedule Sk(t) built by ant k; 
End For 
 If an improved solution is found then 
  Update best-found solution; 
 End If 
 For every arc (i,j) 
Update pheromone trails by applying the pheromone trail update 
rule (Equation 3.2); 
 End For 
End For 
 
Figure 3.3  ACO framework for JSP by Colorni et al. (1993). 
  
At the end of each cycle, each ant completes its tour on the ant graph, visiting every node 
once. The order by which each ant visits the nodes, known as the ant sequence, then 
dictates the sequence of the operations to be operated on each machine (machine-ops 
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sequences). As shown in Figure 3.4, the ant’s tour on the ant graph is b-4-5-1-7-2-6-3-8-9. 
By ‘filtering out’ the operations to be processed on machine m1 sequentially, we obtain the 
machine-ops sequence for m1 as 1-6-8. Hence, the machine-ops sequences for m2 and m3 
are 4-7-2 and 5-3-9 respectively. By mapping the ant sequence (of ant graph) into the 
machine-ops on the corresponding disjunctive graph, we can obtain the same Hamiltonian 














Figure 3.4  An example of an ant tour (complete solution) on the ant graph 
 
3.2.3   ACO Pheromone Models for JSP 
 Amongst the ACO-JSP adaptation considerations highlighted in Section 3.2.2, one 
of the most crucial choices in ACO is the modeling of the set of pheromones; it 
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determines the way in which subsequent solution constructions are biased by past good 
solutions. For JSP, the pheromone modeling is not as obvious as in TSP where a 
pheromone value is assigned to every link between a pair of cities. In Section 3.2.3.1, we 
present the existing pheromone models and an analysis of their shortcomings. This is 
followed by a proposal of a more superior pheromone model in Section 3.2.3.2. 
 
3.2.3.1   Existing ACO Pheromone Models for JSP 
 From the earlier ACO applications on JSP conducted by various researchers, 3 
pheromone representations were proposed, namely: 
1. Learning of predecessor relations in ant sequence (Colorni et al., 1993). 
2. Learning of absolute positions in ant sequence (Merkle and Middendorf, 2000, 
2001). 
3. Learning of absolute positions in ant sequence with summation evaluation (Merkle 
and Middendorf, 2000, 2001). 
The pheromone model (a), as proposed by Colorni et al. (shown in Equation 3.1), 
is adapted directly from ACO application on TSP. The pheromone models (b) and (c) are 
adapted directly from the ACO application on permutation FSP. In (b), for every operation 
oi ∈O and every position j in the ant sequence, a pheromone value is associated joi ,τ . The 
probabilistic state transition rule of ant k for selecting a node for the next position j in the 
ant sequence is as follows: 
 
































   (3.3)  
  
 The pheromone model in (c) is similar to (b), except that the evaluation of the 
transition probability includes the summation of pheromone trails of earlier positions in 















































  (3.4)  
 
In model (c), if an operation, by some stochastical error, is not selected for a position in 
the ant sequence, the probability remains high to schedule it closely afterwards. 
Negative Bias in Model:   From the computational results by Blum and Sampels (2002a, 
2002b), it was shown for these 3 pheromone models the solution quality (makespan) does 
not improve, or even deteriorate, as the search continues (number of algorithm cycles 
increases). It was concluded that these pheromone representations introduce a negative 
model bias stronger than the selection pressure (“drive” towards good solutions by 
pheromone trails). This negative model bias tends to schedule subsequent operations in the 
same job before scheduling operations of another job and generally, this does not produce 
a good schedule in JSP. To illustrate this phenomenon, we consider a small JSP instance, 
2 jobs x 3 machines where {b, 1, 2, 3, 4, 5, 6} ∈  O, {1, 2, 3} 1J∈ , {4, 5, 6} 2J∈ , {1, 5} 
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1M∈ , {2, 4} 2M∈  and {3, 6} 3M∈  . By branching out from the dummy source node b 
(i.e. tree diagram), we generate all the feasible ant sequence permutations in Figure 3.5a. 
We can deduce from Figure 3.5b that at the start of the ACO algorithm, when the 
pheromone trails are initialised and evenly distributed on the ant graph, the ants have the 
tendency to visit consecutive operations belonging to the same job, leading ant sequences 
with operations of the same job being clustered together. This bias may lead the search 



















































































Number of Occurrences in Completed 
Branches of Tree Diagrams 
% of 
Occurences 
1 -> 2 10 50 
1 -> 4 6 30 
1 -> 5 3 15 
1 -> 6 1 5 
      
2 -> 3 10 50 
2 -> 4 3 15 
2 -> 5 4 20 
2 -> 6 3 15 
      
4 -> 5 10 50 
4 -> 1 6 30 
4 -> 2 3 15 
4 -> 3 1 5 
      
5 -> 6 10 50 
5 -> 1 3 15 
5 -> 2 4 20 
5 -> 3 3 15 
 
Figure 3.5b  Percentage occurrence of next node selection 
 
Poor Learning Behaviour:   The poor learning from past good solutions in these 3 
models can be explained by the fact that the mapping of an ant sequence to a 
solution/schedule (a set of machine-ops sequences) is not unique. For instance, the 
machine-ops sequences as depicted in Figure 2.3 (m1: 1-6-8, m2: 4-7-2, m3: 5-3-9) can be 
represented by more than one ant sequences, e.g. i) b-4-5-1-7-2-6-3-8-9, ii) b-4-1-5-7-2-6-
8-3-9 etc. Hence, the positive reinforcement and guiding of solution constructions by 
pheromone trails towards the global optimum is not strong in these 3 models. 
Model’s Incompatibility with Local Search:   As proven in the studies on TSP, the 
incorporation of local search in ACO intensifies the search and significantly improves the 
quality of the solutions obtained (Dorigo and Gambaradella, 1997; Stutzle and Hoos, 
1997a, 1997b). However, the 3 pheromone models prohibit the use of local search. In 
these pheromone models, the ant transverses on the ant graph and builds the ant sequence 
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incrementally to a complete solution. For local search implementation,  the ant sequence 
(of ant graph) has to be mapped into the corresponding machine ops sequences (of 
disjunctive graph). However, subsequently the newly-generated machine-ops sequences 
from the local search (on disjunctive graph representation) cannot be uniquely mapped 
back to an ant sequence for pheromone update on the ant graph; as highlighted earlier, the 
mapping of the machine-ops sequences to the ant sequence is not 1-to-1. In other words, if 
an improved solution is obtained after the application of local search on the disjunctive 
graph representation, an unique ant sequence on the ant graph cannot be reproduced for 
subsequent pheromone updating (reinforcing the desirable arcs), defeating the main 
working principle of ACO. 
 
3.2.3.2   A New Pheromone Model for JSP 
 The identification of shortcomings in existing ACO pheromone models for JSP has 
prompted for the proposal of a new pheromone model. In this new pheromone model, the 
“learning of predecessor relations amongst related operations” is incorporated, where the 
related operations are operations to be processed on the same machine and a pheromone 
value is assigned on every pair of these related operations. In other words, there is no 
pheromone value between unrelated operations to be processed on different machines. We 
shall illustrate the workings of this new pheromone model as follows: 
The transition probability of kth ant from node i (current state) to node j (next-to be 
state) at iteration t is 
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  (3.5) 
where reloiN  is the set of related and unscheduled operations which are to be 
processed on the same machine as oi. 
 
 This new pheromone model is superior over the existing 3 pheromone models in 
these aspects: 
1. Incorporation of Active/Non-Delay/Parameterised Active Schedule 
Generation Algorithms:   The global optimum schedule is an active schedule and 
often, a non-delay schedule (if not the optimum schedule) has a makespan which is 
very close to the optimal (Baker, 1974). Hence, the incorporation of active/non-
delay/parameterised active schedule generation directs the ants to search in the 
regions of search space with good quality solutions from the start of the ACO 
algorithm. 
2. Incorporation of Local Search Phase:   Unlike the earlier 3 pheromone models, 
this model allows the ants to construct their tour directly on the disjunctive graph. 
The mapping of the ant sequences to the machine-ops sequences is therefore 
unique. Hence, existing local search neighbourhood structures can be incorporated 
in ACO to intensify the search.  
3. Absence of Negative Bias in Ants’ Solution Construction:   Due to the absence 
of relation/pheromone values between unrelated operations (i.e. operations 
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belonging to the same job) the negative bias in Colorni et al.’s (1993) pheromone 
model does not exist in this new model. 
 
3.2.4  Incorporation of Active/Non-Delay/Parameterised Active Schedule 
 In this section, we integrate Giffler and Thompson’s (1960) algorithm with ACO 
to guide the ants’ solution construction towards active and non-delay schedules. The set 
sizes of active and non-delay schedules may differ significantly and hence, the concept of 
parameterised active schedules is introduced to achieve a compromise between both sets. 
These approaches direct the ants’ search efficiently by reducing the solution space. 
 
3.2.4.1 Active and Non-delay Schedules 
We present the algorithms for generating active and non-delay schedules with 
ACO below. 
ACO-Active Schedule Generation: 
Step 1: At the start of each ACO cycle, it = 0 and initialise Sp(it) as the null partial 
schedule. Initially the set of feasible operations )(itN
pS
 includes of all feasible 
operations with no predecessors, that is, the first operation of each job. 
Step 2: Determine the earliest completion time (ECT) at which operation oi ∈  )(itN pS  
can be completed and the machine m* on which oi is to be processed. If there is 
more than one such operation with ECT, select one of these operations randomly. 
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Step 3: Determine the operations oj ∈ )(itN pS  that require processing on machine m* 
and whose earliest starting time is less than ECT. Denote this set of selected 
operations as Nactive(it). 
Step 4: The ant selects an operation o*  ∈Nactive(it) using the state transition probability 
rule, adding one more operation to Sp(t). 
Step 5: Remove o* from )(itN
pS
 and insert the immediate successor operation of o* (of 
the same job) into )(itN
pS
. Increment it by 1. 
Step 6: If all the operations have been scheduled, terminate the procedure or else, return 
to Step 2. 
ACO-Non-Delay Schedule Generation: 
Step 1: At the start of each ACO cycle, it = 0 and initialise Sp(it) as the null partial 
schedule. Initially the set of feasible operations )(itN
pS
 includes of all feasible 
operations with no predecessors, that is, the first operation of each job. 
Step 2: Determine the earliest starting time (EST) at which operation oi ∈ )(itN pS  can 
be started and the machine m* on which oi is to be processed. If there is more 
than one such operation with EST, select one of these operations randomly. 
Step 3: Determine the operations oj ∈ )(itN pS  that require processing on machine m* 
and whose earliest starting time is equal to EST. Denote this set of selected 
operations as Nnon-delay(it). 
Step 4: The ant selects an operation o* ∈Nnon-delay(it) using the state transition 
probability rule, adding one more operation to Sp(t). 
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Step 5: Remove o* from )(itN
pS
 and insert the immediate successor operation of o* (of 
the same job) into )(itN
pS
. Increment it by 1. 
Step 6: If all the operations have been scheduled, terminate the procedure or else, return 
to Step 2. 
 
3.2.4.2   Parameterised Active Schedules 
The optimal schedule is in the set of all active schedules. For large JSP instances, 
the set of active schedules is usually very large and contains many schedules with 
relatively large delay times, and therefore, are poor quality in terms of makespan. 
Conversely, restricting the search to the much smaller subset of non-delay schedules may 
exclude the possibility of obtaining the optimal schedule from the start. In order to reduce 
the solution space and the possibility of exclusion of the optimal schedule, we use the 
concept of parameterised active schedules. The basic idea of parameterised active 
schedules is in controlling the delay times that each operation is allowed. By controlling 
the maximum of delayed time allowed, one can reduce or increase the solution space. A 
maximum delay time equal to zero is equivalent to restricting the solution to non-delay 
schedules and a maximum delay time equal to infinity is equivalent to active schedules. 
Figure 3.6 illustrates the set of parameterised active schedules is located in relative to the 















Figure 3.6 Parameterised active schedules 
 
We present the algorithm for generating parameterised active schedules below. 
ACO-Parametrised Active Schedule Generation: 
Step 1: At the start of each ACO cycle, it = 0 and initialise Sp(it) as the null partial 
schedule. Initially the set of feasible operations )(itN
pS
 includes of all feasible 
operations with no predecessors, that is, the first operation of each job. 
Step 2: Determine the earliest completion time (ECT) at which operation oi ∈  )(itN pS  
can be completed and the machine m* on which oi is to be processed next. If 
there is more than one such operation with ECT, select one of these operations 
randomly. 
Step 3: Determine the earliest available time (EAT) on machine m* and the maximum 
time delay allowed maxdelay. Determine the operations oj ∈ )(itN pS  that require 
processing on machine m*, and whose earliest starting time (EST) is less than 
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ECT and (EST-EAT) ≤  maxdelay. Denote this set of selected operations as 
Nparameterised(it). 
Step 4: The ant selects an operation o*  ∈Nparameterised(it) using the state transition 
probability rule, adding one more operation to Sp(t). 
Step 5: Remove o* from )(itN
pS
 and insert the immediate successor operation of o* (of 
the same job) into )(itN
pS
. Increment it by 1. 
Step 6: If all the operations have been scheduled, terminate the procedure or else, return 
to Step 2. 
 
3.3   Local Search Incorporation for ACO 
In recent research on JSP, local search has attracted increasingly attention 
(Blazewicz et al., 1996). In fact, literature (Jain and Meeran, 1999) has shown that best 
methods appear to be those encompassing hybrid systems such as local search techniques 
embedded within a metaheuristic that employ a simple neighbourhood structure and 
transcend poor local optimality by allowing non-improving moves. In this section, we 
shall define a neighbourhood structure for incorporation with ACO to improve its 
performance in JSP. 
Local search employs the idea that a given solution may be improved by making 
small changes repeatedly. A neighbouring solution is derived from its originator solution 
by a predefined partial modification, called move. A move results in a neighbouring 
solution which differs only slightly from its originator solution. A neighbouring solution is 
expected to produce an objective solution of similar quality as its originator because they 
share a majority of solution characteristics. Hence, by concentrating on search within 
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neighbourhoods, the chance of finding an improved solution within a neighbourhood is 
much higher than in less correlated areas of the search space. 
A basic move in local search for JSP is to rearrange the processing order of 
operations to be processed on the same machine, without violating the technological 
precedence constraints of the jobs. In terms of the disjunctive graph representation, a 
move can be produced by permuting a Hamiltonian machine selection Hi for machine Mi.. 
Thus, given a feasible schedule H, its neighbourhood set N(H) is obtained by slight 
perturbations (or moves) from H. While a move can be performed by simply changing the 
precedence relation of one operation to be processed on machine Mi arbitrarily within its 
operation sequence Hi, it has 3 drawbacks: 
1. An arbitrary change of an operation sequence of a machine can lead to a cycle in *HG . 
2. In the case where each job has to be processed on each machine, the neighbourhood is 
of size m(n-1) and may be computationally expensive or even prohibitive. 
3. A majority of feasible moves in N(H) does not change or, even worse, deteriorate the 
makespan. 
Van Laarhoven et al. (1992) avoided these disadvantages by restricting the moves 
to successive operations on a machine. Assume two successive operations v and w, (v, 
w∈O) are given on a critical path as shown in Figure 3.7a. Their heads rv and rw are 
determined by the job predecessors PJv and PJw and the machine predecessors PMv and 
v. The tails qv and qw are determined by the job successors SJv and SJw and by the 
machine successors w and SMw. These six adjacent operations are sufficient to explain a 
move carried out between v and w. The configuration after the move is sketched in 
Figure 3.7b.  Operation w has become the machine predecessor of v by reversing the arc 
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(v, w) to the arc (w,v). In order to keep Hamiltonian path in Hi, two other machine 







































Figure 3.7  Illustration of neighbourhood definition 
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  Lemma 1: Reversing one critical arc in Hi cannot lead to a cycle in *HG  and 
therefore cannot result in an infeasible solution. 
  Proof: Assume a path which leads to a cycle after reversing (v, w). Such a path is 
shown in Figure 3.7c as a dashed curve from SJv to PJw. This path would lead to a cycle 
after reversing (v, w) as shown in Figure 3.7d. Hence it has to be proved that the path from 
SJv to PJw cannot exist if arc (v, w) is critical. All operations have a well defined 
processing time p(v) > 0. If the arc (v, w) belongs to a critical path, then rw = rv + p(v) 
holds. We can also state that rv + p(v) +  p(SJv) + … + p(PJv)> rv + p(v); this (v, SJv, …, 
PJw, w) path is clearly a longer path from v to w than the arc (v, w). Hence, as long as the 
arc (v, w) is critical (on a longest path in *HG ), no other path from v to w can exist. The 
reversal of a critical arc (v, w) can never lead to an infeasible solution. 
 Lemma 2: If the reversal of a non-critical arc in Hi leads to a feasible solution 
H’, then Cmax(H’) ≥  Cmax(H) holds. 
 Proof: Reversing a non-critical arc does not affect the longest path and hence, the 
derived solution cannot shorten the Cmax value of the new schedule. Furthermore, Lemma 
1 can no longer hold and this may lead to an infeasible solution because of a cycle 
introduced by reversal of a non-critical arc. 
 Matsuo et al. (1988) and Nowicki and Smutnicki (1996) enhanced the efficiency of 
this neighbourhood definition by further discarding non-improving moves as formulated 
in Lemma 3. 
 Lemma 3: The reversal of a critical arc (v, w) can only lead to an improvement 
if at least one of PMv and SMw is non-critical. 
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 Proof: If (PMv, v, w, SMw) are successive operations on a critical path, a reversal 




rwpvpr =++ )()( . 
Therefore, this new configuration cannot lead to an improvement. 
The operation sequence (PMv, v, w, SMw) given in the proof of Lemma 3 is known as a 
block. A block is defined as a chain of successive operations on a critical path which are 
to be processed on the same machine. An arc reversal of two successive operations inside 
a block cannot shorten Cmax. 
 Definition of JSP Neighbourhood: Given H, the neighbourhood N(H) consists 
of all schedules derived from H by reversing one arc (v, w) of the critical path with v, w ∈  
Hi. At least one of v and w is either the first or last member of a block. 
 This neighbourhood structure yields improved solution with a relatively high 
probability and guarantees feasibility. Following Van Laarhoven et al.’s (1992) work in 
local search, a number of more complex and composite neighbourhood structures have 
been proposed (Blazewicz et al., 1996). Though, these neighbourhoods contain promising 
moves, they are larger in size and do not guarantee solution improvement and feasibility. 
Obviously, there is an efficiency trade-off between the makespan improvement gained and 
the longer computation time of a larger size neighbourhood structure. In addition, the 
suitability of a neighbourhood definition largely depends on the control algorithm 
(between intensification and diversification) of the metaheuristic in which the 
neighbourhood structure is embedded. Indeed, the definition of an efficient neighbourhood 
is highly problem-dependent and might be more difficult than local search literature 
implies. As the primary focus of this thesis is on the workings of the metaheuristic itself, 
we will not be covering the other variants of neighbourhood structures here. 
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3.4   Hybridising ACO with Genetic Algorithms 
 In this next phase of ACO algorithm development, ACO is hybridised with another 
metaheuristic, the GA. The motivations behind this initiative are as follows: 
1. Absence of direct learning/sharing amongst the elite ants1 in the ACO algorithm: 
The ants generate solutions stepwise by relying on the pheromone trails2 deposited by 
past ants; this is the indirect learning/sharing of experience from past ants during their 
earlier search in the solution space. Once the ants have completed their solution 
constructions, local search is then applied on the cycle-best ant’s solution. The 
pheromone trails are subsequently reinforced in accordance to the global-best ant’s 
walking path. And the cycle repeats. In short, ants communicate with one another only 
in an indirect way, mediated by the information they read/write in the variables storing 
the pheromone trail values. Currently, there is no mechanism to allow the direct 
sharing of search experience amongst the elite ants upon the completion of their 
solution constructions; the cycle-best schedule makespan basically depends upon the 
individual ants’ search independently. 
2. Some fundamental similarities between ACO and GA:   Other than being nature-
inspired algorithms3, these two metaheuristics also share another common feature: 
both are population-based methods. In ACO, a colony of artificial ants is used to 
construct solutions guided by the pheromone trails and heuristic information and in 
GA, a population of solutions is modified by recombination and mutation. Intuitively, 
the concept of using GA operators on the colony of ants’ constructed solutions to 
                                                          
1 Elite ants are the ones which have generated schedules with good makespans. 
2 The pheromone trails encode a long-term memory about the whole ant search process. 
3 GA is modeled after natural evolution, inspired by genetic variation and selection. ACO is adapted from 
the foraging behavior of colonies of real ants, enabling these ants to find the shortest paths between food 
sources and their nest. 
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facilitate direct sharing of search experience amongst elite ants presents an area for 
research studies. 
 The hybridisation of ACO with GA presents a potential means to further exploit 
the power of recombination where the best solutions generated by implicit recombination 
via a distribution of ants’ pheromone trails, are directly recombined by genetic operators 
to obtained improved solutions. To date, there is no reported study on such a hybrid 
metaheuristic. 
 
3.4.1   GA Representation and Operator for JSP 
 Likewise in pheromone modelling in ACO, a very important consideration in 
developing GA for JSP is to devise an appropriate genetic representation of 
solution/schedule (chromosome) together with problem-specific genetic operators (i.e. 
crossover, mutation, inversion) so that all chromosomes generated in either the initial 
phase or the evolutionary process will produce feasible schedules. This is a crucial phase 
that affects all subsequent steps of GA implementation. Classical GA uses a binary string 
to represent a potential solution to a problem. But such a representation is not naturally 
suited for ordering problems such as JSP because a classical GA representation using 
simple crossover and mutation on strings nearly always produce infeasible solutions. To 
address this problem, various representations more suited for JSP have been proposed by 
researchers (Table 3.1). 
 These representations can be classified into two basic encoding approaches: direct 
approach and indirect approach. In the direct approach, a schedule is encoded into a 
chromosome, and GA is used to evolve those chromosomes to determine a better 
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schedule. In the indirect approach, the chromosome may carry dispatching rules or genetic 
codes which require further decoding to obtain a corresponding schedule. 
 Each of the above nine presentations has its own set of pros and cons; a 
compromise has to be achieved between 3 important aspects: a) computational complexity 
to encode/decode the chromosomes, b) the flexibility/ease for the genetic operators to act 
on the chromosomes and finally, c) the avoidance/repair of infeasible schedules. In our 
study of hybridizing ACO with GA, another important consideration is that the introduced 
genetic representation of schedule/solution must be compatible with our existing ants’ 
sequences on ant graph (and machine-ops sequences on disjunctive graphs) so that 
minimum computational efforts are required to transpose between the two representations 
and storing two sets of data structures. After a survey of the 9 genetic representations, the 
preference-list-based is the most apt for our purpose. In the Section 3.4.1.1 and 3.4.1.2, we 
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Table 3.1 Summary of GA representations for JSP 
GA Representation Researchers 
Operation-based representation Fang et al. (1993) 
Job-based representation Holsapple et al. (1993) 
Preference-list-based representation Faulkenauer and Bouffouix (1991) 
Croce et al. (1995) 
Kobayashi et al. (1995) 
Job-pair-relation-based representation Nakano and Yamada (1991) 
Priority-rule-based representation Dorndorf and Pesch (1995) 
Disjunctive-graph-based representation Tamaki and Nishikawa (1992) 
Completion-time-based representation Yamada and Nakano (1992) 
Machine-based representation Dorndorf and Pesch (1995) 
Random key representation Bean (1994) 
 
 
3.4.1.1   Preference List Based Representation 
 This representation was first proposed by Davis (1985) for shop scheduling. 
Falkenauer and Bouffouix (1991) used it for dealing with job shop problem with release 
times and due dates. Croce, Tadei and Volta (1995) applied it for the classical JSP. 
 For an n-job, m-machine JSP, a chromosome consisting of m sub-chromosomes is 
formed, one for each machine. Each sub-chromosome is a string of symbols with length n, 
and each symbol identifies an operation that has to be processed on the relevant machine. 
However, sub-chromosomes do not explicitly describe the sequence of operations on the 
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machine. Each sub-chromosome is simply a preference list of all operations to be 
processed on a machine. The actual schedule is deduced from the chromosome through a 
shop simulation, which analyzes the state of the waiting queues in front of the machine 
and if necessary, use the preference lists to determine the schedule; that is, the 
unscheduled operation that appears first in the preference list will be chosen. 
 Croce, Tadei and Volta (1995) introduced a rather complex look-ahead evaluation 
procedure to generate active schedules for the preference-list-based representation. 
Kobayashi et al. (1995) adopted Giffler and Thompson’s (1960) algorithm to decode a 
chromosome into a schedule. However, their implementation does not fully exploit the 
information encoded in the preference lists and often, the next-to-be operation is selected 
randomly instead of in accordance to the sequence of operations on the preference lists, 
making the preference lists redundant. 
 To produce an active/non-delay schedule that exploits the ordering on the 
preference lists as much as possible, we propose a new form of implementation as follows: 
GA-Active Schedule Generation: 
Step 1: At the start of each cycle, it = 0 and initialise Sp(it) as the null partial schedule. 
Initially, the set of feasible operations )(itN
pS
 includes of all feasible operations 
with no predecessors, that is, the first operation of each job. 
Step 2: Determine the earliest completion time (ECT) at which operation oi ∈  )(itN pS  
can be completed and the machine m* on which oi is to be processed. If there is 
more than one such operation with ECT, select one of these operations randomly. 
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Step 3: Determine the operations oj ∈ )(itN pS  that require processing on machine m* 
and whose earliest starting time is less than ECT. Denote this set of selected 
operations as Nactive(it). 
Step 4: Perform a top-down search on the preference list of m* and select the first 
unscheduled operation o*  such that o*  ∈Nactive(it). If o* is not the first 
unscheduled operation on the preference list, move it up the list to occupy this 
position.  
Step 5: Add o* to Sp(t). Remove o* from )(itN pS . Insert the immediate successor 
operation of o* (of the same job) into )(itN
pS
. Increment it by 1. 
Step 6: If all the operations have been scheduled, terminate the procedure or else, return 
to Step 2. 
GA-Non-delay Schedule Generation: 
Step 1: At the start of each cycle, it = 0 and initialise Sp(it) as the null partial schedule. 
Initially, the set of feasible operations )(itN
pS
 includes of all feasible operations 
with no predecessors, that is, the first operation of each job. 
Step 2: Determine the earliest starting time (EST) at which operation oi ∈  )(itN pS  can 
be started and the machine m* on which oi is to be processed next. If there is 
more than one such operation with EST, select one of these operations randomly. 
Step 3: Determine the operations oj ∈ )(itN pS  that require processing on machine m* 
and whose earliest starting time is equal to EST. Denote this set of selected 
operations as Nnon-delay(it). 
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Step 4: Perform a top-down search on the preference list of m* and select the first 
unscheduled operation o*  such that o*  ∈Nnon-delay(it). If o* is not the first 
unscheduled operation on the preference list, move it up the list to occupy this 
position.  
Step 5: Add o* to Sp(t). Remove o* from )(itN pS . Insert the immediate successor 
operation of o* (of the same job) into )(itN
pS
. Increment it by 1. 
Step 6: If all the operations have been scheduled, terminate the procedure or else, return 
to Step 2. 
 
 The resulting sub-chromosomes explicitly dictate the sequence of operations to be 
processed on the respective machines and generate active/non-delay schedules. In 
addition, the sub-chromosomes can be uniquely mapped to the corresponding ant 
sequences (on an ant graph) and machine-ops sequences (on a disjunctive graph). 
 
3.4.1.2   Job-based Order Crossover (JOX) 
 In crossover (recombination), two chromosomes are selected from the existing 
population and some portions of these chromosomes are exchanged between them. It is 
expected that from the crossover that if good genes from the parent chromosomes are 
combined, the offspring chromosomes are likely to have improved fitness (solution 
quality). To prevent an extremely big jump in the solution space and ensure offsprings are 
able to sufficiently preserve desirable characteristics from their parents, it is desired that 
during the crossover, relative positions (in the sub-chromosomes/preference lists) between 
the unaffected genes (operations) should be preserved as much as possible. We adopt the 
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JOX operator, introduced by Ono et al. (1996) which is able to preserve both the relative 
positions between genes and the absolute positions relative to the extremities of parents; 
the extremities correspond to the high- and low-priority operations in the preference lists. 
The JOX is outlined as follows: 
Step1: Selection of Parental Chromosomes. Select 2 parent sub-chromosomes (of the 
same machine) from the mating pool randomly. Choose the jobs whose absolute 
positions on the sub-chromosomes (loci) are to be preserved randomly. 
Step 2: Swapping of Positions of Selected Jobs. Copy the jobs chosen at Step 1 from 
Parent1 to Offspring1 and from Parent2 to Offspring2. 
Step 3: Preservations of Positions of Remaining Jobs. Copy the jobs, which are not 
copied at Step 2, from Parent2 to Offspring1 and Parent1 to Offspring2, preserving 
their relative order as in the parents. 
 Note that JOX does not guarantee a feasible schedule; the GA-active/non-delay 
algorithm is subsequently applied to the set of sub-chromosomes to repair and generate an 
active/non-delay schedule. 
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Parent1
M1: J1  J2  J3 J4 J5  J6
M2: J3 J1  J2  J5 J6 J4
M3: J2  J3 J1  J4 J6 J5
Parent2
M1: J3 J4 J2 J5  J6 J1
M2: J3 J2  J4 J1 J5  J6
M3: J6 J1  J2  J5  J4 J3
JOX (Preserved Jobs: J3, J4, J6)
Offspring1
M1: J2  J5  J3 J4 J1  J6
M2: J3 J2  J1  J5 J6 J4
M3: J1  J3 J2  J4 J6 J5
Offspring2
M1: J3 J4 J1 J2  J6 J5
M2: J3 J1  J4 J2 J5  J6
M3: J6 J2  J1  J5  J4 J3
 
Figure 3.8  Job-based order crossover (6 jobs x 3 machines) 
 
The GA procedures are outlined as follows: 
Step1: Generation of an Initial Population. An initial population is generated from the 
elite ant with the best makespan during each ACO cycle; a population of q elite 
ants is formed after the first q ACO cycles. 
Step 2: Selection of Parental Chromosomes for Crossover. A pair of individuals is 
chosen by probabilistic sampling (biased by makespan quality) without 
replacement from the population. 
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Step 3: Generation of Offsprings. By applying JOX to the chosen pair of individuals, a 
pair of offsprings is generated. Steps 2 and 3 are repeated p times to produce a pool 
of 2p offsprings. 
Step 4: Decoding of Offsprings. Decode offsprings into active/non-delay/parameterised     
active schedules. 
Step 5: Application of Local Search. Apply local search to the best offspring. 
Step 6: Selection for Next Generation. From within the parents and offsprings, two 
individuals with the best and second-best ranks are selected to replace two parents. 
 
3.5   Summary of Main Features Adapted in the Proposed Hybridised 
ACO 
 In this section, we shall summarise the proposed features to adapt and hybridise 
ACO in its application to JSP. This will be followed by an algorithmic description of the 
hybridised ACO for JSP. 
1. The incorporation of a new pheromone model better suited to JSP to eliminate 
negative bias during the ants’ search in the solution space. 
2. The incorporation of active, non-delay and parameterised active schedule generation 
algorithms in ACO to guide the ants to search in regions with good quality solutions.  
3. An adaptation of the pseudo-random-proportional transition state rule used in ACS 
(Rajendran et al (2004) and Kuo et al (2004). At each iteration, the ant encounters 3 
possibilities: 
a. Choose the next arc according to the probabilistic transition state rule (Equation 
3.5), biased by the pheromone trails strength, with probability ppheromone. 
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b. Choose the next arc with the highest pheromone trail intensity, with probability 
pgreedy. 
c. Choose the next arc randomly, with probability prandom. 
4. The incorporation of a local search phase. 
5. The hybridisation of ACO with GA to introduce a means for direct recombination of 
good solution components between elite ants from each cycle. 
6. The use of the global best-found ant walking path on ant graph to update the 
pheromone trails at the end of each cycle. 
 
The hybridised ACO algorithm for JSP is outlined as follows: 
/*Initialization*/ 
For every arc (i,j) do 
 τ ij(t=0) = τ o; 
End For 
/*Main loop*/ 
For every cycle t = 1 to tmax do 
For  every ant k = 1 to m do 
  Place ant k on the dummy source node, b; 
  Initialise )0( =itS kp  as the null partial schedule; 
Initialise the set of feasible nodes, )0( =itN kS p  with the first operation of 
every job; 
End For 
/*a complete solution comprises of l operations (l iterations)*/ 
For every iteration it = 1 to l do  
For every ant k = 1 to x do 
Apply ACO-active/non-delay/parameterised active algorithm to 
generate the next machine, kim  to schedule operations on; 
Generate a random number rdm ( 10 ≤≤ rdm ); 
/* ppheromone + pgreedy + prandom  =1*/ 
If rdm ≤  ppheromone then 
Apply the probabilistic state transition rule (Equation 3.5) to 
select the next node; 
End If 
If (rdm > ppheromone and rdm ≤  ppheromone + pgreedy) then 
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Choose the next node with the highest pheromone trail 
intensity; 
End If 
If (rdm > ppheromone + pgreedy and rdm ≤  ppheromone + pgreedy + prandom) 
then 
Choose the next node randomly; 
End If 
 Insert the selected node into )(itS kp ; 
/*Update the set of feasible nodes*/ 
Remove selected node  from )(itN kS p ; 
Insert the immediate successor (if any) of selected node 
into )(itN kS p ; 
End For 
End For 
For every ant k = 1 to x do 
  Compute the makespan Ck of the complete schedule Sk(t) built by ant k; 
End For 
Apply local search on the cycle-best ant; 
If an initial population of elite ants is formed up then 
Apply GA on the elite ants; 
End If  
 If an improved schedule is found then 
  Update global best-found schedule; 
 End If 
 For every arc (i,j) 
  Update pheromone trails using the global best-found path (schedule); 
 End For 
End For 
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Chapter 4 Computational Experiments for Hybridised ACO on JSP 
 
4.1 Introduction 
In this chapter, we present the computational experiments for our proposed 
hybridised ACO algorithm (summarised in Section 3.5) on 2 sets of benchmark problems 
(in Section 2.4): Fisher and Thompson’s (FT) (Fisher and Thompson, 1963) and 
Lawrence’s (LA) (Lawrence, 1984) JSPs. The computational experiments are designed 
and implemented in 2 phases as discussed in Section 4.2 and 4.3 respectively. 
In Section 4.2, we verify the learning capability of our proposed ant pheromone 
model (in Section 3.2.3.2): learning of predecessor relations amongst related operations. 
We would like to investigate if our proposed pheromone model improves the makespan 
quality as the number of algorithm cycles increases. In Section 4.3, we test the 
performance of our hybridised ACO on the JSP benchmark problems and present a 
comparative study with other researchers’ computational results. The hybridised ACO 
algorithm is coded in Visual C++ 6.0 and tested on Intel Pentium M Processor 1.8GHz 
with 512MB RAM under the Microsoft Windows XP Operating System. Lastly, we 
present our concluding remarks in Section 4.4. 
 
4.2   A Computational Experiment on Proposed Pheromone Model’s 
Learning Capability 
The primary purpose of this computational experiment is to verify the learning 
capability of our proposed ant pheromone model: learning of predecessor relations 
amongst related operations. Likewise in the study conducted by Blum and Sampels 
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(2002a, 2002b), we would like to determine if our proposed model is capable of 
eliminating the negative bias present in existing pheromone models and thereby, improves 
the makespan quality as the number of algorithm cycles increases. In order to achieve a 
compromise between computational time and results robustness, a total of 10 problem 
instances were tested: 
1. 2 FT instances (FT06 and FT10) 
2. 8 LA instances (LA01, LA06, LA11, LA16, LA21, LA26, LA31 and LA36) 
The problem instances were selected to provide a range of dimensionality and a 
good mix of hard and easy instances for robust testing of the pheromone model. In order 
to test solely on the learning capability of the model such that any makespan quality 
improvement can be directly attributed to the model, the following considerations were 
taken: 
1. No local heuristic information was used to bias the solution construction. 
2. No ACO-active/non-delay/parameterised active heuristic, GA and local search was 
incorporated. 
3. No fine-tuning of algorithm parameters. 
Hence, we do not expect to obtain the optimal/best-known makespans for these problem 
instances but rather, we would like to solely investigate if makespan quality improves as 
the number of algorithm cycles increases. 20 runs of the algorithm were performed on 
each problem instance and the number of cycles per run was set at 5000. 10 ants were 
employed in the search and the evaporation rate ρ  was set at 0.999 to prevent the 
pheromone trails from “disappearing” too rapidly; the only mechanism available to guide 
the ants’ search in the solution space.  
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Two solution quality parameters were measured: cycle best makespan and cycle 
average makespan. The former parameter was obtained by recording the best makespan 
obtained in each cycle while the latter was obtained by taking the average of all the ants’ 
makespans in each cycle. As no local heuristic information was utilised to guide the search 
and coupled by the random selection of machine during the solution construction4, the 
ants’ makespans deviated significantly between consecutive cycles for large problem 
instances. Hence, the cycle best and cycle average makespans were averaged over the 20 
runs of the algorithm and plotted as moving averages (over last 10 cycles) against the 
number of cycles to display their trends clearly as search progresses. We present the 
graphical result for LA01 in Figure 4.1 while the results for the remaining problem 

















Figure 4.1a   Cycle best makespan versus number of algorithm cycles for LA01 
                                                          
4 At each iteration, each ant selects a machine randomly and then selects an operation for this 
machine probabilistically, biased by the proposed pheromone model. Once a machine is selected, 
this machine will not be selected for the next (m -1) iterations during the solution construction. 
















Figure 4.1b   Cycle average makespan versus number of algorithm cycles for LA01 
 
The results obtained from this computational experiment are encouraging.  The 
proposed model exhibits learning capability in all problem instances; the cycle best and 
cycle average makespans improve as the number of algorithm cycles increases. In fact, 
best-known solutions were obtained for the smaller JSP instances such as FT06, LA01, 
LA06 and LA11. Generally, we can observe that the rate of improvement in makespan 
quality is highest at the start of the search and slows down as the search progresses. The 
makespans eventually appear to have plateaued off towards the end of the search. 
However, on observing the individual ants’ makespan at the end of each algorithm run, 
they did not converge and hence, no stagnation has yet occurred. To improve the 
performance of this basic ACO pheromone model on larger JSP instances, other 
mechanisms have to be incorporated to further guide the ants during their search in the 
solution space. In the next phase (Section 4.3), we will integrate the basic ACO 
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pheromone model with local heuristic information, ACO-active/non-delay/parameterised 
active schedule heuristic, GA and local search to further improve its performance. 
 
4.3 Computational Experiments of Hybridised ACO on JSP 
Benchmark Problems 
Lower Bound Solution for JSP 
 In this section, we apply our proposed hybridised ACO algorithm (summarised in 
Section 3.5) to solve the FT and LA JSP benchmark problems. As highlighted in Chapter 
1, approximation algorithm such as ACO cannot guarantee to solve JSP (or COP) 
optimally, we need to compare the obtained makespans (solutions) with a well-known 





















)(max,)(maxmax    (4.1) 
where oij is an operation that belongs to job i and to be processed on machine j. 
 The LB value, though does not always indicate a feasible schedule, serves to 
confirm the optimal makespans of the problem instances and to gauge the necessary run 
time for the computational experiments. If the makespan found is equal to LB, the 
algorithm run can be terminated immediately because the optimum in the solution space 
has been obtained. Conversely, if the makespan found is not equal to LB, the algorithm 
needs to be run for a longer time to seek for a better solution as this obtained makespan 
may or may not be the optimal solution. For quantitative results analysis, we compare our 
obtained makespan against the best-known makespan and LB. 
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The parameters of hybridised ACO for solving JSP 
 The following notations are defined for the hybridised ACO: 
num_of_cycles (z)  the maximum number of cycles the algorithm is run 
num_of_ants (x) the number of ants employed in the search at each cycle 
num_of_GA_ants  the number of elite ants maintained in the GA population 
num_of_GA_Xovers the number of elite ants selected for recombination at each 
cycle 
num_of_swapped_jobs the number of jobs that are swapped at each Job-based 
Order Crossover 
para_delay the maximum time delay allowed in generating 
parameterised active schedules 
alpha α  the weightage given to pheromone intensity in the 
probabilistic state transition rule (Equation 3.5) 
beta β  the weightage given to local heuristic information in the 
probabilistic state transition rule (Equation 3.5) 
rho ρ     pheromone trail evaporation rate (Equation 3.2) 
ppheromone the probability at which the ant selects the next arc using the 
probabilistic state transition rule (Equation 3.5) 
pgreedy the probability at which the ant selects the next node with 
the highest pheromone intensity 
prandom the probability at which the ant selects the next node 
randomly (ppheromone +  pgreedy +  prandom = 1) 
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 From the literature review (Chapter 2), we are able to have a preliminary 
distinction between the hard and easy instances in FT and LA JSPs; the relatively harder 
instances are FT10 & LA16-20 (10×10), LA21-25 (15×10), LA26-30 (20×10) and 
LA35-LA40 (15×15). The algorithm parameters have a significant effect in the 
computational experiments’ performance. We choose the following values in Table 4.1 for 
the computational experiments to ensure a reasonable compromise between algorithm run 
time and solution quality. We ran the algorithm 20 times on each JSP instance. 
 
Table 4.1   Algorithm parameters for computational experiments 
JSP Instances Algorithm Parameters 
Hard Instances: 
FT10 (10×10), LA16-20 
(10×10), LA21-25 (15×10), 
LA26-30 (20×10), LA35-LA40 
(15×15). 
num_of_cycles  = 5000 (LA26-30, LA35-
LA40) 
num_of_cycles  = 10000 (for FT10, LA16-20, 
LA21-25) 
para_delay = 0.5 
ρ  = 0.9999 
num_of_ants = 10 
num_of_GA_ants = 200 
num_of_GA_Xovers = 10 
num_of_swapped_jobs = 
2
n  (round down) 
α  = 1 ,β  = 1 
ppheromone = 0.6,  pgreedy,= 0.3    prandom = 0.1 
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Easy Instances: 
FT06 (6×6), FT20 (20×5), 
LA01-LA05 (10×5), LA06-10 
(15×5), LA11-15 (20×5), LA31-
35 (30×10) 
num_of_cycles  = 1000 
para_delay = 0.3 
ρ  = 0.999 
num_of_ants = 10 
num_of_GA_ants = 100 
num_of_GA_Xovers = 10 
num_of_swapped_jobs = 
2
n  (round down) 
α  = 1 , β  = 1 
      ppheromone = 0.5,  pgreedy,= 0.4    prandom = 0.1 
 
The computational results of the JSP benchmark problems 
 The following notations are defined for the results parameters: 
n    number of jobs 
m    number of machines 
Tav    average computational time (in seconds) 
BestMakespan   the best makespan found by hybridised ACO algorithm 
AveMakespan the average makespan found by hybridised ACO algorithm 
(the average of the best-found makespans over 20 runs) 
CoV    the coefficient of variation of the makespans found 
LB    the lower bound of the makespan (Equation 4.1) 
BK    the best-known makespan 
∆ZBK%    percentage of deviation of BestMakespan from BK 
∆ZLB%    percentage of deviation of BestMakespan from LB 
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The analysis for the computational results of JSP benchmark problems 
 The computational results of hybridised ACO on FT and LA JSPs are presented in 
Table 4.2. From the computational results, we can deduce the followings: 
1. A JSP instance is easy to solve when its dimension is rectangular (i.e. n≥ 3m). For 
such LA instances (LA06-10, LA11-15 and LA31-35), we are able to obtain the best-
known makespans at every run; BestMakespan = AveMakespan and CoV = 0. 
2. As LA instances become more square (n →  m) and larger (50→200 operations) in 
dimension, we can observe that it is more difficult to obtain the best-known 
makespans. 
a. As compared to the more rectangular instances (n≥ 3m for LA06-10, LA11-15 
and LA31-35), we are still able to obtain the best-known makespans for all 
LA01-05 instances (n = 2m) though not at every run. 
b. As the LA01-05  instances (n = 2m, 50 operations) become larger (i.e. LA26-
30, n = 2m, 200 operations) and more square (i.e. LA21-25; n = 1.5m, 150 
operations), we are unable to obtain the best-known makespans for some 
instances and at the same time, AveMakespan deviates more significantly from 
BestMakespan. 
c. The most difficult-to-solve group of instances has the perfect square dimension 
(i..e. LA16-20; 10x10, LA36-40; 15x15). We are able to obtain the best-known 
makespans for 4 of the 5 smaller square LA16-20 instances (100 operations) 
though not at every run. As these square instances become larger in LA36-40 
(225 operations), we are unable to obtain the best-known makespans and at the 
same time, AveMakespan deviates more significantly from BestMakespan. In 
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addition, these 2 groups of perfect square instances have notably higher CoV as 
compared to the rectangular instances. 
In summary, the hybridised ACO is able to obtain the best-known makespans for 29 of 
the 43 instances (67.4%). For the remaining instances, hybridised ACO is able to obtain 
makespans within 2% of the best-known makespans with coefficient of variance kept 
within 0.4%. 
 
A comparison of hybridised ACO performance against other solution techniques  
In order to gauge the performance of our hybridised ACO algorithm, we compare our 
best-found makespans (BestMakespan) of the 13 hard FT and LA instances (Section 2.4.2) 
against those achieved by the 4 metaheuristics (GA, GRASP, SA and TS) discussed in 
Section 2.5. In addition, we include the well-known SBP and the simple-to-implement 
PDRS in our comparison. We extract the GA, SA, TS and SBP computational results 
directly from the extensive literature survey conducted by Vaessens et al. (1996); for a 
more comprehensive comparison, the different variants of each metaheuristic are 
extracted. For GRASP and PDRS computational results, we refer to the study performed 
by Binato et al. (2002) and Jain et al. (1997) respectively. The computational results of the 
various solution techniques are tabulated in Table 4.3. 
From Table 4.3, we can observe the followings: 
1. Hybridised ACO strongly outperforms all variants of SBP except the SB-GLS. The 
performance of this SBP is significantly enhanced by the variable-depth search 
algorithm with neighbourhood function to re-optimise partial schedules. 
2. Hybridised ACO performance is comparable to Shuffle2 and outperforms all other SA 
variants. Shuffle2 utilizes a bigger and more complicated neighbourhood structure 
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than hybridised ACO. It starts its algorithm run with a superior solution generated 
from SBP and its run time is 50 times longer than average run time of all the other SA 
variants. 
3. Hybridised ACO is consistently outperformed by all TS variants. 
4. Hybridised ACO strongly outperforms all GA variants. It is interesting to note that 
hybridised ACO is a hybrid of ACO and GA. 
5. Hybridised ACO outperforms both GRASP and PDRS. 
 
4.4   Conclusions 
 In this chapter, we investigate the performance of our proposed hybridised ACO 
on 2 sets of JSP benchmark problems. From the first phase of the computational study, we 
can conclude that the proposed ACO pheromone model is capable of learning from past 
ants’ search experience and subsequently, guide the ants towards region of search space 
with better quality solutions. 
 In the second phase, with the incorporation of more sophisticated search 
mechanisms (i.e. local heuristic information, ACO-active/non-delay/parameterised active 
schedule heuristic and local search) and hybridisation with GA, the hybridised ACO has 
proved to be very effective in solving rectangular JSP benchmark instances. For the hard 
instances that are more square and larger in dimension, hybridised ACO is able to generate 
makespans close to the best-known makespans with small coefficient of variance. 
 In the comparison of computational performance with other existing solution 
techniques on JSP, hybridised ACO is able to outperform GA, GRASP and PDRS. With 
the imposed constraints on run time and random initial solutions, hybridised ACO also 
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outperforms SA. On the other hand, hybridised ACO is outperformed by TS in general 
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Table 4.2   Computational results of hybridised ACO on FT and LA JSPs 







FT06 6 6 55 55 55 55.0 0.00 0.2 0.00 0.00 
FT10 10 10 930 930 930 948.7 0.19 1046.7 0.00 0.00 
FT20 20 5 1165 1165 1165 1186.1 0.16 739.2 0.00 0.00 
LA01 10 5 666 666 666 666 0.00 0.2 0.00 0.00 
LA02 10 5 635 655 655 661.4 0.23 27.8 3.15 0.00 
LA03 10 5 588 597 597 598.4 0.11 18.5 1.53 0.00 
LA04 10 5 537 590 590 592.5 0.18 22.4 9.87 0.00 
LA05 10 5 593 593 593 593.0 0.00 0.1 0.00 0.00 
LA06 15 5 926 926 926 926.0 0.00 0.1 0.00 0.00 
LA07 15 5 869 890 890 890.0 0.00 1.7 2.42 0.00 
LA08 15 5 863 863 863 863.0 0.00 1.4 0.00 0.00 
LA09 15 5 951 951 951 951.0 0.00 0.1 0.00 0.00 
LA10 15 5 958 958 958 958.0 0.00 0.1 0.00 0.00 
LA11 20 5 1222 1222 1222 1222.0 0.00 0.2 0.00 0.00 
LA12 20 5 1039 1039 1039 1039.0 0.00 0.1 0.00 0.00 
LA13 20 5 1150 1150 1150 1150.0 0.00 0.1 0.00 0.00 
LA14 20 5 1292 1292 1292 1292.0 0.00 0.1 0.00 0.00 
LA15 20 5 1207 1207 1207 1207.0 0.00 8.9 0.00 0.00 
LA16 10 10 717 945 956 959.6 0.38 322.6 33.33 1.16 
LA17 10 10 683 784 784 786.3 0.12 209.4 14.79 0.00 
LA18 10 10 663 848 848 854.2 0.26 157.9 27.90 0.00 
LA19 10 10 685 842 846 852.7 0.19 1013.3 23.50 0.48 
LA20 10 10 756 902 902 913.5 0.16 853.2 19.31 0.00 
LA21 15 10 1040 1046 1066 1075.4 0.13 1367.6 2.50 1.91 
LA22 15 10 830 927 935 948.2 0.16 1472.0 12.65 0.86 
LA23 15 10 1032 1032 1032 1032.0 0.00 24.7 0.00 0.00 
LA24 15 10 857 935 953 958.3 0.07 1504.4 11.20 1.93 
LA25 15 10 864 977 996 997.1 0.02 1408.3 15.28 1.94 
LA26 20 10 1218 1218 1218 1218.0 0.00 243.3 0.00 0.00 
LA27 20 10 1235 1235 1243 1271.3 0.14 1996.9 0.65 0.65 
LA28 20 10 1216 1216 1225 1248.0 0.14 1883.9 0.74 0.74 
LA29 20 10 1120 1152 1165 1198.5 0.18 1714.3 4.02 1.13 
LA30 20 10 1355 1355 1355 1355.0 0.00 572.2 0.00 0.00 
LA31 30 10 1784 1784 1784 1784.0 0.00 22.8 0.00 0.00 
LA32 30 10 1850 1850 1850 1850.0 0.00 20.7 0.00 0.00 
LA33 30 10 1719 1719 1719 1719.0 0.00 51.2 0.00 0.00 
LA34 30 10 1721 1721 1721 1721.0 0.00 193.4 0.00 0.00 
LA35 30 10 1888 1888 1888 1888.0 0.00 80.5 0.00 0.00 
LA36 15 15 1028 1268 1291 1304.6 0.10 2022.6 25.58 1.81 
LA37 15 15 986 1397 1417 1460.6 0.19 2376.1 43.71 1.43 
LA38 15 15 1171 1203 1212 1246.5 0.18 2096.5 3.50 0.75 
LA39 15 15 1012 1233 1249 1283.3 0.23 2160.2 23.42 1.30 
LA40 15 15 1027 1222 1241 1258.9 0.13 2246.6 20.84 1.55 
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Table 4.3   Performance comparison of hybridised ACO against other solution techniques 
 
  Makespan Achieved For FT & LA Hard Instances 
Researcher Type of Algorithm FT10 LA02 LA19 LA21 LA24 LA25 LA27 LA29 LA36 LA37 LA38 LA39 LA40 
Shifting Bottleneck Procedures              
Adams et al. (1988) SB1 1015 720 875 1172 1000 1048 1325 1294 1351 1485 1280 1321 1326 
SB3 981 667 902 1111 976 1012 1272 1227 1319 1425 1318 1278 1266 Balas et al. (1995) 
SB4 940 667 878 1071 976 1012 1272 1227 1319 1425 1294 1278 1262 
Balas & Vazacopoulos 
(1994) 
SB-GLS 930 666 852 1048 941 993 1243 1182 1268 1397 1208 1249 1242 
Adams et al. (1988) PE-SB 930 669 860 1084 976 1017 1291 1239 1305 1423 1255 1273 1269 
Bottle-4 938 662 863 1094 983 1029 1307 1220 1326 1444 1299 1301 1295 
Bottle-5 938 662 847 1084 983 1001 1288 1220 1316 1444 1299 1291 1295 
Applegate & Cook (1991) 
Bottle-6 938 - 842 1084 958 1001 1286 1218 1299 1442 1268 1279 1255 
               
Threshold Algorithms              
Shuffle1 938 655 842 1055 971 997 1280 1219 1295 1437 1294 1268 1276 Applegate & Cook (1991) 
Shuffle2 938 655 842 1046 965 992 1269 1191 1275 1422 1267 1257 1238 
TA1 1003 693 925 1104 1014 1075 1289 1262 1385 1469 1323 1305 1295 
SA1 969 669 855 1083 962 1003 1282 1233 1307 1440 1235 1258 1256 
Aarts et al. (1994) 
SA2 977 658 854 1078 960 1019 1275 1225 1308 1451 1243 1263 1254 
Van Laarhoven et al. 
(1992) 
SA 951 655 848 1063 952 992 1269 1218 1293 1433 1215 1248 1234 
Matsuo et al. (1988) SA-II 946 655 842 1071 973 991 1274 1196 1292 1435 1231 1251 1235 
               
Tabu Search              
Barnes & Chambers (1995) 
 
TS2 930 655 843 1050 946 988 1250 1194 1278 1418 1211 1237 1228 
Dell Amico & Trubian 
(1993) 
 
TS3 935 655 842 1048 941 979 1242 1182 1278 1409 1203 1242 1233 
Nowicki & Smutnicki, 
(1996) 
 
TS-B 930 655 842 1047 939 977 1236 1160 1268 1407 1196 1233 1229 




              
Genetic Algorithms              
GA-II1 978 668 863 1084 970 1016 1303 1290 1324 1449 1285 1279 1273 Aarts et al. (1994) 
 GA-II2 982 659 859 1085 981 1010 1300 1260 1310 1450 1283 1279 1260 
Della Croce et al. (1995) 
 
GA2 946 680 850 1097 984 1018 1308 1238 1305 1519 1273 1315 1278 
GA-P 960 681 880 1139 1014 1014 1378 1336 1373 1498 1296 1351 1321 
GA-SB40 938 666 863 1074 960 1008 1272 1204 1317 1484 1251 1282 1274 
Dorndorf and Pesch (1995) 
 
GA-SB60 - - 848 1074 957 1007 1269 1210 1317 1446 1241 1277 1252 
               




938 655 842 1091 978 1028 1320 1293 1334 1457 1267 1290 1259 
Jain et al. (1997) Priority Rules 
Heuristics 
 




930 655 846 1066 953 996 1243 1165 1291 1417 1198 1249 1241 
- Best-Known 
Makespan 
930 655 842 1046 935 977 1235 1152 1268 1397 1196 1233 1222 
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Chapter 5   Conclusions and Recommendations 
 
5.1   Overview 
ACO is a relatively new metaheuristic for COP. While ACO has been 
successfully applied to TSP, QAP and machine scheduling problems such as FSP, OSP 
and single-machine problems, it has shown limited success in JSP. JSP makespan 
minimisation is simple to deal with from a mathematical point of view and is easy to 
formulate. However, due to its numerous differing constraints on operations sequence 
from job to job, it is known to be extremely difficult to solve. In this thesis, we propose 
a methodology to solve JSP by adapting and hybridising ACO. 
This chapter concludes the thesis, by providing a review of its contributions (in 
Section 5.2) and recommending some directions for future research (in Section 5.3). 
 
5.2   Conclusions 
In order to improve ACO’s performance on JSP, we introduce a more superior 
pheromone model and thereafter, incorporate parameterised active schedule heuristic 
and local search. In addition, we hybridise ACO with another more established 
metaheuristic, GA. 
We conduct computational experiments on our proposed hybridised ACO in 2 
phases. In the first phase, we ascertain the superiority of our proposed pheromone 
model over existing models by demonstrating learning capability in 10 JSP benchmark 
instances of different dimensionality and difficulty. Our pheromone model exihibits 
excellent learning behaviour in the early stage of the search; the makespan quality 
improves significantly with algorithm cycle increment. From this first phase of 
computational study, we also conclude that other mechanisms have to be incorporated 
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into our proposed pheromone model to further guide the ants as the search progresses 
and thereby, leading to phase 2 study. 
In the second phase, we integrate our proposed ACO pheromone model with 
local heuristic information, ACO-active/non-delay/parameterised active schedule 
heuristic and local search. In addition, we hybridise ACO with GA to directly 
recombine the best solutions obtained by the elite ants during each cycle. We applied 
our hybridised ACO on 2 sets of intensely-researched JSP benchmark problems (a total 
of 43 problem instances). The experiments show that hybridised ACO is very effective 
in obtaining best-known makespans for the rectangular instances while finding good 
solutions within 2% from best-known makespans for the square (hard) instances with 
small coefficients of variance. To better gauge the performance of our algorithm, we 
compare our best-found makespans for 13 hard instances against those achieved by 
other metaheuristics. We conclude that ACO strongly outperforms GA, GRASP and 
PDRS. With good seed solutions from SBP and long run time, SA is able to match up 
with hybridised ACO performance. On the other hand, hybridised ACO is 
outperformed by TS and a complex variant of SBP (SBP-GLS); the latter 2 solution 
techniques employ bigger and more complex neighbourhood structures and good seed 
solutions in their search. 
 
5.3   Recommendations for Future Research 
Lastly, we recommend some possible directions for future research. Generally they 
can be classified into 2 categories: further enhancement of ACO for solving JSP and 
expansion of ACO for solving other machine scheduling problems. 
1. Improvement of hybridised ACO on JSP where development of more powerful 
neighbourhood structures and biasing initial pheromone trails with superior 
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solutions can be explored. The superiority of these 2 methods can be observed in 
TS and SBP-GLS.  
2. Application of ACO to other types of shop scheduling problems in which different 
problem representation (pheromone model) and neighbourhood structures can be 
developed. 
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Figure A.9b   Cycle average makespan versus number of algorithm cycles for LA36 
 
 
