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Abstract
We investigate the quantities eσ ( f ) of the best approximation for integrals of functions from the spaces
L p(A, dµ) by integrals of finite rank σ . We find exact values of these approximations in the case where
the function f is a product of two nonnegative functions one of which is fixed and the other varies on
the unit ball Up(A) in the space L p(A, dµ). We also consider applications of the obtained results to
the approximation of periodic functions defined by convolutions with summable kernels by functions of
exponential type.
c© 2009 Elsevier Inc. All rights reserved.
Keywords: Best approximations; Function of exponential type
1. Introduction and main results
Let (Rm, dµ), m ≥ 1, be the m-dimensional Euclidean space of points x = (x1, . . . , xm)
equipped with σ -finite σ -additive continuous measure dµ, let A be a µ-measurable subset of
(Rm, dµ) whose µ-measure is equal to a, where either a is finite or a = ∞, i.e.,
mesµA = |A|µ = a, a ∈ (0,∞],
and let Y = Y (A, dµ) be the set of functions y = y(x) defined on A and measurable with respect
to the measure dµ.
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For a given p ∈ (0,∞), we denote by L p(A, dµ) a subset of functions from Y (A, dµ) such
that
‖y‖L p(A,dµ) =
(∫
A
|y(x)|pdµ
)1/p
(1)
is finite.
It is well known that the functional ‖·‖L p(A,dµ) given by equality (1) defines a norm for p ≥ 1
and a quasinorm on L p(A, dµ) for p ∈ (0, 1).
Further, let f ∈ L1(A, dµ), let σ be a positive number, and let Γσ = Γσ (A) be a set of
µ-measurable subsets γσ of A whose µ-measure is equal to σ .
In this paper, we study the quantities
eσ ( f ) = eσ ( f ; A) df= inf
γσ∈Γσ
∣∣∣∣∫
A
f (x)dµ−
∫
γσ
f (x)dµ
∣∣∣∣ (2)
in the case where the function f is a product of two nonnegative functions one of which is fixed
and the other varies on the unit ball Up(A) of the space L p(A, dµ), namely,
Up(A) = {y ∈ Y (A, dµ) : ‖y‖L p(A,dµ) ≤ 1}.
These quantities were first considered in [11]. The idea of their introduction goes back to the
paper of S.B. Stechkin [6], where the well-known notion of the best quadratic approximation of
an element by n-term polynomials appeared, which is determined as follows.
Let H be the Hilbert space with a scalar product (·, ·), let ϕ = {ϕk}∞k=1 be an orthonormal
basis of the space H ; f ∈ H and let f =∑∞k=1 fkϕk =∑∞k=1( f, ϕk)ϕk be an expansion of the
element f in orthogonal series by the system ϕ.
Consider all possible n-term (n ∈ N) polynomials on the system ϕ
Pγn =
∑
k∈γn
dkϕk,
where γn are arbitrary sets of n different positive integers and dk are any complex numbers.
The quantity
en( f, ϕ)H = inf
Pγn
‖ f − Pγn‖H
is called the best quadratic approximation of the element f by n-term polynomials by the
system ϕ.
According to the definition of the norm ‖·‖H , for any element f ∈ H ,
‖ f − Pγn‖2H =
∑
k∈¯γn
| fk |2 +
∑
k∈γn
| fk − dk |2 ≥
∑
k∈¯γn
| fk |2.
Hence,
en( f, ϕ)
2
H = infγn
( ∞∑
k=1
| fk |2 −
∑
k∈γn
| fk |2
)
.
Comparing the last equality and (2), we conclude that the quantities eσ ( f ) can be considered
as integral analogs of this notion and are called the best approximations of the integral of the
function f over the set A by integrals of the rank (degree) σ .
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First, we give several general facts that clarify questions of the existence of the quantities
eσ ( f ) and are used in what follows.
If f (x) ≥ 0 for all x ∈ A, then eσ ( f ) can be represented in the form
eσ ( f ) =
∫
A
f (x)dµ− sup
γσ∈Γσ
∫
γσ
f (x)dµ.
Here, the quantity
Jσ ( f ) df= sup
γσ∈Γσ
∫
γσ
f (x)dµ (3)
is called the principal value of rank σ of the integral
∫
A f (x)dµ.
Proposition 1 ([11, c. 1390]). The quantity Jσ ( f ) exists for any nonnegative function f ∈
L(A, dµ). Furthermore, the following equality is true:
Jσ ( f ) =
∫ σ
0
f¯ (t)dt,
where f¯ (t) is a decreasing rearrangement with respect to the measure dµ of the function f .
The least upper bound in (3) is realized on a certain set γ ∗σ ∈ A, mesµγ ∗σ = σ , i.e.,
Jσ ( f ) = sup
γσ∈Γσ
∫
γσ
f (x)dµ =
∫
γ ∗σ
f (x)dµ =
∫ σ
0
f¯ (t)dt. (4)
Proposition 2 ([11, c. 1392]). Let a nonnegative summable function f (x) be defined on a
measurable set A ⊂ Rm , where m ≥ 1, mesµA = a, and a is either finite or infinite. Then
eσ ( f ) = inf
γσ∈Γσ
(∫
A
f (x)dµ−
∫
γσ
f (x)dµ
)
=
∫ a
σ
f¯ (t)dt. (5)
In this case, the greatest lower bound in (5) is realized on the set γ ∗σ ∈ Γσ defined in relation (4).
Let U+p (A) be a subset of nonnegative functions y(x) from Up(A), and ϕ(x) be nonnegative
functions essentially bounded on A, such that
lim|x|→∞ϕ(x) = 0 (6)
if the set A is unbounded (in this case, we write ϕ ∈ Φ(A)) and let in definition (2) f = ϕ y. In
paper [11] the values of upper bounds of eσ (ϕ y) were found in the case where y ∈ U+1 (A) and
ϕ ∈ Φ(A). These values are given by the following statement.
Theorem A. Assume that ϕ ∈ Φ(A). Then for any σ ∈ (0, a) the following equality is true:
êσ (ϕ)1
df= sup
y∈U+1 (A)
eσ (ϕ y) = sup
s∈(0,a]
s − σ∫ s
0
dt
ϕ¯(t)
, (7)
where ϕ¯(t) is a decreasing rearrangement of the function ϕ(x). The least upper bound on the
right-hand side of (7) is realized for a certain finite value s = s∗.
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We consider the quantities eσ (ϕ y) in the case where y ∈ U+p (A) for any p ∈ (0,∞) under
assumptions that guarantee the existence of integrals on the right-hand side of (2). In the case
p > 1, a sufficient condition for the existence of these integrals, by virtue of the Ho¨lder inequal-
ity, is the following condition for the functions ϕ:
‖ϕ‖Lq (A,dµ) <∞, 1/p + 1/q = 1. (8)
For p ∈ (0, 1), unlike the case p ≥ 1, the convergence of the integrals on the right-hand side
of (2) can be achieved by conditions for the function ϕ only in the trivial case. For this reason,
we set
Up(A) = Up(A, dµ) =
{
U+p (A) ∩ L1(A, dµ), p ∈ (0, 1),
U+p (A), p ∈ [1,∞),
and consider the quantities eσ (ϕ y) only for y ∈ Up(A).
The main results of the paper are contained in the following statements:
Theorem 1. Assume that ϕ ∈ Φ(A) and
êσ (ϕ)p = sup
y∈Up(A)
eσ (ϕ y), p ∈ (0,∞). (9)
Then, for arbitrary p ∈ (0, 1] and any σ ∈ (0, a), the following equality is true:
êσ (ϕ)p = sup
s∈(0,a]
(s − σ)
(∫ s
0
dt
ϕ¯ p(t)
)− 1p
, (10)
where ϕ¯(t) is a decreasing rearrangement of the function ϕ(x). The least upper bound on the
right-hand side of (10) is realized for a certain finite value s = s∗. The least upper bound on the
right-hand side of (9) is realized for the function y∗ = y∗(x, ϕ, σ, p) defined by the equality
y∗(x) =

(
ϕ p(x)
∫
E
ϕ−p(t)dµ
)− 1p
, x ∈ E,
0, x ∈ A \ E,
(11)
where E is an arbitrary µ-measurable subset of the set {x ∈ A : ϕ(x) ≥ ϕ¯(s∗ − 0)}, mesµE
= s∗, that contains the set {x ∈ A : ϕ(x) > ϕ¯(s∗ − 0)}.
Theorem 2. Let p ∈ (1,∞) and let ϕ be a function of the set Φ(A) that satisfies condition (8).
Then, for any σ > 0, the following equality is true:
êσ = êσ (ϕ)p =
(
(s∗ − σ)q
(∫ s∗
0
ϕ¯ −p(t) dt
)− qp + ∫ a
s∗
ϕ¯ q(t) dt
) 1
q
, (12)
where ϕ¯(t) is a decreasing rearrangement of the function ϕ(x) and s∗ is the largest value on the
interval (σ, a] such that, for any s ∈ (σ, s∗), one has
s − σ ≤ ϕ¯ p(s)
∫ s
0
ϕ¯−p(t) dt. (13)
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The value s∗ always exists. The least upper bound on the right-hand side of (9) is realized for
the function y∗ = y∗(x, ϕ, σ, p) from the set Up(A) defined by the equalities
y∗(x) =
(
ϕ p(x)
∫
A
ϕ−p(t)dµ
)− 1p
, x ∈ A, for s∗ = a <∞ (14)
and
y∗(x) =
ϕ
−1(x)(s∗ − σ) qp
(∫
E
ϕ−p(t)dµ
)− qp
ê
− qp
σ , x ∈ E,
ϕ
q
p (x)̂e
− qp
σ , x ∈ A \ E,
for s∗ < a, (15)
where E = {x ∈ A : ϕ(x) ≥ ϕ¯(s∗ − 0)}.
Note that condition (6) guarantees that, for the function ϕ(x), its distribution function Fϕ(y),
Fϕ(y)
df=mesµEy, Ey = {x ∈ A : ϕ(x) ≥ y}, y > 0,
takes only finite values from the interval [0, a]. Therefore, according to the definition of a
decreasing rearrangement of a function (see, e.g., [11], [3, Chap. 6], and [2, Chap. 10]), the
function ϕ¯(t) is defined for any t > 0.
In the second part of the paper, we consider applications of the obtained results to the
approximation of periodic functions defined by convolutions with summable kernels by functions
of exponential type.
2. Proof of Theorem 1
Denote the right-hand side of equality (10) by Θ(ϕ¯, σ, p). First, let us show that
eσ (ϕ y) ≤ Θ(ϕ¯, σ, p) (16)
for any function y ∈ Up(A).
For this purpose, we need the following fact:
Lemma 1. Let f (x) be a nonnegative function summable on the set A and let { fn}∞n=1 be a
sequence of nonnegative functions satisfying the following inequality almost everywhere on A:
fn(x) ≤ f (x). (17)
Furthermore,
lim
n→∞
∫
A
fn(x)dµ =
∫
A
f (x)dµ. (18)
Then the quantities
eσ ( fn) = inf
γσ∈Γσ
∫
A\γσ
fn(x)dµ =
∫
A
fn(x)dµ− sup
γσ∈Γσ
∫
γσ
fn(x)dµ
converge to the quantity eσ ( f ) as n→∞, i.e.,
lim
n→∞ eσ ( fn) = eσ ( f ).
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Indeed, for any n ∈ N we have
|eσ ( f )− eσ ( fn)|
=
∣∣∣∣∣
∫
A
f (x)dµ− sup
γσ∈Γσ
∫
γσ
f (x)dµ−
(∫
A
fn(x)dµ− sup
γσ∈Γσ
∫
γσ
fn(x)dµ
)∣∣∣∣∣
=
∣∣∣∣∣
∫
A
( f (x)− fn(x))dµ−
(
sup
γσ∈Γσ
∫
γσ
f (x)dµ− sup
γσ∈Γσ
∫
γσ
fn(x)dµ
)∣∣∣∣∣ . (19)
By virtue of (17), the following relation holds for any σ < a:
0 ≤ sup
γσ∈Γσ
∫
γσ
f (x)dµ− sup
γσ∈Γσ
∫
γσ
fn(x)dµ ≤
∫
A
( f (x)− fn(x))dµ.
Hence, by virtue of (18) and (19), we get the required correlation:
|eσ ( f )− eσ ( fn)| ≤
∫
A
( f (x)− fn(x))dµ −→
n→∞ 0.
Corollary 1. If functions f and fn , n ∈ N, satisfy the conditions of the lemma and the quantities
eσ ( fn) do not exceed a certain number C for any n ∈ N, then the quantity eσ ( f ) also does not
exceed this number, i.e.,
eσ ( f ) ≤ C.
For a given function y ∈ Up(A), let us consider the functions yn defined by the following
equality:
ϕ(x)yn(x) =
{ k
n
, x : k
n
≤ ϕ(x)y(x) < k + 1
n
, k = 0, 1, . . . , n2 − 1,
n, x : ϕ(x)y(x) ≥ n.
Then yn ∈ Up(A), and the inequality ϕ(x)y(x) ≥ ϕ(x)yn(x) holds for all x ∈ A and n ∈ N.
Furthermore, by virtue of the summability of the product ϕ(x)y(x) on A, the values∫
A
(ϕ(x)y(x)− ϕ(x)yn(x))dµ
converge to zero as n → ∞. Let us show that inequality (16) holds for any function yn . By
virtue of Corollary 1 (for f (x) = ϕ(x)y(x) and fn(x) = ϕ(x)yn(x)), this would imply that this
inequality also holds for a given function y ∈ Up(A).
In fact, we establish a more general fact. By U¯p(A) we denote the set of functions y ∈ Up(A)
such that the product ϕ(x)y(x) takes finitely many values on A (it is clear that, in the case where
mesµA = ∞, these values are nonzero only on sets of finite µ-measure). Let us verify that
inequality (16) holds for any function y ∈ U¯p(A).
So, let a function y ∈ U¯p(A) be such that, for a certain n ∈ N, the product ϕ(x)y(x) df= f (x)
takes only n different nonzero values fk , k = 1, n, on the set A. For convenience, we arrange
these values in decreasing order, i.e.,
f1 > f2 > · · · > fn > 0.
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We set Ak = {x ∈ A : f (x) = fk}, mesµAk df=µk .
Then
eσ (ϕ y) = inf
γσ
(∫
A
f (x)dµ−
∫
γσ
f (x)dµ
)
=
n∑
k=1
fkµk − sup
γσ
∫
γσ
f (x)dµ. (20)
Let us verify that, without loss of generality, one can assume that µ1 ≥ σ . For this purpose,
for a given σ ∈ (0, a), we denote by kσ the least natural number such that∑kσk=1 µk ≥ σ . We also
set A˜1 =⋃kσi=1 Ai , f˜1 = fkσ ; A˜k = Akσ+k−1, and f˜k = fkσ+k−1, where k = 2, . . . , n − kσ + 1.
Consider a function y˜(x) satisfying the equality y˜(x) = 0 for t ∈ A \ ⋃n−kσ+1i=1 A˜i and the
equality ϕ(x) y˜(x) = f˜k for x ∈ A˜k , k = 1, 2, . . . , n − kσ + 1. For this function, we have
‖y˜‖L p(A,dµ) = ‖y‖L p(A,dµ) ≤ 1, i.e., y˜ ∈ U¯p(A) and
eσ (ϕ y˜) = f˜1(mesµ A˜1 − σ)+
n−kσ+1∑
k=2
f˜kmesµ A˜k
= fkσ
( kσ∑
k=1
µk − σ
)
+
n−1∑
k=kσ+1
fkµk = eσ (ϕ y).
Therefore, in what follows, we assume that the µ-measure of the set A1 is not less than σ .
On the interval t ∈ (0, a), we consider the function m′(t) = m′(y, t) defined by the following
equality:
m′(t) =
{
ϕ¯−1(t) fk, t ∈ (ak−1, ak], k = 1, n,
0, t ∈ (an, a), (21)
where ϕ¯(t) is a decreasing rearrangement of the function ϕ(x), ak = ∑ki=1 µi , and a0 df= 0. Let
us verify that the function m′ belongs to the unit ball Up(0, a) of the space L p(0, a) and the
following equality is true:
eσ (ϕ y) = inf
γσ∈(0,a)
(∫ a
0
ϕ¯(t)m′(t)dt −
∫
γσ
ϕ¯(t)m′(t)dt
)
df= e˜σ (ϕ¯ m′). (22)
The problem of the estimation of the quantities eσ (ϕ y) for y ∈ U¯p(A) is thus reduced to the
investigation of the quantities e˜σ (ϕ¯ m′) on the set of all functions m ∈ Up(0, a) of the type (21).
Since a1 = µ1 ≥ σ , we have
e˜σ (ϕ¯ m
′) = f1(a1 − σ)+
n∑
k=2
fk(ak − ak−1) = f1(µ1 − σ)+
n∑
k=2
fkµk . (23)
On the other hand, by virtue of (20), we get
eσ (ϕ y) =
n∑
k=1
fkµk − sup
γσ
∫
γσ
f (x)dµ = f1(µ1 − σ)+
n∑
k=2
fkµk . (24)
Comparing the expressions on the right-hand sides of relations (23) and (24), we conclude that,
indeed, e˜σ (ϕ¯ m′) = eσ (ϕ y).
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Let us show that
‖m′‖L p(0,a) ≤ ‖y‖L p(A,dµ) ≤ 1. (25)
We have
‖m′‖pL p(0,a) =
∫ a
0
m′ p(t)dt =
n∑
k=1
f pk
∫ ak
ak−1
ϕ¯−p(t)dt
=
n∑
k=1
( f pk − f pk+1)
∫ ak
0
ϕ¯−p(t)dt, fn+1
df= 0 (26)
and
‖y‖pL p(A,dµ) =
∫
A
y p(x)dµ =
n∑
k=1
f pk
∫
Ak
ϕ−p(x)dµ
=
n∑
k=1
( f pk − f pk+1)
∫
k⋃
i=1
Ai
ϕ−p(x)dµ.
Further, we denote by ϕ¯k(t) a decreasing rearrangement of the function
ϕk(x) =

ϕ(x), x ∈
k⋃
i=1
Ai ,
0, x ∈ A \
k⋃
i=1
Ai .
Then, according to the equality∫ a
0
F( f (t))dt =
∫
A
F( f (x))dµ, (27)
which holds for any function F for which these integrals exist (see [2], Chap. X), we get∫
k⋃
i=1
Ai
ϕ−p(x)dµ =
∫ ak
0
ϕ¯
−p
k (t)dt
and, therefore,
‖y‖pL p(A,dµ) =
n−1∑
k=1
( f pk − f pk+1)
∫ ak
0
ϕ¯
−p
k (t)dt.
Comparing this equality with (26) and taking into account the inequality ϕ¯−1(t) ≤ ϕ¯−1k (t), which
holds for all t ∈ (0, ak), we get estimate (25). Hence, for the function m′(t), equality (22) is true
and m′ ∈ Up(0, a).
Let Mp = Mp(ϕ¯) denote the set of nonnegative functions m ∈ Up(0, a) such that, on the
interval (0, a), the product ϕ¯(t)m(t) does not increase and takes finitely many values. By virtue
of (21) and (25), we conclude that m′ ∈ Mp, and, therefore, according to (22), the following
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inequality holds for any function y ∈ U¯p(A):
eσ (ϕ y) ≤ sup
m∈Mp
inf
γσ∈(0,a)
(∫ a
0
ϕ¯(t)m(t)dt −
∫
γσ
ϕ¯(t)m(t)dt
)
df= e˜σ . (28)
To determine the quantity e˜σ on the right-hand side of (28), we use the statement presented
below. Prior to its formulation, we introduce some notation.
Let A be the set of nonincreasing positive functions α(t) essentially bounded on the interval
(0, a), 0 < a ≤ ∞, and such that
lim
t→∞α(t) = 0 (29)
in the case where a = ∞. Further, let α ∈ A and Mp = Mp(α) for a given p ∈ (0, 1]. For
every σ > 0 and any m ∈ Mp and α ∈ A, we consider the analogs of the quantities eσ (ϕ y),
namely
Eσ (m) = Eσ (m, α) df= inf
δσ∈(0,a)
(∫ a
0
α(t)m(t)dt −
∫
δσ
α(t)m(t)dt
)
=
∫ a
0
α(t)m(t)dt − sup
δσ∈(0,a)
∫
δσ
α(t)m(t)dt, (30)
where δσ are subsets of (0, a) whose Lebesgue measure is equal to σ , and the following analogs
of the quantities êσ (ϕ)p:
Eσ = Eσ (α,Mp) df= sup
m∈Mp
Eσ (m) = sup
m∈Mp
Eσ (m, α). (31)
From the definitions of the sets Mp and A, we deduce that the integrals on the right-hand
side of relation (30) are finite. Therefore, the quantities Eσ (m) and Eσ (α,Mp) are well defined.
Lemma 2. Let α ∈ A and p ∈ (0, 1]. Then, for any σ ∈ (0, a), the following equality is true:
Eσ (α,Mp) = sup
s∈(0,a]
(s − σ)
(∫ s
0
α−p(t)dt
)− 1p
. (32)
The least upper bound on the right-hand side of (32) is always realized at a certain point
s∗ ∈ (σ, a]. The least upper bound on the right-hand side of (31) is realized by a function
m∗ ∈Mp, namely
m∗(t) =

(
α p(t)
∫ s∗
0
α−p(x)dx
)− 1p
, t ∈ (0, s∗],
0, t > s∗.
(33)
Note that, in the case where Mp is the set of all nonnegative functions from the unit ball of
the space L1(0, a), the quantities Eσ (α,Mp) were found in [11]. Statements that give solutions
of similar problems for number series were obtained in [8–10,12,13,5,4,14].
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Assume that Lemma 2 is proved. Then, setting α(t) = ϕ¯(t), t ∈ (0, a), we see that α ∈ A,
and, according to (32), we obtain
e˜σ = Eσ (ϕ¯,Mp) = Θ(ϕ¯, σ, p) = sup
s∈(0,a]
(s − σ)
(∫ s
0
dt
ϕ¯ p(t)
)− 1p
. (34)
The least upper bound on the right-hand side of this relation is realized at a certain point s = s∗.
Combining relations (28) and (34), we conclude that inequality (16) holds for all functions
y ∈ U¯p(A), and, hence, it holds for all functions y belonging to the set Up(A). Therefore, the
equality
êσ (ϕ)p = sup
y∈Up(A)
eσ (ϕ y)
≤ Θ(ϕ¯, σ, p) = sup
s∈(0,a]
(s − σ)
(∫ s
0
dt
ϕ¯ p(t)
)− 1p
(35)
is satisfied.
To complete the proof of Theorem 1 under this assumption, it remains to show that the strict
inequality is impossible in relation (35). To this end, it is sufficient to prove the existence of a
function y∗ = y∗(x, ϕ¯, σ, p) belonging to the set Up(A) and such that
eσ (ϕ y
∗) = Θ(ϕ¯, σ, p).
From the set {x ∈ A : ϕ(x) ≥ ϕ¯(s∗ − 0)}, we extract any measurable subset E , mesµE = s∗
containing the set {x ∈ A : ϕ(x) > ϕ¯(s∗ − 0)} and consider a function y∗ of the form (11). We
see that y∗ ∈ L1(A, dµ) and
‖y∗‖pL p(A,dµ) =
∫
A
y∗(x)pdµ =
∫
E
ϕ−p(x)dµ
(∫
E
ϕ−p(t)dµ
)−1
= 1,
i.e., y∗ ∈ Up(A). Since
mesµ{x ∈ E : ϕ(x) ≥ f } = mes{t ∈ (0, s∗) : ϕ¯(t) ≥ f }
for any f ≥ 0, we have∫
E
ϕ−p(x)dµ =
∫ s∗
0
ϕ¯−p(t)dt
and, therefore,
eσ (ϕ y
∗) = inf
γσ
∫
A\γσ
ϕ(x)y∗(x)dµ
= (s∗ − σ)
(∫
E
ϕ−p(x)dµ
)− 1p = Θ(ϕ¯, σ, p).
Thus, relation (35) is indeed an equality. It remains to prove Lemma 2.
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3. Proof of Lemma 2
Assume that m is any function of the set Mp(α). Then, for a certain n ∈ N, the product
α(t)m(t) can be represented in the form
α(t)m(t) = yk, t ∈ (sk−1, sk), k = 1, 2, . . . , n + 1, (36)
where y1 > y2 > · · · > yn > yn+1 = 0 and 0 = s0 < s1 < · · · < sn ≤ sn+1 = a are certain
numbers. Setting ∆k = sk − sk−1, k = 1, 2, . . . , n, we get
Eσ (m) =
∫ a
σ
α(t)m(t)dt =
n∑
k=1
yk∆k −
∫ σ
0
α(t)m(t)dt.
It is clear that, by analogy with the proof of Theorem 1, we can assume that s1 = ∆1 ≥ σ . Then
Eσ (m) = y1(∆1 − σ)+
n∑
k=2
yk∆k . (37)
By virtue of (36), for any k = 1, 2, . . . , n we have
Mk
df=
∫ sk
sk−1
m p(x)dx = y pk
∫ sk
sk−1
α−p(x)dx,
whence
yk = α(t)m(t) = Ik M
1
p
k , t ∈ [sk−1, sk),
where Ik =
(∫ sk
sk−1 α
−p(x)dx
)− 1p
. Therefore, we can write equality (37) in the form
Eσ (m) = (∆1 − σ)I1 M
1
p
1 +
n∑
k=2
∆k Ik M
1
p
k . (38)
To estimate the right-hand side of this equality from above, we apply the technique used
in [14]. The idea of this technique is to obtain an estimate for quantity (38) that does not contain
sums of the form
∑n
k=i ∆k Ik Mka
1
p . First, we set
x1 = M1, c = M1 + M2, a1 = I1, a2 = I2, b1 = ∆1 − σ, b2 = ∆2 (39)
and consider the function f (x) = a1b1x
1
p + a2b2(c − x)
1
p on the interval [0, c]. On [0, c],
this function has the single critical point x∗ = c(a2b2)−q
(
(a1b1)−q + (a2b2)−q
)−1
, which is a
minimum point of the function f .
This implies that, on any interval [x0, c] ⊂ [0, c], the function f (x) attains its maximum value
at one of the endpoints of this interval. Thus, setting x0 = a p2 c(a p1 + a p2 )−1, we get
f (x) ≤ max{ f (x0), f (c)} ∀x ∈ [x0, c]. (40)
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According to the choice of the point x0, we see that [x0, c] = {x ∈ [0, c] : a1x
1
p ≥ a2(c
− x) 1p }. Therefore, noting that, by virtue of the definition of the set Mp, one has
a1x
1
p
1 = I1 M
1
p
1 = y1 > y2 = I2 M
1
p
2 = a2(c − x1)
1
p ,
we conclude that x1 ∈ [x0, c]. In view of the notation in (39), this yields
Eσ (m) = f (x1)+
n∑
k=3
∆k Ik M
1
p
k ≤ max{ f (x0), f (c)} +
n∑
k=3
∆k Ik M
1
p
k
= (M1 + M2)
1
p max{ξs1 , ξs2} +
n∑
k=3
∆k Ik M
1
p
k , (41)
where
ξsk = (sk − σ)
( k∑
i=1
I −pi
)− 1p = (sk − σ)(∫ sk
0
α−p(t)dt
)− 1p
, i = 1, 2, . . . , n.
The number of terms in the last sum in (41) is less by one than in the corresponding sum in (38).
Further, setting b1 = sl − σ , b2 = ∆3, and
x1 = M1 + M2, c = M1 + M2 + M3, a1 =
( l∑
k=1
I−pk
)− 1p
, a2 = I3,
where l is a natural number such that ξsl = max{ξs1 , ξs2}, and taking into account that m ∈Mp,
we conclude that
a1x
1
p
1 = (M1 + M2)
1
p
( l∑
k=1
I−pk
)− 1p = (∫ s2
0
m p(t)dt
) 1
p
(∫ sl
0
α−p(x)dx
)− 1p
≥ α(s2 − 0)m(s2 − 0) = y1 > y2 = I3 M
1
p
3 = a2(c − x1)
1
p ,
i.e., the point x1 again belongs to the corresponding interval [x0, c]. According to (41), we get a
subsequent estimate for the quantity Eσ (m):
Eσ (m) ≤ (M1 + M2)
1
p max{ξs1 , ξs2} +
n∑
k=3
∆k Ik M
1
p
k
= f (x1)+
n∑
k=3
∆k Ik M
1
p
k ≤ max{ f (x0), f (c)} +
n∑
k=4
∆k Ik M
1
p
k
= (M1 + M2 + M3)
1
p max{ξs1 , ξs2 , ξs3} +
n∑
k=4
∆k Ik M
1
p
k .
Continuing this procedure, at the (n − 1)th step we finally get
Eσ (m) ≤
( n∑
k=1
Mk
) 1
p
max
k=1,n
ξsk
= ‖m‖L p(0,a) max
k=1,n
(sk − σ)
(∫ sk
0
α−p(x)dx
)− 1p
.
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Since ‖m‖L p(0,a) ≤ 1 and
max
k=1,n
(sk − σ)
(∫ sk
0
α−p(x)dx
)− 1p ≤ sup
s∈(0,a]
(s − σ)
(∫ s
0
α−p(x)dx
)− 1p
,
this implies that
Eσ (m) ≤ sup
s∈(0,a]
(s − σ)
(∫ s
0
α−p(x)dx
)− 1p
. (42)
It is clear that, in the case where a < ∞, there exists a value s∗ > σ that realizes the least
upper bound on the right-hand side of relation (42). If a = ∞, then, according to the definition
of the set A, for any fixed number σ > 0 we have
lim
s→∞(s − σ)
(∫ s
0
α−p(t)dt
)− 1p
≤ lim
s→∞(s − σ)
(
α−p(0+ 0)s/2+ α−p(s/2+ 0)s/2
)− 1p = 0.
Therefore, in this case there also exists at least one value s∗ > σ that realizes the least upper
bound on the right-hand side of (42). Thus, in view of (42), we have
Eσ (α,Mp) ≤ sup
s∈(0,a]
(s − σ)
(∫ s
0
α−p(t)dt
)− 1p = (s∗ − σ)(∫ s∗
0
α−p(t)dt
)− 1p
, (43)
and, to complete the proof of Lemma 2, it is sufficient to note that a function m∗ of the form (33)
belongs to the set Mp and
Eσ (m∗) = (s∗ − σ)
(∫ s∗
0
α−p(t)dt
)− 1p
.
Combining the last relation and (43), we complete the proofs of Lemma 2 and Theorem 1.
4. Case where functions α and ϕ are constant
In the proof of Lemma 2, condition (29) is used only to get relation (43). Therefore, all
arguments of this proof, including the derivation of relation (42), hold without condition (29).
In particular, inequality (42) holds in the case where the function α is constant on the interval
(0, a), i.e., α(t) ≡ c, c > 0. Then, setting Eσ (α,Mp) = Eσ (c,Mp) for α(t) ≡ c, we obtain
Eσ (c,Mp) ≤ sup
s∈(0,a]
(s − σ)
(∫ s
0
c−p dt
)− 1p = c sup
s∈(0,a]
s − σ
s1/p
. (44)
The function g(x) = g(x; p) = x−σ
x1/p
for a x > 0 and p ∈ (0, 1) attains its maximum value at
the point x0 = σ/(1− p), and
g(x0; p) = p
(
1− p
σ
) 1−p
p
.
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If p = 1, then the function g(x) = g(x; 1) does not decrease and tends to one as x tends to∞.
Therefore,
sup
x>0
g(x; 1) = sup
x>0
x − σ
x
= lim
x→∞
x − σ
x
df= g(∞; 1) = 1.
We set
s∗ =

x0 = σ1− p , p ∈ (0, 1), x0 < a ≤ ∞;
a, p ∈ (0, 1), a < x0; p = 1, a <∞;
∞, p = 1, a = ∞.
(45)
Then, by virtue of (44), for any p ∈ (0, 1] the following relation is true:
Eσ (c,Mp) ≤ c sup
σ≤s≤a
s − σ
s1/p
= c g(s∗; p). (46)
In the case where p ∈ (0, 1), x0 < a ≤ ∞, or p ∈ (0, 1), a < x0, or p = 1, a <∞, the extremal
function that realizes the upper bound for the quantity Eσ (·) on the set Mp has the form
m∗(t) =
{
(1/s∗)
1
p , t ∈ (0, s∗],
0, t ∈ (s∗, a).
In the case where a = ∞ and p = 1, estimate (46) is also exact because, for an arbitrary ε > 0,
there exists a function mε, e.g.,
mε(t) =

ε/(σ + 1), t ∈
(
0,
σ + 1
ε
]
,
0, t ∈
(
σ + 1
ε
, a
)
,
such that
Eσ (mε) > c g(s∗; 1)− c ε = c − c ε.
Thus, the following analog of Lemma 2 is true:
Lemma 2′. Assume that α(t) ≡ c, p ∈ (0, 1], Mp =Mp(α) =Mp(c), and
Eσ (α,Mp) = Eσ (c,Mp) = sup
m∈Mp
Eσ (m)
= sup
m∈Mp
(∫ a
0
c m(t)dt − sup
δσ∈(0,a)
∫
δσ
c m(t)dt
)
.
Then the following relation holds for any σ ∈ (0, a):
Eσ (c,Mp) = c g(s∗; p),
where g(x; p) = (x − σ)/x1/p and the value s∗ is determined by (45).
On the basis of this lemma, one can obtain the following statement:
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Theorem 1′. Assume that p ∈ (0, 1], ϕ(x) ≡ c, and
êσ (ϕ)p = êσ (c)p = sup
y∈Up(A)
inf
γσ∈Γσ
(∫
A
c y(x)dµ−
∫
γσ
c y(x)dµ
)
.
Then, for any σ ∈ (0, a), the following equality is true:
êσ (c)p = cg(s∗; p) =

p
(
1− p
σ
) 1−p
p
, p ∈ (0, 1), x0 < a ≤ ∞;
a − σ
a1/p
, p ∈ (0, 1), a < x0; p = 1, a <∞;
1, p = 1, a = ∞.
Proof. Following the proof of Theorem 1, we first verify that the estimate
eσ (c y) ≤ cg(s∗; p) (47)
is true on the set U¯p(A) of all functions y ∈ Up(A) such that the product ϕ(x)y(x) takes finitely
many values on A. Setting
m′(t) =
{
fk, t ∈ (ak−1, ak], k = 1, n,
0, t ∈ (an, a), (48)
where f1, f2, . . . , fn are the values of the function c y arranged in decreasing order, ak =∑k
i=1 µi , a0
df= 0, and µk = mesµAk = mesµ{x ∈ A : y(x) = fk}, we get
eσ (ϕ y) = inf
γσ∈(0,a)
(∫ a
0
m′(t)dt −
∫
γσ
m′(t)dt
)
= Eσ (m′).
Thus, the problem of the estimation of the quantity eσ (ϕ y) on the set U¯p(A) is reduced to the
investigation of the quantities Eσ (m′) on the set of functions m′ ∈ Up(0, a) of the form (48).
Since these functions m′ belong to the set Mp(c), by virtue of Lemma 2′ we get
Eσ (m′) ≤ c g(s∗; p),
which implies that relation (47) holds for any function y ∈ U¯p(A). By analogy with the proof of
Theorem 1, using Corollary 1 we verify that this estimate is true for all functions y ∈ Up(A).
To complete the proof of the theorem in the case where p ∈ (0, 1), x0 < a ≤ ∞, or p ∈ (0, 1),
a < x0, or p = 1, a <∞, it is sufficient to consider functions y∗ of the form
y∗(x) =
{
(s∗)−
1
p , x ∈ E,
0, x ∈ A \ E,
where E = E(s∗) is a subset of the set A of µ-measure s∗. This function belongs to the set
Up(A) and satisfies the equality
eσ (ϕ y
∗) = c g(s∗; p).
In the case where a = ∞ and p = 1, estimate (47) is also exact because, for any ε > 0, one
can find a function yε ∈ U1(A), e.g.,
yε(x) =
{
ε/(σ + 1), x ∈ E,
0, x ∈ A \ E,
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where E ⊂ A, mesµE = σ+1ε , such that
eσ (ϕ yε) > cg(s
∗; 1)− c ε = c − c ε.
5. Proof of Theorem 2
Following the proof of Theorem 1, we first verify that, for all functions y ∈ Up(A), the fol-
lowing inequality is true:
eσ (ϕ y) ≤ Θ(ϕ¯, σ, p), (49)
where Θ(ϕ¯, σ, p) is equal to the right-hand side of equality (12). For this purpose, by analogy
with the proof of Theorem 1, we show that the inequality
eσ (ϕ y) ≤ sup
m∈Mp
inf
γσ∈(0,a)
(∫ a
0
ϕ¯(t)m(t)dt −
∫
γσ
ϕ¯(t)m(t)dt
)
df= e˜σ , (50)
holds for any function y ∈ Up(A), where, as before, Mp = Mp(ϕ¯) is the set of all nonnega-
tive functions m ∈ Up(0, a) such that the product ϕ¯(t)m(t) does not increase on (0, a) and takes
finitely many values. Hence, the problem is again reduced to the investigation of the quantities e˜σ .
We get the exact values of these quantities from Lemma 3 presented below. In its formulation,
we use the notation of Lemma 2.
Lemma 3. Suppose that p ∈ (1,∞), α is an arbitrary function belonging to the set A and such
that
‖α‖Lq (0,a) <∞,
1
p
+ 1
q
= 1, (51)
Mp = Mp(α), and the quantity Eσ (α,Mp) is defined by (31). Then, for any σ > 0, the
following equality is true:
Eσ = Eσ (α,Mp) =
(
(s∗ − σ)q
(∫ s∗
0
α−p(t)dt
)− qp + ∫ a
s∗
αq(t)dt
) 1
q
, (52)
where s∗ is the largest number on the interval (σ, a] such that, for any s ∈ (σ, s∗), one has
s − σ ≤ α p(s)
∫ s
0
α−p(t)dt. (53)
This number s∗ always exists, s∗ ≤ a, and the equality s∗ = a is possible only in the case where
a < ∞. The upper bound on the right-hand side of (31) is realized for the function m∗ ∈Mp
defined as follows:
m∗(t) =
(
α p(t)
∫ a
0
α−p(x)dx
)− 1p
, t ∈ (0, a), for s∗ = a <∞ (54)
and
m∗(t) =
α
−1(t)(s∗ − σ) qp
(∫ s∗
0
α−p(x)dx
)− qp
E−
q
p
σ , t ∈ (0, s∗],
α
q
p (t)E−
q
p
σ , t > s
∗,
for s∗ < a. (55)
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Note that, by virtue of condition (51), the integrals on the right-hand side of (30) are finite,
and, therefore, the quantities Eσ (α,Mp) are well defined.
Assume that the lemma is already proved. Then, setting α(t) = ϕ¯(t), t ∈ (0, a), we see that
the function α satisfies the conditions of the lemma. Then, according to (52), we get
e˜σ = Eσ (ϕ¯,Mp) = Θ(ϕ¯, σ, p)
=
(
(s∗ − σ)q
(∫ s∗
0
ϕ¯ −p(t) dt
)− qp + ∫ a
s∗
ϕ¯q(t) dt
) 1
q
, (56)
where s∗ is the largest number on the interval (σ, a] such that inequality (13) holds for any
s ∈ (σ, s∗).
Combining relations (50) and (56), we conclude that inequality (49) is satisfied for any
function y ∈ Up(A). Therefore,
êσ (ϕ)p = sup
y∈Up(A)
eσ (ϕ y) ≤ Θ(ϕ¯, σ, p). (57)
To complete the proof of Theorem 2 under this assumption, it remains to show that the set
Up(A) contains an element y∗ = y∗(x, ϕ¯, σ, p) for which
eσ (ϕ y
∗) = Θ(ϕ¯, σ, p). (58)
Let s∗ = s∗(σ, ϕ) be the largest number on the interval (σ, a] such that inequality (13) holds
for all s ∈ (σ, s∗). Note that if the function ϕ¯ is constant on a certain interval (s1, s2) and, for a
certain s = s0, relation (13) is satisfied, then this relation holds for any s′ ∈ (s0, s2], i.e.,
s′ − σ = s0 − σ + (s′ − s0)
≤ ϕ¯ p(s0)
∫ s0
0
ϕ¯−p(t)dt + ϕ¯ p(s0) s
′ − s0
ϕ¯ p(s0)
= ϕ¯ p(s′)
∫ s′
0
ϕ¯−p(t)dt.
This implies that, in the case where s∗(σ, ϕ) < a, for any ε > 0 we have ϕ¯(s∗+ ε) > ϕ¯(s∗− 0),
and the following equality is true:
mesµ E = mesµ{x ∈ A : ϕ(x) ≥ ϕ¯(s∗ − 0)}
= mes{t ∈ (0, a] : ϕ¯(t) ≥ ϕ¯(s∗ − 0)} = s∗.
In the case where s∗(σ, ϕ) = a (a <∞), relation (58) is satisfied for a function y∗ ∈ Up(A)
of the form (14). Indeed,
‖y∗‖pL p(A,dµ) =
∫
A
y∗(t)pdµ =
∫
A
ϕ−p(t)dµ
(∫
A
ϕ−p(x)dµ
)−1
= 1.
Therefore, y∗ ∈ Up(A) and, by virtue of (27),
eσ (ϕ y
∗) = inf
γσ
∫
A\γσ
ϕ(t)y∗(t)dµ = (a − σ)
(∫
A
ϕ−p(x)dµ
)− 1p = Θ(ϕ¯, σ, p).
In the case where s∗ < a, we take the function y∗(t) defined by (15) as an extremal function.
Since, for any h > 0, one has
mesµ{t ∈ E : ϕ(t) ≥ h} = mes{t ∈ (0, s∗) : ϕ¯(t) ≥ h}
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and
mesµ{t ∈ A \ E : ϕ(t) ≥ h} = mes{t ∈ (s∗, a) : ϕ¯(t) ≥ h},
we get∫
E
ϕ−p(x)dµ =
∫ s∗
0
ϕ¯−p(t)dt,
∫
A\E
ϕq(x)dµ =
∫ a
s∗
ϕ¯ q(t)dt. (59)
Therefore,
‖y∗‖pL p(A,dµ) =
∫
A
y∗(t)pdµ
= Θ−q
(
(s∗ − σ)q
(∫
E
ϕ−p(x)dµ
)−q ∫
E
ϕ−p(t)dµ+
∫
A\E
ϕq(t)dµ
)
= 1,
where Θ = Θ(ϕ¯, σ, p), and, hence, y∗ ∈ Up(A). Further, according to (15) and (59), we obtain
ϕ(t)y∗(t) = Θ− qp (s∗ − σ) qp
(∫
E
ϕ−p(x)dµ
)− qp
= Θ− qp (s∗ − σ) qp
(∫ s∗
0
ϕ¯−p(x)dx
)− qp
, (60)
for all t ∈ E and
ϕ(t)y∗(t) = Θ− qp ϕ1+ qp (t) = Θ− qp ϕq(t) (61)
for t ∈ A \ E . Let us show that, for any x ∈ E and t ∈ A \ E , one has
ϕ(x)y∗(x) ≥ ϕ(t)y∗(t), (62)
which, by virtue of (60) and (61), is equivalent to the inequality
(s∗ − σ)
(∫ s∗
0
ϕ¯−p(x)dx
)−1
≥ ϕ p(t), t ∈ A \ E . (63)
In the case where inequality (13) does not hold for s = s∗, we have
s∗ − σ∫ s∗
0 ϕ¯
−p(x)dx
≥ ϕ¯ p(s∗) ≥ ϕ p(t)
for any t ∈ A \ E , and, hence, inequality (62) is true.
If
s∗ − σ∫ s∗
0 ϕ¯
−p(x)dx
≤ ϕ¯ p(s∗),
then we consider the function F(s)
df=(s − σ)
(∫ s
0 ϕ¯
−p(x)dx
)−1
for any s ≥ σ . Its derivative
has the form
F ′(s) =
(∫ s
0
ϕ¯ −p(x)dx − (s − σ)ϕ¯ −p(s)
)(∫ s
0
ϕ¯ −p(x)dx
)−2
.
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According to the definition of s∗, we conclude that the function F(s) does not decrease for all
s ∈ [σ, s∗) and does not increase for s ≥ s∗. This implies that inequality (13) does not hold for
any s > s∗.
Choosing, for a given t ∈ A \ E , the number s0 > s∗ so that ϕ¯(s0) ≥ ϕ(t), we see that, in this
case, inequality (63) is also satisfied, i.e.,
s∗ − σ∫ s∗
0 ϕ¯
−p(x)dx
= F(s∗) ≥ F(s0) = s0 − σ∫ s0
0 ϕ¯
−p(x)dx
≥ ϕ¯ p(s0) ≥ ϕ p(t),
and, hence, inequality (62) holds as well.
By virtue of (15) and (59)–(62), we get
eσ (ϕ y
∗) = Θ− qp
(
(s∗ − σ) qp
(∫
E
ϕ−p(x)dµ
)− qp
(s∗ − σ)+
∫
A\E
ϕ
1+ qp (t)dµ
)
= Θ− qp
(
(s∗ − σ)q
(∫ s∗
0
ϕ¯ −p(t) dt
)− qp + ∫ a
s∗
ϕ¯ q(t) dt
)
= Θ(ϕ¯, σ, p).
Thus, relation (57) is indeed an equality, and it remains to prove Lemma 3.
6. Proof of Lemma 3
Assume that a function α satisfies the conditions of the lemma. Then, according to the
definition of the set Mp = Mp(α), if m ∈ Mp and the quantity Eσ (m) is determined by
relation (30), then the following equality is true:
Eσ (m) =
∫ a
σ
α(t)m(t)dt
=
∫ a
0
ν(t)α(t)m(t)dt, ν(t)
df=
{
0, t ∈ (0, σ ],
1, t > σ.
(64)
Since, for any s ≥ σ , one has
α−p(s)(s − σ)−
∫ s
0
α−p(t)dt =
∫ s
σ
(α−p(s)− α−p(t))dt −
∫ σ
0
α−p(t)dt,
and the quantity
∫ s
σ
(α−p(s) − α−p(t))dt is equal to zero for s = σ and tends to infinity as s
increases, one can always find the largest number s∗ that satisfies relation (53).
Let M′p denote the set of functions m ∈Mp such that the function α(t)m(t) is constant on
the interval (0, s∗]. We verify that the following equality is true:
Eσ (α,Mp) = sup
m∈M′
Eσ (m). (65)
Let us show that, for any function m ∈ Mp, there exists a function m1 ∈ M′p such that
‖m1‖L p(0,a) ≤ ‖m‖L p(0,a) and
Eσ (m1) ≥ Eσ (m). (66)
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Consider a function m1(t) such that m1(t) = m(t) for any t ∈ (s∗, a) and, for all t ∈ (0, s∗], the
values m1(t) are determined by the relation
α(t)m1(t) =
(∫ s∗
0
m p(x)dx
) 1
p
(∫ s∗
0
α−p(x)dx
)− 1p
. (67)
For this function, we have
‖m1‖pL p(0,a) =
∫ s∗
0
α−p(t)dt
(∫ s∗
0
m p(x)dx
)(∫ s∗
0
α−p(x)dx
)−1
+
∫ a
s∗
m p(x)dx = ‖m‖pL p(0,a). (68)
By virtue of (64) and (67), for the proof of inequality (66) it is sufficient to establish that∫ s∗
0
ν(t)α(t)m(t)dt ≤
∫ s∗
0
ν(t)dt
(∫ s∗
0
m p(t)dt
) 1
p
(∫ s∗
0
α−p(t)dt
)− 1p
. (69)
We show that, in fact, the following stronger inequality is true:∫ s∗
0
ν(t)α(t)m(t)dt ≤
∫ s∗
0
ν(t)dt
(∫ s∗
0
α−p(t)dt
)−1 ∫ s∗
0
α
− pq m(t)dt. (70)
Inequality (69) follows from this relation with regard to the Ho¨lder inequality.
Setting
K (t) = α−p(t)
(
ν(t)α p(t)− (s∗ − σ)
(∫ s∗
0
α−p(x)dx
)−1)
,
we conclude that, by virtue of (53), K (t) ≤ 0 for any t ∈ (0, σ ] and K (t) ≥ 0 for all t ∈ (σ, s∗).
Further,∫ s∗
0
K (t)dt = 0.
Therefore, the difference R between the left-hand side and the right-hand side of (70) can be
represented in the form
R =
∫ s∗
0
(α(t)m(t)− c)K (t)dt,
where c is an arbitrary number.
Since the product α(t)m(t) is monotone on (0, a), we choose the value c∗ = α(σ+0)m(σ+0)
as c. In this case, the function (α(t)m(t)−c∗)K (t) is nonpositive for all t ∈ (0, s∗). This implies
that R ≤ 0.
Thus, relation (70) is proved, and, hence, inequalities (69) and (66) are proved as well.
Combining relations (66)–(68), we get the required equality (65).
It follows from the definition of the setM′p that, for any function m ∈M′p and all t ∈ (0, s∗),
we have
α(t)m(t) =
(∫ s∗
0
m p(x)dx
) 1
p
(∫ s∗
0
α−p(x)dx
)− 1p
.
A.I. Stepanets, A.L. Shidlich / Journal of Approximation Theory 162 (2010) 323–348 343
Therefore,
Eσ (m) = (s∗ − σ)
(∫ s∗
0
m p(t)dt
) 1
p
(∫ s∗
0
α−p(t)dt
)− 1p + ∫ a
s∗
α(t)m(t)dt. (71)
Further, we consider the following two cases: s∗ = a (which is possible only if a < ∞) and
s∗ < a.
In the first case, the last integral in (71) is absent and∫ s∗
0
m p(t)dt = ‖m‖pL p(0,a) ≤ 1.
Therefore, according to (71), we conclude that
Eσ (α,Mp) ≤ (a − σ)
(∫ a
0
α−p(t)dt
)− 1p
.
To complete the proof of Lemma 3 in this case, it is sufficient to note that a function m∗ of the
form (54) belongs to the set M′p and satisfies the equality
Eσ (m∗) = (a − σ)
(∫ a
0
α−p(t)dt
)− 1p
.
If s∗ < a, then, applying first the integral Ho¨lder inequality and then the Ho¨lder inequality
for sums to the expression on the right-hand side of (71), we get
Eσ (m) ≤ (s∗ − σ)
(∫ s∗
0
m p(t)dt
) 1
p
(∫ s∗
0
α−p(t)dt
)− 1p
+
(∫ a
s∗
m p(t)dt
) 1
p
(∫ a
s∗
αq(t)dt
) 1
q
≤
(∫ a
0
m p(t)dt
) 1
p
(
(s∗ − σ)q
(∫ s∗
0
α−p(t)dt
)− qp + ∫ a
s∗
αq(t)dt
) 1
q
.
By virtue of the inequality ‖m‖L p(0,a) ≤ 1, we obtain the required estimate for the quantity
Eσ (α,Mp).
Consider the function m∗ defined by (55). Let us show that m∗ ∈M′p. Indeed, according to
(55), we have ‖m∗‖L p(0,a) ≤ 1,
α(t)m∗(t) = (s∗ − σ) qp
(∫ s∗
0
α−p(x)dx
)− qp
E−
1
p
σ for all t ∈ (0, s∗], (72)
and
α(t)m∗(t) = αq(t)E−
1
p
σ for any t ∈ (s∗, a). (73)
Thus, the product α(t)m∗(t) is constant on the interval (0, s∗] and does not increase on the
interval (s∗, a). Therefore, it is sufficient to show that, for any t > s∗, one has
α(s∗)m∗(s∗) ≥ α(t)m∗(t) (74)
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or that
(s∗ − σ)
(∫ s∗
0
α−p(x)dx
)−1
≥ α p(t).
Clearly, this can be verified by analogy with the proof of inequality (63).
Thus, the function m∗ belongs to the set M′p and, by virtue of (72)–(74),
Eσ (m∗) =
(
(s∗ − σ)q
(∫ s∗
0
α−p(t)dt
)− qp + ∫ a
s∗
αq(t)dt
) 1
q
.
Lemma 3 and Theorem 2 are proved.
Remark 1. Theorems 1 and 2 are proved in the case where the measure dµ is continuous.
However, repeating the arguments presented above, one can easily verify that Theorem 2 is true
for any σ -finite σ -additive measure dµ. If the conditions of Theorem 1 are satisfied, then one
can show that the following inequality is true in the case of a σ -finite σ -additive measure dµ:
êσ (ϕ)p ≤ sup
s∈E A(µ)
(s − σ)
(∫ s
0
dt
ϕ¯ p(t)
)− 1p
, (75)
where ϕ¯(t) is a decreasing rearrangement of the function ϕ(x) and E A(µ) is the set of values of
the measure dµ on the set A:
E A(µ) = {t ∈ [0, a] : ∃Bt ⊂ A : mesµ Bt = t}.
If the measure dµ is continuous, then E A(dµ) = (0, a] and (75) is an equality. However,
relation (75) is also an equality in many cases where the measure dµ is not continuous. In
particular, this is true if the support of the measure dµ on Rm is the integer lattice Zn , where
it is equal, say, to one, i.e., µ(k) ≡ 1, k ∈ Zn , and A = Zm .
Indeed, in this case, for any σ ∈ N we have
êσ (ϕ)p ≤ sup
s∈E A(µ)
(s − σ)
(∫ s
0
dt
ϕ¯ p(t)
)− 1p
= sup
s∈E A(µ)
(s − σ)
( s∑
k=1
1
ϕ¯ p(k)
)− 1p = (s∗ − σ)( s∗∑
k=1
1
ϕ¯ p(k)
)− 1p
,
where s∗ ∈ E A(µ) ∩ N. We set E = {x ∈ A : ϕ(x) ≥ ϕ¯(s∗ − 0)} and consider the function
y∗(x) =

(
ϕ p(x)
∫
E
ϕ−p(t)dµ
)− 1p
, x ∈ E,
0, x ∈ A \ E .
Then y∗ ∈ Up(A) and, since mesµ E = s∗, we have∫
E
ϕ−p(x)dµ =
∫ s∗
0
ϕ¯−p(t)dt =
s∗∑
k=1
1/ϕ¯ p(k).
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Therefore,
êσ (ϕ y
∗) = (s∗ − σ)
(∫
E
ϕ−p(x)dµ
)− 1p = (s∗ − σ)( s∗∑
k=1
1
ϕ¯ p(k)
)− 1p
.
7. Approximation by functions of exponential type
Consider one of the possible applications of the obtained results. Let L p(Rm) be the space of
all functions f (x) = f (x1, . . . , xm) Lebesgue-measurable on Rm , m ≥ 1, and such that
‖ f ‖L p(Rm ) =
(∫
R
| f (x)|pdx
)1/p
<∞, p ≥ 1.
For any function f ∈ L2(Rm), we denote by f̂ (t) its Fourier transform, i.e.,
f̂ (t) = F( f ; t) = (2pi)−m2
∫
Rm
f (x)e−itxdx.
Let Ω2 = Ω2(L2(Rm)) denote the set of all functions ω measurable on Rm and such that the
product ω(x) f̂ (x) is contained in L2(Rm) for any f ∈ L2(Rm). It is clear that the setΩ2 contains
all functions essentially bounded on Rm . In particular, Ω2 contains all essentially bounded
functions λσ = λσ (x) whose supports are bounded sets γσ for which mes γσ = σ , σ > 0
(γσ ∈ Γσ ). Therefore, for the functions λ and any function f ∈ L2(Rm), one can find a function
Uγσ ( f ; λ) for which
Ûγσ ( f ; λ; x) = F(Uγσ ( f ; λ); x) =
{
λ(x) f̂ (x), x ∈ γσ ;
0, x ∈ γσ . (76)
Exactly the functions Uγσ ( f ; λ) are considered as approximation aggregates for functions from
the spaces L2(Rm). If, in addition, λ(x) ≡ 1 on γσ , i.e., if the function λ(x) coincides with the
characteristic function χγσ (x) of the set γσ , then one sets Uγσ ( f ;χγσ ) = Uγσ ( f ).
As is known (see, e.g., [7, Chap. I]), the operator F is unitary on L2(Rm). Therefore,
‖ f ‖L2(Rm ) =
(∫
Rm
| f̂ (x)|2dx
)1/2
= ‖ f̂ ‖L2(Rm ). (77)
In this case, the functions Uγσ ( f ; λ) have the form
Uγσ ( f ; λ; x) = (2pi)−
m
2
∫
Rm
λσ (t) f̂ (t)eitxdt
= (2pi)−m2
∫
Rm
f (z)λ˘σ (x− z)dz, (78)
where
λ˘σ (v) = F−1(λσ ; v) = (2pi)−m2
∫
Rm
λσ (t)eivtdt.
The proof of equality (78) is based on the well-known Plancherel theory. It is also known
that, in this case, the functions Uγσ ( f ; λ; x) are entire functions of exponential type (see, e.g.,
[1, Chap. V]).
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In this case, the objects of approximation are classes of ψ-integrals of all functions from
L2(Rm) that belong to the unit ball of the space Lq(Rm). The notion of ψ-integral is defined
as follows [11]: Let ψ = ψ(x) be a function from the set Ω2 and let f ∈ L2(Rm). Then the
ψ-integral of f is the function fψ = J f from L2(Rm) for which
f̂ψ (x) = F( fψ ; x) = ψ(x) f̂ (x). (79)
Note that if ψ ∈ L2(Rm), then the function fψ is representable in the form
fψ (x) = J ψ f (x) = (2pi)−m/2
∫
Rm
f (z)ψ˘(x− z)dz,
ψ˘(v) = (2pi)−m/2
∫
Rm
ψ(t)eivtdt.
Let ψUq, 2 denote the set of ψ-integrals of all functions from L2(Rm) that belong to the unit ball
Uq(Rm) = {ϕ : ‖ϕ‖Lq (Rm ) ≤ 1} of the space Lq(Rm), q ≥ 1.
Consider the following approximation characteristics, which, in the periodic case, correspond
to quantities related to the best σ -term approximation:
eσ ( f )2 = inf
γσ∈Γσ
Eγσ ( f )2 = inf
γσ∈Γσ
inf
λ∈Ω2
‖ f −Uγσ ( f ; λ; x)‖L2(Rm ) (80)
and
eσ (ψUq, 2)2 = sup
f ∈ψUq,2
eσ ( f )2. (81)
In the notation accepted, the following statement is true:
Theorem 3. Assume that q ∈ [1, 2] and ψ(x) is an arbitrary nonnegative function essentially
bounded on Rm , m ≥ 1, and such that lim|t |→∞ |ψ(x)| = 0. Then, for any σ > 0, the following
equality is true:
eσ (ψUq, 2)2 = sup
s>σ
(s − σ)
(∫ s
0
ψ¯ −q(t) dt
)− 1q
, (82)
where ψ¯(t) is a decreasing rearrangement of the function ψ(x). The least upper bound on the
right-hand side of (82) is realized for a certain finite value s = s∗. The least upper bound on the
right-hand side of (81) is realized for the function f ∗ = f ∗(x) for which
f̂ ∗(x) =

(∫
E
ψ−q(t)dt
)− 1q
, x ∈ E,
0, x ∈ Rm \ E,
(83)
where E is a measurable subset of the set {x ∈ Rm : ψ(x) ≥ ψ¯(s∗ − 0)}, mes E = s∗, that
contains the set {x ∈ Rm : ψ(x) > ψ¯(s∗ − 0)}.
Note that the exact values of the quantities eσ (ψUq, 2)2 in the case q = 2 were found in [11].
Proof. By virtue of (76) and (77), for any function f ∈ L2(Rm) we have
‖ f −Uγσ ( f ; λ)‖2L2(Rm ) = ‖ f̂ (x)− Ûγσ ( f ; λ; x)‖2L2(Rm )
=
∫
γσ
(1− λ(x))2 f̂ 2(x)dx+
∫
Rm\γσ
f̂ 2(x)dx.
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This implies the following statement:
Proposition 3. Assume that f ∈ L2(Rm) and γσ ∈ Γσ , σ > 0. Then the following equality is
true:
E2γσ ( f ) = ‖ f −Uγσ ( f )‖2L2(Rm ) =
∫
Rm
f̂ 2(x)dx−
∫
γσ
f̂ 2(x)dx. (84)
If fψ ∈ ψUq, 2, then, according to (80), (84) and (79), we have
eσ ( fψ )
2
2 = inf
γσ∈Γσ
E2γσ ( f )2 = inf
γσ∈Γσ
(∫
Rm
f̂ψ
2(x)dx−
∫
γσ
f̂ψ
2(x)dx
)
= inf
γσ∈Γσ
(∫
Rm
ψ2(x) f̂ 2(x)dx−
∫
γσ
ψ2(x) f̂ 2(x)dx
)
,
where f ∈ Uq(Rm).
We set ϕ(x) = ψ2(x), y(x) = f̂ 2(x), and p = q/2 and conclude that the function y belongs
to Up(Rm), p ∈ (0, 1], the equality
e2σ ( fψ )2 = inf
γσ∈Γσ
(∫
Rm
ϕ(x)y(x)dx−
∫
γσ
ϕ(x)y(x)dx
)
= eσ (ϕ y)
holds, and the function ϕ satisfies the conditions of Theorem 1. Therefore,
e2σ (ψUq,2)2 = sup
f ∈ψUq,2
e2σ ( f )2 ≤ sup
y∈Up(Rm )
eσ (ϕ y) = êσ (ϕ)p.
By virtue (10), this yields the required upper bound for the quantity e2σ (ψUq, 2)2, i.e.,
e2σ (ψUq, 2)2 ≤ sup
s>σ
(s − σ)
(∫ s
0
ϕ¯ −p(t) dt
)− 1p
= sup
s>σ
(s − σ)
(∫ s
0
ψ¯ −
q
2 (t) dt
)− 2q
,
where ψ¯(t) is a decreasing rearrangement of the function ψ(x). The least upper bound on the
right-hand side of the last relation is realized for a certain finite value s = s∗.
To complete the proof of the theorem it is sufficient to note that the function f ∗ for which the
Fourier transform f̂ ∗ is determined by (83) belongs to the set ψUq, 2 and that
eσ ( f
∗)22 = (s∗ − σ)
(∫ s∗
0
ψ¯ −q(t) dt
)− 2q
.
The theorem is proved. 
Note that Theorems 1–3 were given in [15,16].
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