PC Points and their Application to Vector Optimization by Bednarczuk, Ewa & Song, Wen

Pliska Stud. Math. Bulgar. 12 (1998), 21-30
STUDIA MATHEMATICA
BULGARICA
PC POINTS AND THEIR APPLICATION TO VECTOR
OPTIMIZATION
Ewa Bednarczuk, Wen Song
In this paper we present some results concerning stability under perturbations and
some topological properties of minimal point sets in vector optimization. A common
feature of all these results is that they exploit the notion of a point of continuity
(PC point) of a subset of a topological vector space. The concept of a PC point
plays an important role in investigation of the geometry of Banach spaces.
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1 Introduction
Let X be a Hausdorff topological vector space. Let A be a subset of X and S ⊂ X be a
closed convex pointed cone.
A point a0 ∈ A is a minimal point (an efficient point) of A with respect to S (see
[26]), a0 ∈ Min(A,S) , if
(A− a0) ∩ (−S) = {0} .
In this paper we present some results concerning stability, density, connectivity and
contractibility of the minimal point set. These properties have been investigated by many
authors and we give some references in subsequent sections. Our results are formulated
with the help of the notion of the point of continuity (PC point) of a set. The use of PC
points allows us to relax some strong requirement imposed on the set A, eg. compactness,
which appeared in the existing results. The concept of PC points has been extensively
used in investigation of the geometry of Banach spaces (see [12], [28], [29] [30], [44], [40],
[24], [39], [9] and [4]).
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2 PC points and related notions
Let A be a subset of a topological vector space X . A (A
w
) denotes the closure (weak
closure) of A, co(A) denotes the closed convex hull of A, and int A denotes the interior
of A.
A point a ∈ A is called a point of continuity (PC point) ofA if for any 0−neighbourhood
V
a0 6∈ [A \ (a0 + V )]
w
.
Equivalently, a0 ∈ A is a PC point for A if a net in A converges (strongly) to a0 , whenever
it converges weakly to a0. By PC(A) we denote the set of all PC points of A.
A point a0 ∈ A is called a denting point of A if, for any 0-neighbourhood V ,
a0 6∈ co[A \ (a0 + V )],
The concept of PC point was first introduced by Lin-Lin-Troyanski ([29]) in normed
spaces. It was used to study the relationship between the topological concept of denting
point and the geometric concept of extreme point.
In locally convex spaces, it follows directly from the definitions that every denting
point of A is also a PC point of A. For a closed bounded convex set A, in virtue of
the Hahn-Banach theorem, every denting point of A is also an extreme point of A (see
Lemma 1.2 , 1.3 in [40]). The next result shows that in Banach spaces the converse is
also true.
Theorem 1 ([29]) Let a be an element of a bounded closed convex subset A of a Banach
space X. Then the following are equivalent:
(i) a is a denting point of A,
(ii) a is a PC point of A and a is an extreme point of A.
For unbounded sets, the equivalence (i) ⇔ (ii) has been proved by Balder [4] and
Benabdellah [9]. When the space X is not complete, (ii) does not imply (i) (for an
example see [30]).
PC points can also be used in formulating some global properties of sets. Following
[29], we say that a Banach space X has the Kadec property (K) (resp. property (G)) if
every point of the unit sphere is a PC point (resp. denting point) of the closed unit ball.
As a corollary of Theorem 1, we obtain
Theorem 2 ([28], [30]) A Banach space X has the property (G) if and only if X is
strictly convex and X has the property (K).
A bounded closed convex subset K of a Banach space X is said to have the CPCP
(convex point of continuity property) if every closed convex subset of K contains at least
one PC point. K has Radon-Nikodym property (RNP) (resp. Krein-Milman property
(KMP)) if and only if every closed convex subset of K has a denting point (resp. an
extreme point). It is shown in [44] (see also [40], [24]) that if K has CPCP then KMP is
equivalent to RNP.
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3 Application of PC points to study the density in
vector optimization
In this section we present some density results for positive proper efficiency. Since Arrow,
Barankin and Blackwell proved a density theorem in 1953, density results have been
investigated by many authors (see [22], [11], [27], [35], [13], [15], [17], [19], [16], [33],
[42] and [7]). In [17], two density results are p[resented which demonstrate a trade-off
between restrictions imposed on the feasible set and the ordering cone. In [7], by using
the concept of PC points, we obtained a density result with less restrictive assumptions
on the feasible set and / or the ordering cone.
Let X be a Hausdorff topological vector space with topological dual X∗. Let S ⊂ X
be a convex cone. Denote by S+ the dual cone of S, i.e.,
S+ = {x∗ ∈ X∗ | 〈x∗, x〉 ≥ 0, ∀x ∈ S},
where 〈, 〉 is the canonical bilinear form establishing the duality between X∗ and X . Let
S+i be the set of all strictly positive linear functionals in S+, i.e.,
S+i = {x∗ ∈ X∗|〈x∗, x〉 > 0, ∀x ∈ S and x 6= 0}.
A nonempty convex subset B of S is a base for S if 0 6∈ B and
S = cone(B) = {λb | b ∈ B, λ ≥ 0}.
If a cone has a base, then it is pointed, i.e., S ∩ (−S) = {0}. Moreover, in locally convex
spaces, S has a base if and only if S+i 6= Ø (see Proposition 3.6 of [37]).
A point a0 ∈ A is a positive proper efficient point of A if there exists an h ∈ S
+i
such that
h(a0) ≤ h(x), for all x ∈ A.
By Pos(A, S) we denote the set of all positive proper efficient points of A with respect to
S. It is easily seen that Pos(A, S) ⊂ Min(A, S).
Theorem 3 ([7]) Let A be a weakly compact subset of a locally convex space X such that
A+S is convex and let S ⊂ X be a closed convex cone with a base B. If a0 ∈ Min(A,S),
then a0 ∈ Pos(A, S) under any of the following conditions:
(a) a0 is a PC point for A,
(b) 0 is a PC point for S.
The following density result is a direct consequence of Theorem 3.
Corollary 1 Let A ⊂ X be a nonempty weakly compact set such that A + S is convex
and let S ⊂ X be a closed convex cone with a base B. If either of the conditions is
satisfied:
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(a) Min(A,S) ⊂ PC(A),
(b) 0 is a PC point for S,
then Min(A,S) ⊂ Pos(A, S).
Remark 1 Condition (a) of Corollary 1 holds for any compact subset A of X but there
exists examples of non-compact sets satisfying condition (a) . For instance, the unit ball
in an infinite-dimensional and uniformly convex Banach space satisfies condition (a) (see
[33]) or Example in [30]. Therefore, Corollary 1 generalizes Theorem 1 of [16] and refines
Corollary 2.8 of [17].
4 Application of PC points to connectivity and con-
tractibility of the efficient point set
Connectivity and contractibility of the efficient point set have been investigated by many
authors (eg.[35], [34],[22], [11], [46]), [31], [18],[41], [42] [43] and [8]). In this section we
present some results concerning connectivity and contractibility of the efficient point set.
By using the concept of PC points we obtain stronger versions of some existing results.
Let U be a topological space and X a Hausdorff topological vector space. A multi-
valued mapping Γ : U → X is upper semicontinuous (u.s.c.) at u0 (see [10], [3]) if for
every open set V with Γ(u0) ⊂ V , there exists a neighborhood U of u0 such that
Γ(u) ⊂ V for all u ∈ U .
Γ : U → X is lower semicontinuous (l.s.c.) at (x0, u0) if for each 0−neighbourhood W in
X there exists a neighbourhood U0 of u0 such that (x0 +W ) ∩ Γ(u) 6= Ø for u ∈ U0 . Γ
is l.s.c. at u0 if it is l.s.c. at every (x0, u0) , x0 ∈ Γ(u0) . If Γ is a single-valued mapping,
the definitions of upper and lower semicontinuity both reduce to the continuity of Γ.
Theorem 4 ([43]) Let X be a locally convex space and let S be a closed convex cone in
X such that the set S+i is nonempty. Let A be a weakly compact subset of X such that
A+ S is convex and let Min(A,S) ⊂ PC(A). Then Pos(A,S), Min(A,S) are connected.
A set A ⊂ X is said to be contractible if there exists a continuous mapping χ:A ×
[0, 1]→ A such that χ(x, 0) = x0 and χ(x, 1) = x for all x ∈ A and some x0 ∈ A.
Following [21] a set A ⊂ X is said to be Rδ-contractible if there exists an upper
semicontinuous set-valued mapping Γ:A× [0, 1]→ A with Rδ images such that Γ(x, 0) =
A0 and x ∈ Γ(x, 1) for all x ∈ A and some A0 ⊂ A. Recall that a subset A is Rδ
whenever there exists a decreasing sequence An of compact contractible sets such that
A =
⋂
{An; n = 1, 2, . . .}.
Note that any compact convex set is Rδ and any Rδ-contractible set is acyclic and,
in particular, connected.
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A function g:X → R is increasing (see [31]) if for every x, y ∈ X , x − y ∈ S \ {0}
implies g(x) > g(y) .
g is said to be quasiconvex (see [31]) if
g(λx+ (1− λ)y) ≤ max{g(x), g(y)} for all x, y ∈ X ,λ ∈ (0, 1).
g is said to be strictly quasiconvex (see [31]) if
g(λx+ (1− λ)y) < max{g(x), g(y)} for all x, y ∈ X,x 6= y , λ ∈ (0, 1).
It is clear that if g is strictly quasiconvex, then it is also quasiconvex.
Define a set-valued mapping G:A+ S → X by
G(x) = (x− S) ∩ (A+ S) for x ∈ A+ S.
Lemma 1 Let X be a locally convex space and let S ⊂ X be a closed convex pointed
cone in X . Let A be a weakly compact subset of X such that A + S is convex and
ri (A + S) 6= Ø. Let g : X → R be an increasing, quasiconvex and continuous function.
Assume that Min(A,S) ⊂ PC(A) . Then the set-valued mapping H :A + S → X defined
by
H(x) = {y ∈ G(x) | g(y) ≤ V (x) },
where V (x) = inf{g(z) | z ∈ G(x)}, is upper semicontinuous at any x ∈ ri(A + S)∪ and
for every x ∈ A+ S, H(x) is a compact convex subset of Min(A,S).
Proof. Since g is increasing, we have
V (x) = inf{g(y) | y ∈ G(x)} = inf{g(y) | y ∈ (x− S) ∩A} .
Since g is quasiconvex and continuous, every level set of g is closed and convex, hence
weakly closed. It means that g is weakly lower semicontinuous. This, with the weak
compactness of A, implies that g attains its minimum on the set (x− S)∩A. Hence, for
each x ∈ A+ S, H(x) is nonempty.
We show that for all x ∈ A + S, H(x) ⊂ Min(A,S). Assume on the contrary that
y ∈ H(x) \ Min(A,S), i.e., there exists y1 ∈ A such that y1 ∈ y − S \ {0} . Hence
y1 ∈ (y − S) ∩A ⊂ G(x) . Since g is increasing, g(y1) < g(y) ≤ V (x), a contradiction.
It is easily seen that H(x) is closed and convex. Hence H(x) is weakly compact.
Since H(x) ⊂Min(A,S) ⊂ PC(A), H(x) is compact.
Suppose on the contrary that there exists an x0 ∈ ri(A + S) ∪Min(A,S) such that
H is not upper semicontinuous at x0 . There exist an open set Q containing H(x0) and
a net yα ∈ H(xα) \Q, where xα → x0 . We have g(yα) = V (xα) , and
yα = xα − cα = aα + c
1
α ,
where aα ∈ A , cα , c
1
α ∈ S . Since yα ∈ Min(A,S), yα = aα.
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By the weak compactness of A , the net {yα} tends weakly to some y0 ∈ A . Hence
cα tends weakly to x0 − y0. By the weak closedness of the cone S , we have x0 − y0 ∈ S ,
and thus y0 ∈ G(x0) . By Theorem 4 of [8] (see also Lemma 3.1 of [32]), G(x) is lower
semicontinuous at every point of the set ri(A + S) ∪Min(A,S). Since g is continuous,
by Theorem 1 of [10] (pp. 115), V is upper semicontinuous at every point of the set
ri(A + S) ∪ Min(A,S) . Hence, V (x0) ≥ lim supV (xα) = lim sup g(yα) . On the other
hand, since g is weakly lower semicontinuous,
lim inf g(yα) ≥ g(y0)
and consequently,
g(y0) ≤ V (x0) .
This, together with y0 ∈ G(x0), implies that y0 ∈ H(x0).
Since, by assumption, y0 ∈ PC(A) , yα must tend strongly to y0 , contradictory to
the choice yα 6∈ Q . 
Lemma 2 ([8]) Let X be a locally convex space and let S ⊂ X be a closed convex
pointed cone in X . Let A be a weakly compact subset of X such that A + S is convex
and ri (A+S) 6= Ø. Let g : X → R be an increasing, strictly quasiconvex and continuous
function. Assume that Min(A,S) ⊂ PC(A) . Then the mapping H :A + S → X defined
in Lemma 1 is single-valued and continuous at any x ∈ ri(A+ S) ∪Min(A,S) .
Proof. From Lemma 1, we need only to show that H(x) consists a single point.
Indeed, let t0 be the minimal value of g on G(x) and let y, z ∈ G(x) with g(y) = g(z) = t0.
Since A+ S is convex, G(x) is a convex set. Hence y+z
2
∈ G(x). If y 6= z, by the strictly
quasiconvexity of g, g(y+z
2
) < t0. This is a contradiction. 
If X is a strictly convex normed space and S is a convex cone with a bounded base,
a function g satisfying the assumptions of Lemma 2 was constructed by Luc (see [32]).
Theorem 5 Let X be a locally convex space and let S ⊂ X be a closed convex pointed
cone in X . Let A be a weakly compact subset of X , let A+S be convex and let ri (A+S) 6=
Ø. If there exists an increasing, quasiconvex and continuous real-valued function defined
on X, and Min(A,S) ⊂ PC(A) , then Min(A,S) is Rδ-contractible.
Proof. Define a set-valued mapping Γ:Min(A,S)× [0, 1]→ Min(A,S) by
Γ(x, t) = H(tx+ (1 − t)a),
where a is a fixed element in ri(A + S). By Lemma 1, it is clear that Γ is upper semi-
continuous in both variables with compact convex images and for every x ∈ Min(A,S),
Γ(x, 0) = H(a) ⊂ Min(A,S). For every x ∈ Min(A,S), note that G(x) = {x}, we have
H(x) = {x}, and hence Γ(x, 1) = H(x) = {x}. Therefore Min(A,S) is Rδ-contractible.

By applying Lemma 2, we obtain:
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Theorem 6 ([8]) Let X be a locally convex space and let S ⊂ X be a closed convex
pointed cone in X . Let A be a weakly compact subset of X such that A+S is convex and
ri (A + S) 6= Ø. If there exists an increasing, strictly quasiconvex and continuous real-
valued function defined on X, and Min(A,S) ⊂ PC(A), then Min(A,S) is contractible.
5 Application of PC points to stability in vector op-
timization
Lower continuity of minimal point set has been investigated by several authors (see
[14], [2], [36], [20], [5] and others). In this section the starting point is a general result
concerning lower semicontinuity of minimal point set. The crucial requirement for this
result to hold is the density of strictly minimal points (see [6]) in the set of minimal
points. Sufficient conditions assuring this density can be expressed in terms of points of
continuity (PC points).
Let S be a closed convex pointed cone in a Hausdorff topological vector space X .
Following [36] we say that Γ is S−lower continuous (S−l.c.) at u0 if for every x0 ∈ Γ(u0)
and 0−neighbourhood W there exists a neighbourhood U0 of u0 such that Γ(u) ∩ (x0 +
W − S) 6= Ø for u ∈ U0 . We say that Γ is upper Hausdorff continuous (u.H.c.) at u0
if for each 0−neighbourhood W of X there exists a neighbourhood U0 of u0 such that
Γ(u) ⊂ Γ(u0) +W for u ∈ U0 .
Let A be a subset ofX .The domination property (DP ) holds forA ifA ⊂Min(A,S)+
S.
Following Bednarczuk [6] we say that a0 ∈ A is a strict minimal point, a0 ∈
SMin(A,S) , if for every 0−neighbourhood W there exists a 0−neighbourhood V such
that
[A− a0] ∩ [V − S] ⊂W .
Clearly, each strict minimal point is minimal, and not conversely.
Let Γ : U → X be a multivalued mapping. By M : U → X we denote the
multivalued mapping defined by M(u) = Min(Γ(u), S) . Exploiting the notion of strict
minimality we can prove the following theorem.
Theorem 7 ([6]) Let S be a closed convex pointed cone in X , and x0 ∈Min(Γ(u0), S) .
Assume that
(i)
(4) x0 ∈ cl(SMin(Γ(u0), S))
(ii) (DP ) holds for all Γ(u) in a certain neighbourhood U0 of u0 ,
(iii) Γ is S−l.c. and u.H.c. at u0 ,
Then M is l.s.c. at (x0, u0) .
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By using the concept of PC points we can formulate the following sufficient conditions
for lower semicontinuity of Min(Γ(u), S) .
Theorem 8 Let S be a closed convex pointed cone in X and let Γ(u0) ⊂ X be a weakly
compact subset of X . Assume that Min(Γ(u0, S) 6= Ø . Suppose that
(i) either Min(Γ(u0), S) ⊂ PC(Γ(u0)) or 0 ∈ PC(S),
(ii) (DP ) holds for all Γ(u) in a certain neighbourhood U0 of u0 ,
(iii) Γ is S−l.c. and u.H.c. at u0 .
Then M is l.s.c. at u0 .
Proof. According to Theorem 7, it is enough to show that Min(Γ(u0), S) ⊂
cl(SMin(Γ(u0), S)) . We show that under our assumptions
Min(Γ(u0), S) ⊂ SMin(Γ(u0), S) .
Let a0 ∈Min(Γ(u0), S) and suppose that a0 6∈ SMin(Γ(u0), S) . By definition, there exists
a 0−neighbourhood W such that for any 0−neighbourhood V one can find qv ∈ V ,
xv ∈ Γ(u0) , cv ∈ S , satisfying
xv − a0 = qv − cv 6∈ W ,
where the net {qv} tends to 0 . Since Γ(u0) is weakly compact, the net {xv} tends weakly
to some a ∈ Γ(u0), and since a0 ∈Min(Γ(u0), S) , we have a = a0 .
(i) If a0 ∈ PC(Γ(u0)), then xv → a0, contradictory the choice xv − a0 6∈ W . (ii)
If 0 ∈ PC(S), since {cv} = qv − xv + a0 tends weakly to 0 , {cv} tends strongly to 0 .
Consequently, xv → a0 , contradictory to the choice xv − a0 6∈W . 
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