We use positivity and extension properties of moment matrices to prove that a 10-node (minimal) cubature rule of degree 6 for planar measure on the closed unit diskD cannot have all nodes inD. We construct examples showing that such rules may have as many as 9 points inD, and we provide similar examples for the triangle.
Introduction
Let be a positive Borel measure on R 2 having convergent moments up to at least degree m, i.e., .) The cubature rule is minimal if size( ) size( ) whenever is a cubature rule for of degree m, and is an inside rule if supp ⊂ supp .
Two recurrent themes in cubature literature are the estimation of the fewest nodes possible in a cubature rule of prescribed degree, and the construction of corresponding minimal rules (cf. [2, 16, 24, 28] ). Even for Lebesgue measure on basic planar sets such as the disk or square, minimal rules or minimal inside rules are known only for small values of m (cf., [3, 5] ). In the case when = D , planar measure on the closed unit diskD, minimal rules are known only for m 7 and m = 9. For m 5 and m = 7, there are minimal rules that are also inside rules (cf. [3, 5] ). For m = 6, minimal rules have 10 points, and all such rules documented in the literature have at least 2 points outside; rules with 8 points inside are documented in [14, 22, 26] . This suggests the question discussed in [3, p. 26] , as to whether there exists an inside rule with as few as 10 nodes. Our main result resolves this question as follows.
Theorem 1.1. There is no degree 6 minimal inside rule for D with as few as 10 nodes.
In Section 4 we construct 10 node rules of degree 6 for D with 9 points insideD; in view of Theorem 1.1, these rules are optimal among minimal rules with respect to the number of nodes inside the disk. It is known that minimal (respectively, minimal inside) rules for D of degree 7 have 12 nodes (cf. [2] [3] [4] ), but it remains an open question whether there exists a degree 6 inside rule for D with as few as 11 nodes. At least in principle, our techniques can be adapted to minimality questions for other measures, regions, or degrees. In each situation, however, one needs to solve systems of nonlinear equations and inequalities, or demonstrate that these systems admit no solution. The proof of Theorem 1.1 is based on the latter. As for the former, in addition to our results in Section 4 for the disk, in Section 5 we present some new cubature rules for the triangle T 2 . The size of a minimal inside rule of degree 6 is unknown, but in Section 5 we construct several new 10-node minimal degree 6 rules with 9 points inside.
Before discussing our approach to the proof of Theorem 1.1, we briefly digress to place our results in a wider context. Minimal cubature rules for strictly positive integrals on the real line enjoy the following features associated with classical Gaussian quadrature: (i) for each m > 0, there exists a minimal rule with precisely dim P [m/2] nodes (where P k ≡ R k [x] = {p ∈ R[x]: deg p k}), (ii) for m = 2n, there are infinitely many such minimal rules, precisely one of which interpolates all moments of degree 2n + 1, (iii) the nodes are the zeros of a quasiorthogonal polynomial, (iv) the weights are positive, (v) for each m > 0, there is a minimal rule that is also an inside rule. The extent to which these properties characterize minimal cubature rules in higher dimensions has been the subject of much study (cf., [2] ). For certain measures on R n , minimal cubature rules do exhibit the above Gaussian properties [1] . On the other hand, classical integrals, such as those induced by Lebesgue measure on the n-ball, n-cube, or n-simplex in R n , generally fail to have minimal cubature rules of degree m with as few as dim R n [m/2] [x] nodes (cf., [6, 16, 17, 19, 20, 25] ). Theorem 1.1 apparently provides the first evidence that property (v) may fail for a classical integral in higher dimensions.
The proof of Theorem 1.1 is given in Section 3, and is based on the development of multivariable cubature in [12] , utilizing positivity and extension properties of moment matrices. For cubature problems in the plane, this method permits us to analyze cubature rules using either moments for monomials x i y j (as above), or using moments for complex monomialsz i z j . In the proof of Theorem 1.1 and in the examples of Sections 4 and 5 we will use complex monomials and corresponding complex moment matrices. We next recall the main features of this approach; for a discussion of real and complex moment matrices in arbitrarily many variables, see [10] . In particular, all of the properties and theorems concerning moment matrices that we present in the remainder of this section extend to multivariable moment matrices [10] .
Given a complex sequence ≡ (2n) = { ij : i, j 0, i + j 2n} and a closed set K ⊂ C, the truncated complex K-moment problem for entails determining whether there exists a positive Borel measure on 
If has a representing measure , then
is positive semidefinite in this case. For the case of complex moment matrices in the plane, we will give a concrete description of M(n) in Section 2.
If is a representing measure for , then card supp rank M(n) [7, Corollary 3.7] . The main result of [7] shows that has a rank M(n)-atomic (i.e., minimal) representing measure if and only if M(n) 0 and M(n) can be extended to a moment matrix For planar Lebesgue measure on a semialgebraic set K Q with nonempty interior, cubature rules of degree 2n with as few as rank M(n) atoms exist only for small values of n. In general, a minimal cubature rule would correspond to a positive extension M(n + p) (for some p 0) such that M(n + p) admits a flat extension M(n + p + 1) for which M q i (n + p + k i ) 0, (1 i m) [8] (cf., [12] ). For generalizations of Theorem 1.2 to higher dimensions, see [10] . To study cubature rules of degree 6 for D , we will utilize
. Now rank M(3) = 10 (cf., Section 2). As described above, flat extensions M(4) correspond to 10-atomic representing measures˜ , which in turn correspond to cubature rules for D of degree 6. Note thatD is the semi-algebraic set corresponding to q(z,z) = 1 − zz. To prove Theorem 1.1,we will show that if M(4) is a flat extension of M(3), then supp˜ / ⊂D, and for this we will use Theorem 1.2, and show that M q (4) is not positive semidefinite.
In Sections 4 and 5 we compute certain cubature rules associated with flat extensions, using the method that we next describe. We denote the successive columns of M(n) by
where Z(p) = {z ∈ C : p(z,z) = 0}. Suppose is a representing measure for (2n) . It follows from [7 
Now suppose M(n) is positive and invertible and has a flat extension M(n + 1). We will compute the unique representing measure˜ for M(∞) described above. Since rank [10] show that this is always the case. Indeed, [10 
The results of this note are independent of [10] , which also treats the case when M(n) is singular.)
Since supp D has nonempty interior, (
is invertible with rank 10. In Section 4, independent of [10, Theorem 1.2], we exhibit flat extensions M(4) of M (3)[ D ] such that V has exactly 10 points, 9 of which lie inD. The measure˜ (as computed above) thus acts as a 10-node cubature rule for D of degree 6 having 9 points insideD.
Moment matrices and localization
In this section we give a concrete description of planar moment matrices and localizing matrices. Consider a complex sequence of degree 2n, i.e.,
where (·) is the Riesz functional associated to (cf., Section 1). Now size 
For example, with n = 1, the quadratic moment problem for ≡ (2) with rows and columns 1, Z,Z. We next give a block matrix decomposition of M(n) that is convenient for discussing moment matrix extensions. For 0 i, j n, let M[i, j ] denote the (i + 1) × (j + 1) matrix whose entries are the moments of order i + j , as follows:
A straightforward calculation using (2.2) shows that
For example, with n = 1 we have
If ≡ (2n) corresponds to the moments of a positive Borel measure supported in C, then M(n) is positive semidefinite, and hence self-adjoint. So¯ ij = ji , and in this case we sometimes write
In the sequel we consider the case when denotes normalized planar measure on the closed unit disk D, i.e., 
In the sequel we also consider a positive semidefinite moment matrix extension
, which assumes the form
where 
We next describe localizing matrices which play a central role in the proof of Theorem 1.
is sesquilinear. Thus, by the Riesz Representation Theorem for sesquilinear forms, there exists a unique
Note that if there exists a representing measure for with supp (4) . Now the polynomial 1 corresponds to r = s = i = j = 0; thus (4) .
(2.9)
For the monomial zz, we have r = s = 1. So we may take i = 0, j = 1, whence M zz (4) is the central compression of M(4) to the first 10 rows and columns that are multiples of Z (the rows and columns 
Since the structure of M (4) is given by (2.5), using (2.4), (2.6), and (2.7) we can write 
(2.11)
On the 10-point degree 6 cubature rule for the disk
In this section we prove Theorem 1.1. We begin by analyzing the structure of a flat (i.e., rank-preserving)
. Such an extension M(4) has the form described by (2.5)-(2.7). To ensure that M(4) is positive semidefinite and that rank M(4) = rank M(3)[ 0 ], it is necessary and sufficient that Recall from (3.1) that we require that C have the form of a moment matrix block C ≡ C(4) as in (2.7). In particular, we require that C be Toeplitz, i.e., constant on each diagonal. Since c 11 
From (2.9), M p (4) = M(3) − M zz (4), where M(3) ≡ M(3)[ 0 ] is given by (2.4). To evaluate M zz (4)
, we take the general form given in (2.11) and set 44 = (=c 11 =c 22 =c 33 ) (cf., (3.4)), 35 ≡¯ (=c 21 =c 32 ) (cf., (3.5)), 26 ≡¯ (=c 31 = c 42 ) (cf., (3.6)), and 17 ≡¯ (=c 41 ). We now obtain In view of the previous exposition (including Theorem 1.2 and the remarks following it), to prove Theorem 1.1 it suffices to establish the following result.
Proposition 3.1. If M(4) is a flat extension of M(3)[
is not positive semi-definite; in particular, the system consisting of Eqs. (3.7)-(3.10) and inequality (3.11) has no solution.
We will prove Proposition 3.1 by using a chain of simple estimates. From now on, x, y, z, and w will be assumed to satisfy (3.7)-(3.10) as well as (3.11), and we will derive a contradiction. We start with a collection of identities. simplifying and solving for |w| 2 yields the desired result.
Next we prove several estimates. Combining with (a), we get 120|x| 2 + 20|y| 2 8|z| 2 − 64|x| 2 + 56|y| 2 , from which the conclusion easily follows. Part (d) is a direct consequence of (a), since |y| 2 0. Finally, we prove (e). Since |y| 2 0, the equality established in Lemma 3.2(d) implies that Using (d), we get the desired estimate. Now we will prove the crucial link in the chain that will lead to the proof of Proposition 3.1. This contradiction shows that |x| < 4/5|y|.
The inequality established in Lemma 3.4 will now allow us to improve the estimates from Lemma 3.3(d) and (e). 
Proof.
The triangle inequality applied to (3.7) yields |y| |w| 7|x| |z| + 8|x| |y|. A simple calculation completes the proof.
So far we have established estimates on |x| and |w|. Now we give an upper bound for |y|.
Lemma 3.7. |y| < 0.0161.
Proof. By Lemma 3.6, |y| < 0.7|z|, whence |z| 2 > 100 49 |y| 2 > 2|y| 2 . We will use this inequality in the estimate obtained in Lemma 3.3(b) . Notice that 23/576 < 155×0.0161 2 . Therefore, 125|y| 2 +30|y| 2 < 155× 0.0161 2 , and the conclusion follows.
The following estimate provides the contradiction which completes the proof of Proposition 3.1, and, consequently, also completes the proof of Theorem 1.1. 
10-Node degree 6 rules with 9 nodes insideD
In this section we compute several 10-node degree 6 cubature rules for the disk, each having 9 nodes insideD. In view of Theorem 1.1, these rules are optimal with respect to the number of nodes insideD. As discussed in Sections 1 and 2, 10-node, degree 6 cubature rules for D correspond to flat extensions
where
M(4) is thus completely determined by a choice of "new moments" of degree 7, which we denote as
where q 2 , z 1 , . . . , z 10 , 1 , . . . , 10 are presented here only to 20 places. We note that system (4.3) is highly sensitive to small changes in the precision and initial values of Mathematica's FindRoot numerical method that we use to solve it. Moreover, replacing (4.3) by a mathematically equivalent system, or replacing one version of the software by another, may lead to a different solution, or even the failure to find a solution.
Example 4.1. System (4.3) is too difficult to solve algebraically. So we use Mathematica's FindRoot method to locate a particular solution. Since we have 8 variables, FindRoot requires a system of 8 equations and initial values for the variables. Thus, we must augment (4.3) with auxiliary equations that will facilitate the search for a solution. The 2 additional equations that we use are simple linear constraints in 2 or 3 of the 8 variables. These constraints are chosen somewhat arbitrarily, on the basis of a small preliminary simulation, with starting points chosen randomly in [−1, 1] 8 , which yields rules with at least 6 or 7 inside points. Then a finer simulation is run to discover the rule that we present here.
In this example, we augment (4.3) with test 7 = y 1 + w 2 /5 and test 8 = x 2 − w 1 /5. We now solve the augmented system numerically, with the indicated initial values for the variables, using:
FindRoot[{test1 = = 0,test2 = = 0,test3 = = 0,test4 = = 0,test5 = = 0,test6 = = 0,test7 = = 0,test8 = = 0}, {x1,0.002}, {x2,-0.0025}, {y1,-0.04}, {y2, -0.001},{u1,0.001}, {u2,0}, {w1,0.55}, {w2,0.56}, MaxIterations -> 1000, WorkingPrecision -> 1000] which leads to the following values for the new moments (rounded here to 20 places): (4) shows that q 0 , q 1 , q 2 have the same monomials with nonzero coefficients as in Example 4.1, i.e., they are of the form (4.4)-(4.6). Proceeding as above, we find 10 common zeros (9 inside the disk), and corresponding densities, as follows:
Degree 6 minimal rules for T 2 with 9 nodes inside
Let T 2 denote the triangle bounded by the positive x and y axes and by y = 1 − x, and let T 2 denote planar Lebesgue measure restricted to T 2 . Since M(3)[ T 2 ] is invertible and has flat extensions, a minimal rule for T 2 of degree 6 has 10 nodes, but the size of a minimal inside rule of degree 6 is unknown (cf. [3, 15] ). In [21] , Rasputin proved the existence of a 10-node, degree 6 rule for T 2 with 9 nodes inside T 2 , and this rule was subsequently computed in [13] . We conclude by presenting 3 new rules of this type.
Example 5.1. We follow exactly the same method as in Section 4. So we will omit certain details. A minimal rule of degree 6 corresponds to a flat extension of M(3)[ T 2 ], which depends on a choice of new moments of degree 7, 3,4 ≡ x 1 + ix 2 , 2,5 ≡ y 1 + iy 2 , 1,6 ≡ u 1 + iu 2 , 0,7 ≡ w 1 + iw 2 , such that a system of 6 tests (as in (3.1) and (3.2) and (4.2) and (4.3)) is satisfied. We introduce two auxiliary tests, test7 = x 2 − 2/105 and test8 = y 2 + 1/189, and use FindRoot[{test1 = = 0,test2 = = 0,test3 = = 0,test4 = = 0,test5 = = 0,test6 = = 0,test7 = = 0,test8 = = 0} ,{x1,2/105} ,{x2,2/106}, {y1,1/189}, {y2,-1/ 190.},{u1, 1/63},{u2, 1/64.1},{w1,0.0000},{w2,0}, MaxIterations -> 1000, WorkingPrecision -> 1000] to determine the following solution: Using the same method as in the previous examples, we construct a 10-node, degree 6 cubature rule R for T , with points (x i , y i ), (1 i 10), 9 of which are inside T . We now consider the mapping T : R 2 → R 2 defined by T(x, y) = ((1 + x)/3 − y/ √ 3, (1 + x)/3 + y/ √ 3). T is an injective, differentiable mapping of the plane onto itself which carries X ≡ int T onto Y ≡ int T 2 . Since T is degree-one, it preserves the degrees of polynomials. It follows from the change of variables theorem [23, Theorem 7.26, p. 154 ] that T transforms the nodes of any cubature rule R T for T into the nodes of a cubature rule R T 2 (of the same degree) for T 2 . Under this transformation, each weight w of R T corresponds to a weight |J |w in R T 2 , where J is the Jacobian of T.
Applying the preceding to R T ≡ R, we obtain a 10-node rule of degree 6 for T 2 , with 9 points inside, as follows: Example 5.3. As in the last example, we first generate a minimal rule for the equilateral triangle T . We augment the 6 basic tests with test7 = x 1 + 200z 1 and test8 = y 1 − 600w 1 , and then employ FindRoot[{test1 = = 0, test2 = =0, test3 = = 0,test4 = = 0, test5 = = 0, test6 = = 0, test7 = = 0, test8 = = 0}, {x1,0.0968672}, {x2,0.216784}, {y1, 0.58715}, {y2, 0.0469904}, {u1,-0.743291}, {u2,0.184899}, {w1,0.931683}, {w2, .204699}, WorkingPrecision -> 1000, MaxIterations -> 1000] to determine new moments of degree 7, as follows: The resulting flat extension corresponds to a 10-node cubature rule of degree 6 for T with 9 points inside T . Applying the transformation T exactly as in Example 5.2, we derive a 10-node degree 6 rule for T 2 with 9 points inside T 2 , as follows:
