In this paper, a hard thresholding wavelet estimator is constructed for a deconvolution model in a periodic setting that has long-range dependent noise. The estimation paradigm is based on a maxiset method that attains a near optimal rate of convergence for a variety of L p loss functions and a wide variety of Besov spaces in the presence of strong dependence. The effect of long-range dependence is detrimental to the rate of convergence. The method is implemented using a modification of the WaveD-package in R and an extensive numerical study is conducted. The numerical study supplements the theoretical results and compares the LRD estimator with naïvely using the standard WaveD approach.
Introduction 1
Nonparametric estimation of a function in a deconvolution model has been studied widely 2 in various contexts. We study the deconvolution model with a long range dependent (LRD) 3 error structure. More specifically, we consider the problem of estimating a function f after 4 observing the process,
where K * f (x) = with the convergence rate results. In Section 4, the method is implemented in R and a nu- Let (φ, ψ) denote the Meyer wavelet scaling and detail basis functions defined on the real 73 line R; (see Meyer (1992) and Mallat (1999) ). These are defined in the Fourier domain with, The auxiliary function v is a piecewise polynomial that can be chosen to ensure that the 76 Meyer wavelet has enough vanishing moments. For the bivariate index (j, k), the dilated and 77 translated mother and father wavelets at resolution level j and time position k are defined, φ j,k (x) = 2 j/2 φ(2 j x − k), ψ j,k (x) = 2 j/2 ψ(2 j x − k), for j ≥ 0.
For our purposes, we are interested with a multiresolution analysis for periodic functions on 
where 
Functional Class

87
We analyse the estimation procedure over a Besov space of periodic functions which have 88 a nice characterisation using the coefficients of a wavelet expansion (granted that the wavelet 89 is periodic and has enough smoothness and vanishing moments).
The consideration of a Besov class allows a more precise analysis of the asymptotic conver- involve replacing the ℓ π and ℓ r type norms in Definition 1 with the ℓ ∞ norm. For exam- 
Function estimation method
We use the wavelet shrinkage paradigm for our estimation which has become a standard 102 statistical procedure in nonparametric estimation. We use a hard thresholding approach where the wavelet estimator is defined,
where α j 0 ,k and β j 0 ,k are the estimated wavelet coefficients. The level j 0 corresponds to the 105 coarse resolution level and the set of indices Λ n = {(j, k) :
indexes details of the function up to a fine resolution level j 1 . The wavelet estimation 107 procedure keeps only the coefficients in the expansion when β j,k ≥ λ j , a scale dependent 
Then using the Parseval identity, one can obtain a representation of the wavelet coefficients.
The Meyer wavelet is bandlimited (see (3)) meaning that the sums are finite. In particular,
115
define the summation sets for the detail coefficients at scale level j with,
which has cardinality |D j | = 2 j+1 . A similar procedure is conducted to estimate the scale The methodology used here is an amalgamation of the deconvolution work of Johnstone et al.
121
(2004) and the LRD work of Kulik and Raimondo (2009b) . The nonlinear wavelet estimator
122
(4) can be analysed using the maxiset approach with the level dependent threshold λ = λ j 123 and fine resolution level j 1 which depends on α and ν.
124
Fine resolution level. The range of resolution levels (frequencies) where the estimator (4) 125 is considered is,
The finest resolution level j 1 is set to be,
Then consider the precise form of the level dependent thresholds in λ = λ j . As in previous 128 works, this level dependent threshold will have three input parameters, written,
where the three values are given by,
130
• ξ : a constant that depends on the tail of the noise distribution. Theoretically this
131
should satisfy the bound ξ > 2 α(p ∨ 2).
132
• σ j : the level-dependent scaling factor that is based on the convolution kernel and level
133
of dependence,
• c n : a sample size dependent scaling factor,
The smoothing parameter is intentionally denoted ξ to distinguish it clearly from the smooth- 
138
Theorem 1. Consider model (1) with the wavelet estimator (4) with the coefficient esti-139 mates in (5) using the thresholds and resolution levels given by, (7), (8), (9), (10) and (11).
140
Assume that p > 1 and f ∈ B s π,r with π ≥ 1, s ≥ 1/π where r satisfies
Then there exists a constant C > 0 such that,
where · p is the standard p-norm and, 
147
(2004)). Also for the sparse region, the condition p > 2/(2ν + α) is needed to ensure that it 148 is well defined. When 2ν + α ≥ 2, this is not a restriction since it is assumed that p > 1. 
Numerical Study
161
A numerical study is now considered with the focus being the effect of the dependence 162 structure. Ideally, it would be desirable to compare the LRD WaveD method introduced
163
here with the minimax optimal WVD method considered by Wang (1997). However, to the 164 authors knowledge, no freely available implementation of the WVD method exists.
165
One of the immediate challenges of implementing the LRD approach is that α is unknown in practice. The estimation of α is challenging problem in its own right that has been studied 
172
The default WaveD method uses a stopping rule in the Fourier domain using the results of This concerns the case of model (1) with a standard Brownian motion (α = 1) where
. For a fair comparison, the finest permissible scale level, j α,1 ,
176
should be estimated in the same vein for our LRD extension. The Fourier stopping rule is 177 extended to the LRD framework below. 
where
. We then estimate the fine scale level by,
where the stopping time M is determined in the Fourier domain with,
and ⌊x⌋ is the largest integer small than x. The estimate j α,1 is close to j α,1 with high 189 probability due to Lemma 1 in Section 5. computed, λ j = ητ j c n where η = √ 6, c n = σ log n/n and τ j = (
The estimated noise level, σ = MAD(y J,k )/0.6745 where MAD is the median abso-216 lute deviations and y J,k = y, Ψ J,k , the wavelet coefficients at the finest scale. The 217 fine scale j 1 = j 1,1 is estimated using the default WaveD method which is based on 
Numerical results
233
The results of the procedure are outlined in Table 1 and Table 2 . As stated earlier, the 234 focus of the numerical study is the effect of the dependence structure so the DIP is fixed at 235 ν = 0.7. The most obvious fact is that overall the convergence rate tends to deteriorate as 236 the level of dependence increases. This is consistent with the theoretical results in Section 3.
237
The numerical results are not overall conclusive in favour of one method over the other for are shown in Table 1 and Table 2 as α decreases which can be either detrimental or beneficial to estimation as discussed below.
245
In some cases the earlier truncation in the LRD method is favourable such as the LIDAR
246
and Cusp signals with a strong level of dependence which is shown in Figure 2 . The addition poor estimator. This is reflected in Table 1 where the MSE is smaller when j α,1 < j 1 with 251 the exception at the LIDAR signal at 20dB and α = 0.6 and the Cusp signal at 10dB and 252 α = 0.8.
253
On the other hand, the earlier truncation of fine scale levels in the LRD method means 
Proofs
275
First the probabilistic result of the numerical estimation of the highest permissible scale level is given. Define the frequency levels,
278
Proof of Lemma 1. First we prove the statement that, P (B c ) ≤ Ω n . By definition of M d in (16) there exists a c ∈ (0, 1) such that for all ω = 1, 2, . . . ,
From (32), Var Z H [ω] ≍ |ω| α−1 and apply the tail inequality for Gaussian random variables, let Z ∼ N (0, 1), then there exists a constant C > 0 such that,
For M c the event can be written M c = {M > M d } ∪ {M < M c } and start by considering the first scenario,
Now under the event B with (2),
which means that as n → ∞,
Hence, from (18) with (19) and
281
(17), there is an N ∈ Z + such that for all n ≥ N,
On the other hand, 
and consequently, as n → ∞,
). Hence from (17),
Therefore, (20) µ will denote the measure such that for j ∈ N, k ∈ N, (j, k) and c n is a deterministic sequence tending to zero with,
If for any n and any pair (j, k) ∈ Λ n we have,
for some positive constants ξ amd C then the wavelet estimator,
satisfies the following for all positive integers n,
if and only if,
297
f ∈ l q,∞ (µ) and sup
The proof of the rate result in Theorem 1 will use the Maxiset Theorem by verifying the regularity conditions, (23), (24) and (25), then choosing q for the dense and sparse regions respectively with,
Stochastic analysis of the estimated wavelet coefficients
298
By definition, it is clear that the estimated wavelet coefficients have no bias. Consider 299 now the covariance structure of the Z H process,
To evaluate this, appeal to Theorem 2 of Wang (1996) which uses a representation of the 301 fractional Gaussian noise process via a Wavelet-Vaguelette Decomposition (WVD)
where ξ j,k is a white noise process and u j,k is a set of vaguelette basis functions defined with,
dx 2 is an elliptic operator and ϕ j,k : R −→ R is a set of orthogonal wavelet functions. Using this representation of fractional Gaussian noise we can write,
The operator (−∆) −(H−1/2)/2 for H ∈ (1/2, 1) is known from the theory of singular integrals 304 as the Reisz Potential (see for example Stein, 1970, Chapter V) and has the representation,
For our purposes its behaviour in the Fourier domain has been evaluated by Samko, Kilbas, and Marichev (1993). Indeed, apply Theorem 12.2 of Samko et al. (1993) with (29) then for any f ∈ L 1 (R),
From (28) and (30), it would be desirable to use a wavelet function ϕ ∈ L 1 (R) that has a simple behaviour in the Fourier domain. Naturally, a suitable choice is the Meyer wavelet, 307 ϕ = ψ, since it is bandlimited (see Section 2.1) and makes the calculations easier. Therefore
308
we have,
Consider an arbitrary ω ∈ Z and consider the possible values of j such that ω ∈ D j .
The summation sets will have a non empty intersection, D j ∩ D j ′ = ∅, if and only if j ′ ∈ {j − 1, j, j + 1}. Therefore the summands in (31) will be nonzero for, at most, three different values of j. The Meyer wavelet also is bounded with, | ψ| ≤ 1. Therefore we can crudely bound the magnitude of the covariance with,
Thus we are in a position to bound the variance of the estimated wavelet coefficients,
To gain insight to the overall asymptotic structure, the variance of the coefficients needs to be bounded. Use (32) and that the cardinality of
where the last two lines follow by Parseval and Plancherels identities and condition (2).
Thus, the asymptotic behaviour of the variance of the wavelet coefficients at scale j are 311 bounded with,
where σ j,ν,α and c n are defined in (10) and (11). Since β j,k is Gaussian, then from the variance 313 bound it follows that,
Let ξ ≥ 4α(p ∨ 2) and Z ∼ N (0, 1), then from the tail inequality for Gaussian random variables.
This verifies the wavelet coefficient conditions in (24). This property is satisfied in our framework with σ j = σ j,ν,α ≤ C2 −j/2(1−α−2ν) . Now verify the resolution tuning condition (23).
Using the choice, 2 j α,1 ≍ (n α / log n) 1/(α+2ν) yields µ(Λ n )c the the set of functions l q (µ) ⊂ l q,∞ (µ) where,
where A j is a set of cardinality proportional to 2 j . Since
This condition is true for f ∈ B 
The dense phase. Choose the level of q = q d where,
Then find the levels s, π and r such that B The sparse phase. Choose the level of q = q s where,
To ensure the inequalities in the above equation are valid, it requires that p > 2/(2ν + α). Then δ = (2ν + α) (p/2q s − 1/2) and we have,
Consider the scenario when π ≥ q s and use embedding (34). This requires that s ≥ δ =
335
(2ν + α)(sp − p/π + 1)/((2ν + α)p − 2), or equivalently, s ≤ (ν + α/2)(p/π − 1). It is also 336 needed that δ > 0, which implies that either (i) p > 2/(2ν + α) and s > 1/π − 1/p; or (ii) 337 p < 2/(2ν + α) and s < 1/π − 1/p. The (ii) scenario is impossible since it is assumed that p ≥ 1 and s ≥ 1/π which contradicts s < 1/π − 1/p. The condition p > 2/(2ν + α) is verified 339 since by assumption in the sparse phase, ν ≥ 1 − α/2 and p > 1. Then (i) implies that,
Consider now the scenario when π < q s by definining,
Then use the embedding (35). Indeed, if we solve (36) with s ′ = δ, then q = q s and the 343 embedding of (35) applies.
344
To apply Theorem 2, (25) needs to be verified. Therefore we need to find a δ > 0 such that for any f ∈ B δ p,r, , (25) is satisfied.
The above is bounded uniformly in n if we choose δ = 1/2(2ν + α)(1 − q/p). Now we need when s ≥ (ν + α/2)(p/π − 1) (which is true in the dense phase).
352
The last case to consider is the sparse case when π < p. Again introduce a new Besov 353 scale γ defined with, s −1/π = γ −1/p and apply a similar argument to above which requires 354 that, γ ≥ δ with q = q s . This is satisfied if s > 1/π, which always holds. 
358
The dense regime rate result of (12) 30dB ξ = √ α 0.0027(7) 0.0029(7) 0.0036 (7) 0.0055 (7) 0.0094 (7) ξ = √ 2α 0.0031 (7) 0.0031 (7) 0.0033 (7) 0.0039(7) 0.0066(7) 
