This work determines the spatial and temporal distribution of cerebrospinal fluid (CSF) pressure and brain displacement during an infusion test in a spherically symmetric model of the brain. The response of CSF pressure and parenchymal displacement to blood pressure pulsations is determined in the solution. We use a spherically symmetric, three-component poroelastic model of the brain, differentiating between the the solid elastic matrix, the CSF, and the arterial blood compartments. The governing equations are linearised with quasi-constant poroelastic parameters. The solution does reproduce the average intracranial pressure increase during the test as well as the rise in CSF pressure pulsation amplitude due to transmission of blood pressure oscillations. In addition, the CSF flux into and out of the parenchyma is shown over time.
Introduction
A number of neurological disorders affecting the brain are associated with or even caused by abnormalities in the circulation of cerebrospinal fluid (CSF), for example hydrocephalus, normal pressure hydrocephalus (NPH), or benign intracranial hypertension (BIH). Some of the procedures used to investigate the state of the brain and to examine the indication of certain treatment involve a so-called infusion test during which normal saline is injected into the cerebrospinal cavity ). This is for example routinely done before shunting a hydrocephalic patient (Juniewicz et al. (2005) ). During an infusion test intracranial CSF pressure is recorded in order to estimate parameters such as the CSF outflow resistance or the brain compliance. The outcome varies significantly from patient to patient and can aid a clinical assessment of the type of abnormality in CSF circulation , ). A mathematical model that elucidates the mechanisms, by which the observed effects arise, may help to better understand and interpret the different test results.
In a healthy brain, CSF is produced at a constant rate inside the ventricles, a system of cavities at the centre of the brain. Part of the CSF enters the porous parenchyma, whereas the bulk flows through a canal to the subarachnoid space, embracing parenchyma and spinal cord. This subarachnoid space is the site of CSF absorption into the venous system, which usually happens proportionally to the pressure difference between subarachnoid and venous pressure.
During an infusion test, additional liquid is injected into the subarachnoid space, usually in the lumbar region of the spinal column. This happens at a constant rate and-for communicating ventricles and subarachnoid space-has the same effect as a suddenly increased CSF production. Since the resistance to absorption stays constant but more fluid is forced into the venous system, the intracranial pressure (ICP) rises. However, the pressure does not increase in form of a step function, but rather gradually, converging against a saturation value (compare figure 1). This behaviour owes to the fact that not all excess fluid is directly absorbed into the blood stream, but part of it is stored inside the craniospinal system, either by flowing into the parenchyma and thus raising its CSF content, or by increasing the volume of the spinal cavity (whereas an enlargement of the cranial volume is prevented by the skull). This characteristic of the craniospinal system, to respond to any pressure rise with an increased CSF content, is called compliance. The proportion between the spinal and cerebral component of the compliance still remains unknown. Most authors only mention the compliance of the brain, and we shall in the following also neglect any spinal influence, keeping in mind that a spinal compliance will quantitatively but not qualitatively change the results.
The average intracranial pressure is at any time superposed by pressure pulsations that are transmitted from the vascular system. Their amplitude is quite small compared to the amplitude of arterial blood pressure oscillations. However, ICP oscillation amplitude rises during an infusion test, and it apparently does so proportionally to mean ICP increase; the brain seems to stiffen, thereby strengthening the coupling between blood and CSF pressure pulsations.
The existing mathematical models concerned with these phenomena can be classified as compartment models without any spatial component. They model the CSF circulation in and around the brain, relating CSF pressure p to intracranial CSF volume V with the help of the compliance C = ∂V ∂ p -a critical review is given by Tenti et al. (1998) and Tenti et al. (2000) . More elaborate mechanical models of the brain have emerged, interpreting the parenchyma as a porous material saturated with fluid and deforming according to a tissue-stress pressure interaction. Such models rely on the theory of poroelasticity; so far, they are mainly concerned with modelling of hydrocephalus, as for example in Nagashima et al. 3 (1987) , Kaczmarek et al. (1997) , or Tenti et al. (1999) . Boundary conditions and geometric similarity were later refined by Smillie et al. (2005) and Wirth and Sobey (2006) . Poroelastic and compartment models should not be seen as two completely independent alternatives of describing the brain, for we shall show that the compartment models can be derived from the more complex and informative poroelastic models. The compliance, for example, was already related to poroelastic parameters by Sobey and Wirth (2006) .
Geometric complexity of existing poroelastic models varies from simple spherical symmetry to more realistic fully three-dimensional shapes. However, the models are only biphasic in nature, distinguishing between the solid matrix and CSF. Also, they are quasi-steady and therefore not able to reproduce an infusion test or even pressure oscillations.
Indeed, a description of the pulsatile nature of the intracranial pressure has so far only been attempted in viscoelastic but not poroelastic models as by Sivaloganathan et al. (2005) or in small scale springdamper models of a CSF blob and a blood vessel with one degree of freedom as by Egnor et al. (2001) and Egnor et al. (2002) .
Our aim is to capture the reaction of CSF pressure and tissue displacement to the infusion test with the help of an unsteady poroelastic, triphasic model. In comparison with conventional poroelastic models, the third phase represents arterial blood as to be able include the response to vascular pressure oscillations. This generalisation of the existing poroelastic models to more than two phases and to nonquasi-steady time evolution may be regarded as the missing link between models describing either the time evolution, or the spatial distribution, or the oscillatory nature of the intracranial pressure, and we claim such a formulation to be a general and complete model of the brain. Our new ideas on a the formulation of a triphasic poroelastic model are presented in an appendix.
We shall use the same notation as in Sobey and Wirth (2006) , and also the setup of equations will be closely linked to that paper, since its basic model is only extended in this work. Therefore, we shall only briefly introduce the model and the governing equations before solving them and discussing the results.
Non-steady poroelastic equations
In our model the brain shall be simplified as a homogeneous, isotropic porous ball of radius c with a concentric spherical ventricle of radius a inside. The only spatial variable in this spherically symmetric geometry is the radius r. Ventricle and subarachnoid space (which is located around the brain at r = c) are connected by a canal of length L and diameter d.
We will distinguish between two porous spaces of the brain, the CSF-filled spaces and the arterial blood compartment, which will be denoted by a subscript a.
Differential equations
Let p be the CSF-pressure and u the radial brain tissue displacement. Mass conservation of CSF can be expressed as ∂ ζ ∂t
where ζ is the fluid increment and v the CSF seepage velocity. Darcy's law with permeability k and viscosity µ gives while the fluid increment is derived in the appendix as
with the tissue strain ε =
r , Biot-Willis parameter α, Skempton's coefficient β , bulk modulus K of the solid structure, and weight parameter γ of the arterial blood pressure p a . Hence, we obtain the pressure PDE in radial coordinates,
Neglecting dissipation of energy, we may write the balance of momentum as ρ ∂ 2 u ∂t 2 = ∇σ (2.5) with the tissue and fluid density ρ and the poroelastic stress tensor
α a is the Biot-Willis parameter of the arterial blood, which also perfuses the brain, p a its pressure. Using a linear elastic constitutive law with Lamé constants λ and G, the momentum conservation (2.5) turns into the second PDE
In the remainder of this paper we assume that the permeability, k, is constant. In a later work we will consider the more general case k = k(p) but that requires a purely numerical solution of the non-linear governing equations.
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Boundary conditions
As in Sobey and Wirth (2006) , the four boundary conditions comprise CSF conservation in the subarachnoid space (with a time dependent infusion rate Q in f ), 8) zero displacement at the skull, u = 0 at r = c, (2.9) flux conservation in the ventricles (with a CSF production rate Q prod ), 10) and continuity of stresses at the ventricle walls,
The LHS of (2.8) represents CSF absorption into the venous system with pressure p b at a resistance R, the RHS consists of fluxes into the subarachnoid space: Hagen-Poiseuille flow through the canal, seepage out of the parenchyma, and an infusion rate which can be switched on or off. (2.10) has the analogous structure for the ventricles, only that the LHS represents the linearised ventricle volume enlargement. For more detailed explanations refer to Sobey and Wirth (2006) and Wirth and Sobey (2006) .
Relation to compartment models
Equations (2.1) and (2.2) can be combined to give
Upon integration over the volume V p of the parenchyma we obtain
With the help of the Gaussian theorem, this can be transformed into
14)
where Z = c a 4πr 2 ζ dr is the total CSF increment in the parenchyma. Equation (2.14) can be inserted into the sum of boundary conditions (2.8) and (2.10) to give is usually expressed as κ(p) dp dt with the compliance κ. This is consistent with the definition of the compliance in poroelastic terms by Sobey and Wirth (2006) , when the integral Z is computed for quasiconstant parameters and a nearly spatially independent pressure p (as justified by the comparably large coefficient of (2.4) ). We shall later give a short discussion of this relation.
Simplifications
Using a length scale R, a pressure scale P, and a time scale T , the dimensionless forms of (2.4) and (2.7) become
In order to make the size of each term smaller than or equal to 1, we choose R = c, P = λ + 2G, and
For physiological values (compare table 1) and even for time scales down to the scale of the heartbeat, c 4 turns out to be negligibly small, hence we may drop the inertia term.
We will also assume the arterial blood pressure to be spatially independent,
so that equation (2.7) is further simplified. At least for the larger arteries this seems not too bad an approximation.
Nondimensionalisation of the boundary conditions shows that for communicating ventricle and subarachnoid space the Poiseuille flow term outweighs all other terms so that we exchange (2.8) and (2.10)
As the reader might have noticed, in the governing equations we treated all parameters as constants despite knowing that for example α depends on p or k on ε. This is justified by the enormous simplification of the otherwise nonlinear equations, which could only be solved numerically. Mean parameter values will serve well enough to capture the main effects; only the increase of ICP amplitude will necessitate the consideration of a pressure dependent Biot-Willis parameter α. Compared to the heartbeat, this parameter variation happens on a long time scale, for the oscillatory pressure component is relatively small compared to the mean pressure variation, which is why even then we shall use a quasi-constant parameter approach. On the other hand, parameters like µ, R, or α a indeed almost do not change (compare appendix).
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In modelling the infusion test we will make use of the superposition principle. Precisely, we will search for three different partial solutions that add up to the overall solution. The first component, denotedp andū, shall describe the steady state. Then we add the responsep andũ to oscillating blood pressure and finally the reactionp andû to the infusion test.
With regard to the Heaviside function-like shape of the infusion Q in f , the use of Laplace transforms seems to lend itself to solving forp andû. However, the corresponding inverse Laplace transform becomes so complex that we shall refrain from this approach and instead utilise a Fourier ansatz. As a consequence, the physical problem has to be reformulated in a periodic nature; hence we will pretend that the infusion be switched on and off periodically (instead of just once), for example at a period of T ≈ 20 min.
Following these ideas, we shall findp andū as the solution to the steady equations, i. e. with mean arterial blood pressure (no oscillatory component), and with a constant infusion rate Q in f 2 . We then addp andũ as a solution to the equations with no production or infusion term and with any steady component eliminated (for example the mean arterial blood pressure). Finally,p andû are found by solving the equations without blood pressure influence or CSF production and, as mentioned before, a periodic infusionQ
Clearly, if with the definition p a (t) =:p a +p a (t) the steady solutionp,ū, the oscillatory solutioñ p,ũ, and the infusion solutionp,û satisfy the set of equations
with boundary conditions (3.20) then p =p +p +p and u =ū +ũ +û are the overall solution of the system (2.4)-(2.11). We do not have to prevent the absorption term on the RHS of (3.14) and (3.15) from becoming negative, since this would only mean a small decrease in absorption whenp andp are superposed onto the steady solution.
The oscillatory solution will be found for a realistic shape of the arterial pressure pulse. This pulse with a base frequency of f ≈ 1 Hz is decomposed into its harmonic components by Fourier analysis, and the oscillatory solutionp andũ is then found as the corresponding linear combination of the system response to sine-shaped waves of the different occurring frequencies. 4 Analytic solution
Steady solution
Pressure PDE (3.7) can be integrated twice to givē
Together with boundary condition (3.16) this yields a spatially independent pressure, whose value follows from (3.13):p
Displacement PDE (3.10) can be integrated twice to yield
Displacement boundary conditions (3.17) and (3.18) give
This solution is depicted in figure 3 . It shows a non-zero displacementū (though practically negligible). This is a result of the continuum hypothesis for the tissue close to the ventricles, where the ventricle pressure is not quite balanced by CSF pressure and arterial blood pressure inside the parenchymal tissue.
Oscillatory solution
Together with assumption (3.3), differentiation of (3.8) with respect to r yields α ∂ ∂t
Upon insertion of (3.11) we obtain
As to find a harmonic solution ofp andũ, we definẽ
with p and u now being complex functions of the radius r. ω represents any harmonic of the heartbeat (the fundamental frequency or any occurring higher frequency component of the Fourier expansion of the arterial pressure wave). The overall response to the realistically shaped pulse will later be obtained by simply superposing the solutions for pure sine curves. Using these definitions in the latter equation, after some algebra we obtain
2 ) dp dr = 0, (4.10) a spherical Bessel equation in dp dr with
As for example shown in Bell (2004) , the solution is given by dp dr 12) which can be integrated to
Integration of (3.11) yields-with E −C being some integration constant-
which can be integrated to give
The number of constants A, B,C, D, E exceeds the number of boundary conditions by one, because we differentiated once. Inserting the solutions for u and p into (3.8), we obtain
This form is disadvantageous, for the Bessel functions evaluated at r = a and r = c differ by magnitudes of 10 to several hundreds. Therefore we shall use the relations
Also, we know l = |l|
, so that p and u can be expressed as
exp(−ila). Hence, for physiological values (|l| ∼ 2·10 4 m −1 ), the length scale of pressure and displacement variations roughly will be 2π/h ≈ 0.4 mm.
Due to the large value of l, all terms with M nearly vanish near the ventricles, while terms with N nearly vanish near the skull. Hence, it is convenient to rewrite u and p according to and hence
After some algebra and using β = 1 and γ = αα a K (compare appendix), the other three boundary conditions (3.14), (3.17), and (3.19) result in
This linear set of equations is of the form
and has the solution
Of course, these constants now can readily be computed using the parameter values from table 1. Nevertheless, let us do a short analysis. Rewriting C, outweighs all others in the numerator as well as the denominator of C, so that finally we obtain
The imaginary part of the denominator is by far larger than 1 so that we may estimate
.
(4.34)
Hence, D is negligible in comparison with C, and we may approximate
Finally, we have
With these approximations,p andũ now look likẽ 38) or rather the projection of this onto the real plane. Apparently, bothp andũ are for a given frequency proportional to p a . Since the LHS of (4.29) is p a times a vector, this also holds for the exact solution.
As can be seen in figure 4 , radial pressure variations are vanishingly small, and the pressure oscillates in phase with blood pressure. The ventricle displacement on the other hand seems a bit ahead.
Superposition of sine-solutions to realistic wave forms
As has already been mentioned, a sample of a real arterial pulse has been transformed into a Fourier series according to
(a n cos(nΩt) + b n sin(nΩt)) , (4.39) the coefficients of which are given in table 2 for the first few frequencies. Ω represents the fundamental frequency of heartbeat with a period of one second. Hence, the analytic solution of the response to real arterial pressure waves is given by the superpositioñ
wherep n andũ n are the sinoidal solutions from the previous section for ω = nΩ. The result is shown in figure 5 . Figure 4 : Oscillatory solutionp andũ, using the parameter values from table 1. Blood pressure pulsations were taken to be a cosine. The radial pressure distribution at the skull is symmetric to the depicted pressure distribution at the ventricles. Pressure and displacement at the pressure maximum or on the rising slope are the negative of the shown radial distributions at t 1 and t 2 .
Infusion solution
With the purpose of transferring the result of the previous sections to the solution ofp andû, we expand equation (3.6) in terms of sines,Q
Pressure and displacement will then be given aŝ
wherep n andû n satisfy equations (3.9) to (3.20), only withQ replaced by 2Q in f π sin (ω n t) and ω n = (2n − 1) 2π T . Indeed, the first few terms of the sums (4.43) and (4.44) will be sufficient as long as the time scale of the pressure increase is of similar size as T .
Obviously,p n andû n are a special case of the solution to (3.8) and (3.11), namely the case with p a = 0. Also, even for n = 1, parameter h will stay large enough to neglect exp(h(1 + i)(a − r)) at the n a n [Pa] b n [Pa] 0 1.48628333518991e4 0 1 -0.02235454031648e4 0.25662054193472e4 2 -0.18330759533094e4 0.11316923350991e4 3 -0.07990230327625e4 -0.08660969175972e4 4 -0.01281410185726e4 -0.04537053170717e4 5 0.03259760541816e4 0.00032439222693e4 6 -0.00880410642798e4 0.00217259969592e4 7 -0.00524500755961e4 0.00330594311986e4 8 -0.00365619748937e4 -0.00818810348242e4 Table 2 : Weights of the Fourier series of the arterial pressure pulse for the first seven harmonics. skull and exp(h(1 + i)(r − c)) at the ventricles. Therefore, we may use (4.23) so thatp n = p n exp(ω n t) andû n = u n exp(ω n t) are defined via
45) 
Again, this represents a linear set of equations to be solved analytically. Unfortunately, due to the smaller size of h n for low n, we cannot perform the same approximations as in the previous section (except for D ≈ 0). Instead, we shall only compute the numerical values of the constants C, D, and M up to an n for which the curves (4.43) and (4.44) are sufficiently smooth.
To obtain an estimate of the needed number of summands, we claim that small compared to µRQ in f . Hence, for a sufficiently high n and a given fraction φ ,
for the values from table 1. Figure 6 shows the result.p rises until it reaches a saturation value, whereasû overshoots its equilibrium value (which will be very close to zero). The comparatively strong ventricle displacement is caused by dragging forces of the CSF flux into the tissue. Pressure gradient and radial pressure differences decrease with time. The solution is proportional to Q in f due to the LHS of (4.47). 
Figure 6: Infusion solutionp andû, using the parameter values from table 1. Infusion rate is positive during the first 10 minutes and negative after that. Pressure and displacement at the pressure minimum or on the falling slope are the negative of the shown radial distributions at t 1 and t 2 .
Eigenmodes of the brain
In order to determine the stability of the derived solution, the solution to the homogeneous equations,
has to be considered with boundary conditions
54)
For a complete, general solution, this set of equations would have to be complemented by an initial condition. However, for the start we shall as in the previous sections only look at the case where the solution can be factorised into a (complex) function of time and of space so that an initial condition would overdetermine the system. If we do also specify an initial condition, we will have to resort to Green's functions and Laplace transforms. Equations (4.52) to (4.57) are the same as the equational system forp, only withp a being zero. Therefore,p andȗ also are of the formp 59) where p and u are given by (4.19) and (4.20) with p a set to zero. The four boundary conditions then yield a linear system of equations for the constants M, N, C and D. Since due to p a = 0 this system of equations is homogeneous, we have to find those complex ω for which the system becomes singular in order to find a non-zero solution. However, it turns out that the problem is easier to handle, if a solution is derived under the assumption thatp andȗ can be factorised into a real function of time and of space, which will merely result in a different notation of (4.58) and (4.59). Hence, let
Upon differentiation of (4.52) and insertion of (4.53) we obtain where l is some unknown constant. As for the oscillatory part, a solution is given by
where A, B, and C are integration constants andÃ,B, M and N depend on A and B. In principle, C may be a function of time, only the boundary conditions will later prevent this. By integrating (4.53) twice, alsoȗ is obtained so that finally In order to find a non-zero solution, l has to be chosen such that the set of equations becomes singular. Figure 7 shows the system determinant for real l, which almost periodically exhibits zeros. Each zero corresponds to a solution (4.68) and (4.69), which can-according to the initial conditionbe summed up with different weights. This linear combination of homogeneous solutions can then be added onto the overall solution derived in the previous sections. Obviously, for real l,p andȗ decay to zero over a long time. The longest time scale of decay corresponds to the zero closest to l = 0, i. e. l ≈ 57 m −1 with a time scale of H l 2 ≈ 5.7 h. Since the determinant does not become zero for any non-real l, there seem to be no periodic or even unbounded solutions to the system so that the solution derived in the previous sections may be regarded as stable.
Figures 8 to 10 show some examples of homogeneous solutions. However, numerical simulations suggest that a bifurcation occurs at αβ = 1, which renders the brain unstable: In addition to the stable eigenmodes according to figure 7, imaginary values of l start to exist, which result in a singular homogeneous system of boundary conditions (4.54) to (4.57). This can be seen in figure 11 , where the behaviour of the system matrix determinant is shown for imaginary l and different values of α and β . In each case with αβ > 1 the determinant exhibits a zero for three different imaginary l. According to the solutions (4.68) and (4.69) this results in an unstable transient behaviour.
For β = 1 and α = 1.05, one zero is given by l = 50.5785i. Figures 12 and 13 show the corresponding behaviour of the brain for a negative and a positive initial perturbation. While in the first case the brain swells inwards with strongly increasing pressures, the second case exhibits an outward displacement of the brain, associated with decreasing pressures. Of course, in our linear model this transient behaviour will go on to infinite pressures and infinite displacements, whereas in reality nonlinearities of the system would prevent this and create two stable states: One state with high pressure and an inward brain displacement at the ventricles, the other state with low pressure and an outward brain displacement at the ventricles. The coincidence with the symptoms of BIH and NPH is striking, and this result might give rise to new theories about the evolution of both abnormalities. There has already been proposed the role of a changed Biot-Willis parameter as the cause of NPH or BIH, and Biot-Willis parameter values greater than one might for example come about via autoregulation of intracranial blood vessel diameters. However, the new idea is to propose a mechanism based on an instability. In steady state 
General solution
We have already found the (stable) periodic solutionp +p +p andū +ũ +û. Also, by separation of variables, in the previous section we found solutions to the homogeneous boundary value problem. These solutions did not need any initial condition due to their factorisation into a function of time and of space. However, a general solutionp +p +p +p andū +ũ +û +ȗ does start from an initial condition
where of coursep 0 andȗ 0 have to be consistent with (4.53). We shall try to find a Green's function solution to the problem (4.52) to (4.57) with (4.70) and (4.71). Hence, let us define the operator
so that by integration of (4.53), ∂ȗ ∂ r and insertion into (4.52) we obtain
for an integration constant f (t). Also, (4.73) can be used to solve boundary condition (4.57) forȗ r=a , 75) so that (4.54) can be rewritten as
Equations (4.74), (4.76) and (4.55) now form a second order semilinear parabolic system. If now the adjoint problem is defined as 
Exploiting the definition of g andp and using (4.82) this identity can be simplified to
(4.83) Ifp is found,ȗ can be obtained by integrating (4.73), 84) and using the rest of boundary conditions. In order to obtain a Green's function, we perform a Laplace transform in t * := τ − t on the system (4.77) to (4.80), yielding scales of each effect are so different. Nevertheless, the full solution is shown in figure 14 , and the reader can also easily imagine the superposition of the solutions according to figures 3, 4, and 6. An alternative, more abstract representation of the system's behaviour is depicted in figure 15 , which just gives mean ICP and oscillation amplitude over time.
Obviously, during the infusion test mean ICP rises from around 1 kPa to roughly 3 kPa. Of course, these two pressure levels correspond to those steady states, where CSF production (and infusion) are exactly balanced by CSF absorption, i. e. p = p b + µRQ prod and p = p b + µR(Q prod + Q in f ).
The time scale of the pressure increase can be approximated as follows: Solving equations (4.47) to (4.49) for C (which approximately equals p n ), we obtain
For low ω n this is imaginary, whereas for high ω n it is real. Therefore, summands in (4.43) with high ω n only represent cosines and do not add to the initial pressure increase ∂p ∂t | t=0 , whereas summands with low ω n represent sines and thus account for the pressure increase. The limit frequency ω n l , which separates the two regions, is achieved, when real and imaginary part of the denominator are of equal size, i. e.
Kβ T (1 − αβ )µR(2n l − 1)2π Hence, with C ≈ −i 2 π Q in f µR for small ω n we may approximate
The time scale of the pressure increase thus iŝ
Using the approximation of the brain compliance κ from Sobey and Wirth (2006) , this becomesT ≈ πκ µR, which-apart from the factor π-is the same time scale as in the compartment model (2.15).
Keeping in mind the derivation of (2.15), this is no surprise. Hence, the poroelastic model is able to realistically reproduce mean ICP rise and subsequent decrease during and after an infusion test. Unfortunately, in our linear model we cannot obtain different forms of mean pressure evolution, like for example sigmoidal pressure curves. The reason lies in the constant α, for which we have to take an average value during the whole simulation. This corresponds to a constant cerebral compliance κ. In numerical simulations, however, we would be able to let α depend on the pressure and thus even to reproduce the more accurate results of compartment models with pressure-dependent compliance.
Accompanying mean ICP increase, during an infusion test the amplitude of ICP pulsation can be observed to rise. At first glance, this effect cannot be simulated with our constant-parameter model, because the amplitude of the oscillatory solution (4.24) does not change. It is here that we use the earlier mentioned simplification of quasi-constant parameters. The relatively small CSF pressure variations during a cardiac cycle justify a constant Biot-Willis parameter α on the time scale of the heartbeat. However, on the time scale at which mean ICP rises we may take α to depend on mean ICP. In section 4.2 we have seen that the pressure amplitude approximately equals the constant C. Using the approximation of the compliance κ from Sobey and Wirth (2006) , equation (4.32) becomes 5) where V denotes the parenchymal volume and amp the amplitude. Using a constitutive law κ = 1 E(p−p 0 ) n (wherep =p +p is the current mean pressure), for α close to 1 we obtain
Hence, ICP amplitude does indeed rise with CSF pressure, for n = 1 even proportionally. This effect has been included in the overall solution of figure 14 by computing the brain compliance at each time, taking mean ICP as input. This compliance was then used to calculate a value of the Biot-Willis parameter α for the oscillatory solution (whereas α was not changed for the steady and infusion solution). From brain compliance values at the low and the high pressure level we computed values for α, using the correlation from Sobey and Wirth (2006) In comparison with compartment models, the poroelastic model does equally well reproduce mean ICP behaviour during an infusion test. Furthermore, unlike compartment models, it is able to explain ICP pulsations and to predict an amplitude rise. However, the poroelastic solution provides even more information, namely the spatial pressure distribution and thus the magnitude and direction of CSF flow through the tissue. Additionally, the resulting parenchymal displacement is given.
Tissue displacement appears to be negligibly small. This correlates well to the fact that usually neither pulsation nor a macroscopic shift of the ventricle wall during infusion are observed. The largest ventricle wall displacement of 0.2 mm happens due to CSF flow into the parenchyma during infusion. As the pressure rises, more and more liquid penetrates the tissue near the ventricles and the skull (visualised by the steep pressure gradients in figure 6 ), increasing the parenchymal CSF content. This flux compresses the solid matrix and results in an outward ventricle wall displacement. As the tissue gets more and more saturated with CSF, the flux diminishes (as do the spatial pressure differences) and the matrix recovers, which causes the decrease of ventricle deformation. According to figure 6, this recovery already commences about three minutes after the start of infusion.
The spatial behaviour of the oscillatory pressure component is quite interesting. It is composed of two parts: First, the overall CSF pressure follows arterial pressure pulsations without time delay. Their being in phase is not surprising, given the direct contact between both compartments throughout the brain. Superposed onto that is a small amplitude pressure wave travelling inwards from both the ventricles and the skull and being dampened so strongly that it diminishes after a very short length. This pressure wave can be visualised by subtracting the pressure valuep(r = a+c 2 ) fromp(r) at each time step and then plotting the radial pressure distribution at subsequent time steps. It may be seen as an example of viscoelastic behaviour of poroelastic materials (i. e. the porous structure seems stiffer for fast pressure changes and always shows a retarded reaction). At the ventricle and the skull the wave is π 2 ahead of the arterial pressure pulsation. One possible interpretation would be that with falling CSF pressure the capacity of the tissue to store CSF shrinks. Hence, during overall pressure decrease there must be an outward flux and therefore an outwardly negative pressure gradient, whereas during overall pressure increase there must be an inward flux and an inwardly negative pressure gradient, which is exactly what is observed (compare figure 4) .
As mentioned earlier, the analytic solution can even be found for realistic wave forms of the arterial pressure. The pressure pulse only has to be decomposed into its harmonics, for each of which there is a solution analogous top andũ as in section 4.2. The total reaction of CSF pressure to blood pressure oscillations then is obtained as the linear combination of all these solutions. Since according to (4.32) the solution for each harmonic is roughly independent of its frequency, all wave components will equally be transmitted to the ICP. Therefore, the shape of the ICP pressure pulse will imitate the arterial pressure pulse. In reality however, as mean ICP rises during an infusion test, the high frequencies of ICP pulsations get filtered. This cannot be reproduced by our solution. Consideration of the inertial term in (2.7) would certainly have the effect of filtering high frequencies due to the higher accelerations associated with them. Also, the filtering will become stronger for higher mean ICP, since this means higher ICP amplitudes and thus stronger inertial effects. However, the small size of the inertial term will not be sufficient so that we assume other, nonlinear mechanisms to be involved. Concerning the infusion solution, the reader might object that due to our periodic ansatz the initial configuration does not represent the stationary state. In order to remedy the problem, the period T may be lengthened arbitrarily so that we come arbitrarily close to the stationary state. Of course, in that case we need to consider more summands in (4.43), and (4.23) does not hold any longer; also no terms may be neglected. However, simulations show that the the solution nearly does not change so that figure 6 represents a good approximation.
Let us now briefly discuss the relation between the cerebral compliance κ and the poroelastic parameters. The large coefficient of ∇ 2 p in (2.4) justifies the approximation p = p(r) (which is not bad compared with our solutions). Let us not consider arterial pressure for the moment. In this case, the displacement solution to the poroelastic equations can be found analogously to (4.4) and is given by which has already been used earlier this section. It is important, however, to note that we were only allowed to use this approximation for the compliance because of our assumption of quasi-constant parameters. Without this simplification, α may not be dragged out of the derivative in the PDE (2.4). Of course, in numerical simulations it is possible to take α directly to be a non-quasi-constant parameter 29 dependent on the pressure. In this case, α stays inside the time derivative, and its functional dependence on p is of a different form. Let us for example assume κ(p) = 1 e(p − p 0 ) . (5.12)
