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ABSTRACT
We study an important, yet largely unexplored problem of large-
scale cross-modal visual localization by matching ground RGB
images to a geo-referenced aerial LIDAR 3D point cloud (rendered
as depth images). Prior works were demonstrated on small datasets
and did not lend themselves to scaling up for large-scale applica-
tions. To enable large-scale evaluation, we introduce a new dataset
containing over 550K pairs (covering 143km2 area) of RGB and
aerial LIDAR depth images. We propose a novel joint embedding
based method that effectively combines the appearance and se-
mantic cues from both modalities to handle drastic cross-modal
variations. Experiments on the proposed dataset show that our
model achieves a strong result of a median rank of 5 in matching
across a large test set of 50K location pairs collected from a 14km2
area. This represents a significant advancement over prior works
in performance and scale. We conclude with qualitative results to
highlight the challenging nature of this task and the benefits of
the proposed model. Our work provides a foundation for further
research in cross-modal visual localization.
CCS CONCEPTS
• Information systems → Multimedia and multimodal re-
trieval; • Computing methodologies→ Matching;
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1 INTRODUCTION
The real-world environment can be represented inmany datamodal-
ities that are sensed by disparate sensing devices. For example, the
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Figure 1: A brief illustration of our cross-modal geo-localization ap-
proach bymatching a query ground RGB image to a geo-referenced
aerial LIDAR 3D point cloud rendered as depth images.
same scene can be captured as an RGB or IR image, a depth map, or
a set of 3D point clouds. Due to significant growth in the availability
and diversity of sensors, the problem of matching data across het-
erogeneous modalities has gained noticeable momentum in recent
years. Moreover, being able to match an image to different data
modalities, whose acquisition is simpler/faster, opens more oppor-
tunities for visual localization (VL) across different autonomous
platforms, e.g., unmanned-ground vehicles.
In this paper, we target the problem of matching instances across
diverse data modalities in a large-scale setting. Specifically, our
goal is to localize a given street-level RGB image by querying a
geo-referenced database from a different data modality, i.e., LIDAR
(Fig. 1). Prior works [8, 9, 50] are limited in tackling this task since
they (1) were evaluated on small benchmark datasets and reported
low accuracies, (2) heavily relied on hand-crafted features resulting
in limited robustness to cross-modal appearance variations, and (3)
operated mostly in specific settings such as urban areas. As a result,
it has been difficult to establish the effectiveness of such works for
real-world applications.
We address this problem by contributing a learning-based ap-
proachRGB2LIDAR and creating a large-scale dataset , referred to
as GRAL, to evaluate large-scale cross-modal retrieval. GRAL con-
sists of 550K location-coupled cross-modal pairs (covering 143km2
area) collected automatically from Google Street View and USGS
LIDAR data based on location coordinates. We choose 3D point
cloud data from a LIDAR sensor for constructing the geo-referenced
database. LIDAR, that directly senses the world in 3D, has recently
become a popular data source for localization [33, 80, 87]. We partic-
ularly examine data acquired from an airborne LIDAR sensor. This
problem is challenging compared to matching images across time
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(ground-to-ground) [12, 51, 55, 56, 74], or viewpoint changes in the
same modality (ground-to-aerial) [30, 46, 63, 73, 81]. Additionally,
since LIDAR data points on vertical surfaces are often missing from
aerial collections [50], the matching problem becomesmore difficult.
The benefit of using an aerial LIDAR collection system is that it cov-
ers a larger area much faster than the traditional time-consuming
collections from the ground. Thus, matching technologies between
ground RGB images and aerial LIDAR can benefit many VL appli-
cations where the geographical tags for images are unavailable,
including historical images, self-driving cars, and images taken
from GPS-denied or GPS-challenged environments. Instead of di-
rectly using 3D point clouds, we use LIDAR depth images generated
from the projections of the point cloud data at a uniform grid of
2D locations on the ground plane. LIDAR data remains somewhat
invariant to the projections in 2D and hence allows matching across
modalities [50]. Moreover, it is easier to tackle large-scale visual
localization in 2D as compared to 3D, since it is hard to work with
3D maps for large areas [66, 68].
The proposed approach (RGB2LIDARVL)will enable autonomous
vehicle-robot navigation. The traditional solution to this problem
has been to use costly LIDAR sensors to localize the robot using geo-
referenced LIDAR data in 3D world coordinates. The new trend is to
use low-cost cameras (cf. LIDAR) to match with the geo-referenced
3D database, which requires 2.5D rendering from the 3D database
due to the difficulty of direct 2D-3D matching [4, 14, 29]. In GPS-
challenged environments, it typically involves two steps: (1) coarse
search (or, geo-tagging [50]) of the 2D input image to find a set of
candidate matches of 2.5D maps from the database, (2) fine align-
ment performs 2D-3D match verification for each candidate and
returns the estimated 3D (6-DoF) geo-pose. As long as the candidate
list includes the correct match, the fine alignment step can estimate
accurate 3D geo-pose. Our work is the first to provide a large-scale
cross-modal RGB to aerial LIDAR based solution for the first step
(i.e., coarse search). The potential benefit from this application (such
as 3D alignment) cannot be enabled from image-to-image (either
ground-to-ground or ground-to-aerial) localization.
To the best of our knowledge, RGB2LIDAR is the first deep
learning-based approach for large-scale cross-modal VL. The pro-
posed method is based on utilizing multimodal deep convolutional
neural networks (CNN) to learn joint representations for ground-
level RGB images and aerial LIDAR depth images. This formulates
cross-modal VL as a retrieval problem, that matches query RGB im-
ages to geo-referenced LIDAR depth images in the database (Fig. 1).
Since the data from the two modalities exhibit large variations in
appearances (Fig. 2), appearance information alone is not sufficient
for identifying accurate correspondences. Semantic information can
help significantly in this regard, as it focuses on the overall scene lay-
out, and are generally more consistent as compared to appearance
cues across heterogeneous data modalities (Fig. 3) [2, 61, 67, 68].
We use the representations generated from segmentation networks
for LIDAR depth maps as semantic cues. However, it is difficult to
obtain labels for training these models. We thus study and compare
two complementary methods to tackle this issue. The first method
is based on training a LIDAR segmentation network using cross-
modal weak supervision from the segmentation maps of the paired
RGB images from GRAL. The second involves training a segmen-
tation network on a recently introduced DublinCity dataset that
is the first semantic labeled dataset for dense aerial laser scanning
[95]. To effectively fuse the appearance and semantic cues, we train
multiple joint embedding models using different combinations of
cues, and perform a weighted fusion.
Our experiments show that the proposed RGB2LIDARmodel per-
forms significantly better than prior works and baselines (Table 1).
Our appearance-only joint embedding model achieves a median
rank of 19 in matching across a large test set, whereas the random
baseline is 24, 921 (Table 2). The proposed fusion with semantic
cues achieves median rank 5, a relative improvement of 73.6% over
the appearance-only model. We also highlight the benefits of using
weak cross-modal supervision for obtaining semantic cues. We be-
lieve that the underlying ideas and dataset developed in this work
will open up avenues for further work in cross-modal VL.
Contributions: The main contributions of this work can be sum-
marized as follows.
(1) We study an important, yet largely unexplored problem of
large-scale cross-modal visual localization. Prior works were
demonstrated on small datasets and did not lend themselves
to scaling up for large-scale applications. We hope our work
will encourage future work in cross-modal VL.
(2) We propose, to the best of our knowledge, the first deep
learning-based method for cross-modal VL. The proposed
RGB2LIDAR method is based on training joint representa-
tions and simultaneously utilizing appearance and semantic
cues from cross-modal pairs.
(3) To enable large-scale evaluation for the task of cross-modal
VL, we introduce a new large-scale dataset containing 550K
location-coupled cross-modal pairs of ground RGB images
and rendered depth images from aerial LIDAR point cloud
covering around 143km2 area (cf. 5km2 from [50]).
(4) We compare two complementary approaches for training
the semantic segmentation network (used to obtain seman-
tic cues) for LIDAR depth images– first based on weakly
supervised training of a LIDAR depth segmentation network.
The second is based on training with full supervision from a
dataset of limited diversity.
(5) We perform extensive experimental studies to establish the
challenging nature of this problem and show the advantages
of the proposed model compared to prior works. The pro-
posed model achieves a strong result of a median rank 5 in
matching across a large test set of 50K location pairs col-
lected from a 14km2 area.
2 RELATEDWORKS
Visual Localization: Vision-based methods generally localize [5,
28, 43, 55, 65, 67] or categorize [60, 64, 83] a query image based
on a database of geo-referenced images or video streams [3, 6, 42].
Most prior works consider the problem of visual localization by
matching location-coupled image database collected from the same
viewpoint and sensor modality (Electrical-Optical Camera) as the
query image. Significant work has been done in recent years in
this direction utilizing hand-designed feature descriptors [18, 41],
pre-trained CNN based features [13, 71, 72], and feature learning
based approaches [55, 56, 67, 68, 94]. Although these methods show
good localization performance, their applications are limited by the
difficulty in collecting reference ground images covering a large
area. We refer our readers to [57], [47] and [24] for a comprehensive
reviews on state-of-the-art approaches on vision-based localization.
Cross-View Visual Localization: To overcome the limitation
of ground collections, several recent works have tried to localize
ground-level image by matching against reference aerial imagery,
which are easier to obtain [30, 45, 46, 63, 69, 73, 81]. However,
these cross-view localization approaches suffer from significant
perspective distortion due to the drastic viewpoint changes. The
performance of these methods are also quite low when matching
to single-view query images, and requires panoramic ground-view
images as queries to achieve good accuracy.
Cross-Modal Visual Localization: Over the last decade, we
have seen significant growth in the availability and diversity of
sensors. Matching an image to different data modalities, that are
simpler to be collected, opens more opportunities and possibilities
for large-scale visual localization. However, this problem has been
rarely investigated and has relied heavily on hand-crafted features
[9, 50, 57, 76]. In contrast to prior works, we propose the first
deep learning method to tackle this problem and demonstrate its
feasibility for large-scale visual localization.
Image-to-LIDAR Visual Localization: Our data choice for
cross-modal visual localization is matching ground RGB images
to aerial geo-referenced LIDAR depth data [8, 50]. In terms of the
experimental setup, our work is most closely related to [50]. How-
ever, [50] needs manually annotated building outlines for the query
image during matching, which is not practical for large-scale ap-
plications. [50] also depends on local feature matching and urban
scene to get distinctive features and is thus unlikely to work when
paired images are not strongly aligned. A closely related work uses
geometric point-ray features to compute candidate query poses
without any appearance matching [8]. However, the method is also
limited to urban settings and depends heavily on the availability
of building corners in the image. Moreover, utilizing hand-crafted
features limits the performance of these approaches [8, 50]. Addi-
tionally, they are evaluated on very few queries and the reported
accuracy is also quite low.
Joint Embedding: Joint embedding models have shown excel-
lent performance on several multimedia tasks, e.g., cross-modal re-
trieval [10, 19, 31, 38, 53, 54, 75, 77, 82, 84], image captioning [35, 49],
image classification [23, 25, 32] video summarization [15, 58], cross-
view matching [81]. Cross-modal retrieval methods require com-
puting similarity between two different modalities, e.g., RGB and
depth. Learning a joint representation naturally fits our task of
cross-modal RGB-LIDAR retrieval since it is possible to directly
compare RGB images and LIDAR depth images in such a joint space.
3 APPROACH
In this section, we describe the proposed GRAL dataset and the
RGB2LIDAR approach.
3.1 GRAL Dataset
A major obstacle in exploring the large-scale cross-modal visual
localization task is that none of the existing datasets are suitable for
evaluation. To mitigate this issue, we create a new dataset which
contains over 550K location-coupled pairs of ground RGB images
and depth images collected from aerial LIDAR point clouds (Fig. 2).
We shall refer to this dataset as the Ground RGB to Aerial LIDAR
(GRAL) dataset. Although the primary purpose of this dataset is
to evaluate cross-modal localization, it also allows us to evaluate
matching under challenging cross-view setting. See the project
page 1 for additional details.
3.1.1 DataCollection. We select a 143km2 area around Prince-
ton, NJ, USA for data collection. We choose the area as it contains di-
verse urban, suburban and rural terrain characteristics. Our dataset
contains a wide variety of scenes including forest, mountain, open
country, highway, city interior, building, street etc. Note that, the
LIDAR to image geo-localization approach in [50] also collected
data from New Jersey but within a 5km2 area.
To ensure that each ground RGB image is paired with a single
distinct depth image from aerial LIDAR, we create our dataset in
two phases. First, we download available ground RGB images in
the selected area for different GPS locations (latitude, longitude)
using the Google Street View API. Second, we use LIDAR scan of
the area from USGS to create a Digital Elevation Model (DEM) and
from the DEM, location-coupled LIDAR depth images are collected
for each street view images. For each location, we used 12 heading
(0° to 360° at 30° intervals) for data collection.
Harvesting Ground RGB Images: We collect ground RGB im-
ages by densely sampling GPS locations. As the images are only
available on streets from Google Street View, RGB imagery is not
available in many locations in the selected area and Google returns
a generic image for these locations. We use image metadata from
the street view API to filter these images. We ensure that selected
locations are 5 meters apart as we empirically found that spacing
the samples around 5 meters apart tended to get a new image. We
ultimately list about 60K GPS coordinates on the streets for data col-
lection. We hard set the image pixel size (640 × 480), the horizontal
field of view as 60 and pitch as 0 in the API.
Harvesting LIDAR Depth Images: We collect aerial LIDAR
point-cloud of the selected area to create a DEM which is ren-
dered exhaustively from multiple locations and viewpoints. For
each GPS location containing RGB images, we render the LIDAR
depth images from 1.7m above the ground. A digital surface model
is used for height correction above sea level. We remove the depth
images with no height correction and corresponding RGB images
as we empirically found the viewpoint of these depth images are
different from paired RGB images in most cases. We also remove
the pairs where more than 60% pixels are black in the depth image.
Insufficient accuracy of instruments (GPS and IMU) and calibra-
tion issues may add some noise in data collection. Hence, there
may exist some mis-alignment between location-coupled RGB and
LIDAR depth images. To ensure good alignment between RGB and
LIDAR depth images, we manually select a set of 100 locations
on the LIDAR point cloud and corresponding points from Google
1https://github.com/niluthpol/RGB2LIDAR
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Figure 2: Example pairs of ground RGB images and aerial LIDAR
depth images from the GRAL Dataset. RGB images are collected
from Google Street View and depth images are collected by render-
ing aerial LIDAR point cloud from USGS.
Earth and then calculated the best fitting offset to bring the LIDAR
point cloud closest to the points on Google Earth. The offset is
(2.77m easting, 0.18m northing) in UTM coordinates. We consider
this offset when rendering LIDAR depth images.
3.1.2 Dataset Summary. Collecting readily available data from
Google and USGS allowed us to create a large dataset without any
manual effort. However, as the data collection process may intro-
duce some mis-alignment in the dataset, we attempted to limit the
issue by finding an offset based on a few manually selected points.
The dataset still may encounter small horizontal and vertical mis-
alignment in some cases (e.g., (b) in Fig. 2). Moreover, as the LIDAR
data collection is performed from an airborne sensor, the rendered
depth images may miss many pixels (e.g., (b) in Fig. 2). A change in
the scene is also observed in some cases due to the time difference
in the data collection of Street View and LIDAR. The dataset also
exhibits challenges common in most visual localization datasets,
such as dynamic aspects of environment (e.g., (a) in Fig. 2).
To evaluate how our approach generalizes to unseen areas, we
hold out a part of images for testing and another part for validation.
Dataset split was done spatially. We use approximately 20% of the
area for collecting validation images, 10% of the area for collecting
testing images, and the rest for training. The collected dataset finally
contains 557, 627 location-coupled pairs with 417, 998 pairs for
training, 89, 787 pairs for validation and 49, 842 pairs for the testing.
For each unique location, we initially collected 12 pairs based on
different heading. However, after cleaning, the number of pairs for
some locations may be less.
3.2 RGB2LIDAR
We consider that during training we are provided with paired ex-
amples of RGB images and LIDAR depth images captured from
the same geo-location. During testing, we perform cross-modal re-
trieval to find the geo-location of a query RGB image by matching
it with a geo-referenced database of LIDAR depth images (Fig. 1).
We first describe a general framework for cross-modal matching
based on learning a joint multimodal embedding using appearance
information (Sec. 3.2.1). This task is challenging since it involves
matching examples across modalities exhibiting large disparities
in appearance characteristics. As a result, appearance information
alone is not sufficient for yielding high-quality matches. In com-
parison to appearance information, higher-level scene information
is generally better preserved across inputs, from different visual
sensors, capturing the same scene [2, 61, 67, 68]. We thus propose
to use semantic information from intermediate feature maps gen-
erated from semantic segmentation networks for both modalities.
We then discuss the proposed overall approach for fusing joint
embeddings learned on different combination of appearance and
semantic cues for improved cross-modal matching (Sec. 3.2.2). A
key issue with using semantic information for LIDAR is that it is dif-
ficult to obtain or annotate semantic segmentation maps for LIDAR
depth images. To tackle this issue, we explore two approaches in
Sec. 3.2.3. The first is based on using weak cross-modal supervision
from the RGB modality to train a segmentation network for the
LIDAR depth images. The second approach is based on using repre-
sentations from a segmentation network for LIDAR depth images
trained on a different (smaller) dataset with ground-truth labels.
The two approaches are complementary in that the first approach
utilizes noisy annotations but has access to larger in-domain data.
While the second approach uses a cleaner data from a small possibly
out-of-domain dataset.
3.2.1 Training JointMultimodal Embedding. Weuse a triplet
ranking loss to embed both modalities in a common embedding
space using the training pairs [21, 34, 37, 75, 91]. We denote the
feature vector of RGB image and LIDAR depth image as fr (∈ RI )
and fd (∈ RL) respectively. We use a linear projection to project
both modalities in a common space– rp =W (r ) fr (rp ∈ RJ ) and
dp = W (d ) fd (dp ∈ RJ ). Here,W (r ) ∈ RJ×I andW (d ) ∈ RJ×L
project RGB and LIDAR depth maps to the joint space respectively.
Using pairs of feature representation of RGB images and corre-
sponding depth images, the goal is to learn a joint embedding such
that the pairs from similar geo-locations, i.e., positive pairs are
closer that than negative pairs in the feature space. We achieve this
by using a bi-directional triplet ranking loss as shown below:
Lp =max
dˆ p
[∆ − S(rp ,dp ) + S(rp , dˆp )]+
+max
rˆ p
[∆ − S(rp ,dp ) + S(rˆp ,dp )]+
(1)
where [x]+ = max(x , 0), Lp is the loss for a positive pair (rp ,dp ),
rˆp and dˆp are the negative samples for rp and dp respectively. ∆
is the margin value for the loss. We use cosine similarity as the
scoring function S(rp ,dp ). We sample the negatives in a stochastic
manner from each minibatch.
We utilize this framework to learn multimodal embeddings for
different combinations of appearance and semantic features from
the two modalities. We rely on using features from the semantic
segmentation networks trained for both RGB and LIDAR depth
images for semantic information. Although there are prior works on
segmenting point clouds [27, 40, 79], they are not directly applicable
to aerial LIDAR depth images in our setting. We later discuss two
approaches for obtaining segmentations from LIDAR depth maps.
3.2.2 Combining Appearance and Semantic Cues. In or-
der to exploit both the appearance and semantic information effec-
tively, we construct our retrieval system based on a model ensemble
[22, 59], where multiple expert models are generated strategically
and combined to obtain a high-quality predictor. As the success
of ensemble approaches depends significantly on the diversity of
models inside the ensemble [59], it is important for us to choose a
diverse set of joint embeddings. We propose to use both appearance
and semantic features by training four joint embedding models uti-
lizing different combinations of these features from the RGB and the
LIDAR depth images. We train these models using the multimodal
embedding framework discussed in Sec. 3.2.1.
At the time of retrieval, given a query ground image r , the simi-
larity score of the query is computed in each of the joint embedding
spaces with LIDAR imagesd from the dataset. Ourmixture of expert
model uses a weighted fusion of scores for the final ranking.
S(r ,d) = w1SApp−App (r ,d) +w2SApp−Sem (r ,d) +
w3SSem−App (r ,d) +w4SSem−Sem (r ,d) (2)
where hyphen (-) symbol in subscript below S separates features
from RGB and LIDAR depth used in learning joint the representa-
tions. For example, SApp−Sem refers to the similarity score calcu-
lated in the joint space trained with appearance feature from RGB
and semantic feature from LIDAR depth. The values ofw1,w2,w3,
w4 are chosen empirically based on the validation set.
In this work, we adopt a simple fusion strategy since our focus
is to investigate the importance of utilizing multiple cues together
for the task and whether it leads to a significant improvement over
using only one of the cues. We later show in experiments that such a
strategy helps in improving results highlighting the complementar-
ity of the embedding models. We believe more sophisticated fusion
strategies (e.g., [48, 88]) will further improve the performance of
our retrieval model. We leave this as future work.
3.2.3 Semantic Cues for LIDARDepth Images. We use fea-
ture maps generated from pre-trained segmentation networks from
each input modality as the semantic cues. For RGB modality, we
use a pre-trained segmentation network [7], which works reason-
ably well. However, to the best of our knowledge, there exists no
pre-trained segmentation network for aerial LIDAR point-clouds.
Moreover, it is extremely difficult to obtain manual annotations for
training segmentation networks on LIDAR depth images. We also
observe that directly utilizing features from networks trained on
RGB images for extracting semantic cues from LIDAR images and
then training joint embeddings results in poor performance. We
explore two complementary approaches to tackle this issue.
Weak Cross-Modal Supervision: The first method is inspired
by the success of supervision transfer from paired multi-modal data
in several vision and multimedia tasks [16, 26, 85]. Our method
is motivated by two simple intuitions- (1) although there exist no
pre-trained segmentation networks for aerial LIDAR depth images,
there exist powerful segmentation networks for RGB images, and
(2) the RGB and the LIDAR depth images are weakly aligned, and
thus the RGB segmentation maps contain useful information about
the general layout of the captured scene. We utilize the segmenta-
tion maps extracted from the paired RGB image as the ground-truth
maps to train the segmentation network for LIDAR depth maps.
We believe that due to the weak alignment between the modali-
ties, the RGB segmentation maps contain sufficiently rich signals
to train a reasonable segmentation network for the LIDAR depth
images. Further, deep networks have been shown to be robust to
noisy ground-truth and having some ability to self-correct their es-
timate of the noisy ground-truth in tasks such as weakly supervised
segmentation and unsupervised machine translations [36, 39].
Full supervision from a smaller dataset: A possible drawback
with the first approach is the use of noisy annotations from RGB
modality, which are only weakly aligned with the LIDAR modality.
This could result in a weak model that may not generalize well.
We also explore a second approach where we use features from a
segmentation network trained on a different dataset. We use the
DublinCity dataset which contains labeled LIDAR point clouds col-
lected around Dublin city centre and it is the first labeled dataset
for a dense Aerial Laser Scanning [95]. Although the dataset pro-
vides clean labels for training, the coverage area is small (2km2)
and thus allows to collect a limited diversity of scenes. Hence, de-
spite using cleaner labels the segmentation network is only trained
with a smaller diversity of images and could contain out-of-domain
examples, which might not transfer well.
We later show these complementary approaches are able to
provide useful semantic cues for retrieval, highlighting the need for
using alternate forms of supervision for cross-modal localization.
4 EXPERIMENTS
We now evaluate our method on the task of cross-modal VL by
retrieving aerial LIDAR depth images by using the ground RGB
images as queries. We first describe the evaluation metric and the
implementation details. Then, we establish useful baselines on the
proposed dataset and highlight the challenging nature of the task
and the dataset. We position our work relative to the prior works
on cross-modal VL through a discussion due to the difficulty of
an empirical comparison since these methods used nonstandard
datasets and pipelines. Next, we perform an analysis of our model
to establish the benefits of the proposed fusion of appearance and
semantic cues for cross-modal retrieval. We also evaluate differ-
ent approaches for training the segmentation networks for LIDAR
depth images and provide useful insights for future works. We
finally present some qualitative results.
Evaluation Metric: We use standard evaluation metrics used in
prior cross-modal retrieval tasks [20, 37, 52]. We report R@K (Recall
at K) that calculates the percentage of queries for which the ground
truth (GT) results are found within the top-K retrievals (higher is
better). 5m R@1 calculates the percentage of queries for which the
best matching sample is found within 5-meter distance to the GT.
We also report MedR which calculates the median rank of the GT
results in the retrieval (lower is better).
ImplementationDetails:The joint embeddingmodels are trained
using a two-branched neural network consisting of expert networks
for encoding each modality and corresponding fully-connected lay-
ers to transform their outputs to a joint (aligned) representation
(J = 1024) [37, 75]. We initialize appearance and semantic CNN
models for both modalities using networks pre-trained for image
classification and semantic segmentation respectively. We use an 18
layer wide-ResNet model [89] pre-trained on Places365 [92] as the
RGB appearance CNN. We initialize the depth appearance model
with pre-trained weights from the same appearance CNN, which we
find works reasonably well in experiments. We use PSPNet model
trained on ADE20K [93] as the semantic segmentation network for
RGB [90]. We also attempted initializing depth semantic CNN with
pre-trained RGB semantic CNN models. However, as the retrieval
Table 1: This table compares our RGB2LIDAR model with hand-
crafted and pre-trained CNN features based matching for cross-
modal localization on the GRAL dataset. The results highlight the
difficulty of the task, where hand-crafted features and deep features
only perform slightly better than chance.
Method R@1 R@5 R@10 MedR MeanR
Chance 0.002 0.010 0.020 24921 24921
GIST 0.002 0.016 0.026 21101 22479
wide-ResNet18 0.014 0.059 0.114 19028 20131
ResNet50 0.007 0.031 0.067 19887 20328
MegaDepth 0.9 3.2 5.1 1735 5628
RGB2LIDAR 27.6 51.1 57.9 5 34.5
performance was quite low, we train LIDAR depth semantic seg-
mentation models based on the approaches described in Sec. 3.2.3.
We use SegNet model [7] trained on Cityscapes [17] to initialize
the LIDAR depth segmentation network.
4.1 Baselines on GRAL dataset
Previous methods for this problem typically relied on hand-crafted
features [8, 50]. On the other hand, pre-trained CNN features has
been shown to be a strong baseline in many vision and multime-
dia tasks [62]. In Table 1, we compare RGB2LIDAR with hand-
crafted GIST, pre-trained wide-ResNet18, and ResNet50 feature-
based matching. Although directly utilizing hand-crafted or deep
features for matching is unlikely to be effective in our setting due to
viewpoint and modality differences, we provide these comparisons
to understand the difficulty of the cross-modal (and cross-view)
localization task on the proposed dataset. From Table 1, we observe
that GIST (R@1 of 0.002%), wide-ResNet18 (0.014%) and ResNet50
(0.007%) perform slightly better than chance (0.002%), whereas the
proposed RGB2LIDAR approach shows strong results (27.6%).
We also consider predicting depth cues from RGB images, and
then performing retrieval based on the predicted depth. Specifi-
cally, we predict depth cues from RGB images using a single-view
depth prediction model– MegaDepth [44] and train joint spaces
with appearance cues from LIDAR depth images. This achieves
a significantly lower performance compared to our RGB2LIDAR
model (0.9% vs. 27.6% of ours in R@1).
4.2 Comparison with Prior Work
Ground RGB to Aerial Lidar based Retrieval: It is difficult to
directly compare our approach with prior works on cross-modal
localization [8, 50] since the query images and the exact location of
LIDAR data are not available. Moreover, these methods use specific
pre-processing which makes them unfit for large-scale applications
as targeted in our work. For example, they are limited to an urban
setting and localization performance depends on the availability of
the buildings in the image. Moreover, [50] also requires manually
annotating the building outlines of query images.
Bansal et al.[8] evaluated their approach on 50 Google Street
View image queries and reported only 20% accuracy in 5m local-
ization in the top-1000 ranks in 1Km × 0.5Km area. On the other
hand, our method shows 34% accuracy in 5m localization in top-1
rank based on testing across 50K pairs. Matei et al.[50] evaluated
their approach on 14 queries in 5km2 area and reported R@1 of 7%,
Table 2: Performance of the proposed RGB2LIDAR fusion of ap-
pearance and semantic cues for the cross-modal VL task on the
GRAL dataset. We divide the table into two blocks to compare
different RGB2LIDAR methods, i.e., joint embedding with differ-
ent RGB and LIDAR features (2.1) and fusion of embeddings (2.2).
AR and SR refers to appearance and semantic features from RGB
images respectively. The (+) symbol denotes the ensemble of em-
beddings. The (-) symbol separates features from RGB images and
LIDAR depth images, e.g., AR-SL method refers to the embedding
learned using appearance feature from RGB images and semantic
feature from LIDAR depth images.
Method Evaluation MetricR@1 R@5 R@10 MedR 5m R@1
2.1
Chance 0.002 0.01 0.02 24921 0.003
AR-AL 20.3 39.0 45.1 19 26.4
SR-SL 10.6 26.8 34.8 38 14.1
AR-SL 9.5 24.3 32.0 48 12.6
SR-AL 18.6 37.2 43.6 22 24.4
2.2
AR-AL+ SR-AL 24.8 45.5 51.8 9 31.5
AR-AL+AR-SL 22.9 44.7 52.0 9 29.2
AR-AL+SR-AL+AR-SL 27.0 49.5 56.2 6 34.0
AR-AL+SR-AL+AR-SL+SR-SL 27.6 51.1 57.9 5 34.5
(Proposed)
whereas our method shows R@1 of 27.6% based on 50K queries in
14km2 area. Hence, our method is likely to be more effective and
generalizable than these methods [8, 50].
Ground-Aerial RGB based Retrieval: One of the motivations
behind this work is that the performance of present ground-aerial
methods is quite low in practice due to significant perspective dis-
tortions from viewpoint changes. Moreover, state-of-the-art ground-
aerial methods require panorama image as queries for decent per-
formance [30], whereas we use images with a 60 degree field of
view in our evaluation. We perform comparison with a prominent
cross-view localization model CVM-Net-I [30], by collecting ground
panoramas and aerial satellite images for locations in GRAL. We
follow ground-aerial image dataset CVUSA [81] data collection
protocol, which was used to train CVM-Net-I. We find that CVM-
Net-I model achieves low accuracy (i.e., R@1 =0.7%, R@5 =2.9%,
R@10 = 5.1%) in RGB→Aerial-image based localization, whereas
our RGB2LIDAR model achieves significantly better performance
(i.e., R@1 =27.6%, R@5 =51.1%, R@10 = 57.9%) in RGB→LIDAR
as shown in Table 1. Hence, we believe the proposed method is
promising as a large-scale visual localization solution.
4.3 Analysis of the Proposed Method–
RGB2LIDAR
We analyze the performance of our approach in Table 2 to show the
benefits of the proposed ideas- (i) joint embeddings, (ii) semantic
information, and (iii) overall approach using weighted ensemble-
based fusion of multiple embeddings (RGB2LIDAR), for cross-modal
retrieval. We use semantic features from the best performing seg-
mentation model trained with weak cross-modal supervision (Ta-
ble 3). We divide the table into two blocks (2.1-2.2) to aid our study.
Different Image Features for Joint Embedding: We first ana-
lyze the different combinations of appearance and semantic features
from RGB and LIDAR depth images in training the joint embeddings
Figure 3: Sample semantic segmentation output for four cross-modal pairs. Here, pre-trained SegNet model is used for RGB image segmen-
tation and segmentation network trained with weak cross-modal supervision is used for LIDAR depth image segmentation. The palette for
semantic segmentation is as follows: sky, building, pole, road marking, road, pavement, tree . Best viewed in color.
in block-2.1. We observe that all four combinations perform reason-
ably well compared to the chance baseline. Utilizing the appearance
features from both modalities seems to be performing the best. We
note a drop in performance when using the semantic features, in-
stead of the appearance features, in learning the joint embedding
(R@1 is 20.3% for AR-AL, 9.5% for AR-SLand 18.6% for SR-AL). We
expect a higher drop for the case when using semantic features for
the LIDAR depth images since the semantic segmentation network
for the LIDAR modality is trained with noisy labels. Moreover, the
rendered depth images are generally misaligned relative to their
RGB counterparts leading to further noise in the generated seg-
mentations (Fig. 2). On the contrary, the drop in performance while
using semantic features for the RGB modality is not significant
(−1.7% absolute in R@1 for SR-AL).
Fusion of Appearance and Semantics:We propose a weighted
fusion-based strategy to effectively combine the multiple joint em-
beddings (Sec. 3.2.2). The fusion weights (Eq. 2) were w1 = 0.33,
w2 = 0.16,w3 = 0.32,w4 = 0.19 and chosen based on a validation
set. The results from our weighted fusion-based approach, as shown
in block-2.2, show large improvements over single joint embedding
models (block-2.1). The proposed retrieval model utilizing both ap-
pearance and semantic cues achieves a 7.3% absolute improvement
in R@1 compared to the best performing single cue embedding
model AR-AL. We also observe improvements in fusion with the
two joint embedding models trained using semantic cues from the
LIDAR depth images (i.e., AR-SL, SR-SL). For example, AR-AL+ AR-
SLshows an absolute R@1 improvement of 2.6% over AR-AL. We
also observe improvements when comparing AR-AL+ SR-AL to the
proposed model (+2.8% absolute in R@1). We also verify that the
improvements do not occur by chance by averaging performance
across 12 randomized runs (R@1 of 27.37 ± 0.24 for proposed vs.
24.53 ± 0.19 when not using LIDAR semantic cues).
We also performed experiments with two typical early fusion
techniques (i.e., concatenation, max). We find the performance of
these baseline approaches are significantly lower (R@1 is 20.4 and
21.7 respectively) than our approach. We believe this happens since
these early fusion strategies are unable to preserve the intra-modal
invariances captured by appearance and semantic cues in the final
(fused) representation.
Table 3: Cross-modal retrieval performance with different seman-
tic feature extracted from different segmentation networks for LI-
DAR depth images in learning joint embeddings. The results show
that the semantic segmentation network trained using weak cross-
modal supervision performs better.
LIDAR Semantic Feature
(Supervision - Dataset)
RGB Image
Feature
Evaluation Metric
R@1 R@5 R@10 MedR
SegNet-RGB
(Full - Cityscapes)
Appearance 1.9 3.9 5.8 1958
Semantic 1.7 4.1 6.3 1716
SegNet-Depth
(Full - DublinCity)
Appearance 8.8 22.0 30.7 52
Semantic 9.0 23.4 30.9 53
wSegNet-Depth
(Weak - GRAL)
Appearance 9.5 24.3 32.0 48
Semantic 10.6 26.8 34.8 38
4.4 Analysis of the LIDAR Depth Image
Semantic Segmentation Network
We use feature maps from the outputs of LIDAR depth segmentation
network for semantic features. Since there are no ground-truth
annotations, we first followed the standard practice of initialization
with a pre-trained segmentation network on RGB images [7, 78].
We observe in Table 3 that the retrieval performance of this model
is quite low (1.9% in R@1) highlighting that the representations are
not directly transferable owing to the large domain (modality) gap.
We now empirically discuss the two complementary approaches
introduced in Sec 3.2.3. The first approach (wSegNet-Depth) is
trained using weak supervision from paired RGB images, while
the second (SegNet-Depth) is trained using a labeled LIDAR depth
point cloud dataset covering a smaller area.
Table 3 shows that both the SegNet-Depth and wSegNet-Depth
model significantly outperform the segmentation network initial-
ized from pre-trained RGB segmentation network. We also observe
that the SegNet-Depth model, despite being trained with noisy su-
pervision, performs slightly better than the SegNet-Depth trained
on DublinCity (e.g.10.6% vs. 9.0% R@1 with semantic features from
RGB). We believe this happens since the SegNet-Depth is trained on
out-of-domain images collected in a smaller area and is thus not able
to generalize as well as the wSegNet-Depth, which is trained on in-
domain examples covering a larger area. However, the performance
gap is not huge given that SegNet-Depth is trained on a smaller
Proposed (1) 
(1)
Appearance (16)Query
(a)
Appearance (71) Proposed (23)Query
(d)
(b)
Proposed (1)Appearance (25)Query
(c)
Proposed (1)Appearance (6)Query
Proposed (12)Appearance (10)Query
(f)
Proposed (11)Appearance (458)Query
(e)
Figure 4: Showing six query RGB images and top-1 retrieved LIDAR depth image obtained using appearance-only embeddings and the pro-
posed method (fusing appearance and semantic cues). We also show the corresponding cross-modal pairs below each image and the rank of
the ground-truth depth image in brackets for each method. We observe both the proposed RGB2LIDAR method works well in retrieving the
ground-truth match from a large set of about 50K candidates with good accuracy.
area (2km2 vs 101km2 in GRAL), which shows the advantages of
using clean labeled data. Prior works on learning from noisy su-
pervision have also shown that large quantities of noisy labels are
required to match the performance of clean labels [1, 11, 70, 86]. We
obtain further improvements by fine-tuning the weakly supervised
model with clean labeled data (e.g., R@1 of 28.2% compared 27.6%
reported in Table 2). We believe that although the performance of
cross-modal VL will improve as more labeled LIDAR point clouds
become available, there is potential in combining weak and full su-
pervision for this task. We also hope that our findings will motivate
future works in the exploration of freely available weak cross-modal
supervision for handling multiple modalities for this task. We show
segmentation outputs for four LIDAR depth images generated using
the wSegNet-Depth segmentation network in Fig. 3.
4.5 Qualitative Results
In Fig. 4, we show six cases of query ground RGB images along with
the top-1 retrieved LIDAR depth images using RGB2LIDAR and the
appearance-only embedding baseline. These results highlight the
challenging nature of this task especially the high visual similarity
between different urban scenes, which necessitates the need for
representations that are discriminative yet invariant to cross-modal
appearance variations [67]. Overall, we observe both the proposed
model and the appearance-only embedding baseline works well in
retrieving the ground-truth match from a large set of about 50K
candidates with good accuracy. However, our proposed fusion is
able to consistently perform better in most cases. We expect this
since cross-modal matching needs to deal with major changes in
appearance across modalities, and semantic properties of a scene
are generally more invariant to such factors. For example, in (e) the
appearance-only model performs poorly in retrieving the ground
truth as the appearance cues seem to confuse the bridge with the
building outline, while the combined model is able to resolve this
ambiguity. Since the segmentation of LIDAR depth images is not
perfect, the proposed model could sometimes degrade retrieval
performance, e.g., (f).
5 CONCLUSION
We propose a new approach for large-scale cross-modal visual local-
ization by matching query ground RGB images to a geo-referenced
depth image database constructed from aerial LIDAR 3D point
cloud. The proposed RGB2LIDAR approach is based upon a deep
embedding based framework that capitalizes only on automati-
cally collected cross-modal location-coupled pairs in training and
simultaneously utilizes appearance and semantic information by
using an ensemble approach for efficient retrieval. We introduce
a new dataset GRAL to evaluate the large-scale cross-modal VL
task. We also compare two complementary approaches, that do not
require any labels from our dataset, for training the segmentation
network (used to obtain semantic cues) for LIDAR depth images.
The proposed approach is expected to generalize well to unseen
locations based on the strong results of a median rank 5 in matching
across a test set of about 50K location candidates covering an area
of 14km2. The underlying ideas developed in this work can be ap-
plied to matching RGB images to other data choices for localization,
e.g., 3D point clouds from other sensors, CAD model. In the future,
cross-modal visual localization could be a useful primitive across
autonomous platforms. The proposed approach takes a crucial step
towards realizing that vision.
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