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Model complexity is an important factor to consider when selecting among Bayesian net-
work models. When all variables are observed, the complexity of a model can be measured by
its standard dimension, i.e., the number of linearly independent network parameters. When
latent variables are present, however, standard dimension is no longer appropriate and eﬀec-
tive dimension should be used instead [Proc. 12th Conf. Uncertainty Artiﬁcial Intell. (1996)
283]. Eﬀective dimensions of Bayesian networks are diﬃcult to compute in general. Work
has begun to develop eﬃcient methods for calculating the eﬀective dimensions of special net-
works. One such method has been developed for partially observed trees [J. Artiﬁcial Intell.
Res. 21 (2004) 1]. In this paper, we develop a similar method for partially observed polytrees.
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When learning Bayesian network models from data, one needs to compare
diﬀerent candidate models. Usually, this is done using a scoring function. From
the Bayesian perspective, a natural score is the marginal likelihood [1]. In some
special cases, the marginal likelihood of a model can be computed using a
closed-form formula [1]. In general, exact computation of marginal likelihood
is intractable. In practice, an approximation of (the logarithm of) the mar-
ginal likelihood called the Bayesian Information Criterion (BIC) [9] is usually
used.
The BIC score consists of two parts: one measures the ﬁt of a model to data and
the other penalizes the model according to its complexity. The complexity of a model
is measured by its standard model dimension, i.e. the number of linearly independent
model parameters.
When all variables are observed, the BIC score has been proved to be an asymp-
totic approximation of the marginal likelihood. Moreover it is consistent in the sense
that, given suﬃcient data, the BIC score of the generative model—the model from
which data were sampled—is larger than those of any other models that are not
equivalent to the generative model [4].
When latent variables are present, however, the BIC score is no longer an asymp-
totic approximation of the marginal likelihood [2]. This can be, to some extent, rem-
edied by using eﬀective dimension to replace standard dimension. Here the eﬀective
dimension of a model is the rank of the Jacobian matrix of the mapping from the
parameters of the model to the parameters of the marginal distribution of the ob-
served variables. If we replace standard model dimension with eﬀective model dimen-
sion in the BIC score, the resulting scoring function, called the BICe score, is an
asymptotic approximation of the marginal likelihood almost everywhere except
for some singular points [3,8]. There is also empirical evidence suggesting that model
selection can sometimes be improved if the BICe score is used instead of the BIC
score [5].
In order to use the BICe score in practice, we need to compute eﬀective dimen-
sions in an eﬃcient way. This is not a trivial task. The number of rows in the Jaco-
bian matrix increases exponentially with the number of observed variables. Hence,
the construction of the Jacobian matrix and the calculation of its rank are both com-
putationally prohibitive. Moreover they have to be done algebraically or with very
high numerical precision to avoid degeneration. The necessary precision grows with
the size of the matrix.
Nonetheless, fast computation of eﬀective dimension is possible for special classes
of Bayesian networks. Settimi and Smith [10,11] studied trees with binary variables
and latent class (LC) models with two observed variables. They have obtained a
complete characterization of the eﬀective dimensions of models in these two classes.
Here, an LC model is the same as a Naive Bayes model except that the class variable
is hidden. Zhang and Kocˇka [13] have proven a theorem that decomposes, for the
purpose of eﬀective dimension calculation, a partially observed tree into a collection
of LC models. The eﬀective dimension of an LC model can be computed directly
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by Kocˇka and Zhang [5].
In this paper we extend the work by Zhang and Kocˇka [13] to partially observed
polytrees. We prove three theorems: The ﬁrst theorem decomposes, for the purpose
of eﬀective dimension calculation, a partially observed polytree into what we call
compact polytrees; The second theorem decomposes compact polytrees into what
we call primitive polytrees; The third theorem establishes a relationship between
the eﬀective dimensions of primitive polytrees to those of some LC models. These
LC models are obtained from the primitive polytrees via some simple transforma-
tion. Together, the three theorems suggest a fast method for computing the eﬀective
dimensions of partially observed polytrees.2. Background
In this section, we quickly review the concepts and notations that will be used in
subsequent sections.
We begin with some notational conventions. We will consider only random vari-
ables that have a ﬁnite number of states. Capital letters such as X and Y will denote
variables and lower case letters such as x and y will denote states of variables. The
domain and cardinality of a variable X will be denoted by XX and jXj, respectively.
Bold face capital letters such as Y denote sets of variables. XY denotes the Cartesian
product of the domains of all variables in the set Y. Elements of XY will be denoted
by bold lower case letters such as y and will sometimes be referred to as states of Y.
Unless explicitly stated otherwise, the variables O, H will denote observed variable
and latent variable respectively.
2.1. Graphs and Bayesian networks
A graph G is a pair (N,E), where N is a set of nodes and E is a set of edges. An
Acyclic Directed Graph (DAG) is a graph where all edges are directed and there are
no directed cycles. If two nodes X and Y are connected by a directed edge X! Y,
then node X is the parent of node Y and Y is the child of X. The set of all the parents
of Y is denoted by Pa(Y) and the set of all the children of X is denoted by Ch(X). The
union of a nodes children and parents is called neighbors. We use Ne(X) to denote
the neighbors of node X. Then we have Ne(X) = Pa(X) [ Ch(X). The union of par-
ents, children and parents of children of a node is called the Markov boundary of the
node. We use Mb(X) to denote the Markov boundary of node X. Then we have
Mb(X) = Pa(X) [ Ch(X) [ Z2Ch(X)Pa(Z). A node X in a DAG is d-separated by its
Markov boundary Mb(X) from all other nodes [6].
A Bayesian network is a pair (G,hG) where G is a DAG representing the structure
of the Bayesian network and hG is a collection of parameters. The parameters de-
scribe the conditional probability distribution P(XjPa(X)) for each variable X given
its parents Pa(X). A Bayesian network represents a joint probability distribu-
tion P(NjG,hG) via the factorization formula P(NjG,hG) = X 2 NP(XjPa(X)).
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In particular, any node A is independent of all other nodes given its Markov
boundary.
A structure or model is completely observed if all its nodes are observed. Otherwise
it is partially observed. Unobserved nodes are called latent nodes. A Bayesian network
model M(G) is the set of all joint probability distributions over the observed nodes
that can be represented by the Bayesian network (G,hG).
2.2. Tree models
A Bayesian network model whose DAG is a rooted tree is referred to as a tree
model or simply a tree. A latent class (LC) model is a special tree model that consists
of one latent node and a number of observed nodes. A tree model is regular if for
each latent node H the following holds j H j6 jNeðHÞj
maxZ2NeðHÞjZj. In words, a tree model is
regular if its latent nodes do not have too many states. Each irregular tree is equiv-
alent to some regular tree, which can be obtained via a simple regularization process
that reduces the cardinality of the latent nodes concerned [12]. Therefore one needs
only to consider regular trees during model selection.
2.3. Polytree models
In a rooted tree, each node has at most one parent. In a polytree, a node may have
multiple parents and there are no cycles in the underlying undirected graph. We de-
ﬁne leaf node in polytrees to be the node with no children. A nonleaf node is called an
internal node. A polytree model or simply a polytree is a Bayesian network model
whose DAG is a polytree. In a polytreeM, all the nodes that are reachable(regardless
of the orientation) from a node A when node X is removed are called reachable nodes
from A when X is removed. The submodel induced by these nodes in conjunction
with links among them is called submodel at A away from X.
In the rest of this paper, we will be concerned with partially observed polytrees.
When we speak of polytrees, we always mean partially observed polytrees. Adjacent
latent nodes are allowed in such models. See Fig. 1 for an example.
Just as we have a concept of regularity of trees, we also have a concept of regu-
larity for polytrees. Intuitively, a polytree is regular if its latent nodes do not have
too many states. We make this concept more precise. Suppose H is a latent node
in polytree model M. Denote its parents by Pi (i = 1, . . ., I). For each child Cj
(j = 1, . . .,J) of H, denote the parents of Cj by Pk,j (k = 1, . . .,Kj). Let
A0 ¼
YI
i¼1
j P i j; Aj ¼ 1þ ðj Cj j 1Þ
YKj
k¼1
j Pk;j j ðj ¼ 1; . . . ; JÞ; ð1Þ
where
QKj
k¼1 j Pk;j j is deﬁned to be 1 when Kj is zero. Note that Aj is one more than
the number of parameters of the conditional probability P(CjjPa(Cj)). We say a la-
tent node H is regular if j H j6
QJ
j¼0Aj
maxfA0;A1;...;AJ g. A polytree M is regular if all its latent
M2
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    O3     O8     O9
     H3
Fig. 1. A polytree M and its decomposition by observed variables are not.
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ular polytrees. See Section 5.3.3 for details. From now on, when we speak of poly-
trees, we always mean regular (and partially observed) polytrees.
2.4. Eﬀective dimensions
Consider a Bayesian network model M that possibly contains latent variables.
The standard dimension ds(M) of M is the number of linearly independent parame-
ters in the standard parameterization of M. Suppose M consists of k variables
X1,X2, . . .,Xk. Then ds(M) is given by
dsðMÞ ¼
Yk
i¼1
j PaðX iÞ j ðj X i j 1Þ;
where jPa(Xi)j = 1 if Xi has no parent.
For notational simplicity, denote the standard dimension of M by n. Let
~h ¼ ðh1; h2; . . . ; hnÞ be a vector of n standard model parameters of M. Each hl is in
the form of P(Xr = ajPa(Xr) = b) where r = 1, . . .,k. Here b is any speciﬁcation of
Pa(Xr) and a is any state of Xr except for the last one. Thus the standard parameter
space H is a subset of Rn that satisﬁes the following conditions:
0 < hl < 1 for l ¼ 1; . . . ; n; ð2Þ
YjXr j1
a¼1
PðX r ¼ a j PaðX rÞ ¼ bÞ < 1; ð3Þ
for any variable Xr and any possible value b.
Further letO be the set of observed variables. SupposeO hasm + 1 possible states.
We enumerate the ﬁrst m states as o1,o2, . . .,om. For any i(1 6 i 6 m), P(oi) is a
function of the parameters ~h. So we have a mapping from the the n dimensional
standard parameter space (a subspace of Rn) to Rm, namely Tn,m:HRn
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m · n matrix:
JMð~hÞ ¼ ½J ij ¼ oP ðoiÞohj
 
:
For convenience, we will often write the matrix as JM ¼ oPðOÞohj
h i
, with the understand-
ing that elements of the jth column is obtained by allowingO run over all its possible
states except one.
For each i, P(oi) is a function of~h. For most commonly used parameterizations of
Bayesian networks, it is actually a polynomial function of~h. Hence we make the fol-
lowing assumption:
Assumption 1. The Bayesian networkM is so parameterized that the parameters for
the marginal distribution of the observed variables are polynomial functions of the
parameters for M.
An obvious consequence of the assumption is that elements of JM are also poly-
nomial functions of ~h.
For a given value of~h, JM is a matrix of real numbers. Due to Assumption 1, the
rank of this matrix is a constant d almost everywhere in the standard parameter
space [2]. To be more speciﬁc, the rank is d everywhere except in the set of measure
zero where it is smaller than d. The constant is called the regular rank of JM as well as
the eﬀective dimension of the Bayesian network model M. We denote it by de(M).
The following proposition [3] gives a geometrical interpretation of eﬀective
dimension.
Proposition 1. Suppose M is a Bayesian network model with effective dimension d.
Then the space Tn,m(H) is a union of one smooth manifold with dimension d with lower
dimensional smooth manifolds.
Points in the lower dimensional manifolds are called singular points. If they are
removed, what remains of Tn,m(H) is a smooth manifold. Smooth manifolds corre-
spond to curved exponential families (CEFs) [3] and the BICe score is an asymptotic
approximation of the marginal likelihood for CEFs [4]. Therefore, BICe is an asymp-
totic approximation of the marginal likelihood for Bayesian network models except
for some singular points.3. Eﬀective dimensions of polytrees
In this section, we present three theorems that reduce the task of computing the
eﬀective dimension of a polytree into tasks of calculating the eﬀective dimensions
of a collection of LC models. We use a running example to illustrate the theorems.
The example starts from the polytree M in Fig. 1. The proofs of the theorems will be
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latent leaf node in polytrees. 1
3.1. Decomposition at observed internal nodes
The node O3 in M is an observed internal node. Our ﬁrst theorem allows us to
decompose M at O3 into M1 and M2 and to obtain de(M) from de(M1) and de(M2).
To present the theorem, we let M stand for a general polytree. Suppose O is an
observed internal node in M. Suppose O has I children and we denote them by
Ch(O) = {Ch1,Ch2, . . .,ChI}. For each i, let Ni be all the nodes that are reachable
from Chi when O is removed. The nodes in Ni [ {O}, together with the links among
them, form a submodel, which we denote by Mi. If O has no parents, we say that
model M decomposes at O into I submodels Mi (i = 1,2, . . ., I). If O has parent(s),
deﬁne NI+1 to be all the nodes that are reachable from any parent of O when O is
removed. Use MI+1 to denote the submodel formed by the nodes in NI+1 [ {O}
together with the links among them. In this cases, we say that model M decomposes
at O into I + 1 submodels Mi (i = 1,2, . . ., I+1).
Theorem 1. Suppose that a polytree M decomposes at an observed internal node O
into k submodels M1,M2, . . .,Mk. Then
deðMÞ ¼
Xk
i¼1
deðMiÞ  ðk  1Þ  ðj O j 1Þ: ð4Þ
In our running example, M decomposes at observed internal node O3 into M1 and
M2. Hence we havedeðMÞ ¼ deðM1Þ þ deðM2Þ  ðj O3 j 1Þ:3.2. Markov boundary decomposition
To continue with the running example, we notice that M1 is an LC model. So, no
further decomposition is necessary. Our second theorem allows us to further decom-
poseM2 intoM21 andM22 and to obtain de(M2) from de(M21) and de(M22). See Fig.
2. M2 is an example of what we call compact polytrees. A compact polytree (CP)
model is a polytree where each observed node has either no children or just one child
and no parents. By repeatedly applying Theorem 1, one decomposes any polytree
into a collection of compact polytrees.
M21 andM22 are examples of what we call primitive polytree. A primitive polytree
(PP) is a polytree with one latent node H and a number of observed nodes consisting
of the parents of H, the children of H, and the parents of the children of H. In a1 Since latent leaf nodes add no constraint on the set of observed variables, ignoring them does not
change the eﬀective dimension of polytrees.
M22
     H1
     O2
     OH2
     O5     O6      O7
     O4
    O3
     H2
     O5
    O1
     OH1
M21
Fig. 2. Decomposition of M2 by applying Theorem 2 .
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polytree.
What bridges compact polytrees and primitive polytrees is the concept of Markov
boundary decomposition. Now let M be a compact polytree with observed nodes O
and latent nodes H = {H1,H2, . . .,HI}. Let M
i denote the primitive polytree formed
by a latent node Hi and its Markov boundary Mb(Hi). The collection of submodels
{Miji = 1,2, . . ., I} is said to be the Markov boundary decomposition (MB-decomposi-
tion) of M.
Theorem 2. Suppose that regular polytree M is a compact polytree. Let
{Miji = 1,2, . . ., I} be its MB-decomposition. Then,
deðMÞ ¼ dsðMÞ 
XI
i¼1
ðdsðMiÞ  deðMiÞÞ: ð5Þ
Consider the compact polytree M2 in Fig. 1. We will show in Section 5.3.3 that
irregular polytrees can be easily transformed into equivalent regular polytrees for
the purpose of eﬀective dimension calculation. Thus we can suppose M2 is a regular
polytree for now. It contains two latent nodes H1 and H2. Its MB-decomposition
therefore consists of two primitive polytrees, i.e. M21 and M22 in Fig. 2. Note that
the observed node OH2 in M22 corresponds to H2 in M2 and the observed node
OH1 in M21 corresponds to H1 in M2. By Theorem 2, we have
deðM2Þ ¼ dsðM2Þ  ½ðdsðM21Þ  deðM21ÞÞ þ ðdsðM22Þ  deðM22ÞÞ:
3.3. Converting primitive polytrees into LC models
By using Theorems 1 and 2, we have reduced the problem of computing the eﬀec-
tive dimension of the polytreeM in Fig. 1 into computing de(M21) and de(M22). Both
M21 and M22 are primitive polytrees. In this section, we present a theorem that
allows us to transform them into LC models and to obtain their eﬀective dimensions
from those of LC models.
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Classify all the observed nodes into four categories: the parents of H, denoted by
Pi(i = 1, . . ., I); the children of H that have only one parent (namely H), denoted
by Tr (r = 1, . . .,R); the children of H that have more than one parent, denoted by
Cj(j = 1, . . .,J); the observed parents of Cj for each j, denoted by Ok,j
(k = 1, . . .,Kj). Construct an LC model MLC that has one latent variable H and ob-
served variables Y, Tr(r = 1, . . .,R), and Xj(j = 1, . . .,J) where
j Y j¼
YI
i¼1
j P i j; j X j j¼ 1þ ðj Cj j 1Þ
YKj
k¼1
j Ok;jjðj ¼ 1; . . . JÞ ð6Þ
and Tr remain the same cardinality as that in the polytree model. We call MLC the
LC transformation of primitive polytree M.
Theorem 3. Let M be a PP model and H be the unique latent node. Let MLC be the
LC transformation of M. Then we have,
deðMÞ ¼ deðMLCÞ þ
X
j;k
ðj Oj;k j 1Þ þ
X
i
ðj Pj j 1Þ þ 1
Y
i
j P i j : ð7Þ
TakeM22 as an example. Its LC transformation is M
00
22 in Fig. 3. According to Eq.
6, the cardinalities of observed variables in M 0022 are:j Y j¼j O2 jj O3 j;
j T 1 j¼j O6 j;
j X 1 j¼ 1þ ðj O5 j 1Þ j OH2 j;
j X 2 j¼ 1þ ðj O7 j 1Þ j O4 j :
Then compute the eﬀective dimension of M22 via Eq. 7. We have,
deðM22Þ ¼ deðM 0022Þ þ ðj OH2 j þ j O4 j 2Þ þ ðj O2 j þ j O3 j 2Þ
þ 1 j O2 jj O3 j :
The model M 022 on the left is used in proof.M22 (Mpd) M22 (MLC)
     P1     P2
     H      H   O1      O2
    T1     T1     C1      C2
     X1      X1     X2      X2
     Y      Y
' "
Fig. 3. Transformation of primitive polytree M22 into LC model M
00
22. M
0
22 is an intermediate model used
in proofs.
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For technical convenience, we prove Theorem 1 ﬁrst, following by Theorems 3
and 2. We begin with an alternative computation of eﬀective dimension.4.1. An alternative computation
Eﬀective dimension deﬁned in Section 2.4 can be computed in an alternative way.
Note that one marginal distribution over all the observed variables can be repre-
sented using a set of conditional distributions. Suppose (O1,O2, . . .,Ok) is an ordered
sequence of variables in O. Mathematically we have P(O) = P(O1) · P(O2jO1) ·
   · P(OkjO1,O2, . . .,Ok1). The conditional probabilities on the right side are called
the parameters of marginal factorization of O. Thus we deﬁne an alternative transfor-
mation of Tn,m which is from standard parameters to the parameters of marginal
factorization of O, denoted by T^ n;m : H  Rn ‘ ðP ðO1Þ; P ðO2 j O1Þ; . . . ; P ðOk j O1;
O2; . . . ;Ok1ÞÞ 2 Rm. The target space is m dimensional. In the space, each coordinate
represents one assignment of such a conditional probability P(Ot = otjO1 =
o1,O2 = o2, . . .,Ot1 = ot1) where t = 1,2, . . .,k and o1,o2, . . .,ot is one possible
assignment of O1,O2, . . .,Ot. Sort all the coordinates in some order and suppose that
P(Ot = otjO1 = o1,O2 = o2, . . .,Ot1 = ot1) is the ith coordinate. Then the Jacobian
matrix of transformation T^ n;m is:
J^Mð~hÞ ¼ ½J ij ¼ oP ðOt ¼ ot j O1 ¼ o1;O2 ¼ o2; . . . ;Ot1 ¼ ot1Þohj
 
: ð8Þ
It is also an m · n matrix. Moreover the relations between the parameters of mar-
ginal distribution and the parameters of marginal factorization are as follows:
P ðOÞ ¼ P ðO1Þ  P ðO2 j O1Þ      P ðOk j O1;O2; . . . ;Ok1Þ ð9Þ
P ðOi j O1;O2; . . . ;Oi1Þ ¼ P ðO1;O2; . . . ;OiÞPðO1;O2; . . . ;Oi1Þ ¼
P
fOiþ1;...;OkgP ðOÞP
fOi;...;OkgP ðOÞ
: ð10Þ
In conjunction with Assumption 1, Eq. (10) implies that elements of J^M are rational
fractions of~h. Similar with the analysis on J(M) in Section 2.4, the rank of J^M is also
a constant d 0 everywhere except in the set of measure zero where it is smaller than d 0.
The constant d 0 is called the regular rank of J^M . Thus we have,
Proposition 2. Matrices JM and J^M have the same regular rank.Proof. Eqs. (9) and (10) show that JM can be obtained from J^M through elementary
row operations except in a set of measure zero and vice versa. Therefore JM and J^M
have the same rank except in the set of measure zero. That is the regular rank of JM
or J^M . h
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J^M .
4.2. Proof of Theorem 1
Theorem 1 shows how to decompose a polytree model at a single observed node.
In this section we ﬁrst prove a lemma which generalizes this theorem then ﬁll in the
gap between the lemma and Theorem 1.
Lemma 1. M be a Bayesian network model over observed variables O and latent
variables H. Suppose a single observed node S 2 O and two nonempty sets of variables
V1, V2 form a partition of all variables O¨H. V1?V2jS is true for any distribution
encoded by M. The submodels induced in M by the sets {S}, V1 ¨ {S}, V2 ¨ {S} are
denoted by M0, M1, M2 respectively. Then de(M) = de(M1) + de(M2)(jSj1).Proof. For the two nonempty sets, assume V1 ¼ VO1
S
VH1 , V2 ¼ VO2
S
VH2 where V
O
i ,
VHi are respectively the set of observed nodes and the set of hidden nodes in Vi
(i = 1,2).
The condition V1?V2jS implies that all the parents of S must be in either V1 or V2
exclusively. Without loss of generality, suppose all are from V1. Also there is no
parent-child relation between variables from V1 and V2. Thus the marginal
distribution over all observed variables can be written as follows:
P ðOÞ ¼ P ðVO1 ;VO2 ; SÞ ¼
X
VH
1
;VH
2
P ðV1;V2; SÞ
¼
X
VH
1
;VH
2
Y
x2O[H
P ðx j paðxÞÞ
¼
X
VH
1
VH
2
Y
x2V1[fSg
P ðx j paðxÞÞ
" # Y
x2V2
P ðx j paðxÞÞ
" #( )
¼
X
VH
1
Y
x2V1[fSg
P ðx j paðxÞÞ
" #8<
:
9=
;
X
VH
2
Y
x2V2
P ðx j paðxÞÞ
" #8<
:
9=
;: ð11Þ
Thus one can write the standard parameters ~h as f~h1;~h2g where ~h1 are parameters
appearing in the ﬁrst summation of Eq. (11) and ~h2 are parameters appearing in
the second term. Moreover ~hi can be viewed as parameters of model Mi(i = 1,2).
We compute the eﬀective dimension in the alternative way, i.e. compute the
regular rank of Jacobian matrix J^M which is deﬁned in Section 4.1. In order to deﬁne
the mapping T^ n;m, an ordered sequence of all the observed variables should be
speciﬁed beforehand. A special kind of ordered sequence which is called topological
sort is adopted here. In a topological sort of O, for any pair of variables Oi and Oj, if
Oi is an ancestor of Oj, then Oi must precede Oj in the ordering. We also require that
the single observed node S is preceded by V1O and precedes V2O. Consequently this
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V ðiÞ1O ði ¼ 1; . . . ; k1Þ are from V1O and V ðjÞ2O ði ¼ 1; . . . ; k2Þ are from V2O. Under the
particular ordering, the target coordinate of T^ n;m is simply the probability of
each variable given all the preceding variables. Naturally, these are divided into two
parts:
1. Part 1:
PðV ð1Þ1OÞ; P ðV ð2Þ1O j V ð1Þ1OÞ; . . . ; P ðV ðk1Þ1O j V ð1Þ1O ; V ð2Þ1O ; . . . ; V ðk11Þ1O Þ; P ðS j V1OÞ
 
:
2. Part 2:
PðV ð1Þ2O j V1O; SÞ; P ðV ð2Þ2O j V1O; S; V ð1Þ2OÞ; . . . ; P ðV ðk2Þ2O j V1O; S; V ð1Þ2O ; . . . ; V ðk21Þ2O Þ
 
:
Since V1?V2jS, this part can be represented as
PðV ð1Þ2O j; SÞ; P ðV ð2Þ2O j S; V ð1Þ2OÞ; . . . ; P ðV ðk2Þ2O j S; V ð1Þ2O ; . . . ; V ðk21Þ2O Þ
 
:
It is obvious that Part 1 can be represented by~h1 and Part 2 can be represented by
~h2. Thus the Jacobian matrix J^Mð~hÞ is in the form of:
oPart 1
o~h1
0
0 oPart 2
o~h2
 !
;
where 0 denotes zero matrix. Hence,
deðMÞ ¼ Rank oPart 1
o~h1
 
þRank oPart 2
o~h2
 
: ð12Þ
For model M1, we set the ordered sequence of all the observed variables in M1 to be
ðV ð1Þ1O ; V ð2Þ1O ; . . . ; V ðk1Þ1O ; SÞ, the Jacobian matrix of M1 is exactly ½o Part 1o~h1 . Hence,1
deðM1Þ ¼ Rank oPart 1
o~h1
 
: ð13Þ
Similarly for model M2, we set the ordered sequence of all the observed variables of
M2 to be ðS; V ð1Þ2O ; V ð2Þ2O ; . . . ; V ðk2Þ2O Þ. Inheriting the notations of M, we notice that the
parameter ~h1 is P(S) and Part 1 is also P(S). Hence, the Jacobian matrix of M2 is
in the form of:
oPart 1
o~h1
0
0 oPart 2
o~h2
 !
¼
I jSj1 0
0 oPart 2
o~h2
 !
;
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deðM2Þ ¼ ðj S j 1Þ þRank oPart 2
o~h2
 
: ð14Þ
Consequently the theorem is proved by combining (12)–(14). hProof of Theorem 1. We prove this theorem by induction on the number of children
of O. First Considering the case that Pa(O) is not empty. When the number is one
only two models M0 and M1 are induced and N0?N1jO. Direct use of Lemma 1 will
yield the proof.
When the number of children of O is greater than one, namely I > 1, we ﬁrst
decompose the model into two parts. The model MI is induced by ChI in M and the
modelM 0 is the model by deleting all the node inMI except O. Given O and except O
in both models, the nodes in MI are independent of those in M
0. According to
Lemma 1, we have de(M) = de(MI) + de(M
0)  (jOj  1). Notice that the node O has
I  1 children in model M 0. By the induction hypothesis, we have deðM 0Þ ¼PI1
i¼0 deðMiÞ  ðI  1Þðj O j 1Þ. Together, these two equations yield that deðMÞ ¼PI
i¼0deðMiÞ  I  ðj O j 1Þ.
In the case that O does not have parents, the proof is even more simpler.
Therefore Theorem 1 has been proved. h5. Proof of Theorem 3This section is devoted to the proof of Theorem 3. We begin with some properties
about eﬀective dimension.5.1. Eﬀective dimensions of inclusion models
We say that model M1 includes model M2 if for every parameterization~h
2
of M2
there exists a parameterization ~h
1
of M1 such that M1 and M2 represent the same
marginal probability distribution of observed variables. Two models M1 and M2
are said to be equivalent if M1 includes M2 andM2 includes M1. Note that these def-
initions extend the standard ones by considering the possibility of having both latent
and observed variables.
Lemma 2. Let M1, M2 be two graphical models having the same set of observed
variables. If M1 includes M2 then de(M1)P de(M2).Proof. As showed in Section 2.4, the space Tn,m(H) contains all the possible marginal
distributions of observed variables. Suppose T 1n;mðH1Þ and T 2n;mðH2Þ is the corre-
sponding space of M1 and M2 respectively. It follows from M1 includes M2 that
T 2n;mðH2Þ is a subset of T 1n;mðH1Þ.
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d1, d2 respectively. By Proposition 1, T 1n;mðH1Þ is a d1-dimensional smooth manifold
in conjunction with a set of measure zero; T 2n;mðH2Þ is a d2-dimensional smooth
manifold in conjunction with a set of measure zero. Assume d2 > d1. As a matter of
fact, a higher dimensional smooth manifold cannot be a subset of a lower
dimensional one. Therefore we conclude that T 2n;mðH2Þ cannot be contained in
T 1n;mðH1Þ. This contradicts the fact that T 2n;mðH2Þ is a subset of T 1n;mðH1Þ. Lemma 2
must be true. hCorollary 1. Equivalent models have the same effective dimension.5.2. Eﬀective dimensions of domain extended Bayesian networks
In this part a new operation on model M, called domain extension, is introduced
for technical convenience.
Suppose M has observed variables O and latent variables H. The standard
parameter space H of M is restricted by Conditions (2) and (3) which are given in
Section 2.4. In this section we relax these conditions and impose a weaker condition
that only requires the marginal probability of O to be nonnegative. This operation
on H is deﬁned as domain extension. By domain extension, the resulting domain is
called the extended standard parameter space, denoted by Hext. The induced new
model is called domain extended Bayesian network (DEBN) of M and denoted by
Mext.
Lemma 3. Suppose Mext is a DEBN of M, then de(M) = de(Mext).Proof. By domain extension, we have HHext. Suppose A is the positive measure
subset of Hin which the Jacobian matrix JM has rank de(M). It follows that the Jaco-
bian matrix JMext also has rank de(M) in the set A and A is also a positive measure set
of Hext. Therefore de(Mext) = de(M). h5.3. Proof of Theorem 3
The notations are inherited from Section 3.3 except that we useMPP to replace the
original PP modelM. First assume each Cj(j = 1, . . .,J) has only one observed parent
Oj for simplicity. Three intermediate models between MPP and MLC are introduced
for technical convenience.
1. See Fig. 3. Mpd is the partially determined model induced from MPP. Deﬁne the
model as follows.
Insert a latent variable Y between all Pi and H in model MPP. For each node Cj,
introduce a latent variable Xj as the parent of Cj and the child of H. The cardinality
of Y and Xj are stated in Eq. (6). We will denote the probability concerning Mpd by
adding the subscript ‘‘Mpd’’.
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speaking, the state of Y is represented by (p1,p2, . . .,pI) where pi is any possible state
of Pi(i = 1,2, . . ., I). The ith element of Y is denoted by Y
(i). The parameters of
PMpdðY j P 1; . . . ; P IÞ are ﬁxed in such a deterministic way that there is a one-to-one
correspondence between the states of Y and those of all Pi:
PMpdðY j P 1; . . . ; P IÞ ¼
1 if Y ¼ ðP 1; P 2; . . . ; P IÞ;
0 otherwise:

Considering the parameters for each PMpdðCj j X j;OjÞ. We denote each state of Xj(ex-
cept one state) by a pair of numbers (c,o*) where c 2 {1,2, . . ., jCjj1} and
o 2 {1,2, . . ., jOjj}. The last state of Xj is denoted by a number c 0 = jCjj. Therefore
the cardinality of Xj is jXjj = 1 + (jCjj1)jOjj. We set parameters PMpdðCj j X j;OjÞ
in this way:
PMpdðCj j X j;OjÞ ¼
1 if X j ¼ c0 and Cj ¼ c0;
1 if X j ¼ ðc; oÞ and Cj ¼ c;Oj ¼ o;
1 if X j ¼ ðc; oÞ and Cj ¼ c0;Oj 6¼ o;
0 otherwise:
8>><
>>:
As showed by the deﬁnition, the term partially determined indicates that the param-
eters in Mpd are determined partially.
2. The model Mpd is the same as Mpd except that Y and Xj are observed variables.
3. The model Mext_pd is a DEBN model of Mpd.
We will show
Claim 1. MPP, Mpd and Mext_pd have the same effective dimension.Claim 2. Mpd and M

pd have the same effective dimension.Proof of Theorem 3. By the two claims, we conclude that deðMpdÞ is equal to
de(MPP). Note that Y and Xj (j = 1, . . .,J) are observed nodes in model M

pd. Accord-
ing to Lemma 1, decomposition of Mpd at these nodes will result in an LC model
MLC and a collection of completely observed models. Moreover the effective dimen-
sion of Mpd as well as MPP can be computed from Eq. (7). h
To removing the assumption that each Cj has one observed parent Oj, we need
only replace the parents Ok,j(k = 1, . . .,Kj) of Cj using one node Oj, which is the Car-
tesian product of all such parents. Then we can introduce the new node Xj and set the
parameters of PMpdðCtj j X j;OjÞ in the same way.
5.3.1. Proof of Claim 1
Lemma 4. For Mpd and MPP, we have de(Mpd) 6 de(MPP).
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purpose, write the marginal probabilities ofMPP andMpd according to the structure.
PMPPðP 1; . . . ; P I ; T 1; . . . ; T R;O1; . . . ;OJ ;C1; . . . ;CJ Þ
¼
YI
i¼1
PMPPðP iÞ
" # YJ
j¼1
PMPPðOjÞ
" #

X
H
½PMPPðH j P 1; . . . ; P IÞ
YR
r¼1
PMPPðT r j HÞ
" # YJ
j¼1
PMPPðCj j H ;OjÞ
" #( )
;
ð15Þ
PMpdðP 1; . . . ; P I ; T 1; . . . ; T R;O1; . . . ;OJ ;C1; . . . ;CJ Þ
¼
YI
i¼1
PMpdðP iÞ
" # YJ
j¼1
PMpdðOjÞ
" #X
H
X
Y
PMpdðY j P 1; . . . ; P IÞPMpdðH j Y Þ
" #(

YR
r¼1
PMpdðT r j HÞ
" # YJ
j¼1
X
X j
PMpdðCj j X j;OjÞPMpdðX j j HÞ
" #)
: ð16Þ
Providing one parameterization of Mpd, we can set parameters of MPP as follows,
PMPPðH j P 1; . . . ; P IÞ ¼
X
Y
PMpdðY j P 1; . . . ; P IÞPMpdðH j Y Þ
PMPPðCj j H ;OjÞ ¼
X
Xj
PMpdðCj j X j;OjÞPMpdðX j j HÞ for j ¼ 1; . . . ; J :
By (15) and (16), the marginal distribution ofMPP is identical to that ofMpd. There-
fore any marginal probability of observed variables of Mpd can be represented by
MPP. In other words, MPP includes Mpd. hLemma 5. For MPP and Mext_pd, we have de(MPP) 6 de(Mext_pd).Proof. It suﬃces to verify that Mext_pd includes MPP. The marginal distribution of
Mext_pd is in the form of (16) except that the subscript isMext_pd. Suppose that we have
a parameterization of MPP, the problem is to ﬁnd parameters of Mext_pd such that
1.
P
Xj
PMext pdðX j j HÞPMext pdðCj j X j;OjÞ ¼ PMPPðCj j H ;OjÞ j ¼ 1 to J .
2.
P
Y PMext pdðH j Y ÞPMext pdðY j P 1; . . . ; P IÞ ¼ PMPPðH j P 1; . . . ; P IÞ.
These are two systems of equations. In the rest of the proof , we call these as
‘‘System 1’’ and ‘‘System 2’’ respectively. The remaining question is how to solve
them.
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PM ex pdðX j j HÞ are variables. When Cj = c, Oj = o and H = h, we haveX
Xj
PMext pdðX j j H ¼ hÞPMext pdðCj ¼ c j X j;Oj ¼ oÞ
¼ PMPPðCj ¼ c j H ¼ h;Oj ¼ oÞ:
By the deﬁnition of PMex pdðCj j X j;OjÞ, the coeﬃcient PMex pdðCj ¼ c j X j;Oj ¼ oÞ is
one if Xj = (c*,o*) and zero otherwise. Hence
PMext pdðX j ¼ ðc; oÞ j H ¼ hÞ ¼ PMPPðCj ¼ c j H ¼ h;Oj ¼ oÞ: ð17Þ
Moreover,
PMext pdðX j ¼ c0 j H ¼ hÞ ¼ 1
X
Cj 6¼c0 ;Oj
PMPPðCj j H ¼ h;OjÞ: ð18Þ
Together, Eqs. (17) and (18) provide the solution for System 1.
Substituting the ﬁxed parameters of Pext_pd(YjP1,P2, . . .,PI) into System 2, we
have
PMext pdðH j Y Þ ¼ PMPPðH j P 1 ¼ Y ð1Þ; . . . ; P I ¼ Y ðIÞÞ: ð19Þ
Eq. (19) provides the solution for System 2. hRemark. The parameters of M ext pd might be negative by Eq. (18). Nonetheless the
solution still makes sense since M ext pd is a DEBN.Proof of Claim 1. Together, Lemmas 3–5 give:
deðMpdÞ 6 deðMPPÞ 6 deðM ext pdÞ ¼ deðMpdÞ:
Hence,
deðMPPÞ ¼ deðM ext pdÞ ¼ deðMpdÞ: 5.3.2. Proof of Claim 2
Proof of Claim 2. Denote by Bj any set of nodes in the model Mpd except the nodes
Xj, Oj and Cj. Note that Bj can be for example the set of all such observed nodes. By
the deﬁnition of parameters of Mpd, we have
PMpdðX j ¼ ðc; oÞ j Cj ¼ c;Oj ¼ oÞ ¼ 1; ð20Þ
PMpdðCj ¼ c j Oj ¼ o;X j ¼ ðc; oÞÞ ¼ 1; ð21Þ
PMpdðCj ¼ c0 j Oj 6¼ o;X j ¼ ðc; oÞÞ ¼ 1: ð22Þ
From the structure of Mpd, we have
Oj ? fX j;Bjg: ð23Þ
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PMpdðX j ¼ ðc; oÞ;Bj ¼ bÞ ¼
X
Cj
PMpdðX j ¼ ðc; oÞ;Bj ¼ b;CjÞ
¼ PMpdðX j ¼ ðc; oÞ;Bj ¼ b;Cj ¼ c0Þ
þ PMpdðX j ¼ ðc; oÞ;Bj ¼ b;Cj ¼ cÞ
þ
X
Cj 6¼c0 ;c
PMpdðX j ¼ ðc; oÞ;Bj ¼ b;CjÞ:
Denoted the three terms in the last equality by ‘‘Term 1’’, ‘‘Term 2’’ and ‘‘Term 3’’
respectively. Term 3 is zero by Eq. (21) and (22). Moreover,
Term 1 ¼
X
Oj
PMpdðX j ¼ ðc; oÞ;Bj ¼ b;Cj ¼ c0;OjÞ
¼ PMpdðX j ¼ ðc; oÞ;Bj ¼ b;Cj ¼ c0;Oj ¼ oÞ
þ PMpdðX j ¼ ðc; oÞ;Bj ¼ b;Cj ¼ c0;Oj 6¼ oÞ
¼ PMpdðX j ¼ ðc; oÞ;Bj ¼ b;Cj ¼ c0;Oj 6¼ oÞ ðBy Eq: 21Þ;
Term 2 ¼
X
Oj
PMpdðX j ¼ ðc; oÞ;Bj ¼ b;Cj ¼ c;OjÞ
¼ PMpdðX j ¼ ðc; oÞ;Bj ¼ b;Cj ¼ c;Oj ¼ oÞ
þ PMpdðX j ¼ ðc; oÞ;Bj ¼ b;Cj ¼ c;Oj 6¼ oÞ
¼ PMpdðX j ¼ ðc; oÞ;Bj ¼ b;Cj ¼ c;Oj ¼ oÞ ðBy Eq: 22Þ:
Hence,
PMpdðX j ¼ ðc; oÞ;Bj ¼ bÞ
¼ PMpdðX j ¼ ðc; oÞ;Bj ¼ b;Cj ¼ c0;Oj 6¼ oÞ
þ PMpdðX j ¼ ðc; oÞ;Bj ¼ b;Cj ¼ c;Oj ¼ oÞ
¼ PMpdðX j ¼ ðc; oÞ;Bj ¼ b;Oj 6¼ oÞ
þ PMpdðBj ¼ b;Cj ¼ c;Oj ¼ oÞ ðBy Eqs: (20) and (22)Þ
¼ PMpdðOj 6¼ oÞ  PMpdðX j ¼ ðc; oÞ;Bj ¼ bÞ
þ PMpdðBj ¼ b;Cj ¼ c;Oj ¼ oÞ ðBy Eq: (23)Þ:
When P(Oj = o)50, we have
PMpdðX j ¼ ðc; oÞ;Bj ¼ bÞ ¼ PMpdðBj ¼ b;Cj ¼ c j Oj ¼ oÞ:
Thus PMpdðX j;BjÞ can be computed from PMpdðCj;Oj;BjÞ almost everywhere. So can
PMpdðX j;Cj;Oj;BjÞ ¼ PMpdðX j;BjÞ  PMpdðOjÞ  PMpdðCj j Oj;X jÞ. This result can be
generalized forMpd and M

pd as follows: supposeMpd has observed variables O, then
the observed variables of Mpd is O [ {Y,X1,X2, . . .,XJ}, and PMpdðO; Y ;X 1;X 2; . . . ;
X J Þ can be computed from PMpdðOÞ. The result suggests that the Jacobian matrix of
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measure zero and vice versa. Therefore deðMpdÞ ¼ deðMpdÞ. h5.3.3. Regular polytrees
We have deﬁned the concept of regularity of polytrees in Section 2.3. The essence
of regularity becomes clear now. A latent node Hi is regular means that after the
addition of the X and Y nodes around Hi (as in the proof above) the latent class
model induced by the Markov boundary of Hi is regular. A polytree is regular if
all its latent node are regular. If some polytree model is irregular at some latent node,
we can make it regular by decreasing the cardinality of the node Hi. The procedure is
called regularity reduction. It is straightforward that an irregular polytree can be re-
duced to a regular one by conducting regularity reduction multiply times.
Proposition 3. Suppose having an irregular polytree model M and denote by MR the
model obtained by the regularity reduction process described above. Then the two
models M and MR have the same effective dimension.Proof. We show this by showing that it holds for a single step of the reduction proc-
ess. Thus, assume that only one step which decreases the cardinality of Hi was
needed to reduce M. Denote by M and MR the models obtained from M and MR
by adding the nodes X and Y. By using the technique of proof of claim 1, we have
de(M) = de(M) and deðMRÞ ¼ deðMRÞ. And now in the two models M and MR the
node Hi has different cardinality but the same Markov boundary, which forms a
latent class model. Using the d-separation of Hi from all other nodes given its Mar-
kov boundary and the fact that the two latent class models are equivalent, it follows
that the two models M and MR are equivalent. By Corollary 1 we have
deðMÞ ¼ deðMRÞ. Therefore de(M) = de(MR). h6. Proof of Theorem 2Proof of Theorem 2. We prove this theorem by showing three things. First, we prove
a lemma characterizing what a compact polytree having more than a single latent
node looks like. Second, we prove a lemma describing a special parameterization of
parts of regular compact polytrees and its properties. Third, we prove a lemma
enabling a decomposition of any regular compact polytree into two regular compact
polytrees, each having less latent nodes than the original one. This lemma builds
upon the two previous ones and directly proves Theorem 2 because it ends with a set
of regular primitive polytrees. hLemma 6. Let MCP be a compact polytree model having more than a single latent
node. For any latent node H1 there is a latent node H2 in MCP such that H1 and H2
are either neighbors or both parents of an observed node O in MCP.
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H2 to be such a latent node in MCP that the path from H1 to H2 in MCP does not
contain any other latent node. The path can thus contain only observed nodes or no
node at all (except H1 and H2). Every observed node in the path has at least two
neighbors. This is possible in a compact polytree only if all its neighbors are its
parents. Thus, there can not be more than a single observed node in the path and the
lemma is proved. hLemma 7. Let MCP be a regular compact polytree model having latent nodes H and
observed nodes O. Suppose Hi 2 H and C 2 Ch(Hi). U is all the nodes that are reach-
able from Hi when C is removed and the induced submodel is MU. W is all the nodes that
are reachable from Hi when Pa(Hi) are removed and the induced submodel is MW. Then
MU can be parameterized in such a way that P(O) determines P(O,Hi) and P(Hi) can
be chosen a positive distribution. Moreover MW can be parameterized in such a way
that P(O) determines P(O,Hi) and P(Hij(OnW)) can be any distribution.Proof. We present a sketch of the proof only. The proof is done by induction over
the number of latent nodes in model MCP. First for a single latent node. We can
introduce the X and Y nodes from the proof of Theorem 3. Speciﬁcally, they are
the nodes from the partially determined model, i.e. Mpd. Because MCP is regular,
the induced latent class model is regular and MW can be parameterized to encode
an injective mapping between the states of Hi and the Cartesian product of all X
nodes. For MU one can encode a similar injective mapping to all X nodes but one
and the states of Y which are restricted to distributions satisfying the marginal inde-
pendence among Pa(Hi). We have already seen in Section 3 that the rest of the poly-
tree can be parameterized to make the X and Y nodes de facto observed and we note
that a positive distribution satisfying the marginal independence is always possible.
The nodes X and Y can be marginalized out and we obtain the parameterization
needed for the model MCP and thus prove the ﬁrst induction hypothesis. The induc-
tion step again uses a latent node Hi and the nodes X and Y around it. But the
Pa(Hi), Ch(Hi) and Pa(Ch(Hi))nHi in MCP can be latent nodes now. For Pa(Hi)
we use the induction hypothesis of submodels away from the node Hi, for Ch(Hi)
we use the submodels away from their parents and for Pa(Ch(Hi))nHi we use the sub-
model away from Ch(Hi), resp. the C nodes. Note that for both Pa(Hi) and Pa(Ch-
(Hi))nHi any positive marginal distribution is sufﬁcient, while for Ch(Hi) one needs
to be able to encode any distribution as needed which is possible by the induction
hypothesis. This ﬁnishes the induction step and thus the whole proof. hLemma 8. Let MCP be a regular compact polytree model having nodes N = H [ O,
where H are latent nodes and O are observed. Then there is a latent node S 2 H, its
child T 2 Ch(S), observed parents of the child O0 2 O \ Pa(T) and other latent parents
of the child R 2 H \ (Pa(T)n{S}) in MCP where H \ ({T} [ R)5 ;. The nodes S, T,
R and O0 induce in MCP a submodel M0 with all nodes observed. NS is all the nodes that
are reachable from S when T is removed. The nodes NS [ fSg, T, R and O0 induce in
MCP a submodel M1 with the nodes T and R observed. The nodes ðN nNSÞ [ fSg
Fig. 4. Compact polytree model MCP and its induced sub-models.
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these models holds de(MCP) = de(M1) + de(M2)ds(M0).Proof. We present a sketch of the proof only due to page limit. From Lemma 6 fol-
lows either the existence of the latent nodes S and T or the latent nodes S and Ri 2 R
having a common observed child T. We consider the ﬁrst case only, which may con-
tain latent nodes R, too. The same proof applies to the second case, it is just simpler
because node T is observed. Moreover, for simplicity we consider only a single node
R, all Ri 2 R can be dealt with in the same way.
The situation is depicted in Fig. 4. We denote by J the Jacobian matrix of the
polytree model MCP and similarly use J1 and J2 for M1 and M2. Moreover, we
denote by hO, ht, hr and hs the marginal parameters of O0, T, R and S and by htt, hrr
and hss the parameters of the sub polytrees at T, R and S except for ht, hr and hs.
The columns of J2 corresponding to the parameters ho,t,s are independent because
the variables are either observed or can be observed and encode any distribution if
the special parameterization of htt from Lemma 7 is used. Thus, there is a basis B2 of
J2 which contains these and as many columns corresponding to hr as possible.
Similarly, we denote by B1 the basis of J1 which contains all the columns ho,t,r and as
many hs as possible. Obviously, B0 contains all the columns ho,t,r,s. Let B = (B1n
B0) [ (B2 nB0) [ (B1 \ B2).
All vectors in J depend on the vectors in B because hss,s depend on B1nhr in M1,
hrr,r,tt,o,t on B2nhs inM2 and these dependencies imply dependence in B because of the
d-separations. The fact that all vectors in B are independent is proved by
contradiction. If there is a dependence then it has to hold even with the special
parameterization of hss,rr,tt using Lemma 7 and this leads to a dependence in B0 what
contradicts the fact of B0 being basis. Thus, B is a basis of J. From B = (B1nB0) [
(B2 nB0) [ (B1 \ B2), ho,t,rB1, ho,t,sB2 and B0 = ho,t,r,s it follows that jBj = jB1j +
jB2jjB0j. h7. Conclusion
In this paper, we have proved three theorems concerning the eﬀective dimensions
of partially observed polytrees, which are a special class of Bayesian networks. The
332 T. Chen et al. / Internat. J. Approx. Reason. 38 (2005) 311–332ﬁrst theorem decomposes, for the purpose of eﬀective dimension calculation, a par-
tially observed polytree into compact polytrees and the second theorem further
decomposes the compact polytrees into primitive polytrees. The third theorem estab-
lishes a relationship between the eﬀective dimensions of the primitive polytrees and
those of some LC models obtained from them via some simple transformation. To-
gether, the three theorems suggest a fast method for computing the eﬀective dimen-
sions of partially observed polytrees.Acknowledgment
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