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Presentaciôn
La Traducciôn Automâtica (TA) constituye un àrea de investigaciôn de g ran interés 
[Sop88, Sop89]. Por una parte représenta en si una importante apiicaciôn del Procesamiento del 
Lenguaje Natural (PLN), y por la otra, proporciona un marco excelente para la investigaciôn en etros 
campos relacionados, ya que la implementaciôn de un slstema de TA implica la reuniôn coherente 
de teorias sobre distintos temas: desde estudios gramaticales hasta estructuras de representaciôn 
del conocimiento. Por io tanto, puede servir para comprobar la validez prâctica de estas mismas 
teorias, en el sentido de su aplicabilidad real.
Desde el punto de vista comercial y de desarrollo es también una apiicaciôn importante por 
derecho propio: la traducciôn de documentes (légales, técnicos, etc.) es imprescindible para cual- 
quier organizaciôn con intereses intemacionales y, cada vez més. su mecanizaciôn llega a conver- 
tirse en una necesidad imperiosa.
Ademàs, las coordenadas socio-econômicas actuales evolucionan cada vez con més rapidez 
hacia situaciones plurilingOes, creciendo la demanda de traducciones. Baste analizar el caso de una 
instituciôn como la Comunidad Econômica Europea (CEE), en la que existen nueve idiomas oficiales 
(alemân, danés, espaAol, francés, griego, holandés, inglés, italiano y portugués), todos ellos con el 
mismo valor legal. Como consecuencia de esta situaciôn, la CEE esté gastando casi la mitad de su 
presupuesto de administraciôn en traducciôn e interpretaciôn [Bal88], y, aûn asf, muchos textes 
quedan sin traducir, por fatta de tiempo o bien por falta de personal adecuado, ya que hay que tener 
en cuenta que en muchos casos se trata de textes técnicos que utilizan un lenguaje muy especifico, 
por Io que su traducciôn requiere una formaciôn altamente especiaiizada y un esfuerzo considerable.
Una situaciôn parecida se présenta en la ONU. donde el coste en estas materias se eleva a 
unos 180 millones de dôiarea al ado, o en Canadé, con dos idiomas oficiales (inglés y francés) a los 
que han de traducirse todos los documentes. Similar es el problems en las comunidades autônomas 
bilingOes espafiolas, aunque en ellas el volumen de material por traducir es mener.
A pesar de io anterior, no son los organismes oficiales los mayores consumidores de traduc­
ciones, sine la empresas comerciales, que traducen més de las très cuarias partes del total mundial 
[Van83]. La superaciôn de las fronteras nacionales, en cuanto a intercambios comerciales se 
refiere, hace que, si de verdad se quiere competir en el mercado, ses necesario traducir la docu- 
mentaciôn que acompafia a cualquier producto. Pensemos, sin ir més lejos, en los prospectes de los 
medicamentos. las instrucciones de cualquier electrodoméstico, les manuales de productos 
infbrmàticos o las especificaciones de una instalaciôn.
Para hacemos una idea del volumen de trabajo de que estâmes hablando, consideremos que el 
numéro medio de péginas que traduce un traductor profesional al dia es de ctnco, y que, por 
ejemplo, los manuales del slstema operative UNIX de ATT tienen unas 2.400 péginas; este signifies
que una persona tardaria unos dos aAos en traducirtos, y, si se pretende disponer de la traducciôn 
en un periodo corto, digamos un mes, séria necesario ei trabajo conjunto de 24 traductores.
Por otra parte, ademàs dei gasto real que supone la traducciôn, existen importantes conse- 
cuencias iateraies, ya que se produce un retraso pràcticamente Inevitable en la distribuciôn de los 
productos, con las pérdidas econômicas que ello implica. Ademàs, no se puede decir que la nece­
sidad de reaiizar traducciones haya alcanzado una situaciôn astable, ya que el crecimiento de la 
demanda estimado en el futuro, a nivei mundial, es del orden de un 15 a un 25% por aAo.
Esta situaciôn justifies el renovado interés por la TA que se détecta a nivel mundial en centres 
de investigaciôn y empresas, abordando el problems con un planteamiento mucho màs realists que 
el que se ténia en sus comienzos, tiace ya cuatro décadas. Para una exposiciôn detallada de la 
historia, situaciôn actual y perspectives de la TA, nos remitimos al completisimo articulo de J. 
Slocum en Computational Linguistics [SloBS].
Aunque es cierto que hoy se sigue cuestionando la posibilldad de que una computadora lleve a 
cabo automàticamente una traducciôn (recordemos, por ejemplo, el articulo de M. Kay "Machina 
Translation will not work" [Kay86]) esta controversia posiblemente se reduce a ponerse de acuerdo 
sobre qué se entiende por TA. Evidentemente, conseguir traducir cuaiquier tipo de texto, de forma 
automâtica, y con la calidad necesaria para su publicaciôn, es todavia impensable; pero, para que un 
sistema de TA ses util no es necesario exigir tanto. Basta con que su uso aumente de forma signiff- 
cativa el rendimiento del traductor, la cantidad de material traducido en un tiempo dado. De hecho, 
muchos de los sistemas de TA hoy existentes necesitan de la intervenciôn humana en alguno de los 
estadios del proceso: pre-editando los textos originales (para eliminar ambigüedades y construc- 
ciones problemàticas), interaccionado en mayor o menor medida con el traductor durante el proceso 
de traducciôn o post-editando los textos obtenidos (révision del resultado por un traductor humano, 
fase de todos modos necesaria también tras un proceso manual de traducciôn).
De manera que ei sentimiento generalizado es que la TA. entendida de forma realista, e 
inctuyendo toda una serie de herramientas de ayuda a la traducciôn. es y serà cada vez de màs 
utilidad dentro de los àmbitos polilingOes.
Son muchas, y de muy diverse indole, las técnicas lingOisticas e informàticas que hay que for- 
malizar para poder afrontar el problema de la traducciôn automâtica: anàlisis morfolôgico. sintàctico 
y semàntico, léxicos (monolingues, bilingues y multilingues), anàlisis contrastivo de pares de 
lenguas, generaciôn de textos, etc. Cada uno de estas materias es de enorme interés, aunque no en 
todas se ha trabajado con la misma intensidad. Entre ellas se destaca, por sus caracteristicas muy 
particulares, el estudio de los léxicos bilingûes como estudio formai de la transferencia léxica entre 
los pares de lenguas: cômo expresar la relaciôn entre los significantes y qué consecuencias tiene en 
la oraciôn la elecciôn de una traducciôn en concreto.
El tema de la transferencia iéxica es enormemente complejo, y sôlo puede abordarse a partir 
de una base lingOistica muy sôiida en la que se apoyen las formalizaciones propuestas 
[Melb86, Mel88b]. Incluye la determinaciôn de las traducciones adecuadas para cada palabra en 
cualquiera de los posibles contextos en que pudiera aparecer, para Io cual es necesario determinar 
las condiciones que hacen distintas unas ocurrencias de otras. También es necesario indicar si se 
produce o no algûn tipo de transfbrmaciones en la oraciôn por la elecciôn de una traducciôn determi- 
nada. Y. si se quiere implementar un proceso de transferencia léxica automâtico, todas esta infor­
maciôn ha de codificarse [Bog89], determinéndose un mecanismo adecuado para que pueda ser 
interpretada por un programa.
En la présenta memoria es éste el problema que se aborda, el de la transfaranda léxica auto­
mâtica entre un par de lenguas: el inglés y el espaAol, en el marco de un proyecto de investigaciôn 
de traducciôn automâtica. Dicho proyecto se esté llevando a cabo en el Centro de Investigaciôn 
UAM-IBM, en colaboraciôn con otros grupos y universidades.
El Capitule 1, 'La Informaciôn Léxica en los Sistemas da Traducciôn Automâtica'. introduce el 
tema de la informaciôn léxica: sus caracteristicas peculiares y cômo éste esté présente en los sis­
temas actuales a través de los llamados Diccionarios Electrônicos; pasando después a relacionar 
este tipo de informaciôn con los sistemas de traducciôn automâtica, demostrando ia importancia de 
la transferencia léxica en esta ctase de programas, que pueden incluso estar basados principalmente 
en los diccionarios que utilizan. Se presentan también los tipos de diccionarios bilingOes de que 
disponen algunos sistemas actuales, para terminar con una breve recapitulaciôn sobre las carac­
teristicas que éstos poseen.
En ei Capituto 2, 'M arco de la investigaciôn: el proyecto MENTOR', se describe ei prototipo de 
traducciôn automâtica que se ha impiementado en el Centro de Investigaciôn UAM-iBM: cômo ha 
sido diseAado y cuâi es su estructura. Este conocimiento permite posteriormente hacer referenda a 
la relaciôn entre los distintos môdufos del sistema, en aquelios momentos en que ésta tiene interés. 
Por ultimo, enlazando con el capitule siguiente, se ha desarrollado un ejemplo de transferencia 
léxica para una palabra en concreto, a través del cual se ejemplifican los puntos criticos de este tipo 
de operaciones.
El Capitulo 3, 'U n formalismo da Oiccionario Bilingûa', expone ya ei modeio de diccionario pro- 
puesto para la transferencia léxica; un modelo basado en la determinaciôn de dos conjuntos de pri­
mitives lingOisticas (en relaciôn con las lenguas fuente y meta) y una gramâtica de deAniciôn, que 
incluye algunos simtxjlos de control. También describe los mecanismos de acceso y almace­
namiento de la informaciôn léxica asi definida.
En ei Capitulo 4, 'Apiicaciôn del formalismo en MENTOR', se présenta el desarrollo completo de 
la traducciôn de una oraciôn dentro del prototipo de traducciôn impiementado. y que utiliza el forma­
lismo de representaciôn descrito anteriormente. Se exponen, asimismo, algunos casos particulares, 
que sirven para profundizar en el uso real y la potencia de formalismo presentado.
Se presentan finalmente las conciusiones a nuestro trabajo, y, tras las referencias, algunos 
apéndices que contienen informaciôn y datos de interés.
Notas
En esta memoria se ha utilizado la notaciôn que habitualmente se emplea en la materia. La 
gran mayoria de los conceptos y palabras existen y se usan en espaAol. pero hay otras que sa ha 
preferido mantener en el original (inglés) por razones de claridad. Pedimos excusas por ello.
Para referimos a los elementos gramaticales de la oraciôn, hemos mantenido la netaciôn que 
G. Heldom y K. Jensen utilizan en la descripciôn de su gramâtica, PEG, ya que nos apoyamos en 
ésta [JenéG, JenST]. Pensamos que cambiaria podria dificultar la exposiciôn. Sin ser exhaustive, la 
lista que présentâmes a continuaciôn contiene la mayoria de estos conceptos;
NP (Noun Phrase): Sintagma Nominal
VP (Verb Phrase): Sintagma Verbal
PP (Prepositional Phrase); Sintagma Preposicional
AVP (Adverb Phrase): Sintagma Adverbial
AJP (Adjective Phrase): Sintagma Adjetivo
INFCL (Infinitive Clause): Oraciôn de Infinitivo
THATCL (Completive or Relative Clause): Oraciôn Completive o Sut>ordinada Relativa
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En este primer apartado se van a définir y caracterizar los diccionarios en cuanto éstos se 
constituyen en el principal instrumente de recopilaciôn de la informaciôn iéxica. A partir del esta- 
blecimiento de los conceptos derivados de esta idea, se introduce posteriormente el de Diccionario 
Eiectrànico, fiaciendo fiincapié en las similitudes y diferencias que présenta trente a ios diccionarios 
que podrianms llamar ciésicos, y en los principales problemas que surgen cuando el usuario final de 
estas herramientas es un programa y no un ser humano. Uno de los problemas més importantes es 
el de la necesidad de codificar la informaciôn léxica para que ésta se haga comprensible por el pro­
grama.
Para terminar, se considéra la posibilldad de que la codificaciôn de la informaciôn se realice 
de manera automâtica a partir de diccionarios expresados de la forma habituai.
1.1.1 Cai^cteristicas
Bajo el término 'léxico' se incluyen varios conceptos diferentes, todos ellos (ntimamente ligados 
a k) que es el signiticado. Asi, se denomina léxico al conjunto de las palabras y expresiones utili­
zado habitualmente por una persona, o que se utiliza comûnmente en un cierto émbito. También se 
denomina iéxico al compendio de palabras, giros, etc., ordenados segûn un criterio determinado, 
generalmente alfabético. La informaciôn léxica, relativa a un conjunto de palabras determinado, se 
recoge en un diccionario, que Lâzaro Carreter [Car84] describe como:
diccionario
Ubro en que, por orden aifabético generalmente, se contienen y  expHcan las signiricaciones de 
todas las palabras de una lengua, o se ponen en correspondencia con las équivalentes de otro u 
otros idiomas.
De acuerdo con la descripciôn anterior, que sôlo sufre ligeras variaciones de unos autores a 
otros, la tarea de la lexicografla, como ciencia que cuyo objeto es el léxico, es describir todas o 
algunas de las palabras de uno o màs lenguajes segûn unos criterios prefijados. Pero, a pesar de 
que el a rte de hacer diccionarios es esenciai y tan antiguo como las primeras comunicaciones 
escritas [AIK83], esto no signifies que constituya un conocimiento completo y cerrado. De hecho, la 
creaciôn de un nuevo diccionario obliga muchas veces a revisar y redéfinir algunos conceptos funda- 
mentales.
Aunque clésicamente se manejan y crean los diccionarios de la misma manera que los libros, 
utilizando el papel como soporte fisico, la definiciôn anterior casi inmediatamente sugiere la posi- 
bilidad de utilizer una computadora para realizar esa tarea: como elemento potente para procesar
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informaciôn simbôlica, almacenar gran cantidad de datos de manera ôptima, recuperar estos datos 
de la forma requerida y codificar e interpreter la informaciôn dependiendo de ciertos criterios prees- 
tablecidos. Surge asi Io que se ha dado en llamar Diccionario Electrônico (DE).
El término Diccionario Electrônico' (Electronic Dictionary), aunque quizà poco afortunafo, se 
acuAô en respuesta a la necesidad de identificar de una forma especifica a todo el conjunto te sis­
temas de informaciôn léxica que se implementan en una computadora; con almacenamiento riagné- 
tico u ôptico, sofisticados algoritmos de acceso y, principalmente, usos muy diversos. Es un término 
relativamente nuevo, ya que hasta hace muy poco tiempo este tipo de herramientas léxicas no ha 
alcanzado una entidad propia, consideràndose como un components màs, en general secundaio, de 
los sistemas de los que formaba parte. Sin embargo, gracias a las aplicaciones que se han desarro­
llado en los ûltimos tiempos, el components léxico de los sistemas ha ido cobrando cada vez més 
importancia, pasando a ser bésico en muchas y muy diverses aplicaciones, desde los progranas de 
ayuda a la traducciôn en los sistemas de traducciôn asistida, hasta los sistemas de traducciôn com- 
pletamente automética, pasando por las bases de datos terminolôgicas y de nomenclature, les sis­
temas de anélisis sintéctico y seméntico, las bases de conocimiento, etc. cuyo soporte electrônico 
permite una mayor estandarizaciôn.
Este interés creciente por las aplicaciones léxicas en el émbito informéticc se refleja e i con- 
gresos y reuniones intemacionales, p.e. el International Symposium on Electronic Dictionaries, y en el 
creciente numéro de proyectos de investigaciôn y desarrollo que se estén llevando a cabo 
actualmente en empresas y universidades.
Todas las aplicaciones informéticas relacionadas con el léxico se basan bien en la creaciôn, 
bien en la utilizaciôn de diccionarios de uno u otro tipo, dependiendo de los objetivos. Es necesario, 
por Io tanto, analizar previamente las caracteristicas de éstos, que constituyen un conjunto de datos 
muy peculiar, para estar asi en situaciôn de extraer y utilizar la informaciôn disponible de manera 
ôptima. Se pueden enunciar algunos postulados fundam entals sobre la creaciôn y caracteristicas de 
los diccionarios, que amplian y concretan la definiciôn que se ofrece al principio del apartado 
[Har83]:
1. Los diccionarios se ocupan de la descripciôn y explicaciôn del vocabulario de una lengua o de una 
variedad de ia misma.
Dentro de este enunciado se incluyen tanto los diccionarios monolingûes, en que la descrip­
ciôn del vocabulario se hace en términos de la propia lengua, como los polilingües, en los que, 
de una u otra forma, se determinan équivalentes léxicos en uno o varios idiomas. También caben 
los diccionarios terminolôgicos, centrados en un dominio determinando.
2. Las unidades bàsicas que se consideran en los diccionarios son ios 'lexemas', entendidos como 
combinaciones de forma y significado.
Este concepto se basa en el modelo de palabra' propuesto por Ferdinand de Saussure * 
principios de este siglo, y que considéra que cada palabra consta de dos partes o aspectos
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reiacionados: por un lado su forma o representaciôn (gràfica/fonética), y, per el ctro, su conte- 
nido semdntico o sentido. El problems de contempler la palabra bajo este punto de vista es que 
muy a menudo la relacMn entre forma y significado no es uno-a-uno, sino que un ùnlco signo 
(forma) puede corresponder a varios significados, o al rêvés, significados similares pueden 
corresponder a varias formas diferentes. En el primer grupo (palabras homôgrafas) tenemos, por 
ejempk). ’ gato' (animal e Instrumento) o "tabla" (objeto de madera o estructura de dates en 
Informética). En el segundo grupo (palabras cuasi-sinônimas) tenemos algunas famillas como 
"àrbol-planta-arbusto" o "alto-elevado".
En les diccionarios habituates, la entrada es siempre la forma gràfica de la palabra, y cada 
une de les diferentes sentidos que se relacionan con la misma se suele indicar de alguna 
manera (numeràndolos, con sangrados especiales, etc.). También a veces se dan indicaciones 
de otras palabras seménticamente relacionadas, en el sentido anterior, que conducen a otras 
entradas. Existen, ademés, diccionarios especificos de sinônimos, més o menos consistentes 
[Wam82]. Lo que es un rasgo comûn a todos ellos es que estàn orientados a seres humanos 
que han de a porter su propio conocimiento del mundo, un conocimiento pragmàtico, para deter­
miner cuél es la acepciôn que corresponde a sus necesidades, o cuél de los sinônimos presen- 
tados es el que realmente se ajusta al contexto.
3. Los diccionarios pueden deacribir el vocabulario compléta de un lenguaje (o dominio) o concen- 
trarse en une o màs de sus aspectos.
En los puntos anteriores se ha sehalado que en los diccionarios se describe el vocabulario 
concreto de un lenguaje o un subconjunto de éste, apoyàndose en las relaciones existantes entre 
las distintas palabras. Sin embargo, en la mayoria de las ocasiones no se esté en condiciones de 
abarcar todo el vocabulario de un lenguaje en todos sus aspectos. De manera que, 
habitualmente, los diccionarios son el resultado de una selecciôn premeditada: palabras més fre- 
cuentes, vocabulario técnico, histôrico, etc. Incluso en los grandes diccionarios monolingOes, si 
se quiere abarcar varios aspectos de las palabras, el trabajo se suele repartir entre distintos 
especialistas en cada uno de ellos.
Aunque existen muchos tipos de diccionarios (por temas, usuario al que estén destinados, 
etc ), no hay que olvidar que siempre el vocabulario de un lenguaje refleja el conocimiento que 
posee el hablante del mundo, del émbito en que se usa el lenguaje o de la propia sociedad en la 
que este se halla. Por lo tanto, muchas veces es dificil separar lo que es informaciôn lingQlstica 
propiamente dicha e informaciôn extralingülstica, existiendo palabras (por ejemplo "tabla" o 
"gato", citadas en el punto anterior) cuyo significado sôlo puede explicarse o determinarse en 
funciôn del contexto en el que ocurren.
4. En los diccionarios se necesita desarrollar un 'metalenguaje' para manejar y presentar la infor­
maciôn.
Cualquiera que sea el tipo de diccionario que se considéré, résulta necesario establecer un 
marco que modèle las relaciones entre las palabras, que no funcionan jamés como elementos 
aislados, sino que forman parte del contexto més amplio del discurso.
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Asi, una palabra se puede describir al menos de dos formas: (a) en relaciôn con las estruc* 
turas lingOisticas de un cierto numéro de niveles, que van desde el menor y mas simple al 
mayor y màs compiejo (fonemas, morfemas, etc.), y (b) en funciôn de las très dimensiones o 
aspectos de todo signo lingOistico: semântica (significado), sintaxis (parte de la oraciôn, relaciôn 
con los otros signos de la secuencia) y pragmàtica (en relaciôn con el contexto en el que ocurre).
A partir de estos dos modelos, los lexicôgrafos han desarrollado herramientas y metodolo- 
gias para describir de forma précisa las palabras pero, lamentablemente, no existen criterios uni- 
ficados al respecto.
5. Por ultimo, todos los diccionarios estàn motivados por y somatidos a las necesidades léxicas del 
usuario a cuyo uso estàn destinados.
Evidentemente, diccionarios destinados a distintos usos han de tener formas distintas, y 
tomar en consideraciôn un conjunto de rasgos que variarà de un caso a otro (p.e., en dicciona­
rios técnicos o en diccionarios destinados al uso escolar).
Todos estos postulados son vâlidos tanto para los diccionarios clâsicos como para los dicciona­
rios electrônicos. Estos ûltimos pueden ademàs caracterizarse màs precisamente teniendo en cuenta 
algunos rasgos significativos. En la Figura 1 se présenta una de las posibles clasificaciones, pro- 
puesta por M. Nagao, y que compendia los tipos de DE que existen actualmente [Nag88].
Figura 1. Qasificactôn de los Diccionarios Electrônicos
Rasgo Tipos
Uso (a) Uso general
(b) Terminolôgicos




Propiedad de la Informaciôn (a) Léxicos especificos





Los très primeros rasgos que se citan son vâlidos para todo tipo de diccionarios (electrônicos o  
no): un diccionario viene caracterizado tanto por el uso al que se vaya a destinar (que determha el 
tipo de informaciôn que ha de contener), como por ei numéro de lenguajes involucrados (si es màs 
de uno. las caracteristicas del diccionario varian radicalmente) o por las propiedades especificzs del 
léxico que incluye. Esto, que intuitivamente es vàlido para los diccionarios clàsicos, sigue sendo 
también vàlido para los DE.
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La cuarta caracteristica es la que va a determinar las principales diferencias entre los DE y los 
clàsicos. ya que los requerimientos dictados por el tipo de usuario varian radicalmente en cada caso. 
Este rasgo también se ha dado en llamar 'orientaciôn ' [Isa8 8 b] y, como se indica en la tabla, divide 
a los DE en dos tipos. Tenemos asi los DE orientados a ser usados directamente por seres 
humanos, trente a los DE creados para ser utilizados por una computadora, siendo éste el que va a 
recuperar la informaciôn e interpretaria de forma adecuada.
Los DE que se consideran creados para ser utilizados por el hombre son aquellos en los que el 
papel de la computadora es el de mero soporte fisico de la informaciôn; eso si, con todas las ven- 
tajas de almacenamiento, actualizaciôn y acceso que se derivan. Son, habitualmente, diccionarios 
comerciales de 'tipo  lib re ' que se presentan en soporte electromagnético u ôptico, y pueden in d u ir 
una serie de rasgos que sôlo son interpretados por un programa y que no afectan a su lectura en 
pantalla. Pueden ser côdigos de cambio de llnea, de variaciôn de color o tipo de letra (simulando les 
distintos tipos de impresiôn), etc.
Por otra parte, los diccionarios especificamente creados para ser consultados por una compu­
tadora sirven habitualmente de base a un programa o conjunto de programas que aplican el 
conocimiento extraido de éstos a multiples usos. Entre ellos destacan:
• verificadôn ortogràfica
• verificaciôn sintéctica
• correcciôn de estilo
• interfaz con un sistema de consulta en lenguaje natural,
• interfaz con un sistema experte,
• anâlisis para traducciôn automàtica
• generaciôn de lenguaje natural a partir de formas codificadas
En este caso el proceso de consulta es automético: el programa es capaz de extraer e inter- 
pretar la informaciôn que précisa del DE sin intervenciôn humana. Por lo tanto, para que el proceso 
anterior sea posible, esta informaciôn ha de estar codiUcada de alguna manera, y es este problems, 
el de la codlflcadén de la Informaciôn léxica, el que constituye el principal escollo a la hora de des­
arrollar DE destinados a una utilizaciôn automàtica, por dos razones principales.
En primer lugar, codificar la informaciôn léxica implies transformar una informaciôn expresadà 
en lenguaje natural (incluyendo el posible metalenguaje del que antes hablamos) en general poco 
précisa, en un sistema absolutamente concreto y necesariamente conciso. La consecuencia, lamen­
tablemente inevitable, es la restricciôn del rango de significado de las palabras (ver la Figura 2 en la 
pàgina 8).
En segundo lugar, como se citaba en el cuarto punto de los postulados, aunque en la 
modelizaciôn de las caracteristicas de las palabras se tiende a utilizar rasgos de algûn tipo. que 
'marquen' las palabras, tipifrcàndolas y relacionàndolas entre si, no existe ninguna pauta para ello, y 
en cada diccionario, glosario o compendio léxico, los mécanismes utilizados son diferentes y.
palabra B
palabra
Figura 2. Codificaciân de la Informaciôn Léxica. Restricciôn del rango semântico de las palabras.
muchas veces, incluso inconsistentes. Para un usuario humano, este problema es fàcilmente solven* 
table, porque dispone de un conocimiento propio del mundo que le proporciona un criterio sobre el 
que apoyarse para resolver las ambigüedades que se le puedan presentar; pero este no es el caso 
con los programas, por lo que los DE especificamente creados para ser consultados por un pro­
grama han de diseAarse teniendo en cuenta y resolviendo todas las posibles ambigüedades que en 
los diccionarios orientados a los usuarios humanos se dejan a su propia discreciôn.
Histôricamente, ambas orientaciones (a usuarios humanos y programas) se han considerado 
bàsicamente distintas e incompatibles, aunque ahora estas diferencias tienden a desenfatizarse, y se 
comienzan a desarrollar técnicas que permiten utilizer los diccionarios clâsicos. destinados a ser 
usados por el hombre, como punto de partida de cierias apiicaciones de los sistemas de proce- 
samiento del lenguaje natural.
1.1.2 Codificaciôn Automàtica
El propôsito de los diccionarios, como textos que tratan sobre el lenguaje, es proporcionar defi- 
niciones de los sentidos de las palabras y, para cumplir este propôsito, no sôio contienen cono- 
cimientos puramente lingOisticos, sino que incluyen conocimiento sobre el mundo en general, de tipo 
semântico y pragmàtico. Por estas razones, en linguistics computacional, e inteligencia artificial en 
general, los diccionarios se han contemplado con un g ran interés teorico como los instrumentos por
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excelencia para investigar la estructura semântica del Lenguaje Natural (LN), y  también con un gran 
interés prâctico como los recursos bâsicos para superar el problema de la adquisiciôn del 
conocimiento, tanto lingOistico como de cualquier materia especifica.
Lamentablemente, en estos momentos la informaciôn que proporcionan los diccionarios clâ­
sicos no es apta para la mayoria de las apiicaciones que abordan los sistemas de Procesamiento de 
Lenguaje Natural (PLN); ya que en ellos la informaciôn se expresa en lenguaje natural, utillzando una 
minima codificaciôn, mientras que los programas necesitan procesar informaciôn perfectamente 
codiflcada. El problema es, evidentemente, cômo codificar esta informaciôn.
Se deduce, por tanto, que los métodos de codificaciôn de la informaciôn léxica son actualmente 
de g ran interés, postulândose que esta puede efectuarse, en general, siguiendo dos aproximaciones 
diferentes [WII88 ]: (a) codificar manualmente una parcela bien acotada del léxico, suficientemente 
rica, con un propôsito determinado, y (b) tratar de desarrollar procedimientos automâticos para 
transformar el contenido de los diccionarios estândar en una representaciôn adecuada para una gran 
variedad de apiicaciones del PLN.
En principio, la segunda aproximaciôn parece que présenta muchas ventajas sobre la primera, 
tanto para las apiicaciones especificas como para la adquisiciôn masiva de conocimiento sobre 
temas en concreto, pero este proceso no se puede llevar a cabo fàcilmente, y también présenta 
algunos inconvenientes.
La creaciôn de procedimientos automâticos para extraer la informaciôn de los diccionarios 
tiene algunos requerimientos que no necesita la extracciôn manual, aunque otros son compartidos y 
afectan directamente al problema de la codificaciôn. se realice ésta como se realice.
Entre las caracteristicas diferenciadoras de uno y otro tipo de codificaciôn tenemos las 
siguientes (extraidas en parte de la descripciôn general del entomo de codificaciôn automàtica 
expuesto en [Byr87]):
* Iniclalmente, para que se pueda realizar la codificaciôn automàtica de las entradas de un diccio­
nario es necesario que éste esté disponible en linea, accesible por programa, y, aunque cada 
vez son més los diccionarios clâsicos que se distribuyen en soporte electromagnético u ôptico, 
todavia no se puede contar con todos los que se desearia.
La codificaciôn manual permite, en contrapartida, consultar distintas fuentes (distintos dic­
cionarios) que pueden o no estar disponibles en linea.
* Una operaciôn necesaria, previa al proceso de codificaciôn automàtica, es la normalizaciôn de 
los datos de partida (las entradas del diccionario), ya que hay que garantizar que los textos de 
entrada a los programas de extracciôn son regulares'. en el sentido de que no existen errores 
de mecanografiado que pudieran impedir la correcta comprensiôn de los mismos. Este tipo de 
errores, que no tienen mayor trascendencia cuando el usuario es humano, pueden conducir a
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equivoco a los programas encargados de la lectura automàtica y. desgraciadamente, no son 
infrecuentes.
• Para efectuar la codificaciôn automàtica de la informaciôn es necesario analizar el texto de cada 
entrada; y para ello se ha de utilizar un anaiizador adecuado. Pero la gramàtica de las entradas 
de un diccionario no es la misma que la de las oraciones habituales de un discurso en LN, dile- 
renciàndose en très puntos principales:
1. Las entradas pueden ser grandes porciones de texto (en muchos diccionarios se encuentnn 
entradas que ocupan varias paginas)
2. La definiciôn de lo que se considéra una unidad minima de informaciôn varia radicalmente. 
En los textos corrientes suele ser la oraciôn, mientras que, al considerarse las entradas de 
un diccionario, la unidad minima podria ser cada una de las acepciones.
3. La gramàtica que analiza un diccionario puede ser altamente determinista, dado que el 
léxico que se utiliza y las estructuras son bastante estereotipadas.
Del primer punto résulta que es necesaria una gran cantidad de espacio en màquina para 
poder analizar algunas entradas. La consecuencia del segundo es que, mientras en el texto orri- 
nario la delimitaciôn habituai de los elementos de informaciôn son los signos de puntuacion 
(puntos, comas, etc.) y los caractères blancos entre palabras, en las entradas de diccionario hiy 
informaciôn asociada a cambios en el tipo de letra (cursivas, negritas), que no necesariamen» 
se presentan con caractères separadores de ningün tipo. También, aunque estos delimitadorts 
suelen ser identificables, pueden surgir otros problèmes dado que a veces hay signos partiel* 
lares que aparecen entre las palabras (por ejemplo, caractères especiales para denotar a 
palabra de la entrada en los ejemplos de uso de la misma, y asi ahorrar espacio). El terc ir 
punto sugiere el desarrollo de anallzadores no muy complejos, aunque siempre se requerirà il 
estudio de las estructuras de informaciôn utilizadas por cada diccionario en particular.
En cualquier caso, para el desarrollo de métodos, manuales o  automâticos, de extracciôn de û 
informaciôn léxica de las entradas de un diccionario, el màs serio obstàculo que se présenta es é 
codificaciôn de la informaciôn semântica que aparece, explicita o implicitamente, en el texto; pro­
blema mucho menor en cuanto a la sintaxis se refiere. Esto es debido, en parte, a que la comprei- 
siôn de la teoria semântica està muctio menos avanzada que la de la teoria sintéctica, como b 
demuestra el hecho de que no exista consenso sobre la mayoria de los principios subyacentcs 
[Hirs89].
En la pràctica, esta situaciôn da lugar a una serie de problèmes reales que pueden ser de g rai 
envergadura a la hora de extraer informaciôn de los diccionarios. Vamos a citar algunos, en los qu> 
los datos y marcas a los que se hace referenda se han extraido del dicdonario (loilim 
Inglés-EspaAol [Col84]:
* Cada dicdonario ellge y utiliza marcas diferentes para seAalar los distintos usos de cada acep 
dôn. Son comunes las marcas de (fig.) o (fam.) para sentido Figurado y acepciôn coloquial respec-
■ 11 -
tivamente, pero también aparecen otras de caracter morfbtôgico (p.e. m o f  para indicar género), 
o caracteristicas més particulares (p.e. person para palabras asociadas o aplicadas a personas).
* El conjunto de marcas utilizado no suele ser conocido a priori, por lo que previamente ha de ser 
detectado a base de filtrar de alguna manera la informaciôn contenida en las propias entradas. 
Por 'marcas' nos estamos refiriendo no sôlo a las indicaciones, generalmente entre paréntesis, 
con las que se caracterizan las entradas (como los ejemplos del punto anterior), sino a todo el 
conjunto de ‘ palabras clave’  contenidas en el propio texto de las entradas y que forman, junto 
con las anteriores, una jerarquia compléta de marcas seméntlcas.
* Incluso dentro de un mismo diccionario, después de determinar el conjunto de marcas utilizado, 
quedan todavia otros problemas que resolver de indole lôgica, sobre la relaciôn (jerérquica o no) 
que existe entre las marcas.
Muchas veces existe informaciôn implicita que ha de extraerse por medio de reglas de 
herencia, complementariedad o relaciôn. Por ejemplo, aunque no aparezca el género de una 
palabra en la que se indique que se refiere a mother, ésta deberé cataiogarse como femenina, 
ya que mother lo es, teniendo que entrar en funcionamiento un mecanismo de relaciôn como el 
asociado a redes semànticas [Sow84].
Existen también otros casos algo màs complejos. Pensemos por ejemplo en la marca anlm, 
animado. El que esta marca no aparezca en una entrada no tIene por qué significar que el 
objeto de la misma sea inanimado, puede que, simplemente, esta informaciôn se haya conside­
rado évidente o irrelevante, y por ello no se haya incluido al pensar que usuarios humanos no la 
necesitarian. Pero para la computadora nada es évidente, y résulta necesario caracterizar la 
informaciôn explicitamente.
Como se deduce de los puntos anteriores, aunque la codificaciôn automàtica de la informaciôn 
léxica es un tema candente de investigaciôn [K lav8 8 , Nak8 8 , Cal88 , Len8 8 ], existen todavia muchos 
problemas, no sôlo de Indole pràctica, sino también teôricos, que han de concretarse antes de que 
existan resultados realmente utiles en este sentido.
De todo lo anterior se concluye que el principal problema de la extracciôn de informaciôn de 
los diccionarios, pensando en los DE orientados a los programas, es la codificaciôn de la 
informaciôn, que résulta una tares muy complicada puesto que no existe ninguna metodologia (prin- 
cipalmente semântica) explicita en las propias definiciones. Lo que se utiliza es un conjunto de 
marcas y signos que son comprenstbies por el hombre, ya que éste posee un conocimiento pragmà- 
tico del mundo. Esta caracteristica de la informaciôn léxica hace que la codificaciôn automàtica de 
dicha informaciôn sea una tares muy compleja, ya que, ademàs de tener que desarrollar todo un 
conjunto de programas de normalizaciôn, etc., es necesario que los procedimientos de extracciôn se 
apoyen en un conjunto sôlido de marcas y caracteristicas basado en las utilizadas en el texto, cuyo 
establecimiento no es inmediato.
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Por k> tanto, para apiicaciones concretes que utilicen un àmbito léxico bien acotado, se piensa 
que actualmente no es errôneo procéder a la codificaciôn manual de la informaciôn, aunque dejando 
una puerta abierta a futures innovaciones; la codificaciôn ha de expresarse mediante un formalismo 
en el que, posteriormente, se pueda transformar la informaciôn obtenida mediante procedimientos 
automâticos.
Éste ultimo es el camino que hemos elegido en nuestro trabajo, en el que se propone un forma­
lismo para la representaciôn de la informaciôn biiingüe que admite la codificaciôn manual de las 
entradas de un diccionario en las primeras fases del desarrollo del proyecto, pero que està disehado 
para que se continue, en fases posteriores, con la explotaciôn automàtica de los recursos léxicos 
bilingues disponibles en màquina.
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1.2 Traducciôn Automàtica y Diccionarios
Bajo el nombre genërico de Traducciôn Automàtica {Machine Translation) se engloban toda una 
serie de programas cuya finalidad ultima es efectivamente la traducciôn, pero que no siempre rea- 
lizan este proceso de forma automàtica [SI0 6 S].
Los sistemas de traducciôn computerizados se pueden dividir en très grandes grupos, depen- 
diendo de cuàn ambiciosos sean sus objetivos;
• Traducciôn Automàtica (TA) propiamente dicha.
• Traducciôn Asistida por Computadora (TAC).
• Bases de Datos Terminolôgicas.
En los sistemas de TA puros, la computadora es la ûnica responsable del proceso de 
traducciôn: desde el momento en que se se le présenta un texto en el lenguaje origen hasta la gene­
raciôn del texto final en el lenguaje meta. Este proceso incluye la gestiôn compléta de las reglas 
estructura les de transformaciôn asi como de todos los diccionarios que pudieran estar Involucrados 
en el proceso (acceso e interpretaciôn de la informaciôn), sin que exista intervenciôn humana en 
ningün momento de la traducciôn. Este planteamiento no rechaza. sin embargo, la posible pre- 
ediciôn o post-ediciôn de los textos que se van a traducir, entendiendo por pre-ediciôn ei conjunto de 
tratamientos previos a la traducciôn (acortamiento de frases excesivamente largas, revisiôn de la 
terminologia utilizada, etc.) que se pueda hacer sobre los textos, y por post-ediciôn, la fase de 
correcciôn (de estilo, etc.) que. en realidad, también incluyen las traducciones humanas. Estos sis­
temas son, evidentemente, los màs ambiciosos.
A continuaciôn tenemos los sistemas de traducciôn asistida, que a su vez pueden ser de dos 
clases: sistemas de traducciôn automàtica asistida por ei hombre (TAAH), humarhassisted machine 
translation (HAMT), y los sistemas de traducciôn humana asistida por computadora (THAC), machine- 
assisted human translation (MAHT). Estos sistemas son menos ambiciosos que los anteriores, y el 
segundo tipo aün menos que el primero. La TAAH incluye aquellos sistemas en que la computadora 
es la responsable principal de la traducciôn, pero que, sin embargo, puede interaccionar con un 
supervisor humano en algunos momentos de la traducciôn: por ejemplo, para elegir la traducciôn 
correcta de alguna palabra en concreto, o determinar términos de coordinaciôn, resoiuciôn de réfé­
ré ntes, la relaciôn adecuada entre oraciones subordinadas y principal, etc. Frente a este tipo de 
traducciôn asistida, en la que la computadora lleva el mayor peso, tenemos la THAC, en la que un 
traductor humano es el encargado de realizar la traducciôn por si mismo, eso si, en linea con la 
màquina, utilizando herramientas de tratamiento de textos; de manera que. en ciertas circunstancias, 
puede requérir los servicios de ésta para accéder a algûn tipo de diccionarios especializados, 
tesauros o bases de datos, o bien para recuperar fragmentes ya traducidos con anterioridad.
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Por ultimo tenemos las Bases de Datos Terminolôgicas, cuyo propôsito es mantener un léxico 
técnico coherente y al dia sobre un tema especifico. El traductor. que puede o no trabajar en linea. 
acudirâ a estas bases de datos para utilizar la terminologia esténdar en cada materia. Esta es una 
de las principales ventajas del mantenimiento de este tipo de bases de datos: se puede imponer un 
léxico comûn en cada érea. Pero la estandarizaciôn del léxico no es en absoluto trivial, ya que, 
aunque en ciertos émbitos se utilice un vocabulario comûn (dentro de una empresa o grupo de 
investigaciôn), para que se llegue a una cierta reglamentaciôn, estos grupos han de ponerse de 
acuerdo entre si, lo cual no résulta inmediato [Van83],
Cada uno de los tipos de sistemas de traducciôn mencionados puede constar de varios 
môdulos, cuyas caracteristicas no son siempre las mismas; lo ùnico que se puede asegurar de todos 
ellos, de cualquier sistema automatizado de traducciôn, es que necesitarà uno o varios diccionarios 
que permitan abordar las transformaciones léxicas (elecciôn de términos en la lengua meta) del 
proceso. De hecho, las bases de datos terminolôgicas no son més que un tipo especifico de diccio­
nario bilingue, con unos contenidos muy determinados. Estas bases de datos pueden, en principio, 
incorporarse a los sistemas de traducciôn asistida, tanto a los TAAH como a los THAC, que, en cuai- 
quier caso, necesitan ineludiblemente algûn tipo de pauta terminolôgica.
Sin embargo, no se debe extrapolar que exista compatibilldad "hacia arriba ' entre los distintos 
tipos de sistemas de traducciôn; es decir, las herramientas diseAadas especificamente para un tipo 
de sistemas no son en principio aprovechables en los demés. Por ejemplo. en los sistemas de tra­
ducciôn asistida no es siempre necesario disponer de diccionarios orientados a programas, sino de 
diccionarios orientados a usuarios humanos, ya que, en los casos conflictivos van a ser éstos los que 
decidan el término adecuado, en funciôn de la informaciôn (de tipo textual) que se les proporcione 
en linea. Por otra parte, en los sistemas de traducciôn completamente automàtica la situaciôn es 
inversa, ya que son los programas los que tienen que accéder e interpreter la informaciôn de los 
diccionarios, por lo que ésta ha de estar adecuadamente codificada.
Otro tema de interés es el conjunto de caracteristicas de los diccionarios que se requieren en 
los sistemas de traducciôn. Estas varian notablemente de unos tipos a otros, en relaciôn directa con 
el grado de automatizaciôn del proceso, es decir, cuanto màs automético sea éste, los diccionarios 
que se utilicen necesitaràn ser màs ricos y responder de un mayor nûmero de rasgos lingOisticos, 
porque los propios programas deberàn tomar todas las decisiones relativas al proceso. Por lo tanto, 
en los sistemas de traducciôn completamente automàtica, los diccionarios que se utilicen deben 
abarcar tanto las transformaciones léxicas entre las palabras del par de lenguas involucrado, como 
la informaciôn morfolôgica necesaria para el anàlisis de las palabras de la lengua origen y la sin- 
tesis de las de la lengua meta. Vamos a centrarnos en este tipo de sistemas, TA, y profundizar en 
las caracteristicas que han de tener sus diccionarios, contemplados como elementos léxicos del 
sistema.
Conceptualmente, en un sistema de TA es necesario abordar très tareas, que han de realizarse 
automàticamente. Estas son: (1) anàlisis del texto fuente, (2) traducciôn propiamente dicha, en la que
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se encuentran tos équivalantes de las palabras y estructuras entre las dos lenguas, y (3) generaciôn 
del texto final en ta lengua meta.
En cada una de estas fases es necesario disponer de un tipo particular de informaciôn léxica, 
cuyas caracteristicas varian de unas a otras.
En la primera fase, cuando se analiza el texto fuente, el procedimiento léxico que se utilice ha 
de ser capaz de determinar, a partir de las palabras flexionadas morfolôgicamente con prefijos y 
sufijos, cuàles son sus raices o bases, para asi poder unificar toda la informaciôn del resto de las 
fases en torno a un ùnico elemento, ya que, aunque se ha hecho asi en algunos sistemas [Vas85], 
no es muy ventajoso mantener entradas diferentes en la fase bilIngOe para distintas personas o 
tiempos de un mismo vertx), porque esto implica multip licar Innecesariamente la misma informaciôn. 
Por lo tanto. lo razonable es relacionar cada palabra de la oraciôn original con su forma base, y 
luego ésta con su(s) posibles traducciones.
En el caso del inglés como lengua fuente, que es el utilizado en nuestro trabajo, dada una 
oraciôn como la del ejemplo (1-1), esta fase léxica Inicial de la que estamos hablando debe ser 
capaz de determinar las bases de las palabras que intervienen, proporcionando la informaciôn 
consecuente:
(1-1) I looked at three f l ie s  that were on the tab le.
BASE: I look at three f ly  that be on the table
Este proceso puede résulter muy compiejo, porque no siempre se puede determinar la base de 
(as palabras aisladamente. Hay ocasiones, como en (1-2), en las que sôlo se puede determinar la 
base, de una palabra considerando el contexto. Aqui, la forma 'saw" puede corresponder tanto al 
pasado del verbo inglés "see' {"ver" en espaAol) como es el caso, como al présente del verbo inglés 
"saw" {"serrar" en espaAol)
(1-2) I saw three f l ie s  that were on the table
BASE: I (see/saw? three f ly  that be on the table
El conocimiento morfolôgico de la lengua meta es necesario para poder generar oraciones 
flexionadas correctamente, en las que se mantengan las caracteristicas de concordancia propias de
• 16
la lengua. Por ejemplo, en espaAol dado un tiempo verbal, una persona y un nûmero ha de poderse 
determinar la forma verbal correcta:
(1-3) Base: VOLAR
Tiempo: Présente
Modo: Indicativo ------- ► *vuela*
Persona: Tercera 
Nûmero: Singular
Ademàs de la informaciôn anterior, que puede considerarse bàsicamente de tipo morfolôgico, 
es imprescindible contar con diccionarios bilingOes que permitan realizar la transferencia léxica 
entre las palabras y expresiones de uno y otro idioma. Este tipo de informaciôn, la informaciôn 
bilingue, es, por su propia naturaleza, mucho màs compiejo que el tipo de informaciôn que se 
requiere para el anàlisis y la generaciôn de los textos origen y meta, ya que obliga a precisar el 
sentido de cada término, tanto de la lengua origen como de la lengua meta, asi como la relaciôn 
entre ambos. Cômo implementar estos diccionarios, cuàl debe ser su estructura y qué tipo de cono- 
cimientos deben contener, se convierten en muchos casos en los problemas clave para los sistemas 
de traducciôn automàtica, hasta el punto de que se puede crear o justificar un sistema de TA en 
funciôn de los diccionarios bilingües que se utilicen, como se ha dado en el proyecto estatal japonés 
sobre diseAo de los diccionarios multilingues [EDR88].
El problema del diccionario bilingue utilizado résulta entonces de la mayor importancia y. como 
se demuestra en los trabajos de los distintos grupos de investigaciôn, es un problema que aün no 
tiene una soluciôn évidente, no ya en cuanto al formalismo de expresiôn utilizado, sino incluso a 
otras cuestiones de indole màs general [Isa88a]:
1. cSe deben utilizar diccionarios de propôsito general, o es mejor desarrollar diccionarios depen- 
dientes de la aplicaciôn o de un sublenguaje especifico?
2. ^Qué se debe usar como la principal fuente de datos: textos generates sobre cada tema o diccio­
narios clàsicos?
3. ^La informaciôn léxica debe codificarse manualmente o extraerse automàticamente de los textos 
disponibles?
4. ^Pueden los diccionarios formularse de forma 'neutral', en el sentido de que pueden ser utiles 
independientemente de las preferencias teôricas de cada cual?
La respuesta a estas preguntas depende en general del grupo de investigaciôn. Actualmente, 
por razones pràcticas, muchos de los sistemas de TA utilizan un léxico dependiente de la aplicaciôn 
para la que estàn diseAados, al menos parcialmente. De esta manera se pueden precisar algunos 
términos puramente dependientes del dominio, y restringir en alguna medida el problema de la 
ambigüedad semântica. Por ejemplo, si se està diseAando un sistema para la traducciôn de textos 
técnicos informàticos y se trata la palabra inglesa "We", parece que no tiene mucho sentido consi-
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derar las acepciones de la misma que no aparecerén en este tipo de textos -'//m a ', 'fi/a*, etc.- y que 
se puede traducir directamente por 'archivo'.
Las preguntas 2 y 3 estàn relacionadas, ya que, como veiamos en el apartado anterior, si los 
datos se introducen manualmente, entonces es posible consultar varias fuentes simultàneamente, y 
esto es mucho màs dificil en el caso de la codificaciôn automàtica. Probablemente, la necesidad de 
extraer las traducciones de unas u otras fuentes dependerà en gran medida del término, ya que hay 
que tener présente que, sobre todo en àmbitos técnicos, se crean continuamente nuevas acepciones 
de las palabras, que se recogen en textos relacionados con el tema y no aparecen en los dicciona­
rios terminolôgicos hasta un tiempo después, o incluso nunca llegan a recogerse en éstos.
En cuanto a la posibilidad de que los diccionarios puedan formularse independientemente de 
las preferencias teôricas de cada cual, éste résulta ser un problema compartido por casi todos los 
sistemas de PLN, ya que no existen teorias aceptadas unànimemente y siempre aparecen discre­
pancies entre los datos que unos y otros grupos consideran. En este sentido se està desarrollando 
un notable esfuerzo por parte de algunos grupos de investigaciôn hacia la definiciôn de diccionarios 
politeôricos[WalB7, Cal89, Wal90] . La definiciôn de este tipo de diccionarios se apoya en la idea de 
que, aunque la forma de expresar la informaciôn léxica puede parecer estrechamente ligada a una 
teoria lingOistica en concreto, en realidad todos los marcos linguistlcos identifican y describen tos 
mismos hechos léxicos y el mismo tipo de propiedades. Los diccionarios asi definidos pueden ser 
reutilizados para varios fines y a través de diferentes proyectos, evitando una multiplicaciôn innece- 
saria del mismo trabajo.
En resumen, lo que es évidente es que los sistemas de TA necesitan très tipos de informaciôn 
léxica diferente: de las lenguas fuente y meta, y biiingüe. Esta situaciôn parece llevarnos de forma 
natural a la necesidad de très clases de diccionarios conceptualmente distintos; un diccionario de 
anàlisis, uno de transferencia biiingüe (o de traducciôn) y un tercero necesario para la generaciôn. 
Esta diferencia conceptual no implica necesariamente que cada una de estas funciones se lleve a 
cabo por separado, utilizando distintos diccionarios en cada caso, aunque ésta es probablemente la 
mejor soluciôn desde el punto de vista computacional, ya que résulta màs modular y sencilla de 
mantener.
Actualmente existen algunos sistemas de traducciôn automàtica que utilizan un ùnico macro- 
diccionario al que se accede para determinar las très acciones descritas [McC88], pero es normal 
utilizar una estructura de diccionarios que contenga por separado la informaciôn monolingOe de los 
lenguajes origen y meta y la bilingue que los relaciona, en très diccionarios diferentes.
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1.2.1 Modelo de Transferencia
El modelo de transferencia es el màs utilizado actualmente en los sistemas de TA. Este modelo 
resaita la modularidad del proceso de traducciôn, potenciando el uso de elementos independientes, 
que pudieran ser integrados en otros procesos que involucren otros pares de lenguas e incluso en 
otras apiicaciones relacionadas. Es decir, cada una de las fases del proceso de traducciôn (anàlisis 
del texto fuente, transferencia y generaciôn del texto meta) pueden utilizar elementos independientes 
entre si.
En la Figura 3 en la pàgina 19 se présenta un esquema general del proceso de traducciôn 
segûn el modelo de transferencia, indicàndose también cuàles son las operaciones que se han de 
realizar en cada una de las fases propuestas.
Después de la fase de anàlisis se dispone de una representaciôn intermedia, que es la entrada 
a la fase de transferencia propiamente dicha. De esta fase se obtiene conx) salida una represen­
taciôn ya transformada, a partir de la cual se realizarà la generaciôn de la oraciôn traducida. Por lo 
tanto, la fase de transferencia tiene una entidad propia y hace uso de informaciôn bilingue para rea­
lizar la transformaciôn de la oraciôn. Algunos sistemas pretenden elim inar incluso la fase inter­
media (diferente al anàlisis y la generaciôn), utilizando para representar la oraciôn formalismos que 
sean independientes de cualquier lengua natural; la oraciôn origen se analizaria hasta conseguir una 
representaciôn puramente formai, a partir de la cual se generaria directamente el texto de salida. 
Se trata de la llamada interlingua, que refleja la nociôn de los 'universales lingOisticos". Este modelo 
présenta énormes ventajas, ya que sôlo séria necesario crear, para cada lengua, un môdulo anaii­
zador y uno generador, y la traducciôn automàtica se podria llevar a catx) directamente entre cual­
quier par de lenguajes, sin necesidad de crear môdulos bilingües de transferencia. Por ejemplo, los 
sistemas Atlas I y Atlas II de la casa japonesa Fujitsu siguen este planteamiento [Shi89, Uch89]. Sin 
embargo, el principal problema que présenta el modelo de interlingua es la necesidad de poseer un 
formalismo completo para la representaciôn del conocimiento lingüistico, vàlido para todas las 
lenguas, por io que suele résulter màs asequible el modelo de transferencia intermedia.
En este modelo, aunque toda la informaciôn léxica de las dos lenguas pudiera estar contenida 
en un ùnico diccionario, funcionalmente es màs adecuado que existan très diccionarios distintos;
• un diccionario para el anàlisis (asociado con un anaiizador sintàctico-semàntico)
• un diccionario para la generaciôn de la lengua meta (asociado a un môdulo generador de texto 
final)
• un diccionario biiingüe de transferencia
Es relativamente sencitio pensar en diccionarios monolingües bidireccionales, es decir, que 
sean capaces de afrontar tanto los problemas del anàlisis como de la generaciôn para una ûnica 
lengua. Lo que ya no résulta tan sencillo es pensar en diccionarios bilingües que sean asimismo 
bidireccionales, de manera que puedan ser utilizados tanto para la traducciôn en un sentido como en
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Figura 3. Modeio da tranaferancia. Esquama del procaao da traducciôn
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ei opuesto. La creaciôn de diccionarios de estas caracteristicas se contempla en el proyecto de tra­
ducciôn automàtica estatal japonés MU M[Tsuj88] . refiriéndose a ellos como 'diccionarios neutres' o 
'bidireccionales', nombre que refleja la no direccionabilidad de las equivalencias léxicas que con­
tienen. En estos diccionarios se mantendrian las dos correspondencias suprayectivas posibles: de la 
lengua considerada origen a la lengua meta y viceversa. Pero esta consideraciôn puede ser en cierto 
modo artificial, ya que no ha de consistir en dos diccionarios diferentes, con una interfaz comûn, sino 
en un ûnico diccionario en el que se representen los conceptos semântico de forma ûnica. Este 
problema es de gran envergadura, ya que los rangos semànticos de las palabras en distintos len­
guajes pueden no coincidir, como veremos màs claramente en el ejemplo presentado en la pàgina 
60.
En la mayoria de los sistemas, de lo que se dispone es de un diccionario de transferencia 
direccional, en el que es necesario considerar cuàl es la lengua origen y cuàl la meta, y que, en 
principio, no es vàlido si se invirtiese el sentido de la traducciôn.
En la figura anterior, que représenta el modelo de transferencia, podemos ver también que la 
caja correspondiente a la fase de transferencia propiamente dicha contempla dos tipos de ope­
raciones: la Transferencia Estructural (TE) y la Transferencia Léxica (TL). Por transferencia estruc­
tural se entiende la que gestiona las transformaciones que se producen durante el proceso de 
traducciôn en la estructura formai de la oraciôn, y que no estàn determinadas por la elecciôn de una 
palabra o expresiôn concrete como traducciôn. Un ejemplo muy claro es la transferencia de las 
oraciones completivas de inglés a espaAol. En inglés sucede que en este tipo de oraciones el nexo, 
"that", puede elidirse, mientras que en espaAol no sucede asi. Por lo tanto todos los nexos de este 
tipo, en caso de no aparecer, deberàn crearse para la oraciôn castellana.
(1-4) I know that he w ill come.
(l-4 t)  (Yo) sé que (é1) vendré.
(1-5) I know he w ill come.
( l-5 t)  (Yo) sé qua (é l) vendré.
En la fase de transferencia léxica se incluyen toda la serie de operaciones necesarias para que, 
dada una palabra o expresiôn en la lengua origen, se pueda determinar su equivalencià exacta en la 
lengua meta. La transferencia léxica hace uso, por supuesto, de uno o varios diccionarios bilingües, 
pero sus caracteristicas varian considerablemente de unos sistemas a otros. En algunos, esta fase 
se limita a accéder al diccionario con el ûnico fin de recopilar datos sobre las posibles traducciones, 
sin decantarse por ninguna de ellas en un principio. En otros, el léxico juega un papel màs activo, 
estando dotado de los mécanismes adecuados para poder seleccionar una traducciôn concreta en 
cada caso.
Ambos aspectos de la transferencia (léxica y estructural) pueden o no mantenerse indepen­
dientes pero, desde nuestro punto de vista, parece évidente que se pueden relacionar muy estre-
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chamente. Si se profundiza màs en el tipo de operaciones relacionadas con la transferencia, 
descubrimos que, ademàs de la pura transferencia estructural y de la pura transferencia léxica (en 
cuanto elecciôn del término o términos équivalentes), existe otro conjunto de operaciones de 
caràcter estructural, pero que estàn dirigidas por el léxico. Por ejemplo;
(1-6) Mary likes flowers.
( l-6 t)  A Maria le  gustan las flores.
En esta oraciôn, la transferencia obliga a un cambio en la funciôn de los constituyentes de la oraciôn; 
el sujeto pasa a ser objeto indirecto y el objeto pasa a ser sujeto. Esta transferencia, que tiene impli- 
caciones estructuraies, no es general, sino que tiene lugar Onicamente como efecto de la transfe­
rencia léxica del vert>o principal. Es, por lo tanto, una transferencia estructural dirigida por el léxico.
Este caso, que es bastante frecuente, nos hace suponer una estrecha relaciôn entre ambos 
tipos de transferencias; siendo muchas veces el léxico el responsable de que tengan lugar o no 
ciertos cambios estructuraies. Ésta es la razôn por la que el léxico, a través de los diccionarios bilin­
gües, se convierta a menudo en el nûcleo principal de los sistemas de traducciôn 
[Petao, Har83, WardSê].
En el siguiente apartado comentaremos las caracteristicas de los diccionarios que se vienen 
utilizando en algunos de los principales sistemas de traducciôn actuates en fase de investigaciôn o 
desarrollo, haciendo hincapié en lo que podrian ser los rasgos générales de un diccionario biiingüe 
para traducciôn; qué es esencial, qué es deseable y cuàles son los problemas y ventajas de cada 
uno de ellos.
1.2.2 Transferencia Léxica: Algunos Sistemas
En este apartado vamos a revisar la fase de transferencia léxica de algunos sistemas de tra­
ducciôn automàtica en fase de comercializaciôn o de desarrollo, principalmente en lo que se refiere 
a los diccionarios bilingües.
Entre los sistemas que estàn comercializados actualmente, hablaremos de SYSTRAN, LOGOS y 
METAL, todos ellos pertenecientes al grupo de sistemas de traducciôn completamente automàtica, 
asi como de ALPS TSS Transactive, que es un sistema de traducciôn asistida (TAAH). También se 
présenta el mecanismo de EUROTRA, que es un sistema de traducciôn automàtica todavia en fase 
de investigaciôn.
Hay que subrayar la dificultad que existe para recopilar informaciôn al respecto por motivos 
comerciales, porque la documentaciôn disponible es ciertamente escasa, especialmente en lo que a 
los diccionarios se refiere, ya que suelen ser una de las partes màs importantes de los sistemas.
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1.2.2.1 ALPS TSS Transactive
ALPS (Automated Language Processing Systems Ltd.) proporciona un conjunto de 
herramientas integradas para ayuda a la traducciôn; en este sentido no es un sistema de traducciôn 
automàtica propiamente dicho, sino un sistema de traducciôn asistida [TSS87].
En cuanto a sus diccionarios, éstos estàn también distribuidos en varios grupos, siendo en esta 
ocasiôn una separaciôn fisica real. ALPS mantiene archivos diferentes para lo que es el léxico de 
uso general y la terminologia propiamente dicha, determinando ademàs distintos niveles de especia* 
lizaciôn.
Este sistema posee uno de los diccionarios màs simples, ya que cada entrada sôlo incluye la 
parte de la oraciôn que le corresponde y su traducciôn. Al ser un sistema de traducciôn asistida por 
el hombre, se espera que sea el usuario el que décida entre todas las altemativas posibles en cada 







El primer ejemplo corresponde a un caso particular de complementaciôn nominal que se da en 
inglés, dônde el nombre que actûa como complemento puede asimilarse a un adjetivo, identifi- 
càndose as! en la entrada programada. La traducciôn al espaAol propuesta aparece en la ultima 
linea de la entrada, 'de 10MB', aAadiéndose la indicaciôn '< fixcap' para indicar que han de conser- 
varse las letras mayùsculas 'MB'. La segunda entrada es simple, y la ûnica caracteristica especial 
que tiene es que se marca esta palabra con el côdigo 'pers', de persona, por si este dato pudiese 
ser de utilidad.
Como se puede ver, la estructura de las entradas definidas en ALPS es muy rigida y no incluye 
un gran conocimiento lingüistico. Evidentemente, esta forma de describir la informaciôn léxica es 
insuficiente para sistemas màs ambiciosos.
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1.2.2.2 SYSTRAN
En 1976, la Comunidad Econômica Europea comenzô el desarrollo del sistema SYSTRAN de tra­
ducciôn automàtica entre el par de lengua inglés y francés, a partir de un antiguo prototipo que se 
habia creado a mediados de los sesenta.
Este programa, que ha evolucionado mucho desde entonces, se utiliza actualmente en los 
departamentos de traducciôn de la CEE para la traducciôn de textos técnicos, habiéndose incluido en 
el sistema la mayoria de los lenguajes comunitarios [Pig88].
La informaciôn léxica en SYSTRAN en un principio se definla en un ûnico diccionario, que con­
tenta toda la informaciôn de las dos lenguas involucradas en el proceso de traducciôn: monolingOe y 
biiingüe. De esta forma habfa tantos diccionarios como pares de lenguas, existiendo informaciôn 
redundante en ellos. ya que se tenla que incluir la informaciôn monolingOe de las dos lenguas en 
todos los diccionarios de traducciôn en los que intervinieran.
Posteriormente, estos diccionarios se han reprogramado convirtiéndose en una base de datos 
de grandes dimensiones, donde cada entrada se define una ûnica vez con todos los côdigos que le 
correspondan (para la desambiguaciôn de la lengua origen y la traducciôn a las lenguas meta consi- 
deradas). Y asI para todas las entradas existantes de todas las lenguas disponibles. SI se da el 
caso de que un lenguaje sôlo se utiliza como origen o como meta, los campos correspondientes a 
sus équivalentes léxicos en las otras lenguas, que no se usan, se mantienen vacios, y pendientes de 
una codificaciôn posterior.
En cuanto a los contenidos, SYSTRAN combina en el diccionario biiingüe la informaciôn que 
sôlo tiene que ver con la propia traducciôn, junto con informaciôn gramatical y semântica tanto de la 
lengua fuente como de la lengua meta. Ademàs, parte de esta informaciôn està expresada de forma 
de procedimientos, que se formulan explicitamente, y se utilizan en la fase de transferencia.
Las ûltimas versiones siguen el modelo de transferencia, tendiendo a mantener la informaciôn 
modular, sin mezclar datos que corresponden a fases diferentes del proceso y codificando en el dic­
cionario biiingüe ûnicamente la informaciôn relativa a la transferencia léxica entre el par de lenguas 
involucrado, intentando ademàs potenciar la declaratividad de las definiciones.
1.2.2.3 LOGOS
El sistema LOGOS, de la casa del mismo nombre, se demostrô por primera vez en 1984, para 
alemàn-inglés en los dos sentidos; y se està trabajando en los prototipos para otros pares de 
lenguas (francés, espaAol) [WheSS].
En LOGOS la informaciôn biiingüe se distribuye en dos diccionarios:
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• uno de alta frecuencia, fijo, que contiene palabras funcionales: articulos, preposlciones, etc.
• un diccionario principal, que el usuario puede modificar.
Las palabras contenidas en el segundo de estos diccionarios estàn calificadas con una serie de 
côdigos ('Area temàtica', 'CompaAla', etc.), que en realidad permiten clasificar la base de datos 
léxica segûn distintos criterios (por tema, compaAia, producto, etc.).
En LOGOS, de forma similar a SYSTRAN, se utiliza una ûnica interfaz para introducir los datos 
tanto morfolôgicos como sintàcticos y semànticos, de las palabras de la lengua fuente (por medio de 
un conjunto bastante elaborado de menûs), su traducciôn (una traducciôn por Area temàtica'), asi 
como la informaciôn morfolôgica adecuada para la palabra elegida en la lengua meta. Este meca­
nismo se utiliza para nombres, adjetivos y adverbios. La inclusiôn de nuevos vertx», que résulta 
generalmente mucho màs compleja, permanece bajo la supervisiôn directa de los lexicôgrafos de la 
casa LOGOS; por lo tanto, los usuarios no pueden introducir nuevos vertx)s en el sistema, aunque si 
pueden adjudicar diferentes traducciones a los ya existantes, si se varia ei Area temàtica'.
Lo que se conoce de los diccionarios de LOGOS puede verse que corresponde al diccionario de 
terminologia diseAado para ser adaptado a las necesidades de los usuarios. De la estructura del 
diccionario que contiene las palabras de uso general no se tienen datos publicados.
1.2.2.4 METAL
El sistema de traducciôn automàtica METAL es uno de los màs antiguos utilizados actualmente. 
Se originô en el Centro de Investigaciôn LingOistica de la Universidad de Texas, en 1961, y ha sobre- 
vivido hasta nuestros dias con un pequeAo paréntesis. En 1980, Siemens AG comprô el prototipo y la 
investigaciôn y el desarrollo han continuado hasta conseguir que este sistema se convierta en un 
producto comercial.
Su objetivo principal era la traducciôn de alemàn a inglés, pero potenciando con gran acierto la 
modularidad de todos sus componentes, tanto lingOisticos como computacionales. Este plan­
teamiento ha llevado al sistema al modelo de transferencia, y ha permitido que sea extensible a 
otros lenguajes. De hecho, actualmente existen varios prototipos en fase de desarrollo.
Su diccionario bilingue es de tipo declarativo, pero no sôlo posee una relaciôn uno-a-uno entre 
los diferentes sentidos de las palabras en distintos lenguajes, también contiene informaciôn acerca 
de los cambios estructuraies provocados por la determinaciôn de las traducciones, que tendràn lugar 
si estàn explicitamente detallados en la entrada correspondiente.
En este sistema el diccionario està dividido por parte de la oraciôn (verbos, nombres, preposi- 
ciones, etc), existiendo tantos sub-diccionarios como el nûmero de éstas. Para cada palabra y cada 
parte de la oraciôn, se incluyen tantas entradas como posibles traducciones diferentes se prevean. 
Para cada una de ellas se especifica un conjunto de condiciones que han de verificarse para que se
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pueda elegir dicha traducciôn. También se pueden especificar algunas acciones que han de ejecu- 
tarse si esa traducciôn es la elegida.
El esquema general se présenta en ei ejemplo siguiente, extraido del diccionario alemén • 
inglés [Whi87]:
(schreiben (VST GV) 0
( T 
( *
( PP-TO-PP auf on 
( PP-TO-PP an on 
( NP-TO-PP 0 to 
(
write (VST GV) 0 
T
En este ejemplo se ve la manera en que se puede forzar la traducciôn de algunos comple- 
mentos preposicionales que acompaAen al verbo, as! como la transformaciôn estructural que sobre 
ellos se efectüa al traducirse éste. La entrada corresponde al verbo alemén 'schreiben', que puede 
aparecer complementado por varios PP 6 NP. En la entrada se indica que si aparece complementado 
por un PP introducido por las preposlciones 'a u f  o 'an ', la estructura se conserva, traduciéndose la 
preposiciôn por la inglesa 'on' en ambos casos. Si la complementaciôn del verbo es realizada por 
un NP en caso dativo, este complemento pasa a ser un complemento preposicional en inglés introdu­
cido por la preposiciôn 'to '.
Se puede decir que el modelo de diccionario de METAL es uno de los més complètes y 
modulates, aunque no existe mucha documentaciôn al respecto.
1.2.2.5 DLT
Este proyecto de traducciôn automàtica, financiado por la compaAia BSO, comenzô en 1985 con 
apoyo del Ministerio de Economia de los Paises Bajos, El objetivo es construir un prototipo de 
sistema de traducciôn automàtica de inglés a francés, y està previsto que en 1993 se disponga de 
una versiôn comercial [Pap86b, Sch88].
DLT (Distributed Language Translation) es un sistema multilingOe interactive, diseAado para 
operar sobre redes de computadores, donde cada màquina actûa como un sistema de traducciôn 
independiente a un ûnico lenguaje terminal. Los textos se transmiten entre las distintas estaciones 
en un lenguaje intermedio (IL), que es una versiôn de espéranto. Por lo tanto, este sistema sigue en 
cierto modo el modelo de interlingua, siendo ésta asimilada al espéranto que se utiliza.
Las oraciones que se van a traducir son primero analizadas, creàndose mùMiples represen- 
taciones, ya que el anaiizador no resuelve los problemas de ambigüedad. Estos àrto les son transfe-
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lidos a IL y. sobre ellos actûa un sistema 'experto en palabras'. Màs tarde se generarà el lenguaje 
requerido a partir de la estructura seleccionada.
En este caso. el diccionario de transferencia es simpie. adjudicando directamente una o varias 
palabras de IL (espéranto) a cada una de las palabras originales. Se crean asi mûltiples 
posibilidades, generadas a partir de las combinaciones de las traducciones dadas. La traducciôn 
correcta. o combinaciôn correcta de traducciones, se elige a posteriori, por medio del sistema 
experto en semântica, que verifica cuàles son las relaciones de dependencia correctas entre los can- 
didatos.
1.2.2.6 EUROTRA
Los primeros planes acerca de EUROTRA comenzaron a finales de 1977, creàndose en 1978 un 
grupo permanente de trabajo constituido por miembros de las universidades y demàs grupos de 
investigaciôn europeos. A finales de 1982 se concretaron los planes de trabajo y se puso en marctia 
este programa, con dos objetivos fundamentales [Kin84];
• construir un prototipo pre-industrial de sistema de traducciôn automàtica, que incluyera todos los 
lenguajes de la Comunidad Europea
• fomentar la investigaciôn en traducciôn automàtica y àreas relacionadas dentro de los paises de 
la Comunidad
Casi siete aAos después, el primer objetivo parece muy dificil de alcanzar, debido a problemas 
con la fase de transferencia léxica y al modo en que se han concebido los diccionarios bilingOes.
En EUROTRA se ha decidido mantener las fases de transferencia léxica y estructural compie- 
tamente separadas, ademàs de utilizar un formalismo declarativo para las entradas de su diccionario 
extremadamente sencillo: ûnicamente equivalencias entre distintos sentidos de las palabras de cada 
lenguaje [Hac90]. Esta equivalencia ha de mantenerse entre todos los lenguajes participantes en el 
proyecto (alemàn. danés, espaAol, francés, griego, holandés, inglés, italiano y portugués), de manera 
que, después de la fase de anàlisis se hayan desambiguado en funciôn de la lengua origen todos los 
sentidos posibles de la palabra en todas y cada una de las futuras lenguas meta.
Suponiendo que X sea un cierto lenguaje origen, e Y y Z dos posibles lenguajes meta, ejemplos 
de entradas en sus respectives diccionarios bilingües (de X a Y, y de X a Z) podrian ser los 
siguientes:
Del lenguaje X al lenguaje Y:
t l  -  { lu  •  Xpalabra_sent1dol) - *  ( lu  -  Ypalabra sentidoa) 
t2 “  {lu  “  Xpalabra_sentido2} »> { lu  « Yparabra sentidob)
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Del lenguaje X al lenguaje Z:
t l  » {lu  ■  Xpalabra_sentidol) ■ >  
t2  "  {lu  ■ Xpa1abra_sentidoZ) ■>
{lu  •  Zpalabra} 
{ lu  > Zpalabra)
J
Donde ' lu '  signlfica 'unidad léxica' ('lexical u n it).
Como puede verse, en este caso los posibles sentidos que se pueden desambiguar para cada 
palabra del lenguaje fuente a veces equivalen a palabras diferentes (en el caso de traducir a la 
lengua Y) y a veces a la misma (en el caso de traducir a la lengua Z), dependiendo del par de len­
guajes considerado. Por lo tanto, cada uno de los sentidos en que es desambiguada una palabra del 
lenguaje origen se ha de acompaAar, cuando los diccionarios son cotejados en los diferentes paises, 
con la documentaciôn adecuada sobre et contexto sintàctico-semàntico en el que se identifica dicho 
sentido. con el fin de que el lexicôgrafo que examine los datos pueda establecer las equivalencias 
apropiadas con su propia lengua. que ahora actûa como lengua meta.
No se han publicado muchos detalles al respecto de este diccionario. y no es muy évidente 
todavia la forma en que EUROTRA va a gestionar muchas de las implicaciones del proceso de trans­
ferencia. entre ellas el conjunto de transferencias estructuraies dependientes de las transferencias
léxicas.
1.2.3 Recapitulaciôn
Una vez revisados someramente algunos de los sistemas de traducciôn automàtica que existen 
actualmente, podemos extraer algunas de sus caracteristicas fundamentales, fruto de largos aAos de 
experiencia. Entre ellas hay que destacar cômo, comenzando en muchos casos a partir de modelos 
simples de traducciôn en los que todas las fases se hacian casi simultàneamente (p.e. SYSTRAN), la 
mayoria de los sistemas han ido evolucionando hacia modelos màs modulares, al menos del tipo de 
transferencia, en los que el mantenimiento resultase màs sencillo y no fuera necesario multiplicar la 
informaciôn monolingOe en funciôn del nûmero de lenguas que se incluya en el sistema. Hay algunos 
(p.e. DLT) que van aûn màs allà, aproximàndose al modelo de interlingua.
En cuanto a los diccionarios, aunque algunos rasgos de diseAo son esencialmente comunes, 
nos encontramos que los métodos y formalismos varian desde los absolutamente dectarativos 
(EUROTRA) hasta los que incluyen procedimientos en las entradas de las palabras (SYSTRAN). Los 
hay que mantienen diccionarios independientes para la informaciôn monolingOe y biiingüe (que es lo 
màs frecuente) hasta los que tienen toda la informaciôn centralizada. También tenemos, desde los 
que no indican nada en absoluto sobre los efectos que la transferencia provoca en la lengua meta 
(EUROTRA, p.e ), hasta los que admiten alguna indicaciôn al respecto (METAL).
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Pero, en resumen, esta breve revisiôn, que incluye la evoluciôn histôrica de algunos sistemas, 
nos permite concluir que, independientemente de la implementaciôn, lo que parece màs aconsejable 
desde el punto de vista de la mantenibilidad del diccionario, que no es al fin y al cabo màs que un 
conjunto de datos [Pap86a], es définir las entradas declarativamente, separando de lo que son los 
datos en si (condiciones para la discriminaciôn de los sentidos, posibles acciones y traducciôn de la 
palabra) de los mecanismos, procedimientos reales, mediante los cuales éstos se ejecutan. Es decir, 
lo que puedan ser programas y las declaraciones que provocan la ejecuciôn de dichos programas en 
el momento en que es necesario actuar o recoger màs informaciôn de la representaciôn de la 
oraciôn que se està traduciendo.
También es comûn a la mayoria de los sistemas el diseAo de diccionarios 'd ivididos', bien por 
parte de la oraciôn, o bien por frecuencia de uso de las palabras. Esta decisiôn es muy razonable, ya 
que, en cualquier caso, cuanto menor sea el tamaAo de los ficheros finales sobre los que se realice 
la bûsqueda de las entradas, mayor serà la rapidez del proceso. También es bastante frecuente que 
se adjudiquen ciertos côdigos a las entradas, que en algunos casos puedan hacer de filtro, en 
funciôn de la aplicaciôn, o servir como medida de peso dependiente asimismo de determinados cri­
terios (àrea de aplicaciôn, p.e.).
Otro tema muy importante para el lexicôgrafo que introduce los datos y para el traductor que 
hace uso de un sistema de traducciôn (asistida o no), es el de las interfaces. Como en todos los 
sistemas que tienen relaciôn con usuarios extemos. el entorno de trabajo reviste gran importancia, y 
es una faceta que ha de cuidarse meticulosamente [MeIBSa].
Aunque hemos citado algunos de los sistemas màs importantes que existen actualmente, por 
supuesto, la relaciôn no ha sido exhaustiva y no podemos dejar de nombrar a otros grupos que 
llevan trabajando intensamente en traducciôn automàtica de hace aAos.
Uno de estos grupos es el liderado por Christian Boitet en GETA (Groupe d'Etudes pour la 
Traduction Automatique), Universidad de Grenoble, que ha llevado a cat)0  el desarrollo de varios 
sistemas de traducciôn tanto expérimentales como comerciales (entre ellos ARIADNE [Boit86]) y que 
constituyen, màs que los exponentes de un sistema en concreto, un centre neuràlgico en traducciôn 
automàtica. Es de destacar que este grupo ha abordado recientemente la traducciôn desde el 
francés a otras lenguas europeas, respondiendo a los requerimientos de un mercado ûnico en 
Europa [Boi89].
Entre los sistemas de investigaciôn, en fases màs expérimentales, son notables los de la uni­
versidad de Manchester [Woo87] y, en general, un conjunto de sistemas que conceden una impor­
tancia tan notable al léxico que llegan a basar la mayor parte del proceso transferencia en éste. 
Estas investigaciones, que enlazan directamente con los modelos de representaciôn del 
conocimiento, tienen un fuerte grupo de seguidores en la universidad de Camegie-Mellon. Center for 
Machine Translation [Cul87], Los sistemas desarrollados por este grupo tienden al modelo de 
interlingua como modalidad para representar el conocimiento lingüistico, y se refieren a sus diccio-
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narios como 'léxicos conceptualos' u 'ontologies:', donde los nombres se asimllan a marcos de repre- 
sentadôn, los verbos a sucesos y los adverbios y adjetivos se representen como propiedades de los 
marcos. [Nyb88, Nir89].
Sobre la transferencia léxica en otros sistemas se puede consultar la documentaciôn del 
ISED'88, que se cita en las referencias, donde se presentan bastantes DE comerciales y en fase de 
desarrollo (podemos citar [Kaj88, Lan88, Mae88a, MÜ88] entre los més importantes).
Teniendo en cuenta la experiencia de los sistemas que hemos descrito se ha desarroilado el 
prototipo de traducciôn automàtica multilingue MENTOR, cuyo método de transferencia léxica descri- 
bimos en detalle en los prôximos capitulos.
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A principio de 1987 comienza en el Centro de Investigaciûn UAM-IBM el proyecto de traducciôn 
automdtica MENTOR, siglas que corresponden a Muititarget ENglisti TranslatOR, y que ya tia sido 
parcialmente descrito en otros lugares [Rod87, G0 I8 8 . Red8 8 , RodS9]. El objetivo de este proyecto 
es la realizacidn de un prototipo de sistema multilingOe de traducciôn automâtlca, y su nacimlento 
corresponde al interés creclente que, como ya se ha mencionado, vienen tenlendo todas las apli- 
caciones del PLN y la traducciôn automàtica en particular.
En este proyecto, ademâs del Centro de Investigaciôn de Madrid participan otros grupos de 
investigaclôn localizados dentro y fuera de IBM: el Centro de Investigaciôn de IBM en Haifa, el grupo 
cientifico INESC-IBM de Lisboa y el grupo de UngOlstica Computacional de la Universidad de 
Helsinki.
En el Centro de Investigaciôn UAM-IBM de Madrid existe une gran tradiciôn en lingOlstica com­
putacional. y se viene trabajando de forma continuada desde hace varios aflos en aplicaciones de 
PLN. habiéndose realizado estudios importantes en morfologia y sintaxis del espahot. Por su parte, 
el grupo de Helsinki es mundialmente conocido por sus trabajos en lIngOlstIca. principalmente 
morfologia, siendo les creadores de la llamada 'morfologia en dos mvefes'[Kos83] .
Entre los objetivos del proyecto se encuentra la formaciôn de grupos compétentes en los paises 
involucrados, as! como la experimentaciôn exhaustiva en los temas de lingOlstica computacional 
relacionados con la traducciôn automàtica. No se hablan previsto ningunas condiciones en cuanto a 
la operatividad del prototipo résultante de la investigaciôn. Por varias razones, entre elles la docu- 
mentaciôn y herramientas disponibles y la posible apllcadôn de los resultados obtenidos, se eligiô el 
inglôs como lengua origen, siendo las lenguas de los paises participantes consideradas "lengua 
m eta' en cada caso (espaftol, hebreo, portugués y tints).
En cuanto a la organizaciôn, el trabajo se desarrollaria en cada uno de los centres nacionales, 
guardando el equilibrio entre la propia investigaciôn de cada grupo, independiente en cierto modo 
del trabajo de los demâs, y la utilizaciôn de las mismas herramientas para tas fases comunes o com- 
partidas, aunque durante todo el proyecto se cuenta con dos polos principales: Haifa y Madrid.
Se tomaron asimismo algunas decisiones realistas sobre el tipo de textes que se iba a 
manejar, decidiéndose que el àrea a tratar séria la documentaciôn técnica de temas compu- 
tacionales, en concrete de manuales de IBM. Esta decisiôn ha sido tomada también en otros pro- 
yectos similares (ver [Tsut86 , Mae88b], por ejemplo), puesto que, al restringir el dominio de 
apiicaciôn se limita en gran medida la posible ambigOedad sem tntica de algunas palabras cuyo 
sentido puede variar considerablemente segûn el entomo del discurso. Por ejemplo, la ya mencio- 
nada palabra inglesa ‘ table', en el entorno de la programaciôn hace referenda generalmente a un 
tipo de estructura de datos conocido como ‘ tabla’  en castellano, mientras que en otro tipo de
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entomos significard 'm esa'. Es esta clase de ambigOedades la que se puede resolver llmitando el 
dmblto de apiicaciôn para las traducciones. Ademâs, une decisiôn de este tipo facilita la elaboraciôn 
de los diccionarios, puesto que generalmente se puede disponer de un léxico terminolôgico bien 
definido, creado inicialmente para los traductores humanos.
La limitaciôn del dominio es uno de los factores que contribuyen a la calidad del texto gene- 
rado, aunque se admite una fase manual de post-ediciôn que subsane posibles errores y majore la 
calidad y el estilo del mismo. Esta posibilidad no invalida el proceso de traducciôn automàtica y, en 
cualquier caso, forma también parte de los procesos de traducciôn manuales. Sin embargo, no se 
realizaria pre-ediciôn alguna del texto a traducir, ya que. aunque se podrian simplificar las oraciones 
para conseguir textos màs sencillos, el trabajo que esto supondria séria improbo, ademâs de rester 
interés a los textos. distorsionàndolos artificialmente, cuando uno de los principales objetivos de la 
TA es tratar material real préexistante, como son, en nuestro caso, los manuales ya elaborados de 
los que partimos.
Oespués de casi très aAos de trabajo, se han alcanzado los objetivos previstos y el resultado 
total es muy satisfactorio. En Madrid funciona actualmente un prototipo completo de sistema de tra­
ducciôn automàtica de inglés a espaAol, capaz de realizar todo el proceso de traducciôn automàtica 
partiendo de oraciones en inglés hasta la generaciôn de las oraciones finales en espaftol. La traduc­
ciôn se realiza al nivel de la oraciôn, no del discurso; es decir, no se resuelven las posibles referen- 
cias que excedan el âmbito de la frase (referencias en distintas oraciones de un pârrafo). Se maneja 
un léxico restringido al dominio considerado, aunque se ha experimentado ampliamente sobre las 
operaciones bilingOes de transferencia, parte de cuyos resultados se presentan en esta memoria.
En los apartados siguientes se describen algunas caracteristicas importantes del sistema desde 
el punto de vista funcional, que permitirân plantear el problema que nos ocupa, para terminar con un 
ejemplo de la transferencia léxica para una paiabra: todo el proceso a partir de la informaciôn conte- 
nida en un diccionario clâsico hasta la expresiôn de la informaciôn léxica en un pseudocôdigo en 
lenguaje natural. Este ejemplo, que es un caso real de extracciôn de la informaciôn que se ha 
llevado a catio en nuestro proyecto, nos servirâ para comprobar la complejidad del problema plan- 
teado, siendo a la vez el punto de referenda para el formalismo que se expone en el siguiente capi- 
tulo.
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2.2 Estructura del Sistema
El sistema sigue el modelo de transferencia, del que ya se ha hablado en el capitule anterior 
(Figura 3 en la pâgina 19). Este modelo, de acuerdo con la dasificaciôn que hace Tucker segùn la 
cantidad de conocimientos lingOIsticos que se incorporan [TucM ], corresponde a la llamada segunda 
generaciôn de sistemas de TA, en cuanto que se basa en una representadôn intermedia airededor 
de la cual se organize el anàlisis y la sintesis, manteniéndose en buena medida independiente de los 
lenguajes fuente y meta; pero también incluye algunos elementos de la tercera, como son el manejo 
de informaciôn seméntica. La frontera entre ambas generaciones no es, sin embargo, muy clara, y 
es el punto en el que se encuentran actualmente los sistemas de TA més efidentes.
Como ya se ha mencionado, el modelo de transferencia divide el proceso de traducciôn en très 
fases:
• anàlisis del texto fuente
• transferencia
• generaciôn del texto objeto
La primera fase incluye todo el tratamiento del texto fuente que sea independiente del texto 
meta y, al finalizar, debe proporcionar una estructura que sea posible transferir y en la que aparezca 
informaciôn suficiente sobre la oraciôn de entrada, resultado de los anàlisis que se hayan efectuado.
En nuestro sistema, para esta fase se utilizan diverses herramientas desarrolladas en el labo- 
ratorio T.J. Watson de IBM en Yorktown Heights dentro de otros proyectos [JenS6]: un lenguaje espe- 
cifico para el tratamiento del lenguaje natural y su procesador asociado, PLNLP, una gramàtica del 
inglés, PEG, y un amplio léxico del inglés, 0 0  (basado en los diccionarios Webster-7 y Longman).
PLNLP, siglas correspondientes a Programming Language for Natural Language Processing, es 
un lenguaje especialmente diseflado para el tratamiento declarativo del lenguaje natural [Heid72]. 
Los môdulos escritos en este lenguaje pueden ser posteriormente compilados a distintos lenguajes 
de programaciôn, como PL/8 y LISP/VM. Es en esta lenguaje en el que esté escrita PEG, siglas de 
PLNLP English Grammar [Jen87]. El anàlisis que esta gramàtica realiza de tas oraciones es general, 
independiente del àrea de apiicaciôn, y de una gran cobertura sintàctica. Entre sus caracteristicas 
màs seAaladas se encuentra la posibilidad de producir, cuando no es capaz de analizar por completo 
una oraciôn, lo que llama 'anàlisis aproximados' a base de ajustar distintos fragmentos del texto 
que constituyan una unidad [Jen83]. De esta forma siempre hay disponible un anàlisis para cualquier 
frase propuesta, en el que se indice que es 'aproxim ado'; de forma que es posible tomar decisiones 
sobre estos anàlisis sin necesidad de interrumpir el proceso global (intenter traducirlos en cualquier 
caso, dejar la oraciôn original, dar algûn tipo de mensaje, etc ).
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Para cada oraciôn, PEG proporciona uno (o varios) grafos orientados en los que se representan 
los resultados obtenidos tras el anàlisis. Se genera màs de un grafo cuando la oraciôn de entrada 
présenta algûn tipo de ambigüedad, calculàndose un coeficiente para cada uno de ellos, basado en 
determinadas caracteristicas del anàlisis, y que indice su plausibilidad [Hei82]. En estos casos de 
ambigOedad, seleccionamos para el prototipo el anàlisis màs probable segûn PEG, de manera que a 
partir de ahora consideraremos que tenemos una entrada ûnica a la siguiente fase de traducciôn.
Aunque PLNLP es un analizador basado fundamentalmente en la sintaxis, su diseAo permite la 
adiciôn de una o varias fases de procesamiento semàntico, adaptadas a las necesidades y carac­
teristicas especificas de cada apiicaciôn. Como resultado, el àrbol de anàlisis desambiguado lleva 
asociadas explicitamente informaciones de la estructura profunda junto con la informaciôn superficial 
que caracteriza a la oraciôn fuente. ambas necesarias para generar correctamente la salida, ya que 
el resultado que el sistema genere debe reproducir el sentido del original, pero manteniendo 
también, al mismo tiempo, las caracteristicas estructurales y estilisticas de aquél hasta donde sea 
posible.
Esta primera etapa de anàlisis es general y compartida, cualquiera que sea el lenguaje que se 
va a generar. Sôlo la segunda fase, la de transferencia, empieza a utilizar informaciôn del lenguaje 
terminal. En ella, la estructura de anàlisis antes obtenida se modifica de modo que refleje la estruc­
tura de la lengua meta. Se ha de emplear un diccionario bilingüe que contenga las equivalencias de 
cada término, con el objeto de construir el esqueleto bàsico en el que se encuentre la informaciôn 
sintàctica y semàntica para la ûltima fase.
El proceso de transferencia [Red89a, Red89b] consta fundamentalmente de las dos partes de 
las que ya hablamos en el capitulo anterior transferencia léxica y transferencia estructural. El 
tamaAo y las caracteristicas de esta fase varian enormemente de unos sistemas a otros, pero 
siempre incluye acciones de desplazamiento y reordenaciôn de los elementos de la oraciôn. junto 
con la desapariciôn de algunos elementos y la apariciôn de nuevos huecos, en algunos casos.
En nuestro prototipo la fase de transferencia comienza sobre el resultado de los anàlisis de 
PEG. Este resultado es un grafo orientado a partir del cuàt generamos una estructura artxirescente 
decorada, siendo esta representaciôn la que se mantiene durante todo el proceso de traducciôn. La 
principal ventaja de la representaciôn arborescente es su sencillez, lo que la hace muy apta para las 
fases de investigaciôn y pruebas.
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Figura 7. MENTOR; generaciôn.
Oespués de la transferencia se dispone de otro àrbol decorado a partir del cual comienza la 
fase de generaciôn o sintesis. En esta fase se créa la oraciôn de salida a base de recorrer la estruc* 
tura previamente construida, adaptando la informaciôn a la forma superficial que se utilize 
habitualmente en espaAol y flexionando las palabras de la manera adecuada. Para esto se utilize un 
diccionario especifico que es fruto de los trabajos realizados por nuestro grupo para otro proyecto 
[Cas85, Cas87], y que se puede considérer completo en lo que a morfologia del espaftol se refiere.
El sistema se ha desarrollado en el entomo del sistema operativo VM/CMS, y en cuanto al len­
guaje de programaciôn, el nûcleo fundamental del prototipo està implementado en LISPAfM; comen- 
zando por el analizador PEG, que se utilize en la versiôn compilada a LISP. Para la implementaciôn 
de las reglas de control y transferencia, se dispone de un paquete de funciones especificas para la 
transducciôn de àrboles [Nom87] también en LISP. Esta utilidad dispone de funciones para la bus- 
queda y reconocimiento de patrones en los à ito les, asi como para la modificaciôn de su estructura, 
consulta de propiedades, inserciôn y eliminaciôn de nodos, etc.
Los diccionarios utilizados (para anàlisis, generaciôn y transferencia) conforman môdulos inde- 
pendientes, extemos a las reglas y a los propios programas. La comunicaciôn entre éstos y los dic­
cionarios se realiza a través de una serie de programas de interfaz realizados en REXX. En este 
lenguaje se han implementado asimismo todo el resto de interfaces que ha sido necesario desarro- 
llar para el sistema.
En las figuras anteriores, a las que se harà referenda en los siguientes apartados, se detalla 
gràficamente el proceso de traducciôn que se efectûa en MENTOR, desde la oraciôn original hasta la 
ya traducida. Cada una de elles corresponde a una fase del proceso; anàlisis de la lengua origen, 
preprocesamiento de la informaciôn previo a la transferencia, transferencia propiamente dicha y 
generaciôn. La representaciôn es esquemàtica, habiéndose dispuesto la entrada y salida del pro-
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graima por medio de ficheros que contienen las oraciones a traducir y las ya traducidas, sin embargo 
la emtrada y. consecuentemente, la salida, también pueden realizarse de forma interactiva.
2.2.1 El Analizador
Como ya se ha mencionado, PLNLP es una de las herramientas fundamentales de nuestro pro- 
yectto. Las unidades bésicas del lenguaje son las réglas y los registres. Los registres son colecciones 
de atributos y valores, pudiendo éstos ser también apuntadores a otros registros, creéndose asi una 
conmpleja red de informaciones. Ademâs PLNLP también soporta listas, cadenas, etc. En cuanto a las 
reglias, corresponden al tipo de estructura de frase aumentada, y pueden ser de dos tipos, segûn 
sirvian para 'decodificar' (analizar), o 'codificar" (generar). Con cada tipo de régla hay asociado un 
a lgoritm o diferente: en el primer caso el proceso es de abajo arriba y en paralelo, en el segundo de 
arrilba abajo y en serie. Sin embargo, la estructura bàsica de las reglas es la misma en ambos 
casos: hay una parte izquierda en la que se identifican los constituyentes y se especifican las con­
diciones de activaciôn de la régla, y una parte derecha, separada de la anterior por una flécha, en la 
que se identifican los nuevos constituyentes y se especifica la nueva estructura résultante de la apli- 
caciiôn de la régla.
PLNLP dispone de un entorno completo que facilita la tarea de desarroilo de una gramàtica, 
perm ite visualizar àrboles de anàlisis, dispone de facilidades de traza, de selecciôn de reglas de la 
gramàtica que cumplan ciertos requisites, etc.
La gramàtica del inglés, PEG, genera para cada oraciôn una descripciôn sintàctica en forma de 
gratfô con estructura athbuto-valor, y a partir de ella construye y muestra al usuario un àrbol de anà­
lis is  màs legible, utilizando una parte de la informaciôn de dicha estructura. Para ello PEG dispone 
de 1res conjuntos de reglas;
* reglas del nûcleo gramatical, que definen las estructuras centrales y generates del inglés
« réglas de manejo de ambigüedades, que se encargan de decidir, en casos de anàlisis mûltiples,
cuâl de todos es el preferido
• reglas de recuperaciôn de fallos, que asignan una estructura 'razonab le ' a la entrada en los
casos en que las reglas del nûcleo no son capaces de analizar la frase (los 'anà lis is aproxi­
mados' que mencionamos en el apartado anterior)
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Figura 9. Ejemplo de un registre de la estructura: el verbo. 'I allow that I made a mistake'
AI comenzar la fase anàlisis se créa un registre para cada palabra, que contiene todos los 
datos que el diccionario posee de la entrada correspondiente. Dicho registre se enriquece progresi- 
vamente segûn se van aplicando las reglas de la gramàtica, creàndose nuevos registros de nivel 
superior segûn progress el algoritmo de anàlisis. Por ejemplo, sobre un nombre se crearà un 
registre de NP (Noun Phrase), que a su vez puede former parte de otro constituyente, etc. La apli- 
cacion de una determinada régla a un con junto particular de constituyentes la determine la pre- 
sencia o ausencia de ciertos atributos y sus valores en los registros. Algunos de estos atributos los 
proporciona el diccionario, mientras que otros los artaden las propias reglas. Lo que PEG hace, fun­
damentalmente, es producir una descripciôn sintàctica de la oraciôn, que se construye progresi- 
vamente. Oespués de procesar una oraciôn, se visualize el àibol de anàlisis correspondiente (ver la 
Figura 8), que se forma con la informaciôn bàsica de cada elemento; parte de la oraciôn o tipo de 
constituyente y palabra. Este àrbol tiene la ventaja de ser conciso y fàcilmente legible pero. como 
contrapartida, contiene mucha menos Informaciôn que el conjunto completo de registros (ver la 
Figura 9 y la Figura 10 en la pagina 42), ya que el àrbol que PEG muestra no es en realidad màs 
que un esquema de la estructura. En los registros se encuentran otros datos que, por supuesto, son
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necesario» para las siguientes fases del proceso. En MENTOR, a partir de la estructura original se 
extraen parte de estos datos, forméndose un àrbol decorado como el que puede verse en la 
Figura 11 en la pàgina 43. A partir de ahora haremos referenda exclusivamente a la representaciôn 
de la informaciôn contenida en el àrbol decorado y que es el punto de partida de la fase de transfe­
rencia.
Para extraer esta informaciôn de los registros se ha escrito un pequeAo procedimiento en 
PLNLP (versiôn LISP), llamado PLÎT , cuya actuaciôn se esquematizaba en la Figura 4 en la 
pàgina 37, después del proceso de anàlisis. En dicho procedimiento se pueden indicar fàdimente 
los datos que se quiere considérât de toda la informaciôn disponible. La forma de expresar esta 
informaciôn en el àrbol depende del tipo de los datos seleccionados, y  se detalla a continuaciôn, 
correspondiendo todos los ejemplos que se mencionan al àrbol extraido para la oradôn ' /  allow that 
I  made a mistake' representado en la Figura 11 en la pàgina 43.
1. Si los datos seleccionados son simples indicadores, representados por INDIC en los registros de 
PEG, como puede verse en la Figura 9 en la pàgina 40 y en la Figura 10 en la pàgina 42, 
entonces se incluyen en el nuevo àrtxil como un par atributo-valor en el que, o bien el nombre 
del atributo es el nombre del indicador y el valor es siempre '1 ' (p.e. (ANIM . 1)), o bien, en 
aquelios casos en que puedan existir varios valores para el mismo atributo (PERSl, 2 o 3, p.e.), el 
nombre del atributo es el genérico de la caracteristica (PERSON, p.e.) y el valor el que corres­
ponde.
En el caso concreto de un nodo de la oraciôn propuesta, NI por ejemplo, que corresponde a 
la oraciôn en su conjunto, tenemos que la caracteristica transitive, TRAN, que aparecia como indi­
cador en los registros (ver la Figura 10 en la pàgina 42), se ha convertido ahora en un par (TRAN 
. 1), mientras que el numéro, que también aparecia como indicador, al tener màs de una posi­
bilidad (singular ô plural) se ha representado por un par (P-NUM . SING), dônde P-NUM es el 
nombre elegido para esta caracteristica.
2. En el caso de campos variables por definiciôn, cuyo valor en los registros es una étiqueta o una 
constante (como es el caso de la BASE, que depende de cada palabra), si aparecen una ûnica vez 
la representaciôn es también un par atributo-valor, como en el caso anterior. Si puede haber 
varios campos con el mismo nombre, entonces es una lista en la que el nombre del campo 
aparece en primer lugar y los valores posibles a continuaciôn (p.e. OBJPREP).
Para ejemplificar la representaciôn de este tipo de datos nos podemos fijar en el nodo N4, 
que corresponde al veibo principal de la oraciôn. En este nodo, al igual que en todos los demàs 
ya que la BASE es un dato siempre présente, tenemos un par (BASE . ALLOW) que corresponde al 
primer caso. El segundo nos lo encontramos en otra caracteristica de este mismo nodo, (OBJPREP 
OF FOR), que indice las preposiciones que este verbo admite como introductoras del objeto 
directe. Estas preposiciones estaban indicadas en sendos campos del registre correspondiente, 
que puede verse en la Figura 9 en la pàgina 40.
3. Por ùltimo tenemos el caso de los apuntadores. Al transformer el grafo en un àibol no se pueden 
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Figura 10. Ejemplo de un registre de la estructura: la oradân. 'I  allow that I made a mistake'
trucciôn del àrbol. Por lo tanto se pierden los apuntadores que en el grafo reflejan otro tipo de 
relaciones (sujeto de la oraciôn. nûcleo del nivel, particula asociada a un verbo, etc.).
Para poder disponer de la informaciôn relativa a estas relaciones, que ha sido determinada 
durante el anàlisis, lo que se hace es marcar de cierta forma tanto el nodo inicial como el final 
del arco.
Tomemos por ejemplo el nodo de la oraciôn en su conjunto, NI, cuyo registro se detalla. 
Alii podemos ver que existe un campo denominado SUBJECT que apunta a NPl. La existencia de 
este apuntador supone que en el nodo N1 del àrbol, el de la oraciôn, se inclutrà un par atributo- 
valor en el que el nombre del atributo es HASSüBJECT y el del valor NPl: (HASSÜBJECT . NPl), y en el 
nodo correspondiente a NPl, N2 en la estructura del àrbol, aparecerà un par simétrico indicando 
que ese constituyente actûa de sujeto: (ISASUBJECT . 1). El mismo mécanisme se utiliza para el 
objeto directe, indirecte, etc.
Con la transformaciôn descrita de los registres de PEG al àrbol, realizada per el pregrama 
PLTT, termina la fase de anàlisis. A continuaciôn se realiza un sencille preprocese, anterior a la 
fase de transferencia, que actûa sobre la estructura de àibel obtenida. Figura 5 en la pàgina 37.
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La finalidad de este programs es simplificar algunos de los rasgos que existen en el àibol y 
proporcionar a la fase de transferencia una representaciôn més compacta de la informaciôn.
Por ejemplo. una de las acciones que se llevan a cabo es la fusiôn de todos los nodos verbales 
que se crean para tiempos complejos en uno sôlo que condensa toda la informaciôn. Asi, si en una 
oraciôn se utiliza una forma perfects como ‘ haa made', los dos nodos que se habràn creado, uno 









Content o f Node *•*  ( maxinmn depth -  5 , number o f node ■ 14 ) 
N1:«((SEGTYP2 . OECL) {STR . * i allow that i made a mistake")
(BASE . ALLOW) (NODENAME . DECLl) (TRAN . 1) (PERSON . PERSl)
(P-NUM . SING) (TENSE . PRES) (HASSÜBJECT . NPl) (HASOBJECT . VPl) 
(HASDSUBJECT . NPl) (HASDOBJECT . VPl) (HASHEAD . VERBl)
(HASTOPIC . NPl) (HASCOPYOF . VP2))
N2;-((SEGTYP2 . NP) (STR . " i" )  (BASE . I)  (NODENAME . NPl)
(ISASUBJECT . 1) (ISADSUBJECT . 1) (ISATOPIC . 1) (ANIM . 1) (HUM . 1)
(PERSON . PERSl) (P-NUM . SING) (HASHEAD . PRONl) (HASCOPYOF . NP4))
N3:-((SEGTYP2 . PRON) (STR . " i" )  (BASE . I) (NODENAME . PRONl)
(ISAHEAD . 1) (ANIM . 1) (HUM . 1) (PERSON . PERSl) (P-NUM . SING))
N4:-((SEGTYP2 . VERB) (STR . "allow") (BASE . ALLOW) (NODENAME . VERBl)
(OBJTPREP FOR OF) (ISAHEAD . 1) (TRAN . 1) (DITRAN , 1) (P-NUM . PLUR)
(TENSE . PRES))
N5:-((SEGTYP2 . VP) (STR . "that i made a mistake") (BASE . MAKE) 
(NODENAME . VPl) (ISAOBJECT . 1) (ISADOBJECT . 1) (PASTPART . 1)
(TRAN . 1) (PERSON . PERS3) (P-NUM . SING) (TENSE . PAST)
(HASSÜBJECT . NP2) (HASOBJECT . NP3) (HASDSUBJECT . NP2)
(HASDOBJECT . NP3) (HASHEAD . VER82) (HASCOPYOF . VP3))
N6:-((SEGTYP2 . COMPL) (STR . "that") (BASE . THAT) (NODENAME . COMPLl))
N7:-((SE6TYP2 . NP) (STR . " i" )  (BASE . I)  (NODENAME . NP2)
(ISASUBJECT . 1) (ISADSUBJECT . 1) (ANIM . 1) (HUM . 1) (PERSON . PERSl)
(P-NUM . SING) (HASHEAD . PR0N2) (HASCOPYOF . NP5))
Figura It. Representaciôn al comienzo de la fate de transferencia. "I allow that I made a mistake'
-44-
N8:-((SEGTYP2 . PRON) (STR . "1") (BASE . I)  (NOOENAHE . PR0N2)
(ISAHEAD . 1) (ANIM . 1) (HUM . 1) (PERSON . PERSl) (P-NUM , SING))
N9:-((SEGTYP2 . VERB) (STR . "made") (BASE . MAKE) (NODENAME . VERB2)
(OBJTPREP AFTER FOR TOWARD TOWARDS WITH) (PTC OUT UP) (ISAHEAD . 1) 
(PASTPART . 1) (TRAN . 1) (DITRAN . 1) (TENSE . PAST))
N10:-((SEGTYP2 . NP) (STR , a mistake") (BASE . MISTAKE)
(NODENAME . NP3) (ISAOBJECT . 1) (ISADOBJECT . 1) (ART . 1)
(PERSON . PERS3) (P-NUM . SING) (NO-CALIF . DET) (DEFINO . INDEF)
(HASHEAD . NOUNl) (HASCOPYOF . NP6))
N11:-((SEGTYP2 . DETP) (STR , "a") (BASE . A) (NODENAME . DETPl)
(ART . 1) (P-NUM . SING) (NO-CALIF . DET) (DEFIND . INDEF)
(HASHEAD . ADJl) (HASCOPYOF . AJPl))
N12:-((SEGTYP2 . ADJ) (STR . "a") (BASE . A) (NODENAME . ADJl)
(ISAHEAD . 1) (ART . 1) (P-NUM . SING) (NO-CALIF . DET) (DEFIND . INDEF))
N13:-((SEGTYP2 . NOUN) (STR . "mistake") (BASE . MISTAKE)
(NODENAME . NOUNl) (ISAHEAD . 1) (PERSON . PERS3) (P-NUM . SING))
N14:-((SEGTYP2 . PUNC) (STR . " . " )  (BASE . 9.) (NODENAME . PUNCl)
(HASCOPYOF . PUNC2))
Figura 12. Representadôn al comienzo de la fase de transferencia (cont.). 'I allow that I made a mistake'
MAKE, que es el verbo principal, y que tendrâ como rasgo (PERFECT . 1). Esta informaciôn es sufi­
ciente para el tratamiento posterior que se realiza en las fases de transferencia y generaciôn, y la 
representaciôn condensada résulta màs eficiente tanto desde el punto de vista computacional como 
de diseüo.
2.2.2 La Transferencia
La transferencia comienza donde finaliza la fase de anàlisis y termina donde comienza la sin­
tesis de la oraciôn final. Esta afirmaciôn es évidente desde un punto de vista teôrico, pero lo que no 
està nada claro es cuàles son estos dos extremos, es decir, cuàles son las funciones que racio- 
nalmente se supone deben contempler las fases anterior y posterior a la transferencia;
• ^debe el anàlisis proporcionar informaciôn funcional sobre los constituyentes de la oraciôn? 
(objetos, p.e.)
" ^debe proporcionar sôlo los principales elementos funcionales, 'calculàndose' el resto durante la 
transferencia? (el nombre al que modifica un adjetivo, p.e.)
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• (,1a presencia y orden de los premodlficadores nominales pertenece a la transferencia, o debe 
relegarse a la fase de generaciôn? (orden de nombre y adjetivo, p.e.)
> (.el tratamiento de las preposiciones es generaciôn o transferencia?
Y se pueden seguir enumerando temas que resultan conflictivos, y sobre los que no hay 
ninguna régla preestablecida. Parece obvio que se deberia intentar llevar el anàlisis lo màs lejos 
posible, y que la sintesis debiera ser capaz de gestionar cuantas màs estructuras mejon sin 
embargo hay que hacer esta afirmaciôn con cuidado, porque una de las grandes dificultades que 
existen en el PLN es la de afrontar la implementaciôn pràctica de los modelos teôricos. Muchas 
veces hay que llegar a soluciones de compromise. - De hecho, la experiencia indica que tiene sentido 
plantear sistemas que mantengan un cierto equilibrio entre lo teôricamente aconsejable y las necesi­
dades pràcticas de conseguir modelos que funcionen con unos resultados aceptables y en un tiempo 
razonable. La soluciôn es fija r criterios intemos que permitan saber a qué fase han de pertenecer 
los distintos tipos de operaciones cuando se tome en consideraciôn su implementaciôn. En nuestro 
grupo se consideran pertenecientes a la fase de anàlisis todas las operaciones que PEG lleva 
actualmente a cabo, asumiendo que séria conveniente incluir aûn otras màs, por ejemplo. se consi­
déra necesario profundizar màs en el anàlisis semàntico de los constituyentes, ya que PEG todavia 
no proporciona suficiente informaciôn en este sentido.
Creemos que séria necesario incluir en esta fase el anàlisis de todas las relaciones profundas 
entre los distintos elementos de la oraciôn. PEG ya realiza el tratamiento de las relaciones profundas 
entre elementos funcionales, determinando y diferenciando el papel superficial y profundo que éstos 
adquieren. Esto permite que en una oraciôn como la siguiente;
(2-1) The g ir i  was given a flower.
•The g ir l "  sea identificado como sujeto superficial, SUBJECT, y objeto indirecto profundo, DOBJECT. 
mientras que el sujeto profundo, DSUBJECT, queda vacio y "a flower" se identifica como el objeto pro­
fundo de la oraciôn. Estos rasgos estàn sehalados en el registro de la oraciôn que se présenta, junto 
con el àrbol, en la Figura 13 en la pàgina 46.
En cuanto a la generaciôn, hemos decidido que sea lo mayor y màs compléta posible, de forma 
que realice no sôlo la flexiôn morfolôgica de las palabras, sino también la adaptaciôn de la estruc­
tura superficial de la oraciôn; reordenando sus elementos, eliminando y creando aquelios que sean 
necesarios, etc. Quedan entonces para la fase de transferencia las operaciones que son puramente 
bilingues;
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NOUNl" "g ir l"
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STR " the g ir l  was given a flower*
RULES 4088 4858 4818 5888 7288
RULE 7288 REC VPl PUNCl
COPYOF VPl "the g ir l  was given a flower*
BASE 'GIVE'
DICT 'given'
POS VERB NOUN ADJ
INDIC SING PAST PASSIVE DITRAN NPTOV TRAN PERS3 CLOSED
PRMODS NPl "the g ir l "
PWiOOS AUXPl "was"
HEAD VERB2 "given"
PSMODS NP2 "a flower"
PSMODS PUNCl " ."
FRSTV VERBl "was"
SUBJECT MPI "the g i r l "







TOPIC NPl "the g ir l "
PRED 'GIVE'
DOBJECT NP2 "a flower"






Figura 13. Ejemplo de deteccion de funciones profundas en la oraciôn. 'The girl was given a flower'
1. elecciôn de las palabras équivalentes en cada caso
2. transformaciôn de las estructural gramaticales tipicas del inglés a sus équivalentes en espaftol
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La primera de estas operaciones se identifica con la transferencia léxica y la segunda con la 
transferencia estructural. Aunque, como ya se mencionô en el capitulo anterior, se puede penser en 
mantener ambos tipos de operaciones completamente separadas, nosotros creemos que esto no es 
aconsejable ya que existen de hecho transformaciones estructurales dirigidas directamente por el 
léxico. Pensemos, por ejemplo, en las originadas durante la transferencia de ciertas preposiciones:
(2-2) You w ill get i t  by w riting  a le tte r  to his manager.
(2-3) Don't worry, i t  w il l  be finished before going out.
que se traducen;
(2-2t) (Usted) lo conseguiré escribiendo una carta a su director.
(2-3t) No se preocupe, estaré te rn inado antes de s a lir .
En los dos casos anteriores aparecen sendas construcciones de oraciones preposicionales, 'by  
whtting a le tte r' y 'before going o u r,  que, sin embargo dan lugar a estructuras diferentes al reali­
zarse la transferencia al espafiol. En el nivel de profundidad de anàlisis que nos movemos y desde 
el punto de vista ûnicamente del inglés, no hay razôn para distinguir los casos (2-1) y (2-2), siendo 
ésta tarea de la transferencia. Y, aunque el resultado es una transferencia estructural. ésta esta pro- 
vocada directamente por la ocurrencia léxica de preposiciones distintas. Por lo tanto, parece cohé­
rente que sea la ocurrencia de dichas preposiciones la que active las reglas de modificaciôn 
estructural necesarias, en el momento en que se accéda al nodo correspondiente a la preposiciôn 
(que podria ser, en los ejemplos, el de toda la oraciôn subordinada o el de la preposiciôn simple). 
Por otra parte, también résulta sensato plantear el sistema de forma que cada nodo de la estructura 
sea visitado el menor numéro de veces posible, es decir, que sôlo se realice una 'pasada' durante 
la transferencia.
Teniendo en cuenta los factores anteriores, se ha decidido que la informaciôn contenida en el 
diccionario bilingüe para cada entrada pueda también indicar y activar los cambios estructurales que 
se originen por el hecho de elegir una cierta traducciôn.
Frente a este tipo de cambios estructurales dirigidos por el léxico, tenemos otros que son de 
caràcter general, no dependiendo de la ocurrencia de ninguna palabra en concreto. Un claro ejemplo 
es el tratamiento de las estructuras de genitivo en la transferencia del inglés al espafiol:
(2-4) Mary's apartment is  re a lly  very nice.
Este tipo de transformaciôn ha de realizarse siempre, independientemente de quién sea el poseedor 
y de las caracteristicas de la cosa poseida.








Figura 14. Reiaciân entre la* transferendas léxica y estructural. Transformaciones dirigidas por el léxico
La relaciôn expuesta entre la trasferencia léxica y estructural se représenta en la Figura 14. En 
la Figura G en la pàgina 37, donde se esquematizaba parte del proceso de traducciôn en MENTOR, 
aparecen la transferencia léxica y estructural organizadas secuencialmente con el fin de simplificar 
el gràfico, aunque la disposiciôn real es la que se acaba de describir.
La decisiôn de permitir que el léxico provoque cambios estructurales nos ha ofrecido también 
la posibilidad de solucionar con elegancia toda una serie de problemas se se detectan en algunos 
anàlisis, debido a que PEG, disefiada en un principio para realizar ûnicamente anàlisis de la estruc­
tura superficial de las oraciones, no posee aûn toda la informaciôn necesaria para poder distinguir 
estructuras sintàcticas muy similares, y, como se verà en los siguientes capitulos, nos va a permitir
evolucionar a medida que evolucione la gramàtica sin que la informaciôn léxica almacenada se vea
afectada por los posibles cambios. Tenemos por ejemplo las siguientes oraciones:
(2-5) I want him to go to school.
(2-6) I want a bicycle to go to  school.
cuyas traducciones son:
(2-5t) (Yo) quiero que (61) vaya a la escueia.
(2-6t) (Yo) quiero una b ic ic le ta  para i r  a la escueia.
aunque en (2-6) se podria objetar una cierta ambigOedad, ésta no es muy probable (traducirlo como 
’ (Vo) quiero que una bicicleta vaya a la escueia').
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En el caso (2-5) se requiers una transformaciôn estructural de la oraciôn subordinada, ‘ Nm to 
go", para poder realizar la traducciôn; pasando de ser una oraciôn de infinitivo a ser una oraciôn 
completive con un verbo en forma personal, y cuyo sujeto équivale al pronombre que premodiflcaba 
al vertx) de la oraciôn inglesa. En el caso (2-6), que es formalmente idéntico, se présenta una 
situaciôn completamente distinta debido a las caracteristicas del NP que premodifica al veibo, *a 
bicycle".
OECLl NPl PRONl* • i*
VERBl* •want*
NP2 PR0N2* •hlm*
? IHFCLl INFTOl "to"
VERB2* *go*
PUNCl *
DECLl NPl PRONl* • i*
VERBl* ■want*
NP2 DETPl ADJl* a"
NOUNl* •bicycle*
? INFCLl INFTOl to*
VERB2* *go*
PUNCl
Figura 15. Ejemplo de anàlisis ambiguos. En ambos casos se obtiens el mismo anàlisis
En principio no tendria por qué haber ninguna dificultad para distinguir los casos (2-5) y (2-6), 
ya que el anàlisis sintàctico es teôricamente distinto. En (2-6), el complemento directo del verbo 
"want" es todo lo que sigue, "him to go", mientras que en (2-6) es ûnicamente a bicycle", actuando 
la oraciôn de infinitivo ûnicamente como un indicativo de finalidad; pero para PEG ambos anàlisis 
son, en principio, ambiguos, como se represents en los àrboles correspondientes (Figura 15).
La soluciôn que hemos adoptado consiste en discrim iner ambos casos considerando las carac­
teristicas del objeto en la fase de transferencia léxica. Por supuesto que, cuando PEG poses el 
conocimiento semàntico suficiente para desambiguartos, esto no serà necesario. Mientras tanto, sôlo 
supone la inclusiôn de algunas indicaciones en la entrada, que. como se verà màs adelante, pueden 
ser eliminadas en cualquier momento, sin ningûn tipo de problemas marginales y sin afectar al fun- 
cionamiento global de la transferencia léxica. Ademâs, tal como està diseflando el diccionario, 
aunque se dispusiera en algûn momento de los anàlisis correctos, la operaciôn de transferencia 
seguiria funcionando aûn sin modificar la entrada antigua.
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Oespués del accesd al diccionario, cuando se ha determinado ya la traducciôn de cada palabra, 
ésta se inserts como un valor més en los nodos del érbol decorado, en un campo especifico que 
denominamos TBASE (Translated BASE). El contenido de dicho campo es la forma base de la 
palabra traducida, sin fiexionar morfolôgicamente.
Como resultado préctico de nuestra experiencia en la implementaciôn de la fase de transfe­
rencia, es necesario subrayar que, segûn ha ido enriqueciéndose la transferencia léxica y el diccio­
nario bilingOe se ha ido haciendo més potente, muchas de las reglas que en un principio se hablan 
considerado estructurales, o que se hablan escrito para manejar problemas muy particulares porque 
no existia aûn el mecanismo adecuado para hacerlo, fueron eliminândose, de forma que actualmente 
su nûmero ha disminuido considerablemente, a la vez que el proceso de transferencia léxica se hace 
més y més importante.
2.2.3 La Generaciôn
La fase de generaciôn sôlo se ocupa de temas relativos al espafiol como lengua meta, y 
termina con la producciôn de la oraciôn final traducida. Uno de los principales problemas de esta 
fase es la flexiôn morfolôgica de las palabras, que aparecen en su forma base después de la transfe­
rencia léxica, pero también hay <àros problemas igualmente importantes como son el tratamiento de 
los pronombres cliticos, el orden de los complementos, las contracciones, los apôcopes, etc.
Por el momento no hemos incluido una gramàtica de generaciôn propiamente dicha para la 
gestiôn de esta fase, aunque es uno de nuestros prôximos objetivos. Lo que si se han implementado 
son un conjunto de reglas que llevan a cabo la generaciôn de la oraciôn final, y que constituyen el 
nûcleo inicial de dicha gramàtica.
TBASE, del que ya hablamos en el apartado anterior, es el atributo que se afiade a los nodos 
terminales y a algunos nûcleos, y cuyo valor es la traducciôn asignada. Por lo tanto, estos nodos 
son los que han de ser flexionados, incluyéndose la forma flexionada en el campo TSTR de dichos 
nodos (Translated STRing).
Para esto utilizamos el diccionario espaftol LEXIS, desarrollado previamente en el Centro de 
Investigaciôn UAM-IBM, del que se habla en el prôximo apartado. Este diccionario se mantiene 
como un môdulo extemo, al Igual que en el caso de la transferencia o el anàlisis; y es una fundôn 
LISP, MORPHOLOGY, a través de un procedimiento especifico, MORPHOLOGY-ORIVER, la encargada 
de establecer la comunicaciôn con él, por medio de una interfaz ad hoc, escrita en REXX, que se 
adapta a nuestras necesidades. Las posibilidades que esta interfaz nos ofrece son:
1. Anàlisis morfolôgico: dada una forma flexionada, poder recuperar sus caracteristicas 
morfolôgicas
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(2-7) progrMWS, NOMBRE ------► program», NOffflRE PLURAL MASCULINO
2. Generaciôn morfolôgica: dada una forma base y un conjunto de caracteristicas morfolôgicas. 
poder recuperar la forma flexionada adecuada
(2-8) volver, VERBO PRESENTE INDICATIVO PERSONAS SINGULAR ----- ► vuelve
Durante la generaciôn nos interesa utilizar la segunda posibilidad, recuperando las formas 
flexionadas adecuadas dada la base de cada palabra en espaftol. Las caracteristicas necesarias para 
determiner esta forma se transmiten mediante un conjunto de parémetros que dependen de la parte 
de la oraciôn de la palabra que se desea fiexionar.
Como ya tiemos dicho, en la fase de generaciôn se tratan también otros problemas relacio­
nados con la forma final de la oraciôn traducida, que descibimos bremente a continuaciôn.
2.2.3.1 Orden de los Complementos y Generaciôn de Cliticos
El objeto indirecto, que en inglés puede preceder al directo, en espaftol suele siempre aparecer 
después de éste, caracteristica que hay que considérer en generaciôn. Por otra parte, es posible 
también que haya que generar pronombres cliticos para adécuar la estructura superficial al modo 
espaftol.
(2-9) I gave the writers the book.
(2-9t) (Yo) d1 el lib ro  a los escritores.
(2-10) I gave the book to the w riters.
(2-10t) (Yo) dl el lib ro  a los escritores.
(2-11) I gave then the book.
(2 - l l t )  (Yo) les dl el lib ro .
(2-12) I gave then i t .
(2-12t) (Yo) se lo  d l.
(2-13) I gave i t  to the w riters.
(2-13t) (Yo) se lo  dl a los escritores.
Como puede verse, en algûn caso es incluso necesario duplicar el objeto indirecto, intro- 
duciendo en la oraciôn un pronombre proclftico (2-13).
Estas operaciones suelen résulter bastante complejas porque muchas veces es necesario intro- 
ducir nuevos nodos en la estructura del àibol y, casi siempre, reordenar los ya existentes (ver 
ejemplo detallado en la Figura 16 en la pagina 52).
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gave I t  to the writers
(Yo) se lo  di a los escritores
Figura 16. Oupllcaciôn y reordenaciôn de pronombres. Fase de generaciôn
También es necesario tener en cuenta otros aspectos latérales, como es la conservadôn de las con- 
cordancias en el género y numéro de los complementos pronominales que se induyan.
2.2.3 2 Omisiôn de pronombres
Se han tratado también algunos casos en los que en espaftol se omiten los pronombres. No se 
trata de eliminar los nodos correspondientes, sino de marcarlos de manera que aparezcan en la 
estructura, pero no se consideren al formarse la frase final. Por ejemplo, el pronombre 'e f/o ' sa 
omite cuando el nodo correspondiente no es el tôpico de la oraciôn, entendido 'tôp ico ' en su sentido 
lingüistico, es decir, como el asunto o materia del que trata.
(2-14) I t  is  easy to w rite  a book.
(2-14t) Es fé c il esc rib ir un lib ro .
En (2-14) el tema es 'fo  write a book’  apareciendo el pronombre sujeto ' i f  como un sujeto 
podriamos decir auxiliar, vacio de contenido. En este tipo de construcciones en espaftol se omite 
dicho sujeto, enunciandose la oraciôn como en (2-14t).
2.2.3 3 Tratamiento de pasivas
En la fase de generaciôn una de las primeras decisiones que hay que tomar es la relativa a las 
oraciones pasivas, ya que en espaftol existe màs de una posibilidad (pasiva refleja o  normal). Todo 
esto unido al uso de los verbos ’ ser" y ’ estar", que constituye una gran diferencia del espaftol res- 
pecto a otras lenguas. Tenemos, por tanto, dos aspectos a considerar en cuanto a la generaciôn de 
oraciones pasivas:
• determinar si el veibo auxiliar équivale al espaftol ’ ser" o al ’ estar"
• determinar si la pasiva ha de generarse como refleja o no
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En los dos puntos anteriores se han tornado sendos criterios heuristicos que se van comple- 
tando y perfeccionando, y que son los siguientes:
■ en principio se genera "ser", salvo que se indique lo contrario
• todas las oraciones pasivas se generan como pasivas reflejas, salvo que se indique lo  contrario.
Siendo el lugar en que se puede indicar lo contrario el diccionario bilingOe. como veremos en 
el prôximo capitulo. Estos criterios, aûn siendo aproximativos, nos han permitido obtener hasta 
ahora resultados altamente satisfactorios.
2.2.3 4 Presentaciôn final de la oraciôn
Una vez que ya han tenido lugar todas las transformaciones sobre el àrbol, se recorren los 
nodos terminales y se construye la oraciôn final concatenando las cadenas que se han Ido gene- 
rando (TSTR de los nodos). Uegados a este estadio, también es necesario muchas veces realizar 
algûn tipo de operaciôn 'cosmética* para generar correctamente la oraciôn final, sin afectar para 
nada a la estructura del àrbol. Algunas de las operaciones posibles son:
• Contracciones: la concatenaciôn de las preposiciones 'a '  o 'de* con el articulo definido "e r  da
lugar a los articulos contractos 'a /* y “del" respectivamente, y son estas formas las que han de
utilizarse en la oraciôn final de salida.
• Apôcopes: algunos adjetivos, cuando preceden al nombre pierden sus ûltima o dos ûltimas 
letras, teniendo que aparecer apocopados en la oraciôn final. Por ejemplo:
"bueno" -  >  "buen", "malo" -  > "mal", "grande" -  > "gran".
• Pronombres cliticos: que han de unirse al veibo siempre que éste les précéda:
"da" "le" "los" — >  "déselos".
2.2.4 Los Diccionarios
Como ya se ha dicho, en cada una de las fases del proceso de traducciôn (anàlisis, transfer 
rencia y sintesis) se utilizan diccionarios especificos, formalmente distintos. En este apartado vamos 
a hablar de los diccionarios que se estàn utilizando actualmente en el anàlisis y la sintesis, intro- 
duciendo el modelo de diccionario utilizado en la fase de transferencia. En el siguiente capitulo se 
expondràn con detalle las caracteristicas del formalismo en el que estàn escritas las entradas de 
este ùltimo diccionario.
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2.2.4.1 Diccionario de anàlisis
En el anàlisis PEG hace uso de la informaciôn contenida en OD, Optimized Dictionary, infor­
maciôn relativa a las palabras inglesas y que proporciona a PEG un vocabulario en principio ilim i- 
tado [Byr83]. Dicho diccionario se ha construido extrayendo informaciôn de los diccionarios 
Webster's 7 [Web67] y Longman[Lon78] .
En la Figura 17 se puede ver el aspecto que presentan las entradas de este diccionario cuando 
son consultadas por el usuario.
Cada palabra que se présenta al sistema durante el anàlisis es enviada al diccionario, que pro­
porciona la siguiente informaciôn:
1. Las partes de ia oraciôn que esa palabra puede tomar, considerando todos sus sentidos.
Ej: want NOUN - want VERB, bicycle NOUN - bicycle VERB.
2. Informaciôn morfolôgica (numéro, identificaciôn del tiempo verbal, etc.).
Ej: i PERSl SING.
3. Caracteristicas sintàctico-semànticas propias de la palabra, taies como el tipo de complemento 
que utiliza un verbo o la caracterizaciôn de un nombre como indicador de ente animado.
Ej: i ANIM HUM.
I
i(PRON ANIM HUM NOM PERSl SING )
want
want(NOUN SING ]
want(VERB INF NPING NPTOV NPTPRT PLUR PRES TOVCOMP TRAN (OBJTPREP fo r) )
bicycle
bicycle(NOUN SING ) 
bicycle(VERB INF PLUR PRES )
Figura 17. Alguna» entradas en el diccionario de anàlisis OD
Relacionados con este ùltimo aspecto se han incluido dos rasgos asociados a los verbos y 
que suponen un gran avance en la caracterizaciôn de éstos. Son OBJTPREP y PTC. OBJTPREP es un 
atributo que se asocia a los verbos que aparecen con complementos preposicionales concretos 
(preposiciôn +  NP), y cuyo significado depende la ocurrencia de dichos complementos. Es el
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caso de want (OBJTPREP fo r) que se seAala en el ejemplo. Aunque aqui s6k> aparece una preposi- 
ciôn. el caso general es que en OBJTPREP se proporctona una lista con todas las poslbles.
Oe forma sim ilar se incluye PTC en los vertKJS adecuados. iistando esta vez las partlculas 
que pueden aparecer asociadas al vertx) cuando ëste actùa como frasai (para aclaraciones sobre 
el concepto de ve ito s  ffasales y preposicionales, nos remitimos a las pàginas 64 y 71).
La informaciôn contenida en 0 0  es utilizada por el analizador para determinar cuàl es la estructura 
correcte en cada caso y crear asi los grafos de anâlisis y, posteriormente, los ë ito les.
OO se acompaAa de una serie de programas auxillares de acceso que permiten al usuario 
crear. borrar y modidcar los rasgos de las entradas ya existantes. Para nuestra apilcaciôn, traduc- 
ciôn automàtica multilingOe. hemos creido que esta labor, aunque se puede reallzar provlsio- 
natmente en los distintos grupos, det>e centralizarse de manera que tanto el analizador como el 
diccionario del lenguaje fuente utilizado sigan siendo comunes para todos los lenguajes involucrados 
en el sistema de traducciôn.
Al Igual que PEG, CD ha sido desarrollado en el laboratorio de IBM T.J. Watson Research 
Center de Yorktown Heights, Nueva York, y ambos estân en un proceso continuo de enriquecimiento, 
que contempla la inclusiôn de màs rasgos semànticos sobre los que baser los procesos de desambi- 
guaciôn en los casos conflictivos.
2.2.4 2 Diccionario de generaciôn
En cuanto al diccionario que estamos utilizando para la sintesis, ya se ha mencionado que esté 
basado en los datos recopilados por nuestro grupo para otros proyectos. Contiene mâs de 35.000 
formas base que una vez flexionadas dan lugar a mâs de 400.000 palabras, y cubre ampliamente lo 
que constituye el lenguaje escrito habituai. Sin embargo, no contiene vocabuiario tècnico o especia- 
llzado. La informaciôn que contiene es principalmente de tipo moifolôgico: el léxico asociado a cada 
base forma un conjunto de clases de inHexiôn o paradigmes, que indican cômo se flexionan las pala­
bras del grupo, y caracteriza cada forma derivada con las caracteristicas usuales de género, 
numéro, tiempo, persona, etc. Este diccionario estâ también en un proceso de enriquecimiento que 
induira la adiciôn de côdigos relativos a la subcategorizaciôn de las palabras de las distintas partes 
de la oraciôn [Mag89].
2.2 4.3 Diccionario de transferencia
Para la fase de transferenda también es necesario utilizer un diccionario, o diccionarios, espe- 
cificos. En nuestro prototipo decidimos que la informaciôn contenida en éstos habria de ser 
puramente bilingüe y sôlo relacionada con el par de lenguas involucrado en el proceso.
La primera consideraciôn que hay que tener en cuenta en el diseho de estos diccionarios es el 
tipo de palabras que van a contener. En este sentido se puede considerar que existirân muchas pala­
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bras que se traducen directamente, al menos en el contexto técnlco-informàtlco que hemos conside- 
rado. Por otra parte, habrâ algunas que sean especificas de nuestro dominio, y cuya traducciôn varie 
completamente al cambiar el tema de los textes a traducir. Para terminer, existirâ otro conjunto de 
palabras cuya traducciôn serà muy compleja, y fuertemente dependiente del contexte sintàctico- 
semàntico de cada ocurrencia. Por ello, independientemente de la estructura interna de los diccio­
narios biiingOes, definimos una estructura de diccionarios multinivel, cuyo mécanisme de consulta 
permite la incorporaclôn al sistema de cualquler diccionario adicional, sin necesidad de reestructurar 
el esquema general. La estructura diseAada consta de los siguientes diccionarios:
• Diccionarios especificos: dependientes de la aplicaciôn concrete para la que se vaya a realizar la 
traducciôn, de un àrea técnica determinada, o bien que reflejen el sublenguaje especifico de una 
entidad o empresa. Podrian existir, teôricamente, en numéro ilimitado, y permitirian adapter el 
sistema a cada trabajo en concrete o a cada entidad, manteniendo el mismo nûcleo bdsico 
form ado por los prog ramas de traducciôn y los dos diccionarios que siguen a continuaciôn.
• Un diccionario inteligente o especializado: este es, un diccionario en el que se recoge la infor­
maciôn necesaria. tanto de la lengua origen como de la lengua meta, para poder determinar 
correctamente el sentido de las palabras con mâs de una traducciôn posible, asi como las 
acciones peculiares que la elecclôn de una traducciôn obligue a efectuar sobre la estructura de 
la oraciôn de cara a la fase de generaciôn.
• Un diccionario de referenda: en el que se almacenan las entradas simples (uno-a-uno).
En general, cuanto mâs especifico sea un diccionario, antes deberà ser consultado.
El primero y el ultimo diccionario mencionados poseen una estructura interna bastante sendila, 
donde se indica simplemente cuâl es la traducciôn adjudicada a cada entrada. Son entradas como la 
de 'fab/e ', para cuya traducciôn se ha escogido "tabla", ya que es un vocabio vàlido en los contextos 
en que aparece en el dominio cwisiderado.
Las entradas del dicdonario especializado son, sin embargo, mucho môs complejas, y su défi- 
niciôn ha requerido el desarrollo de una metodologia basada en el formalismo que se expone en la 
présente memoria. Presentamos también, a modo de ilustraciôn, una de las entradas consideradas 
complejas, cuyas caracteristicas y las del formalismo utilizado se detallan en los siguientes capi- 
tulos. Es la entrada del verbo "play".
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({M-IS '(p a rt •comet<do*)) "desempenar")
((H-FEAT 'SPRT) (S-FCHAHGE '((OBJ PREPC ’ a*))) "jugar") 







Actualmente, en nuestro sistema se utiliza: 1) un diccionario de referencia, de tamaAo medio 
(unas 11.000 entradas) y 2) un diccionario especializado, especificamente diseAado para el prototipo, 




2.3 Transferencia Lexica para una paiabra: el verbo MAKE
En este apartado vamos a estudiar todo el proceso de la transferencia léxica para una palabra 
en concreto. Comenzaremos examinando la informaciôn que hay disponible a la hcra de determinar 
sus distintas traducciones en (unciôn de los sentidos que ésta posee en la lengua origen. De la 
determinaciôn de una traducciôn en concreto es asimismo posible que se deriven una serte de 
acciones sobre la estructura de la frase, y que tienen que ver exclusivamente con las caracteristicas 
sintâcticas y semànticas de la lengua meta. Estas implicaclones también han de determinarse simul- 
téneamente con las traducciones.
Por ultimo, se presentaràn los resultados obtenidos sobre la TL de una manera ordenada, 
aproximando la informaciôn léxica a estructuras més computacionales.
La transferencia sobre la que nos centramos tiene al idioma inglés como lengua origen, y al 
espaAoi como lengua meta, y para este ejemplo se ha elegido un verbo, el vertx) inglés 'make", ya 
que en los verbos se centran algunos de los problemas més importantes de la TL, al ser una de las 
partes de la oraciôn més complejas. Ademés, su traducciôn muchas veces afecta a la propia TL de 
otros constituyentes més o menos directamente relacionados con éstos.
Para llevar a cabo la extracciôn de informaciôn que efectuamos en las péginas siguientes, 
hemos determinado una serie de reglas de operaclôn que nos permiten establecer ciertos criterios a 
la hora de determinar las traducciones:
1. En caso de varias traducciones posibles para un mismo sentido, que resutten ser sinônimos, se 
elegiré la traducciôn més general, que pueda ser aplicada en un mayor numéro de ocasiones. De 
forma que no se considerarén, por ejemplo, las expresiones familiares.
2. Se desecharén las acepciones que probablemente no vayan a darse en nuestro dominio de 
trabajo, a no ser que introduzcan algûn problème especialmente interesante. Nuestro dominio, 
como se ha dicho en otros apartados del capitulo, es el de los textos técnicos en el entomo de la 
informética.
3. Para una misma acepciôn, si todas las traducciones que se proporcionan son anélogas, entonces 
se elegiré sôlo una.
4. Por ultimo, se garantizarà que se va a obtener una traducciôn en cualquler caso; existiendo las 
llamadas traducciones por defecto'. Las traducciones por defecto se asignarén si no se dan 
ninguna de las condiciones previstas en cada caso.
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2.3.1 Informaciôn disponible
Para hacer un estudio de este tipo, la principal fuente de informaciôn de que se dispone son los 
diccionarios bilingOes. La elaboraciôn de un buen diccionario (mono, bl, o multilingOe) es siempre 
una tarea compleja y, si lo que se busca no es un instrumente de bolsillo, el numéro de buenos 
diccionarios disponibles es limitado. En el caso concreto del par de lenguas inglés-espaAof, entre los 
que màs se usan actualmente se encuentran los diccionarios Collins [Col84] y  Larousse [Lar84]_
Respecte al método de trabajo, en principle hay dos opciones:
1. extraer la Informaciôn de la entrada elegida de varios diccionarios, con la intenciôn de cotejar 
los distintos contenidos y llegar a una definiciôn màs rica
2. elegir un ünico diccionario y formalizar la informaciôn que éste nos proporciona, creando una 
estructura bàsica que se pueda completar màs tarde
La primera opciôn puede parecer la màs corrects, pero este no es tan évidente dadas las 
caracteristicas del tipo de informaciôn considerada y de las que ya hemos hablado en el Capitulo 1; 
dicha informaciôn està muy poco formalizada y tampoco tiene una forma descriptiva estàndar, por lo 
tanto, dependiendo del diccionario, los sentidos que se proporcionen pueden no coincidir, o pueden 
incluso no ser exactamente los mismos. En la Figura 18 en la pàgina 61 se muestra un ejemplo 
presentado por O. Rlzk [Riz89], En ël se relacionan los sentidos adjudicados a la misma palabra 
inglesa, "mug", en très diccionarios diferentes: Webster Seventh Collegiate Dictionary (W7), 
Longman's Dictionary o f Contemporary English (LDOCE) y Collins English-French.
En el diccionario inglés-francés, el nombre ’ mug’  tiene tres sentidos. El sentido a) es el de un 
taza grande o jarra; el sentido b) se refiere al rostra, pera con matiz fam iliar (jeta o morro); y el 
sentido c) es el de bobo o tonto, refiriéndose a una persona. Estos tres sentidos se distinguen en los 
dos diccionarios monollngOes W7 y LDOCE, aunque LDOCE ahade otra sentido a a), como el conte* 
nido mismo de la jarra. W7, por su parte, aAade un sentido 2c como un tipo de gràfico o pintura, que 
puede considérarse como una extensiôn de b). Y asi sucesivamente.
Este ejemplo nos da idea de lo complejo que résulta la determinaciôn de las equivalencias 
entre los diferentes sentidos que proporcionan distintos diccionarios, ya que no sôlo se trata de for­
malizar la TL para una palabra a partir de la informaciôn disponible, sino que dicha informaciôn ha 
de ser previamente re-estructurada para poder asegurar su coherencia.
•  61 •
Eng<FrenLOOCE
person
Figura 18. Oefiniciones en distintos diccionarios. L jo s  sentidos no siempre coinciden.
Por otra parte, desde el punto de vista computacional, para las aplicaciones que se quieren 
implementar (traducciôn de textos técnicos) no es necesario que se posea una descripciôn exhaus- 
tiva de cada entrada.
Como conclusiôn, hemos decidido comenzar el trabajo como se seAalaba en segundo luga r 
ellgiendo un ûnico diccionario y formalizando la informaciôn que éste nos proporciona, con el fin de 
crear una estructura bésica que se pueda completar mâs tarde.
En nuestro grupo disponemos en Ifnea del Collins inglés-espahol [Col84], y es éste el que 
tomaremos como referencia.
2.3.2 Extracciôn de la Informaciôn
En las siguientes péginas se puede ver la entrada compléta que aparece para el v e rt»  inglés 
’ make’  en el Collins inglés • espaAol. A partir de esta informaciôn, de tipo textual, vamos a extraer 
las caracteristicas formates de las acepciones que se consideren, que no serân todas, puesto que 
nos ceAiremos sôlo a las que puedan ocurrir en un entomo técnico o, en algùn caso, a las que 
tengan un interés especial por razones de tipo lingOistico o formai.
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make
[meik] f i r r ;  oret and oto made)
1 vt
(aKoeneral sense! hacer; f abri car; 
construir; elaborar; former; crear; 
comoonertbed. e ffo r t , f i r e ,  noise, oeace. 
remark, tea, war, w ill hacer; dress 
confecciomar; meal preparer; speech 
pronunciar; error cometer; payment efectuar; 
cards barajar; face poner; sense tener; to 
someone a Judge constitu ir a uno juez, 
nombrar a uno juez; to _ someone king elevar 
a uno al trono; they've made John secretary 
han puesto a Juan por secretario; to _ a 
friend of someone trabar amistad con uno; 
he's as cunning as they _ 'em es de lo mis 
astuto, es sumamente astuto; I'm not made 
for running yo no estoy hecho para carrer; 
to be made of estar hecho de, estar  
compuesto de, consistir en, constar de; It 's  
made of gold es de oro, esté hecho de oro; 
to show what one Is made of demostrar las 
cualidades que tiene uno; what do you _ of 
this) cqué te parece esto?; what did you _ 
of the rilm) Zqué impres16n te produjo la 
pelicula?; what do you _ of him? Zquë 
piensas de é1?, cqué impresiàn te has 
fonnado de ël?; I  can _ nothing of I t  no lo 
entiendo, no saco nada en claro; I  don't 
know what to _ of I t  no me lo explico.
(h) (complété, constitute! c irc u it cerrar; 
tr ic k  ganar, hacer; 2 and 2 _ 4 2 y 2 son 4; 
that s 28 con ëste hacen 28; I t  s t i l l  
doesn't _ a sot todayla no compléta una 
serie entera; I t  doesn't _ a fu ll course no 
equiyale a una asignatura compléta, no es 
igual a una serie complete; to a contract 
(Cards! cunplir un contrato; South loads and 
s S tricks Sur sale y efectûa 5 bazas; I t  
made a nice surprise fue una sorpresa 
agradable; partridges _ good eating las 
perdices son buenas de comer; I t  _s pleasant 
reading da gusto leerlo ; he made a good 
husband résulté ser un buen marl do; he'll 
a good footballer serë buen futbollsta , 
tiene nadera de futbollsta; I  made one of 
the party yo era (uno) del grupo.
(c) (earn etc! ganar; he s £38 a week gana 
38 libras a la  semana; how much do you _? 
icuënto ganas?, iquë sue!do cobras?; to a 
fortune enrlquecerse, hacer su pacotille  
(fam!; what w ill you _ by It? ccuënto vas 
a ganar en esto?; how much do you stand to 
? icuënto esperas ganar?
(d) (assure future o f! hacer la fortune de; 
asegurar el tr iu n fo  de; th is  film  made her 
esta pelicula fue el princip io de su éxito; 
he was made fo r U fa  se asegurë un porvenir 
b r illa n te ; to _ or break someone hacer la 
fortuna o ser la  ruina de uno; to _ or mar 
something decid ir de una vez la suerte de 
algo.
(e) (with pred adi! hacer; to _ someone 
happy hacer a uno fe l iz ;  to _ someone angry 
i r r i t a r  a uno, provocar a uno, sacar a uno 
de qui cio; to _ someone ashamed dar 
yergûenza a uno; to _ someone sleepy dar a 
uno ganas de dormirse; to  _ someone rich 
enriquecer a uno; to _ someone 111 sentar a 
uno mal ; to _ something ready preparer algo; 
to _ Iron hot calenter un trozo de hierro; 
to _ one's voice heard hacer que se escuche 
la voz de uno.
( f )  (say, agree! le t 's  _ I t  9 o'clock 
citëmonos para las 9, pongamos las 9.
(g) (believe! creer; the situation Is not so 
bad as you _ I t  la  situaciôn es menos grave 
de lo que Vd cree.
(h) (calculate! what do you _ the time? iquë 
hora tienes?; I  _ I t  7.38 yo tengo las 7 y 
media; how many do you _ It?  ccuëntcs dices 
tu?, ccuëntos tienes en total?
(1) (force! to _ someone do something forzar 
(or obliger, compeler) a uno a hacer algo; 
(persuade! in c lin e r (or inducir) a uno a 
hacer algo; you can 't _ me Vd no puede 
forzarme a hacerlo; what _s you do It?  tpor 
quë te yes obligado a hacerlo?; what made 
you say that? tpor quë d ij is te  eso?; to _ 
someone laugh mover a uno a risa .
(J) (reach, a tta in ! we made IS knots 
alcanzamos una veloci dad de 15 nudes; we 
shall never _ the shore no 11egamos nunca a 
la playa, serë imposible alcanzar la playa; 
to _ I t  (a rrive! llega r; (achieve something! 
conseguir lo que se deseaba; (succeed! tener 
ëxito , tr iu n fa r ; eventually we made I t  por 
fin  11egamos; we ju s t made I t  1m time 
11egamos apenas con el tiempo justo ; can you 
_ I t  by 18? tpuedes llegar para las 18?; to 
I t  with someone (s i! conseguir acostarse 
con una.
(k) (with adv or preo! to _ Into convertir 
en, transformer en; te  _ out cheque, 
document, receipt extender; l i s t  hacer, 
redactar; form llena r; the cheque should be 
made out to Përez el cheque serë nominativo 
a favor de Përez; to _ out (see! d is tingu ir.
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vlslunbrar, d iv ise r; w riting descifrar; 
(understand! entender; I  can't _ I t  out at 
all no me lo  explico, no lo entiendo; he 
made out th a t.. . dio a entender que... , dio 
la  impresiôn de que... , nos hizo creer 
que... ; you _ hlm eut to be better than he 
Is Vd hace creer que es mejor de lo  que es 
en realidad; he's net as rich as people _ 
out es menos rico  de lo  que dice la gente; 
hew de you _ that out? ccâmo deduces eso?, 
ide qué se in fie re  eso?; to _ over coder, 
traspasar; to _ up (make! hacer; f abri car; 
dress confeccionar; medicine preparer; 
co llection réunir; oarcel empaqueter; 
envoi ver; l i s t  hacer, redactar; p r in t, page 
componer; to _ up (compose! componer, 
former, c o n s titu ir; the parts which I t  up 
las partes que lo  componen; the party was 
made up of 8 bishops el grupo lo integraban 
8 obispos; to _ up (invent! inventer; you're 
making I t  up: ipuro cuento!; to _ up 
(complete! completar; ouantltv. total 
completar, hacer; to _ up loss subsanar; 
lo s t time etc recuperar; d e fic it cub rir; to
' _ I t  up to someone compenser a uno, 
indemnizar a uno; to _ up a fire  echar 
carbân a una lumbre; to _ up a quarrel hacer 
las paces; to _ I t  up with soMone hacer las 
paces con uno; to _ up one's face pintarse, 
maquillarse; to _ up an actor maquiller a un 
actor.
2 vi_ ( a) (tide ! crecer, subir.
(b) he made as I f  to  + in fin  hizo como si 
quisiese in f in . fing iô  que iba a + in f in . 
hizo ademin de ♦ in f in .
(c) to _ away, to _ off largarse; huir, 
escaparse; to _ away with, to _ off with 
llevarse, alzarse con; escaparse con; to 
away with someone motor a uno; to _ away
with oneself quiterse la  vida, sulcldarse.
(d) to _ a fter someone seguir a uno, 
perseguir a uno; te _ for a place, to _ 
towards a place d irlg irse  a un lugar, 
encamlnarse a un lugar; where are you making 
for? tadénde se d irige  Vd?; to _ for someone 
atacar a uno, abalanzarse sobre uno.
(e) to _ for result etc contribuir a, 
conducir a; I t  _s fa r optimism ayuda a crear 
el optimisme, fomenta el optimisme; I t  _s 
for difficu lties  tiende a crear 
dificultades.
( f )  to _ out arreglérselas, s a l ir  bien; 
we're making out vamos t1rondo; we made out 
eventually por fin  nos las arreglamos; how 
are you making out? Zcémo te va eso?
(g) te  _ up pintarse, maquillarse.
(h) te  _ up for someone's losses compenser a 
uno por sus pérdidas, indemnizar a uno de 
sus pérdidas; te  _ up for a lack of suplir 
una fa ite  de; ta  _ np for lest time 
recuperar el tiempo perdido.
(1) to _ up te someone (procurer) 
congraciarse con uno, (procurer) ganarse la  
amistad de uno; halagar a uno, hacer 
zalamerlas a uno.
3 yr;
(a) ta _ oneself an expert 1n lleg ar a ser 
experto en; te oneself dictator hacerse 
dictador, constTtuIrse en dictador.
(b) ta _ oneself comfortable acomodarse a su 
gusto; to _ oneself 111 with work enfermer 
por exceso de trabajo; to _ oneself 
ridiculous ponerse en rid icu le ; $ge hear 
et£.
(c) to _ oneself do something obllgarse a 
hacer algo; I  have to _ myself (de I t )  tengo 
que hacer un esfuerzo %por hacerlo).
En primer lugar aparece la transcripciôn fonética del verbo, as! como cierta informaciôn 
morfolôgica sobre su comportamiento como irregular. Esta informaciôn no es relevante en nuestro 
caso.
La primera divisiôn que se observa en la entrada estâ indicada por los sangrados que. nume* 
rados a la izquierda del 1 al 3. identifican los distintos usos funcionales del verbo: transitivo. yt. 
intransitivo. yi, y reflexivo. yr, y dan lugar a tres apartados diferentes.
Cada uno de estos apartados de los que hablamos estâ a su vez dividido. esta vez alfabé- 
ticamente. Estas divisiones determinan distintas acepciones para el uso del verbo en cada caso. Por
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ûttimo aparecen ya las traducciones en si, generalmente acompaAadas de ejemplos que facilitan su 
identiTicaciôn. La palabra objeto de la entrada (’ make") se représenta mediante un signo caracteris- 
tico, _, por razones de claridad.
Podemos ver que el tipo de letra también résulta ser un modo de codificaciôn de la infor­
maciôn. Asi, entre paréntesis y subrayadas, aparecen a veces algunas palabras que identifican el 
contexte en el que se obtiene la traducciôn indicada. Por otra parte, se presentan en negrita los 
ejemplos de las traducciones posibles para cada acepciôn, que no siempre corresponden a una 
forma en infinitivo, sIno que también pueden ser oraclones complétas, sobre todo cuando no es 
simple indicar en qué contexto se obtiene esa traducciôn, o cuando se trata de frases hechas.
Como se puede observer, y como ya hemos comentado en apartados anteriores, ésta no es 
informaciôn codificada, aunque para un lexicôgrafo estas imprecisiones o carendes de informaciôn 
son solventables.
Vamos a seguir ahora analizando manualmente la entrada que nos ocupa, el verbo ’ makeT. 
Primero tenemos las tres grandes divisiones que nos présenta el Collins; estas obedecen a carac­
teristicas funcionales del verbo inglés, y son las siguientes:
1. yt para verbo transitivo, donde aparece un objeto directo que recibe la acciôn del verbo,
2. yl para verbo intransitivo, donde ningûn objeto recibe la acciôn,
3. y r para verbo refiexivo, donde el objeto que recibe la acciôn del verbo es el propio agente.
El tercer caso se puede considerar como una ocurrencia particular del primero, en el que el 
objeto coincide con el sujeto. Como para nuestros fines no tiene especial interés mantener esta 
diferenciaciôn, considéraremos en el mismo grupo los puntos 1 y 3.
Pasamos a analizar cada uno de estos dos grupos por separado, teniendo en cuenta que no 
todos los sentidos que detectemos nos serén de utilidad (p.e. los usos literarios o familiares), de 
manera que. como ya hemos dicho, sôlo extraeremos aquellos que en principio parezca que puedan 
utilizarse en un entomo cientifico-técnico o resulten significativos o especialmente interesantes. 
Como este método de trabajo es incremental, una vez formalizada la informaciôn, siempre cabe la 
posibilidad de incluir nuevas acepciones.
2.3.2.1 Acepciones Transitives
La principal caracteristica de los usos transitivos es la existenda de un constituyente muy inti- 
mamente ligado al verbo, como es el objeto directo. Como ya veremos, no sôlo su presenda serà 
importante, sino que también pueden serto la presenda o no de preposiciones e incluso las carac­
teristicas que pueden diferenciar un tipo de objeto diredo de otro.
En inglés, los verbos transitivos pueden ser de tres tipos;
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• frasales {phrasal verbs): se requiere una particule antes o después del objeto directo,
• preposicionales {prepositional verbs): la funciôn de objeto directo es asumida por un comple-
mento preposiclonal,
• simples: el objeto directo aparece como un NP simple, sin partlculas de ningûn tipo.
De cara a nuestra formalizaciôn, los dos primeros casos pueden ser aslmilables, de manera
que sôlo se considers si el objeto aparece como un NP simple o no.
Hemos extraido un par de acepciones del grupo (k) (with adv o r prep) que ejemplifiquen los 
primeros casos:
• (vt-k2) ’ to make o u f,  aunque esta acepciôn es enormemente rica y compleja, hemos elegido una 
unica traducciôn, que se tomarà por defecto, y se cree que es la màs probable en el entomo 
considerado: ’ distinguir'.
• (vt-k4) ’ to make up’ , este caso también es muy rico en traducciones posibles, pero sôlo vamos a 
elegir, como màs probable, su traducciôn en el sentido de ’ constituir’  o ’ componer’ .
Esta primera aproximaciôn a los casos transitivos queda entonces:
si OBJETOP con (OUT •> ••) 
(vt-k2) «> •d is tingu ir*




Figura 19. Formalizaciôn de acepciones (1). MAKE
Donde se ha denotado 'OBJETOP* a los casos transitivos (luego tienen objeto directo) y prepo­
sicionales o frasales, de ahi la 'P* que aAadImos a la palabra OBJETO'.
En los caractères entre paréntesis que aparecen a la izquierda de cada acepciôn se seAala el 
uso del verbo {vt, para ve rt»  transitivo), la letra correspondiente a la acepciôn segùn la clasiflcaciôn 
del Collins (a, b, etc ), asi como un numéro que se asigna correlativamente a las diferentes traduc­
ciones posibles dentro de cada acepciôn. Este côdigo se mantendrà durante todo el desarrollo para 
mayor claridad. Ademàs se ha incluido una ultima posibilidad de traducciôn, (v-DEF), que significa 
traducciôn "por defecto", y es la que se ha de obtener como traducciôn del ve rt»  ’ make’  siempre 
que no se de ninguno de los casos particulares considerados. Evidentemente, ésta traducciôn ha de 
ser la màs general, que en nuestro caso corresponde a la acepciôn del grupo (a) (general sense): 
’ hacer’ .
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En estas expresiones hemos utilizado un pseudocôdigo en lenguaje natural, donde el simbolo 
final ' = > '  indica la traducciôn asignada al verbo objeto de la transferencia léxica, 'make', e indl- 
carâ traducciôn en todos los casos. Por ejemplo, las partlculas resefiadas estân Intimamente ligadas 
al verbo y no tienen traducciôn por si mismas, siendo esto es lo que se ha querido indicar aso- 
ciàndoles una traducciôn vacia
La primera aproximaciôn que hemos realizado es esencialmente correcte, pero pensemos 
ahora cômo se traducirian las siguientes frases segùn el esquema de la entrada propuesta.
(2-15) These are the elements which make up the system.
(2-16) The group was made up of four people.
Con la primera oraciôn no habrâ ningûn problema;
(2-lS t) Estos son los elementos que constituyen el sistema.
pero la segunda oraciôn, que en inglés se puede considerar pasiva, en espaAol pasa a ser una 
perifrasis atributiva con el verbo 'ester', sentido que se recoge en la acepciôn (a);
(2-16t) El grupo estaba compuesto por cuatro personas.
de forma que no entra en las reglas estructurales generates para la fase de generaciôn de las 
oraciones pasivas (ver el apartado "2.2.3 La Generaciôn" en la pàgina 50). Esta situaciôn es conve- 
niente indicarla explicitamente: por una parte no ha de considerarse como un caso corriente de 
pasiva y, por la otra, ha de generarse el verbo 'es tâ t' como auxiliar, no el verbo ‘ ser’  como es 
usual.
Otro detalle que podemos observer es que la preposiciôn que introduce el complemento prepo- 
sicional que aparece como postmodificador en (2-16) ( 'o r ) ,  no se traduce por su valor màs general, 
'de ', sino que se traduce como 'po r '. Esto también ha de indicarse de alguna manera. En resumen, 
incluyendo los casos anteriores, tenemos el esquema de la Figura 20 en la pàgina 67.
Como casos tipo de ocurrencias transitivas sôlo nos quedan ahora las ocurrencias transitivas 
simples; ni preposicionales ni frasales. De ellas, un caso bastante sencillo de identificar es el 
correspondiente al grupo (e) (with ored adil. en el que, ademàs del objeto directo, existe un adjetivo 
con valor predicativo que se refiere a éste. Por ejemplo: "(o make someone happy". En estos casos, 
la traducciôn del verbo suele ser "hacer", pero no siempre; consideremos 'to  make a program 
ready', que se traduce como "préparer un programa'. Si no existleran excepciones, se podria 
intentar que este caso entrara en el conjunto de traducciones por defecto, asignando ‘hacer’  al 
verbo pero, como hemos visto, puede darse el caso de que la traducciôn de éste varie. Esta circuns- 
tancia se puede expresar como aparece en la siguiente figura, en la que por (PSHOOS -  PREDAOJ) se
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indica la existenda de un postmodificador del ve rt»  que es un adjetivo predicativo. de forma que si 
éste existe y es ’ ready" se obtiene la traducciôn (vt-e7) "preparar". adjudicéndose la traducciôn por 
defecto (v t-e l) "hacer* en caso contrario.
Si OBJETOP con (OUT -> **)
(vt-k2) •> "d is tingu ir*
si OBJETOP con (UP «> **) y
si es PASIVA
(vt-k4) »> "componer* + NO ACTIVA
si no
(vt-k4>) «> "con s titu ir*
si no
(vt-DEF) »> "hacer*
Figura 20. Formalizaciân de acepciones (2). MAKE
si OBJETO y
si tiene (PSMODS •  PREDAOJ) y 
si (PREDAOJ es (READY -> **))
(vt-e7) -> "preparer*
si no
(v t-e l) -> "hacer*
si no
(vt-DEF) ■> "hacer*
si OBJETOP con (OUT >
(vt-k2) “> "d is tingu ir*
si OBJETOP con (UP «
si es PASIVA
(vt-k4) "> "componer* + NO
si no




CTIVA + ESTATICA + si tiene (PP con (OF ->  *por*))
Figura 21. Formalizaciôn de acepciones (3). MAKE
El apartado (i) también es similar en cuanto a que la forma del complemento ayuda a deter­
minar la traducciôn. AquI lo que se identifica es una oraciôn de infinitivo, que llamaremos INFCL 
(INFinItive CLause), actuando como postmodificador.
(2-17) The circumstances made him w rite a new book.
(2-17t) Las circunstancias le obligaron a e sc r ib ir un nuevo lib ro .
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La traducciôn de 'm ake ' en este caso es 'ob ligar a ', traducciôn que introduce un nuevo pro­
blema: la expresiôn en la lengua meta de traducciones que no sean una ünica paiabra, sino una 
formula. Las formulas estân compuestas de dos o varias palabras, de las cuales no todas se 
flexionan morfolôgicamente (p.e. 'sa lir bien', 'd a r una vuelta'). En nuestro proceso de formalizaciôn, 
un método posible para resolver estos casos es el siguiente: 1) permitir que una palabra, la entrada, 
se traduzca por una fôrmula y 2) especificar, para dicha formula, cuàles de sus palabras se 
flexionarân morfolôgicamente y cuàles no. El segundo punto puede realizarse codificando la infor­
maciôn correspondiente de alguna manera, por ejemplo, asignando un 'O' a la o las palabras de la 
formula que no se flexionen, y la parte de la oraciôn que les corresponde a las que si se flexionan: 
'VERB', 'ADJ', etc.
Por otra parte, en (2-17) el infinitivo de la oraciôn subordinada (‘ w rite  a new book*) permanece 
como tal infinitivo en el proceso de transferencia, pero esta estabilidad no es general y, en principio, 
depende del verbo que gobiema la oraciôn y de las caracteristicas particulares de cada ocurrencia; 
basta comparer el ejemplo anterior (2-17) y su traducciôn con los ejemplos (2-5) y (2-6) y las suyas, 
que aparecian en este mismo capitulo:
(2-5) I want him to go to school.
(2-5t) (Yo) quiero que (é l) vaya a la escuela.
(2-6) I want a bicycle to go to school.
(2-6t) (Yo) quiero una b id  cl eta para i r  a la escuela.
Es por tanto razonable que en la entrada del vert» , en este caso 'm ake', se proporcione también el 
tipo de transferencia que afecta a las oraciones de infinitivo que le complementen. Esta transferencia 
es de caràcter estructural en cuanto a la lengua meta y la indicamos como tr-estructura l en el 
esquema de ta Figura 22 en la pàgina 69.
Para terminar ya con este ejemplo hemos elegido dos traducciones que han sido extraidas de 
la acepciôn (a) y que introducen un caso interesante que aùn no hablamos contemplado, como es el 
problema de la variaciôn funcional de los constituyentes de la oraciôn durante el proceso de traduc­
ciôn:
(2-18) You should make the previous function a new too l.
(2-19) They w ill make him president.
Ambas situaciones corresponden también a un tipo de transferencia que es discriminable en 
funciôn de otros constituyentes, en este caso de la presenda de un segundo NP reladonado direc­
tamente con el objeto. Sin embargo, en estas dos oraciones el verbo tiene traducciones distintas:
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(2-18t) Usted deberla hacer de la funciôn previa una nueva herramlenta. 
(2-19t) (E lios) le nombraràn présidente.
si OBJETO y
si tiene (PSMOOS -  PREDAOJ) y 
si (PREDAOJ es (READY - > * • ) )
(vt-e7) “> ' préparer*
si no
(v t-e l) •> *hacer*
si tiene (PSMOOS -  INFCL)
( v t - i l )  -> ‘ obliger* a* + flexionar (VERB 8) + tr-estructu ra l (INFNP)
si no
(vt-DEF) -> ‘ hacer*
si OBJETOP con (OUT -> **)
(vt-k2) «> ‘ d is tingu ir*
si OBJETOP con (UP -> * ')  y 
si es PASIVA 
(vt-k4) »> ‘ componer* + NO ACTIVA + ESTAT ICA
si tiene (PP con (OF »> *por*)) 
si no
(vt-k4 ‘ ) ” > ‘ constitu ir*
si no 
(vt-DEF) «> "hacer*
Figura 22. Formalizaciôn de acepciones (4). MAKE
La causa de estas traducciones diferentes es la naturaleza del objeto directo: es tiumano en el 
segundo caso y en el primero no. Por otra parte, ademàs de tener distintas traducciones, en el 
segundo caso las caracteristicas de los constituyentes se mantienen durante la transferencia, mien- 
tras que en el primero la funciôn de uno de ellos varia durante el proceso. Esta variaciôn consiste en 
que el primer NP, *the previous function*, que es el objeto en la lengua origen, pasa a ser un com­
plemento preposiclonal en la lengua meta, introducido por la preposiciôn *de*. Esta transferencia 
funcional se indicarà en la parte de acciones dependientes de la lengua meta, como puede verse en 




si tiene (PSMOOS -  NP) y 
si (NP es HUMANO) 
vt-«2) ” > 'nombrar*
si no
v t-a l) -> 'hacer* ♦ tr-funcional (OBJETO -> PP *de*)
si tiene (PSMOOS -  PREDAOJ) y 
si (PREDAOJ es (READY -> ” )) 
vt-e7) “ > 'préparer*
si no
v t-e l) ■> 'hacer*
si tiene (PSMOOS -  INFCL) 
v t - i l )  •> 'ob lige r* a* + flexionar (VERB 0) * tr-estructu ra l (INFNP)
si no 
vt-DEF) •> 'hacer*
si OBJETOP con (OUT -> **) 
vt-k2) -> 'd is tin g u ir*
si OBJETOP con (UP -> **) y 
si es PASIVA 
vt-k4) «> 'componer* + NO ACTIVA ESTÂTICA +
si tiene (PP con (DP »> *por*)) 
si no
vt-k4 ') -> 'c o n s titu ir*
si no 
vt-DEF) «> "hacer*
Figura 23. Formalizaciôn de acepciones (S). MAKE
No considérâmes el reste de las acepciones del use transitivo ni el uso reflexivo del verbo 
'make', ya que no aportan ninguna situaciôn de especial interés para nuestros propôsitos.
2.S.2.2 Acepciones intransitivas
En la entrada que estamos estudiando existen nueve acepciones diferentes para el uso intransi­
tivo de 'make', desde la (a) hasta la (i).
La acepciôn (a) no es la més general, puesto que se refiere a una traducciôn posible del ve rt»  
en el caso de que se esté hablando de (tidel ('marea'). Esta acepciôn no nos interesa, al menos por 
el momento, de modo que no la consideraremos. La (b) en principio no habria que consideraria si la 
traducciôn 'po r defecto' del ve rt»  'm ake' se détermina como 'hacer" y se puede garantizar que es 
la que se va a obtener en este caso. De manera que. para no complicar Innecesariamente la codifl- 
caciôn, pospondremos la resoluciôn de este apartado hasta concretar el resto de las traducciones.
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De la acepciôn (c) a la (Q tenemos un conjunto de casos frasales y preposicionales con dife­
rentes partlculas y preposiciones.
Al igual que en el caso transitivo, los verbos intransitivos pueden ser simples, preposicionales 
y frasales. En los dos ùltimos casos la traducciôn del verbo va ligada a la presenda de la particula 
{frasaf) o complemento preposiclonal (preposiclonal), que han de estar présentas en la oraciôn. Sin 
embargo, aùn presentàndose el mismo tipo de construcciôn para las acepciones transitivas e 
intrasitivas en lo que a usos frasales y preposicionales se refiere, en estas ultimas acepciones no 
résulta conveniente integrar en el mismo grupo los dos casos mencionados, como hicimos en el 
apartado anterior, ya que ahora no existe un complemento anàlogo al objeto directo que nos permita 
simplificar la estructura de las entradas. Por otra parte, veremos que en los casos intransitivos 
frasales la particula asociada al vertx) suele desaparecer al realizar la traducciôn, mientras que, en 
el otro caso, la traducciôn de las preposiciones muy a menudo viene determinada por la propia tra­
ducciôn del vert». Es por ello que hemos decidido mantener las dos situaciones posibles como 
casos diferentes, utilizando la clave PTC para los usos frasales y la clave PP para los preposicio­
nales. En ambos casos se espedfica la particula o preposiciôn considerada, como en el apartado 
anterior.
De la acepciôn (c), que incluye usos frasales, omitimos las ultimas traducciones ("matar a uno", 
"suicidarse"), que no es muy probable que aparezcan en el dominio en el que nos centramos. El 
resto podria expresarse:
si tiene (PTC - (AWAY -> **))
( V T - C l ) ■= "escaparse*




Figura 24. Formalizaciôn de acepciones (6). MAKE
En cuanto a la traducciôn asignada al vert» , en el texto vemos que se ofrecen varias posibles: 
'largarse", "huit" y "escaparse". De entre las tres, que se pueden tomar como sinônimos, hemos 
elegido la ultima, que résulta ser adecuada en un mayor numéro de contextos ("largarse", por 
ejemplo, se puede considerar como un uso coloquial). De todas maneras, la palabra "escaparse" en 
realidad esté compuesta del infinitivo de un verbo més el pronombre clitico que se utiliza en su con- 
jugaciôn:
(2-20) "escapar* •  'escapar* ♦ "se*
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Un ser humano entiende fàcilmente esta expresiôn yuxtapuesta, pero para nuestros fines compu­
tacionales, résulta màs conveniente seAalar el caso de forma explicita, p.e. como se muestra a conti­
nuaciôn.
si tiene (PTC - (AWAY -> * •))
(v i-c l) *> "escapar* ♦ se*
si tiene (PTC » (OFF -> •))
(vi-c2) -> "escapar* + se*
si no
(vi-DEF) “ > "hacer*
Figura 25. Formalizaciôn de acepciones (7). MAKE
Pasemos ahora a las siguientes acepciones. En el grupo (d) tenemos tres posibilidades: "to 
make after someone", "to make for a place" y 'to  make towards a place", de las que se también se 
proporcionan ejemplos de uso. Todas ellas corresponden a construcciones preposicionales del 
verbo. Esta situaciôn se puede formalizar indicando de alguna manera que se requiere un comple­
mento preposiclonal introducido por una cierta preposiciôn, como se indica en el esquema.
si tiene (PTC -  (AWAY -> ” )) 
(v i-c l)  «> "escapar* ♦ se*
si tiene (PTC » (OFF «> **)) 
(vi-c2) “ > "escapar* + se*
si tiene (PP -  (AFTER »> ■*)) 
(v i-d l) •> "seguir*
si tiene (PP -  (FOR »> **)) 
(vi-d2) •> " d ir ig ir *  + se*
si tiene (PP -  (TOWARDS •> **)) 
(vi-d3) -> "d ir ig ir *  + se*
si no 
(vi-DEF) »> "hacer"
Figura 26. Formalizaciôn de acepciones (B). MAKE
Pero tal como estâ expresado, la acepciôn para el uso preposiclonal "to make foi" Inclutrfa 
tanto el sentido de (d) como el que se indica en el apartado (e), "to make for resuItT. Por lo tanto es 
necesario establecer alguna diferencia entre ambas acepciones. La diferencia que existe tiene que 
ver con el tipo de complemento preposiclonal que aparece; en el primer caso es un lugar (to make 
fo r a place), mientras que en el segundo es una clase de resultado. En principio es màs sencillo 
determinar si algo es o no un lugar, que determinar si puede o no ser un resultado, de forma que 
utilizaremos esta primera caracteristica como elemento diferenciador.
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En la siguiente figura podemos ver cômo queda ahora el esquema formai de la entrada, donde 
la marca PL se utiliza como distintivo de lugar (PLace), y se ha llamado NPP al nûcleo objeto del com­
plemento preposiclonal.
si tiene (PTC -  (AWAY -> " ) )
(v i-c l) “ > "escapar* + se*
si tiene (PTC -  (OFF -> * * ) )
(vi-c2) •> "escapar* + se*
si tiene (PP -  (AFTER - *  **))
(v i-d l) “> "seguir*
si tiene (PP -  (FOR -> * *)) y
si (NPP de tipo  PL)
(vi-dZ) “ > "d ir ig ir *  ♦ "se*
si no
(v i-e l) -> "con tribu ir*
si tiene (PP -  (TOWARDS -> **))
(vi-d3) «> "d ir ig ir *  + se*
si no
(vi-DEF) «> "hacer*
Figura 27. Formalizaciôn de acepciones (9). MAKE
Siguiendo con el mismo procedimiento, pasemos a analizar el caso (f). De entre las posibles 
traducciones que se sugieren para 'to  make o u f  elegimos "salir bien", que parece ser la màs 
general, y résulta ser una fôrmula anàloga a la que se estudiô en el apartado anterior para los casos 
transitivos: "obligar a". El resultado de formalizar la traducciôn en estos términos se puede ver en la 
figura de la pàgina siguiente.
Quedarian por analizar las acepciones (g), (h) e (i), pero no vamos a incluirlas en este des­
arrollo porque no son representativas de otros casos diferentes a los ya analizados. La acepciôn (b) 
podemos ver que queda resuelta con la estructura que hemos propuesto.
En el caso de "make" se puede observer que el tratamiento de las acepciones intransitivas es 
màs simple que el de las transitivas, esto es debido principalmente a que no se tiene que tener en 
cuenta el objeto directo para diferenciar los casos posibles, y este constituyente es de los màs corn- 
plejos. La conclusiôn es de caràcter general, y se puede prever que los casos intransitivos seràn 
màs sencillos que los transitivos.
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si tiene (PTC -  (AWAY -> “ ))
(v i-c l) “ > "escapar* + "se*
si tiene (PTC ■ (OFF -> **))
(v1-c2) «> "escapar* + se*
si tiene (PP -  (AFTER -> **))
(v l-d l) •> "seguir*
si tiene (PP » (FOR -> **)) y
si (NPP de tipo  PL)
(v1-d2) -> "d ir ig ir *  + se*
si no
(v l-e l) ■> "con tribu ir*
si tiene (PP -  (TOWàROS -> **))
(v1-d3) «> "d ir ig ir *  ♦ se*
si tiene (PTC •  (OUT -> * •))
( v l - f l) •> "s a lir *  "bien* ♦ flexionar (VERB 0)
si no
(vl-OEF) »> "hacer*
Figura 28. Formalizaciôn da acepciones (10). MAKE
2.3.3 Conclusiones sobre el ejemplo
Aunando las acepciones transitivas e intransitivas, finalmente obtenemos la descripciôn de la 
entrada que aparece en la Figura 29 en la pàgina 75, donde se han incluido las traducciones por 
defecto para todos los casos.
Con el desarrollo del ejemplo anterior lo que se pretende en primer lugar es mostrar, aunque 
sea de una manera muy superficial, la diferencia que existe entre la informaciôn léxica disponible, en 
los diccionarios clàsicos, y las necesidades que tienen las aplicaciones del PLN, en concreto la tra­
ducciôn automàtica.
En la formalizaciôn no se ha entrado en detalles sobre la notaciôn, ya que lo que se queria era 
mas bien mostrar el tipo de trabajo de abstracciôn lexicogràfica que ha de llevarse a cabo para la 
caracterizaciôn del proceso de transferencia léxica de las palabras. En el siguiente capitulo se 
entrarà de lleno en esta problemàtica. Sin embargo, se puede observer que el numéro de lo que 
podriamos llamar 'palabras clave' (si, de tipo, es, ...) que hemos utilizado para la descripciôn es 
ciertamente limitado, aunque no esté completo. Igual parece suceder con les côdigos utilizados 
(OBJETOP, OBJETO, PP, PTC ...), lo que nos hace penser en la posibilidad de définir conjuntos de côdigos 
de algûn tipo, cerrados, que permitan caracterizar la transferencia léxica de las palabras entre dis­
tintos idiomas y ser comprensibles tanto para el usuario como para los programas.
A partir de esta idea se ha desarrollado el formalismo que se présenta en esta memoria, 
basado en un conjunto de côdigos descriptivos relacionados por una sintaxis simple predefinida.
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s1 OBJETO y
si tiene (PSMOOS -  NP) y 
si (NP es HUMANO)
(vt-a2) -> "nooArar"
si no
(v t-a l) •> "hacer* + tr-funcional (OBJETO -> PP *de")
s i tiene (PSMOOS -  PREDAOJ) y 
s i (PREDAOJ es (READY -> **))
(vt-e7) •> "préparer*
s i no
(v t-e l) -> "hacer*
si tiene (PSMOOS -  INFCL)
( v t - i l )  “ > •obliger* "a* flexionar (VERB 0) ♦ tr-es truc tu ra l (INFNP) 
si no
(vt-DEF) -> "hacer*
si OBJETOP con (OUT •> **)
(vt-k2) “ > "d is tin gu ir*
Si OBJETOP con (UP -> **) y 
si es PASIVA
(vt-k4) «> "componer* + NO ACTIVA ♦ ESTÂTICA ♦
si tiene (PP con (OF -> *por*)) 
si no
(v t-k4 ') «> "con s titu ir*
si tiene (PTC -  (AWAY -> **))
(v i-c l)  “ > 'escapar* + se*
si tiene (PTC -  (OFF •> **))
(vi-c2) “> "escapar* + *se*
si tiene (PP -  (AFTER -> **))
(v i-d l)  »> "seguir*
si tiene (PP -  (FOR »> **)) y 
si (NPP de tipo  PL)
(vi-d2) »> "d ir ig ir *  * *se*
si no
(v i-e l)  “ > "con tribu ir*
si tiene (PP -  (TOWARDS -> **))
(vi-d3) “ > 'd i r ig i r *  ♦ *se*
si tiene (PTC -  (OUT -> **))
( v i - f l )  -> "s a lir *  "bien* + flexionar (VERB 0) 
si no 
(vi-DEF) »> "hacer*
Figura 29. Formalizaciôn de acepciones: resultado final. MAKE
Desde el punto de vista màs particular de la transferencia léxica, también se pretende poner de 
maniflesto las dos vertientes que este proceso lleva asociadas:
1. la desambiguaciôn de los diferentes sentidos de las palabras en la lengua origen, y
2. la determinaciôn de las acciones que la transferencia léxica de una palabra origina sobre la 
estructura de la oraciôn en la lengua meta.
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Aunque, por supuesto, no nos hemos enfrentado con todas las posibilidades de transferencia, 
se han podido detectar algunas condiciones que podemos considerar de caràcter general, ya que es 
évidente que otros verbos, u otro tipo de palabras, se desambiguan en funciôn a éstas. Profundizar 
en su caracterizaciôn es el objeto del capitulo siguiente, pero podemos adelantar en este apartado 
de reflexiôn algunas de ellas:
Sobre la LO
En el apartado de las claves sobre la lengua origen hemos detectado que la existencia de 
objeto directo résulta ser de gran importancia, asi como las caracteristicas de ëste: si es preposi- 
cional, frasai o simple, si es de un cierto tipo o es una palabra en concreto.
También ha resultado ser de interés alguna caracteristica de la oraciôn en su conjunto, en con­
creto, en el ejemplo de ’ make' hemos necesitado determinar si la oraciôn en que éste se presentaba 
era pasiva o no.
En algûn momento se ha requerido profundizar en la tipologia de los complementos del vert»  
(si existian postmodificadores o complementos preposicionales), recurriendo a veces, una vez 
detectados éstos, a averiguaciones del estilo de las descritas en el pàrrafo anterior a qué tipo perte- 
necian, etc.
Por lo dicho, podemos imaginamos otro nivel de desambiguaciôn, que corresponderia a toda la 
serie de interrogantes sobre las caracteristicas especificas de un constituyente, sea éste del tipo que 
sea: funcional, como el objeto directo, o sintàctico, como un adjetivo predicativo.
Sobre la lAë
En cuanto a los requerimientos que lleva asociados seleccionar una lengua meta en concreto. 
henras podido ver que uno de ellos es la determinaciôn de algunos rasgos que tendràn sentido para 
fases ulteriores a la transferencia léxica propiamente dicha. Entre ellos han surgido el de aquellas 
traducciones que dan lugar a formar cllticas (‘ escapar* *se*) y el de la traducciôn selectiva del verbo 
inglés *to be* por el espahol ester
Ha surgido también un fenômeno de gran importancia como es el de la variaciôn del papet 
funcional de un constituyente como resultado de la transferencia (ver la oraciôn (2-19) *Tou should 
make the previous function a new tool*), de manera que hay que prever mecanismos para que esta 
transformadôn se pueda indicar.
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Capitulo 3: Un Formalismo de Diccionario Bilingüe
. 78-
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3.1 Representaciôn de la Informaciôn
En el capitulo primero de esta memoria se ha considerado la importancia de los problemas 
relacionados con la representaciôn de la informaciôn léxica y de las dificultades que surgen cuando 
se trata de que una computadora maneje este tipo de datos. En el caso concreto de la traducciôn 
automàtica han de intervenir varios diccionarios en el proceso, destacando por su importancia el que 
contiene la informaciôn bilingüe.
Después de describir en el segundo capitulo el marco del proyecto en el que sitüa el trabajo 
que se présenta (proyecto MENTOR), y de desarrollar un ejemplo de codlficaclôn de la informaciôn 
léxica bilingüe en el que se han puesto de manifiesto algunos de los problemas con los que nos 
encontramos en el proceso, vamos ahora a describir el formalisme que es el centro de esta 
memoria, considerando las necesidades lingüisticas que estàn présentes y los detalles de la soluclôn 
informética propuesta, que armoniza los requerimientos lexicogràficos con los computacionales.
3.1.1 Necesidades Lingüisticas
Las necesidades lingüisticas que contemplâmes son de dos tlpos. Por una parte, hay que tener 
en cuenta el punto de vista del lexicôgrafo que créa nuevas entradas a partir de la informaciôn en 
lenguaje 'natura l* y, por otra, el punto de vista de la persona que luego puede tener que actuallzar 
entradas que fueron creadas con anterioridad, o bien corregir errores o completar la informaciôn de 
las mismas a partir de las pruebas de traducciôn que se realicen. Serà obligaciôn del primero 
exponer su trabajo de forma sistemàtica y ordenada, de manera que la inspecciôn visual sea inme- 
diata. Por supuesto, cuando la correspondencia entre palabras es uno-a-uno no hay ningûn pro­
blema; el problema surge cuando la relaciôn no es inyectiva sino suprayectiva, es decir, cuando a 
una palabra del lenguaje origen le pueden corresponder varias traducciones, como se ha visto en el 
desarrollo de la extracciôn de la informaciôn léxica del capitulo anterior. ^Oe qué depende entonces 
la elecciôn de una u otra?. En la pràctica, la clarificaciôn y determinaciôn de los conceptos léxicos 
suele requérir el establecimiento de grupos interdisciplinares compuestos por lingülstas e 
informàticos. que traten de flexibilizar sus respectives puntos de vista, y està estrechamente relacio­
nada con los métodos de representaciôn del conocimiento utilizados [HaySS, AbaSQ}. La creaciôn 
de grupos de este estilo suele ser una labor muy compleja, puesto que ninguno de sus miembros 
puede mantenerse al margen de los conocimientos o perspectives de los demàs, ya que esta postura 
puede dar origen a situaciones de incomprensiôn absolute entre unos y otros.
En MENTOR no se pretendia realizar la extracciôn automàtica de la informaciôn, sino màs bien 
proporcionar al lexicôgrafo una herramienta que le permitlera, basàndose en criterios puramente lin- 
gûisticos, définir las equivalencias mûltiples entre las palabras, de manera que estas deflniclones 
pudiesen ser directamente utilizadas por la computadora durante la transferencia léxica. Aunque se 
partia con la ventaja proporcionada por la restricciôn del dominio semàntico para el que desarro-
80
llaba el prototlpo (que permitia obviar algunos problemas de ambigüedad), sin embargo la soluciôn 
propuesta debla ser aplicable a cualquier otro dominie, y también extensible para as! poder 
aumentar el rango de las traducciones teôricamente posibles.
De lo que se trataba, por lo tanto, era de realizar un trabajo de investigaciôn sobre las claves 
de la transferencia léxica entre el par de lenguajes involucrados en nuestro prototipo (inglés como 
lengua fuente y espaOol como meta), y este trabajo, que ataOe principalmente al grupo de lingQlstas, 
debetia estar basado sobre una formalizaciôn lôgica sôlida, que garantizase la robustez y 
completitud del mismo y a la vez se relacionase de forma eficlente con ios procedimientos 
informàticos del sistema, siendo éstos transparentes para el lexicôgrafo. El trabajo incluye Ios 
niveles mâs bdsicos de un sistema de representaciôn y permite que. a partir del nivel formai que se 
ha desarrollado, se pueda profundizar sobre Ios aspectos conceptuales del conocimiento [Bra79].
De manera que era necesario que mediante el formalismo propuesto se pudieran armonizar las 
necesidades procedimentales del sistema con las caracteristicas mâs bien de tlpo descriptivo utill* 
zadas en las definiciones. Se propuso enfonces realizar la descripciôn de las entradas basando la 
desambiguaciôn de Ios distintos sentidos de las palabras en condiciones completamente indepen- 
dientes de la lengua destino y particulares del inglés. Este conjunto de condiciones ha de ser vélido 
para la realizaciôn de diccionarios bilingOes entre el inglés y otras lenguas destino, puesto que no 
depende del lenguaje meta, aunque es posible que se requieran nuevas claves de desambiguaciôn 
de las que no hemos tenido necesidad en la transferencia léxica al espaAol. En cualquier caso, se 
delwrla poder determiner un 'superconjunto' de condiciones del que pudiera hacer uso cualquier 
lengua terminal en un sistema de traducciôn automàtica basado como el nuestro en el modelo de 
transferencia.
En la Figura 30 en la pàgina 81 se describe gréficamente el objetivo de este planteamiento: en 
el conjunto abstracto de condiciones de desambiguaciôn sobre la lengua origen (LO), que en nuestro 
caso es el inglés, se utilizan Ios subconjuntos adecuados en funciôn de la lengua meta a la que se 
quiera transferir. Estos subconjuntos siguen dependiendo ûnicamente de la LO.
Sin embargo, el modo de trabajo es realmente el inverso: en vez de intenter determiner todas 
las condiciones posibles y luego seleccionar las necesarias en cada caso, de lo que se trata es de 
trabajar desde una de las lenguas meta, perfilando el subconjunto mâximo que ésta requiere. Al 
introducirse una nueva lengua en el sistema, las claves desarrolladas seràn parcialmente vàlidas, 
detecténdose nuevas daves de las que no habia habido necesidad en el caso anterior.
También es necesario determinar de alguna manera Ios efectos que la elecciôn de una u otra 
traducciôn provoca en el espaAol como lengua meta. Estas acciones se pueden asimismo precisar, 
creândose otro conjunto de acciones, que en este caso sôlo dependen de la LM.
Los criterios lingüisticos que hemos definido (condiciones sobre la lengua origen) han side 
determinados a partir de la informaciôn extraida de diferentes diccionarios [Col84, Lar84] y libros de
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Figura 30. CondicionM sobre la lengua origen.
consulta [Sto65, Pal88, Tho86]. entre les que destaca "A Comprehensive Grammar o f the English 
Language’  [Qui85].
Otro de les requerimientos de este tlpo de diccionarios es la necesidad de diseAar interfaces 
adecuadas con el diccionario, que proporcionen herramientas y mécanismes de acceso y actuali­
zation de las entradas ya existantes de una forma cômoda para el lexicôgrafo. Lo ideal séria poder 
disponer de algûn tipo de interfaz en lenguaje natural que no obligase al lexicôgrafo a realizar una 
formalizaciôn absoluta de las entradas. Aparté de otros muchos, el problème vuelve a ser la materia- 
lizaciôn de Ios conceptos. En este sentido, el diseAo de la interfaz se plantea de forma similar ai 
diseAo de interfaces para sistemas expertos.
3.1.2 Soluciôn computacional propuesta
Teniendo en cuenta las necesidades lingOisticas. se propone un formalismo de diccionario 
bilingOe que, por una parte, proporciona las claves necesarias para las desambiguaciones de forma 
concreta y concisa, y por la otra, permite que las entradas expresadas puedan ser asi mismo enten- 
didas e interpretadas por la computadora. Este formalismo es ademôs general, vàlido para distintas 
lenguas origen y meta, requerimiento cuyas ventajas se justificaban en el apartado anterior.
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El formalismo està basado en la descripciôn de las entradas por medio de elementos minimos 
de codificaciôn que se han dado en llamar Primitivas. relacionadas entre si por medio de un conjunto 
de Simbolos de Control que utilizan una sintaxis propia.
Las primitivas, desde el punto de vista del lexicôgrafo, entendido éste como la persona que 
escribe y actualize las entradas, no son màs que una serie de côdigos o claves que le permiten 
expresar de forma semi-descriptiva la informaciôn que previamente ha extraido del diccionario o de 
otras fuentes de consulta. Las hay de dos tipos: Primitivas de Decisiôn (PO), sôlo dependientes de la 
lengua origen, y Primitivas de Acciôn (PA), que sôlo dependen de la lengua meta. En el primer 
grupo se incluyen todas aquellas claves necesarias para la discriminaciôn entre Ios distintos sen­
tidos de la palabra, mientras que en el segundo se encuentran las claves que recogen las acciones 
que tienen lugar en la palabra (o su entomo) una vez seleccionada una traducciôn en concrete.
Desde el punto de vista informâtico, cada primitiva es en si misma el reflejo de un concepto 
que tiene sentido en un entomo determinado y que ha de valerse de la informaciôn proporcionada 
por un anallzador en concrete. Por lo tanto, para su implementaciôn es necesario materializar el con­
cepto asoclado a cada una de ellas, relacionando su ejecuciôn con la informaciôn de que se dispone 
en el contexto de la transferencia léxica. Esta materializaciôn muchas veces requiere el reco- 
nocimiento de patrones lingüisticos determinados en la estructura o la detecciôn de indicadores en 
ciertos constituyentes. Por lo tanto, su implementaciôn, en cuanto ésta tiene de estrecha relaciôn 
con la representaciôn de la informaciôn al comienzo de la transferencia léxica, esté fuertemente 
llgada al analizador, a la forma caracteristica en que éste gestiona la informaciôn lingOistica y, en 
general, al estilo y Ios criterios que impone en Ios anélisis. SIn embargo esta estrecha dependencia 
no influye en la definiciôn de las entradas, ya que Ios conceptos seguiràn siendo vélidos aunque 
cambie la forma concreta de implementaciôn.
Este planteamiento permite independizar las definiciones de Ios procedimientos que las validan 
y asegurar que el diccionario, en cuanto es una base de datos, puede ser utiiizado y accedido a 
través de las distintas versiones del analizador o incluso de distintos analizadores. De hecho, uno 
de nuestros objetivos futuros es probar este mecanismo de representaciôn con otras gramàticas 
(analizadores de la lengua origen) sin modificar en absoluto la informaciôn bilingüe ya creada. Es de 
esperar que Ios resultados, por el propio diseAo del formalismo, sean altamente satisfactorios.
También es enfonces posible adecuar el modo de actuaciôn de las primitivas a las pecu- 
liaridades del analizador, de manera que, ejecutadas en un entomo lingOistico adecuado, aunque la 
gramâtica cometa algûn tipo de errores sisteméticos, éstos puedan ser recuperados mediante la 
adecuada programaciôn de Ios procedimientos de las primitivas.
El analizador sobre el que han sido construidas es PEG (PLNLP English Grammar), del que ya 
se ha hablado en el capitule anterior, y la representaciôn sobre la que actùan es la estructura 
arborescente de la que también se ha hablado; todo ello en un entomo de programaciôn LISP, en el 
que estàn defmidos Ios procedimientos de cada una de las primitivas, programados, asimismo, como
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côdlgo LISP. Olcho côdigo se ejecuta ai evaluar la definiciôn que se récupéra de la base de datos del 
diccionario durante el periodo de la transferencia iéxica. Esta definiciôn, como se verâ en Ios apar- 
tados postehores. es una estructura marco, adecuada a la sintaxis de Ios simbolos de control, en la 
que estân présentes las primitivas necesarias.
El resuitado de la evaluaciôn es siempre el valor de la traducciôn del nodo en cuestiôn, que 
sistemàticamente se asocia a la variable interna global WORONOOE. De aqui en adelante, 
WORDNODE serâ para nosotros sinônimo del nodo a traducir.
A veces se dan casos en Ios que la traducciôn de una palabra depende estrechamente de ta de 
otros constituyentes de la oraciôn, es decir, la traducciôn de una de las palabras détermina la de la 
otra y viceversa. Pueden aparecer enfonces traducciones que llamamos 'la té ra les ' en el proceso de 
determinar la de la palabra que originalmente se queria traducir. Para resolver, entre otros, este 
problems, la soluciôn propuesta consiste en mantener dos variables internas durante todo el 
proceso:
* WORNOOE, asociada siempre al nodo que se esté traduciendo, y que es constante durante cada 
acceso.
* TESTNODE, inicialmente asociada también al nodo que se esté traduciendo. pero que es variable 
a lo largo de cada definiciôn. Esta variable esté siempre posicionada en aquel constituyente o 
elemento funcional sobre el que se realizan las discriminaciôn es en cada caso. Si se producen 
traducciones latérales durante el proceso siempre afectan al nodo en el que se situe TESTNODE, 
y que llamaremos foco.
La finalidad y el sentido de la existencia de estas variables se veré con més claridad en el 
apartado siguiente.
Por supuesto, ninguna de las primitivas ni de Ios simbolos de control es necesario que esté 
présente en las entradas: todos ellos pueden o no aparecer en funciôn de las caracteristicas espect- 
ficas del término a traducir.
Tampoco se postula que Ios conjuntos de primitivas de acciôn y decisiôn sean actualmente 
conjuntos complètes, ya que se ha comenzado a trabajar sobre una serie de problemas concretos, a 
partir de palabras determinadas, principalmente verbos, de forma que se han detectado Ios con­
ceptos clave asociados a estos. Los subconjuntos defmidos cubren sin embargo la préctica totalidad 
del léxico inglés-espahoi utiiizado.
Por ultimo ahadiremos que las entradas almacenadas en nuestro diccionario son accedidas 
mediante una clave doble, compuesta por la propia palabra més la parte de la oraciôn que se desea 
consulter. Asi, consideraremos entradas diferentes a "like NOUN" y a ‘ like VERB", o  a ‘ where PRON’  




3.2 Simbolos de Control
En la lôgica del formalismo no sôlo es necesario définir las primitivas que hemos mencionado, 
sino también algunos simbolos de control que doten al mecanismo de flexibilidad y aumenten su 
potencia. Hemos pretendido lim iter el numéro de éstos al méximo, para no complicar innecesa- 
riamente el lenguaje de descripciôn y conservario lo mâs declarativo posible; sin embargo, hay 
algunos que ha sido absolutamente necesario introducir para mantener la eficiencia del sistema 
dentro de unos lim ites razonables.
Estos simbolos form an parte de la definiciôn de las entradas y, desde este punto de vista, equi- 
valen a conceptos de asociaciôn y relaciôn muy sencillos.
Definiciôn de une entrada:
expreslôn "traducciôn* |
(S
♦ [(expres16n_a) | (expres1ôn_b) | (expres1ôn_c)]*
/ •  coraentar1o_l • /
+> (expresiôn_d) )
/ •  cooientar1o_2 * /
donde:
exprès1ôn_a [ (PO) [(PA)]* ] | expreslôn
expres1ôn_b : - ( &  (PO)" [ expreslôn | exprès16n_8 | expreslônd ] ) 
exprèslôn c ( /& (PO)* [  (PA) ]*) exprès 1ôn_d
expreslônd [(PA)]" "traducciôn"
expreslôn 6 ;■ "traducciôn* |
(S
[ (exprèsiôna) | (exprèsiônb)]* )
Figura 31. Simbolos de control. Sintaxis de definiciôn de las entradas
Los simbolos se pueden considérer de dos tipos: aquellos que tienen significado propio, que 
son 'e jecutables', y aquellos otros txiya misitbn es simplemente hacer més legibles las entradas del 
diccionario y no repercuten en absoluto en la evaluaciôn de las mismas; a éstos Ios llamaremos "no 
ejecutables".
En la Figura 31 se muestra la sintaxis compléta de una estructura de definiciôn, utilizando Ios 
simbolos de control que se se descriiien en detalle a continuadôn. La notaciôn utiWzada es la usual, 
observando que Ios paréntesis, ') ' Y no forman parte de la sintaxis sino de las propias expre- 
siones.
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* ' [ '  y ' ] '  para indicar parentizaciôn corriente y agrupar subexpresiones dentro de una régla de 
producciôn
« '** indica que la cadena afectada puede aparecer ninguna, una o varias veces,
• 'I '  se utilize para indicar la 'o ' exclusive de todas las cadenas que relaciona
Se han representado también las marcas no ejecutables (comentarios, etc.), de las que luego 
hablaremos, en Ios lugares que habitualmente aparecen, aunque ni su presencia ni la situaciôn que 
ocupen en la entrada estén predeterminadas. "Expreslôn' se utilize como simbolo de expreslôn 
vélida y "traducciôn" para representar traducciôn final.
Para définir una entrada del diccionario lo ünico necesario es realizar la correspondencia entre 
dicha palabra en el lenguaje origen con una expreslôn vélida descrita con la sintaxis anterior, perte- 
neciendo las PD y PA que se utilicen a Ios conjuntos de primitivas previamente definidos, y que son 
conocidos por el lexicôgrafo. Estos conjuntos de primitivas se detatlan en el apartado siguiente de 
este mismo capitulo.
El tipo de estructuras que se puede generar es muy rico, dado el carécter recursivo de la defi­
niciôn, desde la més senctila, en que la traducciôn es uno a uno, hasta estructuras muy complejas, 
con un elevado numéro de recursiones.
A continuaciôn se va a explicar el significado, utilizaciôn y sintaxis de Ios simbolos de control, 
para lo cual nos apoyaremos en ejemplos ficticios de definiciôn, desde Ios més sencillos hasta Ios 
complejos, introduciendo los mismos problemas que nos fuimos encontrando durante nuestro trabajo 
en el prototipo, e iremos presentando los simbolos de control que nos permiten resolverlos.
Los ejemplos se han caracterizado con un numéro y una letra, ademés de un parémetro que 
llamamos "PO", y que corresponde a la Parte de la Oraciàn, que en estos ejemplos es genérica. En 
los casos reales este parémetro seré verbo (VERB), nombre (NOUN) o cualquier otro valor posible de 
los distintos elementos de la oraciôn.
El numéro del ejemplo indica una caso concrete, y las letras cada una de las posibilidades para 
formalizar ese caso, manteniéndose las mismas traducciones.
El caso més simple de definiciôn de una entrada es aquel en el que la traducciôn es directs, 
"una-a-una". Para esta definiciôn no es necesario utilizar ningûn simbolo especial de control, como 
puede verse en la entrada "ejemplolA PO".
—  ejemplolA P O --------------------------------------------------------------------------------------------------------------- — —
*traducc16nl*
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Uno de los primeros problemas que surgen es cômo expresar la situaciôn de dos o més traduc­
ciones posibles para la misma palabra. Para ello se creô un simbolo especial de control: $.
Este simbolo, S, se utilize para comenzar cualquier bateria de condiciones simples. Su sintaxis 
es muy sencilla y, aunque hemos visto que no es necesario que aparezca en todos los tipos de 
entrada, es sin embargo aconsejable como hébito que todas ellas comiencen por 61, haya o no con­
diciones sobre la traducciôn; de esta forma se simplificarén las actualizaciones cuando se quiera 
modificar o enriquecer una entrada simple ya existante.
En el 'e je m p lo lB ' se présenta otra forma de définir la entrada anterior haciendo uso del 
simbolo introducido. Un caso més complejo aparece en 'ejem plo2A ', donde se offecen distintas 






( (POl) ■traducciônl*) 
( *traducciôn2*) )
Las claves para la determinaciôn de una u otra traducciôn vienen dadas por las primitivas de 
decisiôn, PO, que han de aparecer en primer lugar para cada traducciôn, salvo para la ultima, que se 
considéra 'traducciôn por defecto'. SI las condiciones especificadas no se cumplen en el contexto en 
et que se va a traducir la palabra, entonces seré esta ultima, la traducciôn por defecto, la que se 
daré como valida.
Es aconsejable que siempre exista disponible una traducciôn por defecto, aunque se tenga la 
certeza lexicogréfica de que nunca se va a dar, porque esta cerieza proviene de la consideraciôn de 
circunstancias y contextos correctos, pero hay que prever que los textos a traducir pudieran no estar 
perfectamente bien formados: titulos, fracciones de oraciones, etc., como realmente ocurre muy a 
menudo.
En los dos ejemplos anteriores se pueden observer dos nuevos simbolos: +  y + > .  Su signifi­
cado es muy claro: con ' + '  se seAala cada una de las diferentes traducciones, aAadiendo '> '  
cuando a la que se hace referenda es una traducciôn por defecto de la entrada. Estos simbolos no 
son ejecutables y su ûnica, y muy importante misiôn, es faciliter la inspecciôn visuel de las entradas, 
por lo tanto, su uso esté recomendado en todas las definiciones.
En cualquiera de los casos es posible indicar una o varias acciones, PA, relacionadas con la 
lengua meta y provocadas por la elecciôn de una traducciôn en concreto. Para ello basta incluir las 
PA necesarias antes de la traducciôn. Esto, sin embargo, no se puede hacer en el 'e jem p lo lA ', ya 
que se requiere una estructura minima de control, y es una razôn mâs para recomendar que las 
entradas se deflnan siempre en un marco de condiciones seAalado por '$'. Las nuevas entradas, 
incluyendo las acciones, son 'e jem plotC ' y 'ejemplo2B'.
 ejemplolC PO
(S
♦> ( (PAl) “ traducciônl*) )
ejemplo2B PO
( î
( (POl) (PAl) (PA2) “ traducciônl*) 
( (PA2) “ traducciônZ") )
Es posible que existan condiciones sobre condiciones, es decir, que una vez que se haya verifi- 
cado una PO aün no esté completamente desambiguada la entrada y sea necesario tomar en consi­
deraciôn alguna otra condiciôn. Para ello basta con aplicar recursivamente el esquema de condiciôn 






((P02) (PAl) *traducciônl*) 
(*traducciôn2*) ) )
( “ traducciôn]*) )
En este ultimo ejemplo podemos ver que existen ya dos traducciones por defecto. correspon- 
dientes a los dos niveles de condiciôn que ha sido necesario determinar. Pueden darse muchos mâs 
niveles de condiciôn y, también se puede dar el caso de que no todos ellos conduzcan a multiples 
traducciones. Es decir, podria ser que, en el ejemplo anterior, la 'traducciôn2' y la 'traducciônS' 
fuesen la misma, y que, en realidad lo que queramos expresar no sean dos condiciones simples sino 
una condiciôn multiple. Para ello se créa un nuevo simbolo: &. La sintaxis de este simbolo es la mâs 
compleja y versâtil, y se puede utilizar tanto para agrupar varias condiciones de decisiôn que con- 
ducen a una ùnica traducciôn, como para agrupar condiciones que conducen a varias traducciones.
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En el primer caso, la traducciôn final asignada se puede escribir dentro o fuera del paréntesis de 
condiciôn multiple, como puede verse en 'ejemplo4A' y *ejemplo4B'. En el segundo caso, 
'ejemploSA', por propia construcciôn, al existir una condiciôn simple dentro de la estructura de con­
diciôn multiple, las traducciones han de incluirse en el grupo introducido por
e]emplo4A PO





( (PAl) *traducciôn4*) )
  ejemplo4B PO





( (PAl) *traducc1ôn4") )
 ejemploSA PO
( (& (POl) (P02)
(S
((PO]) *traducciônl*)
((P04) *traducciôn2*) ) ) ) 
( (PD5) *traducc1ôn]") )
( *traducciôn4*) )
Para dar una idea de la ventaja que supone el uso de condiciones multiples, en el 'ejemptoSB* 
hemos expresado la misma entrada que en el 'ejemploSA', pero utilizando ûnicamente condiciones 
simples. Aqui podemos apreciar cômo es necesario introducir una traducciôn més, ’ traducciàn4", la 
traducciôn 'p o r defecto', que en principio no va a suceder nunca, como ûltima posibilidad en todos 
los casos de condiciôn simple, para poder mantener coherente la estructura. Ademés hay que consi­
dérer en très lugares diferentes ta misma condiciôn, PD5, puesto que ésta es independiente de POl, 
PD2, P03 y PD4 tomadas una a una.
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Este ejemplo, aunque es relativamente sencillo, nos da Idea de las ventajas de la condiciôn 
multiple, sin la cual séria necesario introducir numerosas traducciones innecesarias y, lo que es mâs 







( (P03) ’ traducciônl") 
( (P04) ’ traducciônZ") 
( (P05) "traducciôn]’ ) 
( ’ traducc1ôn4’ ) ) )
( (P05) ’ traducciôn]’ )
( ’ traducc1ôn4’ ) ) )
{ (P05) ’ traducciôn]’ ) )
( ’ traducc1ôn4’ ) )
Tanto en el Apéndice 0, "Algunas entradas complétas* en la pégina 209 como a lo largo de 
este capitulo y el siguiente se presentan varias entradas reales en cuya definiciôn se ha incorporado 
el mecanismo de condiciôn multiple y que ponen de manifiesto claramente sus ventajas. Una de 
ellas es la correspondiente a "long", donde se expresa que si este adjetivo esta modificando a un 
nombre y dicho nombre es 'tim e ’ , entonces la traducciôn obtenida seré 'mucho', que se considéra 
como una excepciôn del caso general, en el que la traducciôn es 'la rg o ' (ver pégina 217).
Hasta ahora no hemos mencionado la relaciôn que existe entre la sintaxis de los simbolos de 
control y las variables especiales, WORDNODE y TESTNODE, que se adjudican al nodo a traducir 
antes de accéder al diccionario. Como ya se dijo, WORDNODE permanece asociado al nodo a tra- 
dudr mientras dura el acceso (y ejecuciôn) de la entrada correspondiente, y es a este nodo al que 
se asigna la traducciôn final obtenida. TESTNODE es, en cambio, variable: partiendo del nodo a tra* 
ducir, se asocia a los sucesivos focos de desambiguaciôn que es necesario recorrer en el proceso de 
traducciôn. Por foco entendemos aquel elemento de la oraciôn sobre el que recae el peso de la des­
ambiguaciôn, estando siempre relacionado con una primitiva de decisiôn. Por ejemplo, si se tratara 
de verificar la transitividad de un verbo (existencia de objeto directe), la primitiva responsable de 
esta decisiôn situaré el TESTNODE en dicho objeto, en el caso de que exista, pasando a ser el nuevo 
foco para posteriores consultas.
Tenemos entonces que el cambio de foco esté asociado al éxito de las primitivas de decisiôn, 
aunque no todas ellas implican una variaciôn del mismo. Un caso de decisiôn en el que no esté 
involucrado ningûn cambio es aquel en el que se consulta sobre alguna caracteristica del propio 
foco.
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Las PD por tanto se encadenan, actuando siempre sobre el TESTNODE actual. De esta forma, 
cuando se utilize un marco de condiciôn simple cada nuevo nivel puede trasiadar el foco, 
moviéndonos entre los constituyentes de la oraciôn. En los casos de condiciôn mültiple también se 
trasiada el foco, ya que hemos visto que éstas no resultan ser més que una notaciôn abreviada de 
las anteriores, pero este trasiado ocurre si y  sôlo si todas las condiciones incluidas resultan ciertas.
Las PA, por su parte, pueden actuar tanto en el WORDNODE (la propia palabra a traduclil como 
en el TESTNODE (la referenda), dependiendo del tipo. Teniendo esto en cuenta, puede ser intere- 
santé en algûn caso verificar ciertas condiciones sin cambiar el foco de referenda, para que asi se 
determinen las acciones necesarias en los lugares apropiados. Surge asi un nuevo simtrolo de 
control: la condiciôn multiple sin cambio de foco. Esta se expresa con el simbolo compuesto /&. La 
sintaxis de este simbolo es similar a la del de condiciôn mûltiple con cambio de foco, sôlo que ahora 
no esté permitido que las traducciones se expresen dentro del propio paréntesis del simbolo, ya que, 
si es esto lo que que se pretende, lo adecuado es utilizar simplemente &.
—  ejemplo6A PO 
($
( (/& (POl) (P02) (PAl)) (PA2) -traducciônl-) 
( (P03) -traducc1ôn2-) )
( -traducciôn]*) )
En el 'ejemploSA', suponiendo que tanto PA1 como PA2 adûan sobre TESTNODE, la primera de 
ellas tendré efedo sobre aquel constituyente que sea el foco de referenda después de aplicarse PD1 
y P02, mientras que PA2 aduaré sobre el foco de referenda anterior a la aplicaciôn de dichas prim i­
tivas.
Para terminer, nos quedan ûnicamente los simbolos /* y */, que se utilizan para delim iter cual­
quier comentario que se considéré de interés incluir en la entrada. Pueden ser ejemplos de uso, 
anotaciones para el propio lexicôgrafo, etc. Los comentarios se pueden aAadir en cualquier lugar de 
la entrada, aunque lo correcto es mantener la definiciôn lo més clara posible. En el 'ejemploSB' se 
han induido comentarios para cada traducciôn, que en este caso serian ejemplos de uso.
ejemploGB PO 
(S
( (/& (POl) (P02) (PAl)) (PA2) -traducciônl-)
/ •  oraciôn en la que "ejemploô- se traduce como -traducciônl* • /  
( (PO]) -traducc1ôn2-) )
/ •  oraciôn en la que -ejemploô* se traduce como *traducc1ôn2* * /  
( -traducciôn]*) )
/ •  oraciôn en la  que -ejemploô* se traduce como -traducciôn]* • /
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En resumen, disponemos de los sigulentes simbolos de control: Simbolos elecutables
• Condiciôn simple: S
• Condiciôn multiple con cambio de foco: &
• Condiciôn mûltiple sin cambio de foco: /&
Simbolos no elecutables
• Marca de traducciôn condicionada: +
• Marca de traducciôn por defecto: +  >
• Comentarios: /* */
En los ejemplos de las entradas que se presentan a partir de ahora se han omitido los sim­
bolos de condiciôn simple, pero esta omisiôn no difîculta la interpretaciôn de las mismas, ya que 
la presencia de una condiciôn se sigue derivando de los sucesivos sangrados que aparecen en el 
texto de la definiciôn. Esta decisiôn se ha tomado para simplificar asi la inspecciôn visual de las 
entradas que se exponen, sin distraer la atenciôn de lo que en cada caso se desea destacar.
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3.3 Primitivas
Las primitivas ya hemos dicho que pueden ser de dos tipos: Primitivas de Decisiôn y Primitivas 
de Acciôn. Las primeras son sôlo dependientes del inglés como lengua fuente y las segundas sôlo 
tienen sentido para el espaAol como lengua meta.
En los apartados sigulentes pasamos a detallar cada uno de estos grandes grupos: tipo de pri­
mitivas en que se subdivide y mecanismo de funcionamiento. Para cada primitiva se proporcionen 
los paràmetros que puede admitir en la llamada, la descripciôn de su funcionamiento y algunos 
ejemplos de uso. Estos ejemplos corresponden a porciones de las entradas reales de dichas pala­
bras, que se pueden ver complétas en el Apéndice 0. "Algunas entradas complétas" en la 
pàgina 209. Asimismo, en el Apéndice A, "Notaciôn" en la pégina 195, se relacionan los nombres, 
valores y significado de todos los paràmetros utilizados en las llamadas a las primitivas, para su 
consulta.
En la descripciôn de los paràmetros se ha utiiizado una notaciôn esténdar, donde se indican, 
separadas por el simbolo '| ',  todas las posibilidades. Los paréntesis que se incluyen son necesarios 
para el funcionamiento correcto de las primitivas, ya que forman. parte de la sintaxis requerida por 
éstas. Entre paréntesis angulares, ' < '  y '> ' ,  se inscriben aquellos paràmetros que son opcionales. 
Como ya se veré, un caso tipico de paràmetros opcionales es el de los valores de traducciôn que se 
pueden adjudicar simulténeamente con la decisiôn de algunas primitivas. Por ejemplo, si la decisiôn 
depende de la presencia de una preposiciôn determinada cuya traducciôn se conoce, convendrà 
incluir ésta en la llamada, para evitar recorrer ese nodo una vez més. Una vez se inspeccione el 
conjunto de primitivas, con sus ejemplos correspondientes, estos mécanismes resultarén més évi­
dentes.
En el caso de las Primitivas de Decisiôn que, como ya se ha mencionado, pueden producir un 
cambio en el foco de referenda, se indica explicitamente si éste tiene lugar o no, y, si es asi, cuél 
pasa a ser el nuevo foco.
En cuanto a las Primitivas de Acciôn, en este caso lo que résulta interesante es conocer sobre 
qué referenda actùan como resuitado de la elecciôn de una traducciôn determinada: sobre el foco 
(TESTNODE), la palabra a traducir (WORNODE) u otros elementos. Esta caracteristica también se 
indica para cada una de ellas.
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3.3.1 Decisiones
El fin de las Primitivas de Decisiôn (PD) es determinar si se cumple o no sobre la estructura del 
anàlisis la condiciôn a la que esté asociado el concepto que materializan; por lo tanto, de su eva­
luaciôn es de esperar un resuitado booleano, que seré verdadero ('TRUE' o '1') si es cierta la condi­
ciôn. y faiso ('FALSE', 'NIL' o 'O') en el caso contrario. Como ya se ha dicho, es habituai que estas 
condiciones tengan que verificarse sobre elementos de la oraciôn distintos del propio nodo a tra­
ducir, WORDNODE, y sea necesario accéder a otros nodos de su entomo, ligados a éste en la estruc­
tura de constituyentes o funciones de la oraciôn. Las acciones sobre estos elementos a veces no 
sôlo se limitan la verificaciôn de condiciones, sino que puede extenderse a la adjudicaciôn de traduc­
ciones que vengan dirigidas por la de la palabra que se quiere traducir. Para hacer posibles todas 
estas acciones, las PD hacen siempre referencia al nodo seAalado por TESTNODE, que en un prin­
ciple coincide con WORDNODE, pero que varia libremente a lo largo de la traducciôn, visitando los 
diferentes elementos que intervienen en el proceso de desambiguaciôn. De esta forma es posible 
asignar cômodamente traducciones a los elementos afectados sin romper el esquema global de defi­
niciôn de la entrada. Por tanto, internamente, otro efecto de la evaluaciôn de las PD es la reali­
zaciôn o no del cambio de foco cuando éste tenga sentido, y siempre asociado al valor booleano que 
proporcionan.
Las condiciones sobre la lengua origen que tienen efecto sobre la traducciôn pueden ser de 
varies tipos muy bien diferenciados. Por una parte, puede influir la presencia o ausencia de ciertos 
elementos funcionales. Uno de los casos més frecuentes es que se obtengan traducciones diferentes 
si existe o no el objeto directe de la oraciôn, como por ejemplo en el caso del vertx) 're turn '.
(3-1) The th ie f returned the money.
(3-2) I returned at ten o'clock.
En (3-1), la traducciôn ha de ser 'devolved’ , mientras que en (3-2) seré 'volver", y la elecciôn de 
una u otra sôlo depende de la presencia del objeto directe en la oraciôn.
(3 - lt)  El ladrôn devolvlô el dinero. 
(3-2t) (To) vo lv l a las diez en punto.
Este tipo de condiciones, que dependen de la existencia de ciertos elementos funcionales, se 
han recogido a través de las PD de tipo F (Functional). Pero aün hay otros conjuntos de caracteris­
ticas que claramente tienen que ver con otras dimensiones de los constituyentes de la oraciôn. Es 
posible, por ejemplo, que una traducciôn u otra dependa, no ya de la existencia de los elementos 
funcionales sino, més concretamente, de ciertas caracteristicas de los complementos en general.
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En (3-3) y (3-4) se puede observer esta nueva dimensiôn, que es de naturaleza completamente 
distinta a la anterior.
(3-3) She became mad when hearing the news. 
(3-4) She became angry when hearing the news.
Aqui se puede ver que la misma construcciôn puede dar lugar a traducciones completamente 
diferentes. dependiendo. en este caso, de las palabras concretas que intervienen en la construcciôn 
de la oraciôn.
(3-3t) (E lla) en1oquec16 al o lr  las noticias. 
(3-4t) (E lla) se enfadi al o lr  las noticias.
Esta dimensiôn del lenguaje se aborda a través de las PD de significado. tipo M (Meaning).
Todavla, sin embargo, se encuentran més dimensiones. Otra de ellas es la relativa a la pre­
sencia de ciertos constituyentes. no funcionales, en el entomo de la palabra a traducir. Las PD 
frasales, tipo P (Plirasai), se encargan de tratar este tlpo de condiciones. Ellas suministran las claves 
necesarias para distinguir entre los casos (3-5) y (3-6), en los que al verbo 'be* le corresponden dife­
rentes traducciones.
(3-5) This machine i t  two years old. 
(3-6) This machine is  the best.
(3-5t) Esta miquina tiene dos anos. 
(3-6t) Esta méquina es la major.
Por ultimo, se han detectado también otro tipo de condiciones que dependen de la oraciôn en 
su conjunto; éstas toman en consideraciôn por medio de las PD de tipo C (Clausal). Las PD/C 
detectan el aspecto global de la oraciôn: si ésta es negative o no (caracteristica que no depende 
ûnicamente del vertx), sino que puede tener que ver con ciertos pronombres o  adverbios), el tiempo 
en el que se sitüa la acciôn, etc. Estas caracteristicas de la oraciôn en su conjunto pueden influir en 
la traducciôn de ciertas palabras, como puede verse en (3-7) y (3-6), donde la traducciôn de la prepo­
siciôn ' i n '  es diferente dependiendo de que la oraciôn sea negativa o no, aunque el resto de los 
elementos permanezcan iguales.
(3-7) I d id n 't see him In years.
(3-8) I returned in  a week.
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(3-7t) No lo  v1 durants afios. 
(3>8t) Volvl tras una semana.
En resumen. las Primitivas de Decision se articulan en tomo a los cuatro ejes de caracteristicas 
descritos. y dan lugar a subgrupos semejantes de decisiones de la misma clase. Las primitivas de 
cada grupo se reconocen por la letra que caracteriza a éste, y que siempre prefija su nombre. Los 
subgrupos de PD son los sigulentes:
• De Funciôn (Functional). Estas primitivas tienen en cuenta la existencia y naturaleza de los ele­
mentos funcionales de la oraciôn. Hay dos tipos:
— elementos que aparecen una ûnica vez en la oraciôn (sujeto, distintos tipos de objetos, 
verbo)
-  aquellos que pueden aparecer mâs de una vez. asociados a un complemento especifico 
(nûcleo de un sintagma preposicional, elemento modificado por un sintagma preposicional)
Hay que resaltar que cuando se habla de elementos funcionales nos referiremos 
siempre a lo que son los elementos profundos'. y seràn estos los que se detecten a través 
de las primitivas de tipo F. A modo de ilustraciôn, en los sigulentes ejemplos se seAala cual 
seré el objeto directo detectado, que en (3-9) coincide con el objeto directe superficial, pero 
que en (3-10) résulta ser el sujeto, al encontrarse la oraciôn en pasiva.
(3-9) I have Just eaten an apple. 
(3-18) An apple has ju s t been eaten.
• De Frase (Phrasal). Dependen de las caracteristicas de la complementaciôn de los constitu­
yentes de la oraciôn. Se ocupan de la presencia de ciertos constituyentes (posmodificadores de 
un sintagma nominal, tipos de complementos funcionales).
• De Significado (Meaning). Son primitivas relacionadas directamente con el significado de una 
palabra, bien por medio de sus caracteristicas seménticas o morfolôgicas, bien a través de la 
palabra misma.
• De Oraciôn (Clausal). Tratan aspectos generates de la oraciôn, es decir, factores taies como 
tiempo, voz o negaciôn, que caracterizan una oraciôn en su conjunto.
Es importante resaltar cômo el foco de referencia cambia al aplicarse las PD. Supongamos que 
se aplica una PD de tipo F a un nodo verbal. Si el resuitado de la evaluaciôn es positivo, entonces la 
referencia cambia, y la decisiôn subsiguiente se centrarà en el objeto de la evaluaciôn previa (por 
ejemplo, el sujeto o el objeto directo). De igual manera, algunas PD de tipo P después de una eva­
luaciôn positiva producen la variaciôn del foco de decisiôn al objetivo previo (por ejemplo, un com­
plemento adjetivo). Otras PD/P ûnicamente realizan asignaciones o comprobaciones. En cuanto a las
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PD/M y PD/C. éstas no varfan el foco de desambiguaciôn, solamente verifican una marca o carac­
teristica en él o en la oraciôn.
Otra caracteristica importante de la definiciôn de las condiciones es que no existen prioridades 
adjudicadas entre los diferentes subgrupos, o entre las primitivas de un grupo dado; es decir, los 
conjuntos y los elementos de cada uno de ellos resultan mutuamente exclusives (conceptualmente 
es asi, y la Implementaciôn realizada lo tiene en cuenta), por lo que, en un mismo nivel de condiciôn, 
el orden en que se definan los diferentes sentidos sôlo depende de las preferencias personales del 
lexicôgrafo o de los criterios esténdar predefinidos.
A continuaciôn vamos a describir algunas de las PO més ilustrativas, comentando todos los 
detalles de funcionamiento y uso en el sistema. En estas descripciones se hace hincapié en el efecto 
de cambio de referencia, foco, que la actuaciôn de una PD puede provocar.
3.3.1.1 Decisiones de tipo C
C-ASPECT
• Paràmetros: 'c-aspecto | '(lista-c-aspecto)
• Descripciôn:
En algunos casos résulta necesario especificar el aspecto, total o parcial, de la oraciôn. 
entendiendo por aspecto el conjunto de factores gramaticales taies como tiempo, voz, etc., que 
caracterizan una oraciôn.
En principio, c-aspecto (caracteristica de aspecto) puede tomar cualquier valor con sentido; 
y estos pueden ser de dos tipos diferentes:
— caracteristicas gramaticales de la oraciôn (présente, negative, etc.)
-  caracteristicas seménticas de la oraciôn (movimiento, etc.)
En la siguiente tabla se incluyen los posibles valores gramaticales que puede tomar 
c-aspecto. Cada columna contiene valores mutuamente exclusives, por lo tanto, el numéro 
méximo de paràmetros gramaticales en una llamada a C-ASPECT corresponde ai numéro de 
columnas de ta tabla. El conjunto de caracteristicas seménticas es mucho menos cuantificable y 
esté todavla en estudio, presenténdose en el Apéndice B, "Marcas Seménticas" en la 
pégina 199 una lista de posibles candidates.
Al intentar determinar una traducciôn que puede ser sensible al aspecto de la oraciôn. el 
conjunto de condiciones puede no ser complete, esto es: quizés el ûnico factor sensible es el 
tiempo, la negatividad de la oraciôn, etc. De manera que si no se especifica nada sobre alguna 
caracteristica, el valor de ésta se considéra irrelevante.
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En resumen, C-ASPECT determine si el aspecto verbal de la oraciôn en la que se encuentra 
el foco concuerda con el/los c-aspecto/s requeridos.
Figura 32. Aspecta formas verbales.
Tiempo Gradol Grado2 Voz Negatividad
Pres Perfect Prog Passive Neg
Past NOPerfect NOProg NOPassive NONeg
Future
Cambio de foco: No. 
Eiamplos:
 anything PRON -------
f fC-ASPECT 'NEC) (G-FEAT 'SGENOER 'NEUTER) -nada-) 
/ •  I don't see anything. • /




f fC-ASPECT '(PRES NEGTT 'desde hace')
I don't seen him in years. ' /  
'N o lo  veo desde hace anos. * /  
fC-ASPECT '(PAST NEGl) 'durante')
•  I d id n 't see him in years. ' /
• (Yo) no lo  vi durante ahos. ' /  
fC-ASPECT ' (FUTURE NEGll 'durante')
•  I won't see him in a week. ' /
'  (Yo) no le veré durante una semana. ' /  
fC-ASPECT 'fPASTD 't ra s ')
I returned in  a week. ' /
(Yo) volv i tras una semana. ' /  
fC-ASPECT 'fFUTURE)1 "dentro de')
I w ill return in a week. ' /
'  Volveré dentro de una semana. * /  




» ffC-ASPECT 'PASSIVE) (G-FEAT 'NOPRON) 'gusta r') 
/ •  He has always been liked. • /
/ •  É1 siempre ha gustado. * /
make VERB
((F-OBJ '(up • •) )  
f fC-ASPECT 'PASSIVE)
(G-FEAT 'NONACTIVE) (G-STATE)(G-CC 'PP '(o f "por")) "componer") 
/ •  The group was made up of four people. • /




Esta primitiva verifica si la oraciôn donde se encuentra el foco es del tipo requerido.
Hasta la fecha, C-TYPE se ha usado principalmente para las entradas de los pronombres. 
Cambio de foco: No
• Ejemplos:
-  what PR O N --------------------------------------------------------------------------------------------------------------  —
+ f fC-TYPE 'OUEST (G-FEAT 'SNUMBER 'SING) 'qué')
/ •  What are you doing? • /
/ •  IQué esté haciendo? * /
♦> ("lo  que")
/ *  Here you have what I wrote yesterday. * /
/ *  Aqui tiene lo que escribi ayer. • /
  whom PRON
♦ f fC-TYPE 'QUEST (G-FLEX '(8 )) '( 'a  quién")) 
/ •  Whom did you give the book? * /
/ •  iA quién le  dio el libro? * /
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3.3.1.2 Decisiones de tipo F 
F-CC
• Paràmetros: 'PP <  '(prep-ingl '  <  prep-espa > ')  >  | 'AVP
• Descripciôn:
Esta funciôn identifica el primer complemento circunstancial que aparece al nivel del foco. 
Es capaz de distinguir entre PPs y AVPs, comportândose de forma ligeramente distinta en ambos 
casos.
Cuando lo que busca es un PP, si no se ha incluido una preposiciôn determinada en la 
llamada, F-CC darà un resuitado afirmativo para cualquier PP que se encuentre. Si se ha incluido 
una preposiciôn en concreto, F-CC sôlo darà un resuitado afirmativo si la preposiciôn que intro­
duce el PP encontrado coincide con la solicitada. Si se ha especificado la traducciôn de la prepo­
siciôn, 'prep-espa' (que puede estar vacia) ésta se asigna simulténeamente. En estos casos se 
ignoran los posibles AVPs existantes entre el foco y el PP.
Cuando lo que se requiere es un AVP, éste se supone que ha de estar inmediatamente a 
continuaciôn del foco. Aqui, AVP se utiliza en sentido amplio, e incluye tanto los AVP corrientes 
como los AVPNP (NP con funciôn adverbial). Por ejemplo 'last tim e ' en la expreslôn: 'Last time 
I did it
Cambio de foco: SI. al CC.
• Ejemplos:
- be VERB ---------------------------------------------------------------------------------------------------------------------
((P-AJP) 
f fF-CC 'AVP) "ester")
/•H e  is  very cheerful today. • /  
/ •  (É1) esté muy contente hoy. • /  
ffF-CC 'PP)
((M-FEAT 'THE) "ser")
/ •  I t  w il l be in the morning. • /  
/ •  Seré por la  manana. • /
 grow VERB
ffF-CC 'PP ' foutof "e n 'll (G-FEAT 'CLITIC) "orig inar")
/ "  This s itua tion has grown out of a misunderstanding. • /  
/ *  Esta situaciôn se ha originado en un malentendido. * /
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make VERB ----------------------------------------------------------------------------------------  —
((F-OBJ)
*• f fF-CC 'PP 'f in to  " e n ' l l fG-FEAT 'CLITIC) •convertir*)
/ *  This collection of functions has been made in to  a new program. • /
/ *  Esta colecciôn de funciones se ha converti do en un nuevo programa. * /  
ffF-CC 'PP 'f fo r  *a -n  
*• ((M-FEAT 'PL) (G-FEAT 'CLITIC) 'd i r ig i r ' )
/ •  He made fo r C alifornia. * /
/ •  ÉT se d ir ig iô  a California. * /
F-INDOBJ
• Paràmetros: <  '(prep-ing l' <  prep-espa > *) >
• Descripciôn:
Esta primitiva se usa para posicionar el foco en el Objeto Indirecto de la oraciôn, si éste 
existe. Una vez alli probablemente se necesitarà hacer uso de otras primitivas que verifiquen 
alguna caracteristica complementaria de éste.
Cambio de foco: SI. al Objeto Indirecto.
• Ejemplos:
- ask VERB -----------------------------------------------------------------------------------------------------------— -----
((F-OBJ)
f fF-INDOBJ 'ffrom " ) )  "pedir")
/ *  She always asks books from me. • /  
/*  E lla siempre me pi de lib ros. * /
FdS
• Paràmetros: funciôn-s | PP < '(prep-ingl ' <  prep-espa> ')  >
• Descripciôn:
Esta PO détermina si la funciôn sintàctica del foco es la requerida en la llamada. De alguna 
manera complementa al resto de las decisiones de tipo F.
Son valores admitidos de funciôn-s:
— SUBJ (sujeto)
— OBJ (objeto directo)




PP y AVP se admiten tal cual, aunque debieran especificarse: "C C  'PP" y "C C  'AVP". Esta 
decisiôn se ha tomado ûnicamente para no alargar el nûmero de paràmetros de F-IS de manera 
innecesaria.
Esta primitiva se ha revelado muy util a la hora de traducir preposiciones en funciôn del 
tipo de nûcleo que introducen.
Cambio de foco: No.
Ejemplos:
  moming NOUN ------------------------------------------------------------------------------------------------------------
f fF-lS 'PP 'f in  "D or'tl (G-FEAT 'SGENOER ’ FEMALE) 'manana') 
/ •  I phoned him in the morning. • /
/ •  (Yo) le telefoneé por la manana. * /
to PREP
((F-NOFPP 'NOUN)
((& (F-MOOHEAD 'NOUN) 
f fF-IS 'PP 'ffrom 'desde 'll 'hasta ')
/ '  DEFWORD eases the shock of moving from the rich REXX • /  
/ •  environment to the more austere PL/1 world. ' /
/ *  DEFWORD suaviza el impacto de moverse desde el rico 
/ •  entorno de REXX al més austero mundo de PL/1. ' /
whom PRON
r ffF-IS 'PPl (G-FLEX '(ADJ 8)) ' ( ' e l '  'que '))
/ •  He is the man to whom you gave the book. * /  
/ •  El es el hombre al que dio el l ib ro . ' /
yourself PRON
f fF-IS 'INDOBJl (G-FEAT 'CLITIC) 'se ') 
/ '  Give yourself a break. * /





Esta primitiva se usa para posicionar el foco en lo que se supone que es el nûcleo modifi­
cado por un complemento o elemento de la oraciôn en general, y darà resuitado afirmativo si y
sôlo si éste es del tipo especificado (parte-de-la-oraciôn). Una vez alll se necesitarà pro­
bablemente consulter otras caracteristicas de éste.
Cambio de foco: Si, al nûcleo modificado por el complemento.
• Ejemplos:




/ •  He is  assistant to the president. • /
/ •  Éi es ayudante del présidente. * /
((F-IS 'PP '(from "desde")) "hasta")
/ •  I t  w il l last from morning to night. * /
/ *  Ouraré desde la manana hasta la noche. * /
((P-PRMODS 'QUANT) "po r"))))
/ "  They were only ten people to a room. • /
/ •  Ellos eran solamente diez personas por habitaciôn. * /
in PREP
((F-NOFPP 'NOUN)
((& fF-MOOHEAD 'NOUN) (P-PRMODS 'ADJ) (M-MORPH 'SUPR) "de"))
/ "  This is  the best car in town. • /
/ •  Este es el mejor coche de la ciudad. • /
((& (P-PRMODS 'NUM) fF-MODHEAD 'NOUNl (M-FEAT 'NUM) "de cada" )) 
/ "  The current system w ill benefit two in five  people. " /




Esta primitiva busca el nombre que gobiema a un adjetivo. Se usa principalmente en la 
traducciôn de adjetivos. Como en el caso de otras decisiones F (p.e. F-SUBJ o F-MODHEAD), una
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vez realizado el cambio de foco, probablemente se necesitarà consultar algunas caracteristicas 
complementarias de éste antes de tiegar a la traducciôn definitiva.
Cambio de foco: Si, al nucleo que gobierna al adjetivo.
Ejemplos:
  long AOJ -----  ■ -  " " —---------- -
ff& fF-NOFADJ) (M-IS '(TIME ■tiempo*)) (G-FEAT 'PRENOUN) "mucho")) 
/ •  He was there fo r a long time. * /
/ •  É1 estuvo a l l i  durante mucho tiempo. • /
("largo")
/ "  This road is  very long, " /
/ •  Esta carretera es muy larga. * /
F-NOFPP
• Paràmetros: < 'parte-de-la-oraciôn >
• Descripciôn:
Esta primitiva busca el nûcleo de una frase preposicional. Se usa principalmente para tra­
ducir las preposiciones que introducen dichas frases (PP). Si se pasa el paràmetro parte-de-la- 
oraciôn en la llamada, entonces la funciôn sôlo darà resuitado afirmativo en el caso de que la 
parte de la oraciôn del nûcleo del PP coïncida con éste. Al igual que con otras decisiones F, la 
mera identificaciôn del nûcleo no serà suficiente en la mayoria de los casos para définir la tra­
ducciôn, y se necesitarà consultar otras caracteristicas del complemento.
Los valores admitidos en este caso para la parte-de-la-oraciôn son NOUN y VERB.
Cambio de foco: Si, al nûcleo del PP.
• Ejemplos:
- by PREP
♦ f fF-NOFPP 'VERB) "")
/ *  You w ill get rich by k il l in g  your husband. * /
/ •  Se enriquecerâ matando a su mari do. * /
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in PREP -----------------------------------------------------------
t- ffF-NOFPP ’ VERB^  (S-IMFNP) "a l*)
/ •  In playing football you w ill get rich . • /  
/ •  A1 jugar al fûtbol se enriqueceré, • /  
f fF-NOFPP 'NOUNl 
f ((M-FEAT -WTHR) "bajo")
/ *  I am singing in the ra in . • /
/ •  (Yo) estoy cantando bajo la  llu v ia . • /
F'OBJ
• Parimetros: <  (p-ingl '< p -e s p a > ')  >
• Descripciôn:
Sin paràmetros, esta primitiva sôlo debe proporclonar un resultado afirmatlvo en los casos 
transitivos simples: existe el objeto directo del v e ito  y el vertxo no es transitlvo preposlclonal ni 
frasai.
Con paràmetro, esta primitiva sôlo debe proporclonar un resultado afirmatlvo en las ocu- 
rrencias de vertxjs transitivos y preposicionales o frasales, es decir, existe objeto directo del 
verbo que està asoclado a la p-ingl especificada. Entonces, si se ha proporcionado 'p-espa ' en 
la llamada, que puede ser vao'a, su valor se asigna directamente.
Como ya se explicô en el apartado dedicado a los diccionarios que utilizamos en MENTOR, 
para que el objeto directo preposlclonal se pueda determinar correctamente, p-ingl debe estar 
incluida en la entrada del verbo en el diccionario inglés monolingüe -dentro del campo 
OBJTPREP en 0 0 -  y para que el objeto directo frasai se determine correctamente, p-ingl debe 
estar incluida en la entrada del verbo en el diccionario inglés monolingOe -en el campo PTC en 
0 0 - (ver pàgina 55).
Cambio de foco: Si, al objeto de la oraciôn para oraciones activas y al sujeto para pasivas.
• Ejemplos;
-  allow VERB ------------------------------------------------------------------------------------------------------------------
(XLiOyi 
((P-TYPE ‘ THATCL) "reconocer")
/ •  I allow that I made a mistake. • /
/ •  (Yo) reconozco que (yo) cometi un e rro r. • /
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beneflt VERB
( fF-OBJl •bene fidar*)
/ •  This new function benefits the system. • /
/ *  Esta nueva funclôn bénéficia al sistema. * /
play VERB
f fF-OBJl
((M-IS '(p a rt *cometido‘ )) "desempenar")
/ •  She has played a very important part. * /
/ •  E lla  ha desempefiado un cometido muy importante. • /
want VERB
ffF-OBJ)
((P.PSMODS 'INFCg (S-COMPCL) "querer") 
/ *  I want him to go. * /
/ •  (Yo) quiero que (é l) vaya. * /
allow VERB
f fF-OBJ '( fo r  - n  (G-FLEX '(VERB 8 9)) '("tener" ■en* *cuenta*)) 
/ *  I t  w il l allow fo r every change. * /
/ *  Tendri en cuenta todos los cambios. * /  
f fF-OBJ ' fo f  "1 1  ■permitir*)
/ •  I t  must allow of great hopes. * /
/*  Debe pe rm itir grandes esperanzas. * /
think VERB
f fF-OBJ ' fo f  •e n * ll ’ pensar*)
/ •  Please, th ink of i t .  * /
/ •  Por favor, piense en e llo . • /
hold VERB
f fF-OBJ ' f in  **11 *contener*)
/ •  This bag holds the money in . • /
/ •  Esta boisa contienc el dinero. * /
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-  look VERB ----------------------------------------------------------------------------------
♦ f fF-OBJ ' f u D  ” 11 *buscar*)
/ •  I usually look some words up in the dictionary. • /




Esta primitiva se utlliza para posicionar el foco en el sujeto de la oraciôn. Como en otros 
casos, una vez all! probablemente serd necesario utilizar otras primitives que consultée alguna 
caracteristica complementaria de éste.
Hay que hacer notar que se considéra que las oraciones pasivas sin complemento agente 
explicito no tienen sujeto (sujeto profundo).
Cambio de foco: Si, al sujeto.
• Ejemplos:
-  hold V ER B --------------------------------------------------------------------------------------------------------------------
f fF-SUBJl 
((M-FEAT 'PHIL) ‘ valer*)
/ •  This condition does not hold. * /
/ *  Esta condiciôn no vale. • /  
( " r e s is t ir " ) ) )
/ •  Wrangler holds i f  you hold. * /




((/&  fF-SUBJl (M-IS ' ( i t  - ) ) )  (S-XCHANGE NOUMC) "hacer") 
/ *  I t  is  cold. V  
/ •  Hace f r io .  • /
((/&  fF-SUBJl ((M-FEAT 'ANIM)) (S-XCHANGE NOUNC) "tener") 
/ •  John is cold. " /
/ *  John tiene f r io .  " /
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Realiza una bOsqueda de derecha-a-izqulerda en el nivel del foco y a partir de éste. Déter­
mina si la primera frase no adverbial es un sintagma adjetivo {Adjective Phrase).
Se usa en las entradas de verbes, cuando la presencia de un complemento adjetivo déter­
mina, o puede determinar, la traducciôn de este.
Cambio de foco: SI, al AJP.
• Ejemplos:
-  be VERB ---------------------------------------------------------------------------------------------------------------------
ffP -AJP)
{(M-FEAT *ATTD) (S-XCHANGE NOUNC) ’ te n e r * )
/ •  You must be careful when executing th is  program. * /
/ •  Usted debe tener cuidado al ejecutar este programa. * /
become VERB
f fP-AJP)
((M-IS ' (mad • •))  "enloquecer")
/ •  She became mad when hearing the news. • /  
/ •  E lla enloqueciô al o ir  las noticias. • /
run VERB
( (P -A JP )
((F-SUBJ)
((M-FEAT -CMPT) (G-FEAT 'CLITIC) "ejecutar")
/ •  These functions w ill run faster, when you . . .  " /





Su comportamiento es similar al de la primitiva P-AJP, pero identificando un NP. 
Cambio de foco: Si, al NP.
• Ejemplos:
- be VERB --------------------------------------------- -------------------------------------------------------------
f fP-HP)
((P-PSHODS 'PREOAOJ)
((M-IS '(o ld  - ) )  "tener")
/ •  This machine is two years old. • /  





/ •  They w ill make him president. * /  
/ •  Elios le nombrarén présidente. • /
P-PRMODS
" Parâmetros: "tipo-premod 
• Descripciôn:
El objetivo de esta primitiva es determinar si entre los premodificadores del foco existe 
alguno dei tipo indicado. Se usa principalmente para la traducciôn de nombres, siendo un 
nombre el foco de partida.










((& (F-MOOHEAD ’ NOUN) fP-PRMODS 'ADJl (M-MORPH ’SUPR) "de"))
/ •  This is  the best car in town. • /
/ *  Éste es el mejor coche de la ciudad. * /
{(& fP-PRMODS 'NUMl (F-MOOHEAD 'NOUN) (M-FEAT 'NUM) "de cada"))
/ •  The current system w ill benefit two in five  people. • /
/ *  El sistema actual beneficiaré a dos de cada cinco personas. * /
  people NOUN
f fP-PRMODS 'NUMl "persona")
/ •  There were two people in the room. * /
/ •  Habia dos personas en la habitaciôn. " /
to PREP
((F-NOFPP 'NOUN)
((& (F-MODHEAO 'NOUN) 
ffP-PRMODS 'OUANTl "po r"))))
/ •  There were only ten people to a room. * /
/ •  Habia sôlo diez personas por habitaciôn. • /
be VERB
((P-NP)
((& (P-PSMODS 'PP 'IN) fP-PRMODS 'NUMl (G-SETPREP "de") "tener")) 
/ *  The table is 3 metres in length. * /




Esta primitiva reaiiza una busqueda de derecha-a-izquierda al mismo nivel que el foco. Se 
suele utilizar en las entradas de veibos, cuando la existencia de una oraciôn de partlcipio pre­
sente {Present Participle Clause) como primer complemento determine la traducciôn. Se obvian 
los AVPs que pudiesen existir entre el verbo y la PRPRTCL.
- I l l  -
Las oraciones de partlcipio presente en inglés (PRPRTCLs) no siempre se trasfieren como 
oraciones del mismo tipo al espaftol; segun los casos pueden traducirse como oraciones de infi- 
nitivo sustantivadas, oraciones con un veibo en forma personal (en modo indicativo o subjuntivo). 
oraciones finales o también como oraciones de partlcipio presente. De manera que, aunque 
durante la transferencia estructural se aplican algunas réglas générales, el caso més frecuente 
es utilizar alguna Acciôn S después de esta Decisiôn P, que determine la transferencia correcta 
en cada caso. Lo mismo sucede con otras decisiones P.
Cambio de foco: SI, a la PRPRTCL.
Ejemplos:
-  keep V E R B  — —-----------------------------------------------------------------------------------------------------
((F-OBJ '(on ••)) 
ffP-PRPRTCLl •segulr")
/ •  He keeps on talking. »/ 
/ •  É1 sigue hablando. • /
P-PSMODS
• Parâmetros: 'tipo-psmod | '(llsta-tipos-psmod) | 'PP prep-ingl
• Descripciôn:
Esta primitiva realiza una busqueda de arriba-abajo, buscando el o los elementos reque- 
ridos como postmodificadores en el interior del foco.
Tipo-psmod puede tener los siguientes valores:
— INFCL (oraciôn de infinitivo)
— PRPRTCL (oraciôn de partlcipio presente)
— PREDADJ (adjetivo predicative)
— PP (complemento preposicional, sin especificar preposiciôn)
— PP 'prep-ingl (complemento preposicional, especificando preposiciôn)
— PTPRTCL (oraciôn de partlcipio pasado)
— RELCL (oraciôn de relative)
que se identifican de la forma habituai.





f fP.PSHOOS 'INFCLl (S-COMPCL) "pedir")
/ •  They ask me to w rite an a r t ic le . • /
/ •  (E lios) me pi den que escriba un a rticu la . * /
 anybody PRON
ffP-PSMOOS ' fRELCL INFCL PTPRTCL PRPRTCL PPll "cualquiera") 
/ •  Anybody that speaks French can te l l  you that. * /
/ •  Cualquiera que hable francés puede decirselo. * /  
f fP-PSMODS 'PREDADJl "cualquier")
/ •  Anybody fool can say that. • /
/ •  Cualquier loco puede decir eso. • /
 anything PRON
f fP-PSMODS ' fRELCL INFCL PTPRTCL PRPRTCL PPll 
(G-FLEX '(8 )) '("cualquier cosa"))
/ •  He w il l  give you anything you ask for. • /
/ •  É1 le dara cualquier cosa que usted pi da. " /
be VERB
((P-NP) 
f fP-PSMODS 'PREDADJl 
((M-IS '(o ld  "• ) )  "tener")
/ •  This machine is  two years old. * /
/ *  Esta màquina tiene dos anos. * /
((S-XCHANGE PREPC "de") "tener")))
/ •  Your s tring w ill Be two characters long. • /
/ *  Su cadena tendrà dos caractères de longitud. * /
((& fP-PSMODS 'PP 'IN I (P-PRMODS 'NUM) (G-SETPREP "de") "tener")) 
/ •  The table is  three meters in length. • /




f f  P-PSMODS ■ PRPRTCL! (S-COMPCL) •isipedir")
/ •  I stopped the book being w ritten . • /
/ •  (Yo) impedi que el lib ro  fuese escrito . • /  
f fP-PSMODS 'PP 'FROMl 
f f P-PSMODS 'PRPRTCLl (S-COMPCL) (G-SETPREP " )  "impedir") 
/ *  I stopped him from w riting a program. • /
/ *  (Yo) le  imped1 que escribiese un programa. • /
P-PTC
• Parâmetros: '(ptc-ingl * < prep-espa > *)
• Descripciôn:
Se usa ûnicamente para los verbes frasales intransitivos y. como en casos anteriores, 
'prep-espa' puede ser vacia. Para poder obtener una traducciôn correcta en estes casos, las 
posibles particulas del vert»  deben estar incluidas en el diccionario inglés monolingüe, en el 
campo PTC en OO (ver la pâgina 55).
Cambio da foco: No.
• Ejemplos:
- be VERB ................................................................................................................................. .......
♦ f f P-PTC ' f o f f  "11  (G-FEAT 'CLITIC) " i r " )
/ •  I am o f f  tomorrow. • /
/ •  Me voy mahana. * /
♦ f f  P-PTC 'fove r "11 (G-FEAT 'CLITIC) 'te rm iner') 
/ •  The party is  over. • /
/ •  La fies ta  se ha terminado. • /
  give VERB
f f  P-PTC ' f uD  "11  (G-FEAT 'CLITIC) "rendir")
/ •  The enemy gave up a fte r the ba ttle . * /
/ *  El enemigo se rind iô después de la ba ta lla . * /
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—  keep VERB
f f P-PTC 'fawav - n
(G-FEAT ‘ CLITIC)(G-FLEX '(VERB 8 8))'('m antener'"a ' •distancia*)) 
/ •  Keep away from here. * /
/ *  Mantengase a distancia de aqui. * /  
f f  P-PTC ' f u D  "a trd s 'n  (G-FEAT '(CLITIC NEG)) "quedar")
/ •  John is keeping up. * /
/ •  John no se queda atrSs. • /
make VERB
f f fP-PTC 'fou t •■11 (G-FLEX ' (VERB 8)) '( - s a l ir *  "bien"))
/ •  I f  the demo makes out, the rest w il l be easy. • /




Vehfica si el tipo del foco corresponde al tipo de oraciôn requerido. Se admiten dos 
valores: THATCL, oraciôn completiva introducida por 'tha t', y PRPRTCL, notaciôn que, como ya 
se ha mencionado, se asigna a las oraciones de partlcipio presente que no estân introducidas 
por una preposiciôn.
Cambio da foco: No.
• Ejemplos:
- allow VERB -----------------------------------------------------------------------------------------------------------------
((F-OBJ) 
f fP-TYPE 'THATCLl "reconocer")
/ •  I allow that I made a mistake. • /
/*  (Yo) reconozco que (yo) cometi un error.
  keep VERB
((F-OBJ) 
f fP-TYPE 'PRPRTCLl "seguir")
/ •  I keep w riting five  pages every day. * /
/*  (Yo) sigo escribiendo cinco pAginas todos los dias. * /
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Verifica la existencia en ei foco de ia marca semântica requerida. Dichas marcas perte- 
necen a un conjunto preestablecido y sobre el que actualmente se continua trabajando. Se pré­
tende determinar familias de marcas relacionadas, para llegar a una definiciôn lo màs coherente 
posible.
En el Apéndice B, ‘ Marcas Semânticas’  en la pâgina 199 se proporciona una lista com­
pléta de las marcas que estamos utilizando actualmente, junto con una breve descripciôn.
Cambio de foco: No.
• Ejemplos:
-  allow VERB ------------------------------------------------------------------------------------------------------------------
((F-OBJ) 
f fM-FEAT 'TMEl -deja r*)
/ •  I t  allows very l i t t l e  time. * /  




((/&  (F-SUBJ) fM-FEAT 'ANIMll (S-XCHANGE NOUNC) "tener") 
/ •  Mary is  cold. " /
/ •  Mary tiene f r io .  " /
("es ta r"))
/ ’  The room is cold. " /
/ •  La habitaciôn esté f r ia .  * /
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M-IS
• Parâmetros: '(base-ingi * <  base-espa > ')
• Descripciôn:
Da resultado afirmatlvo cuando la base del nücleo del foco actual corresponde a la base- 
ingl especificada. Si es asi, entonces ésta se traduce como 'base-espa'.
Cambio do foco: No.
• Ejemplos:
- become VERB --------------------------------------------------------------------------------------------------------------
((P-AJP) 
f fM-IS 'fmad "11  ’ enloquecer*)
/ •  She became mad when hearing the news. • /  
/ •  E lla enloqueciô al o ir  las noticias. * /
make VERB
((F-OBJ)
((P-PSMODS ’ PREDADJ) 
f fM-IS 'freadv "11 "preparar")
/ •  They always make the program ready. • /  
/ *  Elios siempre preparan el programa. * /  
(■hacer*)))
/ •  She made him happy. * /
/ •  E lla le hizo fe liz . * /  
f fM-IS ' (mistake "e r ro r 'l l  "cometer")
/ *  He made a te rr ib le  mistake. * /
/ •  É1 cometiô un te rr ib le  error. * /
M-MORPH
• Parâmetros: 'c-morfolôgica 
" Descripciôn:
Détermina ia existencia en ei foco de la marca morfolôgica requerida en la llamada. 
Las marcas morfolôgicas por las que es posible preguntar son;
-  SINGular, PLURal
-  MALE. FEMALE. NEUTER
-  PERS1, PERS2, PERS3
-  DEFinite. INDEFinite
.1 1 7 .
— COMParative, SUPeRlative 
Cambio de foco: No. 
EJemploa:
-  In PREP --------------------------
((F-NOFPP 'NOUN)
((M-IS '(HALF "a itad-)) 
f fM-MORPH 'SINGl "por")
/ •  I discoverd them cut in ha lf. * /
/ •  (Yo) los descubri cortados por la  mi tad. * /
(*en*)))
/ *  I discovered them cut in halves. * /
/ •  Los descubri cortados en mitades. * /
( ( I  (F-MOOHEAD 'NOUN) (P-PRMODS 'ADJ) (M-MORPH 'SUPRl "de")) 
/ •  This is  the best car in town. • /




Determine si la parte de la oraciôn del foco corresponde a la especificada.
Se admiten como parâmetro todas las posibles partes simples de la oraciôn. 
Cambio de foco: No.
• Ejemplos:
-  he PR O N ----------------------------------------------------------------------------------------------------
((F-IS 'INDOBJ) (G-FEAT 'CLITIC) 
((F-IS 'PP) -é l- )
/ *  Give the book to him. * /
/ •  De(le) el l ib ro  a é l. • /
((& (F-OBJ) (M-SEG 'PRONll "se") 
/ •  Give i t  to him. • /
/ *  Désel0  (a é l) .  * /
(•le-)))
/ •  Give him the book. • /
/ •  Dele el l ib ro  (a é l) .  • /
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3.3.2 Acciones
De la misma manera que los problèmes relativos a la precision de un término pueden ser de 
varios tipos, dando lugar a las PD/F, PD/P, PD/M y PD/C. los problemas que afectan a la generaciôn, 
una vez seleccionada la traducciôn adecuada para la palabra, pueden ser también de varias clases. 
A modo ilustrativo, examinemos las siguientes oraciones:
(3-11) They kept at w riting th is  book.
(3-12) John is  keeping up.
(3-13) She likes him.
(3-14) I went you to go.
cuyas traducciones son:
(3 - l l t )  (Elios) no cesaron de escrib ir este lib ro .
(3-12t) John no se quede a tr is .
(3-13t) A e lla  le gusto é l.
(3-14t) (Yo) quioro que vayas.
En las dos primeras, (3-11) y (3-12), si observamos la transferencia lexica del verbo, veremos 
que, para la correcta generaclôn de la oraciôn no basta sôlo con determinar la traducciôn de éste 
('césar" y 'quedar atràs' respectivamente), sino que, ademàs, es necesario que las oraciones, que 
son afirmativas en el original, se conviertan en negatives después de la transferencia. En (3-12), 
ademàs. ei proplo verbo tiene un uso pronominal, es decir, debe flexionarse incluyendo el pro­
nombre reflexivo 'se '. Todos estos aspectos, estrechamente relacionados no ya con la elecciôn de la 
traducciôn, sino con la generaclôn de la oraciôn final después de la transferencia léxica, son los que 
se gestionan a través del primer grupo de Primitivas de Acciôn: las Primitivas de tipo G (PA/G).
Los dos ùltimos ejemplos. (3-13) y (3-14), presentan problemas muy diferentes. En (3-13) el 
vertx) se traduce directamente, y no hay que considerar otros factores que tendrian importancia en 
la generaclôn; sin embargo, como resultado de la elecciôn del veibo espaüol 'g u s ta f, tenemos que 
lo que en inglés résulta ser el sujeto de oraciôn pasa a ser el objeto indirecto y, simultàneamente, el 
objeto directo pasa a ser ei nuevo sujeto. Por lo tanto, en este caso la transferencia léxica provoca 
un cambio estructural en los elementos funcionales. Del mismo tipo es el problema que se présenta 
con (3-14): la oraciôn subordinada, que en el original inglés està formada por el infinitivo del verbo, 
se convierte en espaüol en una oraciôn con verbo personal en subjuntivo; también como conse- 
cuencia directa de la transferencia léxica del verbo principal 'want".
Para gestionar esta ultima clase de cambios se creô el segundo grupo de Primitivas de Acciôn; 
ias Primitivas de Acciôn de tipo S (PA/S).
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En resumen, las Primitivas da Acciôn (PA) se dividen en dos grupos. con las siguientes 
caracteristicas:
* De Estnictura (Structural). Provocan un cambio estructural en la oraciôn résultante (cambio en la 
parte de la oraciôn de un complemento, relativizaciôn de oraciones de infinitivo, etc.)
* De Generaclôn (Generation). Afiaden ciertas marcas y otro tipo de informaciôn general al 
término traducido, para su utilizaciôn en la fase de generaclôn de la oraciôn en la LM (gene- 
raciôn del verbo espaflol 'estar* en lugar de 'ser*, generaclôn de pronombres cliticos, etc.)
Como puede observarse, las PA no estén directamente relacionadas con el TESTNODE de la 
manera que lo estén las PO. La mayor parte de las PA de tipo G o S lo que hacen es determinar o 
perfilar alguna caracteristica de generaclôn o estructura. bien del WORDNODE, o bien del entomo o 
los constituyentes de la oraciôn en su conjunto. Algunas de estas primitivas. sobre todo las de tipo 
G, proporcionan informaciôn que también podria encontrarse en el diccionario de generaclôn, pero 
que en nuestro sistema se ha elegido incluir via primitivas en el diccionario bilingOe por razones de 
comodidad. Sin embargo, no excluimos la posibilidad de que en fases posteriores se pueda producir 
alguna variaciôn, en funciôn de las caracteristicas y evoluciôn del diccionario de espaftol utillzado.
A continuaciôn se exponen las PA/G y PA/S de la misma forma que en el apartado anterior. 
Igualmente, los ejemplos de uso que se proporcionan corresponden a porciones de entradas reales 
que se pueden ver en su totalidad en el Apéndice 0. "Algunas entradas complétas’  en la 
pàgina 209.
3.3.2.1 Acciones de tipo G 
G-CC
* Parâmetros: 'PP '(prep-ingl 'prep-espa') | AVP
- Descripciôn:
Esta acciôn G es formalmente idéntica a F-CC, aunque hasta ahora la opciôn para 
adverbios no se ha utillzado.
Busca el primer PP después del foco actual. SI éste està introducido por la preposiciôn 
prep-ingl, la traducciôn 'prep-espa' le es asignada. En el caso de G-CC, no es optativo propor- 
cionar 'prep-espa', porque precisamente su finalidad es traducir la preposiciôn indicada por este 
valor.
Se usa para algunos PP que pueden aparecer en el contexto de un ve rt»  determinado. 
DIchos PP no determinan la traducciôn del verbo, sino que es el ptopio verbo el que determine la 
traducciôn de éstos.
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Los PP a los que se refiere 6-PP no tienen por qué estar necesariamente présentes en la 
oraciôn.
Elemento sobre el que actùa: el PP màs cercano al foco, si està introducido por prep-ingl. 
Ejemplos:
-  benefit VERB
+» ((G-FEAT 'CLITIC) (G-CC 'PP '(from ‘ de -ll -beneficlar*)
/ •  The group benefits from you. * /
/ *  El grupo se bénéficia de usted. • /
move VERB
((P-PTC ' (away " ' ) )  fG-CC 'PP 'ffrom  "de-n (G-FEAT 'CLITIC) -a le ja r*) 
/ •  Don't move away from here! * /
/ •  iNo se a leje de aqui! * /
((P-PTC '( in  • • ) )  fG-CC 'PP 'f to  "e n 'll  (G-FEAT 'CLITIC) -ins ta la r*)
/ •  We f in a lly  moved in to the new house. • /
/ *  (Nosotros) fina l mente nos instalamos en la nueva casa. * /
G-FEAT
• Parâmetros: 'c-generaciôn | '(lista-c-generaclôn) | 'c-generaciôn 'genvalue
• Descripciôn:
Introduce algunas marcas caracteristicas que se usan en la fase de generaclôn. Estas 
marcas pueden ser de dos tipos, dependiendo de que introduzcan caracteristicas con uno o 
varios valores posibles. Si es una caracteristica que sôlo puede tomar un valor, entonces basta 
indicar el nombre de ésta, siendo interpretado el dato de la forma adecuada. Si existen varias 
posibilidades, es necesario especificar cuàl de los valores se atribuye en esa ocurrencia, y es 
éste el que se adjudicarà.
Entre las marcas utilizadas hasta ahora, las que por su naturaleza no requieren que se 
especifique ningün valor particular son:
— CLITIC, para la generaclôn de pronombres cliticos.
— NEG, para la generaclôn de oraciones negatives.
— NOPRON, para no generar el pronombre se en el caso de oraciones pasivas.
— NONACTIVE, para no convertir la oraciôn pasiva a activa (es decir, si la oraciôn es pasiva en 
inglés, permanece pasiva en espaftol).
— PRENOUN, para aquellos casos en los que el adjetivo debe aparecer delante del nomt>re.
Los dos siguientes sôlo tienen sentido si se definen junto con el valor apropiado.
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-  SGENOER. utillzado para la daterminaciôn del género correcte en el caso de homôgrafos Cas­
tellanos. Por ejemplo; 'la  mafiana' y ‘ el ma/iana’ . Valores posibles: MALE, FEMALE y 
NEUTER.
-  SNUMBER, utillzado para forzar el numéro de una palabra en espaftol, cuando dicho numéro 
difiere del que ésta tiene en inglés. Por ejemplo: 'people', plural en inglés. cuando se 
traduce como 'gen te ', singular en espaftol. Valores posibles: SINGular y PLURal.
Elemento sobre el que actùa: el nodo correspondiente a la entrada a traducir.
Ejemplos:
 keep VERB -------------------------------------------------------------------------------------------------------- — ------
((F-OBJ '(a t  -de*)) (6-FEAT 'NEGl "cesar")
/ •  They kept at w riting th is  book. * /
/ •  Elios no cesaron de escrib ir este lib ro . * /
((P-PTC '(up -a tr is - ) )  (G-FEAT '(CLITIC NEGll -quedar-) 
/ -  John is  keeping up. * /
/ *  John no se queda a tr is . * /
((F-SUBJ)
((M-FEAT 'PLT) (G-FEAT 'CLITICl -conservar-)
/ •  These apples keep well. • /
/ *  Estas manzanas se conservan bien. * /
like VERB
((F-OBJ)
((C-ASPECT 'PASSIVE) (6-FEAT 'NOPPONl -gustar-) 
/ •  He has always been liked . • /
/ •  É1 siempre ha gustado. * /
make VERB
((F-OBJ '(up " ) )
((C-ASPECT 'PASSIVE)
(G-FEAT 'NONACTIVEl (G-STATE) (G-CC 'PP '(o f  -por-)) -componer- ) 
/ •  The group was made up of four people. * /
/ •  El grupo estaba compuesto por cuatro personas. * /
  anything PRON
((C-ASPECT 'NEG) (G-FEAT 'SGENOER 'NEUTERl -nada-) 
/ -  There wasn't anything near the door. • /
/ *  No habia nada cerca de la  puerta. * /
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 people NOUN
f fG-FEAT 'SNUMBER ‘ SINGl -gente*)
/*  There were many people in the room. • /  




Se usa cuando la traducciôn de una entrada es una expresiôn multi-palabra. Lista-flex del>e 
contener un elemento para cada palabra de la expresiôn, y el valor de cada uno de estos ele­
mentos debe se r
— 'O' si la palabra a la que se refiere es una parte invariable de la oraciôn (preposiciôn, conjun- 
ciôn. ...), o si, aunque sea una parie de la oraciôn que generalmente se flexiona (un nombre, 
por ejemplo) en esa ocurrencia debe aparecer tal cual.
— 'Parte de la Oraciôn' (VERB, NOUN, ADJ) si la palabra a la que se refiere debe ser flexionada 
dependiendo de las caracteristicas morfolôgicas habituaies.
Esta acciôn debe ser la ultima que aparezca en la definiciôn de la traducciôn en la que se 
encuentra (no es necesario, pero si recomendable). Después de G-FLEX. la traducciôn debe ser 
una iista que incluya tantas cadenas de paiabras como elementos haya en lista-flex.
Elemento sobre el que actùa: el nodo correspondiente a la entrada que se va a traducir.
• Ejemplos:
- become VERB --------------------------------------------------------------------------------------------------------- —
((P-NP)
((M-FEAT 'PHOB)
(G-FEAT 'CLITIC) fG-FLEX '(VERB 61) '("convertir" "en"))
/ •  A fte r a month these flowers w ill become a wonderful f r u i t .  • /




((M-IS '(co ld  •■))
((F-SUBJ)
((M-FEAT ’ANIM)
fG-FLEX '(VERB 9 B 011 ' ("empezar" a" "tener* " f r io " ) )  
/ •  1 am growing cold. * /




Esta acciôn G debe usarse en combinaciôn con aqueilas decisiones relacionadas con la 
detecciôn de preposiciones o complementos preposicionales (F-CC PP. P-PSMODS PP. etc.). Es 
util en aquellos casos en los que la traducciôn de una preposiciôn sôio puede ser determinada (o 
tiene que ser alterada) después de profundizar mâs en ia estructura del PP o en funciôn de otros 
elementos de la oraciôn.
F-CC 'PP. F-iS PP y P-PSMODS PP asignan una variable interna a la ultima preposiciôn 
considerada, y es sobre esta variable interna sobre la que actùa G-SETPREP.
Elemento sobre el que actùa: la ultima preposiciôn considerada.
• Eiemplos:
  keep VERB ----------------------------------------------------- - ------------------- ------------------------------------------
((F-OBJ)
((P-PSMODS 'PP 'FROM)
((P-PSMODS 'PRPRTCL) (S-COMPCL) (G-SETPREP ""1 "impedir") 
/ *  The system w ill keep the user from making mistakes. " /  
/ •  El sistema impediré que el usuario cometa errores. * /  
((S-FCHANGE '((PREPC INDOBJ))) "ocu lta r")))
/ •  Please, keep these books from Mary. * /





Se utilize para determinar el uso del verbo espaftol 'ester" en lugar del vert»  "ser" en los 
grupos verbales compuestos del tipo 'BE +  pastparf en inglés. En estos casos, tanto "ser" como 
"estar" son traducciones posibles, tomàndose "ser" como la traducciôn por defecto.
De lo anterior podemos deducir que G-STATE no tendrâ ningün efecto en el caso de encon­
trarse el vert»  en voz 'activa'. Si la voz es pasiva', entonces la propiedad PASSIVE' en el nodo 
es sustituida por la propiedad STATE'.
Elemento sobre el que actùa: el nodo de la entrada que se va a traducir.
• Ejemplos:
- make VERB -----------------------------------------------------------------------------------------------------------------
((F-OBJ '(up • • ) )
((C-ASPECT -PASSIVE)
(G-FEAT -NONACTIVE) (G-STATEl (G-CC 'PP '(o f  'p o r ') )  'componer' ) 
/ •  The group was made up of four people. • /
/ •  El grupo estaba compuesto por cuatro personas. * /
((F-OBJ)
((G-FEAT -NONACTIVE) fG-STATEl 'hace r')))
/ •  This table is made of wood. * /
/ •  Esta tabla esté hecha de madera. • /
3.3.2 2 Acciones de tipo S 
S-COMPCL
• Parâmetros: < modo >
• Descripciôn:
Se usa para la transformaciôn de algunas oraciones subordinadas en inglés. compuestas 
por un NP y un ve rt»  en forma no personal (infinitivo o particip» présente) y que dan lugar en 
espaftol a una oraciôn subordinada cuyo verbo estarâ en forma personal, siendo et NP el sujeto 
de la misma. El verbo de la oraciôn principal puede requérir un modo determinado en el de la 
oraciôn subordinada (indicativo o subjuntivo), que se puede préciser en la llamada.
1 2 5 -
(3-15) I believe him to be honest.
(3 -lS t) Ind icative: (Yo) creo que (é l) es honrado.
(3-16) I want him to go.
(3-16t) Subjuntivo: (Yo) quiero que (é l) vaya.
Si no se proporciona ningün parâmetro. se supone que el modo requerido es subjuntivo.
La oraciôn compléta se transforma en una oraciôn sutwrdinada sustantiva, introduciéndose 
en la estructura un nodo THATCOMPL.
Elemento sobre el que actùa: el foco actual, que deberà ser una oraciôn subordinada.
Ejemplos:
-  keep VERB ------------------------------------------------------------------------------------------------------------------
((F-OBJ)
((P-PSMODS 'PP 'FROM)
((P-PSMODS 'PRPRTCL) fS-COMPCLl (G-SETPREP '" )  "impedir") 
/ •  The system w ill keep the user from making mistakes. • /  
/ •  El sistema impediré que el usuario cometa errores. • /
want VERB
((F-OBJ)
((P-PSMODS 'INFCL) fS-COMPCLl "querer") 
/ *  I want you to go. • /




Esta acciôn S es muy potente y ütil para aquellos casos en que la transferencia entre un 
par de lenguas da lugar a cambios funcionales en los elementos de la oraciôn.
La lista de cambios funcionales puede tener uno o varios elementos. Obviamente,
S-FCHANGE sôio debe ejecutarse una vez por traducciôn.
Los cambios funcionales programados hasta ahora son los siguientes:
-  de OBJ (objeto) a PREPC (complemento preposicional): (OBJ PREPC 'prep-espa')
-  de OBJ (objeto) a SUBJ (sujeto): (OBJ SUBJ)
-  de SUBJ a INDOBJ: (SUBJ INDOBJ)
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— de PREPC (complemento preposicional) a INDOBJ (objeto indirecto): (PREPC INDOBJ). En 
este caso, se supone que el foco actual es el complemento preposicional cuya funciôn va a 
variar.
Elemento sobre el que actùa: todos aquellos elementos funcionales que se indiquen en la 
llamada.
Ejemplos:
- like VERB ---------------------------------------------------------------------------------------------------------------------
((F-OBJ)
(fS-FCHANGE '((OBJ SUBJ) (SUBJ INDOBJ))) "gustar"))) 
/ *  She likes him. • /
/ *  A e lla  le  gusta é l. • /
  keep VERB
((F-OBJ)
((P-PSMODS 'PP 'FROM)
( (S-FCHANGE '((PREPC INDOBJ)1) -ocu lta r*)))
/ •  Please, keep these books from Mary. * /
/ •  Por favor, ocultele estos lib ros a Mary. • /
  play VERB
((F-OBJ)
((M-FEAT 'SPRT) (S-FCHANGE '((OBJ PREPC "a 'lD  "jugar") 
/ •  They play football every morning. * /
/ *  Elios juegan al fûtbol todas las mananas. * /
((M-FEAT 'HUM) (S-FCHANGE '((OBJ PREPC "con"))) "jugar") 
/ *  They play him at chess. " /
/ •  Elios juegan con él al ajedrez. * /
S-INFNP  
'  Parâmetros: Ninguno 
• Descripciôn:
Se usa para forzar la sustantivaciôn de una oraciôn subordinada, cuyo ve rt»  pasa a estar 
en la forma no personal de infinitivo. Se aplica a oraciones de infinitivo o de participio présente.





K ((P-PSMODS -INFCL) fS-INFNP) (G-FLEX ' (VERB 8)) ' ("obiigar" "a")) 
/ •  The circumstances made him write a new book. • /
/ •  Las circunstancias le obligaron a e scrib ir un nuevo lib ro . * /
  stop VERB
((F-OBJ)
((P-TYPE -PRPRTCL) fS-INFNP) (G-FLEX ' (VERB 8 ) ) ' ("dejar" "de")) 
/ •  I had stopped smoking before becoming a doctor. * /




En inglés, el gerundio de un verbo puede usarse directamente como adjetivo, pero éste no 
siempre tiene una traducciôn directa en espaftol. A veces esta estructura se transforma en una 
oraciôn subordinada compléta. Esta transformaciôn se consigue via S-RELCL S-RELCL recibe 
como parâmetro un vetbo espaftol y convierte el adjetivo, dônde esté el foco. en una oraciôn de 
relative cuyo verbo es el especificado en la llamada. Por supuesto, dictio verbo debe concorder, 
en género y numéro, con el NP referenciado por el adjetivo primitivo.
En realidad, la construcciôn (S-RELCL 'verb-espa') es équivalente a una traducciôn simple 
que se adjudicara al adjetivo en cuestiôn. y séria sustituible por ésta. Por lo tanto, cuando se 
utiliza esta primitiva habrâ de aparecer en el ultimo lugar de la entrada, en el puesto de la tra­
ducciôn.
Elemento sobre el que actùa: el foco actual.
• Ejemplos:
 calling ADJ ---------------------------------------------------------------------------------------------------------------- —
+ f f S-RELCL "llam ar"))
/ •  With REXVAR, the ca lling exec can . . .  * /
/ •  Con REXVAR, el exec que llama . . .  * /
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  missing ADJ
f fS-RELCL " f a l t a r ' l l
/*  The police are asking about the missing money. * /
/*  La po li c l a esté preguntando por el dinero que fa lta . * /
S-TBASES
• Parâmetros: '( 'tb a s e l' 'tbase2*)
• Descripciôn:
Se usa para los adverbios, siendo hasta el momento la ûnica acciôn que permite una tra­
ducciôn mûltipie (doble). 'T b a se l' y 'tbase2' son ambas traducciones posibles del adverbio. La 
elecciôn de una u otra se considéra un problema de generaciôn, asi que la elecciôn definitiva se 
pospone hasta esa fase.
Como en el caso de la primitiva anterior, S-RELCL. la finalidad de esta primitiva es propor- 
cionar la traducciôn de la entrada en la que aparece, lo que la hace équivalente a una traducciôn 
simple y obliga a que aparezca en el ultimo lugar de la entrada.
Elemento sobre el que actùa: la entrada a traducir, que debe ser un adverbio.
• Ejemplos:
  easily A D V ---------------------------------------------------------------------------------------------------------- --------
((G-FEAT -PSADJ) fS-TBASES ' fféc ilm ente " "con fa c il id a d 'l l l  
/ •  TBASEl: We have easily found errors in the LISP code. * /
/ *  Memos encontrado fécilmente errores en el côdigo de LISP.*/ 
/ •  TBASE2: This is  an easily ca lling  exec. * /
/ •  Esto es un exec que se llama con facilidad. * /
S-XCHANGE
• Parâmetros: 'comp-espa | PREPC prep-ingl
• Descripciôn:
Se usa para variar la parte de la oraciôn del foco si esto es necesario en el proceso de 
transferencia iéxica (sim iiar a S-FCHANGE).
Las variaciones de la parte de la oraciôn disponibles son las siguientes:
-  a PREPC (complemento preposicional): 'PREPC 'prep-espa'
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— a NOUNC (complemento nominal): NOUNC
En los casos programados, se puede observer que es posible transformar un AJP, cuyo 
nucleo es un adjetivo, en un PREPC o NOUNC, cuyo nücleo es un nombre. Por lo tanto, para 
poder obtener un resultado correcto es preciso que los adjetivos posean informaciôn acerca del 
nombre con el que estân relacionados.
Acerca de PREPC, ver S-FCHANGE.
Elemento sobre el que actùa: el foco actual.
Ejemplos:
- be VERB -----------------------------------------------------------------------------------------------------------------------
((P-AJP)
((M-FEAT 'ATTO) (S-XCHANGE NOUNC) "tener")
/ •  You must be careful when executing th is  program. * /
/ •  Usted debe tener cuidado al ejecutar este programa. • /  
((P-NP)
((P-PSMODS -PREDADJ)
( (S-XCHANGE PREPC "de") "tener")))
/ "  Your s tring  w ill be three characters long. * /
/ •  Su cadena tendrâ tres caractères de longitud. " /
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3.4 Almacenamiento y Acceso
3.4.1 Almacenamiento del Diccionario
El diccionario que Memos descrito en los apartados anteriores se almacena de ferma cempac- 
tada utilizando la metodologia DAM, siglas que corresponden a 'A  Dictionary Access Method'. 
[Byr86], Este es un subsistema de métodos de acceso que proporciona a los programas una ferma 
râpida y adecuada de accéder a grandes archives, cuya informactôn estd asectada a conjuntes de 
claves. Los diccionarios constituyen un ejemplo tf'pico de este tipo de archives.
La metodologia DAM ofrece una sehe de facilidades diseAadas especiflcamente para las apli* 
caciones de diccionarios, ademàs de los modos de acceso habituales (secuencial y aleatoric), que 
incluyen mécanismes de compresiôn y codificaciàn de la informaciôn léxica, y un mécanisme alter­
native de acceso a los registros que posibilita la construcciôn de referencias cruzadas entre dlccie- 
narios e indexaciones a los mismos.
La primera versiôn de DAM se escribiô en 1982 y desde entonces ha sido utilizado para 
muchas apllcaciones, de entre las que se pueden destacar
• UDICT: Es un diccionario de inglés diseAado espedficamente para sistemas de procesamiento 
del lenguaje natural [Hei82], en el que se almacena informaciôn sintdctica y semàntica de las 
palabras. Consta de unes 70.000 registros.
• Diccionarios de Pronunciaciôn: Almacenan las palabras junto con la parte de la oraciôn que les 
corresponde asi como con su pronunciaciôn, y se han utilizado en dos sistemas de sintesis de 
voz a partir de texto escrito [ByrSS].
• WordSmIth: Constituye un entomo de acceso a diccionarios en linea, que gestiona diferentes 
apllcaciones de diccionarios independientes entre si [NefSS]. Contiens varies diccionarios 
monolingües y bilingOes, que se comprimée y codifican para optimizar el almacenamiento.
En las apllcaciones descritas, las propias entradas constituyen, total o parcialmente, las claves 
de acceso a la informaciôn, dependiendo ésta del tipo de aplicaciôn; definiciôn, pronunciaciôn, dates 
sintàctico-semànticos, etc.
En nuestro caso, como ya se ha seAalado en apartados anteriores, ta clave de cada entrada 
esté compuesta por la palabra màs la parte de la oraciôn que le corresponde. Este quiere decir que 
se mantienen entradas independientes para, por ejemplo, ' l ik e ' como preposiciôn y “ like ' como 
vert» . Todas las palabras comunes estàn almacenadas en minuscules, y la parte de la  oraciôn en 
mayûsculas, de acuerdo con las abreviaturas habituales (p.e. PREP para indicar preposiciôn).
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La informaciôn que se almacena para cada entrada es la descripciôn que para esa palabra se 
ha desarrollado de acuerdo con el formalismo descrito anteriormente (compuesto por las primitJvas y 
la sintaxis definida por los simbolos de control).
3.4.2 Acceso
En principio. los mecanismos de acceso a las entradas han de perm itir la realizaciôn de dos 
tipos de operaclones:
• Acceso manual: enfocado principalmente al lexicôgrafo, que le permita examiner las entradas ya 
existantes, visualizarias de forma estructurada, modificarias o introducir otras nuevas, y que, 
ünalmente, le permita también almacenarias, borrando las versiones antiguas, si las hubiera.
• Acceso automitico: que permita a los programas accéder directamente a la informaciôn de la 
entrada. considerada como côdigc, recuperàndola en una forma fàcilmente ejecutable.
El acceso manuel ha de ser cômodo y simple de user, de manera que la tarea de actualizar el 
diccionario le resuite lo màs sencilla posible al lexicôgrafo, mientras que el segundo modo de 
acceso ha de potenciar las caracteristicas computacionales del sistema.
3.4.2.1 Actuallzadôn y Consulta
Para la actualizaciôn y consulta del diccionario. que corresponde a un modo de acceso manual, 
se ha escrito un paquete especifico diseAado modularmente, que implementa todas las funciones 
bàsicas necesarias para la gestiôn cômoda de los datos por parte de un lexicôgrafo.
Esta es una interfaz activa, en el sentido de que, en funciôn de los requerimientos del usuario, 
las opciones que facilita cambian también, adecuàndose a las operaciones posibles en cada 
momento. Al accéder al diccionario a través de ella, puede o no especificarse la parte (o partes) de 
la oraciôn de la palabra que se desea verificar. Si no se indica ninguna, entonces aparece un menu 
que exige la Djaciôn de una o varias de estas.
DIC palabra <parte-de*la>oraciôn-l> <parte*de>1a-oraciôn-2> . . .
Figura 33. Acceso ai diccionario bilingûe a través de la interfaz
Una vez determinada la palabra y su(s) parte(s) de la oraciôn, se entra en un entorno de 
ediciôn, en el que, si la entrada ya existia, ésta aparece con el formato habituai (sangrados, etc ), y 
puede entonces modificarse o borrarse. También se pueden editar entradas nuevas, bien para modi-
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Ticartas también, o bien simplemente para consultarias como referenda. Una vez actualizada la 
entrada, ésta se almacena automàticamente en los archivos correspondientes.
Esta interfaz también permite accéder a los diccionarios de que se disponga en linea, bilingQes 
o monolingües, para poder realizar todo tipo de consultas.
Como ejemplo veamos como se puede accéder a una de las palabras del diccionario para con- 
sultar su definiciôn, para ello simularemos la consulta de la palabra 're tu rn ', ejemplo que ha sido 
tomado de [Zap89].
Si accedemos al diccionario sin especificar la palabra que deseamos consultar, la respuesta 
que obtenemos es una pantalla en la que se nos requiere dicha palabra, ademés de la(s) parte(s) de 
la oraciôn que se desee visualizar
' ■N
Introduzca la entrada del diccionario que quiere ed itar
Seleccione qué parte/s de la oraciôn quiere que se le nuestren









Una vez proporcionados los datos requeridos, que también se podian haber dado en la 
llamada, 'DIC return VERB', se nos présenta inmediatamente la definiciôn correspondiente que existe 
en el diccionario.






♦ ((F-CC 'PP ‘ (to *a*)) ‘ volver*) 
*> ("vo lver"))
l-HELP 2-LIHE_A00 3-QUIT 4-READ 5-UP 1/2 6-FILE 7-ERASE 8-DOWH 1/2 
9-ANOTHER ENTRY 11-LINE DEL 12-WDSDICT
Ademàs de las tecias de funciôn comunes, podemos ver que aparecen otras teclas espe- 
cialmente programadas para facilitar la labor del lexicôgrafo;
« READ, que permite leer otra entrada diferente. Esta funciôn es muy util en aquellos casos en que 
se està introduciendo una entrada que se sabe es similar a otras ya existantes, con ligeras modi- 
ficaciones. Por ejemplo, la propia entrada de 'return VERB' puede utilizarse, y, de hecho, es 
habituai hacerio, como maqueta para la definiciôn de verbos sencillos, que tienen una ûnica tra- 
ducciôn como transitivos y otra como intransitivos.
• ANOTHER ENTRY, mediante la cuàl es posible editar, independientemente de la entrada actual, 
otra entrada cualquiera para su modificaciôn o consulta.
• WDSDICT, funciôn a través de la que se pueden accéder otros diccionarios que se tengan dispo­
nibles en linea, para ser consultados en el momento de la definiciôn de las entradas. 
Actualmente se puede consultar mediante esta funciôn el diccionario Collins inglés-espaAol y 
espa&nol-inglés [Col84], y el Longman de inglés [Lon78].
3.4.2 2 Acceso por programa
Desde el programa de transferencia se accede al archivo que contiene el diccionario, que es 
del tipo DAM, por lo que es necesario que la lectura (ûnica operaciôn necesaria) se realice mediante 
la ejecuciôn de los mandatos DAM adecuados (abrir el archivo, bûsqueda, etc.). Un programa escrito 
en REXX es el encargado de realizar estas operaciones, recibiendo las instrucciones adecuadas 
desde el entorno LISP,
Oicho programa recibe el nombre de BIDICT EXEC y, lo que hace en realidad es explorer toda 
la estructura de diccionarios disehada en busca de la palabra (palabra +  parte de la oraciôn) solici- 
tada, de acuerdo con el orden de prioridades establecido, que es de menos a màs especifico. Si la 
palabra se encuentra en alguno de ellos, entonces se deposits la definiciôn que se encuentre aso- 
ciada a la misma en un archivo, que, una vez devuelto el control al entorno LiSP, ACCESS-BIDICT se
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encarga de leer y ejecutar, teniendo en cuenta las condiciones (situaciôn en la estructura de la 
oraciôn. etc.) del nodo al que corresponde la definiciôn de traducciôn obtenida, para finallzar deter- 
minando cuàl es su traducciôn en ese caso. Si no se encuentra la traducciôn de la palabra solici- 
tada en ninguno de los diccionarios disponibles, entonces BIDICT EXEC, de la misma forma que en el 
caso anterior, devuelve la propia palabra requerida, la palabra original, pero en mayûsculas. De 
esta forma se puede detectar fàcilmente qué palabras no tian sido traducidas en el proceso, y tomar 
las medidas necesarias.
Una modificaciôn évidente a este modo de operar es proporcionar al usuario del sistema de 
traducciôn la posibilidad de incluir las palabras que no se encuentren disponibles en el diccionario 
en et preciso momento en que éstas sean detectadas durante el proceso de traducciôn de un texto. 
Asi, permitiendo una interacciôn màs activa del lexicôgrafo con el diccionario, los ciclos de prueba 
se agilizarian en algunos casos. Este es uno de nuestros prôximos objetivos.
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Capîtulo 4: Aplicaciôn dei formaiismo en MENTOR
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4.1 Ejemplos de representaciôn
Oespués del capftulo anterior, en el que se ha presentado el formalismo de diccionario bilingue 
propuesto junto con el entomo de programaciôn y los mecanismos de implementaciôn desarrollados, 
en este capftulo se muestra la faceta pràctica del mismo, es decir, la forma en que este modo de 
definiciôn de la informaciôn bilingûe se utilize dentro del prototipo de traducciôn automàtica 
MENTOR.
Aunque en el Apéndice D, "Algunas entradas complétas* en la pàgina 209 aparece una selec- 
ciôn de las entradas del diccionario, hemos considerado interesante incluir en este punto algunos 
ejemplos completos. Entre ellos presentamos la formalizaciôn del ve rt»  'm ake', que fue el ejemplo 
de transferencia léxica para una palabra desarrollado en detalle en el Capitulo 2. Esta formalizaciôn 
se puede comparer con la descri pciôn pseudo-formal que se obtuvo en dicho capitulo, y que aparece 
en la Figura 29 en la pagina 75.
4.1.1 RETURN: nombre, adjetivo y verbo
La voz 're tu rn ' es bastante significative como ejemplo de palabra que puede aparecer 
actuando con diferentes caracteristicas sintàcticas (adjetivo, nombre y vert»), y cuya traducciôn es 
diferente en cada caso; los problèmes que se presentan difieren también, y van desde la traducciôn 
directe (uno-a-uno) para el nombre, hasta una moderadamente compleja en el caso del vert», 
pasando por la perifrasis nominal del caso adjetivo. De hecho, la definiciôn de su traducciôn como 
verbo corresponde a un esquema bastante general de traducciôn, que suele aparecer en otros casos 
y se utiliza a menudo como referenda: un uso transitivo simple y uno intransitivo, que puede o no 
ser preposicional.
Como en muchos otros casos, las entradas de adjetivo y verbo pueden definirse de varias 
maneras que resultarian équivalentes, Aqui hemos representado las que actualmente se encuentran 
incluidas en nuestro diccionario.
El caso de 're tu rn ' como nombre es bien simple, sôlo le hemos adjudicado una traducciôn, por 
lo que se ha representado:
— return NOUN 
•retorno*
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Sin embargo, como comentâbamos en el capitulo anterior, lo m is  aconsejable seria deflniiio dentro 
de una condiciôn simple, para facilitar futures modificaciones, aunque en este caso no parecen muy 
probables.
El siguiente caso es 're tu rn ' como adjetivo. En esta traducciôn 're tu rn ' se transforma en un 
complemento del nombre al que acompaAa, por lo que, en nuestro sistema, se le adjudica una tra­
ducciôn perifràstica en la que se indica que no es necesaho flexionar la expresiôn;
return ADJ
♦ ((S-FLEX '(6  8)) '("de* " re torno'))
Para finalizar tenemos la acepciôn como vert». La principal consideraciôn en este caso es la 
de la existencla o no de objeto directe del verbo, que nos permite diferenciar entre las traducciones 
'devo/ver' y 'regresar" o  'vo iver'. Sobre esta diferencia fundamental hemos, ademàs, distinguido las 
dos traducciones intransitivas que acabamos de mencionar en funciôn de criterios estilisticos, de 
manera que hemos traducido 're tu rn ' como verbo por 'regresar" en el caso de que aparezca un 
complemento circunstancial acompahando a la ocurrencia del ve rt»  ('re turn to y como 'vo iver' 
en caso contrario. De esta manera otrienemos las siguientes traducciones:
I returned to the c ity  a fte r a long time
(Yo) regresé a la  eluded después de mucHo tiempo
en el caso de que se incluya el circunstancial de lugar, y
I returned by car 
(Yo) votvi en coche
en el caso de que éste no se incluya 
La entrada queda:
—  return VERB
♦ ((F-OBJ) "dévotver")




El caso de la transferencia léxica del ve rt»  "make' se ha tratado en detalle en el Capitulo 2 
(ver Figura 29 en la pàgina 75). Ilegando, a partir de la entrada de este v e rt»  en un diccionario, a 
una definiciôn pseudo-formal de algunas de sus traducciones. A continuaciôn presentamos la 
entrada que actualmente se induye en nuestro diccionario bilingOe, en la que es posible discrim inar 
entre 21 sentidos diferentes. Como puede observarse, en esta entrada se han incorporado algunas 
traducciones posibles que no se considéraron en el ejemplo estudiado en el Capitulo 2, por ser simi- 

















( v i - f l )
(vi-OEF)
({F-OBJ '(eu t • • ) )  "d is tln gu lr*)
((F-OBJ '(up • •) )
((C-ASPECT '(PASSIVE))
(G-FEAT 'NONACTIVE)(G-STATE)(G-CC 'PP '(o f "por")) ■componer’ ) 




((S-FCHANGE '((OBJ PREPC ’ de"))) -hacer"))
((P-PSMODS 'PREDADJ)
((M-IS '(ready • •))  "preparar")
(•hacer*))
((P-PSMODS 'INFCL)(S-INFNP) (G-FLEX ' (VERB 8)) '( "o b llg a r ' "a ")) 
((M-FEAT 'MONEY) "ganar")
((M-IS '(mistake "e rro r")) "cometer")
((F-CC 'PP '( in to  "en"))(G-FEAT 'CLITIC) "convertir")
((G-FEAT 'NONACTIVE) (G-STATE) "hacer"))
((F-CC 'PP '(a f te r  " " ) )  "seguir")
((F-CC 'PP '( fo r  "a"))
((M-FEAT 'PL) (G-FEAT 'CLITIC) "d ir ig ir " )
("co n trib u ir"))
((F-CC 'PP '(towards "a")) (G-FEAT 'CLITIC) " d ir ig ir " )
((P-PTC ' (away " " ) )  (G-FEAT 'CLITIC) "escapar")
((P.PTC '( o f f  " " ) )  (G-FEAT 'CLITIC) "escapar")
((P-PTC '(ou t " " ) )  (G-FLEX '(VERB 8)) '( " s a lir "  "b ien"))
((P-PTC '(up " " ) )  (G-CC 'PP '( fo r  " " ) )  "compenser")
("hacer")
Figura 34. Entrada para et verbo MAKE: acepcionea.
A la izquierda de las lineas de la definiciôn se indica a cuàles de los sentidos determinados 
anteriormente corresponde la descripciôn que se proporciona.
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Podemos establecer cuàles son las similitudes y diferencias entre aquella descripciôn y la for- 
malizada en la figura anterior, que se derivan Inmediatamente de la definiciôn del formalismo des- 
crita en el capitulo précédante;
• En general, las condiciones que en el ejemplo del Capitulo 2 comenzaban por la expresiôn
's i ahora se indican por la sucesiva indentaciôn de los distintos niveles de parëntesis, que 
equivalen a condiciones simples.
• La condiciôn sobre el objeto directo simple, que antes se denotaba como OBJETO, ahora se identi- 
fica mediante la prim itiva (F-OBJ) sin paràmetros,
• Los objetos directos preposicionales o frasales (antes OBJETOP) ahora se detectan mediante 
(F-OBJ ' (p-ingt ■<p-espa>‘‘ ).
• La existencia de un postmodificador verbal de tipo NP ahora se identifica simplemente mediante 
(P-NP).
• Para determinar el 'tipo ' de un complemento (p.e. si (NP es HUMANO)) se utiliza la primitiva de
caràcter general M-FEAT, con el paràmetro adecuado: (M-FEAT 'HUM).
• Las transferencias estructurales, que en el lenguaje descriptive del Capitulo 2 se denotaban 
tr-estructural, ahora se indican mediante las primitivas de acciôn de tipo S. Han aparecido 
S-INFNP y S-FCHANGE en et ejemplo.
• El resto de los rasgos dependientes de la lengua meta (cômo flexionar una expresiôn, generar la 
forma clitica de un verbo, etc...} se indican a través de las primitivas de generaciôn, de las
cuales han sido utilizadas en este caso G-FLEX, G-STATE y G-FEAT.
Como puede verse, la transcripciôn es bastante inmediata, centràndose la complejidad del pro­
blems en la descripciôn de la informaciôn léxica en funciôn de un metalenguaje restringido. Una vez 
realizado este trabajo, que ha supuesto detectar las claves del metalenguaje, y que en nuestro caso 
se asocia al formalismo de definiciôn (primitivas màs simbolos de control), la transcripciôn o codifi- 
caciôn es muy sencilla.
A lo largo de este capitulo se anaiizan algunos casos de aplicaciôn en los que se utiliza esta 
entrada: primero en el desarrollo completo de la traducciôn de una oraciôn en la que se incluye el 
vert», y segundo, ejemplificando algunas peculiaridades de uso del formalismo.
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4.2 Desarrollo de la traducciôn de una oraciôn
Una vez expuestas las caracteristicas tanto del sistema de traducciôn en su conjunto como del 
formalismo del diccionario bilingOe diseAado, vamos a tratar en detalle la traducciôn real de una 
oraciôn, desde el momento en que se présenta al sistema, en inglés, hasta la obtenciôn del resul- 
tado final, es decir, la oraciôn traducida al espaAol.
Se ha seleccionado una oraciôn medianamente compieja, en la que tienen lugar fenômenos 
tipicos de este tipo de proceso y, aunque nos centramos principalmente en lo que es la transferencia 
léxica, también se resaltaràn algunos aspectos relacionados con las demés fases, como son el anà- 
lisis y la generaciôn.
La oraciôn propuesta es:
•The seven dwarfs allow that Snow-White made them happy fo r years."
En la Figura 35 se puede ver el àrboJ de anàlisis que nos proporciona PEG. El tiempo de CPU 
invertido en esta operaciôn, incluyendo el acceso al diccionario de inglés, es de 12 segundos.











? ? PPl PREPl "fo r" 
N0UN3" "years"
PUNCl
Figura 35. ArixW de anüisia propordonado por PEG. The seven dwarfs allow that Snow-White made them happy 
for years.'
Para PEG este anàlisis es sintâcticamente correcte, y sôlo présenta una ambigOedad en cuanto 
a qué nivel se refiere el PP "for years'. En realidad hay algo que corregir en la oraciôn subordinada, 
aunque esto quizà es cuestiôn de criterio. Nos referimos a la forma en que se relaciona 'happy' con 
el resto de la oraciôn. 'M ake ' en esta lectura es un ve rt»  transitivo complejo, que acepta un com­
plemento directo y un adjetivo que actùa a su vez como complemento de este ùitimo. Por lo tanto. en
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vez de aparecer un ûnico NP, ‘ them happy", comptementando al verbo, deberfan aparecer dos 
constituyentes: (NP (PRON)) (AJP (ADJ)) al mismo nivel. De todas formas, como PEG siempre utiliza 
el mismo criterio en los casos en que aparecen estas estructuras, las primitivas se han diseAado 
internamente para reconocer este tipo de patrones.
SEGTYPE 'SENT'
SEGTYP2 'DECL'
STR * the seven dwarfs allow that Snow-White made them happy fo r years'
RULES 4006 4140 5080 7200
RULE 7200 REC VP2 PUNCl
COPYOF VP2 "the seven dwarfs allow that Snow-White made them happy fo r years"
BASE 'ALLOW'
OICT ' a l l o w '
PCS VERB
INOIC PLUR PRES INF INGCOMP NPTOV THATCOMP TRAN PERS3
PRMOOS NPl "the seven dwarfs"
HEAD VERBl "allow"
PSMODS VPl "that Snow-White made them happy fo r years"
PSMODS PUNCl " ."
FRSTV VERBl "allow"
SUBJECT NPl "the seven dwarfs"
OBJECT VPl "that Snow-White made them happy fo r years"




TOPIC NPl "the seven dwarfs"
PREO 'ALLOW'
OSUBJECT NPl "the seven dwarfs"
DOBJECT VPl "that Snow-White made them happy for years"
NODENAME 'OECLl'
Figura 36. Registre DECLl. The seven dwarfs allow that Snow-White made them happy for years."
Como ya se explicô en el Capitulo 2. el àrbol de anàlisis que PEG muestra no es màs que un 
esquema de la estructura de registros subyacente. en el que se indica la parte de la oraciôn o tipo 
del constituyente. Nuestro sistema procesa la informaciôn contenida en les registros de PEG para 
conseguir un àrbol decorado que constituye una entrada vàlida para la fase de transferencia. Este 
proceso se realiza mediante el procedimiento PLTT (ver pàgina 41 en el Capitulo 2), que extrae y 
codifica la informaciôn dependiendo de las caracteristicas concretas de cada rasgo: si éste es un 
indicador simple o multiple, una asociaciôn funcional. etc. Para este ejemplo hemos seleccionado 
algunos registros significativos de la oraciôn: el de la oraciôn en su conjunto (Figura 36), el de la 
oraciôn subordinada (Figura 37 en la pàgina 145), el del ve rt»  principal (Figura 38 en la pàgina 146) 
y el del verbo de la oraciôn subordinada (Figura 39 en la pàgina 146).
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Aunque gran parte de la Informaciôn contenida en los registros es de interés, no todos los 
rasgos seràn necesarios para las fases siguientes de transferencia y generaciôn, por lo que PLTT 
sôlo extrae aquellos que han sido previamente definidos en relaciôn con su utilizaciôn posterior. 
Entre ellos destacamos:
• indicadores de persona y numéro
• tiempo del vert»  y uso (transitivo, intransitivo, ...)
• base y tipo sintàctico del constituyente
• marca de nücleo del nivel (HEAD)
• relaciones funcionates (SUBJECT, OBJECT,...)
Todos los que se aplican en este caso pueden verse en el à rt» l decorado correspondiente. Figura 40 
en la pàgina 148, ûnica estructura a la que haremos referenda a partir de ahora, y que es el punto 
de partida de la fase de transferencia. En este à rt» l se han resaitado en negrita las bases de las 




STR • that Snow-White made them happy fo r years'
RULES 4000 4050 5060 3395
RULE 3395 COMPLl VP2




INOIC SING PASTPART PAST CAUSTO TRAN PERS3 CLOSED
PRMOOS COMPLl 'th a t*
PRMOOS NP2 "Snow-White"
HEAD VERB2 "made"
PSMODS NP3 "them happy fo r years"
FRSTV VERB2 "made"
SUBJECT NP2 "Snow-White"
OBJECT NP3 "them happy fo r years"
ADJ REC "made"
FOBJ NP3 "them happy fo r years"
NARGS 2
COMPZ COMPLl "that"




DOBJECT NP3 "them happy fo r years"
NODENAME 'VPl'






OICT 'a llow '
POS VERB























Figura 39. Registro VERB2. The seven dwarfs allow that Snow-White made them happy for years.'
Como ya se expuso. la fase de transferencia se considéra que consta de dos partes: transfe­
rencia léxica y transferencia estructural. En la Figura 14 en la pàgina 48 se indicaba el esquema del 
proceso, y se podia ver que ambas estàn relacionadas, existiendo procesos de transferencia estruc­
tural que estàn provocados o dirigidos por el léxico. Los cambios estructurales que son indepen­
dientes del léxico son aquellos en los que intervienen esquemas sintàcticos tipicos. En MENTOR, tal 
como està diseAada esta fase, estos cambios independientes del léxico se pueden realizar antes, 
durante o después del acceso al diccionario. Actualmente se està trabajando en el diseAo de un 
algoritmo ôptimo para el control de todas las operaciones de transferencia, pero para nuestro 
ejemplo las consideraremos independientes.
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Antes de profundizar en lo que es el acceso al diccionario, recordemos que sobre el Arbol se 
realizan una serie de operaciones previas de transformaciôn, a las que nos referiamos como 'pre- 
proceso' anterior a la transferencia en el Capitulo II, y  que también podriamos llamar 'fase 
post-PEG', cuyo objetivo es reorganizar algunos aspectos de la estructura del m isn», con la ûnica 
finalidad de abstraer parte de la informaciôn que éste contiene. Entre las operaciones que se rea­
lizan esté el tratamiento de las oraciones interrogativas y negatives (donde el aspecto negativo se 
incluye como un atributo mAs de la oraciôn, eliminAndose los nodos superfluos), la unificaciôn de la 
representaciôn en los casos de coordinaciôn, etc.
El acceso al diccionario se hace a través de un procedimiento LISP llamado ACCESS-BIDICT, al 
que se le pasan los paràmetros adecuados, que han sido previamente extraidos del nodo que se va 
a traducir. Otro requerimiento importante es que la variable interna WORDNODE haya sido 
posicionada en dicho nodo, ya que las primitivas haràn referenda a ella para las decisiones y 
acciones que se lleven a cabo. Inidalmente TESTNOOE es también WORDNODE, es dedr, el nodo 
con el que se accede.
ACCESS-BIDICT es el procedimiento LISP que accede al diccionario desde el prototipo, y se 
comunica con un procedimiento extemo, escrito en REXX, que recibe la base de la palabra y la parte 
de la oraciôn con la que ésta aparece, accediendo ya al diccionario compilado. De retorno, 
ACCESS-BIDICT recibe toda la definiciôn de la palabra, que ejecuta inmediatamente, determinàndose 
la traducciôn correcte.
El orden en que se acceden los nodos del àrbol puede ser importante. En principio, se accede 
primero el nûcleo de cada nivel, en un recorrido de 'arriba-abajo ', y al resto de los nodos de 
'izquierda-a-derecha'. Pero no sôlo los nûcleos terminales marcados como taies (HEAD) son acce- 
didos, también se acceden algunos nodos padres de un constituyente, aunque no sean terminales. 
Esto es necesario para determinar algunas relaciones que existen entre constituyentes, como es el 
caso, p.e., de los objetos directos.
Para realizar un seguimiento del orden en que iremos accediendo los nodos del Arbol podemos 
utilizer tanto la Figura 35 en la pàgina 143. en la que los nûcleos de cada nivel (HEAD) aparecen mar­
cados con un asterisco, como la Figura 40 en la pàgina 148, en la que éstos aparecen marcados con 
un par (ISAHEAO . 1) En cualquiera de elles podemos ver que el primer nodo, mirando de arriba- 
abajo, marcado como nûcleo, es el correspondiente al ve rt»  principal de la oraciôn, 'a llow ", y que, 
como ya hemos visto, recibe el nombre de VERBl.
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**• Content of Node *•*  ( maxlmun depth •  6 , number of node ■ 21 ) 
N1:-((SEGTYP2 . DECL) (STR . "the seven dwarfs allow that Snow-White made 
them happy fo r years') (BASE . ALLOW) (NOOENAME . DECLl) (TRAN . 1) 
(PERSON . PERS3) (P-NUH . PLUR) (TENSE . PRES) (HASSUBJECT . NPl) 
(HASOBJECT . VPl) (HASDSUBJECT . NPl) (HASDOBJECT . VPl)
(HASHEAD . VERBl) (HASTOPIC . NPl) (HASCOPYOF . VP2))
N2:-((SEGTYP2 . NP) (STR . "the seven dwarfs') (BASE . DWARF)
(NODENAME . NPl) (ISASUBJECT . 1) (ISADSUBJECT . 1) (ISATOPIC . 1)
(ART . 1) (PERSON . PERS3) (P-NUM . PLUR) (NO-CALIF . DET) (DEFIND . OEF) 
(HASHEAD . NOUNl) (HASCOPYOF . NP4))
N3.-((SEGTYP2 . DETP) (STR . 'th e ')  (BASE . THE) (NODENAME . DETPl)
(ART . 1) (NO-CALIF . DET) (DEFINO . DEF) (HASHEAD . ADJl)
(HASCOPYOF . AJP2))
N4:-((SEGTYP2 , ADJ) (STR . 'th e ')  (BASE . THE) (NODENAME . ADJl)
(ISAHEAD . 1) (ART . 1) (NO-CALIF . DET) (DEFIND . DEF))
N5:-((SEGTYP2 , QUANP) (STR . 'seven') (BASE . SEVEN) (NOOENAME . QUANPl) 
(NUM . 1) (P-NUM . PLUR) (NO-CALIF . QUANT) (HASHEAD . ADJ2)
(HASCOPYOF . AJP3))
N6:-((SEGTYP2 . ADJ) (STR . 'seven') (BASE . SEVEN) (NODENAME . ADJ2)
(NUM . 1) (ISAHEAO . 1) (P-NUM . PLUR))
N7:-((SEGTYP2 . NOUN) (STR . 'dwarfs') (BASE . DWARF) (NODENAME . NOUNl) 
(ISAHEAD . 1) (PERSON . PERS3) (P-NUM . PLUR))
N8:-((SEGTYP2 . VERB) (STR . 'a llo w ') (BASE . ALLOW) (NODENAME . VERBl)
(OBJTPREP FOR OF) (ISAHEAO . 1) (TRAN . 1) (OITRAN . 1) (P-NUM . PLUR)
(TENSE . PRES))
Figura 40. Repreaanlaciân al comienzo de la fase de transferencia. Ih e  seven dwarfs allow tfiat Snow-White 
made tfiem happy for years.'
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N9:-((SEGTYP2 . VP) (STR . "that Snow-White made them happy fo r years") 
(BASE . MAKE) (NOOENAME . VPl) (ISAOBJECT . 1) (ISAOOBJECT . 1)
(PASTPART . 1) (TRAN . 1) (PERSON . PERS3) (P-NUH . SING) (TENSE . PAST) 
(HASSUBJECT . NP2) (HASOBJECT . NP3) (HASDSUBJECT . NP2)
(HASDOBJECT . NP3) (HASHEAD . VERB2) (HASCOPYOF . VP3))
N10;-((SEGTYP2 . COMPL) (STR . "tha t") (BASE . THAT) (NODENAME . COMPLl))
N11:-((SEGTYP2 . NP) (STR . "Snow-White") (BASE . SMOW-WHITE)
(NOOENAME . NP2) (ISASUBJECT . 1) (ISADSUBJECT . 1) (PRPRNOUN . 1) 
(PERSON . PERS3) (P-NUM . SING) (HASHEAD . N0UN2) (HASCOPYOF , NP5))
N12:-((SEGTYP2 . NOUN) (STR . "Snow-White") (BASE . SMOW-WHITE)
(NODENAME . N0UN2) (ISAHEAO . 1) (PRPRNOUN . 1) (PERSON . PERS3)
(P-NUM . SING) (HASCOPYOF . N0UN4))
N13:-((SEGTYP2 . VERB) (STR . "made") (BASE . MAKE) (NODENAME . VERB2)
(OBJTPREP AFTER FOR TOWARD TOWARDS WITH) (PTC OUT UP) (ISAHEAD . 1) 
(PASTPART . 1) (TRAN . 1) (DITRAN . 1) (TENSE . PAST))
N14:-((SEGTYP2 . NP) (STR . "them happy fo r years") (BASE . THEY)
(NODENAME . NP3) (ISAOBJECT . 1) (ISAOOBJECT . 1) (ANIM . 1)
(PERSON . PERS3) (P-NUM . PLUR) (HASHEAD . PRONl) (HASPREDADJ . AJPl) 
(HASCOPYOF . NP6))
N15:-((SEGTYP2 . PRON) (STR . "them") (BASE . THEY) (NODENAME . PRONl) 
(ISAHEAO . 1) (ANIM . 1) (PERSON . PERS3) (P-NUM . PLUR))
N16:-((SEGTYP2 . AJP) (STR , "happy fo r years") (BASE . HAPPY)
(NOOENAME . AJPl) (ISAPREDAOJ . 1) (HASHEAD . A0J3) (HASCOPYOF . AJP4))
N17:-((SEGTYP2 . ADJ) (STR . "happy") (BASE . HAPPY) (NODENAME . ADJ3) 
(ISAHEAD . 1))
N18:-((SEGTYP2 . PP) (STR . "fo r years") (BASE . YEAR) (NODENAME . PPl) 
(TME . 1) (PERSON . PERS3) (P-NUM . PLUR) (HASHEAD . N0UN3)
(HASPPOBJ . NP7) (HASCOPYOF . NP7))
N19:-((SEGTYP2 . PREP) (STR . " fo r") (BASE . FOR) (NODENAME . PREPl))
N20:-((SEGTYP2 . NOUN) (STR . "years") (BASE . YEAR) (NODENAME . N0UN3)
(ISAHEAD . 1) (TME . 1) (PERSON . PERS3) (P-NIW . PLUR))
N21:-((SEGTYP2 . PUNC) (STR . " ." )  (BASE . # .) (NOOENAME . PUNCl) 
(HASCOPYOF . PUNC2))
Figura 41. Representaciôn al comienzo de la fase de transferencia (conL). The seven dwarfs allow that Snow- 
White made them happy for years."




t ((F-OBJ '( fo r  •■)) (G-FLEX '(VERB 8 0)) ' ("tener" "en" "cuenta*))
*- ((F-OBJ '(o f  " " ) )  "perm itir")
((F-OBJ)
*■ ((P-TYPE 'THATCL) "reconocer")
f  ((M-FEAT 'TME) "dejar")
» ((P-PSMODS 'INFCL) (S-COMPCL) "perm itir")
♦> ("pe rm itir"))
♦> ("perm itir")
La primera condiciôn que se comprueba es la existencia de un objeto directo preposicional 
introducido por la preposiciôn "fo r" y, posteriormente, por la preposiciôn "of". No es éste el caso 
aqui, puesto que, aunque el vert)o es transitivo, no es sin embargo preposicional. Se pasa entonces 
a evaluar la condiciôn sobre la existencia de un objeto directo simple. Esta vez el resultado es posi- 
tivo, como puede verse fàcilmente en la Figura 40 en la pàgina 148, donde el nodo N9, que corres­
ponde a la oraciôn completiva, està marcado con (ISAOBJECT . 1) en su nivel. El efecto inmediato es 
el cambio de TESTNOOE, que pasa a situarse en lo que es el objeto: ‘ that Snow-White made them 
happy for years'. Las siguientes condiciones, si las hay, se verificaràn por lo tanto sobre este consti­
tuyente.
Efectivamente, hay otro grupo de condiciones que han verificarse antes de que se pueda deter­
minar la traducciôn, la primera de las cuales tiene que ver con las caracteristicas sintàcticas del 
constituyente. Exactamente, lo que se requiere es que éste sea de tipo THATCL, es decir, una oraciôn 
completiva {‘ th a f  como nexo). Esta condiciôn se verifica mediante la primitiva P-TYPE con el parà­
metro THATCL. Como éste es el caso, P-TYPE devuelve un valor afirmativo y, a continuaciôn nos 
encontramos ya la traducciôn seleccionada, que résulta ser el valor de la lista de condiciones que 
comenzaba con F-OBJ, y por lo tanto, al ser un valor no nulo, también serà el valor de la condiciôn 
global y, en consecuencia, la traducciôn de 'a llow ' para esa ocurrencia: 'reconocer".
La traducciôn que acabamos de conseguir, y todas las siguientes, se incluye en el àrbol deco­
rado como una nueva propiedad, cuyo nombre genérico es TBASE (de Translated BASE). Asi que, en 
el nodo correspondiente a 'a llow ', N8, tenemos ahora un nuevo rasgo (TBASE . "reconocer"), como 
se puede observer en la representaciôn parcial de la Figura 42.
N8;-((SEGTYP2 . VERB) (STR . "allow") (BASE . ALLOW) (NODENAME . VERBl) 
(OBJTPREP FOR OF) (ISAHEAD . 1) (TRAN . 1) (DITRAN . 1) (P-NUM . PLUR) 
(TENSE . PRES) (TBASE . "recoiwcer"))
Figura 42. Asignaciàn de la traducciôn de 'allow'. The seven dwarfs allow that Snow-White made them happy 
for years '
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Falta comentar que el sistema mantlene una tabla hash con los resultados (sin evaluar) de 
todos los accesos al diccionario. Esta tabla se consulta en ACCESS-BIDICT, antes de comunlcarse 
con los procedimientos extemos, de forma que si una palabra ya ha sido consultada alguna vez 
durante la sesiôn no es necesario repetir el proceso, leyéndose su definiciôn directamente de la 
tabla. Cada lectura de la misma definiciôn puede dar lugar a traducciones diferentes, ya que las con­
diciones varian en cada caso (WORDNODE, TESTNODE y el propio àrbol pueden ser distintos).
El siguiente constituyente que se traduce es NPl; "The seven dwarfs’ , comenzando con "dwarfs', 
que es el nûcleo. El acceso se realiza con la base de la palabra, que PEG ha sabido identificar 
correctamente como 'd w a rf. En este caso la traducciôn es uno-a-uno, y se ha determinado que sea 
'enan ito '. 'The ' y 'seven' también se traducen directamente.
Tree P rint ($TR19) Feature- (TBASE) Max. Depth- 6 
reconocer
el siete
el s iete enanito reconocer
Figura 43. Transferencia Léxica (1). "The seven dwarfs allow that Snow-White made them happy for years.'
El àrbol que tenemos traducido en estos momentos aparece en la Figura 43, donde se puede 
apreciar cômo la traducciôn se propaga a otros nodos que dominan a los traducidos. Los nodos que 
aijn no han recibido traducciôn permanecen vacios.
Siguiendo el recorrido de izquierda-a-derecha por los nûcleos de cada nivel, el siguiente nodo 
que se traduce es el correspondiente a 'made', N13 en la Figura 40 en la pàgina 148. Desde el 
sistema se accede al diccionario de la forma que ya se ha descrito, con la base correspondiente, que
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PEG identifica correctamente como 'make'. La definiciôn de este vertxj que se encuentra es la que 
se representô en el apartado anterior, y que recordamos era;
make VERB
((F-OBJ '(ou t • • ) )  ■distinguir*)
((F-OBJ '(up • • ))
((C-ASPECT '(PASSIVE))
(G-FEAT -NONACTIVE)(G-STATE)(G-CC 'PP '(o f "por")) -componer*) 




((S-FCHANGE '((OBJ PREPC ’ de*))) -hacer*))
((P-PSMODS -PREDADJ)
((M-IS '(ready • •))  "preparar")
("hacer"))
((P-PSMODS -INFCL)(S-INFNP) (G-FLEX '(VERB 0)) '("o b liga r" "a")) 
((M-FEAT -MONEY) "ganar")
((M-IS ' (mistake "e rro r")) "cometer")
((F-CC -PP '( in to  "en"))(G-FEAT -CLITIC) "convertir")
((G-FEAT -NONACTIVE) (G-STATE) "hacer"))
((F-CC -PP - (a fte r " " ) )  "seguir")
((F-CC -PP '( fo r  "a"))
((M-FEAT -PL) (G-FEAT -CLITIC) "d ir ig ir " )
("co n trib u ir"))
((F-CC -PP '(towards "a")) (G-FEAT -CLITIC) "d ir ig ir " )
((P-PTC - (away "" ) )  (G-FEAT -CLITIC) "escapar")
((P-PTC -(o ff "") ) (G-FEAT -CLITIC) "escapar")
((P-PTC -(out •" ))  (G-FLEX - (VERB 0)) '( " s a li r "  "bien"))
((P-PTC - (up "" ) )  (G-CC -PP -(fo r "") ) "compenser")
("hacer")
En el momento de accéder, tanto TESTNODE como WORDNODE estàn situados en N13. Las dos 
primeras decisiones, que verifican la existencia de objetos directos preposicionales, dan resultado 
negativo. de manera que llegamos a la tercera, F-OBJ simple. El resultado de ésta es afirmativo, y 
TESTNODE pasa a situarse en lo que està identificado como el objeto del vertx) que, como puede 
verse en la Figura 37 en la pàgina 145 y en la Figura 40 en la pàgina 148, es el NP 'them happy for 
years', que corresponde al nodo N14.
Este anàlisis admite variaciones, pudiendo ser que lo ùnico que se identificase como objeto 
fuese 'them '. En cualquier caso aunque el anàlisis variase la entrada del verbo seguiria siendo 
vàlida, por construcciôn de nuestro formalismo.
Ahora, con TESTNODE en el objeto, se plantea otra bateria de condiciones que es necesario 
resolver para llegar a la traducciôn. La primera està representada por la primitiva P-NP. Las deci­
siones de tipo P cuestionan la presencia en la oraciôn de determinados constituyentes en el piano
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sintàctico, no en el funcional. En concreto, P-NP darà un resultado afirmativo si el siguiente constitu­
yente por la derecha del TESTNOOE actual, obviando adverbios, es un NP cualquiera. SI fuera el 
caso, TESTNOOE pasaria a posicionarse en éste. El resultado es sin embargo negativo, asi que se 
pasa a evaluar la siguiente condiciôn, que està representada por P-PSMOOS.
P-PSMOOS, que decide sobre los PoStMODificadores del TESTNODE, requiere un paràmetro que 
indica el tipo de éstos que ha de decidirse. En este caso el paràmetro es PREDADJ, abreviatura de 
PREDicative ADJective (Adjetivo Predicative).
Se puede pensar que P-NP y P-PSMODS son semejantes desde el punto de vista lôgico, ya que 
ambas deciden sobre la existencia de postmodificadores del TESTNODE actual. Efectivamente, quizà 
convenga unificarlas en una ûnica primitiva parametrizada, al estilo de la P-PSMODS actual, y no hay 
ninguna razôn para no hacerio. Histôricamente P-NP es anterior, y cuando se creô todavia no nos 
habiamos enfrentado con los casos que luego se resuelven con P-PSMODS. Estos casos (ver la lista 
de paràmetros posibles en el Apéndice A, "Notaciôn" en la pàgina 135) corresponden siempre a un 
tipo de constituyentes cuyo anàlisis résulta equivoco o ambiguo para PEG, que sistemàticamente los 
incluye como complementos del constituyente que les precede. Por esta razôn el anàlisis difiere 
(desde el punto de vista de PEG) del que seria deseable. P-PSMODS tiene en cuenta esta situaciôn y, 
puesto que es un hecho sistemàtico, se puede abordar realizando la bûsqueda del postmodificador 
requerido entre los postmodificadores hijos del TESTNODE en vez de entre los hermanos. Segùn 
PEG vaya analizando estos casos con mayor precisiôn, P-PSMODS podrà ir  evolucionando, sin nece- 
sidad de modificar las entradas que ya estén realizadas, sôlo cambiando la ejecuciôn de la primitiva. 
En cualquier caso, la unificaciôn de P-NP con ésta no ofrece ningûn problema, y se han mantenido 
separadas ûnicamente por comodidad.
Volviendo al ejemplo, y teniendo en cuenta lo dicho anteriormente, es évidente que se reco- 
noce un adjetivo predicativo entre los postmodificadores del objeto: el hijo "happy for years' de N14, 
que, como puede verse en la Figura 41 en la pàgina 149 aparece marcado como (ISAPREDAOJ . 1) y 
corresponde al nodo N16. Por lo tanto el resultado es afirmativo y se pasa a evaluar la siguiente 
bateria de condiciones, posicionàndose de nuevo TESTNODE.
El que aparezca un PP, 'fo r years', como parte del adjetivo predicativo, aûn siendo incorrecto, 
es una situaciôn que se tiene en cuenta y se puede considérer, ya que este problema sobre la ambi­
gOedad de los PPs a la hora del anàlisis (ôQué nivel les corresponde?) es general y la soluciôn de 
PEG también es general, asociàndolos siempre al ûltimo nivel analizado.
Ahora se realiza una discriminaciôn acerca del tipo de adjetivo présente. Si éste es 'ready ', 
como por ejemplo en: 'they can make the program ready", la traducciôn tiene que se r "(ellos) 
pueden preparar el programa', eliminàndose el adjetivo, que no aparece en la traduccfon espafiola. 
En los demàs casos estudiados (habrà màs, aûn no detectados) el vertx) "make" se acaba tra- 
duciendo por el espaAol "hacer" y el adjetivo permanece también en la estructura.
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M-IS por lo tanto verifica la base del nodo en el que se encuentra TESTNODE. Dicha base es 
HAPPY y no READY, asl que se pasa a evaluar la siguiente condiciôn que résulta ser ya la traducciôn 
por defecto en este caso: ‘ hacer*. Asi que éste es el valor de la condiciôn asociada a los 
postmodificadores y, por lo tanto, de la asociada al objeto simple y también de la definiciôn total del 
verbo.
Como resultado de esta operaciôn se traduce la base de N9 y N13.
Los siguientes nodos en el proceso son N10 y N12: ' t h a f  y "Snow-White’ , cuya traducciôn es 
directe, siendo sus TBASEs respectives: "que" y "Blancanieves". Pasamos ahora al subérbol situado 
a la derecha del verbo.
En elemento màs a la izquierda de este subàrbol es el pronombre personal "them", cuya base 
es la forma principal del mismo: "they". Esta palabra nos de pie a comentar el tratamiento que se 
hace de los pronombres en el sistema. Aunque es discutible, parece ser que lo màs puro seria tra­
ducir los pronombres personales durante la transferencia base-por-base, es decir, "they" por "ellos", 
dejando la flexiôn del pronombre para la fase de generaciôn. Hoy por hoy sin embargo esto se hace ■ 
durante la fase de acceso al diccionario bilingue por razones de comodidad y modularidad, ya que el 
diccionario de que disponemos para la generaciôn no tiene unificados los pronombres personales 
bajo una forma base ûnica, y tendria que realizar esta flexiôn un môdulo ad hoc. Puestos en este 
caso, nos résulta màs sencillo utilizar los mecanismos de definiciôn de transferencias que nos pro­
porciona el formalismo del diccionario y, teniendo perfectamente definido el lugar donde se realiza 
esta operaciôn, poder eliminar la informaciôn superflua, simplificando las entradas, cuando ya no 
sea necesario. De todas formas, este principio no es general para todos los pronombres, baste com­
parer las entradas de "they" y, por ejemplo, "anybody":
 they PRON ------------------------------------------------------------------------------------------------------------------------
((F-IS 'SUBJ) "e lles")
((F-IS 'OBJ) (G-FEAT -CLITIC) "los") 
((F-IS -INDOBJ) (G-FEAT -CLITIC) 
((F-IS -PP) "e lles")
((& (F-OBJ) (M-SEG -PRON)) "se") 
(" le s ")))
("e lles "))
  anybody PRON





Se puede ver fàcilmente que las condiciones son de naturaleza completamente distinta y, mien* 
tras la determinaciôn de la forma correcte en el caso de los personales podria pensarse en hacerla 
en generaciôn, el tipo de operaciones que hay que realizar sobre el resto de los pronombres parece 
estar màs relacionada ton  la transferencia.
En el caso del ejemplo, al evaluarse la entrada de 'they", la mayoria de las condiciones que se 
contemplan tienen que ver con la funciân que asume el pronombre en la oraciôn. Si esté 
desempeAando la funciôn de sujeto, entonces la traducciôn es el pronombre personal sujeto en 
espaAol; si desempeAa la de objeto directo, la traducciôn es '/os ', indicàndose también que esta 
forma pronominal puede aparecer unida al verbo de manera clltica (por ejemplo: 'dà-se-los'). Es esta 
ultima la traducciôn que se obtiene.
Oespués se accede al nùcleo de N14, 'happy', que también tiene una ûnica traducciôn, como 
'fetiz'.
Y ahora sôlo queda ya el PP. En este lo primero que se traduce es. como siempre. el nùcleo: 
'years'. Esta palabra no tiene ninguna caractehstica especial, traduciéndose directamente por 
'a fios'. Para la preposiciôn 'fo r ' tenemos sin embargo varias posibilidades. aunque desde luego no 
todas todavia:
for PREP
((& (F-NOFPP 'NOUN) (M-FEAT 'THE)) "durante") 
("para"))
La primera de las condiciones es una condiciôn compuesta. es decir. el resultado sera afir- 
mativo si y sôlo si son afirmativas simultâneamente todas ias decisiones agrupadas por el que 
en este caso son dos: (1) que el nùcleo de la oraciôn preposicionai sea un nombre y (2) que dicho 
nombre tenga la caracteristica THE (TIME), marca de nombres que denotan unidades o etapas de 
tiempo. Mediante la primitiva F-NOFPP situamos el TESTNODE en el nùcleo del PP 'yea rs ' (aunque no 
definitivamente. dado el tipo de control), y mediante M-FEAT comprobamos que este tiene la marca 
requerida (ver NIS y N28 en la Figura 41 en la pagina 149). Al ser verdad ambas condiciones 'fo r"  
recibe inmediatamente la traducciôn 'duratrte'.
El ùnico nodo que nos quedaria por visiter es el correspondiente al punto final de la oraciôn. 
pero los signos de puntuaciôn no se consideran de manera especifica por el momento. de modo que 
con el acceso al diccionario ya ha finalizado lo que es la fase de transferencia léxica propiamente 
dicha. Por las caracteristicas de esta frase no es necesario realizar ningùn tipo de transformaciôn 
puramente estructural independiente del léxico. transformaciones que se llevarian a cabo mediante 
el proceso de transferencia estructural que mencionamos anteriormente. Por lo tanto. comienza ya 
la fase de generaciôn.
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Es principalmente para esta fase para la que se seleccionaron algunos de los rasgos de los 
registros que aparecian en la Figura 40 en la pàgina 148 y en la Figura 41 en la pâgina 149, corres- 
pondientes al àrbol decorado. Éstos son el numéro y la persona que, en general, se mantienen en 
inglés y espaAol. El género no ha sido seleccionado, ya que no aportaria ninguna informaciôn al no 
corresponder la taxonomia de géneros en inglés con la espaAola. Como veremos a continuaciôn, el 
género de las construcciones se resuelve con la informaciôn conseguida del diccionario de espaAol. 
al accéder a él con los nombres, parte de la oraciôn que détermina el género de sus modificadores 
(adjetivos. articulos, etc.).
Tree P rint ($TR19) Feature- (TBASE) Max. Depth- 6 
reconocer




el siete enanito reconocer que Blancanieves hacer los fe liz  durante aüos
Figura 44. Transferencia Léxica: resultado final (2). 'The seven dwarfs allow that Snow-White made them happy 
for years '
En la fase de generaciôn tiene lugar la flexiôn morfoiôgica de las palabras que aparecen como 
base en los distintos nodos. Para ello. como ya mencionamos en el Capitulo II de la memoria. se 
utiliza un diccionario del espaAol. LEXIS, que cubre una gran parte del léxico. Recordemos que la 
comunicaciôn con dicho diccionario. que se mantiene como un môdulo externo. al igual que en el 
caso de la transferencia o ei anàlisis. se establece por medio de una funciôn LISP. MORPHOLOGY, a 
través de un procedimiento especifico. MORPHOLOGY-ORIVER. El programa externo con el que se 
relaciona recibe una serie de paràmetros que dependen de la parte de la oraciôn de la palabra que 
se desea flexionar. En el caso del vert>o. para hallar la forma correcta es necesario proporcionarie 
no sôlo la base, sino también la persona, el numéro, el tiempo y el modo. Luego hay otros paràme­
tros que se manejan también desde este môdulo y gestionan algunas caracteristicas especiales.
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como son la negatlvidad o la presencia de cliticos. Por ejemplo, el verfoo "escapar" provenlente de 
una oraciôn tal como ' f  don't make away" se flexionarà como negativo y clltico, obteniéndose 
después 'n o ' 'm e ' 'escape'. De esta forma se puede manejar un ùnico nodo durante el proceso. 
que contiene toda la informaciôn necesaria.
En el ejemplo. se accede al diccionario espaAol y se flexionan correctamente las palabras. El 
à ito l sigue teniendo la misma forma que en la Figura 44 en la pàgina 156. pero ahora se ha incluido 
otro campa en los nodos traducidos. que llamamos TSTR (de Translated STRing'). La concatenaciôn 
de los TSTR de los nodos terminales queda:
Los siete enenitos reconocen que Blancanieves hizo les fe lices durante anos
Para el proceso de flexiôn morfoiôgica ha sido necesario determinar cuàles son las relaciones 
de regencia entre los distintos elementos de ta oraciôn. ya que ha de existir concordancia en género. 
nùmero y persona entre ellos. Estas relaciones pueden ser muy complicadas de detectar en algunas 
situaciones. sobre todo si existen pronombres relativos. En la Figura 45 se puede ver cuàles son en 
este caso (3P signifies tercera persona del plural y 3S tercera persona del singular).
enanitos(3P)
Blancanieves(3S)
los siete enanitos reconocen que los fe lices durante anos
Blancanieves hizo
Figura 45. Regencia en la oraciôn. The seven dwarfs allow that Snow-White made them happy for years.'
Otra de las funciones de la fase de generaciôn es reordenar el àrbol y crear o elim inar nodos 
para adecuar la estructura a las caracteristicas del lenguaje destino. del espaAol. En este caso lo 
que hay que hacer es reordenar la estructura para acomodar la situaciôn del pronombre objeto a la
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posiciôn que tiene habitualmente en espaAoi, antes del ve ito . La funciôn LISP que lleva a cabo esta 
tarea se llama GENTRAN-RULE, y es capaz de reconocer ciertos patrones sobre la estructura y reor­
denar sus nodos adecuadamente. Existen otras dos funciones semejantes que se ocupan de los 
casos ditransitivos (cuando existe objeto directo e indirecto). Al fmalizar esta fase, se recuperan del 
àrtx>l los TSTR de los nodos terminales para formar la oraciôn de saiida. Todavia es posible que 
haya que realizar alguna operaciôn màs, como la compactaciôn de los grupos 'a '+ 'e F —'a / ' o 
'de" +  'e / '= 'd e / ',  que son caracteristicos de la estructura màs superficial de la oraciôn y que no 
deben contraerse sobre el propio àrbol.
Y el resultado es:
Los siete enanitos reconocen que Blancanieves los hizo felices durante anos
Para term inât este ejemplo incluimos los tiempos de ejecuciôn (CPU) invertidos en los pro- 
cesos de transferencia y generaciôn, en la traducciôn de la oraciôn propuesta. No se han realizado 
todavia estadisticas sobre una muestra suficientemente significativa, puesto que no se pretendis 
optimizar el côdigo en esta fase del prototipo. La continuaciôn del proyecto supondrà, por supuesto, 
una revisiôn tanto del côdigo implementado como de los propios lenguajes de programaciôn, ya que 
LISP, aunque présenta muchas ventajas para el desarrollo de prototipos, puede no ser el màs ade- 
cuado para implementar sistemas de mayor envergadura.
Se ofrecen los resultados tanto para la ejecuciôn interpretada como para la compilada, obser- 
vàndose en este segundo caso una mejora notable. El tiempo total de traducciôn 
(anàlisis -htransferencia -F generaciôn), con LISP compilado y utilizando tablas Hash, es de 15.374 ms.
Figura 46. Tiempos de ejecuciôn en ms: LISP interpretado
S In tablas Hash 
(ms)
Con tablas Hash 
(ms)
Transferencia Léxica 2640 680
Transferencia 8974 4374
Generaciôn 7998 6130
Total T+G 16972 10504
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Figura 47. Tiempo* de ejecuciôn en ms: USP Compilado
SIn tablas Hash 
(ms)
Con tablas Hash 
(ms)
Transferencia Léxica 1665 94
Transferencia 3873 580
Generaciôn 6889 2794
Total T + G 10762 3374
.  1 6 0 -
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4.3 Anàlisis de aigunos casos con el verbo MAKE
Mediante la aplicaciôn en MENTOR del modelo de representaclôn de Informaciôn bilingOe 
expuesto se ha podido resolver un conjunto de problèmes de transferencia muy amplio. Aunque ya 
se ha comentado en algunas ocasiones cômo se pueden utilizar determinadas primitivas. pensamos 
que résulta interesante examiner aigunos casos en detalle.
En este apartado presentamos la bateria compléta de oraciones que se han utilizado en las 
pruebas para la traducciôn al espaAol del verbo ’ make', seAalando, en los casos en que no se haya 
llegado a la traducciôn correcta, cuàl es la razôn. De entre estas oraciones se han seleccionado 
algunas que ejemplifican casos complejos o interesantes y que se analizan en mayor profundidad.
• Ejemplo 1:
(4-1) ' I  allow that I made a mistake.'
(4-1t) 'Yo reconozco que yo cometl un error
• Ejemplo 2:
(4-2) 'We will make a new function '
(4-2t) 'Nosotros haremos una nueva funciôn.'
• Ejemplo 3:
(4-3) 'This table is made of wood.'
(4-3t) 'Esta tabla esté hecha de madera.'
• Ejemplo 4:
(4-4) 'He makes $200 a week.'
(4-4t) 'E l gana $200 por semana.'
• Ejemplo 5:
(4-5) 'He made a terrible mistake.'
(4-5t) 'E l cometiô un error terrib le.'
• Ejemplo 6:
(4-6) 'You should make the previous function a new too l.'
(4-6t) 'Listed deberia hacer de la funciôn previa una nueva herramienta.'
• Ejemplo 7: Anàlisis incorrecte (ver comentarios)
(4-7) 'They w ill make her president.'
(4-7t) 'Ellos haràn su présidente.'
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• Ejemplo 8:
(4-8) 'They w ill make him president.'
(4-8t) 'E llos le nombraràn présidente.'
• Ejemplo 9:
(4-9) 'They always make the program ready.'
(4-9t) 'Ellos siempre preparan el programs.'
• Ejemplo 10:
(4-10) 'She made him happy.'
(4-10t) 'E lla le hizo feliz.'
• Ejemplo 11:
(4-11) 'The circumstances made him write a new book.'
(4-111) 'Las circunstancias le obligaron a escribir un nuevo lib ro .'
• Ejemplo 12:
(4-12) 'This coliection of functions has been made into a new program.'
(4-121) 'Este conjunto de funciones se ha convertido en un nuevo program s.'
• Ejemplo 13:
(4-13) ' I f  the system makes out what should be done, you may call i t  inte lligent.'
(4-131) 'S i ei sistema distingue lo que deberia hacerse. usted puede llamarlo inteligente.
• Ejemplo 14:
(4-14) '  I f the system makes out the results, you may call it inte iligent.'
(4-141) 'S i el sistema distingue los resultados, usted puede llamarlo inteligente.'
• Ejemplo 15:
(4-15) 'These are the components which make up the system.'
(4-151) 'Estos son los elementos que componen el sistema.'
• Ejemplo 16:
(4-16) 'The group was made up of four people.'
(4-161) 'El grupo estuvo compuesto por cuatro personas '
• Ejemplo 17:
(4-17) 'The car is only made up of tubes and wheels.'
(4-171) 'El coche solamente esté compuesto por tubos y ruedas.'
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• Ejemplo 18:
(4-18) 'You can 't make away easily.'
(4-181) 'Usted no puede escaparse fàcilmente.'
• Ejemplo 19:
(4-19) 'H e made for California.'
(4-191) 'É1 se diriQib a CAUFORNIA.'
• Ejemplo 20:
(4-20) ' I f  the demo makes out, the rest w ill be easy.'
(4-201) 'S I la demo sale bien, el resto serà fàcil.'
• Ejemplo 21:
(4-21) 'Th is w ill make up for the previous opportunities.'
(4-211) 'Esto compensarà las oportunidades previas.'
Como puede verse los resultados son altamente satisfactorios, y. siempre que el anàlisis sea 
correcto se puede asegurar una buena traducciôn. Por otra parte, el procedimiento intemo de las 
primitivas se ha diseftado de modo que sea posible 'recuperar* aigunos errores, imprecisiones o 
ambigOedades del anàlisis mediante el reconocimiento de ciertos patrones especificos en cada caso. 
Esta posibilidad se comenta en detalle en el desarrollo del ejemplo 11; 'The circumstances made him 
write a new book'.
Eiemolo 3: 'Th is  table is made of wood"
En este caso ha de reconocerse el uso transitivo del verbo y, por lo tanto, la existencia de un 
objeto directo en la estructura funcional. Sin embargo, no se verifica ninguna de las condiciones
sobre el objeto o sus modificadores que se especifican en la entrada, as! que nos encontramos en la
traducciôn 'p o r defecto' para el caso transitivo simple, que es lo correcto.
(4-3) This table is  made of wood.
(4-3t) Esta tabla esté hecha de madera.
Se ha seleccionado esta oraciôn parque en ella se utilizan dos de las primitivas de acciôn del 




♦> ((6-FEAT •NONACTIVE) (G-STATE) "hacer")))
Como ya se ha mencionado, la generaciôn es la fase del prototipo que esté menos estudiada y 
aûn no se han establecido criterios detallados en todos los casos. En el apartado *2.2.3 La 
Generaciôn’  en la pâgina 50 se han comentado cuàles son los criterios que se utilizaban para el 
tratamiento de las oraciones pasivas en el momento de la generaciôn, siendo éstos los siguientes;
• en principio se genera 'ser*, salvo que se indique lo contrario,
• todas las oraciones pasivas se generan como pasivas reflejas, salvo que se indique lo contrario.
Precisamente la funciôn que tiene G-STATE es marcar las excepciones al caso primero, y la 
marca NONACTIVE, incluida mediante G-FEAT, las excepciones al segundo.
Desde que se tomô esta decisiôn se ha experimentado, creando nuevas entradas y suele 
suceder que ambas funciones van generalmente asociadas. Podriamos entonces pensar en aunar 
sus efectos, de manera que, par ejemplo, siempre que se indique G-STATE no tenga lugar la 
reflexivizaciôn.
Eiemplo 6; "You should make the previous function a new tool*
Esta oraciôn se ha elegido porque en ella se da una de las traducciones del vert»} 'm ake' que 
provoca el cambio de la funciôn sintàctica de uno de los constituyentes en el proceso de transfe­
rencia léxica. Para ello se utiliza la primitiva de acciôn S-FCHANGE. Esta primitiva se mueve en el 
campo de las estructuras funcionales y no actua directamente sobre las variables TESTNODE o 
WORDNODE, sino sobre los constituyentes que varian, haciendo que estos adopten ia nueva funciôn 
que les corresponde.
En este caso se indica que si es ésta la traducciôn seleccionada, el objeto directo se convierte 




((S-FCHANGE '((OBJ PREPC "de"))) "hacer")))
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En los àrboles de anàlisis (siguiente figura) podemos ver que PEG nos proporciona dos àrboles 
de anàlisis posibles, siendo el correcto el segundo de ellos. La razôn es que en el primero se ha 
considerado ’ function’  como el infinitivo del verbo. mientras que en el segundo se trata como 
nombre. En el original inglés la segunda lectura es claramente la preferida, aunque la primera pueda 
ser sintàcticamente correcta. Por lo tanto nos encontramos con un caso en el que es necesario intro- 
ducir màs conocimientos lingüisticos en la fase de anàlisis para poder llegar a determinar el sentido 
correcto de la oraciôn. Las traducciones obtenidas en amt>os casos, con ios dos anàlisis, son :
(4-6) You should make the previous function a new too l.
(4 -6 tl) Usted deberia ob liger al anterior a funcionar una nueva herramienta.
(4-6t2) Usted deberia hacer de la funciôn previa una nueva herramienta.
You should make the previous function a new tool







? INFCLl VERB3* "function*
NP3 DET2 ADJ3* "a* 
AJPl ADJ4* "new* 
NOUNl* "too l*
PUNCl "
















Figura 48. Ejemplo 6; drboles de anàlisis proporctonados por PEG. "You should make the previous function a 
new tool."
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Elemplos 7/8; "They will make her/him president*
Estas oraciones se han escogido para poner de manifiesto aigunos casos en los que se puede 
llegar a traducciones errôneas, no por causa del proceso de transferencia léxica, ni de la definiciôn 
de una entrada, sino por problemas en el anàlisis que a primera vista no son évidentes. Esa es la 
situaciôn que se nos presentô, después de définir y comprobar la entrada de 'make', cuando en la 
bateria de prueba se nos ocurriô utilizar el pronombre femenino "her" en vez de nombres propios o 
pronombres masculines como se habia hecho manualmente.
El resultado nos sorprendiô porque no existia ninguna razôn para esa diferencia, pero la res- 
puesta es relativamente sencilla: este caso es ambiguo ya que ‘ her" puede ser tanto adjetivo pose- 
sivo como pronombre personal, y ambas posibilidades dan lugar a oraciones con sentido. Por otra 
parte, PEG da como màs probable el anàlisis en el que ’ her" actûa como adjetivo, asi que de la 
oraciôn 'en femenino' obteniamos;
(4-7) They w ill make her president.
(4-7t) Ellos harân su présidente.
que, aunque queda extraAo, résulta sintàcticamente correcto.
De la oraciôn 'en masculine' obteniamos el resultado correcto:
(4-8) They w ill make him president.
(4-8t) Ellos le nombrarén présidente.
Los anàlisis obtenidos pueden verse en la Figura 49 en la pàgina 167.
La oraciôn (4-7) es en cierto modo ambigua, aunque està Clara cuàl es la lectura preferida o 
màs probable. Para poder resolver esta ambigyedad serian necesarias una de dos:
1. que PEG diera como preferido el segundo anàlisis,
2. que se permitiera transferir no sôlo el primero, sino todos los àrboles disponibles, seleccionando 
luego el preferido, que deberia ser asimismo el segundo.
En cualquier caso, lo lôgico es que se de la primera soluciôn; esto implica que ei diccionario 
monolingue utilizado durante el anàlisis ha de enriquecerse no ya sôlo con rasgos semànticos sino 
con algûn tipo de medida 'de peso' que se adjudicase a determinadas ocurrencias o combinaciones 
de palabras.
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They w ill make her president .
DECLl NPl PRONl* •they*
VPl VERBl* •w ill*
VERB2* •make*
NP2 OETl ADJl* *her*
NOUNl* •president*
PUNCl
DECL2 NP3 PRONl* •they*





r w ill make him president .
DECLl NPl PRONl* •they*





Figura 49. Ejemplos 7/8; àrbolea de aniiisia pnsporcionadoa por PEG. They will make her/him president*
Eiemplo 11: "The circumstances made him write a new book*
Esta oraciôn se ha elegido para ejemplificar cômo mediante la adecuada elecciôn y definiciôn 
de las primitivas del diccionario bilingOe se pueden resolver aigunos problemas que tienen que ver 
con el anàlisis del inglés. En esta ocasiôn se trata de un problème de ambigOedad que PEG aûn no 
sabe cômo resolver, como es el nivel al que se relacionan las oraciones de infinitivo. INFCL, con la 
oraciôn principal. Esta ambigOedad se puede observer en la Figura 50 en la pàgina 168.
En esta oraciôn es importante el uso transitivo del verbo y también la presencia de una INFCL 
postmodiflcàndolo, de manera que, definiendo asi la entrada, el lexicôgrafb no necesita ser cons­
ciente del problems de anàlisis que hemos referido, encargàndose P-PSMOOS de considérer las dis­
tintas posibilidades. Es decir, el conocimiento/dependencia de la gramàtica inglesa se introduce en 
el côdigo de las primitivas, no en lo que 've* el usuario.
168
the circumstances made him write a new book .




? INFCLl VERB2* "w rite"
NP3 DET2 ADJ2* a" 
AJPl A0J3* "new" 
N0UN2* "book*
PUNCl
Figura 50. MAKE: anàlisis ambiguo. The circumstances made him write a new book*
make VERB: 'obligar a*
((F-OBJ)
((P-PSMODS ■INFCL)(S-INFNP) (G-FLEX ' (VERB B)) •(-ob liger* *a*))
La traducciôn que se obtiene es la correcta:
(4-11) The circumstances made him write a new book.
( 4 - l l t )  Las circunstancias le obligaron a escrib ir un nuevo lib ro .
Eiemolo 12: "This collection of functions has been made into a new program*
Con este ejemplo lo que se pone de manifiesto es cômo los complementos circunstanciales, de 
caracteristicas muy diferentes a los complementos que se han examinado hasta ahora (objetos 
dlrectos, p e ). pueden también determinar las traducciones de otros elementos de la oraciôn. En 
este caso, et factor discriminante es la presencia de un complemento preposicionai. detectado 
mediante la primitiva F-CC.
make VERB: 'convertir*
((F-OBJ)
((F-CC 'PP '( in to  *ei»*))(G-FEAT 'CLITIC) "convertir*)
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Asi podemos traducir correctamente esta ocurrencia de ’ make’  como ’ convertir', en vez de 
asignar la traducciôn por defecto que es ’ hacer':
(4-12) This co llection of functions has been made in to  a new program.
(4-12t) Este conjunto de funciones se ha convertido en un nuevo programa.
Eiemplo 17: "The car is only made u p  of tubes and wheels "
Esta oraciôn se tia elegido para explicar cômo se atiordan mediante el tormalismo expuesto los 
casos de verbos frasales transitivos. Este tipo de verbos es de alguna manera sim ilar a los preposi- 
cionales transitivos (en los que la preposiciôn introduce el objeto directo) y, aunque en algûn 
momento se pensô en utilizer primitivas diferentes para ambos, llegamos a la conclusiôn de que esto 
no era necesario. puesto que implicaria que el lexicôgrafo que introduzca las entradas del diccio­
nario siempre fuese consciente de las caracteristicas (frasales o preposicionales) del veibo. origi- 
nando a veces complicaciones innecesarias. Pensamos entonces que podria bastar con proporcionar 
las primitivas adecuadas para que se pudiese determinar la actuaciôn del verbo en los casos transi­
tivos. cuando ademàs ei verbo viene acompaAado de una preposiciôn o particula en general, trente a 
los transitivos puros.
Se dispone para esto de la primitiva F-OBJ. F-OBJ puede admitir un paràmetro que indique 
qué particula o preposiciôn se requiere que acompaAe al objeto directo.
 make VERB: 'componer*
((F-OBJ '(up ■•))
((C-ASPECT '(PASSIVE))
(G-FEAT 'NONACTIVE)(G-STATE)(G-CC 'PP '(o f  "por')) "componer-)
En el caso de que se proporcione el paràmetro en la llamada, F-OBJ intemamente considéra 
las dos posibilidades; frasai o preposicionai. en funciôn de las caracteristicas de los àrboles o grafos 
que créa el analizador. En la versiôn utilizada de PEG. el anàlisis para los frasales créa un nodo 
ligado mediante los registros al verbo. pero con entidad propia. Para los preposicionales. lo que se 
créa es un PP en el que la preposiciôn es la que està relacionada con el veibo, y dicha relaciôn se 
refleja también a través de los registros. Sin embargo, con otro analizador podrian darse otras 
posibilidades. Por ejemplo. podria no aparecer explicitamente ninguno de los nodos (preposiciôn o 
particula) y sôlo mantenerse algûn indicativo en el registre del verbo. que indicara esta situaciôn. En 
la Figura 51 en la pàgina 170 se indica. en el registre de la oraciôn. dônde aparece explicitamente la 
indicaciôn de particula.
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the car is  only made up of tubes and wheels













STR * the car is  only made up of tubes and wheels*
COPYOF VP2 *the car is only made up of tubes and wheels'
BASE 'MAKE'
INDIC SING PRES PASSIVE CAUSTO CMPXTRAN PERS3
SENTYPE 'OECL'
TOPIC NPl *the car*
PARTICL PREP2 "up"
NODENAME 'DECLl'
Figura 51. MAKE fraaal: indicaciôn en los registres. The car is only made up of tubes and wheels'
En este caso también se especifica cômo ha de traducirse la preposiciôn ‘ o r  si aparece intro- 
duciendo algûn postmodificador en vez de traducirse por la preposiciôn espaAola 'd e ' ha de tradu­
cirse por 'por*. Aunque la traducciôn de la preposiciôn podria también pensarse en hacerla desde 
la propia preposiciôn, parece més lôgico realizaria cuando nos encontramos en el verbo. ya que en 
este caso la traducciôn de dicha preposiciôn viene determinada por la traducciôn concreta del veibo. 
El algoritmo que contrôla el proceso de acceso al diccionario no intentarà traducir posteriormente 
aquellos constituyentes que ya hayan sido tratados.
La traducciôn que se otrtiene es;
(4-17) The car is  only made up of tubes and wheels.
(4-17t) El coche solamente esté compuesto por tubos y ruedas.
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Eiemolo 18; "You can't make awav easily"
Este caso es parecido al anterior en cuanto que el veibo tiene igualmente caracteristicas 
frasales, sôlo que ahora no actua como transitivo.
Frente a los casos transitivos que, como ya vimos, estàn centralizados tanto para preposicio­
nales como para frasales mediante la primitiva F-OBJ, tenemos el caso de los frasales intransitivos, 
que se definen a través de la primitiva P-PTC, que requiere una particula como paràmetro.
make VERB: "escaper*
♦ ({P-PTC '(away ■•)) (G-FEAT 'CLITIC) "escapar’ )
Mediante la introducciôn de la caracteristica CLITIC se indica que esa forma del verbo es 
reflexive, y como tal ha de generarse en la ultima fase del proceso de traducciôn.
Si PEG dispone de la informaciôn correspondiente que indique que esa particula puede ir aso- 
ciada al verbo, entonces en los registros encontramos la misma informaciôn que en el caso anterior 
(indicaciôn de la particula) y el âibol de anàlisis es también similar. Pero también puede suceder 
que PEG no disponga de la informaciôn necesaria y, por io tanto, no pueda identificar la particula (en 
esta oraciôn el adverbio 'aw ay') como tal. Para poder aborder estas situaciones se han introducido 
criterios heuristicos, que permiten que la primitiva P-PTC no sôlo detecte la estructura estàndar (PP 
(PTC)) que se veia en el ejemplo anterior, sino otro tipo de constituyentes que son también vàlidos 
desde el punto de vista funcional. Este es el caso que se nos présenta en esta oraciôn, donde 'aw ay' 
se analiza como (AVP (ADV)).







Figura 52. MAKE frasai; aproximaciôn. *You can't make away easily*
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P-PTC identifica la particula y la traducciôn qua se obtiene es la correcta, siendo el mecanismo 
Intemo transparente al lexicôgrafo:
(4-18) You can't make away easily.
(4-18t) Usted no puede escaparse f&cilmente.
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4.4 Entradas y Primitivas: Evoiuciôn
El total aproximado de entradas que hay en estos momentos en el diccionario bilingOe es de 
1.200. En la Figura 53 en la pâgina 174 se resumen aigunos resultados clasificados por parte de la 
oraciôn: numéro de entradas, porcentaje sobre el total, subconjunto de éstas que son entradas com­
plétas y su porcentaje dentro de cada grupo (entendemos por 'com plejas' aquellas entradas en las 
que es necesario utilizar alguna primitiva para obtener traducciones correctes).
Aunque el diccionario se puede considérer pequeAo todavia, los resultados que se presentan 
nos dan idea de cuàl serà probablemente su evoiuciôn. En principio, es de suponer que la mayoria 
de las entradas que contenga sean nombres. Éstos seràn simples en su mayoria, y no porque no 
existan nombres ambigOos (homôgrafos, p.e ), sino màs bien porque los que existen son en gran 
medida irresolubles en el momento actual, ya que dependen fuertemente del contexto semàntico 
global del texto y no sôlo del entomo de la oraciôn. En muchos casos, desambiguar entre uno u otro 
significado depende del conocimiento del mundo de que esté provisto el sistema.
Los nombres que si se pueden desambiguar actuaimente son aquellos en los que la clave de 
los distintos sentidos se puede encontrar en el entorno sintéctico: pertenencia o no a PPs de un tipo 
u otro, caracteristicas de sus premodificadores y/o  postmodificadores, etc. De esta manera se ha 
podido abordar en muchos casos la traducciôn de palabras tan complicadas como ‘ time’  o ‘ way’ .
La situaciôn de los adjetivos es sim ilar a la de los nombres, dado que muchas veces la traduc­
ciôn de éstos depende de la de los propios nombres a los que modifîcan, y hay que conseguir que 
ambas sean coherentes. Las primitivas que se utilizan en las entradas de adjetivos son princi­
palmente de tipo G (Generaciôn), y sirven para indicar caracteristicas taies como el orden preferido 
(antes o después del nombre) o tipo de Hexiôn, en et caso de que se transfieran como un compie- 
mento del nombre (p.e. ‘ return parameters’  que se traduce como ‘paràmetros de retomo’ ). Cuando 
la traducciôn depende del nombre al que acompaAan se utiliza la primitiva F-NOFADJ y, una vez en 
el nombre, puede hacerse uso de todas las habituates para esta parte de la oraciôn.
Tenemos por otra parte el conjunto de adverbios, que puede considerarse précticamente 
cerrado. En los adverbios complejos las prim itivas que se utilizan son acciones de tipo S (Estructu- 
rales), S-TBASES concretamente, y aigunas de tipo G (Generaciôn). En la mayoria de los casos se 
trata de indicar las dos posibilidades (terminaciôn en ‘ -mente’  o perifrasis adverbial) y el orden pre­
ferido a la hora de la generaciôn (antes o después del verbo o del adjetivo). Las transferencia de 
conjunciones no ha sido estudiada exhaustivamente, pero es de esperar que no sea muy problemâ- 
tica; nuestra experiencia indica que el conjunto que manejamos actuaimente es ya bastante amplio, 
y las traducciones correctes.
Las preposiciones y  los verbos son quizâ las partes de la oraciôn més complejas. En verbos se 
ha trabajado intensamente y, hoy por hoy, el conjunto de primitivas desarroilado resuelve ade-
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cuadamente la mayoria de los casos, aunque, por supuesto, seré necesario desarrollar otras que 
resuelvan casos que aûn no se nos hayan presentado. Las preposiciones son también enormemente 
complejas, habiéndose trabajado menos con ellas que con los vert>os; aunque se han desarroilado 
ya dos primitivas especificas que deciden sobre el nùcleo del PP donde se incluye la preposiciôn, 
F-NOFPP, y el constituyente al que afecta dicho PP, F-MODHEAD. Como muchas de las traducciones 
de las preposiciones tienen que ver con alguno de estos dos elementos, existen ya casos complejos 
que se pueden abordar con cierta facilidad (ver las descripciones de ' in ’  y ’ to’  en el Apéndice D, 
“Algunas entradas complétas’  en la pégina 209).
Figura 53. Resultados sotxe las entradas
V (Pro)N Adj Adv C Prep
Entradas 176 438 291 151 36 46
% Total 15% 38% 26% 13% 3% 4%
Complejas 39 25 34 80 1 24
% Complejas PO 22% 6% 12% 53% 3% 52%
En cuanto al tiempo que se utiliza en la definiciôn de una nueva entrada, éste varia conside- 
rablemente dependiendo de su complejidad, y puede oscilar entre unos segundos, para las traduc­
ciones inmediatas o uno-a-uno, y hasta 10 o 12 horas para las màs complejas de las estudiadas. 
Dentro de las complejas existen tlpos, es decir, hay entradas que intemamente tienen la misma 
estructura; lo que significa que se puede utilizar el 'esqueleto ' ya pre-hecho para ûnicamente relte- 
nario con la informaciôn de la nueva voz. De esta manera es de prever que se gane tiempo en las 
actualizaciones. Un ejemplo tipico de esta situaciôn son los de verbos que sôlo tienen un uso transi­
tivo simple y uno intransitivo, y que en espaAol dan lugar a su vez a un transitivo y a un intransitivo 
pronominal (p.e. ’ devolver’  y 'vo/verfsej' de ’ return’ ].
Para finalizar el conjunto de resultados hemos resumido en la siguiente figura cuàles son las 
primitivas que se han utilizado de hecho en las entradas, segûn la parte de la oraciôn. Con esta 
tabla se proporciona una informaciôn de naturaleza empirica, que es ûtil para la reaiizaciôn de 
nuevas actualizaciones o para profundizar en cuàles son los factores de discriminaciôn de los dis­
tintos sentidos de las palabras.
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Ttgura 54. Primitivas Utilizadas
Verbos Preposiciones (Pro)Nombres Adjetivos Adverbios
C-ASPECT C-ASPECT C-ASPECT F-NOFADJ C-ASPECT
F-CC F-MOOHEAO C-TYPE M-FEAT











S-COMPL S-INFNP S-INFNP G-FEAT G-FEAT
S-FCHANGE G-FLEX G-SETVERB G-FLEX G-FLEX










El trabajo que se ha descrito en la présenté memoria se enmarca dentro de un proyecto de 
construcciôn de un prototipo multilingOe de traducciôn automàtica que comenzô en 1987 y que se 
proponia abordar la traducciôn de inglés a cuatro lenguas meta: espaAol. hebreo, portugués y finés. 
El dominio de las traducciones estaba en principio restringido a textos técnicos de informàtica 
(manuales de IBM), y el trabajo particular sobre cada una de las lenguas meta se realizaria en cada 
pais independientemente, siendo uno de los objetivos prioritarios la experimentaciôn exhaustiva en 
la representaclôn y determinaciôn de las equivalencias léxicas entre los distintos idiomes.
Este prototipo implements el modelo de transferencia, como muchos de los sistemas que se 
encuentran actuaimente en estado de comercializaciôn o desarrollo (METAL de Siemens, EUROTRA 
de la CEE, etc...), donde la fase de anàlisis del idiome origen es compartida y ùnica para todas las 
lenguas terminales, que hacen uso del mismo analizador y del mismo diccionario de anàlisis. La fase 
de generaciôn es particular de cada idiome y todavia està en un estado muy experimental en todos 
los grupos que trabajan en el proyecto.
En cuanto a la fase de transferencia, en cada grupo se ha investigado sobre distintos modek» y 
mecanismos, de los cuales hemos presentado el formalismo para el diccionario bilingOe que se ha 
desarroilado en el Centro de Investigaciôn UAM-IBM de Madrid para la traducciôn al espaAol. En 
esta fase llevamos a cabo tanto la transferencia estructural como la léxica entre el par de lenguas 
involucrado, potenciando esta ultima sobre la primera mediante los mecanismos descritos, que 
hacen recaer gran parte de las funciones de transferencia en las definiciones de las palabras y sus 
équivalentes, contenidas en un diccionario bilingOe. Dicho diccionario se encuentra estructurado de 
acuerdo con el formalismo que se ha presentado.
Con este enfoque nos adherimos a la tendencia actual de potenciar el protagonismo de las 
operaciones léxicas en los modelos de traducciôn automàtica. Relegar estas operaciones ha demos- 
trado no ser el camino màs adecuado, dado que aigunos de los problemas que la transferencia 
léxica lleva asociados estàn intimamente relacionados con transformaciones estructurales profundas 
en la oraciôn, transformaciones que no es conveniente realizar a posteriori, puesto que estàn 
realmente dirigidas por el léxico. En este sentido, ei formalismo que se ha presentado en esta 
memoria proporciona un marco adecuado para el desarrollo de las definiciones de los équivalentes 
léxicos entre palabras de diferentes idiomas, y està basado en el trabajo conjunto de un grupo 
interdisciplinar en lingüistica computacional, que ha examinado cuidadosamente los puntos de vista 
tanto de lexicôgrafos como de informàticos.
Al igual que en otros formalismos, para la descripciôn de las entradas se utiliza un modelo 
basado en listas (tipo LISP). En nuestro caso se deflniô asi por razones de comodidad, ya que éste 
era el entomo de programaciôn en el que estàbamos trabajando. Esta decisiôn no oblige o presu- 
pone que el modelo de diccionario asi definido sôlo pueda ser utilizado en este entorno, ya que el
178-
formalismo no es dependiente del lenguaje USP, y los datos ya definldos (las entradas del diccio­
nario) pueden ser fàcilmente utilizados en otros entomos de programaciôn. Para ello es necesario 
modificar el intérprete que se ha escrito para acceder a los datos. de manera que la expresiôn final 
de la entrada resuite la requerida en cada caso. Las primitivas que se ejecutan al invocarse las 
claves correspondientes en la definiciôn son absolutamente independientes de ia propia definiciôn. 
por lo que es posible cambiarlas en funciôn de:
1. las caracteristicas del entorno de trabajo (si se quiere implementar el modelo en otros entornos 
de programaciôn).
2 . las particularidades del analizador sobre cuyos resultados actuan (cambio el analizador o dife­
rentes versiones del utilizado).
En este sentido, se resaltan las caracteristicas perfectamente modulares del formalismo de definiciôn 
de informaciôn bilingOe presentado, caracteristicas que han contribuido sobremanera a demostrar su 
idoneidad para el desarrollo de sistemas complejos de PLN, como es el programa de traducciôn 
automàtica que se ha llevado a cabo.
Desde el punto de vista de los lexicôgrafos, el sistema de claves y sintaxis que se ha definido 
résulta ser sencillo de utilizar, puesto que se ha hecho especial hincapié en la precisiôn de los con- 
ceptos que las primitivas implementan. Por otra parte, la sintaxis definida por los simbolos de 
control es suficientemente sencilla, y a la vez versàtil, para ser utilizada por usuarios no familiari- 
zados con la programaciôn. Responder adecuadamente a estas dos necesidades era uno de nues- 
tros objetivos, ya que, una vez disefiados los mecanismos de declaraciôn, y su reflejo implementado 
en las funciones asociadas a las primitives, el diccionario se convierte en una herramienta bàsi- 
camente para lexicôgrafos: éstos han de encargarse, como especialistas, de la creaciôn de nuevas 
entradas y de la modificaciôn de las ya existantes. Sobre todo en los momentos iniciales, el trabajo 
directo que enfrenta a los lexicôgrafos con la herramienta diseAada es bàsico como fuente de detec- 
ciôn de errores, y se constituye en el vehiculo principal para conseguir una mayor adecuaciôn de las 
primitivas a las necesidades, màs matizadas, que se detecten. Es en esta interacciôn de donde han 
de surgir las claves nuevas que responderàn a los requerimientos lingOlsticos con los que todavia no 
nos hemos enfrentado. La determinaciôn de dichas claves darà lugar a la definiciôn de nuevas primi­
tivas (de acciôn o decisiôn) que se incorporaràn sin disrupciones a los conjuntos ya establecidos. De 
esta forma, apoyàndonos en el trabajo de los lexicôgrafos, la completitud de los conjuntos de primi­
tivas para el caso de transferencia que llevamos entre manos queda garantizada.
Durante el desarrollo de esta memoria nos hemos cefiido siempre al anàlisis del formalismo 
aplicado a la transferencia léxica entre inglés y espaAol pero, tal como està diseAado, éste résulta 
ser extensible a otros pares de lenguas en el sentido que se ha postulado en el Capitulo 3:
• las primitivas sobre la lengua origen (ingiés) cubren gran parte de las claves necesarias para la 
desambiguaciôn,
• las acciones, al estar enfocadas a la generaciôn del espaAol, pueden también utilizarse al trans­
ferir desde otros lenguajes.
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A este respecto se ha evaluado la reaiizaciôn de la transferencia léxica entre el inglés y el 
hebreo utilizando el formalismo descrito, habiéndose comprobado que el conjunto de prim itivas de 
decisiôn definido es en gran parte igualmente necesario. Esta verificaciôn ha permitido asimismo 
completar dicho conjunto con nuevas claves que no son précisas para la traducciôn al espaAol. 
Como ya se ha dicho, el que se trabaje para una LM u otra no modifica el conjunto de decisiones, 
pero enriquece los puntos de vista sobre la LO y, por lo tanto, contribuye a la completitud del con­
junto de claves de desambiguaciôn.
Fuera ya de las previsiones, en esta misma experiencia se examinaron las prim itivas de acciôn 
descritas para el espaAol, desde el punto de vista del hebreo. El resultado fue en cierto sentido sor- 
prendente, ya que, aunque no se da, por supuesto, la misma problemàtica para una LM y otra, el tipo 
de problemas que nosotros habiamos detectado tienen grandes similitudes en el caso del hebreo, 
por lo que parie de la estructura de nuestras primitivas (salvando los detalles) es asimismo transpor­
table. Pero la definiciôn de este conjunto para el hebreo requiere evidentemente la inclusiôn de 
acciones que no tienen sentido en nuestro caso. Para lenguas màs prôximas al espaAol, lenguas 
romances, es de esperar que los resultados sean aûn majores, ya que una parie de los problemas 
que las primitivas de acciôn resuelven seràn directamente aplicables.
El prototipo de traducciôn automàtica en el que se enmarca nuestro trabajo, al estar todavia en 
periodo de investigaciôn, présenta cierias carencias frente a otros sistemas que estàn bien estable­
cidos. En primer lugar, es necesario crear màs entradas, hasta llegar a un diccionario de transfe­
rencia léxica con la envergadura suficiente como para poder ser utilizado confiadamente en 
procesos reales de traducciôn. Un diccionario de estas caracteristicas se calcula que ha de poseer 
del orden de 10.000 entradas, que es un salto de magnitud frente al tamaAo del que actuaimente 
disponemos. Para poder superar este escalôn es necesario realizar un cambio cualitativo en el 
método de définir dichas entradas. Es decir, para que el requerimiento anterior se pueda llevar a 
cabo en un tiempo razonable es imprescindible profundizar en el desarrollo de las interfaces, tanto 
con el usuario final como con los lexicôgrafos que introduzcan los datos (al estilo de LOGOS, ALPS o 
SYSTRAN).
También séria conveniente introducir algûn tipo de codificaciôn en las entradas, de la misma 
manera que los sistemas que hemos citado anteriormente. La utilizaciôn de estos côdigos (àrea 
temàtica, frecuencia, etc.) evidentemente mejorarian el sistema, haciendo de fittro o medida de 
'peso' en aigunos casos.
En cuanto a la continuaciôn de este trabajo, a partir del que se està realizando actuaimente 
para el proyecto MENTOR, nos planteamos varias posibles perspecth/as de ampliaciôn del sistema.
En primer lugar, nos interesa estudiar la manera de realizar la extracciôn de la informaciôn 
bilingOe de manera automàtica. Algo se ha comentado sobre este tema a lo largo de la memoria y, 
aûn constatando su complejidad, résulta ser una évidente tentaciôn para este tipo de sistemas. Para 
ello, hemos comenzado una colaboraciôn con el grupo de lingüistica computacional del Centro de
ISO
Investigaciôn de IBM en Yohctown Heights, fruto de la cual se dispone ya de un primer anallzador 
autom itico de la Informadôn léxica contenlda en el dicclonario Collins inglés-espaAol. El siguiente 
paso, una vez que el anallzador se complete, serà adapter la informaciôn que se extraiga mediante 
este mecanismo a la estructura (primitives y simboios de control) del formalismo que hemos presen* 
(ado. Esto permitird incrementar rdpidamente el numéro de entradas contenidas en el dicclonario 
bilingOe, lo que nos permitird mejorar la calidad de los textos traducidos.
Nos planteamos también la posibilidad de incluir algun método para la gestiôn de los 
sinônimos de las traducciones de las palabras. En algunos casos, la elecciôn de una u otra traduc- 
clôn es un cuestlôn puramente estillstica que depende de las preferencias personales del traductor, 
por lo que la posibilidad de elegir entre varias traducciones quizd debiera dejarse a su criterio. Esta 
opciôn estd claramente relacionada con el diseAo de las interfaces del puesto de trabajo integrado 
para el traductor, que es otro de los aspectos del sistema que nos proponemos abordar.
Por otra parte, en el estado en que nos encontramos una de las primeras extensiones naturales 
del proyecto es la evaluaciôn rigurosa de las posibilidades de este formalismo en cuanto a su apli- 
caciôn a otros pares de lenguas. Como hemos mencionado, ya se ha evaluado con el par de 
lenguas inglés-hebreo con resultados excelentes. Nuestro prôximo objetivo serà incluir alguna de 
las lenguas romances, probablemente el par inglés-portugués, donde esperamos que las primitivas 
de decisiôn sean utiles en su casi totalidad y las de acciôn cuando menos muy semejantes.
En cuanto a las extensiones o majoras puramente computacionales, se esté considerando la 
posibilidad de trasvasar el sistema de traducciôn a estaciones de trabajo personales. Para ello es 
conveniente reprogramarlo, en parte o en su totalidad, en otro lenguaje de programaciôn que sea (1) 
màs transportable y (2) m is  ràpido. Desde estos puntos de vista pensamos que G puede ser el can­
didate idôneo. Esta reprogramaciôn no afectaria a los contenidos del dicclonario, aunque supondria 
la nueva formulaciôn de los programas asociados a las primitivas en el lenguaje de programaciôn 
elegido y en funciôn del anallzador que se utilizase. Aûn asi, ei trabajo no serà muy costoso puesto 
que su numéro es limitado.
Para terminar, mencionaremos que se ha comenzado a experimentar con la informaciôn léxica 
bilingüe que hemos formalizado con vistas al diseAo de un sistema de traducciôn con caracteristicas 
de programaciôn orientada a objetos. En este sistema el resultado del anàlisis, en vez de asimilarse 
a un àrt>ol decorado, séria una estructura jerarquizada de objetos con sus propiedades caracteris­
ticas. La funciôn 'traducir' se va a implementar como un mensaje que. al ser recibido por el objeto, 
provocarà el acceso al dicclonario para esa palabra y la posterior evaluaciôn de las condiciones de 
decisiôn, siendo la traducciôn el resultado final, que se proporcionaria también como mensaje. De 
todas formas, los detalles estàn aûn por determinar, y es sôlo una idea sobre la que hemos empe- 
zado a trabajar, pero que ofrece buenas perspectivas y apoya los argumentos que nos han llevado a 
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Con la informaciôn contenida en los apéndices que se presentan a continuaciôn se pretenden 
cubrir algunos temas que han surgido a lo largo de esta exposiciôn y cuya inclusiôn en la misma 
habria desviado en cierta forma la linea general del discurso.
En el primer apéndice se detalla la notaciôn empleada en la descripciôn de las prim itivas en el 
Capitule 3.
El segundo, Marcas Semànticas, es parte del trabajo de Teôfilo Redondo Pastor dentro de 
nuestro grupo, y se ha incluido por ser esta estructura de marcas semànticas sobre la que se vienen 
definiendo las entradas bilingOes.
En el tercer apéndice se muestra un conjunto de entradas seleccionadas entre las que el 
sistema maneja actualmente. Se han escogido palabras con partes de la oraciôn diferentes, algunas 
sencillas y otras màs complejas. que dan una visiôn general del aspecto de las entradas expresadas 
segûn el formalismo propuesto. En particular, se incluyen pràcticamente todas las entradas de las 
que se hace menciôn a lo largo de la memoria.
Y. para finalizar, en el cuarto apéndice se incluyen algunos datos de los prog ramas que consti- 




Los paràmetros se pueden escribir tanto en mayûsculas como en minûsculas, salvo aquellos 
que aparecen entre comillas. que deben aparecer obligatoriamente en minûsculas.
base-espa Cualquier forma base posible de una palabra espaAola.
Valores: Cualquiera.
base-ingl Cualquier posible forma base de una palabra inglesa.
Valores: Cualquiera.
c-aspecto Una de las caracteristicas que determinan el aspecto de una oraciôn. Utilizado en 
C-ASPECT.
Valores: PRES. PAST. FUTURE. PERFECT, NOPERFECT, PROG, NOPROG, PASSIVE, 
NOPASSIVE, NEG y NONEG.
c-generaciôn Caracteristica utilizada en la fase de generaciôn.
Valores: CUTIC, NEG, NOPRON, NONACTIVE, PRENOUN, SGENDER and SNUMBER.
c-morfolôgica Marca morfolôgica que caracteriza a un elemento de la oraciôn.
Valores: SING, PLUR, MALE, FEMALE. NEUTER. PERS1, PERS2, PERS3, COMP, SUPR, 
INDEF y DEF.
comp-espa Complemento espaAol que surge durante la transferencia.
Valores: NOUNC.
funcl6n>s Funciôn sintàctica de un elemento de la oraciôn.
Valores: SUBJ, OBJ, INDOBJ, VERB, PP y AVP.
Ilsta-c-aspecto Lista de caracteristicas de aspecto.
Valores; Una lista compuesta de valores posibles de c-aspecto.
Ilsta-c-generaciôn Lista de caracteristicas de generaciôn.
Valores: Una lista compuesta de valores posibles de c-generaciôn.
Ilsta-cambios-funciôn Lista de pares de cambios funcionales entre el par de lenguajes considerado.
Valores: Una lista compuesta por uno o varios de los siguientes pares: ('OBJ PREPC 
•prep-espa'), ( OBJ 'SUBJ), ( SUBJ INDOBJ) y (PREPC INDOBJ).
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lista-flex Lista de '0's y/o Partes de la Oraciôn (POS).
Valores: O'. VERB, NOUN. ADJ. 
lista-dpos-psmod Lista de posibles tipos de postmodificadores verbales.
Valores: Una lista compuesta por valores posibles de tipo-psmod. 
marca semandca Una de las marcas semànticas utilizadas en el sistema.
Valores: Ver el Apéndice B, “ Marcas Semànticas* en la pàgina 199. 
modo Modo verbal.
Valores: INDICativo y SUBJuntivo. 
p-espa Preposiciôn o adverbio espaAol.
Valores: todas las preposiciones espaAolas. 
p-ingl Preposiciôn o particule inglesa en general.
Valores: cualquier preposiciôn Inglesa o particule, 
parte-de-la-oraclàn Partes de la oraciôn usuales.
Valores: NOUN, VERB, PREP. etc. 
prep-espa Preposiciôn espaAola.
Valores: todas las preposiciones espaAolas. 
prep-ingl Preposiciôn inglesa.
Valores: cualquier preposiciôn inglesa. 
ptc-lngl Particule inglesa.
Valores: cualquier particule inglesa. 
tbasel, tbase2 Adverbios espaAoles o expresiones adverbiales.
Valores: en aquellos casos en que existen. las dos formas posibles del mismo adverbio
espaAol.
dpo-foco Tipo de oraciôn utilizado en P-TYPE.
Valores: THATCL y PRPRTCL. 
tlpo-oradôn Tipo de una oraciôn (utilizada en C-TYPE).
Valores: Todos los tipos de oraciôn posibles.
- 197.
Upo-prmod Premodiftcador de un nombre.
Valores: QUANT, ADJ, NUM y ORD. 
tipo-psmod Tipo de modificador utilizado en P-PSMODS.
Valores: INFCL, PP, PRPRTCL, PREDADJ, PTPRTCL and RELCL 
verb-ospa Verbo espaAol.
Valores: cualquier verbo espaAol.
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Apéndice B. Marcas Semànticas
Como ya se ha seAalado, este apéndice contiene parte del trabajo realizado por TedftI# 
Redondo Pastor como miembro del grupo de PLN del Centro de Investigaciôn UAM • IBM, y sobre la 
clasiflcaciôn propuesta se apoya actualmente la definiciôn que se hace de las entradas del diccio­
nario bilingüe.
NOMBRES
Esta clasiflcaciôn es una aproximaciôn prellm inar a la subclasificaciôn semàntica para les 
nombres de la lengua Inglesa. La marcas semànticas se han determinado principalmente para 
nombres individuales.




entidad abstracta ABS industry, market
acciôn ACT analysis, creation
tiempo (edad) AGE
actividad (deverbai) AKTV writing, dancing
animado ANIM any HUM or ANML
ser viviente (animai) ANML dog
àrea AREA memory, RAM
actitud ATTD patience, approach
edilicio BLOG laboratory, university
sensaciones Fisicas BSNS hunger, pain, need
circunstancia GIRO
conjunto (colecciàn) CLLT string
componente (miembro de) CMP symbol
computaciùn ( ) CMPT function, command
complejo (derivado de) CMPX
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documento DOC paper, ctiapter. appendix
descripciôn DSCR
tiempo (duraciôn) DUR day, month
suceso (deverbai) EVT jump, processing
mueble FRNT chair, wardrobe
tiempo (frecuerxia) FRQ
caracteristica FT
término gramatical GT noun, verb, adjective
humano HUM user, programmer
informaciôn ( ) INFO question, answer
instrumente INST
lugar LOC stage, street
matemàticas MATH even
proceso mental MEPR thought
movimiento MOVE departure, approach
espacio (medida) MSRM inch, m illimeter
material MT plastic, silicon
nùmero NUM one, two. three
opciôn OPT
actor /  reaiizador PERF compiler, interpreter
abstracto (ülosofia) PHIL condition, hypothesis
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objeto flsico PHOB book, car
espacio (luçar) PL
ser viviente (planta) PLT rose
nombre de persona PN John, Mary
computaciôn (procedimiento) PROC function, command
profesiôn PROF soldier, teacher
personalizaciôn PRSL system
cualidad (deadjetival) QUA simplicity, difficulty
ruta (desde) RPR
rango /  alcance RNG proximity, distance, covering
resultado RSLT change





tamafto (deadjetivai) SZ fongitud
método /  técnica TEK algorithm, approach
tiempo ( ) TIME
tierramienta TOOL
disposithfo /  unidad UD keyboard, cable
tiempo atmosférico WTHR rain, heat, wind
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ADJETIVOS
Lo que sigue es una primera aproximaciôn a una subclasificaciôn semàntica para los adjetivos 
ingleses. Se pretende que esta subclasificaciôn sea similar a la propuesta para nombres.




tiempo (edad) AGE old
aspecto (flsico) ASPC beautiful, dark, light, pale
aptitud ATTD ambitious, lucky, patient
sensaciôn fisica BSNS hungry, painful
circunstancia CIRC happy (habitualmente TEMP)
color COLR blue, red
carâcter CRTR brave
descriptivo (dinero) DSMN cheap, expensive
tiempo (duraciôn) DUR daily, monthly
emotivo EMOT new. poor
sentimiento FEEL happy, pleasant
tiempo (frecuencia) FRQ daily, monthly
material MT wooden
origan ORIG Spanish, Jewish
calidad QUA difficult, simple
rango /  alcance RNG far, near
forma SHP circular
sentido SNS intelligent, silly
estado ST approximate
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Figura 56 (Pàgina 2 de 2). Marcaa semànticas para adjetivos
Descripciôn Caracteristica EJemplos
tama/io SZ long, wide
estado temporal TEMP empty, full
tiempo atmosférico WTHR cold, hot, windy
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VERBOS
Los verbos tienen algunas marcas semànticas en PEG, que son las siguientes:




preçunta ASKNG asK, demand
arirmaciàn ASSRT affirm, certify, declare, know
causa CAUSTO bid. tiave, make
comunicaciàn CMMNCT assure, inform, tell, write
conocimiento COGN know, learn, think
sensaciôn SENS feel. hear, see
deseo WSH hope, wish
Sin embargo, se debe adopter una clasiflcaciôn màs detallada que permita extraer toda la 
potencia de un sistema de marcas semànticas. Se propone la siguiente:




actividad AKTV Write, dance
agentivo AGEN look at, watch, listen to
devenir BECM become, end up. get. go. grow, turn
comiemo BGNN begin, start
sensaciones corporates BSNS ache. hurt. Itch, tickle
causative CAUSAT lay. place, put, sit, stand
obligaciôn CMPUL compel, constrain, enforce, oblige
continuidad CONT continue, go on. keep on
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capacitaciôn ENABL enable, entitle
ténmino END cease, finish, stop
auceso EVT ' jump, process, destrc^, eliminate
gusto /  apetencia LYK (can't) bear, hate, like, love, prefer
estado mental MSTA wonder
movimiento MOTN go, move, send
necesidad NEED need, require
negaeiôn NEC mis- , un- , (y otros prefijos negativos)
permiso PRMS allow, authorize
suceso (fanômeno) PHEN occur, happen, appear
posiciôn PSTN situate, finish
rango /  alcance RNG cover
comunicaciàn (verbos de 
'decir')
SAY say, tell
persuasiôn SUAS agree, decide, intend, suggest
voliciôn VOLT want
- 2 06 -
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Apéndice C. Aigunos datos de ios programas
Todas Ios procedimientos LISP que se han Implementado para MENTOR, tanto las reglas de 
pretransferencia, transferencla estructural y generaciôn, asi como las primitivas del diccionario, se 
han almacenado de forma Independiente y ordenada en un conjunto de librerias LISP. Este tipo de 
ficheros permite el acceso independiente a cada uno de Ios procedimientos que contiene, conser- 
vando de forma automâtica informaciôn sobre las ultimas versiones de cada uno de éstos.
El numéro de lineas de côdigo de que constaq Ios grupos de funciones indicados es:
Pretransferencia
Total: 571 lineas de côdigo
Transferencla Estructural
• Reglas Estructurales: 2.362 lineas de côdigo
• Utitidades para la Transferencla Estructural: 485 lineas de côdigo
Total: 2.847 lineas de côdigo
Transferencla Lexica
• Primitives de Oecisiôn: 1.604 lineas de côdigo
• Primitivas de Acciôn: 683 lineas de côdigo
• Utilidades para la Transferencla Léxica: 758 lineas de côdigo
Total: 3.045 lineas de côdigo 
Generaciôn
Total: 2.333 lineas de côdigo 
Rutinas de Use General 
Total: 100 lineas de côdigo
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Apéndice D. Algunas entradas complétas
En este apéndice se presentan algunas entradas complétas para dar una visiôn general de la 
potencia del uso de las distintas primitivas. Principalmente se presentan vertws, que es el conjunto 
de elementos més estudiado hasta la fecha, aunque también pueden verse otros elementos de la 
oraciôn.
Recordemos que este trabajo aûn no ha concluido, por lo que las actuales descripciones no se 
consideran definitivas. Como en el resto de la memoria, se han omitido Ios simbolos de condiciôn 
simple, y ésta se seftala por la indentaciôn de las lineas.
 again AOV
+ ((G-FEAT 'POSYB) (G-FLEX '(0  0)) '( "o tra " "vez"))
allow VERB
((F-OBJ '( fo r  •■)) (G-FLEX '(VERB 0 0)) '("tene r" "en" "cuenta")) 
((F-OBJ '(o f • • ) )  •pem iitir*)
((F-OBJ)
((P-TYPE 'THATCL) ‘ reconocer")
((M-FEAT 'TME) "dejar")
((P-PSMOOS 'INFCL) (S-COMPCL) "pa rm itir")
("parmi t i r " ) )
("parmi t i r " )
 anybody PRON
((P-PSMOOS ' (RELCL INFCL PTPRTCL PRPRTCL PP)) "cualquiara") 
((P-PSMODS 'PREDADJ) "cualquier")
((C-ASPECT ’ NEG) "nadia")
("alguian")
  anything PRON
((P-PSMOOS ' (RELCL INFCL PTPRTCL PRPRTCL PP)) 
(G-FLEX '(0 )) '("cualquia r cosa"))
((C-ASPECT 'NEG) (G-FEAT 'SGENOER 'NEUTER) "nada") 
((G-FEAT 'SGENOER 'NEUTER) "algo")
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ask V E R B ---------------------------------------------------------
* ((F-OBJ ' (fo r • • ) )  *pedir*)
* ((F-OBJ '(a f te r  *por*)) "prcguntar") 
((F-OBJ)
((P-PSMODS 'INFCL) (S-COMPCL) "pedir") 
((F-INDOBJ '(from  - ) )  "pedfr")
((M-IS '(question "pregunta")) "hacer") 
("pregumtar"))





( ( /&  (F-SUBJ) (M-IS ' ( i t  " ) ) )  (S-XCHANGE NOUNC) "hacer")




((M-FEAT 'ATTO) (S-XCHANGE NOUNC) "tener")






((M -IS  '(o ld  " " ) )  "tener")
((S-XCHANGE PREPC "de") "tener"))
((&  (P-PSMOOS 'PP 'IN ) (P-PRMOOS 'NUM) (G-SETPREP "de") "tener")) 
^ s e r"))
((P-PTC ' ( o f f  " " ) )  (G-FEAT 'CLITIC) "1r")
((P-PTC '(over ■")) (G-FEAT 'CLITIC) "terminar")






-  become VERB -  ........................— -
((P-AJP)
♦ ((M-IS '( r ic h  " " ) )  (G-FEAT 'CLITIC) ‘ enriquecer*)
((M-IS '(mad • • ) )  •enloquecer")
+ ((M-IS ' ( i l l  • • ) )  -enfertnar")
{{M-IS '(angry • • ) )  (G-FEAT 'CLITIC) "enfadar")
+> ({G-FEAT 'CLITIC) "poner"))
((P-NP)
♦ ((M-FEAT 'PHOB)
(G-FEAT 'CLITIC) (G-FLEX '(VERBS)) '("co nve rtir" "en")) 
+> ((G-FEAT 'CLITIC) "hacer"))
+> ((G-FEAT 'CLITIC) (G-FLEX '(VERB 8)) ' ( "transformer" "en"))
benefit VERB
((F-OBJ) "bénéficier")
((G-FEAT 'CLITIC) (G-CC 'PP '(from "de")) "bénéficier")
  by PREP
((F-NOFPP 'VERB) "") 
("por")
 calling AOJ
f  ((S-RELCL "1 lamer"))
-  careful AOJ
"prudente"
  easily ADV
♦ ((G-FEAT 'PSADJ) (S-TBASES ' (" fé c iInente" "con fa c ilid a d ")))
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-  every ADJ 
■todo*
 everybody PRON









(S-TBASES ' ("generalmente" "en ténainos générales")))
 give VERB
((F-OBJ)
+ ((P-PTC '(over " " ) )  (G-FEAT 'CLITIC) "rendir")




grow V E R B --------------------------------------------------------------------------------------------
f  ((F-OBJ '( in to  •«)) (G-FLEX ' (VERB 6 6)) 'C n e g a r ' a" "ser")) 
((F-OBJ)
f ((M-FEAT 'PLT) "cu ltiva r")
*• ((G-FEAT 'CLITIC) (G-FLEX '(VERB 0)) '("d e ja r" "crecer*)))
f ((F-CC 'PP ' (outof "en")) (G-FEAT 'CLITIC) •o rig ina r")
((P-AJP)
((M-IS ' (angry • • ) )  (G-FEAT 'CLITIC) "enfadar") 
f ((M-IS ' (dark • • ) )  (G-FEAT 'CLITIC) "oscurecer*)
*■ ((M-IS '(o ld  " • ) )  ■envejecer*)
((M-IS '(co ld  •■))
((F-SUBJ)
I- ((M-FEAT 'ANIM)
(G-FLEX ' (VERB 0 0 0)) ' ("empezar" a" "tener" " t r io " ) )  
r ((M-FEAT ' IMPERSONAL)
(G-FLEX '(VERB 0 0 0)) ' ("empezar" "a" "hacer" " f r io " ) )
*•» ((G-FEAT 'CLITIC) "en fria r"))
> ("e n fr ia r"))
> ((G-FEAT ’ CLITIC) "poner"))
((F-SUBJ)
f ((M-FEAT 'PLT) "crecer")




((F -IS  'SUBJ) "él")
((F -IS  'OBJ) (G-FEAT 'CLITIC) "le") 
((F -IS  'INOOBJ) (G-FEAT 'CLITIC) 
((F -IS  'PP) "él")
((& (F-OBJ) (M-SEG 'PRON)) "se") 
(" le " ))
("é l")
himself PRON
((F -IS  'OBJ) (G-FEAT 'CLITIC) "se") 
((F -IS  'INOOBJ) (G-FEAT 'CLITIC) "se") 
((G-FLEX '(0  0 )) '(" é l"  "mismo"))
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hold VERB ----------------------------------------------------------------------------------------------------
((F-OBJ '(w ith  "con-))(G-FLEX '(VERB 0 0 ) ) ' ("estar" "de" "acuerdo")) 
((F-OBJ ' (back "" ) )  (G-FEAT 'CLITIC) "guardar")
((F-OBJ '(down "") )  "suje tar")
((F-OBJ '( in  " " ) )  "contener")
((F-OBJ '(o f f  "") ) "rechazar")
((F-OBJ '(out ■")) "extender")
((F-OBJ)
((M-FEAT 'PHOB) "sostener")





((P-PTC ' (back "" ) )  (G-FEAT -CLITIC) "refrenar")
((P-PTC '(o f f  "") )
(G-FEAT -CLITIC) (G-FLEX '(VERB 0 0)) ' ("inantener" "a" "distancia")) 
((F-SUBJ)
((M-FEAT -PHIL) "vale r")
( " re s is tir" ) )






—  in PREP
((F-NOFPP 'VERB) (S-INFNP) "a l")
((F-NOFPP 'NOUN)
((M-IS '(FASHION •moda')) "a")
((M-IS '(HUNDRED ■ciento")) "a")
((M-IS '(HALF "m itad '))
((M-MORPH 'SING) 'p o r ')
( 'e n '))
((M-FEAT 'TME)
((M-IS ' (DAYTIME 'd la ') )  "durante")
((C-ASPECT '(PRES NEG)) "desde hace")
((C-ASPECT '(PAST NEG)) "durante")
((C-ASPECT ' (FUTURE NEG)) "durante")
((C-ASPECT '(PAST)) "tras")





((& (F-MOOHEAD 'NOUN) (P-PRMODS 'AOJ) (M-MORPH 'SUPR) "de"))
((& (M-FEAT 'NUM) (F-MOOHEAO 'NOUN) (M-FEAT 'NUM) "de cada")) 





((F-OBJ '(a t •de")) (G-FEAT 'NEG) -cesar")
((F-OBJ '(from "de "))(G-FEAT 'CLITIC) "guardar")
((F-OBJ ' (back ■")) "guardar")
((F-OBJ '( o f f  " " ) ) (G-FLEX ' (VERB 8 8 8 ) ) ' ("cerrar" " e l "  "paso" "a")) 
((F-OBJ '(on "") )
((P-PRPRTCL) "seguir")
("continuer"))
((F-OBJ ' (out " " ) )  "exc lu ir")





((P-PSMOOS 'PRPRTCL) (S-COMPCL) (G-SETPREP "") "impedir") 
((S-FCHANGE '((PREPC INOOBJ))) "ocu ltar"))
((P-TYPE 'PRPRTCL) "seguir")
((P-PTC ' (away "" ) )
(G-FLEX '(VERB 8 8 ) ) '("mantener" "a" "distancia"))
((G-FEAT 'CLITIC) (S-FCHANGE '((OBJ PREPC "con"))) "quedar"))
((F-CC 'PP '( to  "en")) (G-FEAT 'CLITIC) "mantener")
((F-CC 'PP ' (outof "fuera de "))(G-FEAT 'CLITIC) "quedar")
((P-PTC ' (away "") )
(G-FEAT 'CLITIC)(G-FLEX ' (VERB 8 8 ) ) ' ("mantener""a" "distancia")) 
((P-PTC ' (back " " ) )  (G-FEAT 'CLITIC) "apartar")
((P-PTC '(o f f  " " ) )
(G-FEAT 'CLITIC)(G-FLEX ' (VERB 0 8 ) ) ' ("mantener" "a" "distancia")) 
((P-PTC '(on "" ) )  "continuer")
((P-PTC '(up "atrés")) (G-FEAT '(CLITIC NEG)) "quedar")
((F-SUBJ)
((M-FEAT 'PLT) (G-FEAT 'CLITIC) "conserver")




■ lo n g itu d "
Ilk# VERB
((F-OBJ)
((C-ASPECT '(PASSIVE)) (G-FEAT 'NOPRON) "gustar") 
((S-FCHANGE '((OBJ SUBJ) (SUBJ INOOBJ))) "gustar")) 
("gustar")
. 2 1 7 .
 long ADJ
( ( I  (F-NOFAOJ) (M-IS '(TIME "tlM ipo*)) (G-FEAT 'PRENOUN) -imicho*)) 
(•largo")
look VERB
((F-OBJ '(a t  " " ) )  "m irar") 
((F-OBJ ' (a fte r " " ) )  "cuidar") 
((F-OBJ ' (fo r " " ) )  "buscar") 
((F-OBJ '(up " " ) )  "buscar") 
("parecer")
mako VERB
((F-OBJ '(ou t " " ) )  "d is tin g u ir")
((F-OBJ '(up " " ) )
((C-ASPECT '(PASSIVE))
(G-FEAT 'NONACTIVE)(G-STATE)(G-CC 'PP '(o f  "por")) "componer") 




((S-FCHANGE '((OBJ PREPC "de"))) "hacer"))
((P-PSMOOS 'PREDADJ)
((M-IS ' (ready " " ) )  "preparar")
("hacer"))
((P-PSMODS 'INFCL)(S-INFNP) (G-FLEX '(VERB 0)) '("ob liga r" "a ")) 
((M-FEAT 'MONEY) "ganar")
((M-IS ' (mistake "e rro r")) "cometer")
((F-CC 'PP '( in to  "e n "))(G-FEAT 'CLITIC) "convertir")
((G-FEAT 'NONACTIVE) (G-STATE) "hacer"))
((F-CC 'PP ' (a fte r " • ) )  "seguir")
((F-CC 'PP '( fo r  "a"))
((M-FEAT 'PL) (G-FEAT 'CLITIC) "d ir ig ir " )
("co n trib u ir"))
((F-CC 'PP ' (towards "a")) (G-FEAT 'CLITIC) "d ir ig ir " )
((P-PTC ' (away " " ) )  (G-FEAT 'CLITIC) "escapar")
((P-PTC '( o f f  " " ) )  (G-FEAT 'CLITIC) "escapar")
((P-PTC '(ou t " " ) )  (G-FLEX ' (VERB 0)) '( " s a lir "  "bien"))
((P-PTC '(up " " ) )  (G-CC 'PP '( fo r  " " ) )  "compenser")
("hacer")
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 missing A D J ---------------
♦ ((S-RELCL " fa lta r* ))
  morning NOUN





((P-PTC '(aside " " ) )  "apartar")
((P-PTC '(away " " ) )  "gu ita r")
((P-PTC ' (back "hacia a tr is " ) )  "mover")
((P-PTC ' (down " • ) )  "bajar")
((P-PTC ' (forward "hacia adelante")) "mover")
((P-PTC '(up "" ) )  "sub ir")
("mover"))
((F-CC 'PP '( in to  "a")) (G-FEAT 'CLITIC) "trasladar")
((F-CC 'PP '( to  "a")) (G-FEAT 'CLITIC) "trasladar")
((F-CC 'PP '( o f f  "de")) (G-FEAT 'CLITIC) "a le jar")
((F-CC 'PP '(out "■)) (G-FEAT 'CLITIC) "sa lir")
((F-CC 'PP '(ou to f "de")) (G-FEAT 'CLITIC) "sa lir")
((P-PTC ' (about " " ) )  (G-FLEX ' (VERB 0)) '("dar" "vueltas"))
((P-PTC '(aside "") ) (G-FEAT 'CLITIC) "apartar")
((P-PTC ' (away ""))(G-CC 'PP '(from "de")) (G-FEAT 'CLITIC) "a le ja r") 
({P-PTC ' (back • " ) )  "retroceder")
((P-PTC ' (forward " " ) )  "avanzar")
((P-PTC '( in  ""))(G-CC 'PP '( to  "en")) (G-FEAT 'CLITIC) "in s ta la r") 
((P-PTC '(on "" ) )  "seguir")
((P-PTC '(out " " ) )  (G-FEAT 'CLITIC) "s a lir ")
((G-FEAT 'CLITIC) "mover")
 nothing PRON




((M-IS '(mere • • ) )  "bagstels') 
((M-IS '(sweet • * ) )  "temeza") 
("naderla")))
(•nada*)
  nothing ADV
+ ((G-FLEX '(0 )) '(«de ningûn modo*))
nowhero NOUN
♦ ((G-FLEX '(0 )) '("ninguna parte*))
nowhero ADV
♦ ((C-ASPECT 'STAT) (G-FLEX '(0 )) '("en ninguna parte")) 
♦> ((G-FLEX '(0 )) ‘ ("a ninguna parte"))
-  old ADJ 
"Viejo"
peopie NOUN
((P-PRMODS 'NUM) "persona") 
((G-FEAT 'SNUMBER 'SING) "gente")
220 -
  play VERB
((F-OBJ)
((M-IS ' (part “ cometido")) "desempenar")
((M-FEAT ’SPRT) (S-FCHANGE '((OBJ PREPC "a"))) "jugar") 






-  return NOUN 
"retorno"
—  return ADJ
+ ((G-FLEX '(0  0)) '("de" "retorno"))
return VERB
((F-OBJ) "devolver")
( (F-CC 'PP ' (to "a")) "regresar") 
("volver")
-  221 -
run V E R B --------------------------------------------------------------------------------------------------------
{(F-OBJ)
*■ ((P-PTC '(down " ) )
(6-FLEX ' (VERB 8 0 0)) ' Clnterrumpir" "e l* •funcionamiento* "de")) 
r ((M-FEAT 'CMPT) "ejecutar")
» ("co rre r"))
*■ ((P-PTC ' (down “ ) ) (G-FLEX ' (VERB 0 0 ) ) ' ("dejar" de" "funcionar"))
*■ ({P-PTC '(o u t " " ) )  (G-FEAT 'CLITIC) "acabar")
*■ ((F-CC 'PP ' (on "con")) "funcionar")
♦ ((F-CC 'PP ' (outof "s in ")) (G-FEAT 'CLITIC) "quedar")
((P-AJP)
t ((M-IS '(d ry  " " ) )  (G-FEAT 'CLITIC) "secar")
((F-SUBJ)
» ((M-FEAT 'CMPT) (G-FEAT 'CLITIC) "ejecutar")
*■ ( (M-FEAT 'UO) "funcionar")
> ("co rre r"))
*■> ("co rre r"))
((F-SUBJ)
*• ((M-FEAT 'CMPT) (G-FEAT 'CLITIC) "ejecutar")
<• ((M-FEAT 'UO) "funcionar")
» ("co rre r"))
*■> ("correr")
- something PRON 
"algo"





f ((P-TYPE -PRPRTCL) (S-INFNP) (G-FLEX '(VERB 0 ) ) ' ("dejar" "de"))
f ((P-PSMODS 'PRPRTCL) (S-COMPCL) "impedir")
((P-PSMODS 'PP 'FROM)
» ((P-PSMODS -PRPRTCL) (S-COMPCL) (G-SETPREP "") "impedir")
» ("parar"))
» ("parar"))
r ((F-CC 'PP '(by ""))
(G-FLEX '(VERB 0 0 0)) ' ("hacer" "una" "breve" "v is ita " ) )
* ((G-FEAT ‘CLITIC) "parar")




- that CONJ 
"que"
that PRON
" ((M-FEAT 'DEMO) "ése")
f ((F-IS -PP) (G-FLEX '(AOJ 0)) '( "e l"  "que")) 
<■> ("que")
think VERB





















+ ((C -TY P E  'OUES) (G-FEAT 'SNUMBER 'S ING ) "que") 
+> ("To  que ")
- where CONJ 
"donde"
where PRON




f  ((F-IS 'PP) (G-FLEX '(AOJ 0)) '( " e l"  "que")) 
> ("que")
whom PRON
((C-TYPE '(JUES) (G-FLEX '(0 )) ' ( ‘ a quién*)) 
((F-IS 'PP) (G-FLEX '(AOJ 0)) '( " e l"  "que")) 
((G-FLEX '(0  PRON)) '("a " -quien*))
yoursaif PRON
f  ((F-IS 'OBJ) (G-FEAT 'CLITIC) "se")
" ((F-IS 'INOOBJ) (G-FEAT 'CLITIC) *se*)
f> ((G-FLEX '(0  0)) 'Custed" •mismo"))
