The systems with multimode nonstationary Hamiltonians quadratic in position and momentum operators are reviewed. The tomographic probability distributions (tomograms) for the Fock states and Gaussian states of the quadratic systems are discussed. The tomograms for the Fock states are expressed in terms of multivariable Hermite polynomials. Using the obvious physical relations some new formulas for multivariable Hermite polynomials are found. Examples of oscillator and charge moving in electromagnetic field are presented.
Introduction
The tomographic probability distribution was introduced [1] , [2] for reconstructing the Wigner function [3] of quantum states. The optical tomography scheme [4] was used in experiments for measuring quantum states of photons. Recently the symplectic tomography method was suggested [5] . The possibility to describe the quantum state in terms of tomographic probability distribution was employed to reformulate quantum mechanics [6] , [7] avoiding the complex probability amplitudes, wave function and density matrix as conceptual ingredients. The evolution equation for tomograms [6] , [7] and equation for energy levels in terms of the tomograms [8] is tomographic counterpart of Moyal equations [9] written for the Wigner function of quantum system. The tomographic probability distribution was introduced also for systems with spin degrees of freedom ( [10] , [11] , [12] , [13] , [14] ). The discrete spin degrees of freedom and the continuous ones like a position were considered in tomographic representation in [15] . The tomograms are used for description of quantum states because they contain the same information on the state as other characteristics like Wigner function [3] , Glauber-Sudarshan P -function [16] and [17] , Husimi Q-function [18] , but the tomograms have specific property of standard probability distribution. Important role play the quantum systems with Hamiltonians which are quadratic in position and momentum [19] . The charge moving in homogeneous electric and magnetic field and linear vibrations of polyatomic molecules are examples of such systems. The coherent states and Fock states for such systems were studied using time-dependent integrals of motion linear in position and momentum in [20] . The wave functions of coherent states and Fock states were obtained for the quadratic systems in explicit form. On the other hand the tomographic description of the states of the multimode quadratic system has not been presented till now.
The aim of our work is to obtain the tomograms of the specific quantum states of the quadratic systems. We find the explicit Gaussian tomograms for coherent (and squeezed) multimode vibrations. Also we show that the tomograms of Fock states are the positive probability distributions expressed in terms of multivariable Hermite polynomials. The expression for transition probabilities obvious from physical point of view generate some new formula for the Hermite polynomials.
The paper is organized as follows. In Section 2 we present a review of properties of coherent and Fock states for multimode systems with nonstationary quadratic Hamiltonians. In Section 3 we discuss the coherent and Fock states for such systems in the tomographic probability representation. In Section 4 we obtain some new formulas for multivariable Hermite polynomials. The general results are illustrated by two examples in Section 5 where a driven parametric oscillator and a charged particle moving in nonstationary electric field are considered in tomographic probability representation. Concluding remarks on properties of tomographic probability representation for quadratic quantum systems are presented in Section 6. The mathematical properties of symplectic matrices are described in Appendix A and calculation of the matrix exponent which is used in main text is presented in Appendix B.
Coherent and Fock states of systems with quadratic Hamiltonians
In this section we review the problem of finding linear integrals of motion and constructing the coherent and Fock states of nonstationary N-dimensional systems described by Schrödinger equation:
i ∂ψ(x, t) ∂t = H(t)ψ(x, t),
with an arbitrary time-dependent quadratic Hermitean Hamiltonian, i.e.
where we use 2N-vector q = ( p, x), N-vector p = ( p 1 , ....., p N ), N-vector x = ( x 1 , ......, x N ), and p m = −i ∂/∂x m , x m = x m in position representation, m = 1, ..., N. The notation q is used for column vector, and the notation q T is used for row vector which is transposed column vector. The matrix elements B αβ (t) form the 4-block matrix
which is a real 2N×2N-symmetric matrix, and 2N-vector c(t) = (c p (t), c x (t)) with N-vectors c p (t) = (c p1 (t), ....., c pN (t)), c x (t) = (c x1 (t), ....., c xN (t)) are arbitrary real vectors. Coherent and Fock states of the system with Hamiltonian (2) can be obtained in the framework of method of time-dependent invariants ( [19] ).
Let us consider the following operators:
where U (t) is unitary evolution operator, which connects wave function ψ(x, t) given at the moment t with the wave function ψ(x, 0) given at the moment t = 0
One can verify that the operators Q α (t) satisfy the following equation
It means that the operators Q α (t) are quantum integrals of motion, i.e. their mean values Q α (t) ψ remain constant on an arbitrary solution ψ of Schödinger equation
One can verify that Q(t) satisfying (7), where H(t) is a quadratic Hamiltonian, is given by the formula
where real 2N × 2N-matrix Λ(t) and real 2N-vector ∆(t) read
Indeed, substituting this expression into (7), we have
where we introduce the following notations ( a and b are arbitrary Nvectors):
Using commutation relations for operators q:
we can calculate commutators on the right hand side of equation (11) . Finally we obtain the equatioṅ
From this equation we can conclude that Q(t), given by the expression (9), satisfies (7) provided the matrix Λ(t) and the vector ∆(t) satisfy the following evolution equationsΛ (t) = Λ(t)Σ 2N B(t),
The initial conditions for these evolution equations are taken in the form
The above initial conditions correspond to initial values of the integrals of motion Q(0) = q. The coherent states of the quadratic multimode systems play the special role. These states have the Gaussian form and they are close to classical states of the vibrating oscillators. The states are labeled by continuous complex quantum numbers. The coherent states form the overcomplete nonorthogonal basis in the Hilbert space. To find the coherent states of the system with the Hamiltonian (2), let us introduce the annihilation and creation operators
where A p and A x are time-independent N × N-matrix, and 2N annihilation and creation operators a and a + satisfy the following commutation relations:
To satisfy the condition (18), the matrices A p and A x must possess the following properties:
In Appendix A we show that such matrices also possess the following properties (i) Matrices A p and A x are non-singular,
Below we use this properties to transform some expressions. Making transformation a k → A k (t) = U(t) a k U (t) −1 on both sides of (17) we obtain integrals of motion in explicit form
where the rectangular matrix
contains time-independent N × N-blocks and the N-vector
takes the initial value
Making the same procedure as we make obtaining the equations for the matrix Λ(t) we obtain the equations for the matrix Ω(t) and vector δ(t) that are similar to (15)Ω (t) = Ω(t)Σ 2N B(t),
But the initial conditions for the matrix Ω(t) and the vector δ(t) are different from (16), i.e.
Let us introduce the following matrices:
The matrices Λ p (t) and Λ x (t) possess the properties similar to corresponding ones for the matrices A p and A x (see Appendix A). Using the matrices we can express the integrals of motion A(t) through the momentum and position operators p and x:
Let us introduce the definition of coherent and Fock states of the system with Hamiltonian H(t). For all α = (α 1 , . . . , α N ) ∈ C N there exists the normalised eigenfunction ψ α (x, t) of operators A k (t)
which is called the wave function of the coherent state; and for all n = (n 1 , . . . , n N ) ∈ N N there exists the normalised eigenfunction ψ n (x, t) of operators A
which is called the wave function of the Fock state. It is well known [19] that we can represent the coherent state in the form of series:
Here we use the following notations:
It is easy to show that for all α = (α 1 , . . . , α N ) ∈ C N the function f α (x, t), defined as
is an analytic function of complex argument α and it satisfies the following equations:
Indeed, we can represent the function f α (x, t) in the form of the series
It follows from this expression that the function f α (x, t) is analytic function.
To prove the validity of the action of the operators A m (t) and A + m (t) on the function f α (x, t) we have to check (35) at the time moment t = 0, i.e. to check the following equations:
The first equation of (37) follows from the definition of the function f α (x, t).
To check the second equation of (37) we act on the function f α (x, 0) by operator a
and differentiate it with respect to variable α k
where
(unit on the k-th position). Comparing the two relations (38) and (39) we can conclude that the function f α (x, 0) satisfies (37). Making some transformations on both sides of (37) by means of the evolution operator
and using the relation f α (x, t) = U (t)f α (x, 0) we obtain (35). Therefore if the function f α (x, 0) satisfies (37) the function f α (x, t) satisfies (35). Substituting the expression (28) for operator A(t) into the first equation of (35) we obtain
We can rewrite this equation in the form
It is easy to show that solution of equation (44) is given by the Gaussian function
To find the function f 1 (α, t) we substitute this expression into the second equation of (35)
Substituting the expression for −i ∂fα ∂x from equation (44) we get the equation
or
Using the properties of matrices Λ x (t) and Λ p (t) from Appendix A one can show that the matrix in front of the x is equal to zero which can be inferred from the equality
Solving equation (48) we obtain the expression for the function f 1 (α, t):
which contains the unknown function of time ϕ(t). Therefore, the wave function of multimode coherent state reads
To find the explicit dependence on time of the function ϕ(t) we substitute the expression (51) into the Schrödinger equation (1) . Using the following equalities (A and C are arbitrary symmetric matrices):
we obtain the equation for the unknown function ϕ(t):
In order to solve this equation let us rewrite equations (15) in more detail, i.e. we get the evolution equations for the matriceṡ
and we get the evolution equations for the vectorṡ
Using the evolution equation for the matrices (54) we can transform the expression for which we calculate the trace of the matrix
Taking into account the known formula
we obtain the relation
To transform other terms on the right hand side of (53) we exclude the vector c p (t) and the matrix B pp (t) by means of (15), i.e.
Substituting these expressions for the vector c p (t) and the matrix B pp (t) into the right hand side of equation (53) we obtain (thereafter we sometimes omit explicit dependence of some functions either on all or part of their arguments):
This expression gives the possibility to solve the equation (53). Finally, we obtain the following expression for the normalized wave function of the coherent state
We verify that the function ψ α (x, t) is normalized in the partial case of the Hamiltonian without linear terms, i.e. we take the vector δ = 0 and calculate the integral
To evaluate this integral, we transform the matrix of quadratic form in the exponent, using the properties of matrices Λ x and Λ p , i.e.
Substituting (65) into (63) and evaluating the obtained integral we get I = 1. Thus the correct normalization of the wave function of the coherent state is proved. Using the formula for generating function for multivariable Hermite polynomials
we can represent the coherent state (62) in the form (32). The coefficients in front of a m in (32) turn out to be the multivariable Hermite polynomials. Comparing the coefficients in (66) with coefficients in (32) we obtain the wave function of the Fock state
where ψ 0 (x, t) is ψ α (x, t) with α = 0. We have shown that using time-dependent invariants method one can obtain the coherent and Fock states of the system with quadratic Hamiltonian. The problem of finding these states reduces to solving equations (25) for the matrix Ω(t) and the vector δ(t). As an example we consider the class of systems for which B px = B xp = 0 and B pp and B xx are time-independent, permutable and non-singular. In this case for matrices Λ p and Λ x we get evolution equations with constant coefficientṡ
or the system of equations in the form
Taking into account the initial conditions
the solution of this system of equations reads
As shown in the Appendix B, the matrix exponent in right hand side of the equation (73) reads
Thus one get the explicit form of the solution (73) for the matrices
in the partial case of the quadratic multimode systems of the considered example. In this section we have shown that the wave function (62) of the multimode coherent state of the quantum systems with quadratic Hamiltonian is given by Gaussian which depends on the parameters of symplectic transform which determine the linear invariants. We also have shown that the wave function (67) of Fick state of the multimode quadratic system is expressed in terms of multivariale Hermite polynomials which depend on the parameters of the symplectic transform, These two expressions for the wave functions of the coherent and Fock states are the main results of the section.
Coherent and Fock States in the Probability Representation
In this section we discuss the new probability or tomographic representation of quantum mechanics. We obtain the explicit expressions for tomograms of the coherent and Fock states of the quadratic multimode systems discussed in previous section in framework of standard approach. In [5] an operator X = ( X 1 , ...., X N ), where n = 1, ..., N, is discussed for N = 1 as a generic linear combination of position and momentum operatorŝ
where µ n and ν n are real parameters for all n, andX is Hermetian, hence observable. The physical meaning of the vectors µ = (µ 1 , ..., µ N ) and ν = (ν 1 , ..., ν N ) is that they describe an ensemble of rotated and scaled reference frames, in classical phase space, in which the position X may be measured.
In [5] it is shown that the quantum state of a system is completely determined if the classical probability distribution w(X, µ, ν), for the variable X is given in an ensemble of reference frames in the classical phase space (MDF). Such a function, also known as the marginal distribution function, belongs to a broad class of distributions which are determined as the Fourier transform of a characteristic function [22] . For the particular case of the variable (77), considered in [5] , [6] , [7] , the scheme of [22] gives
where A = T r(ρÂ),ρ is the density operator. In [22] it was shown that, wheneverX is observable, w(X, µ, ν) is indeed a probability distribution. It is positive definite and satisfies the normalization condition
The definition of the MDF allows us to express it in terms of the density matrix
Recalling the relation between the Wigner function and the density matrix, the equation (80) may be rewritten as a relation between w(X, µ, ν) and the Wigner function,
Although the general class of distribution functions of the kind (78) was introduced, as a function of the density matrix, already by Cahill and Glauber in [22] , they did not analyze the possibility of a new approach to quantum mechanics, in terms of such distribution functions, mainly because the invertibility of (80) was not investigated. An important step in this direction is represented by [2] where Vogel and Risken have shown that for a particular choice of the parameters µ n and ν n the marginal distribution completely determines the Wigner function. We make our previous statements more precise, saying that the MDF (the classical probability associated to the random variable X) contains the same information on a quantum system as the density matrix. Marginal distribution w(X, µ, ν) can be also expressed through wave function of the system. This expression is given by
where the diagonal matrices which contain the parameters determining the reference frames in the phase space of the multimode quadratic system
are introduced. Looking at the generic tomogram (82) it is obvious that to evaluate the tomograms corresponding to coherent state ψ α (x, t) and the Fock state ψ n (x, t) we need to evaluate the following two integrals:
and
Remembering the expression for the generating function (32) we have the relation
which shows that the integral (85) is the generating function for the integrals (86). In view of (87) we can obtain expression for I n in terms of derivatives
According to (62) the wave function of multimode coherent state ψ α (x, t) can be represented as
where we introduced the matrix
and the function
which does not contain the dependence on X-variable. Using the known formula for multidimensional Gaussian integral
we can evaluate the integral (85). After some transformations using properties of the matrices Λ p and Λ x we can obtain the following result:
where we introduce the function
which is determined by the function
For the tomogram of the multimode coherent state w α (X, µ, ν, t), we get the expression
where the matrix Ξ(µ, ν, t) is given by
On the other hand, we can represent w α (X, µ, ν, t) as multidimensional Gaussian distribution function, i.e
where the dispertion matrix depends on the reference frame parameters and the parameters of symplectic transform
and the mean value of the multidimensional random variable
is determined also be the symplectic transform parameters and depends on the reference frame parameters. Using expression for the tomogram w α (X, µ, ν, t) and formula for the integral (88) we can obtain tomograms of the Fock state:
where w 0 (X, µ, ν, t) is w α (X, µ, ν, t) with α = 0. For one-dimensional case this formula takes the form
where the matrix Ξ, is the one-dimensional matrix, and it is denoted as ξ.
The numbers ξ and δ depend on time.
The explicit expression of the tomogram of the Fock state of the multimode quadratic systems in terms of the multivariable Hermite polynomials (102) is the main result of this section.
New relations for Hermite Polynomials
In this Section we get some new formulas for multivariable Hermite polynomials using results obtained in previous Sections. In section 1, considering the problem of finding coherent and Fock states, we have found these states for matrices A p and A x which satisfy conditions (19) and (168) Making symplectic transformation of annihilation and creation operators a and a + of the form
we obtain "new" operators a ′ and a ′ + . These operators must satisfy condition (18) and therefore the matrix S must satisfy the following condition:
It is easy to show that N × N-matrix S p is non-singular. In fact, let z = 0 is the vector for which S + p z = 0. It means that the matrix S p has no inverse, i.e. it is singular one. In this case equation (107) gives for scalar product of vectors the inequality
This inequality contradicts to the inequality − S + x z 2 0. Thus, we proved the nonsingularity of the matrix S p .
The functions ψ n (x, t) form complete set of function and we can represent the function ψ ′ n (x, t) as the series
The complex coefficients c nm have the physical meaning of transition amplitude from an initial Fock state |n ′ to a final Fock state |m . According to (67) and (104) "new" Fock state ψ ′ n (x, t) is given explicitly by the formula
As it is known the decomposition coefficients c nm are given by scalar product of wave functions ψ m (x, t) and ψ ′ n (x, t) which is expressed in terms of the overlap integral of two multivariable Hermite polynomials and Gaussian of the form
Here we used Dirac notations
for the standard scalar product of two vectors ϕ , ψ ∈ L 2 (C N ) written in position representation. Evaluating this integral we obtain for the transition amplitude
where the 2N × 2N-matrix
is expressed in terms of four block-matrices. The normalization condition of ψ 
This form gives a sum rule for multivariable Hermite polynomials. Let us consider the partial case n = 0. From (113) we obtain transition amplitude from ground state |0 to an excited state |m .
The expansion
takes the explicit form
The obtained result provides the partial case of sum rule for multivariable Hermite polynomials. Normalization condition for the new ground state of the quadratic system ψ ′ 0 (x, t) is equivalent to the equality
which is new sum rule for the Hermite polynomials. We can verify that this equality is true in some particular case. For example, if N = 1 and the matrix
i.e., S p = cosh θ, S x = sinh θ, the Hermite polynomials reads
and we obtain from (119) the decomposition of the form
Taking into account that cosh θ = 1/ 1 − (tanh θ) 2 we can conclude that (122) is true, since expansion of function 1/ √ 1 − x is given by the obvious relation
Let us consider the case n = 0. Using the relation between two-dimensional Hermite polynomials and Legendre polynomials: 
where the 2 × 2-matrix R has the form R = r 11 r 12 r 21 r 22 ,
we obtain for matrix S given by (120) the expression
where the matrix elements in (125) are taken in the form
Comparing the expression for transition probabilities obtained in probability representation of quantum mechanics and in usual representation we can find other new relation for Hermite polynomials. Transition probability in usual representation is given by the known relation
Therefore to represent the transition probability in explicit form we need to calculate the following overlap integral of two wave functions:
where we introduced new 2N × 2N-matrix
and the 2N-vector
The N × N-matrices
Are used to define the 2N-vector (131), and these matrices are connected with symplectic matrix determining the linear integrals of motion of the system under consideration. On the other hand, the transition probability from the initial state n to the final state m in probability representation is given by the expression
where we used the notation
Using expression (102) obtained for the tomogram of the Fock state w n (X, µ, ν) and substituting it into (134), we obtain the equality
For the partial case δ = 0, this general formula gives
The obtained two formulas are new mathematical results which are obvious from the point of view of quantum transition consideration. But purely mathematical derivation of the obtained formulas for multivariable Hermite polynomials is not that easy problem.
5 Examples of Systems with Quadratic Hamiltonian
One-dimensional Harmonic Oscillator
In this section, we consider some particular cases of systems with quadratic Hamiltonian, such as harmonic oscillator, particle in electric field. We calculate tomograms of coherent and Fock states of the system. Our first example is a harmonic oscillator with time-dependent frequency and driving force. This oscillator is described by the nonstationary Hamiltonian
This Hamiltonian is used to describe trapped ion. For the Hamiltonian the matrices Λ p used in previous sections and Λ x are given by the expressions
where the function of time ε satisfies the equation
The initial conditions are taken in the form
For the one-dimensional matrix Ξ, dispersion matrix Σ and vector X 0 , we have
In this particular case all the matrices and vectors are one-dimensional objects. The wave functions of coherent states and Fock states functions are given in explicit form
As in general case the coherent state is described by Gaussian wave function. The Fock state is described by one-dimensional Hermite polynomial. The parameters of the wave functions depend on the property of the linear integrals of motion of the oscillator. Substituting the expressions (143)- (145) into (99) and (102), we obtain the tomogram of the coherent state
and the tomogram of the Fock state
of parametric oscillator under consideration. If driving force is absent then δ = 0 and we have the following expressions instead of previous ones. The wave function of the coherent state is given by the Gaussian
The wave function of the Fock state is expressed in terms of Hermite polynomial
The tomogram of the coherent state coincides with Gaussian distribution function of the form
The tomogram of the Fock state of the parametric oscillator reads
For the case of constant frequency ω = const = 0, we have ε = e iωt and the expressions for the wave functions of the coherent and Fock states and the tomograms of these states are given by simple formulas. The wave function of the coherent state of the harmonic oscillator in position representation reads
The wave function of the stationary state of the harmonic oscillator describing for the one-mode electromagnetic field the n-photon state in the position representation has the standard form
The tomogram of the coherent state of the harmonic oscillator reads
and the wave function of the Fock state of the particle
These states are nonstationary normalized states of the charge in the electric field. Tomograms of coherent and Fock states are given by the formulas (99) and (103) in which the matrix Ξ, the dispersion matrix Σ and vector X 0 take the following values:
The parameters A x and A p determine the degree of squeezing in the coherent state of the charge in the electric field.
Conclusion
We have shown that for multimode systems with Hamiltonian which is quadratic in position and momentum operators the quantum states can be described by symplectic tomograms. For coherent states these tomograms are the multivariable Gaussian distribution functions. For the Fock states the tomograms are expressed in terms of multivariable Hermite polynomials. New results of our work are the explicit formulas for tomograms of coherent and Fock states of multimode nonstationary quadratic systems and new relations for multivariable Hermite polynomials. Since many physical systems including charge moving in electric and magnetic fields and photons in a resonator with moving boundaries are described by quadratic Hamiltonians the results of this work can be applied to consider the evolution of quantum states of these physical systems in the tomographic probability representation. The mathematical formalism of these quadratic systems is based on properties of multivariable Hermite polynomials ( [23] , [24] , [25] , [26] ). Due to this the new formulas for multivariable Hermite polynomials obtained in the tomographic representation can be used in analysis of the different physical systems with quadratic Hamiltonians. It is worthy to consider some other particular cases of multimode quadratic systems. We hope to do this in forthcoming paper.
From (167) it follows that
Also we can obtain that
Substituting this expression for A + x and the equality (171) in (170) we get
This formula can be rewritten in the form
Using hermitian conjugate of (168) 
The second equality in (ii) can be proved analogously. Let us prove the property (iii). Multipling (168) by A + x from the left side we get
Using the property (ii) we get the relation
or using (167) we get
Since the matrix A x and consequently the matrix A + x are nonsingular we obtain the relation (iii).
Calculating the time derivative of the product of the matrices Λ(t)Σ 2N Λ T (t) we get the equality d dt Λ(t)Σ 2N Λ T (t) =Λ (t)Σ 2N Λ T (t) + Λ(t)Σ 2NΛ T (t) = 0.
Taking into account the initial condition for matrix Λ(t) (16), we obtain
Making the same procedure with the product of matrices Ω(t)Σ 2N Ω T (t) we obtain
Rewriting (182) in more detail, we have
These equations are similar to (167) and (168) and therefore the matrices Λ p and Λ x possess the same properties as A p and A x , i.e., 
To calculate this exponent it is worthy to note that 0 −B pp 
If we take A p and A x as
we have
Λ x (t) = 1 √ 2 4 B −1 pp B xx exp i B pp B xx t .
These expressions were used in the main text.
