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Due to the rapid growth of available machine-readable Chinese text, Chi-
nese text compression is becoming an interesting research topic. In Hong 
Kong, many publications such as newspaper, magazines, dictionaries and nov-
els are typeset with computers. Therefore, there is a great demand on high-
performance Chinese text compression algorithms. However, some of the cur-
rent commonly used data compression algorithms are not originally designed 
for compressing Chinese text. As a result, we would like to investigate the ef-
fectiveness of current compression algorithms, and to propose new algorithms 
for improving the poor performance. 
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In this thesis, the characteristics of Chinese and important terminologies 
related to text compression will be introduced. Then, the weakness of the tra-
ditional compression algorithms will be discussed. Next, a survey of different 
Chinese text compression algorithms will be presented, and the compression 
performance for the Chinese compression algorithms will be evaluated and 
discussed. 
A systematic approach for analyzing the character-based compression al-
gorithms to the word-based compression algorithms will be given. For the 
character-based class, a new algorithm called indicator dependent Huffman 
coding scheme is proposed. It outperforms other compression algorithms in its 
class. In order to achieve better results, several variations of Huffman coding 
schemes are cascaded with the LZ algorithms, and the compression perfor-
mance of the cascading algorithms will be considered. 
Unlike English text, Chinese text does not use space to separate the char-
acters into words (or phrases), a word segmentation model is cascaded with the 
compression algorithms for serving the purpose in the word-based class. In our 
study, the combined model obtains relatively higher compression performance 
when it is compared with other practical compressors for Chinese text files. We 
also analyze the relationship between the accuracy of the word segmentation 
model and the compression performance of a cascading algorithm. 
In the end, we conclude that with proper sampling of the input text, a 
better compression performance can be attained. On average, the word-based 
compression algorithms can outperform the character-based compression al-
gorithms by 10%, and the byte-based compression algorithm by 19% for our 
benchmark files. Thus, word-based compression algorithms are more suitable 
for Chinese text compression. 
viii 
Acknowledgement 
I gratefully acknowledge the support and encouragement from Prof. Gilbert 
Ho-Fai Young, without whom this thesis could not have been completed. 
Thanks also to my committee, Prof. Yiu-Sang Moon and Prof. Kam-Fai 
Wong for their efforts in making thoughtful comments on this thesis. 
Particular thanks are given to Man Li, for his sincere help in implement-
ing some of the algorithms, and discussing the results with me. Without his 
assistance, the project could not be finished smoothly. 
I am deeply grateful to my family and friends for their support during the 





• • • 
Acknowledgement ui 
1 Introduct ion 1 
1.1 Importance of Text Compression 1 
1.2 Motivation of this Research 2 
1.3 Characteristics of Chinese 2 
1.3.1 Huge size of character set 3 
1.3.2 Lack of word segmentation 3 
1.3.3 Rich semantics 3 
1.4 Different Coding Schemes for Chinese 4 
1.4.1 Big5 Code 4 
1.4.2 GB (Guo Biao) Code 4 
1.4.3 HZ (Hanzi) Code 5 
1.4.4 Unicode Code 5 
1.5 Modeling and Coding for Chinese Text 6 
1.6 Static and Adaptive Modeling 6 
1.7 One-Pass and Two-Pass Modeling 8 
1.8 Ordering of models 9 
1.9 Two Sets of Benchmark Files and the Platform 9 
1.10 Outline of the Thesis 11 
viii 
2 A Survey of Chinese Text Compression 13 
2.1 Entropy for Chinese Text 14 
2.2 Weakness of Traditional Compression Algorithms on Chinese Text 15 
2.3 Statistical Class Algorithms for Compressing Chinese 16 
2.3.1 Huffman coding scheme 17 
2.3.2 Arithmetic Coding Scheme 22 
2.3.3 Restricted Variable Length Coding Scheme 26 
2.4 Dictionary-based Class Algorithms for Compressing Chinese . . 27 
2.5 Experiments and Results 32 
2.6 Chapter Summary 35 
3 Indicator Dependent Huf fman Coding Scheme 37 
3.1 Chinese Character Identification Routine 37 
3.2 Reduction of Header Size 39 
3.3 Semi-adaptive IDC for Chinese Text 44 
3.3.1 Theoretical Analysis of Partition Technique for Com-
pression 48 
3.3.2 Experiments and Results of the Semi-adaptive IDC . . . 50 
3.4 Adaptive IDC for Chinese Text 54 
3.4.1 Experiments and Results of the Adaptive IDC 57 
3.5 Chapter Summary 58 
4 Cascading LZ Algorithms with Huffman Coding Schemes 59 
4.1 Variations of Huffman Coding Scheme 60 
4.1.1 Analysis of EPDC and PDC 60 
4.1.2 Analysis of PDC, 16HufF and IDC 65 
4.1.3 Time and Memory Consumption 71 
4.2 Cascading LZSS with PDC, 16Huff and IDC 73 
4.2.1 Experimental Results 76 
4.3 Cascading LZW with PDC, 16Huff and IDC 79 
V 
4.3.1 Experimental Results 82 
4.4 Chapter Summary 84 
5 Apply ing Compression Algori thms to Word-segmented Chi-
nese Text 贴 
5.1 Background of word-based compression algorithms 86 
5.2 Terminology and Benchmark Files for Word Segmentation Model 88 
5.3 Word Segmentation Model 88 
5.4 Chinese Entropy from Byte to Word 91 
5.5 The Generalized Compression and Decompression Model for 
Word-segmented Chinese text 92 
5.6 Applying Huffman Coding Scheme to Word-segmented Chinese 
text 94 
5.7 Applying WLZSSHUF to Word-segmented Chinese text 97 
5.8 Applying WLZWHUF to Word-segmented Chinese text 102 
5.9 Match Ratio and Compression Ratio 105 
5.10 Chapter Summary 108 
6 Concluding Remarks 110 
6.1 Conclusions 110 
6.2 Contributions 111 
6.3 Future Directions 112 
6.3.1 Integrate Decremental Coding Scheme with IDC 112 
6.3.2 Re-order the Character Sequences in the Sliding Window 
of LZSS 113 
6.3.3 Multiple Huffman Trees for Word-based Compression . . 113 
Bibliography 114 
viii 
List of Tables 
1.1 Details of the GB-coded benchmark files 10 
1.2 Details of the Big5-coded benchmark files 11 
2.1 The partition of range for each symbol in arithmetic coding scheme 23 
2.2 The intermediate intervals in arithmetic coding scheme 23 
2.3 The range of compression ratios achieved by different algorithms 34 
2.4 The compression performance of MAC and LZG-L 35 
3.1 Compression results of PACK, COMPRESS and 16Huff 39 
3.2 An example of gamma code 41 
3.3 Sizes of traditional and modified headers on benchmark files . . 44 
3.4 Best settings of m and n for the benchmark files in IDC 51 
3.5 The detailed output information of c3.gb under different values 
of m and n in IDC 53 
3.6 The values of r with best settings of m and n in IDC 54 
3.7 The compression results obtained by adaptive IDC 57 
4.1 Compression ratios of different variations of Huffman coding 
scheme 63 
4.2 r versus A in analyzing PDC and EPDC 65 
4.3 Code sizes and header sizes of 16Huff and PDC 65 
4.4 The values of d and f in the benchmark files 72 
4.5 Time and memory consumption of PDC, 16Huff and IDC . . . . 72 
viii 
4.6 Compression results of LZSSPDC, LZSS16Huff and LZSSIDC . 78 
4.7 An example of LZW 80 
4.8 Compression results of LZW with different values of N 82 
4.9 Compression results of LZWPDC, LZW16Huff and LZWIDC . . 83 
5.1 The compression results of an integral-bit encoder and a fractional-
bit encoder 87 
5.2 Match ratios on the benchmark files 91 
5.3 Entropy by sampling in a byte, a Chinese character and a Chi-
nese word 91 
5.4 The compression results of character-based and word-based Huff-
man coding schemes 95 
5.5 Number of distinct items, header size and code size of the bench-
mark files 96 
5.6 Frequency distribution of the four choices in WLZSSHUF . . . . 100 
5.7 The compression results of WLZSSHUF and other compressors . 102 
5.8 The compression results of WLZWHUF without bumping and 
flushing 103 
5.9 The compression results of WLZWHUFB (with bumping tech-
nique only) 104 
5.10 The compression results ofWLZWHUFBF (with both bumping 
and flushing techniques) 105 
viii 
List of Figures 
2.1 Example of a Huffman tree 18 
3.1 The Chinese Character Identification Routine (CCIR) 38 
3.2 The traditional structure of header 39 
3.3 The modified structure of header 41 
3.4 An example of semi-adaptive IDC (m = 1 and n = 1) 46 
3.5 The semi-adaptive IDC compression algorithm 47 
3.6 Header size of c3.gb 52 
3.7 Compressed code size of c3.gb 52 
3.8 The adaptive IDC compression algorithm 56 
4.1 Characteristics of 16Huff, MHC and PDC 61 
4.2 Characteristics of EPDC and IDC 62 
4.3 An example of LZSS 74 
4.4 The generalized cascading model of LZSS 76 
4.5 Compression results of LZSS under different settings of N and F 77 
4.6 The generalized cascading model of LZW 81 
5.1 The generic MFM algorithm 90 
5.2 Generalized compression and decompression models for word-
segmented Chinese text 93 
5.3 The frequency distribution of items in tl.b5 98 
5.4 Two types of output tokens in LZSS 99 
viii 
5.5 The output format of matched position in WLZSSHUF 101 
5.6 Compression ratio versus match ratio (for smaller files) 107 




1.1 Importance of Text Compression 
In the development of computer applications, size of information storage and 
speed of information communication channel are important implementation 
issues. For industry and business, the sizes of customer and product databases 
become larger and larger. For internet service providers, the growth in the 
sizes of newsgroups, electronic mails and homepages are also rapidly. It seems 
that the most obvious solutions to these problems is to install larger size of 
additional storage medias and faster communication channels. 
However, these solutions require additional equipments and operating costs. 
No matter how storage and bandwidth are increased, compression will help. If 
the information can be represented by more compact codes, the problems of 
data storage and information transfer would be alleviated. 
The idea of data compression has evolved for many years. In the past, the 
hardware was not fast enough to encode and decode information, so data com-
pression seems to be impractical. Since the 80's, the CPU processing time has 
become fast enough to execute complicated encoding and decoding processes, 
so many applications such as word processing and network communication 
1 
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started to employ data compression schemes. At the same time, many file 
archiving softwares were invented for distributing files in efficient transmission 
and storage. 
1.2 Motivation of this Research 
With the increasing demand on processing large-sized Chinese text, and the 
rapid advances in networking technology, the transmission of large volume of 
text files among computers becomes feasible for the purpose of information 
sharing. Efficient Chinese text compression algorithms can offer the benefits 
of reducing the data storage requirements and the data transfer time. 
The major motivation of this research comes from the poor performance 
found in traditional compression algorithms. When applying some commonly 
used compression programs in the UNIX systems such as PACK and COM-
PRESS to Chinese text files, the performance is not satisfactory (details ofthe 
experiment will be shown in chapter 3). The objectives of this thesis are to in-
vestigate how poor the existing traditional compression algorithms perform on 
Chinese text, and to propose new algorithms for achieving higher compression 
performance. 
1.3 Characteristics of Chinese 
Chinese is one of the most complex languages in the world, e.g. its grammar. 
In this section, we point out some characteristics of Chinese, which are different 
from other languages like English. 
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1.3.1 Huge size of character set 
According to an old Chinese dictionary, The total number of distinct Chinese 
characters can be as large as 47035 [WP76]. Even worst, the size ofthe charac-
ter set is not fixed. Some new characters may be added to the set from time to 
time. For example, some characters used in local dialects only appear in local 
publications. The huge size of character set makes it impossible to encode a 
character by 8 bits. 16 bits are commonly used for this purpose, as in the 
Bigb and GB Chinese character coding schemes. For this reason, compression 
algorithms for Chinese have to reserve larger amount of memory for storing the 
huge character set. Inevitably, it takes more time for processing the character 
set than its English counterpart. 
1.3.2 Lack of word segmentation 
The lack of segmentation of words in Chinese is a main obstacle in Chinese 
information processing. In English, a space is often used as a deliminator 
between two words. However, there is no such deliminator in Chinese. As 
word is not defined unless we get the semantics of a sentence, most of the 
existing word-based compression algorithms which rely heavily on the concept 
of clear word deliminators do not work for Chinese. As a result, new word-
based compression algorithms are required. A simple way to achieve this goal 
is to preprocess the Chinese text by word segmentation algorithms [FT88, 
Lia90, SS90, YL91] to identify the words, and then apply compression to the 
words. 
1.3.3 Rich semantics 
The rich semantics of Chinese characters makes the language compact. In 
many cases, it is observed that the same amount of information is represented 
by fewer number of bytes in Chinese than English. Therefore, the compression 
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performance of the given information is expected to be lower in Chinese than 
English because less amount of redundancy can be removed in Chinese. 
1.4 Different Coding Schemes for Chinese 
There are several coding schemes which are commonly used to specify the 
Chinese characters. They are Big5, GB, HZ and Unicode codes. Since they 
define different Chinese character sets, different code lengths are used. For 
example, Big5 and GB are 16-bit coding scheme, Unicode 32-bit, and HZ code 
14-bit. 
1.4.1 Big5 Code 
The Big5 code is commonly used in Taiwan and Hong Kong. There are totally 
13051 characters, 5401 characters of them are regarded as frequently used 
characters, and the rest are regarded as less frequently used characters. Each 
Chinese character in Big5 code consists of two bytes. The characters are 
ordered by stroke count first and then by radical. The range of the first byte 
lies from hexadecimal value A1 to F9, while the second byte ranges from 40 
to 7E and A1 to FE. For example, “我” is represented as 0xA7DA in Big5. 
1.4.2 GB (Guo Biao) Code 
GB code is a coding standard formulated by the Chinese government. It is 
now widely used in China and Singapore. GB code includes 6763 simplified 
Chinese characters. Similar to Big5 code, it is divided into two groups. 3755 
characters are regarded as frequently used characters, which are arranged in 
Pinyin based on romanised pronounciation. The other 3008 characters are 
regarded as less frequently used characters. They are arranged in radical order 
defined by mainland China. There are also 262 extra codes used to represent 
Chapter 1 Introduction 5 
some general symbols. The first byte ranges from hexadecimal value A1 to 
FE, while the second byte also ranges from A1 to FE. For example, “我” is 
represented as 0xCED2 in GB. 
1.4.3 HZ (Hanzi) Code 
HZ code was designed for electronic mail since previous mail servers could 
only accept 7-bit messages. A Chinese character in HZ code consists of two 
7-bit characters. Actually, the arrangement of HZ code is similar to GB code 
except the most significant bit in both the first byte and the second byte are 
truncated to become a 14-bit coding scheme. The truncation raises a problem. 
One cannot distinguish whether a character is Chinese or not. HZ code employs 
the XON/OFF protocol using a pair of escape symbols. In this way, all codes 
within the two escape symbols { and } are regarded as Chinese characters. 
1.4.4 Unicode Code 
The Unicode character encoding standard is a fixed-width, uniform text and 
character encoding scheme. It includes all the world's scripts, as well as com-
monly used technical symbols. The Unicode standard is modeled on the ASCII 
character set. Since ASCII's 7-bit character size is inadequate to handle mul-
tilingual text, the Unicode Consortium adopted a 16-bit architecture which 
extends the benefit of ASCII to multilingual text in 1990. Unicode character 
are consistently 16 bits wide, regardless of language, so no escape sequence or 
control code is required to specify any character in the language. Details of 
the specification can be found in J. T. Caldwell's description [Cal91]. As the 
code is still evolving, new version is now under construction. A 32-bit cod-
ing scheme is proposed in order to make an even larger capacity for different 
languages around the world. 
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1.5 Modeling and Coding for Chinese Text 
Any text compression process can be divided into two parts: the modeling 
and coding parts [RL81]. The modeling unit is called a modeler, which reads 
a sequence of symbols and analyzes their probabilities. The coding unit is 
called an encoder, which converts the symbols to codes (sequences of bits) 
based on their probabilities. Given a set of symbols and their corresponding 
probabilities pi (by the modeling process), codes representing the symbols can 
be generated (by the coding process). By source coding theorem [Sha48], a 
theoretical code length can be calculated by the following formula, 
—X^pJog2A' 
The term is called entropy, which measures the weighted average number 
of bits to represent an input symbol. The value of entropy times the number 
of symbols is the minimum number of bits to represent a sequence of symbols. 
Another important term is called compression ratio {C.R.)^ which is used 
to measure the performance of a compression algorithm. Compression ratio is 
defined as, 
C.R. = ¢^ 
JSc 
where fs。is the original input file size, and fs。is the compressed file size. 
The compression ratio is expected to be greater than 1. A larger amount of 
redundancy is removed in the input file if the compression ratio is larger. 
1.6 Static and Adaptive Modeling 
A modeling technique for data compression means that an encoder has to use 
a model to build the codes, while the decoder has to use the model to interpret 
Chapter 1 Introduction 7 
these codes. Both the encoder and decoder have to keep the same copy of the 
model in order to compress and decompress the message correctly. 
There are three major ways for modeling an input source. They are static 
modeling, semi-adaptive modeling and adaptive modeling. In static modeling, 
the data model is fixed, and it is kept in both the encoder and decoder sides. 
No matter what an input source is, the encoder and decoder use the fixed 
model to compress and decompress the information. 
Another similar approach of modeling is called semi-adaptive modeling. 
The encoder sends an identifier to the decoder so that the decoder knows 
which model they agree to use. For example, both the encoder and decoder 
have a set of models, namely 1,2,..., n. The encoder can simply send a number 
k, and the decoder can retrieve the appropriate model k for decompression. 
In adaptive modeling, different data models are used for different source 
files. In the compression side, after the encoder has identified the most suitable 
model for a source file, it has to send the model information to the decoder. 
With this information, the decoder uses the appropriate model to interpret the 
codes. 
Since the adaptive modeling technique can always achieve a more suitable 
model for the source file, most of the currently available compressors employ 
this approach. However, for some input sources whose content are always 
similar, a static model is sufficient to achieve good compression performance. 
Many algorithms have been developed in these two modeling techniques. Tak-
ing Huffman coding scheme as an example, a static approach is described by 
McIntyre and Pechura [MP85] while there is another adaptive counter part 
described by Vitter [Vit89 . 
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1.7 One-Pass and Two-Pass Modeling 
There are two kinds of techniques to synchronize the models of the encoder 
and the decoder. They are the one-pass modeling and two-pass modeling tech-
niques. Their main difference is in the number of passes involved in the scan-
ning of the input file. In one-pass modeling, the input source is scanned once 
only, and the models on both sides are updated incrementally. The model is 
adaptively updated as the compression is in progress. Through some mecha-
nisms agreed by both sides, the encoder firstly transmits some basic characters 
to the decoder. When more characters are sampled, the encoder updates its 
model after those repeating characters are sent out. Similarly, the decoder also 
gets the same piece of information, and updates its own model automatically. 
As a result, the two sides are synchronized during the whole process. This type 
of modeling technique provides a text-tailored model, and therefore is widely 
used in many compressors. 
In two-pass modeling, the encoder first scans through the whole text once. 
When the best-fit model is built, the information of the model is sent to the 
decoder as header, and the input file is scanned one more time to output the 
corresponding codes according to the model. In many cases, the header size 
does not vary much. One usually assumes that it is constant. Since the header 
size is fixed, the effect of the header size on the overall compression ratio tends 
to become smaller and smaller as the original file size grows. 
Most commonly used compressors employ the one-pass approach for it is 
faster. Examples are the UNIX based PACK and COMPRESS compression 
systems. Jakobsson described a model of one-pass text compression in 1988 
Jak88]. For references of two-pass compressions, Bell etal. have a full descrip-
tion in their book [BCW90:. 
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1.8 Ordering of models 
In finite-state models, the entropy is calculated by summing the individual 
entropy of each state. Assuming pi is the probability that the system is in 
state i, and pij is the probability of the 产 transition going out from state i. 
Then the entropy of the system is: 
— Z l ^ D ^ ) l o g ^ ) ' 
i 3 
Similar result can be obtained in finite-context models. Assuming n-grams 
are used to predict the next character in a source. If X is the set of (n — 1)-
grams and A is the input character, the entropy of an order n — 1 model is 
— Y . p(^)Z)p(c^k)iogp(^^k) 
xex aeA 
Actually this formula coincides with the entropy formula in the finite-state 
models ifthe set of (n-l)-grams are regarded as all the states in the finite-state 
model. 
If a high-order model is employed, a higher compression ratio would be 
achieved. Since in a high-order model, the conditional probability of a char-
acter given sufficient context is very high, the theoretical code length of the 
character should be short. 
1.9 Two Sets of Benchmark Files and the Plat-
form 
For the purpose of evaluating different compression algorithms, many Chinese 
sample text files are collected from different places and merged by us. In our 
study, two set of benchmark files are created. The first set is GB-coded, and 
the second set is Big5-coded. In the first set of benchmark files, there are 
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eight files which are named cl.gb, c2.gb, ...，c8.gb. They are all GB-coded 
text files, and their sizes range from 236321 to 15619863 bytes. This set of 
benchmark files is only used in Chapters 3 and 4. Detailed information of the 
files is summarized in Table 1.1. 
Name Size Types of content  
cl.gb ~~236321 Chinese Classical Issues and Essays 
c2.gb 318591 Chinese Classical Poetry 
c3.gb 844461 Chinese Modern Poetry — 
c4.gb 742151 Chinese Miscellaneous  
c5.gb~~2318135 — Chinese Classical Novels — 
c6.gb~~2475726 — Chinese Modern Novels —  
c7.gb~~15619863 — Chinese Electronic Magazine _ 
c8.gb 8163166 Chinese Newspaper 
Table 1.1: Details of the GB-coded benchmark files 
Another set of benchmark files is Big5-coded which is only used in Chapter 
5 because the static dictionary in the word segmentation model that we em-
ployed is Big5-coded. In this set, there are eight files, which are named tl.b5, 
t2.b5, ...，t8.b5. They are all Big5-coded text files, and their sizes range from 
5102 to 1286986 bytes. Some of the files are with different types of content. 
The detailed information of the files is summarized in Table 1.2. 
All algorithms presented in this thesis ran on a 90MHz Pentium Personal 
Computer with 16M Random Access Memory. The operating system of the 
machine was Linux 2.0.1. 
Chapter 1 Introduction 11 
Name Size Types of content 
tl.b5 5102 Newspaper 
t2.b5 6722~~ Newspaper 
t3.b5 27434 Modern Novd~" 
t 4 . b ^ 40375 Modern Novel 
t5.b5" 360561 Hong Kong Law 
t6.b5 402698 — Hong Kong Law 
t7.b5 1155676 “ Hong Kong Law 
t8.bI" 1286986 Hong Kong Law 
Table 1.2: Details of the Big5-coded benchmark files 
1.10 Outline of the Thesis 
In Chapter 2, a literature survey which covers the popular algorithms used in 
the area of Chinese text compression is shown. The experimental results of the 
Chinese entropy are discussed. In addition, estimated ranges of compression 
ratio achieved by the algorithms are mentioned. 
Chapters 3, 4 and 5 are the main contributions in this thesis. In Chapter 
3，a new Huffman coding scheme called Indicator Dependent Huffman coding 
scheme (IDC) is studied. The outline of the static and adaptive versions of 
IDC, and the analysis of the experimental results are given. 
Chapter 4 compares the performance of different variations of the Huffman 
coding scheme in detail. Several outstanding variations of Huffman coding 
scheme are chosen to cascade with two LZ algorithms, namely LZSS and LZW, 
to improve compression results. The analysis of which variation ofthe Huffman 
coding scheme is best for the cascading model is given. 
In Chapter 5, a word segmentation model is introduced. The model is em-
bedded in some compression algorithms to form new word-based algorithms. 
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Comparisons with some famous existing compressors are provided. The rela-
tionship between the accuracy of the word segmentation model and the com-
pression algorithm is also analyzed. Finally, in Chapter 6, the important results 
are concluded, and the further research directions are identified. 
Chapter 2 
A Survey of Chinese Text 
Compression 
As information is under a tremendous growth, there is a great demand on 
storing and transmitting the huge amount of information efficiently. The de-
velopment of data compression fulfills the requirement, and it has become 
one of the important computer technologies in the last few decades. A lot 
of efforts have been put in developing lossless compression algorithms for En-
glish text accompanying remarkable compression results [Huf52, ZL77, ZL78, 
CW84, Wel84, Knu85, BSTW86]. However, when these algorithms are ap-
plied to Chinese text, the compression results are not as good as English. To 
achieve better results, it is necessary to develop new compression algorithms 
for Chinese text. 
Due to the poor performance of the traditional algorithms on Chinese text, 
some research have been taken in the area of Chinese text compression. In 
this chapter, the different approaches in the area are introduced and classified. 
Merits and drawbacks of the approaches are also discussed. 
13 
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2.1 Entropy for Chinese Text 
In 1986’ Wei [Wei86] employed the Cover and King's experiment [CK78] for 
gambling to estimate the entropy of Chinese. The scheme requires human 
subjects to reconstruct an unfamiliar paragraph by guessing one character at a 
time. Firstly, the subjects are allowed to make several guesses simultaneously, 
and to put varying amounts of bets on the guesses. The more probable an 
individual guess is, the heavier is the bet put on it. The subjects tried their 
best to maximize their capital as quickly as possible. The entropy of Chinese 
is estimated as the following Cover's formula, 
(1 — -logLSn)log2b ~> Entropy, as n ^ oo 
n 
where Sn is the final capital and b is the payoff ratio. In the experiment, b = 
1000, i.e., the subject group gets 1000 dollars for each dollar placed correctly. 
The entropy of Chinese is calculated to be not more than 4.1 bits per character. 
According to his result, the maximum compression ratio for Chinese is possible 
to be larger than 3.9. 
Similar work was done by Lua in 1994 [Lua94]. A frequency-rank experi-
ment was performed on the statistics of Electronic Word Frequency Dictionary 
(EWFD) to find the Chinese entropy. He found out that the average values of 
entropy for Chinese characters and two-character words are around 9.592 bits 
and 11.402 bits, respectively. The results imply that the average compression 
ratios are around 1.67 for character-based compression algorithms, and 2.81 
for two-character word-based compression algorithms. 
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2.2 Weakness of Traditional Compression Al-
gorithms on Chinese Text 
The incorrect sampling size of the traditional algorithms is the weakest point 
for compressing Chinese text. Generally speaking, most of the current existing 
compression algorithms are designed for 8-bit ASCII characters. When they 
are applied to Chinese, these algorithms split each 16-bit Chinese character 
into two separate bytes, process the two bytes as two independent symbols 
and encode them by two different codes. The splitting method completely 
ignores the correlation between the first and the second bytes of a Chinese 
character. Normally, when the first byte of a Chinese character is detected, 
there is a good chance that some second bytes follow. Hence, a more reasonable 
way is to sample a 16-bit Chinese character as one unified symbol, and output 
a code to represent it. 
Let us illustrate the point by an example. Assume a sequence of Chinese 
characters “我们我们” is given, which is coded in Chinese, and there are two 
distinct Chinese characters “我” and “们”.If we encode the source by 16-bit 
basis, “我” and “们” should be represented by one bit respectively because 
there are only two distinct and equally likely choices. The overall code length 
for the input source should be equal to 4 bits. On the other hand, if we encode 
the source by 8-bit basis, there are four distinct codes, "206", "210", "195" 
and "199". Each of them should be represented by two bits, so the overall 
code length for the source becomes 16 bits. This example demonstrates that if 
a correct sampling technique is applied to Chinese, shorter compression codes 
would be generated. 
Although it is possible to use a first-order 8-bit sampling compression al-
gorithm (which predicts the next character by one previous character, and 
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then generates a code to represent both the two 8-bit characters) to obtain 
a similar compression result, the consumption of memory and time would be 
larger than a 16-bit sampling algorithm. In the first-order 8-bit algorithm, it 
has to store and process all combinations of two 8-bit characters. However, in 
16-bit algorithm, it can reduce the consumption by making use of the Chinese 
character coding scheme. If the code value of a byte is greater than 160, its 
next byte will be read, and merged to form a Chinese character. The number 
of characters needed for storing and processing in the 16-bit basis is far less 
than the first-order 8-bit basis. 
2.3 Statistical Class Algorithms for Compress-
ing Chinese 
In general, text compression algorithms can be classified into two main cat-
egories. They are statistical class and dictionary-based class. Although the 
working mechanisms for the two classes are different, they aim at achieving 
good compression ratios. 
A statistical algorithm counts the frequency and calculates the probability 
of each character appeared in an input text. Then, it assigns variable-length 
codes to the characters. The code-assigning mechanism is based on the rule 
that if a character has larger probability, it is assigned with a shorter code. 
Under the mechanism, variable code lengths are efficiently allocated to different 
characters, and the output would be encoded by fewer bits than the original 
input. The most famous statistical compression algorithms are the Huffman 
coding scheme [Huf52] and the arithmetic coding scheme [CW84 • 
A dictionary-based algorithms targets on replacing phrases in an input text 
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by shorter tokens. Through the use of the string-matching strategy, repeating 
phrases in the input against a dictionary is found. Once a phrase is matched, 
it will be represented by a matched position and a matched length, which are 
encoded in a fixed-length or a variable-length token. Since the bit length in the 
token is shorter than the bit length in the phrase, compression effect can be 
achieved. Two famous branches of dictionary algorithms are LZ77 [ZL77] and 
LZ78 [ZL78]. Most of the existing compressors such as GZIP and PKZIP are 
based on the dictionary-based algorithm with variable-length tokens generated. 
Many Chinese text compression algorithms belong to statistical class. Most 
of them are modified from the two-pass Huffman coding scheme [Huf52], which 
encodes a character by integral number of bits. Another popular algorithm is 
called arithmetic coding scheme [CW84], which maps an input message to 
a range of real interval, and each character can be represented by fractional 
number of bits on average. Besides, the technique of combining both fixed-
length and variable-length codes is also developed. 
2.3.1 Huffman coding scheme 
Huffman coding scheme [Huf52] takes an input of different characters with 
known frequencies and constructs a full binary tree whose leaves are characters. 
Firstly, the algorithm puts the different characters into a symbol set. In each 
step, it merges two symbols with smallest frequencies from the set and forms 
a subtree with frequency equals to the sum of the two smallest frequencies. 
The formed subtree is assigned to a new symbol, and it is put into the symbol 
set while the two smallest characters are removed from the set. This process 
continues until the set contains only one symbol. The final symbol is the root 
of the tree and a complete binary tree is formed. The code of each character 
can be obtained by traversing the tree from the root to the character. For 
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example, given the the probabilities of symbols “能”，“有”，“我” and “量” as 
0.1，0.3, 0.1 and 0.5, respectively. Figure 2.1 shows the Huffman tree for the 





Figure 2.1: Example of a Huffman tree 
• Multigroup Huffman coding scheme (MHC) 
The multigroup Huffman coding scheme [CT91] is designed for com-
pressing a file which contains both English and Chinese characters. The 
algorithm uses a pass for grouping process and a pass for coding process. 
In the grouping stage, all input characters are divided into three groups 
called H, L and C. The H, L and C groups store the first bytes of 
Chinese characters, the second bytes of Chinese characters and the non-
Chinese characters, respectively. In groups H and C, a new symbol is 
added for indicating the switches between the Chinese and non-Chinese 
groups. Three Huffman trees are built for the three groups. 
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In the coding stage, a tree is selected as the coding tree, and the input 
characters are encoded by that tree. If a character does not belong to 
the tree, a switching code is generated and the coding tree is set to the 
one which the character belongs to. Through the switching codes, the 
algorithm can encode all input characters by switching to an appropriate 
coding tree. 
The advantage of MHC is that it can split a single Huffman tree into 
three smaller subtree. The average code length of characters in the trees 
would be shorter than a single tree. However, the algorithm only works 
for the sources which contain a long sequence of Chinese characters fol-
lowing a long sequence of English characters or vice versa. For other 
cases, many switching codes are generated so that the overall compres-
sion performance is deteriorated. 
• Predictive Data Coding Scheme (PDC) 
Due to the huge number of defined Chinese characters, the average dis-
tance between the root and a character node is very long in a single Huff-
man tree. Predictive data coding scheme [HT90] attempts to shorten the 
distance by pushing the commonly used first bytes closer to the root of 
a Huffman tree. In a normal Chinese passage, some distinct Chinese 
characters can share the same first byte. Since the common first byte 
is always referenced, its code length should be shorter. Under this situ-
ation, a Chinese character should be sampled in 8-bit basis so that the 
first byte can be sampled individually and represented by fewer number 
of bits. 
PDC is developed for the purpose. It is a two-pass compression algo-
rithm. In the first pass, it counts the frequencies of the first and second 
bytes of the characters. A Huffman tree for the first bytes is then built. 
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If a first byte is followed by more than one second bytes, a Huffman tree 
for the second bytes is built directly under the node of the first byte. 
Finally, a complete Huffman tree is created and ready for encoding. In 
the second pass, the coding process is performed. 
In fact, the performance of PDC is very close to the 16-bit sampling 
Huffman coding scheme. Consider the extreme case, all first bytes of 
input characters are the same, and the Huffman code lengths of the two 
algorithms are equivalent. Similarly, they have a common drawback. In 
both algorithms, a large Huffman tree is built. On the implementation 
level, a larger tree would consume much more time and memory for trav-
eling and updating the tree. On the coding level, when compressing a 
small file by a semi-adaptive Huffman tree, large number of nodes has 
to be stored as header in a compressed file. As a result, the compressed 
file size may not be obviously smaller than the input file size. 
• Extended Predictive Data Coding Scheme (EPDC) 
One of the main drawback in PDC is the large size of Huffman tree. 
In order to get rid of it, an extended scheme of PDC, called extended 
predictive data coding scheme [CC93] is proposed. The basis of EPDC is 
a divide-and-conquer strategy. It partitions a file into two subfiles. One 
is named as odd file, which consists of all characters in odd numbered 
positions. The other is named as even file, which consists of the remain-
ing characters. Two Huffman trees are then built according to the two 
subfiles. A bit string is maintained to record the encoding sequences of 
the input file by the two trees. The bit string, being empty at the begin-
ning, is extended bit by bit as each character is read. The corresponding 
bit will be set if the read character is not found in the current coding 
tree. This technique is called bit-stuffing. With bit-stuffing, the redun-
dant characters between the trees can be removed without affecting the 
Chapter 2 A Survey of Chinese Text Compression 21 
coding process. In the coding process, EPDC works as same as PDC. 
The main advantage in EPDC is the tree-splitting concept. It is similar 
to MHC, but in EPDC, the splitting rule is not so restricted. In MHC, 
it uses 8-bit sampling technique and reserves two trees for the first bytes 
and the second bytes of Chinese characters, respectively. However, in 
EPDC, the two trees are now reserved for the two-byte Chinese charac-
ters, and there are no redundant characters between the trees, so each 
code is more efficient, and it can refer to two bytes instead of one. 
Actually, the compressed file of EPDC can be divided into two parts. 
One is the Huffman codes and the other is the stuffing bit string. It 
can be observed that the Huffman codes are shorter than those of the 
single-tree algorithm. Furthermore, it is claimed that the reduction in 
Huffman codes is greater than the increase in the additional bit string. 
• Indicator Dependent Huffman Coding Scheme (IDC) 
Indicator dependent Huffman coding scheme [YCC96] uses the concept 
of double Huffman trees. This concept is especially useful for languages 
with large character sets such as Chinese. IDC is a three-pass algorithm 
which uses one pass for finding indicators, one pass for gathering statistics 
and one pass for coding the characters. 
In the first pass, the algorithm chooses m most frequently used characters 
as indicators. Then in the second pass, each character is read and put 
into first group. If the character is an indicator, the next n characters 
will be put into second group. The grouping process repeats until all 
characters are read. After the two groups are established, two Huffman 
trees are then built. In the third pass, the Huffman coding scheme is 
performed. At first, each character is encoded by the first Huffman tree. 
If the character is an indicator, the next n characters are encoded by 
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the second Huffman tree. Otherwise, the characters are encoded by the 
first, HufFman tree only. Note that no switching bits are stored in the 
compressed file because the decoder can recognize the encoding sequences 
between the two trees by the indicators. 
Among different tree-splitting algorithms, the overall code length is equal 
to the sum of Huffman code length generated by different trees and the 
switching code length. In IDC, the switching code length is equal to 
zero because there is no need to send any switching bits to the decoder, 
and the switching sequence can be directly obtained from the indicators. 
However, it does not mean that the overall code length is minimum. 
Considering the Huffman code length, it is expected that IDC is longer 
than EPDC because IDC allows redundant characters exist in both trees 
and EPDC does not. In order to reduce the redundant characters and 
the size of the two Huffman trees in IDC, it is necessary to control and 
choose the appropriate set of indicators. In [YCC96], it is found out that 
to choose around five most frequently used characters as indicators gives 
a satisfactory compression results for some particular benchmark files. 
However, how to choose a good set of indicators efficiently for general 
input files is still unknown. 
2.3.2 Arithmetic Coding Scheme 
Arithmetic coding scheme [CW84] represents a source by a half-open real inter-
val [0, 1). Each symbol narrows the interval, and the number of bits increases 
to represent the source. In the algorithm, fewer bits are required to encode 
the frequently used symbols. An example of 8-bit ASCII characters is used to 
illustrate the idea of arithmetic coding scheme. Given the probabilities of the 
symbols "a", “6”, "c" and “d” are 0.2, 0.3, 0.2 and 0.3 respectively. Table 2.1 
demonstrates how to partition the range for each symbol. When encoding a 
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source “cbad,,, the first symbol "c" narrows the interval to [0.5, 0.7) and the 
next symbols would reduce the previous interval according to the following 
equations: 
prevrange 二 prevright — prevleft 
newleft = prevleft + symleft * prevrange 
newright 二 prevleft + symright * prevrange 
where the previous interval is [prevleft^ prevright) and the new interval 
after encoding a symbol with range [symleft, symright) becomes [newleft, 
newright). 
Table 2.2 shows the intermediate intervals for the source. The final interval is 
0.5484, 0.552). A single real number within the range is sent as the compressed 
code. In the real case, an extra end-of-stream symbol should also be encoded 
so that the decoder can determine when to stop. 
Symbol Probability Range 
—a M [0, 0.2) 
b 0.3 [0.2, 0.5) 
c 0.2 丨0.5, 0.7) 
d 0.3 [0.7, 1) 
Table 2.1: The partition of range for each symbol in arithmetic coding scheme 
Symbol Interval 
c [0.5, 0.7) 
h [0.54, 0.6) 
a [0.54, 0.552) 
d [0.5484, 0.552) 
Table 2.2: The intermediate intervals in arithmetic coding scheme 
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• Adaptive Markov Model and Arithmetic Coding Scheme (MAC) 
In the scheme of MAC [Gu97b], a mapping function is used for transform-
ing each input character into an unique integer. An adaptive first-order 
Markov model [BCW90] is then applied for computing the conditional 
probability of each integer based on its predecessor. If an integer j is 
more likely followed by an integer z, the conditional probability P(z|j) 
would be large and fewer number of bits would be assigned to i by an 
entropy coder. When the probability is calculated, arithmetic coding 
scheme is applied to convert the probability into a bit string. A data 
structure called In-Path-Recording tree (IPR) for fast arithmetic coding 
process is used in the algorithm. It provides a self-adjusting mechanism 
for updating the cumulative frequencies of symbols and fast-searching 
technique for finding cumulative frequencies. 
From the modeling and coding points of view, the algorithm employs 
the first-order Markov process for modeling and the arithmetic coding 
scheme for coding. It has been mentioned that most of the Chinese 
words are composed of two characters, so it would be better to model 
the characters by a first-order basis to capture the high correlation prop-
erty between two consecutive characters. For other Chinese words which 
are composed of more than two characters, high-order modeling tech-
nique should be applied. In the coding part, arithmetic coding scheme is 
used because it can assign a real range for a whole passage. Each symbol 
can be represented by fractional number of bits on average, so it should 
be better than the Huffman coding scheme which represents each symbol 
by integral number of bits. 
• Partial Predictive Matching for Chinese text (PPM) 
PPM [CW84] uses the adaptive modeling with high-order arithmetic cod-
ing scheme. It predicts the next symbol by a high-order context. If a 
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particular symbol has not been encountered in the higher context, an 
escape symbol will be sent, and the symbol will be predicted by a lower 
context. In English, PPM gives very good compression results. In 1995, 
Kwong, Jong and Man [KJM95] proposed three main modifications in 
the third-order PPM for compressing Chinese text. 
The first modification is the context counts halving. In the original ver-
sion [Mof90], the counts in a context would be halved when their sum 
exceeds 512. However, it is suggested that halving should be done when 
the total count exceeds 8192 for Chinese. An improvement of around 0.03 
bits per character is achieved under the modification. The second one is 
context counts splitting, which means that the first and second bytes are 
counted separately for probability estimation. In the same context, two 
tables of counts are kept. One is for the first bytes and the other is for 
the second bytes. It is found that separation of counts for the first and 
second bytes in a context helps improving the accuracy of prediction, 
especially for small files. The last modification is the context skipping. 
In first-order context, the second byte of a Chinese character should be 
predicted by the first byte context because the first byte context hits 
the symbol to be encoded more frequently than a second byte context. 
Hence, the second byte context can be skipped. The similar situation is 
applied to the first byte which is predicted by the second byte context 
and the first byte context can be skipped. The context skipping tech-
nique results in further improvement of compression ratio. 
Despite the modifications made, the modeling and coding of the algo-
rithm is very similar to MAC. Although PPM uses a third-order coding 
for Chinese, it is roughly the same as the first-order modeling of MAC. In 
PPM, the basic sampling unit is in byte while in MAC, the sampling unit 
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is a two-byte Chinese character. Therefore, both algorithms have suffi-
cient large previous context to handle the two-character Chinese words. 
Up to this point, a simple conclusion can be drawn: no matter which 
sampling size is taken, the order of context should be able to record more 
than one Chinese character. Furthermore, if 8-bit high-order model is 
chosen for modeling Chinese, modifications have to be made for adapting 
the two-byte characteristics of Chinese. 
2.3.3 Restricted Variable Length Coding Scheme 
• Multiple Four-bit Coding Scheme (MFC) 
Multiple four-bit coding scheme [OH92] is a restricted variable length 
coding method which uses a multiple of 4-bit codes, called nipples to 
represent different Chinese characters. In MFC, there are several groups 
and the groups contain different number of nipples. In group i, it con-
sists of i nipples and the first i-1 bits of the nipples are set to 0 and the 
ith bit are set to 1. The first i bits are used for distinguishing different 
groups. For example, in group 1, it consists of only one nipple. The 
first bit of the nipple is set to 1 and the remaining three bits are allo-
cated for representing the most frequently used eight characters. The 
similar coding mechanism is applied for other groups. Since characters 
are represented in different code lengths in different groups, characters 
with higher frequencies are represented by lower group (fewer number 
of nipples). Within the same group, characters are represented in same 
code length. 
In MFC, no any tree is needed to be built during the encoding process. 
It just sorts the frequencies of characters and represents them in one or 
more nipples, so it should be faster than other two-pass Huffman tree-
based algorithms. However, in the coding process, different characters in 
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the same nipple are represented by a fixed code length, so the bits are not 
allocated in an efficient way. The compression ratios obtained by MFC 
are expected to be worser than the Huffman coding scheme. Actually, 
it is a trade-off between compression time and compression ratio. MFC 
wins in compression time but loses in compression ratio. 
2.4 Dictionary-based Class Algorithms for Com-
pressing Chinese 
A dictionary-based algorithm aims at finding repeating words and replacing 
them in fewer number of bits. The most important task of a dictionary-based 
algorithm is to build a good dictionary for matching words. If a dictionary is 
built off-line from a collection of files, the algorithm is called a static dictionary-
based algorithm. If a dictionary is built on-line from an input file but more 
than one pass are needed for building dictionary and encoding the words, it is 
called a semi-adaptive algorithm. Otherwise, it is an adaptive algorithm which 
builds a dictionary from an input file and performs compression in only one 
pass. 
• Word-segmentation model (WSM) 
WSM is an approach which emphasizes on handling word segmentation 
before compression [CCC95]. A million-word Chinese corpus is built up 
and independent probabilities of the words are obtained off-line. For an 
input file, each sentence is segmented into a collection of words. There 
may be many possible combinations of segmentation, but the one with 
highest product probability is chosen. When the input file is segmented, a 
first-order (bigram) arithmetic coding scheme is applied to the segmented 
words. 
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WSM is a static word-based algorithm because a dictionary is built off-
line.. It generates a short code for each word by first-order arithmetic 
coding scheme. The advantage of WSM is that it is a simple algorithm 
which can match long (more than two Chinese characters) words, and 
shorten the overall code length. However, the dictionary is not adaptively 
built from an input file, so repeating words in the input file may not be 
matched completely. 
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• N-gram Minimum Entropy Compression (MEC) 
The method of n-gram minimum entropy compression for Chinese is 
proposed by Lua [Lua95]. In MEC, a collection of words is built by 
computing the minimum entropy of a sentence. The principle is to use 
the value of word binding to determine whether two different symbols 
should be grouped to form a word or not. Word binding B of two symbols 
is defined as the negative of mutual information between the two symbols. 
If B is positive, two individual codes are used to represent two symbols 
for reducing the information content. Otherwise, a single code is used 
to represent a two-symbol word. Initially, the algorithm counts all the 
mono-grams and bi-grams from an input file and computes their entropy 
values. Then for each long sentence with N characters, N — 1 values 
of B are calculated and stored into a bi-gram table. If the value of B 
is greater than -16, the sentence will be split into two shorter sentences 
at the position where the B is calculated from. This process continues 
until all values of B is less than or equal to -16 in all sentences. After 
this step，there may still exist many long sentences with more than 10 
characters, so further splitting is needed. 
The second step of splitting is to break the long sentences so that no 
sentence has more than 9 characters. The mechanism is similar to the 
first step. It searches through the bi-gram table to extract the minimum 
value of B, and its corresponding position at the sentence. At that 
position, the sentence is split into two shorter sentence. The process will 
continue until all sentences have no more than nine characters. 
An exhaustive approach, which computes the entropy values for all the 
2^一1 possible ways of segmentation of a sentence with N characters, is 
applied to the shorter sentences after the two splitting steps. A n-gram 
entropy table is computed according to the frequencies of characters in 
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the sentences. For each possible way of segmentation, the total entropy 
of the sentences is computed. The minimum value of entropy and the 
way of segmentation are recorded. The sentence is then segmented by the 
way and a new n-gram table is built. The average entropy per character 
is computed for the new n-gram table. If the frequency of a character is 
lower than a threshold value, say 5 or 10, the related n-grams information 
is removed in order to reduce the overall size of code table. Whenever 
the n-gram table is updated, the segmentation process will be repeated 
until there is no further reduction in the average entropy per character. 
MEC is a semi-adaptive algorithm because it needs more than one pass 
for finishing the whole compression process. The algorithm finds out the 
words in an exhaustive way to reduce the overall code length, it is very 
time-consuming. Therefore, it is not suitable for on-line compression 
until a more efficient implementation is developed. 
• LZ77 with Alphabet-augmenting and Adaptive-Grouping (LZG-L) 
Gu proposed a variation of LZ77 for Chinese text compression [Gu97a . 
Two techniques are added to modify the original LZ77. One is alphabet-
augmenting, which redefines the set of alphabets so that it can include 
not only 8-bit ASCII codes, but also 5401 most frequently used Big5-
coded characters and 32 control characters. The second one is the 
adaptive-grouping technique, which divides the input characters into sev-
eral groups, and each group is represented by different number of bits. 
When compression or decompression is being performed, the most fre-
quently used characters would be shifted adaptively to the group which 
is represented by fewer number of bits. 
In LZ77 coding scheme, a sliding window and lookahead buffer are main-
tained for matching and coding the characters. The compressed codes are 
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consisted of one-tuples and two-tuples. One-tuple records an unmatched 
char9,cter and two-tuple records the matched position and matched length 
of matched characters. LZSS, which is a practical and modified version 
of LZ77, uses an extra bit before the tuple to determine the tuple type 
(one-tuple or two-tuple). 
In LZG-L coding scheme, the size of sliding window is set to hold 4864 
characters and the lookahead buffer can hold 32 characters. The extra 
one bit for each tuple in LZSS is removed in the scheme by reorganizing 
the output sequence of the matched position and the matched length. 
The matched length is now output before the matched position. Since 
the matched length is greater than 0 and less than 33 characters, the 
values ranging from 1 to 32 are set to be control characters, and they 
are added into the set of alphabets. When decoding a tuple, if the first 
component is a control character, a second component is read to form a 
two-tuple. Otherwise, it is a one-tuple. 
Different coding schemes are applied to different components of tuple. 
For the first component, a group code and an element code are gener-
ated. There are totally eight groups for the first components and each 
group is represented by a variable-length code. A fixed-length code is 
generated to locate the exact position within each group. For the sec-
ond component, it is divided by 64 at first. A group code, an element 
code and a remainder code are then generated. There are totally five 
groups for the second component, and each group is also represented by 
variable-length code. In each group, a fixed-length element code and a 
fixed-length remainder code are generated to indicate the element posi-
tion and the remainder value. 
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Adaptive alphabet-character grouping technique is applied only to the 
first component of tuple. For the second component, it is moved stati-
cally to the five groups because insignificant change is observed in com-
pression ratio when applying the adaptive grouping to it. In the adap-
tive alphabet-character grouping technique, the alphabet characters are 
firstly put into the eight groups arbitrarily. If the frequency of the cur-
rent encoded character is larger than the front character in the previous 
group, the locations of the encoded character and the front character of 
previous group will be exchanged. This process is continued until the 
encoded character is moved to an appropriate group. Consequently, a 
character with higher frequency will be moved to a group with smaller 
group number which is represented by fewer number of bits. 
The main advantage of LZG-L is that it removes an extra bit in each 
tuple of LZSS, and uses variable bits to represent each component in a 
tuple basing on the tuple's frequency. These two modifications increase 
the overall compression ratio. As LZG-L is an adaptive algorithm, it is 
likely to be brought into practical usage. 
2.5 Experiments and Results 
Experimental results for the different algorithms are reported in this section. 
Although the algorithms use different benchmark files for testing, the com-
pression results are valuable in estimating their actual performance. Different 
issues related to compression performance are concerned. They include the 
compression ratio, time and memory consumption. 
• Compression Ratio 
Table 2.3 summarizes the estimated compression ratios achieved by the 
algorithms. Some of the results such as EPDC and IDC are collected 
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from the experiments performed by us and the others are directly ex-
tracted from the original papers. From the table, it is observed that the 
high-order arithmetic coding scheme can achieve a higher compression 
ratio (from 2.2 to 2.5) than the others. 
Among the variations of Huffman coding scheme, EPDC and IDC are 
chosen as representatives because of their relatively higher compression 
performance than the others. An estimated compression ratio of EPDC 
and IDC is around 1.6 to 1.8. When estimating the famous 8-bit com-
pressors on Unix such as pack and compress, the compression ratio only 
ranges from 1.3 to 1.5. For the EPDC and IDC, only an zero-order model 
is used. If high-order model is applied, the two Huffman algorithms are 
expected to achieve even higher compression ratios because they can en-
code not just a character, but a word. 
In high-order model of statistical class, PPM and MAC can obtain com-
pression ratio around 2.2 to 2.5. It is directly due to the use of high-order 
arithmetic coding scheme. The high-order context can represent the most 
frequently used words by fractional number of bits. Although it seems 
that the high-order arithmetic coding scheme can be applied to Chinese 
text with good compression ratio, more time would be used. This point 
will be discussed later. 
For dictionary-based algorithms, compression ratio around 1.9 - 2.2 can 
be achieved. It is better than the zero-order Huffman coding schemes 
but worser than the high-order arithmetic coding scheme. A dictionary-
based algorithm can handle words, so it should be better than zero-order 
model. However, dictionaries in the dictionary-based algorithms are not 
generated in an exhaustive way such as what the high-order model gen-
erates, so some words may be omitted and cannot be matched in the 
dictionaries. That is why a high-order model should be better than the 
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dictionary model in compression ratio. Despite the smaller compression 
ratios achieved by the adaptive dictionary-based algorithms, they are 
still widely used because they can work faster and consume less amount 
of memory. 
Algorithm Estimated Example 
Compression Ratio 
Zero-order Huffman coding scheme 1.6 - 1.8 EPDC, IDC 
Dictionary-based algorithm 1.9 - 2.2 WSM, MEC, LZG-L 
High-order arithmetic coding scheme 2.2 - 2.5 MAC, PPM 
Table 2.3: The range of compression ratios achieved by different algorithms 
• Time and Memory 
In most of the algorithms, the authors did not mention about the usage 
of time and memory. Even though they did, the benchmark files that 
they used are different. It is hard to compare the usage of time and 
memory among the algorithms under this situation. Therefore, in this 
part, we directly report the empirical results from Gu [Gu97b, Gu97a]. A 
high-order arithmetic coder, MAC and the dictionary-based coder, LZG-
L will be chosen for comparison because they are tested under the same 
set of benchmark files. Table 2.4 shows the compression ratio, compres-
sion time and decompression time of the two algorithms. 
In the table, the first value under the name of an algorithm is the com-
pression ratio, the second is the compression time and the last one is the 
decompression time. Note that the two algorithms are run on two differ-
ent hardware platforms. For the MAC, it runs on 486-33 IBM PC and 
the LZG-L is run on 486DX4-100 IBM PC. Although the platforms are 
different, the benchmark files are the same. It is observed that LZG-L 
achieves a smaller compression ratio than MAC, but a more acceptable 
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compression time and decompression time is consumed by LZG-L. Hence, 
a dictionary-based model seems to be more practical for on-line Chinese 
text compression. 
When more memory is reserved for the algorithms, the compression ratio 
should be improved because more context can be recorded for encoding 
process. Furthermore, compression and decompression speed may also 
be improved because enhanced data structures may be used for searching 
and processing the characters. Even though several megabytes bounded 
memory is used, the two algorithms should achieve good compression 
results. 
File Name File Size MAC LZG-L 二 
C5a 231737~~2.36, 35.2s, 33.2s 2.11, 3.35s, 0.79s 
CX2 170127 2.07, 25.8s, 24.2s 1.89, 2.27s, 0.62s 
Table 2.4: The compression performance of MAC and LZG-L 
2.6 Chapter Summary 
Most of the practical compression softwares are based on dictionary-based 
algorithms with variable-length token generated. They takes the advantage of 
searching words efficiently and encoding them in variable-length of bits. In 
this chapter, this kind of algorithms has been discussed. However, how to 
choose a dictionary engine, e.g. LZ77, LZ78, and an encoder, e.g. Huffman or 
arithmetic coding scheme for better compression results is still not well-known. 
Moreover, if a dictionary engine and an encoder are combined, there would be 
many parameters. For example, the size of dictionary, the order of statistical 
compressor and etc. How to tune the parameters for highest compression 
performance is a good research topic. 
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Another important issue is to collect a representative corpus for Chinese 
text compression. Up to now, there still lacks a good series of Chinese bench-
mark text files, so it is hard to compare the performance among different 
compression algorithms. For the reason of performance evaluation, a public 
collection of benchmark files for Chinese text compression must be built as 
soon as possible. 
有量 
Chapter 3 
Indicator Dependent Huffman 
Coding Scheme 
In this chapter, a new compression algorithm, called Indicator Dependent Huff-
man Coding Scheme (IDC) is introduced. It outperforms other variations of 
Huffman coding scheme by using a new tree-splitting strategy for compres-
sion. The traditional tree-splitting compression algorithms such as multigroup 
Huffman coding scheme (MHC) and extended predictive data coding scheme 
(EPDC) have a common drawback: they suffer from using large size of bit 
streams to record the encoding orders among different Huffman trees, so the 
overall size of compressed file is large. To avoid this problem, IDC makes use 
of indicators to avoid spending any bits to record the orders. The details of 
the algorithm will be described later. First of all, we will describe how to 
distinguish a Chinese character in an input text, and how to reduce the header 
size of a compressed file. 
3.1 Chinese Character Identification Routine 
Since the sampling size of IDC is 8 bits for an English character, and 16 bits 
for a Chinese character, it is important to know how to distinguish between 
a Chinese character and an English character in an input text. The main 
37 
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difference between the coding scheme of a Chinese character and an English 
character - is the code value of the first byte. For a Chinese character, the 
code value of the first byte is defined to be greater than 160. For an English 
character, the code value is less than 161. If a first byte with code value 
greater than 160 is read, one more byte will be read to form a 16-bit Chinese 
character. If a first byte with code value less than 161, the byte is treated as 
a 8-bit English character. This simple identification method is called Chinese 
Character Identification Routine (CCIR) [Kan95]. Figure 3.1 shows the details 
of the routine. 
get ai from input stream; 
if ai > 160 
get tt2 from input stream; 
return (a! and a2) as a; /* a Chinese character */ 
else 
return ai as a; /* an ASCII character */ 
endif 
Figure 3.1: The Chinese Character Identification Routine (CCIR) 
In order to illustrate the inefficiency of the 8-bit compression algorithms, 
two 8-bit UNIX compressors (PACK and COMPRESS) and a 16-bit Huffman 
coding scheme (16HufF) are used to compress the GB-coded benchmark files. 
PACK uses Huffman coding scheme while COMPRESS uses adaptive LZW 
algorithm. The compression results are shown in Table 3.1. 
For each entry of the table, the number in bracket is the compression ratio, 
and the number out of bracket is the compressed file size. The average com-
pression ratio obtained by either PACK or COMPRESS is very low, ranging 
mainly from 1.2 to 1.6. This is far from the typical compression ratios ob-
tained by them on English documents, which ranges from 2 to 4. On the other 
hand, the average compression ratio achieved by 16Huff is about 1.61, which 
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File Name File Size PACK COMPRESS 16Huff 
cl.gb 236321 182585 (1.29) 143982 (1.64) 150497 (1.57) 
一 c2.gb 318591 ~ ^ 3 8 6 (1.23) 235795 (1.35)" 234501 (L36) 
c3.gb —844461 600636 (1.41) 45j516(1.86) 505871 (1.67) 
c4.gb "^42151 " ^ 7 4 6 (1.27) 499023 (1.49) 483293 (1.54) 
一 c5.gb 2318135 1767015 (1.31) 1465135 (1.58) 1346307 (1.72) 
— c 6 . g b —2475726 1898945 (1.30) 1586959 (1.56) i48lO43 (1.67) 
c7.gb T5619863 Error^ 9747663 (1.60) 9267060 (1.69) 
I c8.gb 8163166 6284480 (1.30) 4919795 (1.65) J^8J^932Q (1.68) 
Table 3.1: Compression results of PACK, COMPRESS and 16HufF 
outperforms PACK or COMPRESS by 11%. Because of the poor performance 
of the traditional algorithms, new compression algorithms for Chinese should 
be developed. This is the major motivation of this research. 
3.2 Reduction of Header Size 
Basically, traditional header structure is designed for the languages with small 
size of character set such as English. The detailed structure of the header 





Figure 3.2: The traditional structure of header 
where N is the number of character-frequency (C^, F{) pairs. Ci is the 
i ^ character in the header, and Fi is the frequency of the i^ ^ character. For 
iSince the file size of c7.gb is too large, PACK could not compress it. 
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English, the header consists of at most 256 character-frequency pairs. For 
Chinese, however, the header may consist of over several thousand pairs with 
each pair containing a 16-bit character and a frequency. The large number of 
pairs results in a huge size of header. If we take a look at the content of the 
header, it can be found that most of the pairs have the same frequency. In 
order to remove the redundancy stored in the header, it is necessary to modify 
the header structure. 
Before creating the modified header, all character-frequency pairs in the 
input file have to be gathered. Among different pairs, common frequencies 
existed. We can sort the characters by frequency in ascending order so that 
distinct characters with the same frequency are grouped together. If the char-
acters share a common frequency, they are sorted by the first code in ascending 
order. The common frequency and the set of sorted characters are output as a 
part of the new header. This process is continued until all the frequencies and 
characters are output. Figure 3.3 shows the modified structure of the header. 
Each set of characters shares a common frequency. Ni represents the total 
number of characters in the i^ ^ set of the header. Fi is the common frequency 
of character C{jDij in the i*^ set, Vj > 1. Cij and Dij represent the first byte 
and the second byte of 产 character in the ‘认 set. 
Apart from the reorganization process, the differential encoding process 
also takes part in generating the new header. Two kinds of sorted values, 
the frequencies and the first byte codes are encoded by the values of difference 
instead oftheir actual values. The value of difference is defined as the difference 
between the preceding value and the current value. Most of the sorted values 
would be bounded by a small integer interval after applying the technique, 
and they can be further compressed by gamma code of Elias [Eli75, How93], 
in which positive integer x is represented by coding !^ 05^2$」in unary followed 











Figure 3.3: The modified structure of header 
by the value of x — 2^ ^^ ^^ J^ [^i binary. It should be noted that gamma code 
cannot encode 0, so a simple modification has been made to handle the case. 
When a number is greater than 1, normal gamma code is used. When a number 
is less than 2, '00' is used to encode 0, and '01，is used to encode 1. Table 3.2 
illustrates an example of gamma code. 
X gamma code of 
X 
0 00 
— 1 0 1 一 
— 2 100 -
— 3 101 -
— 4 11000 — 
— 7 一 11011 一 
— 1 5 1110111 — 
~~ 63 11111011111 1 
Table 3.2: An example of gamma code 
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With the header reduction technique implemented in the semi-adaptive 
Huffman coding scheme, the header size is highly reduced. The improvement 
can be estimated by a formula. Firstly, we define some notations: 
d = number of distinct Chinese characters 
N = number of bytes to represent d {N 二 2) 
C = number of bytes to represent a Chinese character (C = 2) 
F = number of bytes to represent a frequency {F = 2) 
k = number of groups in the modified header 
In the traditional structure, the header size (Bo) is equal to 
ffo = N + d{C + F) 
=2 + d{2 + 2) 
二 4(/ + 2 
In the modified structure, the header size {Hi) is 
H, < dC + k{N + F) 
二 2(i + A:(2 + 2) 
=2d + 4k 
Therefore, the improvement (/) of modified header size over the traditional 
header size should be 
I > ^ ^ ^ X 100% 
- Ho 
- ' ^ X 1 _ (3.1) 
From (3.1), one can see that when the number of groups increases, the 
improvement of modified header decreases. For example, if d = 2000 and k 二 
100, I is about 45%. However, when d = 2000 and k — 1000. I is decreased to 
about 0. The improvement is affected by the relation between d and k. To get 
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a non-negative improvement, the smallest value of I should not be less than 
0, i.e. 
2d + 2 - Ak〉0 
Ad^-2 — 
2d + 2 - Ak > 0 
宇 > k (3.2) 
From (3.2), we can conclude that the modified header structure is not 
worse than the traditional header structure when k < 平 . I n other words, the 
improvement exists when the number of distinct frequencies is less than about 
half of the number of distinct Chinese character in an input text. 
Table 3.3 summarizes the sizes of traditional and modified headers over 
the benchmark files. The modified header outperforms the traditional header 
about 58% on average. The levels of improvement are different for different 
sizes of files. For the smaller files such as cl.gb and c2.gb, the improvements 
are over 60%. However, for the larger files such as c7.gb and c8.gb, the im-
provements are only about 50%. The results can be explained by the relation 
between the number of distinct characters {d) and the group number in the 
modifier header {k). In many cases, the value of d seems to be bounded, say 
2000 characters. Even though the file size increases, the value of d is quite 
stable. On the other hand, the value of k can easily be fluctuated by the 
type of content and the size of the input text. When the file size increases, 
more distinct frequencies would exist. The different frequency entries directly 
increase the group number (k) of the modified header. Consequently, smaller 
improvements are observed for larger files. No matter how much improvement 
the modified header can reach, it is better than the traditional one because 
the modified header size is indeed smaller. 
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File Name File Size Traditional ~~Modified~~ Improvement over 
‘ header size header size header size 
c l . g b ~ 236321 11014 4浏 61.5% ~ 
c2.gb _ 318591 16398 6114 — 62.7% 
c3 .gb~ 84446~ 21477 8020 62.7% 
c4 .gb~ 742151 16789 6719 60.0% — 
c5 .gb~ 2318135 19487 8242 57.7% _ 
c6.gb 24757^ 21548 9095 57.8% 
c7.gb 156198^ 23134 11765 49.1% 
‘ c8 . gb~ 8163166 18908 9230 51.2% ~ " 
Table 3.3: Sizes of traditional and modified headers on benchmark files 
3.3 Semi-adaptive IDC for Chinese Text 
In Sections 3.1 and 3.2, we have mentioned how to correctly sample a 16-bit 
Chinese character, and how to reduce the header size of Chinese text. In 
this section, we will introduce a new algorithm, called IDC [YCC96], which is 
designed for compressing Chinese text. Basing on the semi-adaptive Huffman 
coding scheme, a Huffman code is generated from a single Huffman tree. The 
total code length depends mainly on the height of the Huffman tree. The 
larger the tree is, the longer the code length would be. Since the character set 
is large in Chinese, the corresponding Huffman tree would be large, and the 
overall code length would be long. Therefore, it is necessary to develop new 
algorithms to deal with this serious problem. IDC is designed for reducing the 
tree size. 
The basic idea of IDC is similar to the extended predictive data coding 
scheme (EPDC) [CC93]. The difference comes from the heuristic of splitting a 
single tree. In IDC, it scans an input text once for choosing the most frequently 
used m characters as indicators. Then, it encodes the input characters by the 
mechanism of traditional semi-adaptive Huffman coding scheme [BCW90], i.e., 
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it encodes the characters one by one, and outputs the corresponding Huffman 
codes from a Huffman tree. There are some modifications made here. When 
the algorithm reads an input character which is an indicator, it will switch to 
the second tree, encode the next n characters by the tree, and switch back to 
the original tree. It repeats the above process until all the input characters 
are read and encoded. An example of semi-adaptive IDC is given in Figure 
3.4 with m = 1 and n = 1. 
In IDC, a single Huffman tree is split into two smaller Huffman trees 
through the set of indicators. Although some additional information such 
as the values of m and n, and the frequency table of the second Huffman tree 
are stored, IDC does not need to store any bits such as stuffing bits [CC93 
and switching codes [CT91] for switching information. When an input file size 
is increased, the length of switching codes seems to grow rapidly while the 
frequency table does not, so IDC is expected to achieve better compression 
results. 
IDC takes three passes for completing the whole compression task. In 
the first pass, it sorts the input characters by frequencies, and groups the most 
frequently used m characters as indicators. In the second pass, it splits a single 
Huffman tree into two Huffman trees, and counts the frequencies of characters 
in the two trees. In the final pass, it encodes the characters by generating 
corresponding Huffman codes from the two trees. The detailed algorithm of 
semi-adaptive IDC is shown in Figure 3.5. In the figure, the default value of 
n is 1. Sitem is a collection of tree nodes, freq is an array of frequencies and fi 
is a set of indicators. 
Chapter 3 Indicator Dependent Huffman Coding Scheme 46 
Input Characters:我有你你我有有我你我 
(1) Origibal Huffman Coding Scheme: 
Root 
y ^ ^ ^ w 
你[3)有⑶ 
Code Length = 4xU2x3+2x3 = 16 bits 
(2a) IDC First Pass: 
Indicator:我(because of its highest frequency) 
(2b) IDC Second Pass: 
Root 
° / V Root 
^ ^ 我 [ , ^ A ^ 
你 ⑵ 有 ⑴ 你 ⑴ 有 ⑵ 
First Tree Second Tree 
(2c) IDC Third Pass: 
Code Length 二 4xU2x2+2xl+2xlllxl = 13 bits 
Figure 3.4: An example of semi-adaptive IDC (m 二 1 and n = 1) 
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First Pass (Scanning the text and finding the indicators): 
whi le not end of input stream 
7 := CCIR{mpui stream); 
if 7 • Sitem 
freq[7] :二 0; 
Sitem '-— <5*itemU { ^ }； 
else 
freq[7] : = freq[7] + 1; 
endi f 
end whi le 
Quick sort on item by frequency in descending order /? := { 71 } U { 72 } U . . . U { 7m }； 
Second Pass (Scanning of the frequency distribution of characters): 
while not end of input stream 
a := CCIR{input stream)； 
i f turn — 1 
if a ¢. treel.Sitem 
treel.freq[a] :二 0; 
iTeel.Sitem •= treeL5itemU { a }； 
else 
treel.freq[a] := treel.freq[a] + 1; 
endi f 
else 
if a 这 tree2.Sitem 
tree2.freq[a] := 0; 
tree2.5'item :二 tree2.S'ite^U { a }； 
else 
tree2.freq[a] :二 tree2.freq[o;] + 1; 
endi f 
endi f 
i f a G |3 
turn :二 0; 
else 
turn := 1; 
endi f 
end while 
Build the two Huffman trees from treel.S"item and tree2.5"“em; 
Third Pass (Outputting the corresponding Huffman code to the output stream): 
while not end of input stream 
a := CCIR{input stream); 
if turn = 1 
code := get Huffman code of a from treel; 
else 
code := get Huffman code of a from tree2; 
endif 
output code to output stream; 
if a G |3 
turn •.= 0; 
else 
turn := 1; 
endif 
end while 
Figure 3.5: The semi-adaptive IDC compression algorithm 
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3.3.1 Theoretical Analysis of Partition Technique for 
Compression 
In this section, we will analyze the difference of the theoretical code lengths 
between single and double Huffman trees. We simply focus on the entropy 
code length, without considering the header size because the header size is 
relatively insignificant when the input file size is sufficiently large. 
Let S be a discrete source with k distinct characters, where k is a non-
negative integer. The k characters, S1,S2,... ,<Sfc, have individual frequencies 
c1,c2,..., Ck respectively, and the total frequency is C — Y!l^i Q，Vc,- > 0. By 
the formula of entropy, the theoretical code length [Sha48] of S is: 
L{S ) ^- j2cd0g^ f , (3.3) 
i=\ 
In general, given a partition method, we can divide the source S into two 
groups Sa and Sh. The two groups contain all the k characters, but with 
different frequencies. Let a1,a2,..., a^, Va^  > 0, represent the frequencies 
of the k characters in group Sa, and bi,b2,...,K, V& > 0, represent the 
frequencies of the k characters in group Sh. The total frequency in group Sa 
is A = J2i=i 叫，and the total frequency in group Sb is B 二 ^ jL j 6‘. The new 
theoretical code length of 6', given a partition method, is: 
L'{S) = L{Sa) + L{S,) 
k ^. k 5 . 
二 - Y1 o,ilog^ — Y, klog^ (3.4) 
i=l ^ ^=\ ^ 
In order to achieve equal or even shorter code length when a partition 
method is applied, the following inequality should hold 
L{S) > L\S) (3.5) 
Let A be the difference between the two theoretical code lengths, then 
A - L{S)-L'{S) 
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k ci ^ CLi 左 bi 
= - Y 1 Cilog^ + Y^ ailog^ + Y , bJog— 
, i=l i=l i=l 
- ^ 4 ( ^ ' { ^ ' & ' 
= l o g ^ (3.6) 
Therefore, A is greater than 0 if the following inequality holds: 
k / ^ . \ a , /h.\^' /C\^' 
7 ^ n ( - ) - ( - ] > 1 (3.7) 
7 L\\Aj [B) W -
The inequality (3.7) is quite complicated and may not be solved easily. 
Therefore, we divide it into two cases. They are the clear-cut and unclear-cut 
partitions. In the following paragraphs, the two cases are considered separately. 
Case 1: A clear-cut partition, i.e., Vz a^  > 0 iff bi = 0 and bi > 0 iff ai = 
0. In other words, there are no common characters between the two trees. 
二 fr(a^Y f^ V7-V^ 
^ - L\ V^ ^ \B) W 
一 n (-X^ (-X^ (-Y 
—,ii \AJ \BJ \ciJ 
— / C \ ^ fC\^ 
= V A ； V5/ 
> 1 
Case 2: An unclear-cut partition, i.e., 3i such that ai > 0 and bi > 0. 
In other words, there exists at least one common character between the two 
trees. Assume Vi, r^ a^- = c“ then 
n i i [ ( ^ ) ^ ( Q - ^ ) ^ ^ " ^ ] cc 
7 = y-fc ^ _^y-fc c^  (3.8) 
(nil c?) (Eii f)^'--' ’、{c - Eii f) 二。1，、 
We cannot conclude whether the above formula is greater than 1 or not unless 
we gather all information of the frequencies, and substitute the actual values 
into the formula. 
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However, we can consider a particular case of the unclear cut, called pro-
portional unclear cut, i.e., it is an unclear cut and Vi, r^  二 r。where r。is a 
constant. 
n t . [ f e ) " ( ^ - ^ ) ^ ^ " ] ^ ^ 
7 二 c 77~u~ 
(uk ^ c^A ( c ] ^ ( c - ^ ) '^ 
l^llz=l ^ ； {rcJ V rcJ 
— n L [ ( c # ( c , — 『 ’ cc 
= ( n i . c f ) ( a ) ^ ( a - ^ ^ - -
= n i l [⑷尝⑷“ -司 c c  
— ( n i i c f ) ( a ) - ( a f - -
= n t i ⑷ ‘ . c c 
_ m = i ( c f c c 
二 1 
In the above formulas, an obvious conclusion can be drawn. From the view 
of the theoretical code length, it is shown that if a clear-cut partition is taken, 
the double-tree approach is no worse than the single-tree approach. On the 
other hand, if a proportional unclear-cut partition is taken, the two approaches 
are the same. For other cases of unclear-cut partition, i.e., 3z,j/' s.t. r^  • rj, 
we have to collect the actual values of r^  and C{ in order to compare the code 
length with the single-tree approach. 
3.3.2 Experiments and Results of the Semi-adaptive IDC 
In IDC, m (the number of indicators) and n (the number of following characters 
encoded in the second tree) can be varied. Under different values of m and n, 
the compression results are different. In our study, m ranges from 3 to 7, and 
n ranges from 1 to 5. Table 3.4 lists the best settings for the benchmark files, 
which give out the smallest compressed file sizes. On average, it is found that 
when m = 4 or 5 and n 二 1, IDC seems to obtain the satisfactory compression 
results. To have a better understanding on how m and n afFect the compressed 
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file size, the detailed compressed information of a benchmark file, c3.gb is 
displayed in Table 3.5. In the table, all file sizes are in bytes. The first entry 
represents the header size. The second one represents the compressed code 
size, and the third one represents the total compressed file size. Figure 3.6 and 
3.7 show the header size and the code size of c3.gb for easier observation. The 
x-axis is the value of m while the y-axis is the size in byte. 
File Name Best settings of m and n Compressed file size 
under 3 < m < 7 and 1 < n < 5 
cl.gb — m=7, n=l 二 138197 (1.71) • 
^ 2 ^ " " " m=3, n=l 216285 (1.47) . 
~~^3^~~~ m=4, n=l — 458676 (1.84) ‘ 
c4.gb m=4, n=l 462490 (1.60) 
c5.gb — m=5, n=l 1312203 (1.77) ‘ 
c6.gb m=4, n=l 1445102 (1.71) . 
c7.gb m=5, n= l 9068250 (1.72) 
c8.gb m=6, n=2 4636509 (1.76) 
Table 3.4: Best settings of m and n for the benchmark files in IDC 
The number of indicators m in the IDC can affect the number of distinct 
characters in the second tree. When the total number of indicators is in-
creased, there would be more distinct characters following the indicators. In 
other words, more distinct characters would exist in the second tree. Since 
any duplication of characters between the two trees is not removed in IDC, 
more indicators imply that more common characters would appear in both 
trees. When the number of indicators exceeds a limit, the existence of the 
duplication has a bad effect on generating longer compressed codes. It makes 
some characters, which are originally near the root of a single tree, far away 
from the root of the second tree. Consequently, the overall code length would 
increase. 
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T h » compressed file 
size (In byte) 
1 3 0 0 0 — 
jHBBBijBij|J|iBiJj|pjiBlf  
12500 j$~™™™~A-^ ~^ ""-""-"^ """"^ "^"""""^ l^___^ --^ ^^ "~^ ~"^ "^ """"^ "^"""""^  |--"^ --"=1 
_雜歸議:i:_丨_l丨:i賴賴:i:iiiiiiJgpipilliiiliijlijilijiillllig¾:___丨___i:i:ili_^  ~~o——n=2 
t ____-'-^ " ~ 0 ^ n=3 
:¾:;¾¾¾:¾:¾¾¾¾;;¾¾½ ^ ^ 
:¾¾¾¾;;:;¾¾¾;¾ ^ ^ ^ n = 4 
12000 ^ -^O->""-"^--"""*"""^  ——•——n=5 
;:::::::::::::::::::::::::::::::::::::::::::::::::::::::::::::::^ ^ 
11500 -l;illil;iiiiiiiii;iiii;|:^ ^ 
:$i:;;i;i;i;:;liiiiii 
11=^ ^^ ^^ ^ ；：：：：：：：：：：：；：：：；：：：：：；：：：：：：：：：：：：^^ 
A    
1 1 0 0 0 |..v.v.v.v.v.v.v.v,,.,,_,,_,,.v,’..v.v,f.v.v,...v,,-..’..v,,,....,..,...’,’-..,.,,..v.-| . • I , I 
3 4 5 6 7 
Valus of m 
Figure 3.6: Header size of c3.gb 
T h e compressed file 
size (in byte) 
456000 j ： 
4 5 5 0 0 0 -_:議1:議:議_議11義_蘧§1丨:丨義__類:鬚_蘧篛_養議_棄:___顔雜_義丨|!11^||^^ 
^xy^^ '^ ^^ ''^ ^^  I  
4 5 4 0 0 0 [^ |ggigig|igigg|ij|gggigi||gigjJ¾i丨i麵_議翁鬚_議雜讓__聽i:丨;|丨iipi|iiiJjJ|||i|^  |. - • • -n=i 
453000 4liM^^^^^^^^^^^^ "^>~n=2 
K _ ^ __^ _^ "^^ *^ "^^ "^^  __>^^ ^>"^ <^^ "^ "^ "^"^ ""^  ^ ^ n = 3 
452000 <S* ~n^ ——n=4 
r^ ^^ "^^ ^^ ""^ "^ "^^ "<>"^ ^^ """""^ ""^ "^ """"^ ^^ ""^  丨 ^t:>-n=5 
451000 — v™~™ ：  
4 5 0 0 0 0 ^ | | | | | | | |譲 _ _ _ | | _ _塞 _ |丨 | | | |丨 _ _謹讓 _義 _ _囊 _ _讀 _義 |丨 _ | ( | | | | | | | | ^ | | ^ 1 8 ^ 
449000 L ^ __--_^ *^""^0"--""^-"^ "^^ ： 
、 ‘ 、 . ' i 
4 4 8 0 0 0 — - 、 • 命 - - ， - - 必 ” * 
4 4 7 0 0 0 1'-'-'-'-'-'-'-'-'-'-'-'-'-'-'""""-"-'-"'"^  
3 4 5 6 7 
Value of m 
Figure 3.7: Compressed code size of c3.gb 
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n — 1 n = 2 n — 3 n = 4 n 二 5 
‘ m 二 3 11105 11956 12305 12492 12685 
448988 450038 451940 452438 453984 
460093 461994 464245 464930 466669 
m = 4 11110 11966~~12312 12499 12700 
447566 449053 451236 451905 453730 
458676 461019 463548 464404 466430 
m = 5 11243 12077~~12403 12585~~12759 
447570 449254 451633 452669 454292 
458813 461331 464036 465254 467051 
m 二 6 11303 12167““12521 12727~~12850 
447943 449836 452322 453364 455134 
459246 462003 464843 466091 467984 
m 二 7 11391 12247““12590 12763 12837 
448398 450466 452892 454014 455271 
459789 462713 465482 466777 468108 
Table 3.5: The detailed output information of c3.gb under different values of 
m and n in IDC 
If we keep on increasing the value of m, the total number of common char-
acters between the trees will be increased to a level such that the overall com-
pressed file size is larger than single-tree approach. Consider an extreme case 
if the characters in both trees are nearly the same ( ^ ¾^ ^ ) , it can be proved 
that the Huffman code size will be nearly the same as single-tree approach be-
cause it is similar to the case of unclear proportional cut. However, the header 
size of IDC should be larger in IDC because some additional information such 
as the frequency table of second tree is stored. 
Similarly, the number of next characters encoded in the second tree n also 
has the same effect on the duplication of characters between the two trees, so 
the total number of distinct characters in the second tree would be increased 
if n is increased. If we set n to be a large value, there would not be any 
compression improvement. 
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In Section 3.3.1, it was mentioned that the compressed code size is affected 
by r“ which is the value of total frequency of character i in both trees divided 
by the frequency of character i in the first tree. For rough estimation on how 
to allocate the frequencies of common characters between the trees, we replace 
n by r which is defined as the value of total frequency of common characters 
in both trees divided by the frequency of common characters in the first tree. 
Table 3.6 shows the values of r under the best settings of m and n. Based on 
the results, r is in the range of 1.09 to 1.33. Therefore, we can conclude that 
over 75% of the common characters should be put in the first tree, and less 
than 25% of the characters should be put in the second tree. 
File Name Parameters Ratio r 
cl.gb m = 7, n = 1 1.25 
c2.gb m = 3, n = 1 1.09 
c3.gb m = 4, n = 1 1.33 
c4.gb m 二 4, n 二 1 1.13 
c5.gb m — 5, n = 1 1.17 
c6.gb m = 4, n — 1 1.15 
c7.gb m 二 5，n = 1 1.20 
c8.gb m = 6, n = 2 1.26 
Table 3.6: The values of r with best settings of m and n in IDC 
3.4 A d a p t i v e I D C fo r Ch inese T e x t 
In the semi-adaptive IDC, the main drawback is that it uses three passes to 
finish the whole compression process, and it is not suitable for on-line Chinese 
text compression. For on-line Chinese text, each input character is sent to the 
encoder progressively. Once the encoder has received an character, it has to 
encode it immediately. In other words, it is not possible for the encoder to 
begin the compression process until all input characters have been received. 
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Therefore, all on-line text compression algorithms are one-pass. In this section, 
the semi-adaptive IDC is tailored to adaptive IDC which only consumes one 
pass to finish the same task, but with a smaller compression ratios obtained. 
Basically, the second and third passes of semi-adaptive IDC is similar to the 
two-pass Huffman coding scheme. The two-pass Huffman coding scheme can 
be changed to one-pass adaptive Huffman coding scheme by using an adaptive 
Huffman tree. The adaptive Huffman tree initially contains two nodes: the 
end-of-file node and the escape node. Whenever a new character comes, an 
escape code is generated, and the character is output. Then, a new node for 
the character is created, and its frequency is set to 1. If the character has been 
encountered before, the code for the character is output, and its frequency is 
incremented. No matter the character is new or not, the tree is rebuilt each 
time when the frequency of any node is updated. Finally, if an end-of-file 
character is read, an end-of-file code is generated, and the compression process 
is finished in one pass. The detailed implementation of adaptive Huffman 
coding scheme can be referenced in [Mar92]. With the help of the adaptive 
Huffman coding scheme, the second and third passes of semi-adaptive IDC can 
be merged to a single pass. 
In the adaptive IDC, the first pass for finding indicators no longer exists. 
Firstly, the algorithm assigns four commonly-used characters as indicators. 
When the number of encoded input characters reaches a threshold, say 1024, 
the indicators are assigned as four most-frequently used characters within the 
last 1024 characters, so the indicator can be updated gradually. The compres-
sion algorithm of adaptive IDC is shown in Figure 3.8. 
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turn :二 1; 
count := 0; 
j3 := preload the m commonly-used characters; 
while not end of input stream 
a ：— CCIR{input stream); 
i f turn 二 1 
i f a ¢. treel.Sitem 
treel.freq[ce] := 0; 
t ree l .^em := tTeel.Suem^ { OL }； 
else 
treel.freq[a] := treeLfreq[of] + 1; 
code := get Huffman code of a from adaptive treel; 
end i f 
else 
i f a ¢. tree2.Sitem 
tree2.freq[a] := 0; 
tree2.Sitem '— tree2.<S“emU { a }； 
else 
tree2.freq[ce] := tree2.freq[a] + 1; 
end i f 
code := get Huffman code of a from adaptive tree2; 
end i f 
count ：— count + 1; 
if Qf G p 
turn := 0; 
else 
turn := 1; 
end i f 
if count > t 
f3 :二 m most frequently-used characters within last encoded t characters; 
end i f 
end whi le 
Figure 3.8: The adaptive IDC compression algorithm 
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3.4.1 Experiments and Results of the Adaptive IDC 
The compression algorithm of adaptive IDC has two parameters. One is the 
number of indicators. The other is the value of threshold ⑴ . I n the previous 
section, we have found out that the best number of indicators is about 4 or 5 
for the benchmark files. Therefore, we set the number of indicators to 4 and 
leave only the value of threshold (t) to be varied. The best settings of t for 
the benchmark files in adaptive IDC are listed in Table 3.7. 
File Name Best settings of t Compressed file size 
under lK < t < lQK  
cl.gb 4K 139696 (1.69) 
~~^ .gb lK 219553 (1.45) 丨 
c3.gb 3K 473761 (1.78) 
~ ~ 5 : j b ~ ~ lK 466744 (1.59) 
~ ^ ^ ~ ~ lQK — 1323360 (1.75) 
~~^ ,gb lK 1456372 (1.70) _ 
~ ^ 7 ^ j b ~ 8K 9154974 (1.71) 
~~^ .gb lK 4665080 (1.75) 
Table 3.7: The compression results obtained by adaptive IDC 
In Table 3.7, it seems that there is no fixed value of threshold for all files. 
The best value of threshold is expected to depend on the content of the files. 
A smaller value of threshold would be better for the file which changes its 
vocabulary frequently, while a larger value of threshold would be better for 
the file which uses fixed vocabulary. 
It is also found that the compression ratios obtained by the adaptive IDC 
is worse than the semi-adaptive IDC by around 1%. In the adaptive IDC, 
there are two adaptive Huffman trees. If a character does not exist in a tree, 
an escape code is generated, and the character follows. Since the escape code 
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is quite long, the overall compressed size would be large. In addition, the 
indicators used in the adaptive IDC arejust locally applied to a specific region. 
Globally speaking, the overall code length would not be as optimal as the semi-
adaptive IDC in which the indicators can be applied to the whole passage. 
Although the compression results of adaptive IDC is not as good as the 
semi-adaptive IDC, it has the flexibility to be extended because of its one-pass 
property. For example, it can be cascaded with LZ algorithms [ZL77, ZL78] to 
improve its compression performance. The detailed cascading model will be 
described in Chapter 4. 
3.5 C h a p t e r S u m m a r y 
In this chapter, we propose a new algorithm called indicator dependent Huff-
man coding scheme (IDC) to compress Chinese text. Two techniques are 
included in IDC. One is the Chinese Character Identification Routine (CCIR), 
and the other is the header reduction technique. In the algorithm, there are 
two parameters, m and n. m is the number of indicators, and n is the num-
ber of next characters encoded in the second tree. It is found that under the 
settings of m = 4 or 5 and n = 1, the algorithm can achieve an average com-
pression ratio about 1.7. In addition, if common characters exist in both trees, 
over 75% of their frequencies should be put in the first tree, and the remain-
ing should be put in the second tree in order to achieve better compression 
results. An adaptive version of IDC is also described. Although it achieves 
worse compression ratios than semi-adaptive IDC, it is a one-pass algorithm 
which is more suitable for on-line Chinese text compression. 
Chapter 4 
Cascading LZ Algorithms with 
Huffman Coding Schemes 
The Huffman [Huf52] coding scheme is a character-based algorithm in which 
every leaf node stores a character only. The empirical compression ratio ob-
tained by the algorithm is around 1.7 (see Chapter 3). To reach higher com-
pression performance, i.e. compression ratio over 2, word-based compression 
algorithms should be employed. One way to develop a word-based algorithm 
is to use the technique of cascading. In this chapter, we will cascade the Ziv-
Lempel (LZ) algorithms [ZL77, ZL78] and some variations of Huffman coding 
scheme. The purpose of the cascading is to encode an input text phrase by 
phrase rather than character by character. The Ziv-Lempel algorithms are 
chosen for finding repeating phrases, and these phrases are further encoded by 
the Huffman coding schemes. The compression results of different combina-
tions of LZ algorithms and Huffman coding schemes are reported and analyzed 
in this chapter. 
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4 .1 V a r i a t i o n s o f H u f f m a n C o d i n g Scheme 
Five variations of Huffman coding scheme are presented in this thesis. They 
are 16-bit HufFman coding scheme (16Huff) [Kan95], multigroup HufFman cod-
ing scheme (MHC) [CT91], predictive data coding scheme (PDC) [HT90], ex-
tended predictive data coding scheme (EPDC) [CC93] and indicator depen-
dent Huffman coding scheme (IDC) [YCC96]. The first four algorithms are 
described in Chapter 2. The last one is presented in Chapter 3 in detail. 
The characteristics of the variations of Huffman coding schemes are drawn 
in Figure 4.1 and Figure 4.2. 16HufF is classified as a single-tree HufFman 
coding scheme while MHC, PDC, EPDC and IDC are classified as multi-tree 
HufFman coding schemes. The compression ratios of these algorithms over the 
benchmark files are shown in Table 4.1. In the table, three essential facts are 
observed: 
1. The PDC outperforms the extended PDC (EPDC) in our benchmark 
files. 
2. When the input file size is large (greater than 1 megabytes), the 16Huff 
achieves better compression ratios than the PDC. 
3. IDC outperforms other variations of HufFman coding scheme. 
The explanation for the facts are given in the following subsections. 
4.1.1 Analysis of EPDC and PDC 
The main difference between EPDC and PDC is that EPDC partitions an 
input file into two separate files before encoding while PDC does not. EPDC 
splits an input file into two parts, and applies PDC to both parts. An extra bit 
stream called stuffing bit stream is used in EPDC for distinguishing characters 
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(/¾^) 
\ \ / / 
16-bit Chinese character 
16Huff(16-bit sampling single-tree approach) 
AA 
\ / \ / 
first bytes second bytes 
MHC (8-bit sampling double-tree approach) 
A A A.....——— A 
\ / \ / \ / \ / 
second bytes second bytes second bytes 
first bytes following 1st first byte following 2nd first byte following nth first byte 
PDC (8-bit sampling multiple-tree approach) 
Figure 4.1: Characteristics of 16HufF, MHC and PDC 
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‘ • ‘ ‘ ‘ ‘ 、 
A O d d Tree 
A A . — A 
^ \ / \ / \ / \ / 
y 、 , second bytes second bytes second bytes 
/ first bytes following 1st first byte following 2nd first byte following nth first byte 
Root ( 
\ A Even Tree 
V ^ A A........... A 
\ / \ / \ / \ / 
second bytes second bytes second bytes 
first bytes following 1 st first byte following 2nd first byte following nth first byte 
< 
EPDC (8-bit multiple-tree approach) 
Indicators 
d^^^S^ "^^ X^) 
\ ^ \ / / ^ \ \ / / 
16-bit Chinese character 16-bit Chinese character 
WC (16-bit double-tree approach) 
Figure 4.2: Characteristics of EPDC and IDC 
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Name 16Huff MHC PDC EPDC IDC 
‘ (m=5,n=2) 
cl.gb 1.57 1.42 1.58 1.57 — 1.71 
c2.gb " T 3 ^ 1.34 1.37 1.37— 14^ 
" ^ 3 ^ 1.67 — 1.55 ~TW 1.64 1.83 ~ 
" ^ E " 1.54 1.38 ~ J I ^ 1.53 1.60 “ 
" ^ K j ^ 1.72 1.39 1.72_ 1.71 — 1.76 
" ^ 6 ^ 1.67 1.39 1.67_ 1.67 — 1.71 
" ^ 7 i g ^ 1.69 1.41 ~ L ^ 1.67 L71 _ 
f ^ g b 1.68 1.39 1.68 1.68 i ^ ^ 
Table 4.1: Compression ratios of different variations of Huffman coding scheme 
from the two parts. The length of the bit stream is equal to the total number 
of characters in the input file. Since the length of the stuffing bits is very 
long, the compression performance of EPDC is always worse than PDC. In the 
following, we will show this by analyzing the theoretical code lengths of the 
two algorithms. For simplicity, we assume that PDC is an entropy encoder. 
Let S be a discrete source with k distinct characters, where k is a non-
negative integer. The k characters, <Si,<S2,... ,Sk, have individual frequencies 
ci, C2,..., Ck respectively, and the total frequency is C 二 Z^=i Q, Vc^- > 0. The 
theoretical code length {L{S)) of PDC should be equal to: 
L{S) = -j :^cdog'^ (4.1) 
In EPDC, the source S is divided into two groups Sa and Sh. The two groups 
contain the k characters with different frequencies. Let a!, a2, . . . , a�Va^- > 0 
represent the frequencies of the k characters in group Sa and 61,62,...,6n, 
yhi > 0, represent the frequencies of the k characters in group S^. The total 
frequency in group Sa is A = Zf=i a“ and the total frequency in group Sh is B 
=Yl^=i bi. The total number of stuffing bits is equal to the total frequency of 
characters C. Note that there does not exist any common characters between 
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the two groups, so Vz, a^  > 0 iff hi 二 0 and a, 二 0 iff hi > 0. The theoretical 
code length of EPDC (L') is 
L\S) = L{Sa) + L{Sb) + a 
^ a- ^ hi 
=—Y^ ailog^ — Y^ hilog^ + C 
i=i ^ i=i ^ 
Let A be the code length difference between PDC and EPDC, 
A = L{S)-L'{S) 
k Ci ^ cLi k 5. 
二 - Y^ Cilog^ + Y^ ailog^ + [ bilog^ - C 
i=i ^ i=i ^ i=i ^ 
= i o i ] ( ^ T l-T ( - Y - c 
- ^ i = \ V^ / \B) U / — 
, / c V fC\B ( 1 \ 
二4 卞)UJ [^) 
maximize f =(受）(§)(击）such that C = A + B, then 
F = f^X{Ai-B-C) 
dF (C\X fC\B / 1 \ 、 
^ - ( ^ ) ( ^ ) (4,](lnC-lnA-l)^X = O 
dA \Aj \BJ \2^J ^ ) 
dF (C\A fC\B / 1 \ 
is = y y y ( , ^ ^ ) + A = o 
Solving the above three equations, we get A — B — y and A = 0 
Let A = rC, then B = (1 - r)C, 
A = ^^^r^c(i_^)(i-r)c2c 
= " ^ ( l - t ) ( i - r ) 2 
Table 4.2 shows the difference of theoretical code length between PDC and 
EPDC (A). Since the maximum value of A is 0 when A 二 B =琴(r = 0.5), 
PDC should generate shorter code length than EPDC. The analysis matches 
with the experimental results shown in Table 4.1. We can conclude that adding 
stuffing bits to distinguish different trees is worse than using only a single tree. 
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Ratio of the total frequencies in first tree Code length difference between 
to the 'total frequencies in both trees (r) PDC and EPDC (A)  







0.8 -0.084C “ 
0.9 -0.160C ] 
Table 4.2: r versus A in analyzing PDC and EPDC 
4.1.2 Analysis of PDC, 16HufF and IDC 
In Table 4.1, it is observed that the compression ratios obtained by IDC is 
the highest. In addition, PDC and 16HufF achieve similar compression ratios. 
For smaller files such as cl.gb, . . . c4.gb, PDC compresses better than 16HufF. 
For larger files such as c5.gb, . . . c8.gb, 16Huff outperforms PDC. If we simply 
focus on the Huffman code size without considering the header size, 16HufF is 
better than PDC over all the benchmark files. The code sizes and header sizes 
of the three algorithms are shown in Table 4.3. 
File Name 16Huff PDC IDC 1 
Code Header Code Header Code Header 
cl.gb 133835 16662 134758 14673 132020 6552 
c2.gb 209755 “ 24746 210467 ~21398 207685 9308 
c3.gb — 473704 32167 —478958 27828 449254 12077 
c4.gb 457957 25336 459171 —~21883 ~j52703 10768 
c5.gb — 1316948 29359 "l32435Q 25248 ~Woi583 13542 
c6.gb — 1448577 32466 —1455441 27868 ~lj33878 U676 
c7.gb 一 9232373" 34687 9260499 “ 29853 9094897 —20208 
c8.gb 4820945 28375 4839093 24398 4670774 14299 
Table 4.3: Code sizes and header sizes of 16HufF and PDC 
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Assume there are three distinct Chinese characters C\D\^  C2D2 and C3D3 
where Ci and Di represent the first byte and the second byte of the i^^ char-
acter. Given that the frequencies of the three characters are Fi, F2 and /¾ 
where Fx > F2 > F3. LieHuff, ^PDC and L^DC ^re defined as as the Huffman 
code length of 16HufF, the Huffman code length of PDC under case i, and 
the Huffman code length of IDC under case i, respectively. In this example, 
Li6Huff equals to Fi + 2F2 + 2Fs bits. 
For PDC, there are five possible cases, they are: 
1. Ci — C2, Ci 二 Cs, C2 — C3 
2. Ci + C2, Ci + C3, C2 + Cs 
3. Ci + C2、Ci + C3, C2 = C3 
4. Ci = C2, Ci + C3, C2 + C3 
5. Ci + C2, C, - Cs, C2 + ^3 
In case 1, the Huffman code length for PDC {Lpj^^) is: 
L'pDc = Fi + 2F2 + 2Fs 
—LiGHuff 
In case 2, 
Lloc = Fi + 2F2 + 2F3 
=Ll&Huff 
In case 3, 
L%DC = Fi + 2F2 + 2F3 
=Ll6Huff 
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In case 4, 
Lj.DC = 2Fi + 2F2 + Fs 
> Ll6Huff 
In case 5, 
L'pDc = 2Fi + F2 + 2Fs 
> Ll6Huff 
In IDC, three more frequencies, a, b and c are defined as the frequencies of 
C iD i , C2D2 and C3D3 in the second tree. Then, the frequencies of the three 
characters in the first tree become Fi — a, F2 — b and Fs — c. For the first 
Huffman tree, there are three main cases. Under each main case, there are 
several subcases for the second tree. 
The three main cases for the first Huffman tree are: 
1. Fi a > F2 - b and Fi - a > F3 - c 
2. F2 — b > Fi - a and F2 — b > F3 — c 
3. F3 - c > Fi — a and 7¾ — c > F2 - b 
In case 1, there are six subcases: 
(a) a > c > b 
(b) a > b > c 
(c) c > a > b 
(d) c > b > a 
(e) b > c > a 
(f) b > a > c 
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In case 1(a), the HufFman code length for IDC {L]^Q) is: 
LYoc = (F i - a) + 2(F2 - b) + 2(F3 - c) + a + 2b + 2c 
= F i + 2F2 + 2Fs 
=LiQHuff 
In case 1(b), 
L%c = (Fi - a) + 2(F2 - 6) + 2(F3 - c) + a + 26 + 2c 
二 Fi+2F2 + 2i^ 
= L i e H u f f 
In case 1(c), 
LYoc = (^i - ¢^) + 2(i^2 - b) + 2(F3 - c) + 2a + 26 + c 
= F i + 2F2 + 2F3 + a - c 
< Ll6Huff 
In case 1(d), 
lYj^c = (F i - a) + 2[F2 - h) + 2(/^3 - c) + 2a + 26 + c 
= i ^ i + 2 F 2 + 2i^ + a - c 
< Ll6Huff 
In case 1(e), 
LYjjc - (Fi - a) + 2(F2 - h) + 2(F3 - c) + 2a + h + 2c 
二 F1+2F2 + 2F3 + a - 6 
< Ll6Huff 
In case 1(f), 
L]ic = (Fi - a) + 2(F2 - b) + 2(F3 - c) + 2a + b + 2c 
二 Fi + 2F2 + 2Fs + a - b 
< LiGHuff 
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In case 2, the main condition can be rewritten as a — b > Fi — F2 > 0 and 
F2 — b > Fs — c and there are only three possible subcases: 
(a) a > b > c 
(b) a > c > b 
(c) c > a > b 
In case 2(a), 
L%c = 2(Fi - a) + {F2 - b) + 2(F3 - c) + a + 26 + 2c 
= 2 F i + F2 + 2Fs + (6 - a) 
< 2i^ 1 + F2 + 2F3 + (F2-i^1) 
= F i + 2F2 + 2Fs 
—LlQHuJf 
In case 2(b), 
L%c = 2(Fi - a) + {F2 - h) + 2(F3 - c) + a + 26 + 2c 
- 2 F i + F2 + 2Fs + (6 - a) 
< 2F1 + F2 + 2F3 + (i^2-i^1) 
= F i + 2F2 + 2Fs 
二 LieHuff 
In case 2(c), 
L%c = 2(Fi - a) + (F2 - 6) + 2(F3 - c) + 2a + 26 + c 
=2Fi + F2 + 2F3 + {h - c) 
If c — b > Fi — F2, 
< Fi + 2F2 + 2F3 
二 LwHuff 
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In case 3, the condition can be rewritten as a — c > Fi — F3 > 0 and b — c 
> F2 — F3 > 0 and there are only two subcases: 
(a) a > b > c 
(b) b > a > c 
In case 3(a), 
L%c 二 2(Fi — a) + 2(F2-?>) + (F3 — c) + a + ^ + 2c 
= 2 F i + 2F2 + Fs + (c - a) 
< 2F1 + 2F2 + F3 + (F3-F1) 
= F 1 + 2 i ^ 2 + 2F3 
二 LlQHuff 
In case 3(b), 
Lf^c = 2(Fi - a) + 2{F2 - b) + {Fs - c) + 2a + b + 2c 
= 2 i ^ i + i^ + 2i^ + ( c - M 
If b — c > Fi - F2, 
< Fi + 2F2 + 2F3 
=Ll6Huff 
In the analysis, it is shown that 16HufF can always generate shorter Huffman 
codes than PDC. Moreover, in most cases, IDC achieves the same or better 
Huffman codes than 16Huff (except cases 2c and 3b which have additional 
conditions). Actually, this analysis is not limited to three distinct Chinese 
characters. It can be extended to a more general case by using recursive 
substitution of this three-character analysis, and the implication should be the 
same. 
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The two compression algorithms, 16Huff and PDC outperform each other 
for different ranges of input file size. Although 16HufF achieves smaller sizes of 
compressed codes, it is not suitable for compressing small files because it would 
generate relatively larger header than PDC. In general, a header is consisted of 
the number of distinct characters, the distinct characters and their frequencies. 
Assume there are d distinct Chinese characters with f distinct first bytes where 
d > f. In 16Huff, the header size is equal to 2 + 2d + 2d 二 4d + 2. In PDC, 
the header size is equal to (/ + 1) + (/ + d) + (2/ + 2d) = 3d + 4/ + 1. If 
the header size of PDC is smaller than that of 16Huff, the following inequality 
is observed: 
4d + 2 > 3d + 4/ + 1 
字 > f (4.2) 
Table 4.4 shows the values of d and f in the benchmark files. Since the 
inequality 4.2 can be satisfied for all benchmark files, so the header size in 
PDC should be smaller than that in 16Huff. The gain in the header size of 
PDC would cover the loss in the compressed code size for smaller files. Thus, 
PDC should be used for compressing smaller files, and 16HufF should be used 
for compressing larger files. 
Theoretically, IDC seems to be superior than the others because it obtains 
relatively higher compression ratios than the other variations of Huffman cod-
ing scheme. Through the use of indicator splitting technique and the header 
reduction technique, both its code size and header size are smaller than 16HufF, 
PDC and etc. 
4.1.3 Time and Memory Consumption 
In this part, PDC, 16Huff and IDC are chosen for empirical evaluation. We 
measure the time and memory usage consumed by each of the three algorithms. 
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File Name ~~Number of distinct~~ Number of distinct Inequality 4.2 
‘ Chinese characters {d) first bytes (/) satisfied? 
cl.gb — 2775 170 二 Yes 
c2.gb “ 4123 175 Yes 
c3.gb 5394 159 Yes 
c4.gb 一 4221 175 Yes 
c5.gb — 4891 160 Yes 
—c6.gb — 5409 177 Yes 
—c7.gb — 5810 191 Yes 
- c 8 . g b 4727 77 Yes 
Table 4.4: The values of d and f in the benchmark files 
The information is listed in Table 4.5. In the table, there are two values in each 
entry. The values before a slash (/) are measured for compression while the 
values after the slash are measured for decompression. For example, under the 
columns of time usage, the first value is the compression time while the second 
value is the decompression time. Similarly, under the columns of memory 
usage, the first value is the consumption of memory for compression while the 
second value is the consumption of memory for decompression. The units of 
time and memory are second (sec) and kilobytes (Kb) respectively. 
Name PDC 16Huff IDC 
Time (sec) Memory (Kb) Time (sec) Memory (Kb) Time (sec) Memory (Kb) 
cl.gb 1.5/1.0 1088/1020 1.4/0.9 816/564 2.1/1.1 1160/612 
”c2.gb ~~2.5/1.7 ~ i l 6 8 / l Q 6 8 2.2/L4 868/616 3.2/1.7 1244/696 
”c3.gb ~~5.6/3.8 1204/1104 5.0/3.2 920/664 7.0/3.9 1312/764 
c4.gb ~5 .4 /3 .6 — 1164/1068 4.6/3.0~~ 872/620 5.5/3.7 ~~1264/720 “ 
c5.gb "16.0/10.6 1168/1072 !4.2/8.9 “ 900/644 19.0/10.9 1316/768 
‘c6.gb ~7.2/11.4 1200/1100 — 15.3/9.8 920/664 20.8/12.2 —1344/800 “ 
c7.gb "l07.9/71.1 ~"1176/1100 96.3/62.0 936/680 138.1/76.8 1404/856 
.c8.gb 56.3/36.8 1164/1068 50.1/32.4 892/640 70.7/39.0 1292/748 
Table 4.5: Time and memory consumption of PDC, 16HufF and IDC 
In Table 4.5, 16Huff requires less time than PDC and IDC because fewer 
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operations such as comparisons and calculations are performed in 16HufF. In 
PDC, because of its contexting method, a two dimensional array structure is 
used to store the information of characters. As there are multiple Huffman 
trees used in the scheme, more time is spent on computing the addresses of 
nodes in order to update the information of characters. In IDC, an extra pass 
for the input text is used for finding indicators, and an extra comparison is 
taken to check whether each input character is an indicator or not. All these 
operations make the two schemes consume more time than 16HufT. 
It is known that the memory consumption is proportional to the potential 
size of the Huffman trees. 16Huff uses only one tree for encoding, so the 
program size is limited. In PDC, as it has to reserve one Huffman tree for the 
first bytes and many other Huffman trees for the second bytes, it is expected 
to consume more memory. Similarly, IDC uses two Huffman trees to store and 
encode Chinese characters. It should also consume more memory than 16Huff. 
Overall, considering all factors (the compression ratio, the time and the 
memory consumption), 16HufF is more favoured for practical Chinese text com-
pression due to its satisfactory performance. 
4.2 Cascad ing LZSS w i t h P D C , 1 6 H u f f a n d 
I D C 
In this section, the cascading models of LZSS [Bel86] with PDC, 16Huff and 
IDC are studied. LZSS is one of the practical variations of LZ77 [ZL77]. The 
basic idea of LZSS is that it uses previously seen text as a dictionary, and 
replaces phrases in the input text with pointers into the dictionary. There are 
two important structures in LZSS: the sliding window and the lookahead buffer. 
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The input characters pass the buffer firstly, and then go into the window. 
Each time the algorithm tries to find a longest match from the buffer into the 
window. If a match is found, LZSS will output a bit 0 to indicate there is a 
match, and output the matched position followed by the matched length. If a 
match is not found, it will output a bit 1 and the unmatched character. All 
output elements, such as the matched position, the matched length and the 
unmatched character, are encoded in fixed length of bits. Figure 4.3 illustrates 
an example of LZSS. 
Input: This is 
^ Sliding Window ^^_ _ _ Buffer _ _ _ _> 
(1) r r ^ j ' T T ^ T T ^ T ^ T T T ] ： i i i : 
__L_ J__L_L_L_L_J__L_L__L_L_ i _ _L_ J_ J . j . . j_. j i.. •_ 
0 1 2 3 4 5 6 7 8 9 10 11 12 13 14 
I I I I I I I I I I • • r • _『-• r • • ‘ • _ • 
⑵ T ： h i i i s i ： is 
I I I I I I I I - J_ - J_ - J - - J - _ _. 
0 1 2 3 4 5 6 7 8 9 10 11 12 13 14 
1 - - j - - r - - r - - r - - . 
(3) T h i s i ： s i i i ： 
_J__J__i_J__J__J__J__J__L_L_L_l__J _ j- - -i. _ j . . -•_. -_ 
0 1 2 3 4 5 6 7 8 9 10 11 12 13 14 
Total Output Tokens: (l,T),(l,h),(l,i),(l,s),(l,) 
r - - r - - � - -f - - , 
(4) T h i s i s ： i i i ： 
. j . . j . . j. • -•-. _• 
0 1 2 3 4 5 6 7 8 9 10 11 12 13 14 
Total Output Tokens: (l,T)，(l，li),(l，i)，(l，s)，(l，),(0,2,2) 
Figure 4.3: An example of LZSS 
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The fixed-length bit representation assumes all values in the tokens of LZSS 
are in uniform distribution. However, in most cases, the assumption is wrong. 
It is found out that some values occur very frequently while some occur rarely. 
If the frequent values can be represented in relatively smaller number of bits, 
and the infrequent values can be represented in relatively larger number of bits, 
the overall usage of bits would be decreased. Therefore, it would be better ifwe 
encode the values by variable-length bits basing on their frequencies instead 
of fixed-length bits. For this purpose, adaptive Huffman coding scheme is 
employed. 
Two different adaptive Huffman trees are built during the cascading pro-
cess. The PDC, 16HufF and IDC are used to encode the unmatched characters 
while a 8-bit Huffman coding scheme is used to encode the matched length. 
Fixed-length bits are used to represent the matched position because a wide 
range of matched position occurs, and the repetition of each matched position 
seems to be rare. Under this situation, variable-length bits would be useless for 
improving the compression ratios. The generalized cascading model of LZSS 
is shown in Figure 4.4. 
LZSS is a one-pass compression algorithm which scans the input text once. 
However, the three variations of Huffman coding scheme introduced in Section 
4.1 are two-pass algorithms. In order to make the cascading algorithm suitable 
for on-line Chinese text compression, the three semi-adaptive Huffman coding 
schemes are changed to adaptive versions which scan and encode an input text 
in only one pass [Mar92 . 
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Matched Token 
Encoded by 8-bit Huffman Tree  
Unchanged 
I i ^  
Length With 





1 ^  
1 cL ^ 1 Character With 
1 Char:cter ^ ^ VariableLength 
Encoded by PDC, 16Huff or IDC 
Figure 4.4: The generalized cascading model of LZSS 
4.2.1 Experimental Results 
In LZSS, there are two parameters: sliding window size (2^) and lookahead 
buffer size (2^). Before analyzing the cascading model, we have to find the 
best setting of the two parameters at first. The compressed file sizes of LZSS 
under different settings of N and F are shown in Figure 4.5. On average, when 
N = 18 or 19 and F = 2 or 3, the compression results seem to be the best. In 
other words, a large size of sliding window and a small size of lookahead buffer 
are favoured for compressing Chinese text. Since a normal Chinese passage 
contains many repeating phrases with length less than four characters, so a 
small size of lookahead buffer is enough. On the contrary, a large size of sliding 
window is used for storing and matching more past phrases. 
In the following paragraphs, the performance of different cascading algo-
rithms will be compared. A default setting of LZSS (7V=18 and F=3) is 
adopted for the cascading algorithms since the best compression results are 
obtained under this setting. 
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Compression Results of c2.gb 
Compression Results of c1.gb 
t f c : _ -
18 19 WindowSiZB(N) 
WlndowStee(N) 
Compression Results of c3.gb Compression Results of c4.gb 
..：?：：：：：：:；:：;：.：.；:.:.:.,.-.- .、、 .<^ ::挺丨趣:::::::::::::•:,:.:.:’,,.-.-,., 
.•:^：；：'>：-：：：'：'：'：-：'：： •：>'：：：'：>•>： ::;>::>::¾¾¾:-: ：.>?.».•.'.-.•, ；^：：；：||：：：；：；：||：|；>：|： |：|：；：|<：|：|：|： xi：!：!：!：!：!：! ix：^：:：:：：：：：^ 
,'^x^^""~^""^^^j^^ ‘ !/^ """*^ "*"•^ "•*^ •^^ ^ 
1蒙瞧 
Window Siza (N) Window Siz« (N) 
Compression Results of c5.gb Compression Results of c6.gb 。邏-;纖 
：；棚,. i_l 
1.52+®^^^^^^^^^^^ ^  ||^ 1^ Buff»rSh»(F) 1.64^®™^^ ^ ^ ^^^^ ^^^^^1 BufrerSM(F) 
Window Siz« (N) Window Siz* (N) 
Compression Results of c7.gb Compression Results of c8.gb 
.^ #iiiipiipSpisssE；^；：；；:::::::. ;^Jiiipipip?^¥^w^^ M 感路:::::丨:::;:;:;:丨丨:;:;:::;:::丨:;::¾¾¾¾ 1¾:!¾ x$ssi ^ I：：;：：；;：;：;：：.：；;；;：:；: ：；:：：：;：：|：；：：： ;：；：：；：：：; :¾;¾¾;;: i;i5:i5i;j;^  
^ E f f l i t ^EaSi i j 
E ^ K : . E i P I : . 
Window Sbn (N) Window Size (N) 
Figure 4.5: Compression results of LZSS under different settings of N and F 
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The cascading algorithms of LZSS with PDC, 16Huff and IDC are called 
LZSSPDC, LZSS16Huff and LZSSIDC respectively. The compression results 
of these algorithms are shown in Table 4.6. It is observed that LZSSPDC 
achieves higher compression ratios than the other two algorithms, and LZS-
SIDC performs the worst. 
Name LZSSPDC LZSS16Huff LZSSIDC ] 
cl.gb 122666 (1.93) 125089 (1.89) 125311 (1.89)] 
""^Zj^ 184604 ( L ^ 188247 (1.69) "T88622 (1.69)“ 
~^Z^ 388215 (2.18) 393081 (2.15) ^93684 (2.15)… 
" ^ 4 j b " 406684 ( L ^ 410357 (1.81) "Tl0961 (L81) __ 
~^b^ 1193620 (L94f 1197394 (1.94) Tl98983 (1.93)" 
" ^ 6 ^ 1281925 (1.93) 1286291 (1.92) ^288155 (1.92广 
~ ? 7 ^ 7518984 (2.08) 7520680 (2.08) ^ 2 4 3 6 8 仏08广. 
c8.gb 3568069 (2.29) 3570958 (2.29) 3573423 (2.28) j 
Table 4.6: Compression results of LZSSPDC, LZSS16Huff and LZSSIDC 
In the cascading model, the three variations of Huffman coding scheme are 
applied to unmatched characters only. In many cases, the total number of 
unmatched characters are relatively small, comparing with the total number 
of matched characters. If all the unmatched characters are extracted to form 
a new file, the size of the new file would also be small. In Section 4.1.1, it is 
explained that PDC is better than 16Huff when compressing small files since 
PDC can generate relatively smaller header. Undoubtly, LZSSPDC should 
outperform LZSS16HufF. 
On the other hand, LZSSIDC achieves the worst compression ratios. It is 
mainly due to the partition concept no longer works for the unmatched char-
acters. Consider a new file generated only by the unmatched characters, there 
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should have no obvious correlation between two consecutive unmatched char-
acters because the two characters come from distant positions. Consequently, 
it is hard to choose indicators to cut the file into partitions clearly. Further-
more, in the adaptive IDC, extra information such as the indicators and the 
unseen characters in the second tree have to be stored in the compressed file, 
so the overall compressed size of LZSSIDC should be larger than the other two 
algorithms. 
4.3 C a s c a d i n g L Z W w i t h P D C , 1 6 H u f f a n d 
I D C 
In this section, the cascading models of LZW [Wel84] with PDC, 16HufF and 
IDC are studied. LZW is an effective variant of LZ78 [ZL78]. Its basic idea is 
to use a potentially unlimited size of dictionary which contains previously seen 
phrases for encoding the coming phrases. The dictionary entries of LZW are 
initially assigned with all defined alphabets in a language. Then, the algorithm 
tries to match the input text against the dictionary entries. When a phrase is 
matched, a code (dictionary entry number) is generated. Each time a code is 
generated, the code and the following unmatched character are added to the 
next unused dictionary entry to form a new phrase. Table 4.7 illustrates an 
example of LZW which is taken from [Mar92]. The example is GB-coded, and 
the input string is “我们要我们我们们我们求我们的”. 
In the example, LZW outputs a dictionary entry number each time. Some 
entries may be referenced frequently while the others may not. Therefore, 
the frequency distribution of the entries is not uniform. For the case, Huffman 
coding scheme should be applied. The way of cascading LZW with an adaptive 
Huffman coding scheme is trivial. When LZW outputs an entry number in 
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Character Code New code value & 
Input Output associated string 
: “ 我 ” ‘ , _ 2 5 6 = “ 我 ” = . 
‘ “们” 我 ~ ~ 2 5 7 =“我们”~ ~ ' 
. “要” 一 们 一 258 = “ 们 要 ” . 
^ 要 259 = “ 要 ” ’ 
“我们” 256 260 = “ 我 们 ” • 
“ ” _ 们 261 二 “ 们 ” . 
• “我们们” 260 ~ ^ 2 = “我们们’"^_ 
“ 我 ” — 2 6 1 _ 263 = “ 们 我 ” . 
“们求” 257 264 =“我们求”—-
“ ” 求 _ 2 6 5 二 “ 求 ” — . 
“我们的” — 2 6 0 _ 2 6 6 =''‘我们的” _ 
End of file 的 
Table 4.7: An example of LZW 
fixed-length bits, the entry number is further encoded by an adaptive Huffman 
tree in variable-length bits. The generalized cascading model of LZW is shown 
in Figure 4.6. 
The only parameter in LZW is the size of dictionary (2^). If N is equal 
to 16, there are 65536 entries in the dictionary, and each token is output in 
fixed length of 16 bits. Apart from tuning the parameter 7V, Mark [Mar92 
proposed two modifications to increase the compression performance. They 
are the bumping and flushing mechanisms. Take a 8-bit ASCII input file as an 
example: assuming N is equal to 16. LZW loads the 256 defined characters into 
the dictionary, and the size of dictionary will be gradually increased. In the 
beginning of the LZW encoding process, the number of filled entries is far less 
than 65536, so it would be wasteful to output a 16-bit token for representing 
the beginning entries. Instead, a 9-bit token is generated at first. When the 
number of filled entries is increased to 512, a special bumping code is output, 
and the length of token is increased to 10 bits. In other words, the bit length of 
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Dictionary Huffman TreeA 
3 | - - — : — X X \ 
: ( : ) ( : K : ) •.…〇(:） 
L 7 n 
n matched entry "^ ^^^^^^^ ^ ^ 
n+l! ^ ^ ^ ^ ^ ^ - ^ - ^ ^ 
I ‘ 
— _i 
Figure 4.6: The generalized cascading model of LZW 
a token is not fixed. It is gradually increased according to the number of filled 
entries in the dictionary. This is called the bumping mechanism. Once the 
dictionary is filled up, a special flushing code is output. Then, the dictionary 
is totally flushed and initialized again. This is called the flushing mechanism. 
Before performing the cascading process, it is necessary to find the best size 
of the LZW dictionary so that it can achieve the minimum compressed file size. 
The bumping and flushing mechanisms are employed, and the parameter N is 
varied. It is found out that the token length would be very large if all predefined 
Chinese characters are loaded in the dictionary. A simple modification is made 
to load only the distinct characters appearing in the input text. However, an 
extra pass is consumed for finding the distinct characters appearing in the text. 
It is worth using the extra pass to reduce the token length because the size of 
the distinct characters in the text would be far less than the size of predefined 
character set. Table 4.8 shows the compression results of LZW by varying the 
parameter N. Although when N = 17 or 18, the compression results of LZW 
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are the best, N = 16 is chosen for the cascading model of LZW. This setting 
will be explained later. 
Name N=15 N=16 N=17 N=18 
cl.gb II 129419 130174 130539 130539 
"c2.gb 219986 219396 215171 “ 215171 
"c3.gb 426891 424530 414173 _ 410810 • 
~ ^ 4 ^ ^ m ^ 446521 442577 ~ 439343 
_c5.gb 1324362 1297368 1272860" 1255536 
"c6.gb 'T4MQ8Q 14Q9500" 1387704" 1364666 
~ ? 7 ^ ~8774Q^ 8473740 8245063 —8032090 ‘ 
[c8.gb I 4339441 417%56 4029293 3879077 
Table 4.8: Compression results of LZW with different values of N 
4.3.1 Experimental Results 
The cascading algorithms of LZW with PDC, 16HufF and IDC are called LZW-
PDC, LZW16Huff and LZWIDC respectively. In the above paragraph, it is 
said that when N = 17 or 18, the compression results of LZW are the best. 
However, N is set to 16 in the cascading model of LZW. If N is greater than 
16, the number of nodes in the Huffman tree would be so large that the com-
pression and decompression processes are very slow. Moreover, larger number 
of dictionary entries means fewer repetitions of the entries, so the Huffman 
coding scheme may not take any advantage when encoding the entries. If N 
is less than 16，the dictionary is not large enough to hold sufficient phrases 
for matching. Therefore, N = 16 is used as a default setting for the different 
cascading algorithms. The compression results of these algorithms are shown 
in Table 4.9. It is observed that LZWPDC achieves higher compression ratios 
than the other two algorithms, and LZWIDC performs the worst. 
When an input text is being read, the dictionary in LZW grows gradually. 
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Name LZWPDC LZW16Huff LZWIDC 
cl.gb 128814 (1.83) 144361 (1.64) 144766 (1.63) 
c2.gb 210252 (L52y 231041 (1.38) 232434 (1.37) _ 
c3.gb 413937 (2.04) 446751 (1.89) 448342 (1.88)‘ 
c4.gb 426879 (LW 456626 (1.63) 458689 (1.62) 
c5.gb" 1223893 (1.89) 1263797 (1.83) T268638 (1.83)" 
c6.gb" 1316973 (1.88) 1362091 (1.82) T367751 (1.81)" 
c7.gb . 7758557 (2.01) 77j9346 (2.02) 7773862 (2.01). 
c8.gb 3902765 (2.09) 3938609 (2.07) 3953481 (2.06)| 
Table 4.9: Compression results of LZWPDC, LZW16HufF and LZWIDC 
It is found that the output entries are within some repeating intervals, and the 
repetitions of the intervals are quite high. It would be better if we can encode 
the intervals and the numbers within the intervals separately. Only PDC can 
achieve this goal. It encodes the first 8 bits by a tree and the remaining 8 bits 
by another trees. The arrangement can capture the property of high repetition 
of the intervals (the first 8 bits). 
Most entries in the dictionary are consisted of several Chinese characters, 
and the correlations among different dictionary entries are expected to be low. 
In other words, applying IDC to the entries of LZW dictionary has no benefit 
because the repetition of consecutive entries seems to be rare, and it is hard 
to cut the entries into partitions clearly. The weakness is similar to the case 
of the cascading algorithm LZSSIDC. 
To sum up, by taking the compression ratio into consideration, PDC is 
better for both the cascading models of LZSS and LZW. 
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4.4 C h a p t e r S u m m a r y 
Among different character-based Huffman coding schemes, IDC seems to be the 
best. It outperforms 16Huff and PDC by around 5% in compression ratio. The 
average compression ratio achieved by IDC is 1.7. However, when considering 
the cascading models of LZSS and LZW, PDC is better. In the cascading model 
ofLZSS, LZSSPDC outperforms the LZSS16HufF and LZSSIDC by around 1%. 
It can achieve an average compression ratio of about 2. In the cascading model 
of LZW, LZWPDC outperforms LZW16Huff and LZWIDC by around 5%. It 
can achieve an average compression ratio about 1.9. In conclusion, it is more 
effective to choose PDC for the two cascading models. 
Chapter 5 
Applying Compression 
Algorithms to Word-segmented 
Chinese Text 
Experimental results show that a word-based arithmetic coding scheme can 
achieve a higher compression performance for Chinese text [CCC95]. How-
ever, arithmetic coding scheme is a fractional-bit compression algorithm which 
is known to be time-consuming [BCW90]. In this chapter, we change the di-
rection to study how to cascade the word segmentation model with integral-
bit compression algorithms which is much faster and easier to bring into 
practical usage. Among the word-based integral-bit compression algorithms, 
WLZSSHUF achieves the best compression results. It outperforms a famous 
compressor, GZIP by around 10% on average, and has comparable compression 
performance with a good high-order arithmetic compressor COMP-2. In the 
last part of this chapter, the relation between the accuracy of word segmenta-
tion model (match ratio) and the performance of the compression algorithm 
(compression ratio) is analyzed. By varying the match ratio, it is discovered 
that the growth rate of compression ratio is content-dependent and close to 
linear. 
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5 .1 B a c k g r o u n d o f w o r d - b a s e d c o m p r e s s i o n a l -
g o r i t h m s 
In recent years, many text compression algorithms have been developed for 
Chinese [HT90, CT91, OH92, CC93, CCC95, KJM95, Lua95, Gu97a]. The 
idea can be classified into two approaches, the character-based approach and 
the word-based approach. Up to now, much efforts have been put into the 
former. However, it is shown that the compression performance obtained by 
the character-based approach is worse than that obtained by the word-based 
approach [HC92, CCC95]. In a character-based algorithm, a compression code 
can only represent one character, but in a word-based algorithm, a compression 
code can represent a word which contains several characters. A code repre-
senting more characters is more preferable in compression algorithms. Hence, 
to achieve higher compression performance, word-based approach should be 
followed. 
Generally speaking, there are two kinds of compression algorithms. One is 
an integral-bit encoder which compresses an input text by generating integral 
number of bits. The other is a fractional-bit encoder which compresses an 
input text by generating fractional number of bits. Typical examples of the 
integral-bit encoder are Huffman coding scheme [Huf52] and LZ algorithms 
ZL77, ZL78], while the example of the fractional-bit encoder is arithmetic 
coding scheme [CW84]. Although the fractional-bit encoder obtains higher 
compression ratios than the integral-bit encoder for many cases, its running 
time is very slow [BCW90]. Table 5.1 shows the compression results of an 
integral-bit encoder (Huffman coding scheme) and a fractional-bit encoder 
(arithmetic coding scheme). Both run on a 90MHz Pentium PC with 16M 
RAM. The basic unit of the file size is byte, and the unit of time is second. 
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Since integral-bit encoders are relatively faster, most of the practical compres-
sors such as GZIP and ARJ are based on integral-bit compression algorithms. 
File Name Huffman Coding Scheme Arithmetic Coding Scheme 
Compressed Size Time Used Compressed Size Time Used 
tl.b5 5953 0.08 3366 “ 0.78 ~" 
t2.b5 “ 7352 0.08 4312 “ 0.94 ““ 
t3.b5 24628 — 0.23 — 17377 ~ " 3.64 
t4.b5 — 32484 一 0.30 24776 ―― 5.30 
t5.b5 224226 2.15 196512 ~~ 44.69 
t6.b5 — 245985 一2.40 ~~ 219281 49.90 
t7.b5 701465 一 6.71 622907 _ _ 153.31 
‘ t8.b5 - 773069 7.53 706021 171.34~~ 
Table 5.1: The compression results of an integral-bit encoder and a fractional-
bit encoder 
In 1995, Chen et. al. proposed a word-based compression algorithm 
CCC95] which identifies words by a word segmentation model, and compresses 
the words by an adaptive bigram arithmetic coding scheme. The compression 
result is better than other famous compressors such as LHA and PKZIP. Their 
work reveals the benefit of word-based fractional-bit compression algorithm. 
However, it is known that the drawback of the fractional-bit compression al-
gorithm is very time-consuming. In this chapter, we change the emphasis 
on analyzing how to apply the word segmentation model to the integral-bit 
compression algorithms. Although integral-bit compression algorithms achieve 
worse compression ratios than fractional-bit compression algorithms in most 
cases, it is more practical because of its fast compression speed and accept-
able compression ratio. Among several integral-bit compression algorithms, 
the best one for word segmentation model will be found. In the end of this 
chapter, the relationship between the accuracy of word segmentation model 
and the compression ratio will also be shown. 
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5.2 T e r m i n o l o g y a n d B e n c h m a r k F i l es f o r W o r d 
S e g m e n t a t i o n M o d e l 
A Chinese word consists of more than one Chinese characters. The terms, word 
and phrase are synonyms of each other, and they are used interchangeably in 
the rest of this chapter. 
Match ratio is a measurement for the accuracy of a word segmentation 
model. It is defined as: 
N 
M.R. 二 ^ 
Nt 
where M.R, is the match ratio, Nm is the number of matched bytes, and Nt 
is the total number of bytes in an input file. The match ratio is in the range 
between 0 and 1. If the match ratio is equal to 0, that means nothing is 丨 
matched, and the segmentation model is useless. 
In this chapter, another set of benchmark files is used. The files are all 
Big5-coded. The detailed information of the files is mentioned in Chapter 1. 
5.3 W o r d S e g m e n t a t i o n M o d e l 
A number of Chinese word identification algorithms have been reported in the 
literature [FT88, Lia90, SS90, YL91]. In general, they can be divided into 
three classes: pattern matching, statistic and linguistic based methods. Due 
to simplicity, pattern matching based method is chosen for word segmentation 
in this chapter. In the method, a dictionary containing a list of frequently-used 
Chinese words is required. When performing word segmentation, each charac-
ter in an input text is matched against the dictionary by using the maximum 
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forward match (MFM) heuristic. A string of characters which matches with a 
dictionary entry is tagged as a word. MFM is based on: 
• the longest matching heuristic 
• the direction of matching is from the beginning of a sentence to its end. 
Figure 5.1 shows the generic algorithm of MFM. 
The dictionary in our study contains around 55000 entries. It is sorted by 
the code and the length of character in ascending order. During the matching 
process, if a character in an input file cannot be matched, the MFM algorithm 
will return a special number followed by the character. Otherwise, it returns 
a dictionary entry number of the longest matched word. 
Table 5.2 lists the match ratios generated by the word segmentation model 
over each benchmark file. In the table, there are two kinds of match ratio, 
M.R.i and M.R.2. They are defined as follows: 
M R Number of matched bytes 
1 Total number of bytes 
M R Number of matched bytes - matched bytes of single characters 
2 Total number of bytes 
Since all matched bytes (including the matches of single character) are counted 
in the calculation of M.R.i, so M.R] should be larger than M.R.2. In Sec-
tion 5.9, M.R.2 is used for analysis on the grounds that the single-character 
matches are useless to the word-based compression algorithms. If a word-
based compression algorithm only deals with the single-character matches, the 
compression result is expected to be equal to the case of a character-based 
compression algorithm. 
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P R O C E D U R E M F M 
BEGIN 
CurrentPosition 二 1; 
W H I L E it is not the end of sentence DO 
WordLength = Fo rwardD ic t i ona ryMa tch ( CurrentPosition ); 
Word 二 String between CurrentPosition and CurrentPosition+ WordLength] 
Output Word] 
CurrentPosition = CurrentPosition + WordLength] 
END W H I L E 
END 
F U N C T I O N ForwardD ic t i ona ryMatch ( Position ) 
BEGIN 
PotentialWord — the character at Position; 
DictionarySubset = all the words in the dictionary that starts with PotentialWord; 
IF DictionarySubset =— empty THEN 
return a special number and PotentialWord; 
ENDIF 
CurrentDictionary Word 二 first word in DictionarySubset] 
SolutionSet 二 empty; 
WH ILE CurrentDictionary Word is not the last word in the DictionarySubset DO 
IF PotentialWord == CurrentDictionary Word THEN 
SolutionSet 二 SolutionSet + PotentialWord; 
PotentialWord — PotentialWord + the next character in the sentence; 
CurrentDictionary Word = next word in the DictionarySubset., 
ELSE 
IF length of PotentialWord < length of CurrentDictionary Word THEN 




return the longest word from the SolutionSet] 
END 
Figure 5.1: The generic MFM algorithm 
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f]^ame Size M.R.i M.R.2  
‘ tl.b5 ^^^^^lt02~ 88.eyr 67.0% . 
^ 2 ^ 6722 “ 90.6% ~ 6 5 J ^ ' 
t3.b5 27l34~ 8L9%" 48.4% . 
t4.b5 “ 40375 81.8% 44.5%—  
t5.b5 360561 “ 74.5% ^ 0 ^ . 
• t6.b5 402698 77.3% 52.6%"' 
t7.b5 “ 1155676 ^3 .7% 48.4%—  
t8.b5 1286986 79.2% 53.3%"| 
Table 5.2: Match ratios on the benchmark files 
5.4 Ch inese E n t r o p y f r o m B y t e t o W o r d 
In Chapter 1，the term entropy is introduced. Entropy is a quantity which 
measures the minimum number of bits to represent an input source by giving a 
sampling size. Table 5.3 shows the entropy values of the Big5-coded benchmark 
files with sampling sizes of a byte, a Chinese character and a Chinese word. 
Name Size A byte A Chinese character A Chinese word 
tl.b5 5102 4023 2584 1662 
t2.b5 ~ 6722 5355 3453 — 2332 
t3.b5 27434 T l 9 9 8 15588 12250 
t4.b5 —40375 ~~^909 22581 ~~ 18288 
t5.b5 —360561 291942 210022 — 165956 
t6.b5 402698 " ^8113 232369 一 184428 
t7.b5 1155676 ~^7661 682197 550425 
t8.b5 1286986 1048042 752612 601291 
Table 5.3: Entropy by sampling in a byte, a Chinese character and a Chinese 
word 
When the sampling size extends from a byte to a Chinese word, the en-
tropy values decrease. In other words, if we encode an input source by a word 
instead of a byte, fewer number of bits is used. Theoretically, a word-based 
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compression algorithm can outperform a character-based compression algo-
rithm by around 20% for the benchmark files. This improvement shows that 
there is a need to extend character-based compression algorithms to word-
based compression algorithms for reaching higher compression performance. 
The generalized word-based compression model will be discussed in the next 
section. 
5.5 T h e G e n e r a l i z e d C o m p r e s s i o n a n d D e c o m -
p ress ion M o d e l fo r W o r d - s e g m e n t e d C h i -
nese t e x t 
In the previous chapters, we have concluded that adopting the 16-bit sampling 
technique (which processes a Chinese character as a basic unit) can achieve 
a remarkable improvement over the 8-bit sampling technique (which can only 
process an ASCII character as a basic unit). Since the improvement is due 
to the increase in the size of basic processing unit, if we can further extend 
the unit from a Chinese character to a Chinese word (more than one Chinese 
character), greater improvement is expected. 
To increase the size of the basic processing unit to a word, we employ 
the word segmentation model. In the compression stage, an input text is 
firstly segmented into phrases by matching against a static dictionary. The 
matched entry numbers are extracted to form an intermediate file. Then, 
the compression algorithm is applied to the intermediate file, and the final 
compressed file will be generated. In the decompression stage, the compressed 
file is decompressed by the decompression algorithm, and the output is an 
intermediate file which contains entry numbers only. The intermediate file will 
be further decoded by the word segmentation model to generate a file as same 
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as the original input file. The generalized compression and decompression 
model for word-segmented Chinese text is shown in Figure 5.2. 
f> N c N 
1 Encoded by 2 3 
~~"WordSegmentat ionModel ~ " “ CompressionAlgorithm ~ ~ -
1 , ^ ^ 
Static Dictionary 
Compression Stage 
广 N f ^ 
3 2 Decoded by 1 _  
^ Decompression Algorithm 多 Word Segmentation Model ^ 





1: Original text file 
2: Intermediate file which consists ofnumbers only 
3: Compressed file 
Figure 5.2: Generalized compression and decompression models for word-
segmented Chinese text 
In Figure 5.2, remark number 2 represents the intermediate file which con-
sists of numbers only. Assume that the dictionary contains n entries. When 
a phrase matches against an entry in a dictionary, a number within 0 and n-1 
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would be generated. However, when a character is not matched, a number 
greater than n is generated. The number is calculated by the following formu-
las: 
f 
(first code - 161) * 255 + 161 + second code + n , for Chinese 
number = 
ASCII code + n , for ASCII 
(5.1) 
If the unmatched character is ASCII, the generated number will be within 
n and n+160. If the unmatched character is Chinese, the generated number 
will be within n+161 and n+24386. As n is around 55000, there are around 
79386 possible distinct numbers. For implementation issue, a 16-bit integer is 
not enough to represent the numbers, so 32-bit integer is used. 
Note that the dictionary we employ in the word segmentation model is 
static, which means the contents of the dictionary do not change during the 
compression or decompression process. We assume that both the compression 
and decompression sides have the same copy of dictionary, so it is not necessary 
to encode the dictionary, and pass it from compressor to decompressor. Thus, 
the size of dictionary will not be considered when calculating the compression 
ratio. In the following sections, different kinds of compression algorithm are 
applied to the word-segmented Chinese text to find out how much improvement 
can be obtained. 
5.6 A p p l y i n g H u f f m a n C o d i n g Scheme t o W o r d -
segmen ted Ch inese t e x t 
In Chapter 4，different variations of Huffman coding scheme have been studied. 
We concluded that if each leaf of the Huffman coding scheme can be extended 
to hold a two-byte Chinese character, the compression result is better than the 
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case of each leaf can only hold an ASCII byte. In this section, each leaf of the 
Huffman coding scheme is further extended to hold a dictionary entry which 
represents more than one Chinese character. 
Table 5.4 shows the compression results of character-based Huffman cod-
ing scheme (CHUF) and word-based Huffman coding scheme (WHUF). On 
average, the WHUF outperforms CHUF around 9.7% for the benchmark files 
except the two files, t3.b5 and t4.b5. For more detailed analysis, some essential 
information (e.g, number of distinct items, header size and code size) of the 
two algorithms is reported in Table 5.5. 
Name Size WHUF CHUF ， 
tl.b5 5102 —5325 (0.96) 5953 (Q.8^"• 
t2.b5 6722 ~~7027 (0.96) 7352 (0.9ij~ 
t3.b5 27434 T6910 (1.02) “ 24628 ( l . f i y . 
t4.b5 - 40375 l 6348 (L11) 32484 (l-W 
-t5.b5 "360561 T04985 (1.76) 224226 ( 1 . ^ ' 
t6.b5 "^2698 224347 (1.79) ^45985 (1.64)' 
‘ t 7 . b5 "1155676 613853 (L88) “ 701465 ( 1 . ^ ' 
t8.b5 1286986 668561 (1.93) 773069 ( L 6 ^ 
Table 5.4: The compression results of character-based and word-based Huff-
man coding schemes 
In Table 5.5，n represents the number of distinct items where an item 
represents a character in CHUF, and a character or a word in WHUF. The 
two symbols, h and c represent the header size and the code size respectively. 
It is observed that the code size of WHUF is always shorter than that of 
WHUF. However, taking both the header size and the code size into account, 
the overall compression results of WHUF are not always superior. 
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I Name | WHUF | CHUF | Improvement on c 
‘ tl.b5 n : 608 n : 558~~ 
h : 3657 h : 3357 
c : 1668 c : 2596 35.75% 
t2.b5 n : 780 n : 646 
h : 4689 h : 3885 
c : 2388 c : 3467 32.56% 
t3.b5 n : 2432 n : 1496 
h : 14603 h : 8987 
c : 12307 c : 15641 21.32% 
t4.b5 n : 3001 n : 1632 
h : 18017 h : 9803 
c : 18331 c : 22681 19.18% 
t5.b5 n : 6367 n : 2238 
h : 38214 h : 13440 
c : 166771 c : 210786 20.88% 
t6.b5 n : 6556 n : 2132 
h : 39348 h : 12804 
c : l84999 c : 233181 20.66% 
t7.b5~~n : 10127 n : 2822 
h : 60775 h : 16944 
c : 553078 c : 684521 19.20% 
t8.b5~~n : 10912 n : 2936 
h : 65485 h : 17628 
c : 603076 c : 755441 20.17% 
Table 5.5: Number of distinct items, header size and code size of the benchmark 
files 
WHUF is always better in the code size. As WHUF handles both char-
acters and words, more possible distinct items may appear. It reallocates the 
frequencies of some characters to the frequencies of words. The frequency real-
location process skews the frequency distribution of the items. Consequently, 
Huffman coding scheme generates more efficient codes because of the non-
uniform distribution of the items. In our experiments, all the benchmark files 
have the similar property in frequency distribution, so only tl.b5 is chosen 
for explanation. Figure 5.3 illustrates the frequency distribution of the items 
in tl.b5. The first figure shows the frequency distribution of characters only 
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while the second one shows the frequency distribution of characters or words. 
The second figure has more items and sharper increase in frequencies than the 
first one. The shape of the curve figures out that the variation of frequencies is 
larger in WHUF. Through the variable-bit representation of Huffman coding 
scheme, WHUF should generate shorter HufFman codes than CHUF. 
The overall compression result is mainly affected by the match ratio. If 
the match ratio is increased, the header size would also be increased because 
more new words may be included in the header. On the contrary, the code 
size would be decreased because the frequency distribution of items would be 
skewed. In Table 5.5, we found out that for the same category of benchmark 
files, if the match ratio is larger, the code size improvement also seems to be 
larger. In Section 5.9, the relation between the match ratio and compression 
ratio will be studied. To conclude, keep on increasing the match ratio may 
not improve the overall compression result dur to the side effect created by 
increasing the size of header. 
5.7 A p p l y i n g W L Z S S H U F t o W o r d - s e g m e n t e d 
Ch inese t e x t 
In this section, the compression algorithm that we used is called WLZSSHUF 
which is the cascading algorithm of both LZSS and 17-bit Huffman coding 
scheme. The working mechanism of WLZSSHUF is very similar to LZSS16HufF 
(see Chapter 4). The only difference is the sampling size of HufFman coding 
scheme. In LZSS16Huff, the sampling size is 16 bits, and it targets for a 
Chinese character. However, in WLZSSHUF, the sampling size becomes 17 
bits as its target is no longer a Chinese character, but a 17-bit dictionary 
entry number. 
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Figure 5.3: The frequency distribution of items in tl.b5 
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In LZSS, two types of tokens would be generated. If a match is found, LZSS 
will output a bit 0, followed by a matched position and a matched length. If 
a match is not found, it will output a bit 1 and an unmatched character. All 
output elements are encoded in a fixed-length bit representation. Figure 5.4 
shows the two types of output token in LZSS. 
Matched Token 
0 Position Length 
Unmatched Token 
1 Character 
Figure 5.4: Two types of output tokens in LZSS 
In the first version of WLZSSHUF, we simply encode the unmatched char-
acters and the matched length by two different adaptive Huffman trees. The 
other values, i.e., the first bit of token and the matched position, are repre-
sented in fixed number of bits. Actually, the two values can be represented in 
variable-length bits, but some modifications have to be made. 
For the first bit of token, there are only two choices. The token is ei-
ther matched or unmatched. When applying an integral bit encoder such as 
Huffman coding scheme to the bit, the result is equal to a fixed-length bit 
encoder. In order to make the Huffman coding scheme effective, the original 
format of <one bit + one token〉is replaced by <bits encoded by Huffman 
tree + two tokens〉. Two tokens are grouped together, and distinguished bits 
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are put before them. Under this arrangement, four combinations are possi-
ble, i.e., < match, match >, < match, unmatch〉, < unmatch, match > and 
< unmatch, unmatch〉. The combinations are encoded by a new adaptive 
Huffman tree. Table 5.6 shows the frequency distribution of the four combi-
nations. In each tuple, m represents a match while u represents an unmatch. 
There are large differences among the counts of the four combinations. In 
this case, variable-length bit representation for the four combinations would 
be better than the fixed-length bit representation. 
Name Count of Count of Count of Count of Fixed Variable 
< m, m > < m, u > < u, m > < u, u > length length 
(in bits) (in bits) 
tl.b5 — 29 二 74 63 506 1344 741 _ 
t2.b5 36 一 83 105 670 1788~ 944 “ 
t3.b5 162 ~ 6 5 3 648 2519 7964 4311 
t4.b5 354 1068 967 3544 11866 6742 
t5.b5 3946 — 7292 ~7342 22782 8 2 7 3 ^ 49204 _ 
t6.b5 4599 “ 8445 8395 —25886 94650 56573— 
t7.b5 14631 ~ 3 7 9 6 ~~^32 68836 262390 160321 
1:8.b5 14503 27815 27550 83981 307698 183120 | 
Table 5.6: Frequency distribution of the four choices in WLZSSHUF 
Apart from the first bit of token, the matched position also cannot be en-
coded by the Huffman coding scheme directly. Considering a 12-bit sliding 
window, the matched position can range from 0 to 4095. Normally, the rep-
etition of each matched position is rare. The frequency distribution of the 
matched positions is close to uniform so that it can hardly be compressed by 
the Huffman coding scheme. On the other hand, it is observed that the repeti-
tion of the matched ranges is quite large. The locality of reference seems to be 
held for the matched ranges, i.e., if a range is referenced in this period, there 
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is a good chance for it to be referenced in the next period. Therefore, move-
to-front coding scheme [BSTW86] is applied to the matched ranges. Taking a 
12-bit sliding window as an example, the window is equally divided into four 
ranges at first. A four-element buffer is then created, and it is initialized to 
hold the four ranges. If a phrase is matched within a range x, the buffer posi-
tion of X is returned. Since fewer numbers of bit are generated in lower buffer 
positions, the goal of variable-length bit representation is achieved. After the 
buffer position of x is encoded, x will be moved to the front (the lowest posi-
tion) of the buffer. If range x appears in the next period, it would be encoded 
by one bit only. When the matched range is encoded and restricted, the exact 
matched position within the range is then encoded in a fixed length of 10 bits. 
In the best case, only 11 bits are used to represent a matched position, so there 
would be a one-bit reduction for each matched position. The detailed output 
format of the matched position is shown in Figure 5.5. 
Matched Position Component 
X lObits 
if X in buffer position 1: output "0" 
if X in buffer position 2: output ” 10" 
if X in buffer position 3: output “ 110" 
if X in buffer position 4: output “ 111 “ 
Figure 5.5: The output format of matched position in WLZSSHUF 
With the two main modifications, the modified WLZSSHUF is developed. 
Table 5.7 summarizes the compression results of the modified WLZSSHUF and 
different compressors such as CLZSSHUF, GZIP and COMP2. CLZSSHUF 
is a character-based algorithm of LZSSHUF. GZIP is a cascading compressor 
of LZ77 and Huffman coding scheme while COMP2 is a high-order arithmetic 
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coding compressor. In CLZSSHUF, 18 bits and 3 bits are used to represent the 
sliding window and the lookahead buffer respectively as in Chapter 4. However, 
in WLZSSHUF, we found out that 12 bits is better for representing the sliding 
window when the move-to-front coding scheme is applied, so 9 bits is left to 
represent the lookahead buffer. On average, the modified WLZSSHUF outper-
forms the CLZSSHUF by around 18.8% in compression ratio. Furthermore, 
the modified WLZSSHUF obtains higher compression ratios than COMP2 over 
a majority of the benchmark files. 
fName Size GZIP COMP2 CLZSSHUF WLZSSHUF 
Ptl.b5 5102 3187 (1.60) 3119 (1.64) 3716 (1.37) 2862 (1.78) 
~^^M Wm 4186 (1.61) 4015 (1.67) 4798 (1.40) 3819 (1.76) 
"t3.b5 27434 16823 (1.63) 15936 (1.72) 18734 (1.46) —16375 (1.68)— 
“t4.b5 4 0 3 7 ^ 24612 (1.64) 22786 (1.77) 26410 (1.53) ~23605 (1.71)“ 
^5.b5 3 6 0 5 ^ 164215 (2.20) 144248 (2.50) 169637 (2.13) ~U1977 (2.54)' 
t6.b5 " l 0 2 6 ^ 186672 ( 2 3 ^ 162738 (2.47) 190578 (2.11) Ud072 (2.52) 
t7.b5 1155676 513977 (2.25) l40501 (2.62) "^40Q0 (2.25) 438166 (2.64)" 
t8.b5 1286986 603730 (2.13) 506746 (2.54) 586173 (2.20) 503620 (2.56)} 
Table 5.7: The compression results of WLZSSHUF and other compressors 
5.8 A p p l y i n g W L Z W H U F t o W o r d - s e g m e n t e d 
Ch inese t e x t 
WLZWHUF is a word-based cascading algorithm of LZW and Huffman cod-
ing scheme. In Chapter 4, we have described the generalized model of the 
character-based cascading algorithm of LZW and the Huffman coding scheme. 
The word-based cascading algorithm is very similar to the character-based al-
gorithm. The only difference is the property of the LZW dictionary entries. 
In the word-based algorithm, the LZW dictionary entries initially store not 
only alphabet characters, but also entries come from a static dictionary. This 
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arrangement makes the word-based algorithm have a longer match, especially 
when the LZW dictionary is built initially. 
Similar to the working mechanism of the character-based LZWHUF algo-
rithm, an extra pass for an input file is employed for finding which characters 
and words appear in the file. Then, the characters and the words are loaded 
into the LZW dictionary. Each time the word-based algorithm searches the 
repeating phrases in the input file against the LZW dictionary. The matched 
LZW dictionary entries are further encoded by a Huffman tree. For different 
sizes of the LZW dictionary, different compression ratios are achieved. The 
compression ratios of WLZWHUF without using bumping and flushing tech-
niques are shown in Table 5.8. 
I Name Size WLZWHUF-14 WLZWHUF-15 W L Z W H U F ^ ^ 
tl.b5 5102 4088 (1.25) 4185 (1.22) 4282 (1 .19)~ 
_ t ^ ~ 6 7 2 2 ~ 5337 (1.26) 5457 (1.23) . 5578 (1.2l")~~. 
t3.b5 ^ 4 3 4 21688 (1.26) 22122 (1.24) _ 22555 ( 1 . 2 ^ 
t4.b5 ~4m^ 30139 (1.34) 30716 (1.31) — 31294 (1.29)— 
_ t 5 ^ _ 3 6 Q 5 6 1 172871 (2.09) 176471 (2.04) 183528 (1.9"^_ 
_ t 6 ^ _ ^ 2 W " 197551 (2.04) 197174 (2.04) 204274 (1.97)~' 
t7.b5 1155676 "^4T754 (2.13) 528305 (2.19j~ 533550 (2 .17) . 
t8.b5^m6986 602844 (2.13) 590652 (2.18) 594788 ( 2 . f ^ 
Table 5.8: The compression results ofWLZWHUF without bumping and flush-
ing 
From Table 5.8, the numbers follow the name of the algorithm WLZWHUF 
is the number of bits used to represent the LZW dictionary. It is observed that 
the best compression ratios are obtained by using 14 or 15 bits for representing 
the LZW dictionary. However, in the character-based case, more bits are 
needed to achieve the best results. In the word-based algorithm, since the 
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initial entries of LZW dictionary refer to phrases, most of the following entries 
in the LZW dictionary are generated based on the initial phrases plus an 
unmatched character. Within a small increase in bits for representing the LZW 
dictionary, the dictionary will contain enough useful entries. If supplying more 
bits, the dictionary will contain long phrases which are hardly matched. In the 
character-based algorithm, the growing rate of LZW dictionary is not as fast 
as the initial dictionary entries contain only alphabet characters. Therefore, 
character-based algorithm has to consume more bits for representing the LZW 
dictionary in order to contain sufficient and useful phrases. 
Since the size ofthe LZW dictionary gradually increases, it would be waste-
ful to output the matched entries in full number of bits. The bumping tech-
nique is embedded in the word-based algorithm to reduce the number of bits 
used for representing the entries. Table 5.9 shows the compression results of 
WLZWHUFB, which is the algorithm ofWLZWHUF with bumping technique. 
On average, the WLZWHUFB outperforms the WLZWHUF by around 1.8% 
in compression ratios. 
I Name | Size WLZWHUFB-14 WLZWHUFB-15 WLZWHUFB-1^ 
tl.b5 5102 3767 (1.35) 3767 (1.35) 3767 (1.35) 
t2.b5 6722 ~~4990 (1.35) 4990 (1.35) ~~4990 (1.35) ~ 
t3.b5 27434 ~~2l250 (1.29) 21250 (1.29) 21250 (1.29) 
t4.b5 40375 29724 (1.36) 29724 (1.36) 29724 (1.36) 
t5.b5 —360561 ~l72731 (2.09) — 175775 (2.05) ~"f81964 (1.98)— 
t6.b5 —402698 ~~197456 (2.04) 196462 (2.05) 202845 (1.99)— 
.t7.b5 —1155676 ——541754 (2.13) 527987 (2.19) 531957 (2.17)— 
t8.b5 1286986 602852 (2.13) 590306 (2.18) 593365 (2.17) 
Table 5.9: The compression results of WLZWHUFB (with bumping technique 
only) 
Apart from the bumping technique, flushing technique is commonly used 
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for improving the compression results. When the LZW dictionary is full, the 
flushing technique will generate a flushing code, clear all dictionary entries and 
then reinitialize the dictionary. Table 5.10 shows the compression results of 
WLZWHUFBF, which is the algorithm of WLZWHUF with both bumping 
and flushing techniques. In the table, the flushing technique deteriorates the 
compression results. Full flushing seems to be not suitable for compressing 
Chinese text because it removes all frequently referenced phrases in the dic-
tionary. If the phrases are removed from the dictionary when the dictionary 
is full, it will take some time to grow up the dictionary again. During the 
growing process of the dictionary, some phrases in the input file cannot be 
matched as the phrases are still not built in the dictionary. 
『Name Size WLZWHUFBF-14 WLZWHUFBF-15 WLZWHUFBF-16 
"tl.b5 5102 4059 (1.26) 4059 (1.26) 4059 (1.26) 
J2^^b5 6722— 5449 (1.23) 5449 (1.23) “ 5449 (1.23) 
“t3.b5 ~ ^ 3 4 2 3 5 8 9 (1.16) 一 23589 (1.16) 一 23589 (1.16) 
_ _ t 4 ^ _40375~ 3 3 0 0 5 (1.22) 一 33005 (1.22) 33005 ( 1 . 2 2 ) “ 
_ t 5 J ^ ^ 6 0 5 ^ 2 3 0 3 6 2 (1.57) — 230362 (1.57) 230362 (1 .57 )“ 
_ _ t 6 ^ ^ 2 6 9 ^ 2 5 2 1 3 1 (1.60) “ 252131 (1.6Q) 252131 (1 .60 )“ 
t7.b5 1155676 7 2 2 0 0 5 (1.60) 722005 (1.60) 722005 (1 .60 ) “ 
t8.b5 1286986 7 7 9 3 3 3 ( 1 . 6 5 ) 779333 (1.65) 779333 (1.65)二 
Table 5.10: The compression results of WLZWHUFBF (with both bumping 
and flushing techniques) 
5.9 M a t c h R a t i o a n d C o m p r e s s i o n R a t i o 
In the previous sections, different word-based compression algorithms have 
been described in detail. To summarize, it contains two major components, 
i.e., the word segmentation model and the compression algorithm. In this 
section, the relation between the two components is analyzed. The match 
ratio and compression ratio are employed for measuring the accuracy of the 
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word segmentation model and the performance of the compression algorithm, 
respectively. The word-based WLZSSHUF algorithm is chosen for the analy-
sis because it achieve better compression results than the others. It outper-
forms the word-based Huffman coding scheme by 50% and the word-based 
WLZWHUFB algorithm by 24% in compression ratio. The relation of the two 
measures for the benchmark files of WLZSSHUF is plotted in Figures 5.6 and 
5.7. 
In this section, we vary the match ratio by removing some frequently used 
entries in the dictionary so as to observe the changes in the compression ratio. 
The relation of the two measures for the benchmark files of WLZSSHUF is 
plotted in Figures 5.6 and 5.7. Figure 5.6 shows the experimental results of 
the smaller benchmark files while Figure 5.7 shows the results of the larger 
files. It is observed that the maximum match ratios of the files are content-
dependent. In Figure 5.6, for the newspaper files, e.g., tl.b5 and t2.b5, the 
maximum match ratio is around 0.65, but in the modern novel files, e.g., t3.b5 
and t4.b5, the maximum match ratio is only 0.45. In Figure 5.7, for the law 
files, e.g., t5.b5, t6.b5, t7.b5 and t8.b5, the maximum match ratio is around 
0.5. The facts imply that the word segmentation model is generic. In general, 
a domain specific dictionary is required to achieve higher match ratios on the 
texts in the same domain. 
For different types of file, the growth rates of the compression ratio are 
different. The growth rate of compression ratio is defined as the change of the 
compression ratio divided by the change in the match ratio. In Figure 5.6, the 
growth rates for the newspaper files are around 0.35, and the growth rates for 
the modern novel files are 0.12. In Figure 5.7, it is observed that all growth 
rates ofthe law files are about 0.5. Although there are different growth rates of 
compression ratios, they increase monotonically, and they are close to linear. 
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In Figure 5.7, with the help of the word segmentation model, the compres-
sion ratios of all the law files are greater than 2.3. For the file t7.b5, when 
the match ratio is 0.5, the compression ratio can even be 2.6. If a new word 
segmentation model with an accuracy between 0.8 to 1 are combined with 
WLZSSHUF, the compression ratio of t7.b5 is estimated to be ranging from 
2.8 to 2.9. The estimated compression ratio is approaching to the value of 3, 
which can hardly be achieved by the character-based compression algorithms. 
Compression Ratio vs. Match Ratio (For Small Files) 
1.8r 
• ; X ^ 
0 1.7- ^^^c^iT 0 t1.b5 
1 - - ^ ^ ^ ^ X t2.b5 
§ Z / . . . .…t3.b5 
^1-65- ^ ^ . V ^ - -t4.b5 
蒼"^ k^  
1 5 5 ^ X 
1 cl 1 1 1 L _ 1 ‘ 
•0.1 0.2 0.3 0.4 0.5 0.6 0.7 
Match Ratio 
Figure 5.6: Compression ratio versus match ratio (for smaller files) 
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Compression Ratio vs. Match Ratio (For Large Files) 
2.65「 
2.6-
2.55_ , , 
! " • / , z , / ^ ^ 
| 2 . 4 5 - ^ r ^ / ^  
0 ^ ^ , ^ ^ 0 t5.b5 
2.4- ^ ^ < ^ ^ ^ 1 = 
^ ^ , ^ ^ ——t8.b5 
2.35- ^ ^ < T " " ^ ^ > r  
¢ ^ 
2 o L i l _ _ i I I 1 1 1 " ‘ 1 
•0.1 0.15 0.2 0.25 0.3 0.35 0.4 0.45 0.5 0.55 
Match Ratio 
Figure 5.7: Compression ratio versus match ratio (for larger files) 
5.10 C h a p t e r S u m m a r y 
In this chapter, we extend the integral-bit compression algorithms to a word-
based level which is assisted by a word segmentation model. It is found that 
the word-based WLZSSHUF algorithm achieves the best compression results. 
It outperforms the word-based Huffman coding scheme by 50% and the word-
based WLZWHUFB algorithm by 24% in compression ratio. It also compresses 
better than a practical compressor, GZIP by 10% on average. Furthermore, 
comparable results with high-order arithmetic compressor, namely COMP-2, 
are observed. It is also discovered that WLZSSHUF achieves different ranges 
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of compression ratio on different types of benchmark files. The growth rate of 
compression ratio seems to be highly dependent on the file types. WLZSSHUF 
is especially effective for compressing the law files, and the compression ratios 
are over 2.3. Due to the linear property of the growth rate, the compression 
ratio can be easily estimated within a specific range of match ratio. If a new 
word segmentation model with match ratio over 0.8 is used for compression, 




6 .1 Conc lus i ons 
The purpose of this research is to investigate the weakness of traditional com-
pression algorithms, and to propose suitable compression algorithms for Chi-
nese text. The goal has been achieved by designing different kinds of algo-
rithms (from character-based to word-based approach), implementing them 
and evaluating their performance. 
In the thesis, we firstly analyzed the weakness of traditional compression 
algorithms for Chinese text, and concluded that 16-bit sampling size was more 
suitable for Chinese characters since each Chinese character consists of two 
bytes. We then proposed different algorithms, from character-based to word-
based approach, to increase the compression performance. For the same class 
of algorithms, performance comparisons among them were also presented. It 
was found that a good word-based compression algorithm could achieve a 
compression ratio of about 3, which could hardly be obtained by any character-
based compression algorithms. Therefore, word-based compression model for 
Chinese text could become the future standard, provided that efficient word 
segmentation algorithms were developed. 
110 
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Note that all algorithms proposed in this thesis not only target on Chinese, 
but also other double-byte languages. Hence, the algorithms can easily be 
applied to Japanese and Korean, and general improvement should be achieved. 
6.2 C o n t r i b u t i o n s 
The major contributions of this thesis are listed below: 
• Two representative sets of benchmark files (Big5 and GB coded) were 
built. They were used for evaluating the performance of different com-
pression algorithms (Chapter 1). 
• A comprehensive literature survey of Chinese text compression algorithm 
was given and different compression algorithms were compared (Chapter 
2). 
• A new algorithm, called Indicator Dependent Huffman Coding Scheme 
(IDC) was proposed. The static and adaptive versions of IDC were also 
included. On average, IDC can achieve a compression ratio about 1.7 
over the aforesaid benchmark files (Chapter 3). 
• The theoretical analysis of partition technique for compression was pro-
vided (Chapter 3). 
• The theoretical code length comparisons among three variations of Huff-
man coding scheme (PDC, 16HufF and IDC) were given (Chapter 4). 
• Two character-based cascading models were proposed. They are the cas-
cading model of LZSS with Huffman coding scheme, and the cascading 
model of LZW with Huffman coding scheme. The experimental result 
shows that PDC is better choice for cascading with LZSS or LZW. On av-
erage, LZSSPDC achieves a compression ratio of about 2, and LZWPDC 
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achieves a compression ratio of about 1.9 over the aforesaid benchmark 
files (Chapter 4). 
• Different compression algorithms were extended to word-based level by 
using a word segmentation model. It was discovered that the word-based 
LZSSHUF outperformed GZIP and ARJ by around 10% (Chapter 5). 
• The relationship between compression ratio and match ratio of word-
based LZSSHUF was analyzed. We found that, with the same file type, 
the growth rate of compression ratio seemed to be very similar. The 
growth rate is therefore content-dependent. In addition, it is close to 
linear (Chapter 5). 
6.3 F u t u r e D i r e c t i o n s 
Chinese text compression is an active research area. This section suggests 
some possibilities for further study. 
6.3.1 Integrate Decremental Coding Scheme with IDC 
The code length of decremental coding scheme is shown to be at most equal 
to the code length of static Huffman coding scheme [How93]. Therefore, It is 
possible to integrate this technique with IDCior obtaining higher compression 
ratio. If the frequencies in the two Huffman trees of IDC are decrementing, 
the sizes of the two trees are decreasing. As a result, the overall compressed 
code length is reduced. This technique is especially helpful in Chinese text 
compression because the size of Huffman tree is very large. 
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6.3.2 Re-order the Character Sequences in the Sliding 
Window of LZSS 
In LZSS, the character in the leftmost location of sliding window is shift out 
no matter what the cumulative frequency of the character is. However, if we 
can keep the characters with the higher cumulative frequency staying longer in 
the sliding window, more characters would be matched against the lookahead 
buffer, and shorter code is generated. For this purpose, a re-order mechanism 
should be designed in the window. Furthermore, if we can re-order the posi-
tions of the matched characters into a limited range, fewer number of bits are 
needed to represent the matched positions. 
6.3.3 Multiple Huffman Trees for Word-based Compres-
sion 
In Chapter 5, we do not consider the word classes of the identifying words. 
Actually, we can represent different word classes by different Huffman trees. 
For example, we can group all adjectives into an adjective based tree and all 
nouns into a noun based tree. Through classifying the different word classes, 
a large Huffman tree can be split into several smaller trees, and shorter codes 
would be generated by each of the trees. In this approach, the most difficult 
part is to find grammatical rules to handle the encoding orders among these 
trees. Otherwise, extra bits are required to record the encoding orders. 
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