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There have been significant recent advances in realizing band structures with geometrical
and topological features in experiments on cold atomic gases. We provide an overview
of these developments, beginning with a summary of the key concepts of geometry and
topology for Bloch bands. We describe the different methods that have been used to
generate these novel band structures for cold atoms, as well as the physical observables
that have allowed their characterization. We focus on the physical principles that un-
derlie the different experimental approaches, providing a conceptual framework within
which to view these developments. However, we also describe how specific experimen-
tal implementations can influence physical properties. Moving beyond single-particle
effects, we describe the forms of inter-particle interactions that emerge when atoms are
subjected to these energy bands, and some of the many-body phases that may be sought
in future experiments.
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I. INTRODUCTION
Topology is a mathematical concept that refers to cer-
tain properties that are preserved under continuous de-
formations. One familiar example is the number of twists
put into a belt before its buckle is fastened. Usually we
aim to fasten a belt without any twists. But if we were to
introduce a single twist we would produce a Mo¨bius strip.
No continuous deformation of the closed belt would get
rid of this uncomfortable twist. The number of twists is
said to be a “topological invariant” of the closed belt.
The importance of topological invariants in stabilizing
spatial deformations and defects is also well known in
physics, in diverse areas ranging from cosmology to con-
densed matter. For a superfluid confined to a ring, the
number of times that the superfluid phase φ changes by
2pi around the ring
N =
1
2pi
∮
∇φ · dl (1)
is a topological invariant. This winding number cannot
change under smooth deformations of the superfluid: a
change would require the superfluid density to vanish
somewhere – such that φ is ill-defined – requiring the mo-
tion of a quantized vortex line across the ring. Here, the
topological stability arises from the interplay of the un-
derlying space (the ring) and the form of the local order
parameter (the phase of the superfluid wavefunction).
In recent years it has come to be understood that topol-
ogy enters physics in another, very fundamental way,
through the nature of the quantum states of particles
moving through crystalline lattices. The energy eigen-
states of electrons moving through periodic potentials
are well-known to form energy bands, a result that fol-
lows from the existence of a conserved crystal momentum
via Bloch’s theorem. Remarkably, under certain circum-
stances, each Bloch energy band can be assigned a ro-
bust integer-valued topological invariant related to how
the quantum wavefunction of the electron “twists” as a
function of crystal momentum. This integer is invariant
under continuous changes of material properties: “con-
tinuous” meaning that the energy gaps to other bands
should not close. The first example of such a topologi-
cal invariant for Bloch energy bands arose from a highly
original analysis of the integer quantum Hall effect in
a two-dimensional (2D) lattice (Thouless et al., 1982).
Recent theoretical breakthroughs have shown that, once
additional symmetries are included, topological invari-
ants are much more widespread. These ideas underpin
a recent revolution in our understanding of band insu-
lators and superconductors (Hasan and Kane, 2010; Qi
and Zhang, 2011). The topological nature of these mate-
rials endows them with physical characteristics that are
insensitive to microscopic details, a notable example be-
ing the exact quantization of the Hall resistance in 2D
irrespective of the presence or form of a random disorder
potential.
A great deal of current research focuses on understand-
ing the physical consequences of these new materials, and
experimental studies of topological insulators and super-
conductors in solid state systems continue apace. Fur-
thermore, there is significant activity in exploring the
nature of the strongly correlated phases of matter that
arise in these materials, notably to construct strong-
correlation variants of these topological states of weakly
interacting electrons. Theory suggests many interesting
possibilities, which are still seeking experimental realiza-
tion and verification.
Such questions are ideally placed to be addressed us-
ing realizations with cold atomic gases. Cold atomic
gases allow strongly interacting phases of matter to be
explored in controlled experimental settings. However,
a prerequisite for quantum simulations of such issues is
the ability to generate topological energy bands for cold
atoms. This poses a significant challenge, even at this
single particle level. Realizing topological energy bands
typically requires either the introduction of effective or-
bital magnetic fields acting on neutral atoms and/or the
introduction of a spin-orbit coupling between the inter-
nal spin states of an atom and its center-of-mass motion.
This is an area of research that has attracted significant
attention over the last years, both theoretical and ex-
perimental. Much progress has been made in develop-
ing techniques to generate artificial magnetic fields and
spin-orbit coupling for neutral atoms (Aidelsburger et al.,
2017; Dalibard, 2016; Zhai, 2015). The use of these tech-
niques in the setting of optical lattices has led to the re-
alization and characterization of topological Bloch bands
for cold atoms.
3In this review we describe how topological energy
bands can be generated and probed in cold atom systems.
We focus on existing experimental studies, for which the
essential behavior can be understood in terms of non-
interacting particles. We start by explaining the con-
cepts underpinning topological energy bands in Sec. II.
We describe the key physical effects that are required to
generate these bands and how these can be engineered
in cold atom systems in Sec. III. Our emphasis is on re-
cent experimental developments. In Sec. IV we describe
the principal observables that have been used to charac-
terize the geometrical and topological characters of the
resulting energy bands. In Sec. V we move beyond single-
particle physics, to discuss some of the theoretical un-
derstanding of the consequences of interactions in these
novel optical lattices, and to describe some of the inter-
acting many-body phases that can be sought in future
experiments on these systems. We conclude in Sec. VI
with comments on the outlook for future work and point
out connections to broader research areas.
Throughout this review we explain just the essential
physics underlying recent developments, so the content is
necessarily incomplete. The review should be used as a
starting point from which to explore the literature, rather
than as a comprehensive survey of the field. We note
that we focus on topological bands for atoms in periodic
lattices. Related phenomena can appear for photons and
hybrid light-matter objects (cavity polaritons) in novel
optical materials, and we refer the interested readers to
the review by Ozawa et al. (2018). We note also that all
our discussions are based on the notion of band structure,
meaning that we restrict to periodic materials and that
we do not address the case of atoms or photons moving in
quasiperiodic systems (Dareau et al., 2017; Kraus et al.,
2012; Kunz, 1986; Tanese et al., 2014).
II. TOPOLOGY OF BLOCH BANDS
In this section we provide an introduction to how topol-
ogy enters into band theory for particles moving in peri-
odic potentials. We focus on quantities and models that
are relevant to later sections. More comprehensive ac-
counts are available in review articles on topological in-
sulators (Chiu et al., 2016; Hasan and Kane, 2010; Qi
and Zhang, 2011).
A. Band theory
Here we describe the essential properties of a quan-
tum particle moving through a periodic lattice potential.
Our aim is to understand both the resulting eigenener-
gies (giving the conventional band structure) along with
the underlying structure of the eigenstates (from which
the band topology is derived).
Any lattice potential is invariant under displacements
by a set of lattice vectors R, which can be written
R =
∑
imiai in terms of integer {mi} multiples of ba-
sis vectors {ai} (with i = 1, . . . d in dimension d). From
Bloch’s theorem, the energy eigenstates take the form
ψ(n)q (r) = e
iq·ru(n)q (r) , (2)
with u
(n)
q (r) = u
(n)
q (r + R) having the periodicity of
the lattice. These eigenstates are characterized by the
band index, n, and the crystal momentum, q. Although
we shall retain ~ in equations, we shall refer to momen-
tum and wavevector interchangeably. Starting from the
Schro¨dinger equation for the energy eigenstate ψ
(n)
q (r)[
− 1
2m
∇2 + V (r)
]
ψ(n)q (r) = E
(n)
q ψ
(n)
q (r) , (3)
one readily finds that the Bloch states unq(r) are eigen-
states of the q-dependent Hamiltonian
Hˆq =
[
− 1
2m
(∇+ iq)2 + V (r)
]
. (4)
If there are internal degrees of freedom, e.g. spin, then
one should replace unq(r) by u
n
q(α, r) with α labelling
these additional degrees of freedom.
States that differ in crystal momentum q by a recip-
rocal lattice vector, G =
∑
imiGi, are physically equiv-
alent. (The reciprocal lattice is constructed from basis
vectors {Gi} defined by the condition Gi · aj = 2piδij .)
Thus, q can be chosen to be restricted to the first Bril-
louin zone (BZ): the locus of points q that are closer to
the origin than to any reciprocal lattice vector G. For
example, for a 2D lattice with basis vectors a1 = (a1, 0)
and a2 = (0, a2) the reciprocal lattice has basis vectors
G1 = (2pi/a1, 0) and G2 = (0, 2pi/a2), and the BZ is the
region −pi < qxa1 ≤ pi and −pi < qya2 ≤ pi.
Many of the cases we shall describe will be tight-
binding models, for which there are M single-particle or-
bitals within each unit cell of the lattice. These could
be multiple lattice sites and/or other internal degrees of
freedom. The system Hamiltonian Hˆ acts on the set of
M × Nc single-particle states |α,R〉 = |α〉 ⊗ |R〉 with
α = 1, . . .M labeling the states within a unit cell and
R the position of each of a total of Nc unit cells. For
periodic boundary conditions, the energy eigenstates are
plane waves
|ψ(n)q 〉 =
1√
Nc
∑
R
eiq·R|u(n)q 〉 ⊗ |R〉 , (5)
where n = 1, . . .M is the band index and |u(n)q 〉 are the
associated Bloch wavefunctions in the M -dimensional in-
ternal space. The band energies and Bloch wavefunctions
follow from the spectrum of a wave-vector-dependent
4Hamiltonian, Hˆq that acts in this internal space. For
example, Hˆq can be represented by the M ×M matrix
Hαβq =
1
Nc
∑
R,R′
eiq·(R−R
′)〈α,R′|Hˆ|β,R〉 . (6)
Note that the Bloch Hamiltonian, Hˆq, and thus its ma-
trix representation, is not uniquely defined: it can be
replaced by Hˆ ′q = UˆqHˆqUˆ†q , where Uˆq is a wavevector-
dependent unitary transformation. Because the states at
wavevectors q and q +G are physically equivalent, one
can always choose the Hamiltonian to have the same peri-
odicity as the BZ, Hˆq = Hˆq+G. We shall make this choice
throughout this section. However, as will be explained
later, some care is required in doing so when considering
geometrical properties of the bands. Other choices are
discussed in Appendix A.2.
B. Geometrical phase
At its most basic level, the band structure of a periodic
potential is specified by the energies E
(n)
q . However, the
bands are also characterized by geometrical and topo-
logical features. These relate to how the wavefunctions
|u(n)q 〉 vary with wavevector q across the BZ. No varia-
tions can occur for simple tight-binding models with one
orbital per unit cell M = 1 (i.e. one-band models). How-
ever, topological features arise already for two orbitals
per unit cell, M = 2. We shall describe topological clas-
sifications of Bloch bands in 1D and 2D, and illustrate
these using two-band tight-binding models.
Our presentation will rely heavily on the concept of the
geometrical phase (Berry, 1984), which we briefly review.
Consider a Hamiltonian Hˆ(X) which depends on a set of
parameters X, and with nondegenerate spectrum
Hˆ(X)|Ψ(n)(X)〉 = E(n)(X)|Ψ(n)(X)〉 . (7)
The system is prepared in an eigenstate |Ψ(n)(X)〉 at
an initial time ti, and the parameters Xt are changed
slowly in time t such that the state evolves adiabatically,
following an instantaneous eigenstate of Hˆ(Xt). The pa-
rameters are taken around a cycle such that Xtf = Xti .
Since the Hamiltonian returns to the initial form at tf ,
so too must any eigenstate up to an overall phase factor
(in this case of a nondegenerate spectrum). This phase
has both dynamical and geometrical contributions
|Ψ(n)f 〉 = ei[γ
(n)
dyn+γ
(n)
geo ]|Ψ(n)i 〉 (8)
γ
(n)
dyn = −
1
~
∫ tf
ti
E(n)(Xt′)dt
′ (9)
γ(n)geo =
∮
i〈Ψ(n)|∂XΨ(n)〉 · dX . (10)
The geometrical phase is the integral of the Berry con-
nection
A(n)(X) ≡ i〈Ψ(n)|∂XΨ(n)〉 (11)
around the closed loop in parameter space X. The Berry
connection plays a role similar to that of the vector
potential for a magnetic field. It is gauge-dependent,
varying under local gauge transformations, |Ψ(n)〉 →
eiΦ(X)|Ψ(n)〉. However, if X has more than one com-
ponent, one can define a gauge-invariant Berry curvature
Ω
(n)
ij ≡ ∂XiA(n)j − ∂XjA(n)i . (12)
If the closed loop X can be viewed as the boundary of
a 2D surface (X1, X2) on which the Berry curvature is
everywhere well-defined, then the geometrical phase (10)
is the flux of the Berry curvature
Ω(n) ≡ ij∂XiA(n)j = ij i∂Xi〈Ψ(n)|∂XjΨ(n)〉 (13)
through this 2D surface. Here ij is the antisymmetric
tensor of two indices, xy = −yx = 1, and summation
over repeated indices is assumed.
We shall apply these concepts to physical situations in
which the role of external parameters X is played either
by the crystal momentum q or by the real-space position
r. In both cases, the Berry connection and Berry curva-
ture will define local geometric properties of the quantum
states. The integrals of these geometric quantities over
a closed manifold – the BZ for q, or the unit cell of the
lattice for r – will give rise to topological properties. As
discussed in later sections, trajectories of q can be im-
posed in physical systems by the application of external
forces, inducing adiabatic dynamics of the Bloch states.
C. Topological invariants
1. The Zak phase
Owing to the periodicity of the BZ under the addi-
tion of any reciprocal lattice vector G, a trajectory in
wavevector from qi to qf = qi +G is a closed loop. Since
the Hamiltonian is periodic, Hˆq = Hˆq+G, the ideas of
Berry apply directly. The integral of the Berry connec-
tion along such closed loops
φ
(n)
Zak =
∫ qi+G
qi
i〈u(n)|∂qu(n)〉 · dq (14)
was proposed by Zak as a way to characterize the energy
bands (Zak, 1989).
A first glimpse of how the mathematics of topological
invariants can arise in band theory is provided by com-
puting the Zak phase for simple two-band tight-binding
models in one dimension (1D). We shall illustrate this for
the Su-Schrieffer-Heeger (SSH) model.
The SSH model is a tight-binding model in which there
are two sites in the unit cell, which we label A and B.
The sites are connected by alternating tunnel couplings,
5J and J ′, see Fig. 1. The single-particle Hamiltonian
reads
Hˆ = −
∑
j
(
J ′ aˆ†j bˆj + J aˆ
†
j bˆj−1 + H.c.
)
, (15)
where aˆ†j and bˆ
†
j create a particle on the A and B sites
of the j-th unit cell. For a bulk system with periodic
boundary conditions, we look for the energy eigenstates
using the Bloch wave form
|ψq〉 =
∑
j
eijaq
(
uAq |Aj〉+ uBq |Bj〉
)
, (16)
with a the lattice constant. The problem reduces to find-
ing the eigenvectors, (uAq , u
B
q )
T, of the Hamiltonian in
reciprocal space, which has matrix representation
Hˆq = −
(
0 J ′ + Je−iqa
J ′ + Jeiqa 0
)
(17)
within the BZ −pi/a < q ≤ pi/a.
The Hamiltonian (17) can be written in the general
form
Hˆq = −h(q) · σˆ, (18)
where σˆα are the Pauli operators. Throughout this re-
view, we shall use the conventional matrix representation
of the Pauli operators in which σˆz is diagonal. Then, the
SSH model has
hx(q) + ihy(q) = J
′ + Jeiqa, hz = 0 , (19)
with hx,y(q) real periodic functions of q. The energy
spectrum is composed of the two bands
E(±)q = ±|h(q)| = ±
[
J2 + J ′2 + 2JJ ′ cos(qa)
]1/2
, (20)
which are separated by a gap provided |h| does not vanish
at any q. Assuming J, J ′ > 0, the gap 2|J − J ′| closes
only when J = J ′, for the quasi-momentum q = pi/a.
Provided there is a non-zero gap, i.e. |h| 6= 0 for all q,
one can write hx + ihy = |h|eiφq with a well-defined φq,
and the Bloch states are(
uAq
uBq
)
=
1√
2
(
1
∓eiφq
)
. (21)
In this pseudospin representation, the fact that hz = 0 in
(18-19) for the SSH model entails that these eigenstates
lie on the equator of the Bloch sphere. The resulting Zak
phases of the bands (14) are
φ
(±)
Zak = −
1
2
∫
BZ
∂φq
∂q
dq . (22)
Thus,
N ≡ − 1
pi
φ
(±)
Zak =
1
2pi
∫
BZ
∂φq
∂q
dq (23)
A B A B A B A B
J ′ J J ′ J J ′ J J ′
{ { { {j = −1 j = 0 j = 1 j = 2
FIG. 1 Tight-binding (SSH) model of the polyacetylene
molecule. For the SSH model (17), the onsite energies for
A and B are supposed to be equal. This constraint will be
relaxed for the Rice–Mele model (40).
2
−2
2
hx/J
hy/J
J ′ = 1.5 J
J ′ = 0.5 J
FIG. 2 Illustration of the winding number for the SSH model.
The curves plot the locus of (hx, hy) as q runs over the BZ.
For J ′/J > 1 the vector (hx, hy) does not encircle the origin,
but for J ′/J < 1 it encircles the origin once, indicating that
these two cases have winding numbers (23) of N = 0 and
N = 1 respectively.
is the number of times φq changes by 2pi as q runs over
the BZ. Since the Hamiltonian is periodic, φq = φq+G
modulo 2pi, N is an integer winding number, analogous
to that for the phase of a superfluid around a ring (1). It
measures the solid angle drawn by the pseudo-spins u
(±)
q
along the equator of the Bloch sphere when q spans the
BZ.
The winding number (23) is a topological invariant of
1D band insulators arising from Hamiltonians of the form
(18): N cannot be changed unless |h(q)| vanishes at some
q, i.e. unless the band-gap closes. The case of the SSH
model is illustrated in Figure 2, which shows the locus of
(hx, hy) as q runs over the BZ. For J
′/J < 1 the curve
encircles the origin once, N = 1; while for J ′/J > 1
the curve does not encircle the origin, N = 0. These
two curves cannot be smoothly interconverted without
crossing hx = hy = 0, i.e. without the bandgap closing.
One could evade this conclusion by including terms pro-
portional to σˆz in the Hamiltonian. Then, two gapped
states with different N could be continuously deformed
into each other. (We shall explore this below for the
Rice–Mele model.) However, as explained in Sec. II.E,
including σˆz terms would break an underlying “chiral”
symmetry of the SSH model. The winding number in 1D
is an example of a topological invariant whose existence
relies on an underlying symmetry.
6A perceptive reader will notice that the topological in-
variant we have constructed (23) appears to be rather un-
physical. The two parameter regimes of the SSH model
which have different winding numbers, at J ′/J > 1 and
J ′/J < 1, could be trivially related by reversing the la-
belling of the A and B sublattices in Fig. 1, at least deep
in the bulk of the system. In what sense are these two
parameter regimes topologically distinct? A key point
to note is that the winding number (23) has a basis-
dependent offset. In place of (16) we could just as well
have sought an energy eigenstate of the form
|ψq〉 =
∑
j
eijaq
(
u˜Aq |Aj+NA〉+ u˜Bq |Bj+NB〉
)
(24)
=
∑
j
eijaq
(
u˜Aq e
−iNAaq|Aj〉+ u˜Bq e−iNBaq|Bj〉
)
,(25)
associating site A in the cell j+NA with site B in cell j+
NB. Comparing (25) with (16) shows that this amounts
to replacing (uAq , u
B
q )
T by (u˜Aq e
−iNAaq, u˜Bq e
−iNBaq)T, i.e.
to a q-dependent unitary transformation, Uˆq. In this new
basis, (u˜Aq , u˜
B
q )
T, the eigenstates (21) are replaced by(
u˜Aq
u˜Bq
)
=
1√
2
(
eiqaNA
∓eiφqeiqaNB
)
. (26)
For NA = NB this transformation may be viewed as a
reciprocal-space gauge transformation. A direct calcula-
tion of the Zak phase for (26) shows that the winding
number, N ≡ −φZak/pi, is increased by (NA + NB) as
compared to that for (21). This example shows that the
absolute value of the winding number cannot be phys-
ically meaningful. Instead, physical consequences can
only involve differences of winding numbers, which are
well-defined when computed within the same reciprocal-
space basis choice. In Sec. II.D we shall describe how the
winding number difference at a boundary between two
regions influences the spectrum of states on the edge.
However, note that we have already found one physical
consequence of the winding number difference: the pa-
rameter space of microscopic couplings becomes discon-
nected, in the sense that there is no way to continuously
change the physical parameters to evolve between regions
of different winding numbers without crossing a critical
point at which the band-gap closes. Such gap closings
between topologically distinct regions have direct phys-
ical consequences in measurements of the bulk excita-
tion spectrum. In particular, for a set of non-interacting
fermions filling one such band, the gap closing implies a
thermodynamic phase transition between two insulating
regimes, separated by a semi-metallic state. We have il-
lustrated this gap closing for the SSH model. However,
this holds also for any 1D model in which h = (hx, hy, 0),
i.e. with chiral symmetry. The requirement of the closing
of a band-gap in order to change the winding number is
a defining feature of a topological invariant of the energy
band.
2. The Chern number
A topological classification of (non-degenerate) energy
bands in 2D exists without requiring any underlying sym-
metry, and without ambiguities related to the choice of
basis in reciprocal space. The topological invariant is the
Chern number
C = 1
2pi
∫
BZ
iij∂qi〈uq|∂qj |uq〉 d2q . (27)
We suppress the band index, n, but note that a Chern
number exists for each band. This topological invariant,
and terminology, arises from the mathematics of fibre
bundles (Stone and Goldbart, 2009). However, it can be
readily interpreted more physically in terms of the Berry
curvature (13) of the Bloch states
Ω(q) ≡∇q ×A(q) · ez = iij∂qi〈uq|∂qj |uq〉 . (28)
The Chern number is related to the flux of the Berry
curvature Ω(q) through the BZ. Just as the Dirac quan-
tization condition requires the magnetic flux through a
closed surface to be quantized (in units of h/e), the flux
of the Berry curvature through the BZ (a closed surface
with the topology of a torus) is quantized (in units of
2pi). This follows by using Stokes’s theorem to relate the
integral of Ω(q) over the BZ to the line integral of A(q)
around its boundary. Since the BZ is a closed surface
this line integral must be an integer multiple of 2pi. This
integer, C, is the number of flux quanta of Berry cur-
vature through the BZ. Since the Berry curvature is a
gauge-invariant quantity, so too is the Chern number.
The Chern number vanishes for systems with time-
reversal symmetry (TRS), for which uq(r) ∝ u∗−q(r) and
hence Ω(q) = −Ω(−q). The realization of Chern bands
therefore requires a means to break TRS. In Section III
we shall describe ways in which this can be achieved for
cold-atom systems. One class of implementation involves
tight-binding models, in which a (spinless) particle hops
on a lattice with complex tunneling matrix elements, e.g.
to represent the Peierls phase factors for a charged par-
ticle in a magnetic field. TRS is broken if, for some
closed loop on the lattice, the phases acquired on en-
circling the loop in the clockwise (+φAB) and anticlock-
wise ( −φAB) directions differ modulo 2pi, i.e. provided
φAB is not an integer multiple of pi. Another class of im-
plementation exploits internal atomic states, labeled by
index α. Quite generally, the (non-dissipative) action of
laser light on an atom is to couple state α to state α′
with a well-defined momentum transfer κ. An optical
lattice is defined by a set of such couplings, V α
′α
κ , which
(to preserve periodicity) must build up a regular lattice
in momentum space. The couplings V α
′α
κ therefore de-
fine a tight-binding model in momentum space with am-
plitudes and phases determined by the laser fields. For
shallow lattices, the net phase acquired on encircling a
7closed loop on this momentum-space lattice determines
the integrated Berry curvature through that loop, allow-
ing lattices with broken TRS Ω(q) 6= −Ω(−q) to be di-
rectly constructed (Cooper and Moessner, 2012).
To illustrate how a non-zero Chern number arises in
tight-binding models, we discuss here the key features of
the Haldane model (Haldane, 1988a). This is a two-band
model, so the Bloch Hamiltonian is a 2 × 2 Hermitian
matrix
Hˆq = −h(q) · σˆ (29)
with h(q) a three-component vector coupled to the Pauli
matrices, σˆx,y,z. Just as in the SSH model, the energy
bands are E
(±)
q = ±|h(q)| and there is a gap provided
|hq| does not vanish at any q. However, now the Bloch
state of the lower band depends on the three-component
unit vector e(q) ≡ h(q)/|h(q)|, e.g.
|uq〉 =
(
cos(θq/2)
sin(θq/2) e
iφq
)
(30)
for e(q) = (sin θq cosφq, sin θq sinφq, cos θq). The Chern
number can be written in terms of this unit vector as
C = N2D ≡ − 1
8pi
ij
∫
BZ
e · ∂e
∂qi
× ∂e
∂qj
d2q (31)
N2D counts the number of times that the unit vector e(q)
wraps over the unit sphere as q spans the BZ; it is the
2D analogue of the 1D winding number (23).
The Haldane model is described in detail in Section III.
It is defined on a honeycomb lattice, for which the unit
cell contains two sites, which we label A and B, as in
Fig. 3(a). Nearest-neighbor tunneling is off-diagonal in
the sublattice index, and leads to
hx(q) + ihy(q) = J
(
eiq·a1 + eiq·a2 + 1
)
(32)
in (29), where a1,2 are the lattice vectors marked on
Fig. 3a. The Hamiltonian has been chosen to be pe-
riodic under the addition of reciprocal lattice vectors.
Note, however, that other choices can be made, re-
lated to the Hamiltonian via unitary transformations,
Hˆq → UˆqHˆqUˆ†q . Indeed, in Section III we shall replace
hx(q) + ihy(q)→ J
(
eiq·ρ1 + eiq·ρ2 + eiq·ρ3
)
(33)
which arises for Uˆq = exp(−i σˆz q · ρ3/2), with ρ3 the
nearest-neighbor lattice vector in Fig. 3a. This trans-
formation does not change the energy spectrum nor the
topology of the band. However, it can be more help-
ful to work with (33) when considering physical observ-
ables (Bena and Montambaux, 2009). As discussed in
Appendix D, unitary transformations of the form Uˆq af-
fect the definition of the force and current operators as
well as the local Berry curvature.
B
A
A
B
AA
B
A
B B
ρ3
ρ1ρ2
a2 a1
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(a) (b)
FIG. 3 (a) Real space honeycomb lattice for the Haldane
model. (b) Illustration of the unit vector e(q) in the topolog-
ical phase of the Haldane model. The dashed line shows the
conventional BZ, whose corners are the points Q±. The ar-
rows show the projection of e(q) on the plane, (ex, ey), while
the colors and contours indicate ez. The unit vector wraps
once over the sphere within the BZ, indicating the topological
character with C = 1.
The resulting band structure is well known from stud-
ies of graphene: there are two points at the corners of the
BZ, q = Q± with Q± = ± 4pi3√3a (1, 0), at which the bands
touch, i.e. hx + ihy = 0. Close to either band-touching
point, with q˜ ≡ q − Q±, the Hamiltonian has the 2D
Dirac form
Hˆ±q ≈ ~v [±q˜xσˆx + q˜yσˆy] + h±z σˆz (34)
with velocity v = (3/2)Ja/~. The terms h±z arise from
effects other than nearest-neighbor tunneling, and open
gaps at the Dirac points between the two bands. One
such effect is an energy splitting, ∆, between A and B
sublattices. In this case the coefficients h+z and h
−
z are
both equal to ∆ and the gap openings at the two Dirac
points are equivalent. This causes the resulting Bloch
bands to have vanishing Chern number, so the two result-
ing bands are non-topological. This is consistent with the
fact that this model has TRS. Introducing next-nearest-
neighbor hopping with Aharonov-Bohm phase, φAB 6= 0
mod pi, breaks TRS and provides a term with h+z = −h−z
for which the Chern number of the bands are 1 and −1.
Figure 3 shows how e(q) varies in reciprocal space in this
topological phase.
The preceding discussions are somewhat abstract, fo-
cusing on mathematical aspects of the energy bands in
2D. However, the Chern number has direct physical con-
sequences. As first shown by Thouless et al. (1982), a
band insulator exhibits the integer quantum Hall effect
if the total Chern number of the filled bands is nonzero,
with a Hall conductivity quantized at C times the funda-
mental unit of conductance e2/h. This result can be ex-
tended to systems subjected to disorder and inter-particle
interactions, by defining a Chern number for the many-
body groundstate in a geometry with periodic boundary
conditions (Niu et al., 1985). For non-interacting systems
without translational invariance, a local Chern marker
8FIG. 4 Illustration of skipping orbits for a charged particle
in a uniform magnetic field. In the bulk, the semiclassical
dynamics of a wavepacket leads to a circular cyclotron orbit.
The reflection of such an orbit from the (hardwall) edge leads
to a skipping motion around the sample edge.
can be defined (Bianco and Resta, 2011). The quantiza-
tion of the Hall conductance is intimately related to the
existence of edge states, which we will now discuss.
D. Edge states
Topological band insulators have the generic feature
that although they are bulk insulators – owing to the
energy gap between the filled and empty bands – they
host gapless states on their surfaces.
The existence of gapless edge modes for 2D systems
with nonzero Chern number is well-known from stud-
ies of the integer quantum Hall effect (Halperin, 1982).
Each filled Landau level gives rise to a chiral edge mode.
This can be understood semiclassically in terms of the
skipping orbit of the cyclotron motion around the edge
of the sample, Fig. 4. These semiclassical skipping or-
bits consist of two features. The rapid skipping mo-
tion at the cyclotron frequency is a feature which in a
quantum description arises when the wavefunction has
nonzero amplitude in more than one Landau level, such
that its time-dependence involves the Landau level en-
ergy spacing (cyclotron energy); it is therefore related to
the inter-Landau level excitation known as a “magneto-
plasmon”. The drift of the guiding center of the orbit
around the perimeter of the sample is a feature that ex-
ists for quantum states within a single Landau level and
that represents the chiral edge mode of that Landau level.
The existence of these edge modes is required for consis-
tency of the quantized bulk Hall conductance (Laughlin,
1981).
More generally, gapless edge states occur at the bound-
ary between two insulating regions with different values
of a topological invariant. A simple semiclassical view
of these gapless regions is provided by considering the
boundary to arise from a smooth spatial variation in the
parameters of the Hamiltonian, between two phases with
different topological indices. Since the two insulators far-
to-the-left and far-to-the-right of the boundary are topo-
logically distinct, at some point in space the gap between
the filled and empty bands must close. This gap closing
motivates the existence of gapless edge states. While
pi/a−pi/a q
M M+
M−
FIG. 5 An edge of the SSH model is represented by hx +
ihy = |hq,M |eiφ(q,M), which depends both on the wavevector
q and on some control parameter M that varies smoothly
between M− at x  0 and M+ at x  0. The number of
vortices of hx + ihy within this region can be computed by
integrating ∇φ(q,M) around the boundary. The integrals
along q = ±pi/a cancel (since the BZ is periodic), leaving
only the integrals along M = M±, which give the difference
of winding numbers N− −N+.
this semiclassical argument applies only for smooth vari-
ations in space, the result is a robust feature for any form
of boundary, referred to as the bulk-boundary correspon-
dence (Hasan and Kane, 2010). The only restriction is
that, in cases where the topological invariant relies on an
underlying symmetry, this symmetry must be preserved
also in the boundary region. This is illustrated below for
the edge state of the SSH model.
We shall demonstrate the emergence of edge states in
the SSH and Haldane models within continuum approxi-
mations for which the edge state wavefunctions take sim-
ple analytic forms.
1. SSH model
Consider a 1D band insulator formed by filling the
lower energy band of a Hamiltonian of the form (18),
which is purely non-diagonal in the sublattice basis and
parameterized by the two-component vector (hx, hy).
This restriction on the form of the Hamiltonian arises
from the chiral symmetry of the model, as discussed
further in Sec. II.E. Let the properties of the system
depend on some quantity M such that hx + ihy ≡
|h(q,M)|eiφ(q,M) is a function of both wavevector q and
M . We introduce a boundary between two gapped phases
at position x = 0 by allowing M(x) to vary slowly in
space, as compared to the lattice constant a, and set-
ting M(x  0) = M− and M(x  0) = M+. The two
phases are characterized by winding numbers N± (23)
computed from φ(q,M±). It is straightforward to show
that hx + ihy must have N− − N+ vortices within the
boundary region. (See Fig. 5.) So if N+ 6= N− then
|h(q,M)| must vanish at certain points (q,M): these are
the gap-closing points, discussed above semiclassically,
which lead to gapless edge states.
For the SSH model, hx + ihy = J
′ + Jeiqa, the gap-
9closing point (J ′/J = 1, qa = pi) hosts a single vortex.
Defining M = 1 − J ′/J and q˜ = q − pi/a, we expand
the Hamiltonian around M = q˜ = 0 to first order in q˜
(suitable for the continuum limit, |q˜|  1/a) to give
HˆSSH/J ≈ q˜aσˆy +M(x)σˆx (35)
= −iaσˆy∂x +M(x)σˆx . (36)
In the last line we have replaced q˜ by −i∂x to give a 1D
Dirac Hamiltonian in which M(x) can be viewed as a
spatially varying “mass”. This is a model studied by
Jackiw and Rebbi (1976), who showed that, provided
M(x) changes sign, there is a solution that is localized
at the boundary with exactly zero energy. For M+ > 0
and M− < 0, this is
|Ψ〉 =
(
e−
∫ x
0
M(x′)dx′/aeipix/a
0
)
. (37)
That the state is an eigenstate of σˆz with |σz = +1〉
indicates that it has non-zero amplitude only on the A
sublattice. For M+ < 0 and M− > 0, the non-zero am-
plitude would be on the B sublattice. This is the gapless
edge mode of the SSH model which arises because M±
describe different topological phases. That the state has
energy E = 0 is a consequence of a “chiral” symmetry
that protects the relevant 1D topological invariant, as
discussed below in Sec. II.E. If the Hamiltonian were to
depart from this chiral form, for example by including
terms hz that couple to σˆz, the energy of this subgap
state would depart from E = 0. This could occur either
by a change of the bulk Hamiltonian, or due to breaking
of the symmetry near the edge: for example arising from
an onsite potential that shifts the energy of the A site
relative to the B site near the edge.
Although we have derived this edge state for a contin-
uum model, the properties are robust to lattice effects
provided the chiral symmetry is preserved. A derivation
of the edge state of the SSH model for a sharp boundary
is provided in Appendix A.1.
2. Haldane model
One can use the above solution for the edge state of
the SSH model to construct a 1D band of edge states
on a surface of the (topological) band insulator formed
from the Haldane model. Consider the low-energy theory
for the Haldane model (34) in a topological phase with
h±z = ∓|H|. We impose a boundary to a non-topological
phase at x > xR by adding a spatially dependent energy
offset ∆(x)σˆz, such that h
±
z (x) = ∆(x) ∓ |H|. The low-
energy Hamiltonians close to Q± become
Hˆ±q ≈ ∓i~vσˆx∂x + h±z (x)σˆz + ~vq˜yσˆy (38)
where we have replaced q˜x → −i∂x. Translational in-
variance is maintained along the y-direction, such that
qy (and therefore q˜y = qy −Q±y ) is conserved.
x
y
xRxL
(a)
q˜y
(b)
FIG. 6 Illustration of the low-energy spectrum of the Haldane
model on a finite-width strip. (a) The strip is bounded in the
x-direction, but uniform along y such that the wavevector
q˜y = qy − Q+y is conserved. (b) The spectrum has a contin-
uum of states in the bulk, shown shaded. The bulk bands are
topological, with unit Chern number, so a single edge state
connects between these bulk bands: red (green) band corre-
sponds to the edge mode on the left (right) boundary. We
show only the part of the spectrum close to the Q+ point,
at which the boundaries force a gap-closing and at which the
edge states appear.
For ∆(x) an increasing function of x at x > 0 there
is a boundary between topological (x < xR) and non-
topological (x > xR) regions where ∆(xR) = |H|. At this
point, h+z (xR) = 0 so the gap at Q
+ vanishes. The low-
energy Hamiltonian close to Q+ (38) takes the form of
the Jackiw-Rebbi Hamiltonian (36), just under a permu-
tation of the Pauli matrices [(σˆx, σˆy, σˆz) → (σˆy, σˆz, σˆx)],
plus a term ~vq˜yσˆy for which the zero-mode (37) is also
an eigenstate (noting the permutation of the Pauli matri-
ces), with eigenvalue ERqy = ~vq˜x. This is the chiral edge
mode, which propagates along the right hand boundary
xR at velocity vey. For a finite width strip, with another
boundary to a non-topological phase at x < xL, there is
an edge mode with the opposite velocity, ELqy = −~vq˜y.
The dispersion is illustrated in Figure 6.
E. Topological insulators
1. Discrete Symmetries
The Chern number for 2D systems is an example of
a topological invariant for energy bands in a setting
where no symmetries constrain the form of the Hamil-
tonian. The field of topological insulators arose from the
realization that, when one constrains the Hamiltonian
to have additional symmetries, new topological invari-
ants emerge in various spatial dimensions. The general
theory of symmetry-protected topological invariants for
gapped fermionic systems concerns global symmetries –
time-reversal, particle-hole symmetry, chiral symmetry –
which make no reference to spatial structure or dimen-
sion(Altland and Zirnbauer, 1997). These define ten dis-
tinct symmetry classes which, combined with the spatial
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dimensionality, determine the possible topological invari-
ants (Chiu et al., 2016). An important example is time-
reversal symmetry which leads to the existence of a Z2
topological invariant in 2D and 3D for electronic systems
with spin-orbit coupling. This led to the discovery of
materials which behave as topological insulators in these
dimensions (Hasan and Kane, 2010; Qi and Zhang, 2011).
Furthermore, this formalism also allows a unified descrip-
tion of topological superfluids, formed from the pairing of
fermions. Within the BCS mean-field theory, the spec-
trum of quasi-particle excitations of such superfluids is
obtained from the Bogoliubov-de Gennes (BdG) theory,
which takes the form of a non-interacting fermionic sys-
tem albeit with anomalous terms that mix particle and
hole excitations. The intrinsic particle-hole symmetry
of the BdG theory stabilizes gapped topological super-
fluids. We shall discuss such topological superfluids in
Section V.B.2.
Here we explore the physics of symmetry-protected
topological band insulators in the context of the SSH
model described above. This provides an example of a
topological band insulator that arises in 1D when there is
an underlying “chiral” symmetry. This chiral symmetry
arises from the existence of a unitary operator Uˆ that
anticommutes with the Hamiltonian Hˆ
HˆUˆ = −UˆHˆ . (39)
Then, for an energy eigenstate |Ψ〉 of eigenvalue E, the
state Uˆ |Ψ〉 is readily shown to be an energy eigenstate
with energy −E. Thus, the chiral symmetry enforces a
symmetry on the spectrum about E = 0. This rather for-
mal construction arises in tight-binding models, such as
the SSH model, in which the Hamiltonian only involves
terms that hop between two different sublattices (which
we label A and B). Defining PˆA/B as projectors onto the
A/B sublattices, then Uˆ ≡ (PˆA − PˆB) satisfies (39) if
PˆAHˆPˆA = PˆBHˆPˆB = 0, i.e. provided the Hamiltonian
Hˆ only couples A and B sublattices. The chiral symme-
try constrains the Hamiltonian for the SSH model (18)
to be off-diagonal in the sublattice basis. As described
in Sec. II.C.1 this form ensures that the winding number
is a topological invariant. Furthermore, the symmetry of
the energy spectrum ensures that the edge mode, found
in Sec. II.D.1, is at exactly zero energy, E = 0, and is
also an eigenstate of Uˆ = PˆA − PˆB. This implies that
there is at least one zero energy in-gap mode, but other
non-zero energy in-gap modes are allowed by chiral sym-
metry provided they come in ±E pairs. For boundaries
that break the chiral symmetry, the in-gap states will
have no particular relation to zero energy. A disordered
potential that acts differently on the two sublattice sites
will break chiral symmetry and also shift the energies
of in-gap states away from zero energy. However, if the
disorder is such that (39) is preserved, the topology of
this model is robust and the in-gap states remain at zero
energy.
2. The Rice–Mele model
Since the topological invariant of the SSH model is en-
sured by a (chiral) symmetry, it is possible to smoothly
evolve between states with different topological invari-
ants by breaking this symmetry. To illustrate this, we
study the Rice–Mele (RM) model which generalizes the
SSH model by relaxing the assumption that the A and B
sites have the same energy, and assigning energy offsets
±∆. The Hamiltonian (17) is replaced by
HˆRMq =
(
∆ −J ′ − Je−iqa
−J ′ − Jeiqa −∆
)
(40)
within the BZ −pi/a < q ≤ pi/a. The two bands have
energies
E(±)q = ±
[
∆2 + |J ′ + Je−iqa|2]1/2 , (41)
so are separated by a gap provided ∆ 6= 0. (For ∆ = 0
the gap closes at the topological transition of the SSH
model, J ′/J = 1.) The eigenstate of the lower band can
be written
|u(−)q 〉 =
(
sin(γq/2)
−eiφq cos(γq/2)
)
(42)
with γq and φq defined by −(J ′ + Je−iqa)/∆ ≡
tan γq e
−iφq . The resulting Zak phase (14) is shown in
Figure 7 (left) as a function of J ′/J and ∆/J . Along the
line ∆ = 0 the Zak phase steps by pi across J ′/J = 1,
consistent with the change in winding number by one at
the topological transition of the SSH model, and Eq. (23).
However, note that the gapped band insulators at ∆ = 0,
J ′/J > 1 and ∆ = 0, J ′/J < 1 can now be continuously
connected by tracing out a path that has ∆ 6= 0 when
J ′/J = 1 (Fig. 7, right).
F. Adiabatic pumping
Consider again the Rice–Mele model, whose Zak phase
is illustrated in Fig. 7. There is a vortex in φZak around
the gap-closing point (∆ = 0 and J ′/J = 1) at which
the Zak phase is undefined. The winding of φZak by 2pi
around a closed loop encircling the gapless point, such as
the loop shown in Fig. 7, is a topological invariant of the
model: this winding is preserved under smooth variations
of the Rice–Mele Hamiltonian that do not cause the gap
to close on this loop.
The existence of this invariant is at the basis of the con-
cept of a quantized pump (Thouless, 1983). It describes
the generic situation of a crystal with filled bands, which
is characterized by parameters that can be externally
controlled. When these parameters are varied around a
closed loop, the number of particles that are transported
is quantized. It is thus a robust quantity that is not af-
fected by a small change of the geometry of the loop in
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FIG. 7 Left: Zak phase of the lower band of the Rice–Mele
model, represented by the unit vector (cosφZak, sinφZak). The
phase changes by 2pi around the point ∆ = 0 and J ′/J = 1 at
which the gap closes. The loop denotes a possible pumping
cycle. Right: Representation of the eigenstates (42) on the
Bloch sphere. Blue: Closed trajectory on the equator for
the SSH model in the topological case (∆ = 0, J ′/J < 1),
obtained when q scans the Brillouin zone. The Zak phase,
given by half the subtended solid angle, is equal to pi. Green:
Trajectory in the non-topological case of the SSH model (∆ =
0, J ′/J > 1) with a zero subtended solid angle. Black: Closed
trajectory obtained for the Rice-Mele model with a non-zero
energy offset ∆. A continuous variation of ∆ and J ′/J in the
Rice–Mele model allows one to connect the topological and
non-topological SSH trajectories, without going through the
singular point J ′/J = 1, ∆ = 0.
parameter space. Note that at this stage no intuition
has been provided on the mechanism at the basis of the
transport, nor its direction. For a physical discussion we
refer the reader to Sec.IV.C.1, in particular Fig. 22.
This quantization has the same topological origin as
the integer quantum Hall effect. To see this, consider
tracing out the closed loop in parameter space as time t
varies from t = 0 to t = T . The Zak phase at any given
time t is defined by the integral of the Berry connection
along the BZ −pi/a < q ≤ pi/a at that instant. The
change in Zak phase between any two times t1 and t2
can be written as a line integral
φZak(t1)− φZak(t2) ≡
∮
L
A · dq (43)
where we label the position in the q − t plane by a two-
component vector q = (q1, q2) = (q, t) and the associated
Berry connection Ai ≡ i〈uq|∂i|uq〉, with ∂1 ≡ ∂/∂q and
∂2 ≡ ∂/∂t. The integration contour L is shown in Fig. 8.
The horizontal lines at fixed t = t1 and t = t2 recover
φZak(t1) − φZak(t2), while the integrals on the lines at
q = ±pi/a cancel as a result of the periodicity of the
BZ. Applying Stokes’s theorem, the line integral in (43)
can be written as the integral of the Berry curvature,
Ω = ij∂iAj , over the area bounded by L. The fact that
the parameters of the Hamiltonian return to their original
values as t = 0 → T enforces periodicity also in t, such
pi/a−pi/a
L
q
t
T
0
t2
t1
FIG. 8 Illustration of the relationship of the change in the Zak
phase for a 1D band insulator, with momentum −pi/a < q ≤
pi/a, under adiabatic variation of parameters in time around
a cycle of period T , i.e. with time 0 < t ≤ T . The change in
Zak phase between times t1 and t2 is represented by the line
integral around a contour L. When L is extended to include
the full q − t plane, the periodicity in q → q + 2pi/a and
t → t + T ensures that the line integral must by an integer
multiple of 2pi. This integer is the Chern number defined in
the q − t plane.
that the q−t plane has the topology of a torus. Thus, ex-
tending the contour to enclose the full region from t = 0
to t = T , thereby computing φZak(0) − φZak(T ), recov-
ers 2pi times a Chern number. The relevant integral is
entirely analogous to Eqn. (27) with the measure d2q re-
placed by dq dt.
The link between the winding of φZak and the trans-
ported particle number for a filled band can be estab-
lished using arguments detailed in Appendix A.4. The
transported particle number is determined by computing
the change in the mean particle position ∆x over one
cycle of the pump, averaged over all states in the band.
The result is that this net displacement of particles over
one cycle, for example the closed loop in Fig. 7, is
∆x =
a
2pi
[φZak(T )− φZak(0)] . (44)
Because φZak(T ) equals φZak(0) plus 2pi times the wind-
ing number corresponding to the vortex of Fig. 7, the
displacement is quantized in units of the lattice period
a. When the band is filled with exactly one particle per
state, this entails the quantization of the number of trans-
ported particles.
III. IMPLEMENTATIONS OF TOPOLOGICAL LATTICES
To this point in this review, we have developed our
understanding of lattices, and discussed how topology
presents additional “labels” tied to individual Bloch
bands: providing a new way to categorize band struc-
ture. This section will take the next step and describe
the currently implemented techniques by which 1D and
2D band structures with non-trivial topology have been
created.
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A. Iconic models
Cold atom experiments are often able to nearly per-
fectly realize iconic topological models from condensed
matter theory. Here we will briefly describe two such
models – the Harper-Hofstadter model (Harper, 1955;
Hofstadter, 1976) and the Haldane model (Haldane,
1988b) – as particularly simple examples of topological
lattices and explore what is essential about each of these
models. This will allow us to place experimental ap-
proaches in context and to identify what types of new
terms must be added to standard optical lattices.
1. Harper-Hofstadter model
The Harper-Hofstadter model – describing charged
particles in a square lattice with a uniform of magnetic
field – derives from the simple 2D tight-binding Hamil-
tonian
Hˆ = −J
∑
j,m
(
aˆ†j+1,maˆj,m + aˆ
†
j,m+1aˆj,m + h.c.
)
(45)
for particles hopping in a square lattice with tunneling
strength J . Each individual site of this lattice is labeled
a pair of integers j and m. The first term in Eq. (45)
denotes tunneling along the j direction (horizontal) and
the second term marks tunneling along the m direction
(vertical). This model results in a single, non-topological,
cosinusoidal band with full width 8J .
As shown in Fig. 9a, our task is to imbue the tun-
neling matrix elements with nonzero Peierls phase fac-
tors so that the phase accrued by a particle encircling
a single plaquette is φAB, equivalent to the Aharonov-
Bohm phase φAB = qBA/~ acquired by a particle with
charge q moved around a plaquette of area A. The result-
ing complex tunneling matrix elements are required to
break time-reversal symmetry and allow nonzero Chern
number. As can be confirmed by the phases depicted in
Fig. 9a, the associated Harper-Hofstadter Hamiltonian
expressed in the Landau gauge
Hˆ = −J
∑
j,m
(
eimφAB aˆ†j+1,maˆj,m + aˆ
†
j,m+1aˆj,m + h.c.
)
,
(46)
gives a phase φAB for tunneling around each plaquette.
For rational φAB/2pi = p/q, expressed in reduced form,
the single band of Eq. (45) fragments into q (generally)
topological bands, with zero aggregate Chern number.
We can focus in on the essential features of this model
by considering the special case of one third flux per unit
cell, i.e. , φAB = 2pi/3. First take note of the tunneling
phase eimφAB for motion along j: As shown in Fig. 9a,
this tunneling phase depends on m and has a spatial pe-
riod of three lattice sites, implying that the lattice’s unit
(a) Square lattice geometry (b) 1/3 flux per plaquette
(c) Band structure
FIG. 9 Harper-Hofstadter model. a, Harper-Hofstadter
lattice geometry with symmetric hopping J and a flux φAB in
each plaquette. b, Harper-Hofstadter lattice geometry with
flux φAB = 2pi/3 per plaquette. The individual magnetic unit
cells are delineated by grey dashed lines with a representative
magnetic unit cell set off in blue for clarity. c, Computed
band structure with φAB = 2pi/3 showing the three topolog-
ical bands, with Chern numbers +1, −2 and +1 built from
the three inequivalent sites within the magnetic unit cell.
cell is enlarged beyond the plaquettes of the underlying
square lattice (the unit cells without magnetic flux) to
three plaquettes at φAB = 2pi/3. In Fig. 9b, these unit
cells are graphically indicated by the gray dashed lines,
with a representative unit cell shaded light blue for clar-
ity. Each of these unit cells is identified by integers j and
M . In order to distinguish between the three inequiv-
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alent sublattice sites within each unit cell, we introduce
also the site index s = −1, 0,+1, related to the individual
plaquette index m via m = 3M + s.
As a result of this expanded unit cell, the associated
Brillouin zone is reduced to 1/3 of its initial size along the
m direction, and the number of bands correspondingly
increases from 1 to 3. Following textbook techniques, we
express this Hamiltonian in the Fourier representation,
i.e. , giving states labeled by their crystal momentum q =
(qj , qm) along with the sublattice index s, i.e. for φAB =
2pi/3 the states are {|q,−1〉 , |q, 0〉 , |q,+1〉}. For each
crystal momentum q the Hamiltonian matrix coupling
these sublattice sites together is
Hq
J
= −
 2 cos (qja− 2pi/3) 1 exp(iqm(3as))1 2 cos (qja) 1
exp(−iqm(3as)) 1 2 cos (qja+ 2pi/3)
 ;
(47)
where a and as denote the nearest neighbor lattice spac-
ings in the spatial and synthetic dimensions. (The notion
of length as in the synthetic dimension is a useful book-
keeping device, by which 3as is the side of the expanded
unit cell.) The three eigenvalues of this matrix define
three separate bands. Figure 9c shows the resulting band
structure, where each of the three bands is endowed with
non-zero Chern number. The expansion of the unit cell
to contain three sublattice sites is essential for the for-
mation of topological bands. Recall that Chern numbers
are derived from the integrated Berry curvature over the
Brillouin zone. For a tight-binding model, the Berry cur-
vature can only be non-zero when each Bloch wave func-
tion has a spin or pseudo-spin degree of freedom, here
provided by the sublattice degree of freedom.
In Sec. III.D we describe how to experimentally im-
print these hopping phases using tailored laser fields and
will comment on the limitations of different experimental
approaches.
2. Haldane model
The Haldane model (Haldane, 1988b), an extension of
the well-known honeycomb lattice, was an early model
of topological band structure but without the presence
of an overall magnetic field which requires the expansion
of the unit cell size. Figure 10a plots the Haldane lattice
in the conventional honeycomb geometry. We also show
its deformation to a “brick-wall” geometry most relevant
for its experimental realization with cold atoms. The
tunneling matrix elements (black lines) with strength J
define the underlying honeycomb lattice, along the three
nearest-neighbor bonds. As indicated, even the simple
honeycomb lattice describes a dimerized lattice with |A〉
and |B〉 sublattice sites (possibly offset in energy by ±∆),
making it an ideal starting point for realizing topologi-
cal band structures. Figure 10b shows the resulting two
bands kissing at a pair of Dirac points. Haldane’s addi-
tion of next-nearest-neighbor tunneling with strength J ′
and phase φAB (pink lines in Fig. 10a, along bonds con-
necting sites of the same sublattice) renders this model
topological.
This Hamiltonian too can be readily expressed in a
crystal momentum dependent matrix, now with two con-
tributions. Firstly the energy offset and nearest-neighbor
tunneling from the underlying honeycomb lattice con-
tribute the matrix
Hq,0 =
(
∆ −J∑i exp(−iq · ρi)
−J∑i exp(iq · ρi) −∆
)
,
(48)
and the next-nearest-neighbor links contribute a second
term
Hq,1 = −2J ′
( ∑
i cos(q ·Ai−φAB) 0
0
∑
i cos(q ·Ai+φAB)
)
.
(49)
We have defined A1 = a1,A2 = −a2,A3 = a2 − a1,
with the vectors ρi and ai labeling nearest-neighbor and
next-nearest-neighbor separations as indicated in Fig. 3a.
(For practical realizations of the brick-wall lattice, the
next nearest neighbour coupling, along A3, is suppressed
compared to couplings alongA1,2. However, we use equal
strengths for all in Fig. 10.)
Figure 10b plots the topological phase diagram asso-
ciated with this model as a function of the Aharonov-
Bohm tunneling phases φAB and tilt 2∆. This system
supports three distinct topological regions: zones with
Chern number ±1, with the majority of parameter space
in the topologically trivial phase with Chern number 0.
The Haldane model is particularly amenable to exper-
imental study because tuning experimental parameters
such as φAB can directly drive topological phase tran-
sitions. While for the Harper-Hofstadter lattice, tun-
ing φAB does lead to different Chern numbers, the size
of the unit cell also changes, leading to more dramatic
changes in the band structure. In Sec. III.C we show
how strongly driving the parameters of a brick-wall lat-
tice can break time reversal symmetry, and imbue the
lattice’s two bands with non-trivial topology.
In these examples of topological band structure,
we identified two common elements that experimental-
ists need to introduce to create non-trivial topology:
complex-valued tunneling matrix elements, and unit cells
with more than one underlying lattice site, or spin-degree
of freedom.
B. Realization of SSH model
The 1D-SSH model of polyacetylene, and its general-
ization the Rice–Mele model are among the most simple
topological models to realize. As described in Sec. II.E.2,
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(c) Band structure with Dirac points, ∆ = φAB = 0
(d) Band structure in topological phase, ∆ = 0, φAB = pi/2
(e) Band structure on phase boundary, ∆ = −3√3J ′, φAB = pi/2
FIG. 10 Haldane model. a, Haldane lattice geometry showing overall honeycomb lattice structure with the addition of next-
nearest-neighbor hopping with Aharonov-Bohm tunneling phases φAB. The blue box marks the two sites comprising a single
unit cell. We also show the deformation of the underlying lattice to the brick-wall geometry, used to plot the dispersions with
qxa = q ·a1 and qya = q ·a2. b, Haldane model phase diagram showing the two topological lobes immersed in a non-topological
background. c, Band structure computed with only nearest-neighbor tunneling (black lines in a), showing the familiar pair of
Dirac points from this “brick-wall” lattice. d, Band structure computed in the topological phase at the marked red point in b,
with φAB = pi/2 and “tilt” ∆ = 0, J
′ = J/10. e, Band structure at the topological transition, marked by the blue point in b,
with φAB = pi/2 and ∆ = −3
√
3J ′, showing the formation of a single Dirac point.
the Rice–Mele model, Eqn. (40), consists of a bipartite
1D lattice with tunneling strengths alternating between
J and J ′, and energies of the two sublattice sites, stag-
gered by ±∆.
Figure 11a depicts a typical laser system required to
approximate this idealized model, similar to the experi-
mental realization of Atala et al. (2013). Here a conven-
tional 1D optical lattice with period λ0/2 is generated by
a pair of counter-propagating lasers each with wavelength
λ0. In this lattice, the tunneling is uniform with strength
J0 and the energy minima of the lattice sites are degen-
erate, as indicated by the pale blue curve in Fig. 11b.
A second, weaker, lattice with period λ0, generated by a
laser with wavelength 2λ0 (pink curve in Fig. 11b), gives a
combined potential (black curve in Fig. 11b) with gener-
ally staggered energy minima and alternating tunneling.
This gives the overall potential
V (x) = Vshort sin
2(kRx) +Vlong sin
2 [(kRx+ φ)/2] , (50)
where we have defined: the single photon recoil mo-
mentum ~kR = 2pi~/λ0, the associated recoil energy
ER = ~2k2R/2m, and the atomic mass m of the atom
under study.
Figure 11c shows the Zak phase φZak, Eqn. (14), com-
puted for this physical system in terms of the experimen-
tal control parameters. This figure clearly depicts the
singularity expected when Vlong = 0, which at φ = pi/2
corresponds to the location of the topological transition
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FIG. 11 Implementation of the SSH and Rice–Mele
models. a, Representative laser configuration: A pair of
overlapping lasers with wavelengths λ0 and 2λ0 subject a
cloud of ultracold atoms to 1D optical lattices, with period
λ0/2 and λ0 respectively, and a spatial relative phase φ. b,
Energies of these two lattices and combined potential, showing
the long period lattice shifted in position with respect to the
short period lattice by a controllable phase shift φ. The SSH
model is realized for φ = pi/2 + npi (for integer n), in which
case all minima have the same energy and are separated by
potential barriers with staggered height. An example of band
structure in this case is shown in Fig. 12. The choices φ = npi
(for integer n) lead to equal barrier heights between adjacent
sites, and staggered site energies, but with J ′ = J , ∆ 6= 0.
The displayed data is for an intermediate case of φ = pi/4
where J ′ 6= J and ∆ 6= 0. c, Zak phase for the lower pair of
bands controlled by tuning the phase shift φ between the long
and short period lattices and the strength of the long-period
lattice, as represented by the unit vector (cosφZak, sinφZak).
in the SSH model when J = J ′.
Fig. 12 shows the bottom part of the (infinite) band
spectrum for Vshort = 6ER and Vlong = 1ER, with the
relative phase set to φ = pi/2. The right part of this
figure shows a zoom on the lowest pair of bands, which
are the only relevant ones when the temperature and the
interaction energies are comparable to or lower than ER.
The result for Vlong = 0 is indicated for comparison with
dotted lines. The BZ is reduced in size by a factor of
two as compared to that of the short period lattice only.
This is reflected by the Vlong = 0 bands touching at the
edge of the BZ; in 1D this marks each such linked-pair
as truly being one band in a doubled BZ.
Then the additional independent control of both J , J ′
and ∆ requires two additional experimental degrees of
freedom. In this realization these parameters are the rel-
ative phase φ of the long and short period lattices (dis-
placing one lattice with respect to the other) and the
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FIG. 12 Bipartite lattice band structure compared
to the Rice–Mele model. Left: Band structure com-
puted for the superlattice potential given by Eq. (50) with
Vshort = 6ER, Vlong = ER and a relative phase φ = pi/2, cor-
responding to the particular case of the SSH model. Right:
Zoom on the lower pair of bands (continuous lines). The
energy offset between adjacent minima and a fit to the pre-
diction (41) for the band structure of the Rice–Mele model
(dashed lines) allow one to extract the practical values of ∆,
J and J ′. (Here ∆ = 0, J = 0.069ER and J ′ = 0.037ER.)
The dotted lines show the (folded) lowest band for Vlong = 0,
up to a global energy shift.
depth of the long-period lattice Vlong. Fig. 12 has been
calculated for φ = pi/2, in which case all minima of V (x)
have the same energy while the barrier heights between
adjacent minima alternate between two values. This re-
alizes the SSH model and the dashed lines in the right
panel of Fig.12 show a fit of the SSH prediction (20) to
the two lowest bands, providing thus the relevant values
of J and J ′.
Model parameters. The Vshort = 6ER short period lat-
tice depth used in these simulations – a typical labo-
ratory scale – sets the nominal tunneling strength of
J ≈ 0.05ER. Intuitively, we expect that the energy differ-
ence between the minima to be about Vlong cos(φ). Sim-
ilarly, the barriers between the sites differ in height by
roughly Vlong sin(φ). The tunneling strength in the effec-
tive SSH model has a non-trivial, but monotonically de-
creasing, exponential-type behavior in the barrier height.
This then begs the question of obtaining the parameters
of the Rice–Mele model in Eq. (40), including the two
tunneling strengths J and J ′ along with the energy dif-
ference ∆ between sub-lattice sites.
First, recall that the band structure of simple 1D op-
tical lattice potential V sin2(kRx) only approaches that
of a tight-binding model with nearest-neighbor tunneling
when V  ER. For nearest-neighbor tunneling strength
J , the resulting dispersion is simply −2J cos(piq/kR). As
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a result the effective nearest-neighbor tunneling strength
can be directly obtained from the lowest term in a
Fourier expansion of the band structure of the physi-
cal 1D optical lattice. (The higher terms in the series
describe longer range tunneling, which becomes negligi-
ble for deep lattices, see Jime´nez-Garc´ıa and Spielman
(2013) for an introduction.) This approach is insufficient
for the Rice–Mele band structure ±[∆2 + δJ2 + (4J¯2 −
δJ2) cos2(piq/kR)]
1/2, because fits to this dispersion alone
cannot effectively disentangle ∆ from δJ = J − J ′, nor
δJ from J¯ = (J + J ′)/2. One practical resolution to this
difficulty is to employ symmetry and evaluate the band
structure of the bipartite lattice for two cases: firstly
compute the band structure for φ = 0 where J and J ′
are manifestly equal, and then compute the band struc-
ture for φ = pi/2 where ∆ = 0. This then allows for the
independent determination of ∆, J and J ′. For example,
for Vshort = 6ER and Vlong = ER this procedure gives
J¯ = 0.053ER, almost independent of φ. For φ = 0, we
further find ∆ = 0.43ER and δJ = 0, while for φ = pi/2,
this becomes ∆ = 0 and δJ = 0.032ER.
C. Inertial forces
The common experience of starting water in a pail
spinning by moving the bucket in a circular manner –
not rotating the bucket – suggests that applied inertial
forces might produce effects akin to those present in ro-
tating systems: described best by effective Lorentz forces.
We shall see below how these ideas are implemented for
ultracold atoms in optical lattices and also come to un-
derstand the limitations of these approaches.
The tight-binding model depicted in Eq. (45) is rep-
resentative of the tunnel-coupling structure present for
atoms confined in optical lattices. It is of particular im-
portance that the tunneling matrix elements J are real-
valued (more specifically, transformations between differ-
ent gauges can introduce “trivial” complex amplitudes to
the tunneling matrix elements, but in these simple lat-
tices there always exists a gauge choice for which the
amplitudes are real valued). In this section we will de-
velop a simple model illustrating how inertial forces (lin-
ear potential gradients or equivalently spatially shaking
the lattice potential) can add tunable complex hopping
phases to these matrix elements.
From a quantum mechanical perspective the essential
concept is to engineer non-trivial phases acquired by the
unitary evolution of a time-periodic Hamiltonian which
can be cast as complex hopping amplitudes in an effec-
tive time-independent Hamiltonian. This physics is mini-
mally captured by the tunnel coupled pair of lattices sites
shown in Fig. 13, essentially comprising a single unit cell
of the Rice–Mele model. We aim for a two-site model
described by the Hamiltonian
Hˆ = −J (|r〉 〈l| eiφP + |l〉 〈r| e−iφP)+ ∆ (|r〉 〈r| − |l〉 〈l|)
= −J cos(φP)σˆx + J sin(φP)σˆy + ∆σˆz, (51)
including a laboratory-controllable tunneling phase φP,
alas, our lattice is born with φP = 0. In the second
line we expressed this Hamiltonian in terms of the Pauli
operators σˆx,y,z, allowing us to follow a simple analysis
of a spin-1/2 system (Haroche et al., 1970).
We earlier noted that gauge transformations can intro-
duce complex-valued tunneling phases. A gauge transfor-
mation is simply a position-dependent unitary transfor-
mation that adjusts the local phase of the wavefunction
and compensates the Hamiltonian accordingly; in our
double-well model, a gauge transformation in the spa-
tial picture becomes a σˆz-rotation in the spin picture.
Evidently, the Peierls phase factor φP can be fixed to a
non-zero value by the choice of gauge. Since such a choice
is of no physical consequence, it is instead the ability to
change φP (either spatially to induce Aharonov-Bohm
fluxes, or temporally to induce artificial electric fields)
that is the essential content of this discussion. Here we
adopt the most straightforward gauge choice that sets
φP = 0 for unadulterated lattices.
In the following, we show how a time-periodic linear
gradient provides control over both the tunneling ampli-
tude J and phase φP. In our two-site model, this modu-
lation (i.e. , detuning) is described by ∆(t) = ∆(t+ T ),
with period T , angular frequency ω = 2pi/T , and with
zero per-cycle average 〈∆(t)〉T = 0.
It is straightforward to eliminate the time-dependent
∆(t) term in Eq. (51) (initially, with φP = 0) by making
the unitary transformation
|ψ′(t)〉 = exp
(
i
~
∫ t
0
∆(t′)σˆz dt′
)
|ψ(t)〉 ; (52)
in the language of quantum optics this is akin to the
transformation into the time-dependent “interaction”
picture. Since this transformation is a σˆz-rotation it
is equivalent to a time-dependent gauge transformation,
leading to a non-zero, time-dependent Peierls phase fac-
tor
φP(t) =
2
~
∫ t
0
∆(t′) dt′. (53)
When the modulation frequency’s associated energy ~ω
is greatly in excess of the tunneling J , we make a rotating
wave approximation to replace the time-dependent terms
introduced by this rotation by their time averages, giving
the time-averaged interaction picture Hamiltonian
Hˆ = −J〈cosφP(t)〉T σˆx + J〈sinφP(t)〉T σˆy, (54)
with a potentially non-zero dc Peierls phase factor
tan(φP,dc) =
〈sinφP(t)〉T
〈cosφP(t)〉T . (55)
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FIG. 13 Inertial forces. a, a simple double well lattice sub-
ject to modulation, creating b experimentally tunable hop-
ping phases. c Shaking or tilting in 1D gives rise to a uni-
form Peierls phase factor that shifts the minima of the tight-
binding band structure (Struck et al., 2012). d, Shaking in 2d
can break time reversal symmetry giving rise to topological
lattices.
Physically, the time-dependent gauge transformation in
Eq. (52) allows the system to sample a range of Peierls
phase factors, and retain a non-zero average. In effect,
our task is to make 〈sinφP(t)〉T non-zero; and because
sin is an odd function we seek a waveform φP(t) that
takes on positive and negative values in an “imbalanced”
manner.
The most simple example to deploy in the labora-
tory is a monochromatic sinusoidal modulation ∆(t) =
∆ cos(ωt) of the tilt. In this case, the Bessel series expan-
sion gives 〈cosφP(t)〉T = J0(2∆/~ω) and 〈sinφP(t)〉T =
0. Because the integrated sinusoidal waveform takes
on positive and negative values with equal frequency
the average tunneling phase is zero, however, this mod-
ulation does renormalize the tunneling strength J →
J ×J0(2∆/~ω), as was observed experimentally (Lignier
et al., 2007). While monochromatic sinusoidal modula-
tion is simple to deploy, it can obscure the underlying
physics, rapidly becoming a tangle of Bessel functions.
Instead consider a waveform consisting of two delta-
function “kicks” in each drive cycle (Anderson et al.,
2013; Sørensen et al., 2005), the first with strength ∆/ω
at time t = 0 and the second with strength −∆/ω at
time f × T , a fraction f through the drive period T . In-
tegrating this waveform gives the time-dependent Peierls
phase factor
φP(t) =
2∆
~ω
{
1− f for 0 ≤ t ≤ fT
−f for fT < t ≤ T , (56)
a pulse-width modulated waveform with zero average,
with duty cycle f ∈ [0, 1). For f /∈ {0, 1/2}, the resulting
asymmetric and skewed waveform leads to a non-zero
average of 〈sinφP(t)〉T .
For the special case ∆/~ω = pi , the time-averaged
Peierls phase factor is φP,dc = −2pi(f − 1/2) with tun-
neling strength unchanged at J . The basic physical pic-
ture is that after an atom tunnels between sites it ac-
quires a phase different from what it would have ac-
quired on its initial site, and φP,dc expresses the dif-
ferential phase acquired upon returning to its initial
site. The time-dependent phase φP(t) must break time-
reversal symmetry to give a non-zero average of sinφP(t).
Figure 13c depicts the first experimental realization of
a non-zero Peierls phase factor imprinted using inertial
forces (Struck et al., 2013). Rather than tilting the lattice
potential, Struck et al., 2013 found it more convenient to
spatially shake the lattice potential by modulating the
phase of the lasers creating the optical standing wave,
giving the potential V (xˆ, t) = V0 cos[2kR(xˆ − δx(t))]/2.
Here V0 is the lattice depth and kR is the two photon
recoil momentum from the wavelength λ of the lasers
creating the lattice potential.
Although this shaking process is physically quite dif-
ferent from applying a time-dependent gradient, they are
functionally equivalent. The connection between the two
can be seen clearly in terms of a pair of time-dependent
transformations. We begin by using the spatial displace-
ment operator Dˆx[−δx(t)] = exp[ikˆδx(t)] to transform
to the non-inertial frame co-moving with the lattice, i.e.
Dˆx[−δx(t)]xˆDˆx[−δx(t)]† = xˆ+δx(t). This exchanges the
lattice’s motion for a new time-dependent contribution
to the Hamiltonian −~kˆ∂tδx(t). The once-transformed
Hamiltonian
Hˆ(1)(t) =
~2
2m
[
kˆ − m
~
∂tδx(t)
]2
+
V0
2
cos(2kRxˆ) (57)
− m
2
[∂tδx(t)]
2
,
contains a new time-dependent vector potential and a
global time-dependent energy shift that does not impact
the system’s dynamics. Evoking Hamilton’s equation
x˙ = ∂~kHˆ, we see that the appearance of this vector
potential simply describes the fact that in the moving
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frame the velocity of an object differs from that in the
lab frame by the instantaneous velocity of the moving
frame, −∂tδx.
We complete our argument using the time-
dependent momentum displacement operator
Dˆk[−δk(t)] = exp[−iδk(t)xˆ] – a gauge transforma-
tion – that converts the time-dependent vector potential
into a potential gradient Vˆ =
[
m∂2t δx(t)
]
xˆ. This
reminds us that inertial forces are present in accelerating
frames, and informs us that experimenters are free
to either use shaken lattices or potential gradients
equivalently to produce the inertial forces required to
induce φP.
While this non-zero and uniform Peierls phase factor
is an essential first step for emulating Aharonov-Bohm
fluxes, a uniform Peierls phase factor in 1D can be elimi-
nated via a gauge transformation (although any temporal
change can still lead to effective electric fields). In con-
trast by moving to 2D systems such as in modulated and
shaken honeycomb-geometry lattices, this technique has
non-trivial alterations to band structure (Struck et al.,
2013) and including those topologically equivalent to the
Haldane model (Jotzu et al., 2014).
We now extend our discussion to 2D to understand
Aharonov-Bohm fluxes. Figure 13d depicts a minimal
model of shaking in 2D; the top panel illustrates the
two triangular plaquettes that make up a single unit cell
of a triangular lattice, while the bottom panel graphs
a shaking protocol that first accelerates parallel to the
A-B link of the left plaquette (i.e. , along ex), then ac-
celerates parallel to B-C, and finally accelerates parallel
to C-A. For each link, this protocol leads to the same
time-dependent Peierls phase factor given in (53), with
each phase shifted in time by 2pi/3, giving the same non-
zero tunneling phase φP,dc to each side of the plaque-
tte. This then leads to an overall Aharonov-Bohm phase
ΦAB = φP,dc.
It might appear that our task is complete, but have we
truly created a uniform Aharonov-Bohm phase over all
plaquettes? Unfortunately Struck et al. (2013) demon-
strated that this is not the case. Following the same argu-
ment for the second (inverted) plaquette that completes
a single unit cell shows that accumulated phases give a
negative flux ΦAB = −φP,dc: leading to a staggered flux.
Therefore on average the Aharonov-Bohm flux through
this lattice is zero. One way to understand this is that the
Peierls phase factors are created with uniform amplitude
throughout the lattice, rather than with the linear de-
pendence on position as for our Landau-gauge example
of the Harper-Hofstadter Hamiltonian. Sørensen et al.
(2005) proposed remedying this by applying a potential
whose gradient itself increased away from the systems
center, which they termed a quadrupole potential.
Evidently shaking of this type does not provide a
straightforward route for realizing Hamiltonians such as
the Harper-Hofstadter model with uniform fields, but it
has proven a successful route for creating a Haldane-type
Hamiltonian that has a zero average flux but still with
topological bands (Jotzu et al., 2014). Important to this
realization is the fact that the effective Hamiltonian for
the shaken lattice acquires a next-nearest-neighbor hop-
ping with a non-zero Peierls phase factor. Beyond the
time-averaged Hamiltonian discussed above, perturba-
tive corrections from the time-varying part of the nearest-
neighbor tunneling lead to next-nearest-neighbor tunnel-
ing of order J ′ ∼ J2/(~ω), arising from a second-order
process through an intermediate virtual state detuned by
~ω. Such terms are conveniently obtained from the Mag-
nus expansion of this tight-binding model is described in
Appendix B. An analysis of the effective model for the
shaken lattice that goes beyond this Magnus expansion
approach is provided by Modugno and Pettini (2017).
D. Resonant coupling: laser-assisted tunneling
The previous section outlined the broad range of en-
gineered tunnel couplings possible via temporal modula-
tion of the parameters of the lasers underlying the lattice
potential. While it was possible to create complex-valued
tunneling, it was not possible to independently control
the phase and amplitude of tunneling on each lattice-link:
more control is required. Following the ideas in Jaksch
and Zoller (2003), we describe how such a fine-grained
control is in principle possible using laser-assisted tun-
neling, and how experimental implementations have ap-
proached this task. As we shall see, although this laser-
assisted tunneling is effected by temporal modulation,
the modulation results from additional lasers, rather the
lasers from which the underlying lattice is assembled.
The essential concept of this technique is straightfor-
wardly illustrated in the 2D square lattice depicted in
Fig. 14a: the native tunneling along the vertical direction
is first eliminated by applying a potential gradient (i.e.
tilting the lattice), then coupling between neighboring
lattices sites is re-established with a traveling wave po-
tential. Here, the spatially non-uniform phase of the trav-
eling wave is imprinted upon atoms as they are moved
from site-to-site: described by complex-valued tunneling
amplitudes. Because local optical phases are relatively
easy to control (for example by creating higher order op-
tical modes such as Laguerre-Gauss modes, as has been
done in Chen et al. (2018)), these techniques in principle
allow for more subtle engineering of the local Aharonov-
Bohm phases than is possible with whole-scale modu-
lation of lattice parameters. Still, current implementa-
tions (Aidelsburger et al., 2013; Miyake et al., 2013) rely
only on the uniformly changing phase from plane waves
to generate homogeneous fields.
The basic principle can be understood in terms of the
same sort of two-level system discussed in Sec. III.C, but
from a perspective in which the rotating wave approx-
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FIG. 14 Laser induced hopping. a 2D square lattice (right) with a potential gradient along em (vertical) illuminated by
a traveling wave potential. The coupling of any pair sites of this lattice |j,m〉 and |j,m+ 1〉 is qualitatively described as a
two-level system with detuning 2∆ coupled by the traveling wave. b Technique for creating the half-flux Harper-Hofstadter
Hamiltonian in tilted spin-dependent lattices as implemented in MIT (Miyake et al., 2013) similar to Aidelsburger et al. (2013).
imation (RWA) is valid. In the present case, we focus
on two neighboring lattice sites in Fig. 14a, labeled by
|j,m〉 and |j,m+ 1〉 coupled by the traveling wave po-
tential VR(x) = VR sin(2kR ·x − ωt) that locally modu-
lates potential intersecting em with angle θ. Physically
this is directly realized (Aidelsburger et al., 2013; Miyake
et al., 2013) by a pair of interfering lasers giving rise to a
moving standing wave with periodicity λR/2, and recoil
wave-vector |kR| = 2pi/λR (the wavelength λR incorpo-
rates all geometric factors present from the intersection
angle between these lasers).
Midway between these two sites, at position x0 =
a(j,m+ 1/2), this potential is
VR(x) ≈ VR
2i
{
ei(2kR·x0−ωt) [1 + 2ikR ·(x− x0)]− c.c.
}
,
(58)
to first order in position. In this expression: (1) the
first term describes a modulated, but spatially uniform
shift in the potential with no physical consequence, that
may therefore be neglected; and (2) the horizontal, ej
dependence drops out at this order because the localized
wavefunctions, both centered at aj, are symmetric and
compact in square geometry optical lattices. The remain-
ing terms add a modulated contribution to the detuning
∆(t) ≈ [kRa cos(θ)]VR cos(2kR ·x0 − ωt) : (59)
the same sort of shaking potential we studied in
Sec. III.C, now with an overall phase dependent on the
center position x0. Here we focus on the limit in which
~ω = 2∆ J , that leads to the time-independent RWA
Hamiltonian
HˆRWA = −JRWA
[
|j,m+ 1〉 〈j,m| eiφRWA(m,j) + H.c
]
,
(60)
with double-well tunneling strength
JRWA = −J ×
(
VR
2∆
)
kRa cos(θ) (61)
and phase
φRWA(m, j) = 2kRa
[
j sin θ +
(
m+
1
2
)
cos θ
]
. (62)
Here the local phase of the traveling wave potential
2kR ·x0 at the double well is directly imprinted onto the
atoms as they tunnel in the m direction, but not when
they tunnel in the j direction. The result of this dou-
ble well analysis can be extended to the whole lattice,
where the expression for φRWA is unchanged, and JRWA
is qualitatively the same but quantitatively altered.
Summing the tunneling phase around any plaquette
gives an Aharonov-Bohm flux
ΦAB = 2kRa sin θ, (63)
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with no spatial dependence. As a result, the RWA Hamil-
tonian is gauge equivalent to the Landau-gauge Harper-
Hofstadter Hamiltonian
H = −
∑
j,m
Jaˆ†j+1,maˆj,m + JRWAe
ijφAB aˆ†j,m+1aˆj,m + H.c. .
(64)
This Hamiltonian was realized in the manner described
above both by the Munich and MIT groups (Aidelsburger
et al., 2013; Miyake et al., 2013), illustrated in Fig. 14.
The MIT group used a lattice derived from a 1064 nm
laser, with a traveling wave generated by beams from
the same laser intersecting the em axis at θ = pi/4. This
geometry gives a flux ΦAB/2pi = 1/2 per plaquette, and
illustrates an important practical point of this technique.
In a similar manner, but with a different laser geometry
the Munich group realized 1/4 flux per plaquette. In
both cases, the laser induced tunneling strength is pro-
portional to cos θ, while Aharonov-Bohm phase is pro-
portional to sin θ, requiring a compromise dependent on
the experimental goals. Following this initial experiment,
the Munich group retooled their technique as pictured in
Fig. 14c by using the staggered potential inside individual
four-site plaquettes and laser induced hopping to estab-
lish tunneling along all the lattice directions, enabling the
measurement of the Chern number (Aidelsburger et al.,
2015); see Sec. IV.C.2.
E. Synthetic dimensions
The concept of synthetic dimensions is rooted in the
fact that a lattice is no more than a set of states labeled
by integers, e.g. j and m in the preceding discussions
labeled the atoms at sites described by wavefunctions
|j,m〉. This insight allows the creation of lattices that
use the atoms’ internal or ‘spin’ degrees of freedom as
additional synthetic dimensions. Boada et al. (2012) and
Celi et al. (2014) describe how the techniques discussed
in Sec. III.D can be used to create a lattice with one
spatial dimension (denoted by j) and one synthetic di-
mension (denoted by m to evoke the atomic mF states
from which it is built). Large artificial magnetic fields us-
ing synthetic dimensions were simultaneously realized at
NIST and LENS (Stuhl et al. (2015) and Mancini et al.
(2015)) using hyperfine ground states of bosonic 87Rb
and fermionic 173Yb, respectively.
Both synthetic dimension experiments then replaced
photon assisted tunneling with two-photon Raman tran-
sitions. Physically, these transitions simultaneously
change the internal atomic state and impart the two-
photon recoil momentum. For a one-dimensional (1D)
optical lattice – essentially one chain along ej of the
1D lattice in Fig. 14 – the spatially imprinted phase is
φsyn = 2kRaj sin θ. This expression is morally equivalent
to Eq. (62) derived for photon assisted tunneling, but
without any dependence on m since the Raman laser’s
k vector is always “perpendicular” to the synthetic m
direction, rendering cos θ → 0. This thereby eliminates
the geometric compromise required to maximize the laser
assisted tunneling strength at simultaneously large flux.
Although synthetic dimension and photon-assisted
tunneling experiments can produce the same sort of mag-
netic lattice geometrics, the techniques have important
practical differences. For example, spin selective mea-
surements allow the synthetic dimension lattice site to
be measured with near-perfect “spatial” resolution. In
addition the limited number of spin states (typically 3
to 5) produce synthetic dimension lattices with strip-
like geometrics with perfect hard-wall boundary condi-
tions, rather than extended planes as for conventional
2D optical lattices. In addition synthetic dimension lat-
tice sites with the same spatial index j but with different
internal index m are in reality spatially overlapping, so
that the spatially local atom-atom interactions become
anisotropic: long ranged in m and short ranged in j.
Both experimental synthetic dimensions realizations
(87Rb and 173Yb in Stuhl et al. (2015) and Mancini et al.
(2015), respectively) created large flux, highly elongated
strips along j, with just three sites in width along m.
More recently two-leg ladder implementations of the syn-
thetic dimension concept have been realized (Kolkowitz
et al., 2017; Livi et al., 2016) using the optical clock tran-
sition of both 173Yb and 87Sr, and synthetic dimensions
have even been constructed using momentum states in
lieu of spin states (Meier et al., 2016).
F. Flux lattices: intrinsic topology
Each of the topological lattices discussed in the pre-
ceding sections was engineered beginning with a non-
topological lattice, to which modulation or light-assisted
tunneling was added to engineer a desired topological
model. In this section we will focus on a different ap-
proach for generating a topological lattice without the
need for modulation or light assisted tunneling. This ap-
proach applies to an atom with several internal states,
and subjected to a combination of three light-matter in-
teractions: those that are independent of internal atomic
states; those that depend on internal atomic states; and
those couple between the different internal atomic states.
In particular, as we show in Appendix C, the far-detuned
light-matter interaction for alkali atoms takes the form
HˆRWA = U(r)1ˆ + κ(r)·Fˆ , (65)
where U(r) and κ(r)·Fˆ describe the rank-0 (scalar) and
rank-1 (vector) light shifts acting on an atom with in-
ternal angular momentum operator Fˆ . The possible lat-
tices formed from (65) have a very rich range of struc-
tures, characterized by the spatial variations of U(r) and
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the three components of κ(r). Because this approach is
not tied to a pre-existing tight-binding lattice, it is not
limited to deep optical lattices and can have topological
properties even for very shallow or weak optical coupling
strengths.
We will discuss the essence of this approach in two
ways: (1) we will explore “flux lattices” in which the
Aharonov-Bohm flux emulated by a Berry phase in real
space leads to lattices with nonzero effective magnetic
fields, and (2) we will explore the connection between
spin-dependent lattices and established topological mod-
els. Indeed in our initial discussion of the Haldane model,
we identified the two sublattice sites in each unit cell with
a pseudospin degree of freedom and arrived at a spin-
dependent band structure, Eq. (48), we now make this
literal.
1. Flux lattices
Before turning to our discussion of flux lattices, we
shall pause to reflect on our discussion of topological lat-
tices to this point. Section II introduced the concept
of topological invariants in terms of the Berry connec-
tion (Zak phase) or Berry curvature (Chern number)
integrated over the BZ. In the latter case, the Chern
number can be cast as a momentum-space statement of
Gauss’s law, in which the Berry curvature integrated over
the toroidal BZ counts an integer number of topological
“charges” in the inside of the torus yielding the Chern
number.
A “flux lattice” is an optical lattice potential that in-
stead is defined as a lattice in which the integrated Berry
curvature in each spatial unit cell is non-zero, suggest-
ing that the atoms might behave as if large magnetic
fields are present. This provides an intuitive framework
in which to link the physics of Landau levels and lattice
bands. Indeed, in general, the atom experiences a com-
bination of a periodic magnetic field (with non-zero aver-
age) and a periodic scalar potential. Figure 15b depicts
a bichromatic laser configuration that gives the same κ
used in the initial flux lattice proposals (Cooper, 2011;
Cooper and Dalibard, 2011), with four frequency degen-
erate in-plane lasers and with a single down-going laser
at a different frequency. As shown by Juzeliu¯nas and
Spielman (2012), this geometry can be tuned to produce
the desired effective magnetic field with vector strength
κ =κ⊥
[
cos
(pix
a
)
ex + cos
(piy
a
)
ey
]
+ κ‖ sin
(pix
a
)
sin
(piy
a
)
ez, (66)
where κ⊥ and κ‖ are set by the intensity and polarization
of the laser fields, and a = λ is equal to the laser wave-
length λ. This result follows directly from the expres-
sions in Appendix C. The right panel of Fig. 15b shows
the spatial distribution of the Berry curvature in a single
unit cell with spatial extent a, with a clear non-negative
mean, evaluated for κ⊥ = κ‖. Thus, it achieves the goal
of having a net non-zero effective magnetic field piercing
the unit cell. In both the square geometry and a simi-
lar three-beam setup with 2pi/3 intersection, the result-
ing band structure can have topological bands (Cooper,
2011; Cooper and Dalibard, 2011).
This discussion hides one subtle point: the integrated
curvature over each unit cell must be a multiple of 2pi. In
the present case the integrated curvature is 8pimF over
the complete unit cell. The circles in Fig. 15b mark
the locations of the minima of the adiabatic potential
~mF |κ|. For a deep lattice, in which this potential is
large compared to the recoil energy, the atoms would be
strongly confined close to these minima. Their locations
would define effective lattice sites of a tight-binding de-
scription, with the unit cell containing four such sites and
therefore divided into four plaquettes. For a spin-1/2 sys-
tem, with mF = ±1/2, each of these plaquettes will have
a flux Φ = pi, while for bosonic alkali atoms, mF takes
on integer values implying Φ = 2pimF is a multiple of 2pi.
In either case, nearest-neighbor hopping on this square
lattice geometry would not break time-reversal symme-
try, so the Berry curvature of the bands must vanish. As
a result, for topological band structure to emerge in a
straightforward way, longer range hopping as in the Hal-
dane model is required. These considerations indicate
that, for this square geometry, the flux lattice would not
lead to topological bands in the deep-lattice limit. How-
ever, we reiterate that the flux lattice approach is not
restricted to deep lattices, but applies also for shallower
lattices in which the atoms can move throughout the unit
cell and a restriction to nearest-neighbor hopping is in-
appropriate.
We have demonstrated that flux lattices can give rise
to a net non-zero magnetic field piercing the real space
unit cell. The comparison with free particles in a uni-
form magnetic field – which form Landau levels – sug-
gests the appearance of topological Chern bands. How-
ever, this is not guaranteed: such lattices may or may
not be topological, as defined by the usual Chern num-
ber computed in momentum space. (The deep lattice
limit of the square flux lattice described above provides
an example in which the bands are not topological de-
spite the nonzero effective magnetic flux.) Moreover, as
we now discuss, there can be cases in which the net flux
through the unit cell vanishes, yet the bands are topo-
logical (Cooper and Moessner, 2012). In general, to de-
termine the band topology requires a full calculation of
the band structure, including the atom’s kinetic energy.
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(a) Level diagram (b) Raman coupled “flux” lattice: geometry and Berry curvature
(c) Topological lattice in experiment
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FIG. 15 Spin dependent topological lattices. a Level diagram for three-level total angular momentum f = 1 case with
mF states labeled, as is applicable for the common alkali atoms
7Li, 23Na, 39K, 41K, and 87Rb. For reference, the diagram
shows the decomposition of these optical fields into σ± and pi, but as discussed in the text, this is not an overly useful way
of considering this problem. b, Laser geometry for a typical optical flux lattice (left) producing a real-space Berry curvature
with non-zero average (right). c, Experimental geometry for spin-dependent topological lattice (Sun et al., 2017). d, Directly
observed topological band structure (left) and computed (right) also from Ref. c.
2. Fluxless lattices
A key insight from the Haldane model is that a net
magnetic field is not a prerequisite for topological band
structure. It is sufficient to break time-reversal symme-
try, a condition that can readily be achieved for lattices
that couple internal states. The appearance of topologi-
cal bands for zero net flux is readily established for shal-
low lattices (Cooper and Moessner, 2012). Here we focus
on the regime of deep lattices, where an effective (spin-
dependent) tight-binding model can be developed. As
we made explicit in our discussion of the Haldane model,
the two basis sites consisting of a single unit cell can be
assigned a pseudospin label, and these pseudospins are
then arrayed to form a honeycomb or brick-wall lattice.
Building from this understanding, we conclude by dis-
cussing the topology of state-dependent lattices, without
any explicit reference to Berry phases.
Figure 15c displays the phase-stable lattice geometry
realized in Sun et al. (2017), which is closely related to
the flux lattice geometry, absent the vertical beam and
with the in-plane beams driving Raman transitions. A
predecessor of this setup described by Wu et al. (2016)
generated a 2D optical lattice with spin-orbit coupling
with 87Rb atoms (a first realization of 2D spin-orbit cou-
pling was reported by Huang et al. (2016) for a bulk
geometry). The two pseudospin states are the Zeeman
levels |F = 1,m = −1〉 and |F = 1,m = 0〉 of the low-
est hyperfine state of the ground state manifold. The
essential concept of this lattice is to first use the scalar
light shift from the detuned, counter-propagating beams
to create a conventional 2D optical lattice operating in
the tight-binding regime, and then to use the vector con-
tribution of the light shift to give a combination of lo-
cal effective magnetic fields and spin-dependent tunnel-
ing. The resulting tight-binding model is very closely
related to that of the Haldane model and shares its topo-
logical properties. The left panel of Fig. 15d shows the
experimentally measured band structure in good agree-
ment with the predictions of theory displayed in the right
panel.
23
IV. EXPERIMENTAL CONSEQUENCES
This section presents recent experimental investiga-
tions of non-trivial (global or local) topological proper-
ties of energy bands, either in 1D or 2D geometries. In-
teractions play a non-essential role for the experiments
described below, hence phenomena addressed here corre-
spond to single-particle (or ideal gas) physics.
This section is divided into three parts. In the first
one we describe measurements that are performed on an
atomic system at equilibrium, using local probes in mo-
mentum space that allow one to reconstruct the topology
of the occupied band(s). In the second part we present
analyses performed by looking at the dynamics of wave-
packets. These wave-packets are well localized at the
scale of the Brillouin zone and one can bring them close
to some points of specific interest, Dirac points for exam-
ple, using an external force. The last part is devoted to
transport measurements, which are closer in spirit to the
techniques that are commonly used in condensed matter
physics.
A. Characterization of equilibrium properties
1. Time-of-flight measurements
Before entering into a discussion of specific measure-
ments, we briefly comment on implications of the time-
of-flight (TOF) measurements commonly used in experi-
ment. In the vast majority of cold atom experiments, the
measurement procedure begins with the rapid removal of
all applied fields (both those involved in trapping the en-
semble and those required to create the topological lat-
tice of interest). After this abrupt – projective – turn
off, the atoms then undergo a period of ballistic expan-
sion followed by a measurement of their density (often
in a spin-resolved manner). In many experiments, this
procedure gives a direct measurement of the momentum
distribution as it was when the applied fields were just
removed.
While this sounds simple in principle, this procedure
can appear to give measurement results that are gauge
dependent. Fortunately any supposed contradiction with
general principles of local gauge invariance is illusory.
For example, two different experiments might well cre-
ate a Harper-Hofstadter lattice with the same flux using
very different laser geometries, which naturally define the
synthetic vector potential in two different gauges. The
observed momentum distribution will in general differ
in these two cases(Kennedy et al., 2015). As discussed
in Mo¨ller and Cooper (2010) and LeBlanc et al. (2015)
these differences arise because the synthetic vector po-
tential vanishes during TOF when the laser fields are
removed: there are physical differences in how exactly
the synthetic vector potential returns to zero when TOF
begins, and physically different effective electric fields
present during this turnoff. All physical observables re-
main invariant to local gauge transformations, provided
these are applied consistently, i.e. changing the vector
potential both before and during TOF.
2. Local measurement of the Berry curvature
We consider in this paragraph a cold atomic gas at
equilibrium in a 2D optical lattice. With the so-called
band-mapping technique one can measure precisely the
distribution N (q) of the quasi-momentum q for each en-
ergy band. In this technique the laser beams forming the
lattice are turned off in a controlled manner, so that the
populations of the Bloch states forming the various en-
ergy bands in the presence of the lattice are transferred
to states with a well-defined momentum in the absence
of the lattice (Greiner et al., 2001). The measurement of
N (q) in combination with a suitable temporal variation
of the lattice parameters before the complete turn-off, al-
lows one to characterize the band topology, i.e. to access
not only the energies, but also the Berry curvature Ω(q).
To illustrate this point we consider a 2D lattice and
use the same two-band model as in section II, assuming
a unit cell with two non-equivalent sites labeled A and
B. The generic Hamiltonian in reciprocal space is Hˆq =
h0(q)1ˆ − h(q) · σˆ where (h0,h) is a 4-vector with real
components that are periodic over the BZ. The energies
of the two bands are E±q = h0(q)± |h(q)| and the Bloch
states |u±q 〉 can be written as linear combinations of |q,A〉
and |q,B〉. Using the expression (30) for these Bloch
states, one finds:
Ω±(q) =∇q
(〈u±q |)×∇q (|u±q 〉)
= ±1
2
∇q(cos θq)×∇qφq , (67)
where (θq, φq) defines the direction of h(q) in spherical
co-ordinates.
A procedure to determine θq and φq, hence the curva-
ture Ω, in such a two-band situation has been proposed
by Hauke et al. (2014) and implemented by Fla¨schner
et al. (2016). The starting point is the momentum dis-
tribution Nq(k) associated with a Bloch state
ψ(−)q (r) =
∑
s=A,B
∑
Rs
αq,s w(r −Rs) eiq·Rs . (68)
Here w(r) is the Wannier function of the band, supposed
to be identical for the two sublattices s = A,B, and
(αq,A, αq,B) = (cos(θq/2), e
iφq sin(θq/2)). The momen-
tum distributionNq(k) is the square of the Fourier trans-
form of ψ
(−)
q (r). For k inside the first BZ, it is peaked
around k = q and given by |w˜(k)|2 |αk,A + αk,B|2, where
w˜(k) is the Fourier transform of w(r). When the lowest
band is uniformly filled with independent fermions, the
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momentum distribution of the gas is obtained by sum-
ming the contributions Nq(k) over all quasi-momenta q
of the BZ:
N (k) = |w˜(k)|2 [1− sin θk cosφk] . (69)
This distribution can be measured using a ballistic ex-
pansion after a sudden switch-off of the lattice. The key
point of (69) is that the measured distribution N (k) is
sensitive to the relative phase of the contributions αq,s
of the two sites s = A,B in the expression of each Bloch
state |ψ−q 〉. More precisely, although not sufficient to de-
termine unambiguously the angles θ and φ, this measure-
ment already provides the value of the product sin θ cosφ.
To go one step further, Hauke et al. (2014) suggested to
apply an abrupt quench to the lattice parameters so that
the Hamiltonian becomes Hˆ ′q = (~ω0/2) σˆz. One then
lets the gas evolve in the lattice during a time interval
t before measuring the momentum distribution. Since
the evolution during this time simply consists of adding
the phase ±ω0t/2 to αq,s, the momentum distribution at
time t reads:
N (k, t) = |w˜(k)|2 [1− sin θk cos(φk + ω0t)] . (70)
By repeating this procedure for various times t and mea-
suring the amplitude and the phase of the time-oscillating
signal, one can determine simultaneously φ and θ at any
point in the BZ.
This procedure was implemented by Fla¨schner et al.
(2016) using an hexagonal lattice of tubes filled with
fermionic 40K atoms. The unit cell for this graphene-like
geometry contains two sites and the lattice parameters
are chosen such that there is initially a large energy off-
set ~ωAB between the A and B sites, corresponding to
essentially flat bands with no tunnelling. As explained in
Sec. III.D, the dynamics in the lattice can be restored by
a resonant, circular shaking of the lattice at a frequency
Ω ≈ ωAB . In the experiment of Fla¨schner et al. (2016),
the shaking was produced by a phase modulation of the
three laser beams forming the lattice, and it also resulted
in a non-negligible value for the Berry curvature. Once
the atoms equilibrated in this lattice, the abrupt quench
needed for the procedure of Hauke et al. (2014) was ob-
tained by simply switching off the modulation. Measured
amplitudes and phases of the time oscillation of N (k, t)
are plotted in Figure 16, together with the Berry cur-
vature reconstructed from (67). One then expects the
integral of Ωq to be an integer C times 2pi, where C is
the Chern index of the populated band. Here the recon-
structed Berry curvature leads to a value of C compatible
with 0 (Fla¨schner et al., 2016). This is in agreement with
the expected band topology in this case.
The method outlined by Hauke et al. (2014) is reminis-
cent of a previous proposal by Alba et al. (2011). There,
the two lattice sites A and B are supposed to be occupied
by two different internal (pseudospin) states |a〉 and |b〉.
FIG. 16 Amplitude ∝ sin θq (left column) and phase φq (mid-
dle column) obtained from the fits to the oscillation (70) of
the momentum distribution. From those fit results, one can
reconstruct the momentum-resolved Berry curvature (right
column) given in units of the inverse reciprocal lattice vector
length |b| squared. (Courtesy of Fla¨schner et al. (2016).)
The momentum distribution measurement can be done
in a spin resolved way, which provides the local spin po-
larization for the lowest band [see (30)]:
hz(q)
|h(q)| = cos θq =
Nb(q)−Na(q)
Na(q) +Nb(q) . (71)
The two other components of h/|h| can be obtained by
inducing a coherent transition between |a〉 and |b〉 (Ra-
man pulse) with an adjustable phase and duration, in
order to rotate the pseudospin during the time-of-flight.
Once the direction of h(q) is known at all points of the
Brillouin zone, the value of the Berry curvature follows
from Eq. (67).
3. Topological bands and spin-orbit coupling
When the considered lattice has some specific geomet-
rical symmetries, the assessment of the topological nature
of a band can be notably simplified with respect to the
procedure outlined above. One does not need to charac-
terize the eigenstates of the Hamiltonian at all points of
the Brillouin zone to determine if the integral of the Berry
curvature (67) over this zone is non-zero, and it is suf-
ficient to concentrate on some highly symmetric points.
The basis of this simplification, which is discussed in Ap-
pendix A for the case of a 1D lattice (see in particular
Eq. (A6)), was outlined by Liu et al. (2013) for a 2D
square optical lattice for pseudo-spin 1/2 particles, in
the presence of spin-orbit coupling terms.
Let us briefly outline the main result of Liu et al.
(2013). Suppose that the Hamiltonian is invariant
under the combined action of the spin operator σˆz
and the spatial operator transforming a Bravais lattice
vector R into −R. Consider the energy eigenstates
(Bloch states) at the four points of the BZ: {Λi} =
{(0, 0), (0, pi), (pi, 0), (pi, pi)}, i = 1, . . . , 4. The two Bloch
states |ψ±(Λi)〉 at each of these locations are also eigen-
states of σˆz, and the corresponding eigenvalues ξi,± can
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only take the values +1 or −1. Now one can show that
the sign of the product Pη =
∏
i ξi,η of the four ξi,η of
a given subband η = ± is directly related to the Chern
number of this subband. More specifically, if the sign of
Pη is negative, the Chern number of the subband η is
odd, hence non-zero: this unambiguously signals a topo-
logical band. If Pη has a positive sign, the Chern number
of the subband η is even, and this most likely signals a
non-topological character for this subband (zero Chern
number).
This procedure was realized experimentally by the type
of lattice we described in Sec. III.F.1 involving two pairs
of retroreflected Raman lasers intersecting at right an-
gles. This configuration can produce the reciprocal space
tight-binding Hamiltonian with the generic form (29):
Hˆq = 2tSO [sin(aqy) σˆx + sin(aqx) σˆy]
+ [mz − 2t0 (cos(aqx) + cos(aqy))] σˆz , (72)
where mz is proportional to the detuning from Raman
resonance. The two amplitudes t0 and tSO character-
ize the tunneling amplitudes without and with spin flip,
respectively. They can be controlled independently by
varying the intensities of the two pairs of laser beams. In
particular the term proportional to tSO can be simplified
in the limit of low momenta into ∝ kyσˆx + kxσˆy, corre-
sponding to the usual form of the Rashba-Dresselhaus
spin-orbit coupling for a bulk material (Galitski and
Spielman, 2013).
An interesting feature of this Hamiltonian is the possi-
bility to control the topology of the lowest band: It is non
trivial if and only if |mz| < 4t0. Wu et al. (2016) tested
this prediction by loading the 87Rb gas at a tempera-
ture T ∼ 100 nK such that the lowest band was quasi-
uniformly filled, whereas the population of higher bands
remains small. The polarization defined in Eq. (71) was
measured by a spin-resolved imaging of the atomic cloud
after time-of-flight, and the product P− for the lowest
band was found to be negative in the expected range of
values of mz.
4. Momentum distribution and edges states
It is well known from integer quantum Hall physics
that the non-trivial topology of a band can give rise to
a quantized Hall conductance σxy. Applying a voltage
difference Vy between the two opposite edges of a rectan-
gular 2D sample gives rise to a global current Ix = σxyVy
along the x direction. This current flows on the edges of
the sample in a chiral way, with (for example) a posi-
tive value I
(+)
x on the y > 0 side of the sample and a
negative value I
(−)
x on the y < 0 side (Hatsugai, 1993).
In the absence of an applied voltage (Vy = 0), the edge
currents are still non-zero but they exactly compensate
each other: I
(−)
x = −I(+)x .
The possibility to engineer a 2D atomic gas with one
real dimension and one synthetic dimension that we dis-
cussed in Sec. IV.B.4 offers a way to access directly these
edge currents in a cold atom experiment. Indeed when
the second dimension (labeled y above) is synthetic, i.e.
associated to an internal degree of freedom (pseudo-spin),
one expects a given sign of Ix for the largest value of the
pseudo-spin, and the opposite sign for its smallest value.
The advantage of a synthetic dimension for observing
these edge states is clear: It provides a sharp boundary to
the sample, whereas a standard 2D optical lattice would
lead to edge states that would be smeared over several
lattice sites, hence much more difficult to observe. In ad-
dition, the momentum distribution can be measured indi-
vidually for each pseudo-spin value. One thus obtains the
value of the current on each “site” of the synthetic direc-
tion. The transposition of such a measurement to a real
direction y would imply a single-site resolving imaging,
which would be much more demanding from an experi-
mental point of view. However, the use of spin states for
synthetic dimensions greatly limits the potential extent
of the synthetic dimension: in the extreme limit of just
two spin states, the system can even behave as if it were
all edge with no bulk (Hu¨gel and Paredes, 2014). For nar-
row systems with synthetic extent less than q for flux p/q,
the states behave more like those in a continuum (with
a single guiding center, see the supplementary material
in Stuhl et al. (2015), and as the width further increases,
the familiar topological edge modes emerge, but remain
slightly gapped at the edge of the 1D Brillouin zone from
the bulk bands.
In addition, recent experiments have instead turned
to using momentum states for a synthetic dimension,
in principle allowing for more extended systems. In-
deed the edge states associated with the 1D SSH model
have already been observed using a momentum-space lat-
tice (Meier et al., 2016).
We show in Figure 17 the results of an experiment
performed by Mancini et al. (2015). A gas of fermionic
173Yb atoms can tunnel between the sites of an optical
lattice along the x direction, with an essentially frozen
motion along the two other (real) y and z directions.
The synthetic direction consists of 3 Zeeman substates
m = −5/2,−1/2,+3/2 selected among the 6 Zeeman
states of the ground level. The “tunneling” along this
synthetic direction is provided by a pair of light beams.
These beams induce stimulated Raman processes be-
tween the Zeeman states, hence the desired laser-induced
hopping. These beams also provide an artificial gauge
field thanks to the space-dependent phase ±ϕ(x) printed
on the atomic state in a ∆m = ±2 transition.
The atoms are prepared in a metallic state (less than
one atom/lattice site) in the lowest band of the single
particle Hamiltonian. Figure 17 shows the momentum
distributions nm(k) along the x direction for the three
values m of the pseudo-spin. Here the central value of
26
coupling between the legs so as to adiabatically
load the fermionic system in the lowest band of
both the lattice and the Raman-dressed energy
spectrum.
Despite the absence of a real bulk region, this
two-leg configuration is expected to support chi-
ral currents with atoms flowing in opposite di-
rections along the legs (Fig. 2C), as investigated
recently in bosonic systems (24). To observe this,
we measured the relative motion of the atoms in
the two legs by spin-selective imaging of the lat-
tice momentum distribution, obtained by switch-
ing off the synthetic coupling and releasing the
atoms from the lattice. In Fig. 2A (upper panel),
we show two time-of-flight images corresponding
to them= –5/2 andm= –1/2 legs (Fig. 2C) forW1 =
2p × 489 Hz and t = 2p × 134 Hz (W1/t = 3.65).
Here we are interested only in direction x^, which
reflects the distribution of the lattice momenta k
along the legs (in units of the real-lattice wave
numberkL=p/d, whered is the real-lattice spacing).
The lattice momentum distribution along y^ is a
uniform square due to the presence of the strong
optical lattice along the transverse (frozen) real
directions (20). The central panel of Fig. 2A shows
the lattice momentum distribution n(k) after in-
tegration of the images along y^and normalization
according to ∫nðkÞdk ¼ 1.We observe a clear asym-
metry in n(k) [similar to what was reported in
experiments with spin-orbit coupling in harmon-
ically trapped gases (25–27)], which we charac-
terize by defining the function
hðkÞ ¼ nðkÞ − nð−kÞ ð2Þ
which is plotted in the lower panel of Fig. 2A. The
expression J ¼ ∫
1
0
hðkÞdk provides a measurement
of the lattice momentum unbalance and quanti-
fies the strength of the chiral motion of the
particles along the two legs. The values J =
+0.056(3) form = –5/2 and J = –0.060(7) form =
–1/2 are approximately equal in intensity and
opposite in sign, providing direct evidence for
presence of chirality in the system. The small value
of J is attributable to the fact that, in addition to
states exhibiting chiral currents, fermions occupy
other states at the bottom of the band, which do
not display chiral features. We also performed the
same experiment with a reversed direction of the
synthetic magnetic field B (Fig. 2B), observing a
change of sign in J, corresponding to currents
circulating in the opposite direction. This behavior
confirms the interpretation of our data in terms of
chiral currents induced by a synthetic magnetic
field in a synthetic 2D lattice.
The stability of chiral edge states in fermionic
systems is of key importance, for example, for
quantum information applications. In our sys-
tem, the appearance of a chiral behavior is gov-
erned by several key parameters, including the
ratio W1/t, the Fermi energy EF, and the flux ϕ.
These parameters are easy to adjust, so they can
be used to investigate the rise and fall of the edge
currents as a function of theHamiltonian param-
eters (24), as well as to identify which regimes
exhibit stronger chiral features. By varying the
tunneling rates along x^ and m^, we observe a
phase transition between a chiral behavior and
a nonchiral regime. The lattice momentum dis-
tribution is measured as a function ofW1/twith-
out affecting other relevant parameters, such as
EF and T. Figure 2D illustrates themeasurement
of jJ j as a function ofW1/t (circles). As expected,
no chirality is observed for vanishing W1, when
the legs are decoupled. Chirality is also suppres-
sed for large inter-edge coupling W1≫t. In the lat-
ter regime, the largest energy scale in the system
is the effective kinetic energy along the synthetic
direction: This contribution is minimized when
the fermions occupy the lowest energy state on
each rung, which does not exhibit any chiral
behavior. The measured values of jJ j compare
well with the results of a numerical simulation
that includes thermal fluctuations (shaded area
in Fig. 2D) (20).
We next considered a three-leg ladder, which
is the minimal configuration for which chiral
currents at the edges can be sharply distinguished
from the behavior of the bulk. The experimental
procedure is analogous to that employed for the
two-leg case, with the Raman parameters adjusted
to extend the synthetic coupling tom = +3/2, with
W2 ≃ 1:41 W1 (20). Figure 3A showsmeasuredn(k)
and h(k) for each of the three legs for W1 = 2p ×
620 Hz and t = 2p × 94 Hz (W1/t = 6.60). We
observe strong chiral currents in the upper- and
lower-edge chains, showing values of J with
opposite sign, similar to the two-leg case [J =
+0.079(6) form = –5/2 and J = –0.062(4) form =
+3/2]. In contrast, the central leg shows a much-
reduced asymmetry in n(k) [J = 0.018(5)], sig-
naling a suppressed net current in the bulk. This
is direct evidence of the existence of chiral states
propagating along the edges of the system, which
leave the bulk mostly decoupled from the edges
(Fig. 3C). This behavior is akin to what is expected
for a fermionic system in a Harper-Hofstadter
Hamiltonian. Bulk states exhibit only local circu-
lations of current, which average to zero when all
of the different states enclosed by the Fermi sur-
face are considered. Only the edges of the system
experience a nonzero current, because there the
chiral nature of the states prevents this cancella-
tion effect from occurring. In the ribbon geometry
of the experiment, the bulk reduces to just a single
central line. Nevertheless, the behavior discussed
above is clearly present and detectable in the ex-
perimental signal. The small width of the ribbon
favors the observation of edge states, given the
large boundary-to-surface ratio of the system,
which is reflected in a substantial population of
states with edge character.
Figure 3C shows the values of J as a function of
W1/t for the three different legs of the ladder. The
results illustrate the role of the bulk-edge coupling:
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Fig. 3. Chiral edge currents
in a three-leg ladder. (A)
Experimental time-of-flight
images (top), n(k) (center),
and h(k) = n(k) – n(–k)
(bottom) for each of the three
legs m = –5/2, m = –1/2, and
m = +3/2 constituting the
ladder, respectively [numbers
shown in the bottom panels
are the values of J determined
from h(k)]. Experimental
parameters: W1 = 2p × 620 Hz,
t = 2p × 94 Hz, W1/t = 6.60,
and ϕ ¼ 0:37p. (B) Sketch of
the three-leg ladder
configuration realized for this
experiment. (C) Circles show
experimental values of the net
momentum unbalance J for
each leg as a function of W1/t.
The shaded areas illustrate the results of a numerical simulation (20). For both experimental and simulation data, blue, green, and red correspond tom = –5/2,
m = –1/2, and m = 3/2, respectively.
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coupling between the legs so as to adiabatically
load the fermionic system in the lowest band of
both the lattice and the Raman-dressed energy
spectrum.
Despite the absence of a real bulk region, this
two-leg configuration is expected to support chi-
ral currents with atoms flowing in opposite di-
rections along the legs (Fig. 2C), as investigated
recently in bosonic systems (24). To observe this,
we measured the relative motion of the atoms in
the two legs by spin-selective imaging of the lat-
tice momentum distribution, obtained by switch-
ing off the synthetic coupling and releasing the
atoms from the lattice. In Fig. 2A (upper panel),
we show two time-of-flight images corresponding
to them= –5/2 andm= –1/2 legs (Fig. 2C) forW1 =
2p × 489 Hz and t = 2p × 134 Hz (W1/t = 3.65).
Here we are interested only in direction x^, which
reflects the distribution of the lattice momenta k
along the legs (in units of the real-lattice wave
numberkL=p/d, whered is the real-lattice spacing).
The lattice momentum distribution along y^ is a
uniform square due to the presence of the strong
optical lattice along the transverse (frozen) real
directions (20). The central panel of Fig. 2A shows
the lattice momentum distribution n(k) after in-
tegration of the images along y^and normalization
according to ∫nðkÞdk ¼ 1.We observe a clear asym-
metry in n(k) [similar to what was reported in
experiments with spin-orbit coupling in harmon-
ically trapped gases (25–27)], which we charac-
terize by defining the function
hðkÞ ¼ nðkÞ − nð−kÞ ð2Þ
which is plotted in the lower panel of Fig. 2A. The
expression J ¼ ∫
1
0
hðkÞdk provides a measurement
of the lattice momentum unbalance and quanti-
fies the strength of the chiral motion of the
particles along the two legs. The values J =
+0.056(3) form = –5/2 and J = –0.060(7) form =
–1/2 are approximately equal in intensity and
opposite in sign, providing direct evidence for
presence of chirality in the system. The small value
of J is attributable to the fact that, in addition to
states exhibiting chiral currents, fermions occupy
other states at the bottom of the band, which do
not display chiral features. We also performed the
same experiment with a reversed direction of the
synthetic magnetic field B (Fig. 2B), observing a
change of sign in J, corresponding to currents
circulating in the opposite direction. This behavior
confirms the interpretation of our data in terms of
chiral currents induced by a synthetic magnetic
field in a synthetic 2D lattice.
The stability of chiral edge states in fermionic
systems is of key importance, for example, for
quantum information applications. In our sys-
tem, the appearance of a chiral behavior is gov-
erned by several key parameters, including the
ratio W1/t, the Fermi energy EF, and the flux ϕ.
These parameters are easy to adjust, so they can
be used to investigate the rise and fall of the edge
currents as a function of theHamiltonian param-
eters (24), as well as to identify which regimes
exhibit stronger chiral features. By varying the
tunneling rates along x^ and m^, we observe a
phase transition between a chiral behavior and
a nonchiral regime. The lattice momentum dis-
tribution is measured as a function ofW1/twith-
out affecting other relevant parameters, such as
EF and T. Figure 2D illustrates themeasurement
of jJ j as a function ofW1/t (circles). As expected,
no chirality is observed for vanishing W1, when
the legs are decoupled. Chirality is also suppres-
sed for large inter-edge coupling W1≫t. In the lat-
ter regime, the largest energy scale in the system
is the effective kinetic energy along the synthetic
direction: This contribution is minimized when
the fermions occupy the lowest energy state on
each rung, which does not exhibit any chiral
behavior. The measured values of jJ j compare
well with the results of a numerical simulation
that includes thermal fluctuations (shaded area
in Fig. 2D) (20).
We next considered a three-leg ladder, which
is the minimal configuration for which chiral
currents at the edges can be sharply distinguished
from the behavior of the bulk. The experimental
procedure is analogous to that employed for the
two-leg case, with the Raman parameters adjusted
to extend the synthetic coupling tom = +3/2, with
W2 ≃ 1:41 W1 (20). Figure 3A showsmeasuredn(k)
and h(k) for each of the three legs for W1 = 2p ×
620 Hz and t = 2p × 94 Hz (W1/t = 6.60). We
observe strong chiral currents in the upper- and
lower-edge chains, showing values of J with
opposite sign, similar to the two-leg case [J =
+0.079(6) form = –5/2 and J = –0.062(4) form =
+3/2]. In contrast, the central leg shows a much-
reduced asymmetry in n(k) [J = 0.018(5)], sig-
naling a suppressed net current in the bulk. This
is direct evidence of the existence of chiral states
propagating along the edges of the system, which
leave the bulk mostly decoupled from the edges
(Fig. 3C). This behavior is akin to what is expected
for a fermionic system in a Harper-Hofstadter
Hamiltonian. Bulk states exhibit only local circu-
lations of current, which average to zero when all
of the different states enclosed by the Fermi sur-
face are considered. Only the edges of the system
experience a nonzero current, because there the
chiral nature of the states prevents this cancella-
tion effect from occurring. In the ribbon geometry
of the experiment, the bulk reduces to just a single
central line. Nevertheless, the behavior discussed
above is clearly present and detectable in the ex-
perimental signal. The small width of the ribbon
favors the observation of edge states, given the
large boundary-to-surface ratio f the system,
which is reflected in a substantial population of
states with edge character.
Figure 3C shows the values of J as a function of
W1/t for the three different legs of the ladder. The
results illustrate the role of the bulk-edge coupling:
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Fig. 3. Chiral edge currents
in a three-leg ladder. (A)
Experimental time-of-flight
images (top), n(k) (center),
and h(k) = n(k) – n(–k)
(bottom) for each of the three
legs m = –5/2, m = –1/2, and
m = +3/2 constituting the
ladder, respectively [numbers
shown in the bottom panels
are the values of J determined
from h(k)]. Experimental
parameters: W1 = 2p × 620 Hz,
t = 2p × 94 Hz, W1/t = 6.60,
and ϕ ¼ 0:37p. (B) Sketch of
the three-leg ladder
configuration realized for this
experiment. (C) Circles show
experimental values of the net
momentum unbalance J for
each leg as a function of W1/t.
The shaded areas illustrate the results of a numerical simulation (20). For both experimental and simulation data, blue, green, and red correspond tom = –5/2,
m = –1/2, and m = 3/2, respectively.
0
m=-5/2 m=-1/2
1 2 3-2-3 -1 0 1 2 3-2-3 -1
0 1 2 3-2-3 -1 0 1 2 3-2-3 -1
0
k k k
k k k
k k k
1 2 3-2-3 -1 0 1 2 3-2-3 -1
n
(k)
h(k
)
0.2
0.1
-0.1
-0.2
0
0.2
0.1
-0.1
-0.2
0
0
0.2
4
.6
0
0.2
4
.6
m=+3/2
0 1 2 3-2-3 -1
0 1 2 3-2-3 -1
0 1 2 3-2-3 -1
0.2
0.1
-0.1
-0.2
0
0
0.2
4
.6
m=+3/2
m=-1/2
m=-5/2
x
B
+0.079(6) –0.062(4)+0.018(5)
0 2 4 6 8 10
0.05
0.00
0.05
0.10
J
Ω /t1
x
y
x
y
x
y
-
RESEARCH | REPORTS
 on
 Se
pte
mb
er 
20
, 2
01
6
htt
p:/
/sc
ien
ce
.sc
ien
ce
ma
g.o
rg/
Do
wn
loa
de
d f
rom
 
FIG. 17 Direct visualization of an edge-state current for a
two-dimension (one real, one synthetic) lattice in the pres-
ence of an artificial magnetic field. Upper row: Momentum
distributions nm(k) along the real direction x for the three
values of the pseudo-spin m corresponding to the synthetic
direction. The value m = −1/2 can be viewed as the bulk,
whereas m = +3/2 and m = −5/2 corresponding to the op-
posite edges of the sample along the synthetic dimension.
Lower row: Function hm(k) = nm(k) − nm(−k). Courtesy
of Mancini et al. (2015).
the p eudo-spin (m = −1/2) plays the role of the bulk
of the material. The momentum dis ribution in this in-
ternal state is thus symm tric a ound 0, corresponding
to a null net current. In contrast, a non-zero current is
associated to the side values of the pseudo-spin: The dis-
tribution for the largest (smallest) value of m is displaced
towards positive (resp. negative) values. The displace-
ment is made even clearer in the second row of Figure 17
where the function hm(k) = nm(k)− n (−k) is plotted.
Mancini et al. (2015) also ch cked hat the sign of the
edge curre t is rev rsed when the sign of the artificial
magnetic field is changed.
B. Wave-packet analysis of the BZ topology
Cold atom experiments offer the possibility to prepare
the particles in a state described by a wave-packet that
is well-localized in momentum sp ce, in comparis n with
the size of the Brillouin zone. In this case, the dynamics
of the wav -pack directly reve ls the local properties
in the BZ: energy landscape E(q) and Berry curvatur
Ω(q). These prop rties can be encoded either on th
dynamics of the center of the wave-packet, or on the in-
terference pattern that occurs when several paths can be
simultan ously followed.
1. Bloch oscillations and Zak phase in 1D
Conceptually the simpl st xample of a wave-packet
analysis of the band topology is found in a 1D lattice of
period a, for which the BZ extends between q = −pi/a
coupling between the legs so as to adiabatically
load the fermionic system in the lowest band of
both the lattice and the Raman-dressed energy
spectrum.
Despite the absence of a real bulk region, this
two-leg configuration is expected to support chi-
ral currents with atoms flowing in opposite di-
rections along the legs (Fig. 2C), as investigated
recently in bosonic systems (24). To observe this,
we measured the relative motion of the atoms in
the two legs by spin-selective imaging of the lat-
tice mo e tum distribution, obtained by switch-
ing off the synthetic coupling and releasing the
atoms from the lattice. In Fig. 2A (upper panel),
we show two time-of-flight images corresponding
to them= –5/2 andm= –1/2 legs (Fig. 2C) forW1 =
2p × 489 Hz and t = 2p × 134 Hz (W1/t = 3.65).
Here we are interested only in direction x^, which
reflects the distribution of the lattice momenta k
along the legs (in units of the real-lattice wave
numberkL=p/d, whered is the real-lattice spacing).
The lattice momentum distribution along y^ is a
uniform squ re due to t e presence f the strong
optical lattice along the transverse (frozen) real
directions (20). The central panel of Fig. 2A shows
the lattice momentum distribution n(k) after in-
tegration of the images along y^and normalization
according to ∫nðkÞdk ¼ 1.We observe a clear asym-
metry in n(k) [similar to what w s reported in
experiments with spin-orbit coupling in harmon-
ically trapped gase (25–27)], whi h w charac-
terize by defining the functi n
hðkÞ ¼ nðkÞ − nð−kÞ ð2Þ
which is plotted i the lower panel of Fig. 2A. The
expression J ¼ ∫
1
0
hðkÞdk provides a measurement
of the lattice momentu unbalance and quanti-
fies the strength of the chiral motion of the
particles along the two legs. The values J =
+0.056(3) form = –5/2 and J = –0.060(7) form =
–1/2 are approximately equal in intensity and
opposite in sign, providing direct evidence for
presence of chirality in the system. The small value
of J is attributable to the fact that, in addition to
states exhibiting chiral currents, fermions occupy
other states at the bottom of the band, which do
not display chiral features. We also performed the
same experiment with a reversed direction of the
synthetic magnetic field B (Fig. 2B), observing a
change of sign in J, corresponding to currents
circulating in the opposite direction. This behavior
co firms the interpretation of our data in terms of
chiral currents induced by a synthetic magnetic
field in a synthetic 2D lattice.
The stability of chiral edge states in fermionic
systems is of key importance, for example, for
quantum information applications. In our sys-
tem, the appearance of a chiral behavior is gov-
erned by several key parameters, including the
ratio W1/t, the Fermi energy EF, and the flux ϕ.
These parameters are easy to adjust, so they can
be used to investigate the rise and fall of the edge
curren s as a function of theHa iltonian param-
eters (24), as well as to identify which regimes
exhibit stronger chiral features. By varying the
tunneling rates along x^ and m^, we observe a
phase transition between a chiral behavior and
a nonchiral regime. The lattice momentum dis-
tribution is m asured as a function ofW1/twith-
out affecting other relevant parameters, such as
EF and T. Figure 2D illustrates themeasurement
f jJ j as a function ofW1/t (circles). As expected,
no chirality is observed for vanishing W1, when
the legs are decoupled. Chirality is also suppres-
sed for large inter-edge coupling W1≫t. In the lat-
ter regim , the largest energy scale in the system
is the effective kinetic energy along the synthetic
direction: T is contribution is minimized when
the fermions occupy the lowest energy state on
each rung, which does not exhibit any chiral
behavior. The measured values of jJ j compare
well with the results of a numerical imulation
that includes thermal fluctuations (shaded area
in Fig. 2D) (20).
We next considered a three-leg ladder, which
is the minimal configuration for which chiral
currents at the edges can be sharply distinguished
from the behavior of the bulk. The experimental
procedure is analogous to that employed for the
two-leg case, with the Raman parameters adjusted
to extend the synthetic coupling tom = +3/2, with
W2 ≃ 1:41 W1 (20). Figure 3A showsmeasuredn(k)
and h(k) for each of the three legs for W1 = 2p ×
620 Hz and t = 2p × 94 Hz (W1/t = 6.60). We
observe strong chiral currents in the upper- and
lower-edge chains, showing values of J with
opposite sign, similar to the two-leg case [J =
+0.079(6) form = –5/2 and J = –0.062(4) form =
+3/2]. In contrast, the central leg shows a much-
reduced asymmetry in n(k) [J = 0.018(5)], sig-
naling a suppressed net current in the bulk. This
is direct evidence of the existence of chiral states
propagating along the edges of the system, which
leave the bulk mostly decoupled from the edges
(Fig. 3C). This behavior is akin to what is expected
for a fermionic system in a Harper-Hofstadter
Hamiltonian. Bulk states exhibit only local circu-
lations of current, which average to zero when all
of the different states enclosed by the Fermi sur-
face are considered. Only the edges of the system
experience a nonzero current, because there the
chiral nature of the states prevents this cancella-
tion effect from occurring. In the ribbon geometry
of the experiment, the bulk reduces to just a single
central line. Nevertheless, the behavior discussed
above is clearly present and detectable in the ex-
perimental signal. The small width of the ribbon
favors the observation of edge states, given the
large boundary-to-surface ratio of the system,
which is reflected in a substantial population of
states with edge character.
Figure 3C shows the values of J as a function of
W1/t for the three different legs of the ladder. The
results illustrate the role of the bulk-edge coupling:
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Fig. 3. Chiral edge currents
in a three-leg ladder. (A)
Experimental time-of-flight
images (top), n(k) (center),
and h(k) = n(k) – n(–k)
(bottom) for each of the three
legs m = –5/2, m = –1/2, and
m = +3/2 constituting the
ladder, respectively [numbers
shown in the bottom panels
are the values of J determined
from h(k)]. Experimental
parameters: W1 = 2p × 620 Hz,
t = 2p × 94 Hz, W1/t = 6.60,
and ϕ ¼ 0:37p. (B) Sketch of
the three-leg ladder
configuration realized for this
experiment. (C) Circles show
experimental values of the net
momentum unbalance J for
each leg as a function of W1/t.
The shaded areas illustrate the results of a numerical simulation (20). For both experimental and simulation data, blue, green, and red correspond tom = –5/2,
m = –1/2, and m = 3/2, respectively.
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coupling between the legs so as to adiabatically
load the fermionic system in the lowest band of
both the lattice and the Raman-dressed energy
spectrum.
Despite the absence of a real bulk region, this
two-leg configuration is expected to support chi-
ral currents with atoms flowing in opposite di-
rections along the legs (Fig. 2C), as investigated
rece tly in bosonic systems (24). To observe this,
we measured the relative motion of the atoms in
the two legs by spin-selective imaging of the lat-
tice momentum distribution, obtained by switch-
ing off the sy thetic coupling and releasing the
atoms from the lattice. In Fig. 2A ( pp r panel),
we show two time-of-flight images corresponding
to them= –5/2 andm= –1/2 legs (Fig. 2C) forW1 =
2p × 489 Hz and t = 2p × 134 Hz (W1/t = 3.65).
Here we are interested only in direction x^, which
reflects the distribution of the lattice momenta k
along the legs (in units of the real-lattice wave
numberkL=p/d, w ered is the real-lattice spacing).
The lat ice momentum dis ribution along y^ s a
uniform square due to the presence of the strong
optical lattice along the transverse (frozen) real
directions (20). The central panel of Fig. 2A shows
the lattice momentu distribution n(k) aft r in-
tegration of th images along y^and normalization
accord ng to ∫nðkÞdk ¼ 1.We observe a clear asym-
metry i n(k) [similar to what was reported in
experiments with spin-orbit coupling in harmon-
ically trapped gases (25–27)], which we charac-
terize by defining the function
hðkÞ ¼ nðkÞ − nð−kÞ ð2Þ
which is plotted in the lower panel of Fig. 2A. The
ex ression J ¼ ∫
1
0
hðkÞdk provides a measurement
of the lattice momentum unbalance and quanti-
fies the strengt of the chiral motion of the
particles along two legs. The values J =
+0.056(3) form = –5/2 and J = –0.060(7) form =
–1/2 are approximately equal in intensity and
opposite in sign, providing direct evidence for
presence of chirality in the system. The small value
of J is attributable to the fact that, in addition to
states exhibiting chiral currents, fermions occupy
other states at the bottom of the band, which do
not display chiral features. We also performed the
same experiment with a reversed direction of the
synthetic magnetic field B (Fig. 2B), observing a
change of sign in J, corresponding to currents
circulating in the opposite direction. This behavior
confirms the interpretation of our data in terms of
chiral currents i duced by a synthetic magnetic
field in synthetic 2D lattice.
The stability of chiral edge states in fermionic
systems is of key importance, for example, for
quantum information applications. In our sys-
tem, the appearance of a chiral behavior is gov-
erned by several key parameters, including the
ratio W1/t, the Fermi energy EF, a d the flux ϕ.
These parameters are easy to adjust, so they can
be used to investigate the rise and fall of the edge
currents as a function of theHamiltonian param-
eters (24), as well as to identify which regimes
exhibit stronger chiral features. By varying the
tunneling rates along x^ and m^, we observe a
phase tr nsition between a chiral behavior and
a nonchiral regime. The lattice momentum dis-
tribution is measured as a functio ofW1/twith-
out affecting other relevant parameters, such as
EF and T. Figure 2D illustrates themeasurement
of jJ j as a function ofW1/t (circles). As expected,
o c irality i bserved for vanis ng W1, when
the legs are decoupled. Chirality is also suppres-
ed for large int r-edge coupling W1≫t. In the lat-
ter regime, the largest energy scale in the system
is the effective kinetic energy along the synthetic
direction: This contribution is minimized when
the fermions occupy the lowest ergy state on
each rung, which does not exhibit any chiral
behavior. The measured values of jJ j compare
well with the results of a numerical simulation
that includes thermal fluctuations (shaded area
in Fig. 2D) (20).
We next considered a three-leg ladder, which
is the minimal configuration for which chiral
currents at the edges can be sharply distinguished
from the behavior of the bulk. The experimental
procedure is analogous to that employed for the
two-leg case, with the Raman parameters adjusted
to extend the synthetic coupling tom = +3/2, with
W2 ≃ 1:41 W1 (20). Figure 3A showsmeasuredn(k)
and h(k) for each of the three legs for W1 = 2p ×
620 Hz and t = 2p × 94 Hz (W1/t = 6.60). We
observe strong chiral currents in the upper- and
lower-edge chains, showing values of J with
opposite sign, similar to the two-leg case [J =
+0.079(6) form = –5/2 and J = –0.062(4) form =
+3/2]. In contrast, the central leg shows a much-
reduced asymmetry in n(k) [J = 0.018(5)], sig-
naling a suppressed net current in the bulk. This
is direct evidence of the existence of chiral states
propagating along the edges of the system, which
leave the bulk mostly decoupled from the edges
(Fig. 3C). This behavior is akin to what is expected
for a fermionic system in a Harper-Hofstadter
Hamiltonian. Bulk states exhibit only local circu-
lations of current, which average to zero when all
of the different states enclosed by the Fermi sur-
face are considered. Only the edges of the system
experience a nonzero current, because there the
chiral nature of the states prevents this cancella-
tion effect from occurring. In the ribbon geometry
of the experiment, the bulk reduces to just a single
central line. Nevertheless, the behavior discussed
above is clearly present and detectable in the ex-
perimental signal. The small width of the ribbon
favors the observation of edge states, given the
large boundary-to-surface ratio f the system,
which is reflected in a substantial population of
states with edge character.
Figure 3C shows the values of J as a function of
W1/t for the three different legs of the ladder. The
results illustrate the role of the bulk-edge coupling:
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Fig. 3. Chiral edge currents
in a three-leg ladder. (A)
Experimental time-of-flight
images (top), n(k) (center),
and h(k) = n(k) – n(–k)
(bottom) for each of the three
legs m = –5/2, m = –1/2, and
m = +3/2 constituting the
ladder, respectively [numbers
shown in the bottom panels
are the values of J determined
from h(k)]. Experimental
parameters: W1 = 2p × 620 Hz,
t = 2p × 94 Hz, W1 t = 6.60,
and ϕ ¼ 0:37p. (B) Sketch of
the three-leg ladder
configuration realized for this
experiment. (C) Circles show
experimental values of the net
momentum unbalance J for
each leg as a function of W1/t.
The shaded areas illustrate the results of a numerical simulation (20). For both experimental and simulation data, blue, green, and red correspond tom = –5/2,
m = –1/2, and m = 3/2, respectively.
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Figure 2 | Experimental sequence and spin-depe dent Bloch oscillations. a, En rgy ba d, MW pulses and state evolution of a single atom i a
superposition of two spin-states with opposite agnetic moment (brown and green balls) during the three-step echo sequence described in the text. The
wi ding of he state vector with k is given by ✓k (solid line dimerization D1, dash d lin dimeriz tion D2). b,c, Time-of-flight momentum distributions tak n
for different evolutio times of the spin-dependent Bloch oscillations in th lower (b) and upper energy band (c) used in the xp riment. Each omentum
point is an average of three identical measurements.
field gradi nt is applied that creates a c nstant force in opposit
directio s or the two spin components. Such a consta t force leads
to Bloch oscillations—that is, a linear evolution of quasimomentum
over time24. In our case the force is directed in opposite directions
for the two spin components. The atomic wavepacket thus evolves
into the coherent superposition state 1/
p
2(|",ki+ ei ' |#, ki).
When both r ach the band edge, the differential phase between
the two states is given by  ' = 'Zak +  'Zeeman. Note that for
all time-reversal i variant Hamiltonians (as is the case here), the
ynamical phase a quired during the adiabatic evolution is equal
for the two spi states a d therefore cancels in t e phase difference.
In principle, if a sufficiently highmagnetic field stability is present in
the laboratory such that 'Zeeman is reproducible, one could end the
experimental sequence here by applying a second ⇡/2-pulse with
phase 'MW, as described in step below. The Zak phase of the lowest
band could then be directly extracted from the resulting Ramsey
fringe. Step (2) To eliminate the Zeeman phase differ nce, we apply
a spi -echo ⇡-pulse at this point and also switch dimerization
from D1! D2. For toms located at the band edge k = ±G/2,
this non-adi batic dimerization switch induces a transition to t e
excited band of the SSH model. Step (3) The sequence is finally
completed by letting the spin components further evolve in the
upper band until they return to k = 0. At this point in time, a
final ⇡/2-pulse with phase 'MW is applied t i terfere the two
spin c mponents and rea out their relative phase  ' hrough the
resulting Ramsey fringe. The change in dimerization occurring at
the mid-point of the echo s qu nce is crucial in order not to cancel
t e Zak phase in addition to the Zeeman phas . As a esult of
the opposite windings of the Bloch states in the upper and lower
bands with quasimomentum k (Fig. 1c), the resulting phase shift
encoded in the Ramsey fringe is thus given by  '='D1Zak 'D2Zak if the
dimerization is swapped, whereas  '=0 if it is left unchanged.
In Fig. 2b,c we s ow images of the momentum distribution
of the atoms during the spin-dependent Bloch oscillations in the
lower and upper energy bands. Note the opposite evolution in
momentum space due to the opposite ma netic moments of the
NATURE PHYSICS | VOL 9 | DECEMBER 2013 | www.nature.com/naturephysics 797
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FIG. 18 Two-band spectrum of the SSH Hamilt nian and
Zak hase measurement. An initial w ve-packet is pre ar
at the bottom of the lowest band (left image). Each atom is
in the superposition of the |±〉 spin states, which experience
opposite forces in the presence of a magnetic field gradient.
After a combination of exchanges of he atomic nternal tate
and of the dimeriz tion (mid le image), t e two wav -pack ts
recombine at th top of e highest band (right image). The
measurement of th accumulated phase provides the value of
the Zak phase. Courtesy of Atala et al. (2013).
and q = pi/ . When a atom nitially prepared with
the quasi-momentum q0 is submitted t an additional
uniform force F , its quasi-momentum q(t) periodically
spans the Brillouin zone (Bloch oscillation) at a frequency
aF/h: q(t) = q0 + Ft/~ (mod. 2pi/a). Th phase hat
is accumulated in this periodic motion contains releva t
information about the topology of the energy bands.
Since Bloch oscillati ns will play a key role in sev-
eral instances in the following, we briefly outline the
pr nciple of heir the r tical description. T Hami -
tonian of the particl in the presence f th periodic
lattice potential V (x) and of he force F reads Hˆ =
pˆ2/2m + V (xˆ) − Fxˆ. Let us write the initial state of
the particle ψ(x, 0) = eixq0u
(n)
q0 (x), where u
(n)
q0 (x) is the
periodic part of the Bloch function s ociated to the n-th
band and to the quasi-mom ntum q0. One can look for
a solution of the time-dependent Schro¨dinger equation
under the usual Bloch form ψ(x, t) = eixq(t) u(x, t). The
evolution of u is governed by the periodic Hamiltonian
Hˆq(t) = [pˆ + ~q(t)]2/2m + V (xˆ), therefore the solution
u(x, t) remain spatially periodic at any time. If we add
the ssumption that t force F s we k enough so that
interba d transiti ns play a negligible role, the state of
the particl will follow adiabatically the corresponding
Bloch state of the nth band, i.e. u(x, t) = eiϕ(t) u
(n)
q(t)(x),
and the relevant information is encoded in the phase ϕ(t).
Le u fo s on t e state of the particle after one Bloch
period. At thi moment, the quasi- omentum is back to
its initial value q0 and th phase is the sum of two con-
tributions: (i) he dynamical phase − ∫ E[q(t)] dt/~ and
(ii) t e Zak phase of the band, Eq. (14).
The first measurement of the Zak phase in a cold atom
context was performed by Atala et al. (2013). A 1D su-
perlattice was made out of wo standing waves with a
long and a short p riod (see Sebby-Strabley et al. (2006)
and Trotzky et l. (2008) for two met ods for creating
double-well superlattice potentials), generating the po-
27
tential (50) where both the relative phase φ and the am-
plitudes Vlong,short are control parameters. As detailed in
section III.B, this constitutes a realization of the Hamil-
tonian proposed by Rice and Mele (1982), reducing to
the SSH model (Su et al., 1979) for φ = pi/2. Here we
restrict for simplicity to the SSH case and we refer the
reader to Atala et al. (2013) for the discussion of the
general case. First we recall that as discussed in Sec.
II.C.1, the Zak phase itself is not invariant under gauge
transformations in momentum space. Indeed it depends
on the choice of the relative phases between Wannier
states, i.e. the arbitrariness in deciding if the unit cell is
formed by a pair {Aj , Bj} (NA = NB in Eq. (24)) or by
a pair {Bj−1, Aj} (NA = NB + 1 in Eq. (24)). However,
once this choice is made, the gauge-invariant quantity
δφZak ≡ φ(D1)Zak −φ(D2)Zak = pi, where D1 and D2 correspond
to the two possible dimerizations of the system, obtained
by choosing either φ = 0 or φ = pi.
In order to measure δφZak, Atala et al. (2013) first pre-
pared the atoms in a wave-packet localized at the bot-
tom of the lowest band. Then using a pi/2 microwave
pulse the atoms were placed in a superposition of two
spin states | ↑〉 and | ↓〉, which underwent Bloch oscil-
lations in opposite directions in the presence of a mag-
netic gradient (Figure 18). At the moment when the two
wave-packets reach the edges of the BZ, the Zak phase is
encoded in the relative phase between these wave pack-
ets. In principle it could thus be read using a second
pi/2 microwave pulse, closing the interferometer in quasi-
momentum space. However the magnetic field fluctua-
tions in the lab cause a random dephasing between the
two arms of the interferometer, and prevent one from
performing this direct measurement. To circumvent this
problem, Atala et al. (2013) used a spin echo technique.
A second microwave pulse flipped the spins as the atoms
reached the edges of the BZ and at the same moment,
the dimerization was changed by switching φ from 0 to pi,
corresponding to an exchange of states between the lower
and the upper bands. Finally the two paths were recom-
bined when the wave-packets reached the top of the upper
band, and the accumulated phase revealed the value of
δφZak. The experimental result δφZak/pi = 0.97 (2) was
in excellent agreement with the expected value.
2. Measurement of the anomalous velocity
We now turn to the case of a 2D lattice and we inves-
tigate how the semi-classical dynamics of a wave-packet
can reveal the topological features of a given energy band.
The starting point is the set of equations that govern the
evolution of the average quasi-momentum q and average
position r when a constant force F is superimposed to
(a)
aqx
pi−pi
pi
pi
aqy
Q+Q−
(b)
aqx
pi−pi
pi
pi
aqy
(c)
aqx
pi−pi
pi
pi
aqy
FIG. 19 (a) Brillouin zone and Dirac points Q± for the
brick-wall lattice of Fig. 10. (b) When the degeneracy is
lifted by introducing an energy offset between the A and B
sites, the subbands are topologically trivial. For the lowest
band, the Berry curvature has opposite signs (marked with
blue and red colors) in the vicinity of Q±. The anomalous
velocity (white arrow) thus has opposite chirality at these
points. (c) Lifting of degeneracy obtained by adding complex
NNN couplings (Haldane, 1988b). The Berry curvature then
keeps a constant sign over the BZ, and the anomalous velocity
has the same chirality at both points. Figure adapted from
Jotzu et al. (2014).
the lattice potential
~ q˙ = F , (73)
~ r˙ =∇qE(q) +Ω(q)× F . (74)
This set of equations is valid when the applied force F is
weak enough, so that transitions to other bands can be
neglected. With the first equation we recover the Bloch
oscillation phenomenon: The momentum drifts linearly
in time in response to the applied force F . The second
equation provides the value of the velocity of the wave-
packet at a given position in the BZ. It contains two
contributions: The first one is the well-known expres-
sion for the group velocity (see e.g. Ashcroft and Mermin
(1976) for the case of a periodic potential). The second
contribution, which is sometimes called the “anomalous
velocity” (Xiao et al., 2010), couples the wave-packet dy-
namics to the local value of the Berry curvature Ω(q).
As a result of this contribution, the recording of a given
trajectory inside the Brillouin zone allows one to recon-
struct the Berry curvature along this trajectory (Price
and Cooper, 2012).
This method was implemented by Jotzu et al. (2014) in
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order to analyze the topology of a 2D optical lattice in the
vicinity of Dirac points. The experiment was performed
with a brick-wall lattice (Figure 10a), which is topologi-
cally equivalent to the hexagonal lattice of graphene, with
two sites A and B per unit cell (Tarruell et al., 2012).
In such a lattice, when only nearest-neighbor couplings
A→ B and B→ A are taken into account, the spectrum
consists of two bands touching at two Dirac points Q+
and Q− in the BZ (Figure 19a). As explained in Sec.
III.C, an additional circular shaking of the lattice breaks
the time-reversal symmetry of the system and allows one
to lift the degeneracy at the Dirac points, with the two
subbands acquiring a non-trivial topology. Another pos-
sibility to lift this degeneracy consists of simply intro-
ducing an energy offset between sites A and B. However
in this case each subband is topologically trivial (Sec.
II.C.2). With this setup one can thus explore the phase
diagram of the Haldane model shown in Fig. 10b.
Using an analysis of wave-packet dynamics close to the
points Q±, Jotzu et al. (2014) studied the transition be-
tween the topological and trivial cases. Starting from a
wave-packet at the center of the BZ, they dragged it close
toQ+ orQ− using the force F created by a magnetic gra-
dient. The curvature of the motion of the wave-packet
in the BZ revealed the sign of the anomalous velocity,
hence of the Berry curvature. In the trivial case, Ω(Q+)
andΩ(Q−) have opposite signs, hence the Chern number
which is proportional to the integral of Ω(q) over the BZ
is zero (Fig. 19b). In the topologically non-trivial case,
Ω(Q±) have the same sign (Fig. 19c). The measurements
of the drift of the wave-packet performed by Jotzu et al.
(2014) confirmed quantitatively this scenario.
3. Interferometry in the BZ
We now come back to the simple case of a graphene-
like lattice with only NN couplings, in which case the
two subbands touch at two Dirac points Q±. In this
case it is not possible to calculate the Berry curvature Ω
for each subband because the definition (67) is singular
in Q±. The situation can be viewed as an equivalent
(for momentum space) of an infinitely narrow solenoid
(in real space) providing a finite magnetic flux. In the
latter case it is known that the presence of the solenoid
can be probed by interferometric means. This is indeed
a paradigmatic example for the Aharonov–Bohm effect:
Using a two-path interferometer such that the solenoid
passes through its enclosed area, there exists between the
two paths a phase difference proportional to the magnetic
flux. In the case of a two-path interferometer enclosing
a Dirac point in momentum space, the phase difference
between the two paths is pi (Mikitik and Sharlai, 1999).
This phase shift has been measured in the cold atom
context by Duca et al. (2015). The graphene-like struc-
ture was generated using an optical lattice with three
coupling between the legs so as to adiabatically
load the fermionic system in the lowest band of
both the lattice and the Raman-dressed energy
spectrum.
Despite the absence of a real bulk region, this
two-leg configuration is expected to support chi-
ral currents with atoms flowing in opposite di-
rections along the legs (Fig. 2C), as investigated
recently in bosonic systems (24). To observe this,
we measured the relative motion of the atoms in
the two legs by spin-selective imaging of the lat-
tice momentum distribution, obtained by switch-
ing off the synthetic coupling and releasing the
atoms from the lattice. In Fig. 2A (upper panel),
w show two time-of-flight images corresponding
to them= –5/2 andm= –1/2 legs (Fig. 2C) forW1 =
2p × 489 Hz and t = 2p × 134 Hz (W1/t = 3.65).
Here we are interested only in direction x^, which
reflects the distribution of the lattice momenta k
along the legs (in units of the real-lattice wave
numberkL=p/d, whered is the real-lattice spacing).
The lattice m mentum distribution along y^ is a
uniform square due to the presence of the strong
optical lattice along the transverse (frozen) real
directions (20). The central panel of Fig. 2A shows
the lattice momentum distribution n(k) after in-
tegration of the images along y^and normalization
according to ∫nðkÞdk ¼ 1.We observe a clear asym-
metry in n(k) [similar to what wa reported in
experiments with spin-orbit coupling in harmon-
ically trapped gases (25–27)], which we charac-
terize by defining the function
hðkÞ ¼ nðkÞ − nð−kÞ ð2Þ
which is plotted in the lower panel of Fig. 2A. The
expression J ¼ ∫
1
0
hðkÞdk provides a measurement
of the lattice momentum unbalance and quanti-
fies the strength of the chiral motion of the
particles along the two legs. The values J =
+0.056(3) form = –5/2 and J = –0.060(7) form =
–1/2 are approximately equal in intensity and
opposite in sign, providing direct evidence for
presence of chirality in the system. The small value
of J is attributable to the fact that, in addition to
states exhibiting chiral currents, fermions occupy
other states at the bottom of the band, which do
not display chiral features. We also performed the
same experiment with a reversed direction of the
synthetic magnetic field B (Fig. 2B), observing a
change of sign in J, corresponding to currents
circulating in the opposite direction. This behavior
confirms the interpretation of our data in terms of
chiral currents induced by a synthetic magnetic
field in a synthetic 2D lattice.
The stability of chiral edge states in fermionic
systems is of key importance, for example, for
quantum information applications. In our sys-
tem, the appearance of a chiral behavior is gov-
erned by several key parameters, including the
ratio W1/t, the Fermi energy EF, and the flux ϕ.
These parameters are easy to adjust, so they can
be used to investigate the rise and fall of the edge
currents as a function of theHamiltonian param-
eters (24), as well as to identify which regimes
exhibit stronger chiral features. By varying the
tunneling rates along x^ and m^, we observe a
phase transition between a chiral behavior and
a nonchiral regime. The lattice momentum dis-
tribution is measured as a function ofW1/twith-
out affecting other relevant parameters, such as
EF and T. Figure 2D illustrates themeasurement
of jJ j as a function ofW1/t (circles). As expected,
no chirality is observed for vanishing W1, when
the legs are decoupled. Chirality is also suppres-
sed for large inter-edge coupling W1≫t. In the lat-
ter regime, the largest energy scale in the system
is the effective kinetic energy along the synthetic
direction: This contribution is minimized when
the fermions occupy the lowest energy state on
each rung, which does not exhibit any chiral
behavior. The measured values of jJ j compare
well with the results of a numerical simulation
that includes thermal fluctuations (shaded area
in Fig. 2D) (20).
We next considered a three-leg ladder, which
is the minimal configuration for which chiral
currents at the edges can be sharply distinguished
from the behavior of the bulk. The experimental
procedure is analogous to that employed for the
two-leg case, with the Raman parameters adjusted
to extend the synthetic coupling tom = +3/2, with
W2 ≃ 1:41 W1 (20). Figure 3A showsmeasuredn(k)
and h(k) for each of the three legs for W1 = 2p ×
620 Hz and t = 2p × 94 Hz (W1/t = 6.60). We
observe strong chiral currents in the upper- and
lower-edge chains, showing values of J with
opposite sign, similar to the two-leg case [J =
+0.079(6) form = –5/2 and J = –0.062(4) form =
+3/2]. In contrast, the central leg shows a much-
reduced asymmetry in n(k) [J = 0.018(5)], sig-
naling a suppressed net current in the bulk. This
is direct evidence of the existence of chiral states
propagating along the edges of the system, which
leave the bulk mostly decoupled from the edges
(Fig. 3C). This behavior is akin to what is expected
for a fermionic system in a Harper-Hofstadter
Hamiltonian. Bulk states exhibit only local circu-
lations of current, which average to zero when all
of the different states enclosed by the Fermi sur-
face are considered. Only the edges of the system
experience a nonzero current, because there the
chiral nature of the states prevents this cancella-
tion effect from occurring. In the ribbon geometry
of the experiment, the bulk reduces to just a single
central line. Nevertheless, the behavior discussed
above is clearly present and detectable in the ex-
perimental signal. The small width of the ribbon
favors the observation of edge states, given the
large boundary-to-surface ratio of the system,
which is reflected in a substantial population of
states with edge character.
Figure 3C shows the values of J as a function of
W1/t for the three different legs of the ladder. The
results illustrate the role of the bulk-edge coupling:
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Fig. 3. Chiral edge currents
in a three-leg ladder. (A)
Experimental time-of-flight
images (top), n(k) (center),
and h(k) = n(k) – n(–k)
(bottom) for each of the three
legs m = –5/2, m = –1/2, and
m = +3/2 constituting the
ladder, respectively [numbers
shown in the bottom panels
are the values of J determined
from h(k)]. Experimental
parameters: W1 = 2p × 620 Hz,
t = 2p × 94 Hz, W1/t = 6.60,
and ϕ ¼ 0:37p. (B) Sketch of
the three-leg ladder
configuration realized for this
experiment. (C) Circles show
experimental values of the net
momentum unbalance J for
each leg as a function of W1/t.
The shaded areas illustrate the results of a numerical simulation (20). For both experimental and simulation data, blue, green, and red correspond tom = –5/2,
m = –1/2, and m = 3/2, respectively.
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coupling between the legs so as to adiabatically
load the fermionic system in the lowest band of
both the lattice and the Raman-dressed energy
spectrum.
Despite the absence of a real bulk region, this
two-leg configuration is expected to support chi-
ral currents with atoms flowing in opposite di-
rections along the legs (Fig. 2C), as investigated
recently in bosonic systems (24). To observe this,
we measured the relative motion of the atoms in
the two legs by spin-selective imaging of the lat-
tice momentum distribution, obtained by switch-
ing off the synthetic coupling and releasing the
atoms from the lattice. In Fig. 2A (upper panel),
we show two time-of-flight images corresponding
t them= –5/2 andm= –1/2 legs (Fig. 2C) forW1 =
2p × 489 Hz and t = 2p × 134 Hz (W1/t = 3.65).
Here we are interested only in direction x^, which
reflects the distribution of the lattice momenta k
along the legs (in units of the real-lattice wave
numberkL=p/d, whered is the real-lattice spacing).
The lattice momentum distribution along y^ is a
uniform square due to the prese c of the strong
optical lattice along the transverse (frozen) real
directions (20). The central panel of Fig. 2A shows
the lattice momentum distribution n(k) after in-
tegration of the images along y^and normalization
according to ∫nðkÞdk ¼ 1.We observe a clear asym-
metry in n(k) [similar to what was reported in
experime ts with spin-orbit coupling in harmon-
ically trapped gases (25–27)], which we charac-
terize by defining the function
hðkÞ ¼ nðkÞ − nð−kÞ ð2Þ
which is plotted in the lower panel of Fig. 2A. The
expression J ¼ ∫
1
0
hðkÞdk provides a measurement
of the lattice momentum unbalance and quanti-
fies the strength of the chiral motion of the
particles along the two legs. The values J =
+0.056(3) form = –5/2 and J = –0.060(7) form =
–1/2 are approximately equal in intensity and
opposite in sign, providing direct evidence for
presence of chirality in the system. The small value
of J is attributable to the fact that, in addition to
states exhibiting chiral currents, fermions occupy
other states at the bottom of the band, which do
not display chiral features. We also performed the
same experiment with a reversed direction of the
synthetic magnetic field B (Fig. 2B), observing a
change of sign in J, corresponding to currents
circulating in the opposite direction. This behavior
confirms the interpretation of our data in terms of
chiral currents induced by a synthetic magnetic
field in a synthetic 2D lattice.
The stability of chiral edge states in fermionic
systems is of key importance, for example, for
quantum information applications. In our sys-
tem, the appearance of a chiral behavior is gov-
erned by several key parameters, including the
ratio W1/t, the Fermi energy EF, and the flux ϕ.
These parameters are easy to adjust, so they can
be used to investigate the rise and fall of the edge
currents as a function of theHamiltonian param-
eters (24), as well as to identify which regimes
exhibit stronger chiral features. By varying the
tunneling rates along x^ and m^, we observe a
phase transition between a chiral behavior and
a nonchiral regime. The lattice momentum dis-
tribution is measured as a function ofW1/twith-
out affecting other relevant parameters, such as
EF and T. Figure 2D illustrates themeasurement
of jJ j as a function ofW1/t (circles). As expected,
no chirality is observed for vanishing W1, when
the legs are decoupled. Chirality is also suppres-
sed for large inter-edge coupling W1≫t. In the lat-
ter regime, the largest energy scale in the system
is the effective kinetic energy along the synthetic
direction: This contribution is minimized when
the fermions occupy the lowest energy state on
each rung, which does not exhibit any chiral
behavior. The measured values of jJ j compare
well with the results of a numerical simulation
that includes thermal fluctuations (shaded area
in Fig. 2D) (20).
We next considered a three-leg ladder, which
is the minimal configuration for which chiral
currents at the edges can be sharply distinguished
from the behavior of the bulk. The experimental
procedure is analogous to that employed for the
two-leg case, with the Raman parameters adjusted
to extend the synthetic coupling tom = +3/2, with
W2 ≃ 1:41 W1 (20). Figure 3A showsmeasuredn(k)
and h(k) for each of the three legs for W1 = 2p ×
620 Hz and t = 2p × 94 Hz (W1/t = 6.60). We
observe strong chiral currents in the upper- and
lower-edge chains, showing values of J with
opposite sign, similar to the two-leg case [J =
+0.079(6) form = –5/2 and J = –0.062(4) form =
+3/2]. In contrast, the central leg shows a much-
reduced asymmetry in n(k) [J = 0.018(5)], sig-
naling a suppressed net current in the bulk. This
is direct evidence of the existence of chiral states
propagating along the edges of the system, which
leave the bulk mostly decoupled from the edges
(Fig. 3C). This behavior is akin to what is expected
for a fermionic system in a Harper-Hofstadter
Hamiltonian. Bulk states exhibit only local circu-
lations of current, which average to zero when all
of the different states enclosed by the Fermi sur-
face are considered. Only the edges of the system
experience a nonzero current, because there the
chiral nature of the states prevents this cancella-
tion effect from occurring. In the ribbon geometry
of the experiment, the bulk reduces to just a single
central line. Nevertheless, the behavior discussed
above is clearly present and detectable in the ex-
perimental signal. The small width of the ribbon
favors the observation of edge states, given the
large boundary-to-surface ratio f the system,
which is reflected in a substantial population of
states with edge character.
Figure 3C shows the values of J as a function of
W1/t for the three different legs of the ladder. The
results illustrate the role of the bulk-edge coupling:
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Fig. 3. Chiral edge currents
in a three-leg ladder. (A)
Experimental time-of-flight
images (top), n(k) (center),
and h(k) = n(k) – n(–k)
(bottom) for each of the three
legs m = –5/2, m = –1/2, and
m = +3/2 constituting the
ladder, respectively [numbers
shown in the bottom panels
are the values of J determined
from h(k)]. Experimental
parameters: W1 = 2p × 620 Hz,
t = 2p × 94 Hz, W1/t = 6.60,
and ϕ ¼ 0:37p. (B) Sketch of
the three-leg ladder
configuration realized for this
experiment. (C) Circles show
experimental values of the net
momentum unbalance J for
each leg as a function of W1/t.
The shaded areas illustrate the results of a numerical simulation (20). For both experimental and simulation data, blue, green, and red correspond tom = –5/2,
m = –1/2, and m = 3/2, respectively.
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Figure 2 | Experimental sequence and spin-depe dent Bloch oscillations. a, En rgy ba d, MW pulses and state evolution of a single atom i a
superposition of two spin-states with opposite agnetic moment (brown and green balls) during the three-step echo sequence described in the text. The
winding of the state vector with k is given by ✓k (solid line dimerization D1, dashed lin dimeriz tion D2). b,c, Time-of-flight momentum distributions tak n
for different evolution times of the spin-dependent Bloch oscillations in th lower (b) and upper energy band (c) used in the xp riment. Each omentum
point is an average of three identical measurements.
field gradi nt is applied that creates a c nstant force in opposit
directions for the two spin components. Such a consta t force leads
to Bloch oscillations—that is, a linear evolution of quasimomentum
over time24. In our case the force is directed in opposite directions
for the two spin components. The atomic wavepacket thus evolves
into the coherent superposition state 1/
p
2(|",ki+ ei ' |#, ki).
When both reach the band edge, the differential phase between
the two states is given by  ' = 'Zak +  'Zeeman. Note that for
all time-reversal i variant Hamiltonians (as is the case here), the
dynamical phase acquired during the adiabatic evolution is equal
for the two spi states a d therefore cancels in the phase difference.
In principle, if a sufficiently highmagnetic field stability is present in
the laboratory such that 'Zeeman is reproducible, one could end the
experimental sequence here by applying a second ⇡/2-pulse with
phase 'MW, as described in step 3 below. The Zak phase of the lowest
band could then be directly extracted from the resulting Ramsey
fringe. Step (2) To eliminate the Zeeman phase differ nce, we apply
a spi -echo ⇡-pulse at this point and also switch dimerization
from D1! D2. For toms located at the band edge k = ±G/2,
this non-adiabatic dimerization switch induces a transition to t e
excited band of the SSH model. Step (3) The sequence is finally
completed by letting the spin components further evolve in the
upper band until they return to k = 0. At this point in time, a
final ⇡/2-pulse with phase 'MW is applied t i terfere the two
spin components and rea out their relative phase  ' hrough the
resulting Ramsey fringe. The change in dimerization occurring at
the mid-point of the echo s qu nce is crucial in order not to cancel
the Zak phase in addition to the Zeeman phas . As a esult of
the opposite windings of the Bloch states in the upper and lower
bands with quasimomentum k (Fig. 1c), the resulting phase shift
encoded in the Ramsey fringe is thus given by  '='D1Zak 'D2Zak if the
dimerization is swapped, whereas  '=0 if it is left unchanged.
In Fig. 2b,c we show images of the momentum distribution
of the atoms during the spin-dependent Bloch oscillations in the
lower and upper energy bands. Note the opposite evolution in
momentum space due to the opposite ma netic moments of the
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(c)
Extending our work to interacting systems requires sufficiently low
heating.We investigate this with a repulsively interacting spinmixture
in the honeycomb lattice previously used for studying the fermionic
Mott insulator27.Wemeasure the entropy in theMott insulating regime
by loading atoms into the lattice and reversing the loading procedure
(seeMethods andExtendedDataFig. 3).The entropy increase is only25%
larger thanwithoutmodulation. This opens up the possibility of study-
ing topological models with interactions28 in a controlled and tunable
way. For example, latticemodulation couldbeused to create topological
flat bands,whichhavebeen suggested togive rise to interaction-induced
fractional Chern insulators29,30. Furthermore, our approach of periodi-
callymodulating the systemcanbe directly extended to engineerHamil-
tonianswith spin-dependent tunnellingamplitudesandphases (Methods).
This canbe achievedbymodulatingamagnetic field gradient,which leads
to spin-dependent oscillating forces owing to the differential Zeeman
shift. For example, TRS topological Hamiltonians, such as the Kane–
Mele model3, can be implemented by simultaneously modulating the
lattice on one axis and a magnetic field gradient on the other.
Online ContentMethods, along with any additional Extended Data display items
andSourceData, are available in theonline versionof thepaper; referencesunique
to these sections appear only in the online paper.
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Extending our work to interacting systems requires sufficiently low
heating.We investigate this with a repulsively interacting spinmixture
in the hon ycomb lattice previously used for studying the fermionic
Mott insulator27.Wemeasure the entropy in theMott insulating regime
by loading atoms into the lattice and reversing the loading procedure
(seeMethods andExtendedDataFig. 3).The entropy increase is only25%
larger thanwithoutmodulation. This opens up the possibility of study-
ing topological models with interactions28 in a controll d and tunable
way. For example, latticemodulation couldbeused to create topol gical
flat bands,whichhavebeen suggested togive rise to interaction-induced
fractional Chern insulators29,30. Furthermore, our approach of periodi-
callymodulating the systemcanbe directly extended to engineerHamil-
toni nswith spin-dependent tunnellingamplitudesandphases (Methods).
This canbe achievedbymodulat ngamagnetic field gradient,which leads
to spin-dependent o cillating forc s owing to the differential Zeeman
shift. For example, TRS topological Hamiltonians, such as the Kane–
Mele model3, can be implemented by simultaneously modulating the
lattice on one axis and a magnetic field gradient o the other.
Online ContentMethods, along with any additional Extended Data display items
andSourceData, are available in theonline versionof thepaper; referencesunique
to these sections appear only in the online paper.
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BA
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access the full parameter space of theHaldanemodel using a fermionic
quantum gas, by extending the proposal to ellipticalmodulation of the
lattice position and additionally breaking IS through a deformation of
the lattice geometry.
The starting point of our experiment is a non-interacting, ultracold
gasof 43 104 to 63 104 fermionic 40Katomsprepared in the lowest band
of a honeycomb optical lattice created by several laser beams at wave-
length l5 1,064 nm, arranged in the x2y plane as depicted in Fig. 1c
and detailed in ref. 8. The two lowest bands have a total bandwidth of
h33.9(1) kHz (whereh isPlanck’s constant),withagapofh35.4(2) kHz
to thenext higher band, and contain twoDiracpoints at opposite quasi-
momenta; see Fig. 1d. After loading the atoms into the honeycomb lat-
tice,we rampupa sinusoidalmodulationof the latticeposition along the
x and ydirectionswith a final amplitude of 0.087(1)l, frequency 4.0 kHz
and phase difference Q. This gives access to linear (Q5 0u or 180u), cir-
cular (Q5690u) and elliptical trajectories.
TheeffectiveHamiltonianof our system in thephase-modulatedhon-
eycomb lattice is computedusinganalytical andnumerical Floquet theory
(see the Methods and Supplementary Information for a detailed dis-
cussion). It is well described by the Haldane model1
H^~
X
ijh i
tijc^
{
i c^jz
X
ijh ih i
eiWij t0ijc^
{
i c^jzDAB
X
i[A
c^{i c^i ð1Þ
where tij and t’ij are real-valued nearest- and next-nearest-neighbour
tunnellingamplitudes, and the latter containadditionalphasesWijdefined
along the arrows shown in Fig. 1a. The fermionic creation and anni-
hilatio operators are denoted by c^{i and c^i. The energy offset DABwv0
between sites of theA and B sublattice breaks IS and opens a gap jDABj
(ref. 8). TRS can be broken by changing Q. This controls the imaginary
part of the next-nearest-neighbour tunnelling, whereas its real part, as
well as tij and DAB, are mostly unaffected (Methods). Breaking only
TRS opens an energy gap jDTj at theDirac points, given by a sumof the
imaginary part of the three next-nearest-neighbour tunnel couplings
conn cting the same sublattice
DT~{
X
l
wlt’l sin Wlð Þ~DmaxT sin Qð Þ ð2Þ
withweightswloforderunity,whichdependon thepositionof theDirac
points in the Brillouin zone. The sum is taken over the different types
of next-nearest-neighbour bond, and the origin of the second equality
is discussed in the Supplementary Information. Circular modulation
(Q5690u) leads to amaximumgap (h|88z10{34 Hz forourparameters),
whereas the gap vanishes for linear modulation (Q5 0u,6180u), where
TRS is preserved.
Wewill first presentmeasurementswhich confirmthat breaking either
symmetry is sufficient to open a gap in the band structure. For this, we
restrict ourselves to eitherQ5 0uorDAB5 0, corresponding to the two
axes of the Haldane diagram of Fig. 1b. Subsequently we will present
measurements in which we explore the topology of the lowest band in
the same parameter regime by probing the Berry curvature. To probe
the opening of gaps in the system, we drive Landau–Zener transitions
through the Dirac points8,22. Applying a constant force along the x
direction bymeans of amagnetic field gradient causes an energy offset
DE/h5 103.6(1)Hzper site, thereby inducing aBlochoscillation.After
one full Bloch cycle the gradient is removed and the fraction of atoms j
in the second band is determined using a band-mapping procedure
(Methods). Forbroken IS, a gapgivenby jDABj opensat bothDiracpoints.
In this case,j reaches amaximumatDAB5 0,which indicates a vanishing
energy gap, anddecays symmetrically around this point as expected; see
Fig. 2a. In the case of brokenTRS (Fig. 2b), a reduction in transfer versus
modulationphase isobserved.This signals anopeninggap,which is found
to be largest for circular modulation, as expected from equation (2).
Breaking either ISorTRSgives rise to similar, gappedband structures
which remain point-symmetric aroundquasi-momentumq5 0.How-
ever, the energy spectrum itself is not sufficient to reveal the different
topology of the band,which is given by the associated eigenstates. These
are characterizedbya local geometrical property: theBerrycurvatureV(q)
(ref. 6). In q-space,V(q) is analogous to amagnetic field and corresponds
a
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Figure 2 | Probing gaps and Berry curvature. a, b, Fraction of atoms in
the second band j after one Bloch oscillation in the qx direction. We break
either IS (a) by introducing a sublattice offs t DAB or TRS (b) via elliptical
m dulation (se diagra s below). This cor spon s to sca ning eith r of th
two axes of the Haldane model. A gap opens at both Dirac points, given by
|DAB | or DmaxT sin Qð Þ
!! !!, r spectively, thereby reducing j. c, d, Differential driftD
obtain d from Bloch oscillati n in opposite qy directions. For broken IS (c),
the opposite Berry curvatures at the two Dirac points cancel each other, while
for broken TRS (d) the system enters the topological regime, where opposite
drifts fo Qwv0 are expected. Data show mean6 s.d. of at least 6 ( –c) or 21
( ) measuremen s, and the Bloch momentum qB5 2p/l. The numbers in
parentheses are the standard deviations of the calibrations of the parameters
used for those plots. e, Sketches illustrating gaps and Berry curvature in
diff re t regimes. Red (blue) indicates positive (negative) Berry curvatur .
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of quasimoment (Fig. 1D). By probing for a
spread in Berry curvature, we can place a bound
on imperfections in the lattice, while simulta-
neously benchmarking the resolution of our
interferometer.
The interferometer sequence (Fig. 2B) begins
with the preparation of an almost pure 87Rb BEC
in the state j↑〉 ¼ jF ¼ 2;mF ¼ 1〉 at quasimomen-
tum k = 0 in a V0 = 1 Er deep lattice, where
Er ¼ h2=ð2ml2LÞ ≈ h$ 4 kHz is the recoil en-
ergy and h is Planck’s constant. A resonant p/2-
microwave pulse creates a coherent superposition
of j↑〉 and j↓〉 ¼ jF ¼ 1;mF ¼ 1〉 states (i). Next,
a spin-dependent force from a magnetic field
grad ent and an orthogonal spin-independent
force from lattice acceleration (Fig. 2A) move the
atoms adiabatically along spin-dependent paths
in reciprocal space (ii) (28). The two spin com-
ponents move symmetrically about a symmetry
axis of the dispersion relation. After an evolution
time t, a microwave p pulse swaps the states j↓〉
and j↑〉 (iii). The two atom c wave packets now
experience opposite magnetic forces in the x di-
rection, such that both spin components arrive at
the same quasimomentum kfin after an additional
evolution time t (iv). At this point, the state of
the atoms is given by jyfin〉ºj↑; kfin〉þ eiϕ; kfin〉
with relative phaseϕ. A second p/2-microwave
pulse with a variable p ase ϕMW closes the in-
terferometer (v) and converts the phase infor-
mation into spin population fractions n↑;↓º1 T
cosðϕþϕMW Þ, which are measured by stan-
dard absorption imaging after a Stern-Gerlach
pulse and ti e of flig t.
The phase difference ϕ at the end of the in-
terferometer sequence consists of the geometric
phase and any difference in dynamical phases
between the two paths of the interferometer.
Ideally, the dynamical contributio should va -
ish because of the symmetry of the paths and the
use of the spin-echo sequence (13). To ascertain
that the measured phase is truly of geometric
origin, we additionally employ a “zero-area” re-
ference interferomet r, comprising a V-shaped
path (Fig. 2B) produced by reversing the lat-
tice acceleration after the p-microwave pulse
of Fig. 2B (iii).
We locate the Berry flux of the Dirac cone by
performing a sequence ofmeasurements inwhich
we vary the region enclosed by the interferometer.
This is achieved by varying the lattice acceleration
at constant magnetic field gradient to control
the final quasimomentum kfiny (k
fin
x ¼ 0) of the
diamond-shaped measurement loop. The result-
ing phase differences betwee measurement and
reference loops are shown in Fig. 2C. When one
Dirac point is enclosed in themeasurement loop,
we observe a phase difference of ϕ ≃ p. In con-
trast, we find the phase difference to vanishwhen
enclosing zero or two Dirac points. We find very
good agreement between our data and a theo-
retical model that includes the finite spread sk in
the initial momentum of the weakly interacting
BEC (blue curve in Fig. 2C) (13). Because of this
spread, each atomhas sampled a slightly different
path inmomentum space andmay therefore have
acquired a different geometric phase. Once the
Dirac point lies within the interferometer area
for exactly half of the atoms, the first phase jump
occurs. Because of the small opening angle of
the chosen interferometer path (~70°), this hap-
pens slightly later than in the ideal case of sk = 0
(black curve in Fig. 2C). Although sk thereby af-
fects the positions of the p phase jumps, it does
not limit their sharpness. Indeed, the data are
fully consistent with the behavior expected for
an inversion-symmetric lattice, where it is im-
possible to identify the sign of the singular Berry
flux (Tp). Small deviations of the phases from 0 or
p can be attributed to an imperfect alignment of
the magnetic field gradient, magnetic field fluctu-
ations, or an imperfect lattice geometry (13). These
systematic effects are particularly relevant close to
the phase jump, where the contrast is minimal
and can influence the perceived direction of the
phase jump.
To minimize systematic errors and improve
our measurement precision, we performed self-
referenced interferometry close to the Dirac
points. As illustrated in Fig. 3A, a standard band-
mapping technique (29) projects those sectors
of the cloud that have (left and right) or have
not (bottom) crossed the edge of the BZ onto
three different corners of the first BZ, such that
we can measure their acquired phases indepen-
dently. Combining these measured phases to
ϕ ¼ ðϕL þϕRÞ=2 − ϕB, where ϕL, ϕR, and ϕB
refer to the phases of the three sectors, elimi-
nates the need for a separate reference mea-
surement and significantly reduces sensitivity to
drifts in the experiment. The resulting phase
again shows a sudden jump from 0 to p (Fig. 3B).
The position of the phase jump is in excellent
agreement with a simple single-band model (13)
that includes an initial momentum spread of
sk = 0.15(1)kL, consistent with an independent
time-of-flight measurement. Notably, the phase
jump occurs within a very small quasimomentum
range of <0.01 kL, and an arctangent fit to the
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Fig. 3. Self-refer nc d interferometry at the Dirac point. (A) (Left) Interferometer path closing at
the K point. Because of the i itial mome tum pr ad, the cl ud (circle with c lored sectors, not to
scale) is split by th edges of the BZ. (Middle) Band map in spatially separates the three different
parts of the cloud ont hree corners of the first BZ (schematic nd image, where cloud sizes are
dominated by in itu size). (Right) The f action of atoms for which the Dir c point lies within the
interferometer loop (green sectors) increases with final quasimomentum kfin. (B) Phase differences
between toms that have c ossed the band edge (sectors L and R) and those that hav not (sector B)
versus final quasimomen um kyfin for paths close to the K (K′) point in red (blue). The shaded regi n
indicates a range dkW = 0 – 12 × 10
–4kL for the spread in Berry curvature, whereas the line is calculated
for dkW ≃ 10−4kL using the odel described in (13), corresponding to a A-B offset of D ≃ h$ 3 Hz.The
inset shows contrast ðn↓max − n↓minÞ=ðn↓maxþ n↓minÞ of the interference fringes of the full cloud.Theory
line and shading are for the same paramet r as in the main graph and include only geometrical
phases (13). All calculations assume sk = 0.15kL.
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of quasimomenta (Fig. 1D). By probing for a
spread in Berry curv ture, w can place a bound
on imperfections in the lattice, while simulta-
neously benchmarking the resolution of our
interferometer.
The interferometer sequence (Fig. 2B) begins
with the preparation f an almost pure 87Rb BEC
in the state j↑〉 ¼ jF ¼ 2;mF ¼ 1〉 at quasimomen-
tum k = 0 in a V0 = 1 Er deep lattice, where
Er ¼ h2=ð2ml2LÞ ≈ h$ 4 kHz is the recoil en-
ergy and h is Planck’s onstant. A resonant p/2-
microwave pulse creates a coherent superposition
of j↑〉 and j↓〉 ¼ jF ¼ 1;mF ¼ 1〉 states (i). Next,
a spin-dependent f rce from magnetic field
gradi t nd an o ogonal spin-independent
force from lattice acceleration (Fig. 2A) move the
toms adiabatically along spin-d pendent paths
in reciprocal space (ii) (28). The two spin com-
pone ts m ve symmetrically about a symmetry
axis of t e disp rsion relation. After an evolution
time t, a microwave p pulse swaps t e states j↓〉
and j↑〉 (iii). The two atomic wave packets now
experi nce opposite magnetic forces in the x di-
rection, such that both spin components arrive at
the same quasimomentu kfin after an additional
evolution time t (iv). At this point, th tate of
the atoms is g ven by jyfin〉ºj↑; kfin〉þ eiϕ; kfin〉
with relative phaseϕ. A second p/2-microwave
puls with a variable phase ϕMW closes the in-
terferometer (v) and converts the phase infor-
mation into spin p pulati n fr ctions n↑;↓º1 T
cosðϕþϕMW Þ, which are measured by stan-
dard absorption imaging after a Stern-Gerlach
pulse and time of flight.
The phase difference ϕ at the end of the in-
terferometer sequenc consists of the geometric
phase a d any difference in dynamical phases
b tw en the two aths of the interferometer.
Id all , the dynamical contribution should van-
ish because of the symmetry of the paths and the
se of th spin-echo sequence (13). To asc rtain
that the measur d phase is truly of geometric
origin, we additionally employ a “zero-area” re-
ference interferometer, comprising a V-shaped
path (Fig. 2B) produced by reversing the lat-
tice acceleratio after the p-mi rowave pulse
of Fig. 2B (iii).
We locate the Berry flux of the Dirac cone by
performing a seq ence ofmeasurements inwhich
we v ry the region enclosed by the interferometer.
This is achieved by varying the l ttice acceleration
at constant magnetic field gradient to control
the final qu simomentum kfiny (k
fin
x ¼ 0) of the
diamond-shaped me sur ment loop. The result-
ing phase differ nces betweenm asurement and
reference loops are shown in Fig. 2C. When one
Dirac point is enclosed in themeasurement loop,
we observe a phase difference of ϕ ≃ p. In con-
trast, we find the phase difference to vanishwhen
enclosing zero or two Dirac points. We find very
good agreement between our data and a theo-
retical model that includes the finite spread sk in
the initial momentum of the weakly interacting
BEC (blue curve in Fig. 2C) (13). Because of this
spread, each atomhas sampled a slightly different
path inmomentum space andmay therefore have
acquired a different geometric phase. Once the
Dirac point lies within the int rferometer area
for xactly half of the atoms, the first phase jump
occurs. Bec use of the small opening angl of
th chos n interferom t r path (~70°), this hap-
pens slightly lat r than in the ideal case of sk = 0
(black curve in Fig. 2C). Although sk thereby af-
fects the positions of the p phase jumps, it does
not limit their sharpness. Indeed, the data are
fully consistent with the behavior expected for
an inversion-symmetric lattice, where it is im-
possible to identify the sign of the singular Berry
flux (Tp). Small deviations of the phases from 0 or
p can be attributed to an imperfect alignment of
the magnetic field gradient, magnetic field fluctu-
ations, or an imperfect lattice geometry (13). These
systematic effects are particularly relevant close to
the phase jump, where the contrast is minimal
and can influence the perceived direction of the
phase jump.
To minimize systematic errors and improve
our measurement precision, we performed self-
r f renced interferometry close to the Dirac
points. As illustrated in Fig. 3A, a standard band-
mapping techniq e (29) projects those sectors
of t e cloud that have (left and right) or have
not (bottom) cr ss d the edg of the BZ onto
three differe t corners of the first BZ, such that
we can measure their cquired phases indepen-
dently. Combining these measured phases to
ϕ ¼ ðϕL þϕRÞ=2 − ϕB, where ϕL, ϕR, and ϕB
refer to the phases of the three sectors, elimi-
nates the need for a separate reference mea-
surement and significantly reduces sensitivity to
drifts in the experiment. The resulting phase
again shows a sudden jump from 0 to p (Fig. 3B).
The position of the phase jump is in excellent
agreement with a simple single-band model (13)
that includes an initial momentum spread of
sk = 0.15(1)kL, consistent with an independent
time-of-flight measurement. Notably, the phase
jump occurs within a very small quasimomentum
range of <0.01 kL, and an arctangent fit to the
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Fig. 3. Self-referenced int rferometry at the Dirac oint. (A) (Left) I terferometer path closing at
the K point. Because of the initial momentum spread, the cloud (circle with colored sectors, not to
scale) is split by the edges of the BZ. (Middle) Band mapping spatially separates the three different
parts of the cloud onto three corners of the first BZ (schematic and image, where cloud sizes are
dominated by in situ size). (Right) The fraction of atoms for which the Dirac point lies within the
interferometer loop (green sectors) increases with final quasimomentum kfin. (B) Phase differences
between atoms that have crossed the band edge (sectors L and R) and those that have not (sector B)
versus final quasimomentum kyfin for paths close to the K (K′) point in red (blue). The shaded region
indicates a range dkW = 0 – 12 × 10
–4kL for the spread in Berry curvature, whereas the line is calculated
for dkW ≃ 10−4kL using the model described in (13), corresponding to an A-B offset of D ≃ h$ 3 Hz.The
inset shows the contrast ðn↓max − n↓minÞ=ðn↓maxþ n↓minÞ of the interference fringes of the full cloud.Theory
line and shading are for the same parameters as in the main graph and include only geometrical
phases (13). All calculations assume sk = 0.15kL.
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FIG. 20 Aharonov–Boh interferom ter around a Dirac
point. S arting from a wave-packet loc iz d at the center
of the BZ of a graphene-like optical lattice, one measu es the
p as differen ϕ betwe n the two paths of an interferom -
ter ending at th quasi-mo entum (kx = 0, ky). When o e
of the Dirac poi ts K or K′ s nsid the enclosed ar a of the
interferome r, th me sured value for ϕ is in good agreem nt
with the prediction ϕ = pi. Courtesy of Duca et al. (2015).
beams at 120◦ ang es. Initially the external state of the
87Rb atoms is a wave-p cket loca d at the cent r of the
BZ, and the r int al s a e is a given Zeeman sta e | ↑〉.
A microwave pi/2 pulse prepares a coherent superposition
of | ↑〉 and | ↓〉, where the magnetic moment of | ↓〉 is op-
posite to that of | ↑〉. Then h displa em ts of th two
corresponding wave-pack ts are c ntro led us g si ulta-
neously: (i) A lattice acceleration along y which creates
the same inertial force on the two Zeeman states; (ii) A
mag etic grad ent which reat s pposite forces on th m
along x; (iii) A pi microwave pulse which exchanges the
atomic spins in the middle of the trajectories, in order
to close the interferometer in momentum space. The re-
sult obtained by Duca et al. (2015), sh wn in Figure 20,
shows clearly that a phase difference of ∼ pi between the
two paths appears if and only if the enclosed ar a con-
tains one of the two Dirac points. Using a similar tech-
nique Li et al. (2016) could also access the Wilson line
regime, which generalizes the Berry phase concept to the
case where the state of the system belongs to a (quasi-
)degenerate manifold. Li et al. (2016) investigated the
case where the transport from one place to another in
the BZ is done in a time much shorter than the inverse of
the frequency width of the bands. In that experiment the
transport was characterized by a single phase factor and
could be analyzed within the framework of Stu¨ckelberg
interferometry (Lim et al., 2014, 2015). However in more
complex situations, interferometry can also reveal non-
Abelian features of the transport (see e.g. Alexandradi-
nata et al. (2014)).
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Imax; as ts/tx increased, Imax began to saturate as
essentially all atoms tunneled (27).
We then shifted our focus from bulk excita-
tions to edge excitations, which we studied by
launching edge magnetoplasmons, or superposi-
tions of edge states across magnetic bands with
crystal momentum qx/kL = ∓fAB/p. We created
themon either edge, with the potential tilted along
es (Fig. 4, A and B), so that the initially occupied
site was at the potential minimum. The time-
evolving average position hm(t)i along es and the
velocity hnxðtÞi ¼
X
m
Im along ex are shown in
Fig. 4, C and D. Data shown in pink and blue
solid circles are for initial sites hm(t =0)i =±1, both
of which evolved periodically in time but with op-
posite velocities. The spatial trajectories are illus-
trated in Fig. 4E; we obtained the displacement
hdj(t)i by directly integrating hvx(t)/ai, where a =
lL/2 is the lattice period. These data show edge
magnetoplasmons with their chiral longitudinal
motion and constitute an experimental observa-
tion of their edge localization and transverse
skipping motion.
This and related approaches (12) have a practi-
cal advantage over other techniques for creating
artificial gauge fields, in that minimal Raman-
laser coupling is required [typically 10 to 50 times
less than in previous experiments using Raman
coupling (30)], thereby minimizing heating from
spontaneous emission and enabling many-body
experiments that require negligible heating rates.
Lifetimes from spontaneous emission with this
technique are in excess of 10 s (corresponding to a
heating rate of <10–3 tx/2pħ), whereas other ap-
proaches for creating large artificial gauge fields
have lifetimes well below 1 s (8–10, 31).
The experiments described here used nearly
pure BECs, either in adiabatically prepared eigen-
states or evolving after sudden changes to the
Hamiltonian. In the former case, interactions did
not affect our measurements, whereas in the lat-
ter case, collisions during the dynamical evolution
gradually populated additional states and contrib-
uted to considerable dephasing within 10 ms. Be-
cause our approach of using the internal atomic
spin states as lattice sites involves different “syn-
thetic sites” residing in the same location in space,
the interactions between atoms are anisotropic—
short-ranged along ex but long-ranged along es. In
(32), it was shown theoretically that even such
anisotropic systems can support fractional quan-
tum Hall states.
With our hard-wall potential, a realization of
the Laughlin charge pump (33) is straightforward:
As particles accelerate along ex, mass moves from
one edge to the other in the orthogonal direction
es. Extending our technique to periodic boundary
conditions—i.e., coupling the |m = ±1i states—should
produce systems exhibiting a fractal Hofstadter
spectrum (4), even with only a three-site extent
along es. Going beyond conventional condensed-
matter realities, the flexibility afforded by directly
laser-engineering the hopping enables the crea-
tion of Möbius strip geometries, or topological
systems with only one edge (34).
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FIG. 21 Ed -magnetoplasmon trajectories, where the dis-
placem nt w s btained by integrating the velocity.
4. D rect imaging of edge magn to-plas ons
Although the synthetic-dimension systems can be de-
scribed by the same Harper-Hofstadter Hamiltonian as
with real-space laser-assisted tunneling approaches, using
the spin degree of freedom to encode one spatial direction
enables new preparation, control and measurement op-
portunities. For example: the finite number of spin states
in effect generates infinitely sharp hard-wall bound ries
i he synthet c dimension; the synthetic-dimension tun-
neling can be applied and removed n any experimental
time-scale; atoms can be initially prepared in any initial
synthetic dim nsion site; and conventional time-of-flight
measurements, along with Stern-Gerlach te niqu s al-
low the near-perfect resolution of “position” in the spin
direc ion.
Recent synthetic dimension experiments (Mancini
et al., 2015; Stuhl et al., 2015) used these techniques to
directly image the evolution of edge magneto-plasmons.
In a quantum-Hall system, an edge magneto-plasmon is
the quantum analogue to the skipping cyclotron orbits
which “bounce” down the edge of a system in a chiral
manner, essentially following cyclotron orbits that are
interrupted by the system’s edge (see Fig. 4). These dy-
namical excita ions evolve with a ch racteristic frequency
given by the cyclotron frequency and are superposition
states between different Landau levels. These should
not be confused with the chiral edge modes that underly
quantized conductance: these modes are built from states
all within the same Landau level. These modes have not
been observed in two-dimensional experiments, however,
their analog has been observed in 1D experiments, also
using synthetic dimensions, where the end-modes of 1D
systems have been observed (Meier et al., 2016).
In condensed matter systems, edge magneto-plasmons
certainly have been launched and detected. Both in
steady state, in magnetic focusing experiments (van
Houten et al., 1989) and directly in the time-domain us-
ing electrostatic gates (Ashoori et al., 1992). Cold atom
experiments complete the picture by allowing for direct
space and time resolution of these skipping orbits.
In these experiments (Mancini et al., 2015; Stuhl et al.,
2015), the system was initialized with no hopping along
the synthetic dimension, and with all atoms either in one
or the other edge along the synthetic dimension. Once
this initial state was prepared, tunneling was instantly
turned on. The highly localized initial state, described
by a superposition of different Landau-levels, then began
to evolve, skipping down the system’s edge. Following a
tunable period of evolution time-of-flight measurements
directly imaged the position along the synthetic direction
along with velocity in the spatial direction 1, which gives
position by direct imaging. As shown in Fig. 21, this
prescription allows for direct imaging of edge magneto-
plasmons.
C. Transport measurements
In the last part of this section, we turn to experimen-
tal procedures that are closer in spirit to well-established
condensed matter techniques. Starting from a uniformly
filled band, one can perform a transport-like experiment,
measure the displacement of the whole cloud in the lattice
after a certain duration, and infer non-trivial topologi-
cal aspects from this dynamics (Dauphin and Goldman,
2013).
1. Adiabatic pumping
The concept of a quantized pump introduced by
Thouless (1983) has been described in general terms in
Sec. II.F. It requires a lattice whose shape is controlled
by at least two effective parameters, such as ∆ and J ′−J
for the Rice–Mele model (see Eq. 40). One starts with
a gas that uniformly fills a band of the lattice. Then
one slowly modifies the lattice shape in a way that corre-
sponds to a closed loop in parameter space. As shown in
the Appendix A, the resulting displacement of the center-
of-mass of the gas is then quantized in units of the lattice
spacing.
This concept can be addressed in a 1D geometry, using
a superlattice with the potential (50). As explained in
Sec. III.B, the motion of atoms in the two lowest bands of
this potential for a deep enough lattice can be described
by the Rice–Mele Hamiltonian. Suppose that the rela-
tive phase φ of the long-period lattice is scanned from 0
to 2pi, while the lattice depths Vlong and Vshort are kept
fixed (Figure 22). Initially when φ = 0, the energy of a A
site is below that of a B site, i.e. ∆ < 0 in the framework
of the Rice–Mele model. At this moment the superlattice
1 Because TOF measurements yield the momentum distribution,
some effort is required to derive the velocity in the lattice from
this information.
30
FIG. 22 Illustration of topological pumping with a 1D su-
perlattice described by the potential (50). Left: The phase
φ of the long lattice (see (50)) is varied from 0 to 2pi from
top to bottom. Initially the phase φ = 0 and the particle is
supposed to be localized on the site Aj of a given lattice cell
j. In the limiting case where the energy difference between A
and B sites is large compared to the tunnel matrix elements,
this state would be stationary if φ was kept at the value 0.
When φ is increased up to pi/2, the sites Aj and Bj have the
same energy and the particle is adiabatically transferred to
Bj . Note that we neglect here the tunneling of the particle
from Aj to Bj−1, assuming that it is inhibited by the large
barrier between these two sites. The particle then remains in
Bj until the phase reaches the value 3pi/2, when the particle
again undergoes an adiabatic transfer, now from Bj to Aj+1.
(Here again we neglect tunneling across the large barrier now
present between Bj and Aj .) When the phase φ = 2pi the po-
tential is back to its initial value and the particle has moved
by one lattice site. Note that a motion in the opposite direc-
tion occurs if the particle starts for the site Bj when φ = 0.
Right: In the two-band approximation corresponding to the
Rice–Mele model, the system performs a closed loop around
the origin in the parameter space (J ′ − J,∆).
is symmetric, hence the tunnel matrix elements J ′ and
J from Bj to Aj and Aj+1 are equal. When 0 < φ < pi,
the energy barrier between Aj and Bj is smaller than
that between Bj and Aj+1, hence J
′ > J . During this
time period, ∆ increases and changes sign when φ = pi/2.
During the second half of the cycle, pi < φ < 2pi, one now
finds J ′ < J and ∆ again changes sign. When φ = 2pi,
the system has performed a closed loop in the parame-
ter space (J ′ − J,∆), encircling the vortex localized in
J ′ − J = 0, ∆ = 0. One can therefore conclude that
coupling between the legs so as to adiabatically
load the fermionic system in the lowest band of
both the lattice and the Raman-dressed energy
spectrum.
Despite the absence of a real bulk region, this
two-leg configuration is expected to support chi-
ral currents with atoms flowing in opposite di-
rections along the legs (Fig. 2C), as investigated
recently in bosonic systems (24). To observe this,
we measured the relative motion of the atoms in
the two legs by spin-selective imaging of the lat-
tice momentum distribution, obtained by switch-
ing off the synthetic coupling and releasing the
atoms from the lattice. In Fig. 2A (upper panel),
we show two time-of-flight images corresponding
to them= –5/2 andm= –1/2 legs (Fig. 2C) forW1 =
2p × 489 Hz and t = 2p × 134 Hz (W1/t = 3.65).
Here we are interested only in direction x^, which
reflects the distribution of the lattice momenta k
along the legs (in units of the real-lattice wave
numberkL=p/d, whered is the real-lattice spacing).
The lattice momentum distribution along y^ is a
uniform square due to the presence of the strong
optical lattice along the transverse (frozen) real
directions (20). The central panel of Fig. 2A shows
the lattice momentum distribution n(k) after in-
tegration of the images along y^and normalization
according to ∫nðkÞdk ¼ 1.We observe a clear asym-
metry in n(k) [similar to what was reported in
experiments with spin-orbit coupling in harmon-
ically trapped gases (25–27)], which we charac-
terize by defining the function
hðkÞ ¼ nðkÞ − nð−kÞ ð2Þ
which is plotted in the lower panel of Fig. 2A. The
expression J ¼ ∫
1
0
hðkÞdk provides a measurement
of the lattice momentum unbalance and quanti-
fies the strength of the chiral motion of the
particles along the two legs. The values J =
+0.056(3) form = –5/2 and J = –0.060(7) form =
–1/2 are approximately equal in intensity and
opposite in sign, providing direct evidence for
presence of chirality in the system. The small value
of J is attributable to the fact that, in addition to
states exhibiting chiral currents, fermions occupy
other states at the bottom of the band, which do
not display chiral features. We also performed the
same experiment with a reversed direction of the
synthetic magnetic field B (Fig. 2B), observing a
change of sign in J, corresponding to currents
circulating in the opposite direction. This behavior
confirms the interpretation of our data in terms of
chiral currents induced by a synthetic magnetic
field in a synthetic 2D lattice.
The stability of chiral edge states in fermionic
systems is of key importance, for example, for
quantum information applications. In our sys-
tem, the appearance of a chiral behavior is gov-
erned by several key parameters, including the
ratio W1/t, the Fermi energy EF, and the flux ϕ.
These parameters are easy to adjust, so they can
be used to investigate the rise and fall of the edge
currents as a function of theHamiltonian param-
eters (24), as well as to identify which regimes
exhibit stronger chiral features. By varying the
tunneling rates along x^ and m^, we observe a
phase transition between a chiral behavior and
a nonchiral regime. The lattice momentum dis-
tribution is measured as a function ofW1/twith-
out affecting other relevant parameters, such as
EF and T. Figure 2D illustrates themeasurement
of jJ j as a function ofW1/t (circles). As expected,
no chirality is observed for vanishing W1, when
the legs are decoupled. Chirality is also suppres-
sed for large inter-edge coupling W1≫t. In the lat-
ter regime, the largest energy scale in the system
is the effective kinetic energy along the synthetic
direction: This contribution is minimized when
the fermions occupy the lowest energy state on
each rung, which does not exhibit any chiral
behavior. The measured values of jJ j compare
well with the results of a numerical simulation
that includes thermal fluctuations (shaded area
in Fig. 2D) (20).
We next considered a three-leg ladder, which
is the minimal configuration for which chiral
currents at the edges can be sharply distinguished
from the behavior of the bulk. The experimental
procedure is analogous to that employed for the
two-leg case, with the Raman parameters adjusted
to extend the synthetic coupling tom = +3/2, with
W2 ≃ 1:41 W1 (20). Figure 3A showsmeasuredn(k)
and h(k) for each of the three legs for W1 = 2p ×
620 Hz and t = 2p × 94 Hz (W1/t = 6.60). We
observe strong chiral currents in the upper- and
lower-edge chains, showing values of J with
opposite sign, similar to the two-leg case [J =
+0.079(6) form = –5/2 and J = –0.062(4) form =
+3/2]. In contrast, the central leg shows a much-
reduced asymmetry in n(k) [J = 0.018(5)], sig-
naling a suppressed net current in the bulk. This
is direct evidence of the existence of chiral states
propagating along the edges of the system, which
leave the bulk mostly decoupled from the edges
(Fig. 3C). This behavior is akin to what is expected
for a fermionic system in a Harper-Hofstadter
Hamiltonian. Bulk states exhibit only local circu-
lations of current, which average to zero when all
of the different states enclosed by the Fermi sur-
face are considered. Only the edges of the system
experience a nonzero current, because there the
chiral nature of the states prevents this cancella-
tion effect from occurring. In the ribbon geometry
of the experiment, the bulk reduces to just a single
central line. Nevertheless, the behavior discussed
above is clearly present and detectable in the ex-
perimental signal. The small width of the ribbon
favors the observation of edge states, given the
large boundary-to-surface ratio of the system,
which is reflected in a substantial population of
states with edge character.
Figure 3C shows the values of J as a function of
W1/t for the three different legs of the ladder. The
results illustrate the role of the bulk-edge coupling:
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Fig. 3. Chiral edge currents
in a three-leg ladder. (A)
Experimental time-of-flight
images (top), n(k) (center),
and h(k) = n(k) – n(–k)
(bottom) for each of the three
legs m = –5/2, m = –1/2, and
m = +3/2 constituting the
ladder, respectively [numbers
shown in the bottom panels
are the values of J determined
from h(k)]. Experimental
parameters: W1 = 2p × 620 Hz,
t = 2p × 94 Hz, W1/t = 6.60,
and ϕ ¼ 0:37p. (B) Sketch of
the three-leg ladder
configuration realized for this
experiment. (C) Circles show
experimental values of the net
momentum unbalance J for
each leg as a function of W1/t.
The shaded areas illustrate the results of a numerical simulation (20). For both experimental and simulation data, blue, green, and red correspond tom = –5/2,
m = –1/2, and m = 3/2, respectively.
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coupling between the legs so as to adiabatically
load the fermionic system in the lowest band of
both the lattice and the Raman-dressed energy
spectrum.
Despite the absence of a real bulk region, this
two-leg configuration is expected to support chi-
ral currents with atoms flowing in opposite di-
rections along the legs (Fig. 2C), as investigated
recently in bosonic systems (24). To observe this,
we measured the relative motion of the atoms in
the two legs by spin-selective imaging of the lat-
tice momentum distribution, obtained by switch-
ing off the synthetic coupling and releasing the
atoms from the lattice. In Fig. 2A (upper panel),
we show two time-of-flight images corresponding
to them= –5/2 andm= –1/2 legs (Fig. 2C) forW1 =
2p × 489 Hz and t = 2p × 134 Hz (W1/t = 3.65).
Here we are interested only in direction x^, which
reflects the distribution of the lattice momenta k
along the legs (in units of the real-lattice wave
numberkL=p/d, whered is the real-lattice spacing).
The lattice momentum distribution along y^ is a
uniform square due to the presence of the strong
optical lattice along the transverse (frozen) real
directions (20). The central panel of Fig. 2A shows
the lattice momentum distribution n(k) after in-
tegration of the images along y^and normalization
according to ∫nðkÞdk ¼ 1.We observe a clear asym-
metry in n(k) [similar to what was reported in
experiments with spin-orbit coupling in harmon-
ically trapped gases (25–27)], which we charac-
terize by defining the function
hðkÞ ¼ nðkÞ − nð−kÞ ð2Þ
which is plotted in the lower panel of Fig. 2A. The
expression J ¼ ∫
1
0
hðkÞdk provides a measurement
of the lattice momentum unbalance and quanti-
fies the strength of the chiral motion of the
particles along the two legs. The values J =
+0.056(3) form = –5/2 and J = –0.060(7) form =
–1/2 are approximately equal in intensity and
opposite in sign, providing direct evidence for
presence of chirality in the system. The small value
of J is attributable to the fact that, in addition to
states exhibiting chiral currents, fermions occupy
other states at the bottom of the band, which do
not display chiral features. We also performed the
same experiment with a reversed direction of the
synthetic magnetic field B (Fig. 2B), observing a
change of sign in J, corresponding to currents
circulating in the opposite direction. This behavior
confirms the interpretation of our data in terms of
chiral currents induced by a synthetic magnetic
field in a synthetic 2D lattice.
The stability of chiral edge states in fermionic
systems is of key importance, for example, for
quantum information applications. In our sys-
tem, the appearance of a chiral behavior is gov-
erned by several key parameters, including the
ratio W1/t, the Fermi energy EF, and the flux ϕ.
These parameters are easy to adjust, so they can
be used to investigate the rise and fall of the edge
currents as a function of theHamiltonian param-
eters (24), as well as to identify which regimes
exhibit stronger chiral features. By varying the
tunneling rates along x^ and m^, we observe a
phase transition between a chiral behavior and
a nonchiral regime. The lattice momentum dis-
tribution is measured as a function ofW1/twith-
out affecting other relevant parameters, such as
EF and T. Figure 2D illustrates themeasurement
of jJ j as a function ofW1/t (circles). As expected,
no chirality is observed for vanishing W1, when
the legs are decoupled. Chirality is also suppres-
sed for large inter-edge coupling W1≫t. In the lat-
ter regime, the largest energy scale in the system
is the effective kinetic energy along the synthetic
direction: This contribution is minimized when
the fermions occupy the lowest energy state on
each rung, which does not exhibit any chiral
behavior. The measured values of jJ j compare
well with the results of a numerical simulation
that includes thermal fluctuations (shaded area
in Fig. 2D) (20).
We next considered a three-leg ladder, which
is the minimal configuration for which chiral
currents at the edges can be sharply distinguished
from the behavior of the bulk. The experimental
procedure is analogous to that employed for the
two-leg case, with the Raman parameters adjusted
to extend the synthetic coupling tom = +3/2, with
W2 ≃ 1:41 W1 (20). Figure 3A showsmeasuredn(k)
and h(k) for each of the three legs for W1 = 2p ×
620 Hz and t = 2p × 94 Hz (W1/t = 6.60). We
observe strong chiral currents in the upper- and
lower-edge chains, showing values of J with
opposite sign, similar to the two-leg case [J =
+0.079(6) form = –5/2 and J = –0.062(4) form =
+3/2]. In contrast, the central leg shows a much-
reduced asymmetry in n(k) [J = 0.018(5)], sig-
naling a suppressed net current in the bulk. This
is direct evidence of the existence of chiral states
propagating along the edges of the system, which
leave the bulk mostly decoupled from the edges
(Fig. 3C). This behavior is akin to what is expected
for a fermionic system in a Harper-Hofstadter
Hamiltonian. Bulk states exhibit only local circu-
lations of current, which average to zero when all
of the different states enclosed by the Fermi sur-
face are considered. Only the edges of the system
experience a nonzero current, because there the
chiral nature of the states prevents this cancella-
tion effect from occurring. In the ribbon geometry
of the experiment, the bulk reduces to just a single
central line. Nevertheless, the behavior discussed
above is clearly present and d tectable in the ex-
perimental sign l. The small width of the ribbon
favors the observation of edge states, given the
large boundary-to-surface ratio f the system,
which is reflected in a substantial population of
states with edge character.
Figure 3C shows the values of J as a function of
W1/t for the three different legs of the ladder. The
results illustrate the role of the bulk-edge coupling:
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Fig. 3. Chiral edge currents
in a three-leg ladder. (A)
Experimental time-of-flight
images (top), n(k) (center),
and h(k) = n(k) – n(–k)
(bottom) for each of the three
legs m = –5/2, m = –1/2, and
m = +3/2 constituting the
ladder, respectively [numbers
shown in the bottom panels
are the values of J determined
from h(k)]. Experimental
parameters: W1 = 2p × 620 Hz,
t = 2p × 94 Hz, W1/t = 6.60,
and ϕ ¼ 0:37p. (B) Sketch of
the three-leg ladder
configuration realized for this
experiment. (C) Circles show
experimental values of the net
momentum unbalance J for
each leg as a function of W1/t.
The shaded areas illustrate the results of a numerical simulation (20). For both experimental and simulation data, blue, green, and red correspond tom = –5/2,
m = –1/2, and m = 3/2, respectively.
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Figure 2 | Experimental sequence and spin-depe dent Bloch oscillations. a, En rgy ba d, MW pulses and state evolution of a single atom i a
superposition of two spin-states with opposite agnetic moment (brown and green balls) during the three-step echo sequence described in the text. The
winding of the state vector with k is given by ✓k (solid line dimerization D1, dashed lin dimeriz tion D2). b,c, Time-of-flight momentum distributions tak n
for different evolution times of the spin-dependent Bloch oscillations in th lower (b) and upper energy band (c) used in the xp riment. Each omentum
point is an average of three identical measurements.
field gradi nt is applied that creates a c nstant force in opposit
directions for the two spin components. Such a consta t force leads
to Bloch oscillations—that is, a linear evolution of quasimomentum
over time24. In our case the force is directed in opposite directions
for the two spin components. The atomic wavepacket thus evolves
into the coherent superposition state 1/
p
2(|",ki+ ei ' |#, ki).
When both reach the band edge, the differential phase between
the two states is given by  ' = 'Zak +  'Zeeman. Note that for
all time-reversal i variant Hamiltonians (as is the case here), the
dynamical phase acquired during the adiabatic evolution is equal
for the two spi states a d therefore cancels in the phase difference.
In principle, if a sufficiently highmagnetic field stability is present in
the laboratory such that 'Zeeman is reproducible, one could end the
experimental sequence here by applying a second ⇡/2-pulse with
phase 'MW, as described in step 3 below. The Zak phase of the lowest
band could then be directly extracted from the resulting Ramsey
fringe. Step (2) To eliminate the Zeeman phase differ nce, we apply
a spi -echo ⇡-pulse at this point and also switch dimerization
from D1! D2. For toms located at the band edge k = ±G/2,
this non-adiabatic dimerization switch induces a transition to t e
excited band of the SSH model. Step (3) The sequence is finally
completed by letting the spin components further evolve in the
upper band until they return to k = 0. At this point in time, a
final ⇡/2-pulse with phase 'MW is applied t i terfere the two
spin components and rea out their relative phase  ' hrough the
resulting Ramsey fringe. The change in dimerization occurring at
the mid-point of the echo s qu nce is crucial in order not to cancel
the Zak phase in addition to the Zeeman phas . As a esult of
the opposite windings of the Bloch states in the upper and lower
bands with quasimomentum k (Fig. 1c), the resulting phase shift
encoded in the Ramsey fringe is thus given by  '='D1Zak 'D2Zak if the
dimerization is swapped, whereas  '=0 if it is left unchanged.
In Fig. 2b,c we show images of the momentum distribution
of the atoms during the spin-dependent Bloch oscillations in the
lower and upper energy bands. Note the opposite evolution in
momentum space due to the opposite ma netic moments of the
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Extending our work to interacting systems requires sufficiently low
heating.We investigate this with a repulsively interacting spinmixture
in the honeycomb lattice previously used for studying the fermionic
Mott insulator27.Wemeasure the entropy in theMott insulating regime
by loading atoms into the lattice and reversing the loading procedure
(seeMethods andExtendedDataFig. 3).The entropy increase is only25%
larger thanwithoutmodulation. This opens up the possibility of study-
ing topological models with interactions28 in a controlled and tunable
way. For example, latticemodulation couldbeused to create topological
flat bands,whichhavebeen suggested togive rise to interaction-induced
fractional Chern insulators29,30. Furthermore, our approach of periodi-
callymodulating the systemcanbe directly extended to engineerHamil-
tonianswith spin-dependent tunnellingamplitudesandphases (Methods).
This canbe achievedbymodulatingamagnetic field gradient,which leads
to spin-dependent oscillating forces owing to the differential Zeeman
shift. For example, TRS topological Hamiltonians, such as the Kane–
Mele model3, can be implemented by simultaneously modulating the
lattice on one axis and a magnetic field gradient on the other.
Online ContentMethods, along with any additional Extended Data display items
andSourceData, are available in theonline versionof thepaper; referencesunique
to these sections appear only in the online paper.
Received 19 June; accepted 29 September 2014.
1. Haldane, F. D. M. Model for a quantum Hall Effect without Landau levels:
condensed-matter realization of the ‘parity’ anomaly. Phys. Rev. Lett. 61,
2015–2018 (1988).
2. Chang, C.-Z. et al.Experimental observation of the quantum anomalousHall effect
in a magnetic topological insulator. Science 340, 167–170 (2013).
3. Kane, C. L. & Mele, E. J. Quantum spin Hall effect in graphene. Phys. Rev. Lett. 95,
226801 (2005).
4. Ko¨nig, M. et al. Quantum spin Hall insulator state in HgTe quantum wells. Science
318, 766–770 (2007).
5. Hsieh, D. et al. A topological Dirac insulator in a quantum spin Hall phase. Nature
452, 970–974 (2008).
6. Hasan, M. Z. & Kane, C. L. Topological insulators. Rev. Mod. Phys. 82, 3045–3067
(2010).
7. Oka, T. & Aoki, H. Photovoltaic Hall effect in graphene. Phys. Rev. B 79, 081406
(2009).
8. Tarruell, L., Greif, D., Uehlinger, T., Jotzu, G. & Esslinger, T. Creating, moving and
mergingDirac pointswith a Fermigas in a tunable honeycomb lattice.Nature483,
302–305 (2012).
9. Dunlap, D. & Kenkre, V. Dynamic localization of a charged particle moving under
the influence of an electric field. Phys. Rev. B 34, 3625–3633 (1986).
10. Lignier, H. et al.Dynamical control ofmatter-wave tunneling in periodic potentials.
Phys. Rev. Lett. 99, 220403 (2007).
11. Struck, J. et al. Tunable gauge potential for neutral and spinless particles in driven
optical lattices. Phys. Rev. Lett. 108, 225304 (2012).
12. Jime´nez-Garcı´a, K. et al. Peierls substitution in an engineered lattice potential.
Phys. Rev. Lett. 108, 225303 (2012).
13. Parker, C. V., Ha, L.-C. & Chin, C. Direct observation of effective ferromagnetic
domains of cold atoms in a shaken optical lattice. Nature Phys. 9, 769–774
(2013).
14. Zenesini, A., Lignier, H., Ciampini, D., Morsch,O. & Arimondo, E. Coherent control of
dressed matter waves. Phys. Rev. Lett. 102, 100403 (2009).
15. Struck, J. et al.Quantumsimulation of frustrated classicalmagnetism in triangular
optical lattices. Science 333, 996–999 (2011).
16. Aidelsburger, M. et al. Experimental realization of strong effective magnetic fields
in an optical lattice. Phys. Rev. Lett. 107, 255301 (2011).
17. Struck, J. et al. Engineering Ising-XY spin-models in a triangular lattice using
tunable artificial gauge fields. Nature Phys. 9, 738–743 (2013).
18. Williams, R. A., Al-Assam, S. & Foot, C. J. Observation of vortex nucleation in a
rotating two-dimensional lattice of Bose-Einstein condensates. Phys. Rev. Lett.
104, 050404 (2010).
19. Aidelsburger, M. et al. Realization of the Hofstadter Hamiltonian with ultracold
atoms in optical lattices. Phys. Rev. Lett. 111, 185301 (2013).
20. Miyake, H., Siviloglou, G. A., Kennedy, C. J., Burton,W.C. &Ketterle,W. Realizing the
HarperHamiltonianwith laser-assisted tunneling in optical lattices.Phys. Rev. Lett.
111, 185302 (2013).
21. Rechtsman, M. C. et al. Photonic Floquet topological insulators. Nature 496,
196–200 (2013).
22. Lim, L.-K., Fuchs, J.-N. & Montambaux, G. Bloch-Zener oscillations across a
merging transition of Dirac points. Phys. Rev. Lett. 108, 175303 (2012).
23. Chang, M.-C. & Niu, Q. Berry phase, hyperorbits, and the Hofstadter spectrum.
Phys. Rev. Lett. 75, 1348–1351 (1995).
24. Dudarev, A. M., Diener, R. B., Carusotto, I. & Niu, Q. Spin-orbit coupling and Berry
phase with ultracold atoms in 2D optical lattices. Phys. Rev. Lett. 92, 153005
(2004).
25. Price, H. M. & Cooper, N. R. Mapping the Berry curvature from semiclassical
dynamics in optical lattices. Phys. Rev. A 85, 033620 (2012).
26. Dauphin, A. & Goldman, N. Extracting the Chern number from the dynamics of a
Fermi gas: implementing a quantum Hall bar for cold atoms. Phys. Rev. Lett. 111,
135302 (2013).
27. Uehlinger, T.et al.Artificial graphenewith tunable interactions.Phys. Rev. Lett.111,
185307 (2013).
28. Varney, C. N., Sun, K., Rigol,M.&Galitski, V. Interaction effects andquantumphase
transitions in topological insulators. Phys. Rev. B 82, 115125 (2010).
29. Neupert, T., Santos, L., Chamon, C. & Mudry, C. Fractional quantum Hall states at
zero magnetic field. Phys. Rev. Lett. 106, 236804 (2011).
30. Grushin, A. G., Go´mez-Leo´n, A. & Neupert, T. Floquet fractional Chern insulators.
Phys. Rev. Lett. 112, 156801 (2014).
Supplementary Information is available in the online version of the paper.
AcknowledgementsWethankH.Aoki fordrawingour attention to the relevanceof their
proposal for optical lattices andN.Cooper, S. Huber, L. Tarruell, L.Wang andA. Zenesini
for discussions. We acknowledge the SNF, the NCCR-QSIT and the SQMS (ERC
advanced grant) for funding.
Author Contributions The data were measured by G.J., M.M., R.D. and D.G. and
analysed by G.J., M.M., R.D., T.U. and D.G. The theoretical framework was developed by
G.J. and M.L. All work was supervised by T.E. All authors contributed to planning the
experiment, discussions and the preparation of the manuscript.
Author Information Reprints and permissions information is available at
www.nature.com/reprints. The authors declare no competing financial interests.
Readers are welcome to comment on the online version of the paper. Correspondence
and requests for materials should be addressed to T.E. (esslinger@phys.ethz.ch).
a
b c
–180° –135° –90° –45° 0° 45° 90 135° 180°
M
–1,500
–1,000
–500
0
500
1,000
1,500
–0.06
–0.03
0.0
0.03
0.06
–180° –90° 0° 90° 180°
M
–0.04
–0.02
0.00
0.02
0.04
D
iff
er
en
tia
l d
rif
t, 
   
 (q
B
)
  AB ≈ 0
Differential
drift,     (qB)
1 2
3
4
1 2
3
4
A
B
/h
 (H
z)
Δ
Δ
Figure 4 | Drift measurements. a, Differential drift D in quasi-momentum.
Eachpixel corresponds to at least onepair ofmeasurements,where themodulation
frequency was set to 3.75 kHz. Data points for Q56120u, DAB/h5 503(7)Hz
were not recorded and are interpolated. b, All topological regimes are
explored and the expected momentum-space drifts caused by the Berry
curvature are sketched for selectedparameters. c, Cut along theDAB/h5 15(7)Hz
line. Data show mean6 s.d. for at least six pairs of measurements.
RESEARCH LETTER
2 4 0 | N A T U R E | V O L 5 1 5 | 1 3 N O V E M B E R 2 0 1 4
Macmillan Publishers Limited. All rights reserved©2014
Extending our work to interacting systems requires sufficiently low
heating.We investigate this with a repulsively interacting spinmixture
in the hon ycomb lattice previously used for studying the fermionic
Mott insulator27.Wemeasure the entropy in theMott insulating regime
by loading atoms into the lattice and reversing the loading procedure
(seeMethods andExtendedDataFig. 3).The entropy increase is only25%
larger thanwithoutmodulation. This opens up the possibility of study-
ing topological models with interactions28 in a controll d and tunable
way. For example, latticemodulation couldbeused to create topol gical
flat bands,whichhavebeen suggested togive rise to interaction-induced
fractional Chern insulators29,30. Furthermore, our approach of periodi-
callymodulating the systemcanbe directly extended to engineerHamil-
toni nswith spin-dependent tunnellingamplitudesandphases (Methods).
This canbe achievedbymodulat ngamagnetic field gradient,which leads
to spin-dependent o cillating forc s owing to the differential Zeeman
shift. For example, TRS topological Hamiltonians, such as the Kane–
Mele model3, can be implemented by simultaneously modulating the
lattice on one axis and a magnetic field gradient o the other.
Online ContentMethods, along with any additional Extended Data display items
andSourceData, are available in theonline versionof thepaper; referencesunique
to these sections appear only in the online paper.
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Figure 4 | Drift measurements. a, Differential drift D in quasi-momentum.
Eachpixel corresponds to at least onepair ofmeasurements,where themodulation
frequency was set to 3.75 kHz. Data points for Q56120u, DAB/h5 503(7)Hz
w re not reco ded and are interpolated. b, All topological regimes are
explored and the expected momentum-space drifts caused by the Berry
curvature are sketched for selectedparameters. c, Cut along theDAB/h5 15(7)Hz
line. Data show mean6 s.d. for at least six pairs of measurements.
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access the full parameter space of theHaldanemodel using a fermionic
quantum gas, by extending the proposal to ellipticalmodulation of the
lattice position and additionally breaking IS through a deformation of
the lattice geometry.
The starting point of our experiment is a non-interacting, ultracold
gasof 43 104 to 63 104 fermionic 40Katomsprepared in the lowest band
of a honeycomb optical lattice created by several laser beams at wave-
length l5 1,064 nm, arranged in the x2y plane as depicted in Fig. 1c
and detailed in ref. 8. The two lowest bands have a total bandwidth of
h33.9(1) kHz (whereh isPlanck’s constant),withagapofh35.4(2) kHz
to thenext higher band, and contain twoDiracpoints at opposite quasi-
momenta; see Fig. 1d. After loading the atoms into the honeycomb lat-
tice,we rampupa sinusoidalmodulationof the latticeposition along the
x and ydirectionswith a final amplitude of 0.087(1)l, frequency 4.0 kHz
and phase difference Q. This gives access to linear (Q5 0u or 180u), cir-
cular (Q5690u) and elliptical trajectories.
TheeffectiveHamiltonianof our system in thephase-modulatedhon-
eycomb lattice is computedusinganalytical andnumerical Floquet theory
(see the Methods and Supplementary Information for a detailed dis-
cussion). It is well described by the Haldane model1
H^~
X
ijh i
tijc^
{
i c^jz
X
ijh ih i
eiWij t0ijc^
{
i c^jzDAB
X
i[A
c^{i c^i ð1Þ
where tij and t’ij are real-valued nearest- and next-nearest-neighbour
tunnellingamplitudes, and the latter containadditionalphasesWijdefined
along the arrows shown in Fig. 1a. The fermionic creation and anni-
hilatio operators are denoted by c^{i and c^i. The energy offset DABwv0
between sites of theA and B sublattice breaks IS and opens a gap jDABj
(ref. 8). TRS can be broken by changing Q. This controls the imaginary
part of the next-nearest-neighbour tunnelling, whereas its real part, as
well as tij and DAB, are mostly unaffected (Methods). Breaking only
TRS opens an energy gap jDTj at theDirac points, given by a sumof the
imaginary part of the three next-nearest-neighbour tunnel couplings
conn cting the same sublattice
DT~{
X
l
wlt’l sin Wlð Þ~DmaxT sin Qð Þ ð2Þ
withweightswloforderunity,whichdependon thepositionof theDirac
points in the Brillouin zone. The sum is taken over the different types
of next-nearest-neighbour bond, and the origin of the second equality
is discussed in the Supplementary Information. Circular modulation
(Q5690u) leads to amaximumgap (h|88z10{34 Hz forourparameters),
whereas the gap vanishes for linear modulation (Q5 0u,6180u), where
TRS is preserved.
Wewill first presentmeasurementswhich confirmthat breaking either
symmetry is sufficient to open a gap in the band structure. For this, we
restrict ourselves to eitherQ5 0uorDAB5 0, corresponding to the two
axes of the Haldane diagram of Fig. 1b. Subsequently we will present
measurements in which we explore the topology of the lowest band in
the same parameter regime by probing the Berry curvature. To probe
the opening of gaps in the system, we drive Landau–Zener transitions
through the Dirac points8,22. Applying a constant force along the x
direction bymeans of amagnetic field gradient causes an energy offset
DE/h5 103.6(1)Hzper site, thereby inducing aBlochoscillation.After
one full Bloch cycle the gradient is removed and the fraction of atoms j
in the second band is determined using a band-mapping procedure
(Methods). Forbroken IS, a gapgivenby jDABj opensat bothDiracpoints.
In this case,j reaches amaximumatDAB5 0,which indicates a vanishing
energy gap, anddecays symmetrically around this point as expected; see
Fig. 2a. In the case of brokenTRS (Fig. 2b), a reduction in transfer versus
modulationphase isobserved.This signals anopeninggap,which is found
to be largest for circular modulation, as expected from equation (2).
Breaking either ISorTRSgives rise to similar, gappedband structures
which remain point-symmetric aroundquasi-momentumq5 0.How-
ever, the energy spectrum itself is not sufficient to reveal the different
topology of the band,which is given by the associated eigenstates. These
are characterizedbya local geometrical property: theBerrycurvatureV(q)
(ref. 6). In q-space,V(q) is analogous to amagnetic field and corresponds
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Figure 2 | Probing gaps and Berry curvature. a, b, Fraction of atoms in
the second band j after one Bloch oscillation in the qx direction. We break
either IS (a) by introducing a sublattice offs t DAB or TRS (b) via elliptical
m dulation (se diagra s below). This cor spon s to sca ning eith r of th
two axes of the Haldane model. A gap opens at both Dirac points, given by
|DAB | or DmaxT sin Qð Þ
!! !!, r spectively, thereby reducing j. c, d, Differential driftD
obtain d from Bloch oscillati n in opposite qy directions. For broken IS (c),
the opposite Berry curvatures at the two Dirac points cancel each other, while
for broken TRS (d) the system enters the topological regime, where opposite
drifts fo Qwv0 are expected. Data show mean6 s.d. of at least 6 ( –c) or 21
( ) measuremen s, and the Bloch momentum qB5 2p/l. The numbers in
parentheses are the standard deviations of the calibrations of the parameters
used for those plots. e, Sketches illustrating gaps and Berry curvature in
diff re t regimes. Red (blue) indicates positive (negative) Berry curvatur .
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of quasimoment (Fig. 1D). By probing for a
spread in Berry curvature, we can place a bound
on imperfections in the lattice, while simulta-
neously benchmarking the resolution of our
interferometer.
The interferometer sequence (Fig. 2B) begins
with the preparation of an almost pure 87Rb BEC
in the state j↑〉 ¼ jF ¼ 2;mF ¼ 1〉 at quasimomen-
tum k = 0 in a V0 = 1 Er deep lattice, where
Er ¼ h2=ð2ml2LÞ ≈ h$ 4 kHz is the recoil en-
ergy and h is Planck’s constant. A resonant p/2-
microwave pulse creates a coherent superposition
of j↑〉 and j↓〉 ¼ jF ¼ 1;mF ¼ 1〉 states (i). Next,
a spin-dependent force from a magnetic field
gradient and an orthogonal spin-independent
force from lattice acceleration (Fig. 2A) move the
atoms adiabatically along spin-dependent paths
in reciprocal space (ii) (28). The two spin com-
ponents move symmetrically about a symmetry
axis of the dispersion relation. After an evolution
time t, a microwave p pulse swaps the states j↓〉
and j↑〉 (iii). The two atomic wave packets now
experience opposite magnetic forces in the x di-
rection, such that both spin components arrive at
the same quasimomentum kfin after an additional
evolution time t (iv). At this point, the state of
the atoms is given by jyfin〉ºj↑; kfin〉þ eiϕ; kfin〉
with relative phaseϕ. A second p/2-microwave
pulse with a variable phase ϕMW closes the in-
terferometer (v) and converts the phase infor-
mation into spin population fractions n↑;↓º1 T
cosðϕþϕMW Þ, which are measured by stan-
dard absorption imaging after a Stern-Gerlach
pulse and ti e of flig t.
The phase difference ϕ at the end of the in-
terferometer sequence consists of the geometric
phase and any difference in dynamical phases
between the two paths of the interferometer.
Ideally, the dynamical contributio should va -
ish because of the symmetry of the paths and the
use of the spin-echo sequence (13). To ascertain
that the measured phase is truly of geometric
origin, we additionally employ a “zero-area” re-
ference interferomet r, comprising a V-shaped
path (Fig. 2B) produced by reversing the lat-
tice acceleration after the p-microwave pulse
of Fig. 2B (iii).
We locate the Berry flux of the Dirac cone by
performing a sequence ofmeasurements inwhich
we vary the region enclosed by the interferometer.
This is achieved by varying the lattice acceleration
at constant magnetic field gradient to control
the final quasimomentum kfiny (k
fin
x ¼ 0) of the
diamond-shaped measurement loop. The result-
ing phase differences betweenmeasurement and
reference loops are shown in Fig. 2C. When one
Dirac point is enclosed in themeasurement loop,
we observe a phase difference of ϕ ≃ p. In con-
trast, we find the phase difference to vanishwhen
enclosing zero or two Dirac points. We find very
good agreement between our data and a theo-
retical model that includes the finite spread sk in
the initial momentum of the weakly interacting
BEC (blue curve in Fig. 2C) (13). Because of this
spread, each atomhas sampled a slightly different
path inmomentum space andmay therefore have
acquired a different geometric phase. Once the
Dirac point lies within the interferometer area
for exactly half of the atoms, the first phase jump
occurs. Because of the small opening angle of
the chosen interferometer path (~70°), this hap-
pens slightly later than in the ideal case of sk = 0
(black curve in Fig. 2C). Although sk thereby af-
fects the positions of the p phase jumps, it does
not limit their sharpness. Indeed, the data are
fully consistent with the behavior expected for
an inversion-symmetric lattice, where it is im-
possible to identify the sign of the singular Berry
flux (Tp). Small deviations of the phases from 0 or
p can be attributed to an imperfect alignment of
the magnetic field gradient, magnetic field fluctu-
ations, or an imperfect lattice geometry (13). These
systematic effects are particularly relevant close to
the phase jump, where the contrast is minimal
and can influence the perceived direction of the
phase jump.
To minimize systematic errors and improve
our measurement precision, we performed self-
referenced interferometry close to the Dirac
points. As illustrated in Fig. 3A, a standard band-
mapping technique (29) projects those sectors
of the cloud that have (left and right) or have
not (bottom) crossed the edge of the BZ onto
three different corners of the first BZ, such that
we can measure their acquired phases indepen-
dently. Comb ing these meas red phases to
ϕ ¼ ðϕL þϕRÞ=2 − ϕ , where ϕL, ϕR, and ϕB
refer to the phases of the three sectors, elimi-
nates the need for a separate reference mea-
surement and significantly reduces sensitivity to
drifts in the experiment. The resulting phase
again shows a sudden jump from 0 to p (Fig. 3B).
The position of the phase jump is in excellent
agre ment with a simple single-band model (13)
that includes an initial momentum spread of
sk = 0.15(1)kL, consistent with an independent
time-of-flight measurement. Notably, the phase
jump occurs within a very small quasimomentum
range f <0.01 kL, and an arctangent fit to the
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Fig. 3. Self-refer nc d interferometry at the Dirac point. (A) (Left) Interferometer path closing at
the K point. Because of the i itial mome tum pr ad, the cl ud (circle with c lored sectors, not to
scale) is split by th edges of the BZ. (Middle) Band map in spatially separates the three different
parts of the cloud ont hree corners of the first BZ (schematic nd image, where cloud sizes are
dominated by in itu size). (Right) The f action of atoms for which the Dir c point lies within the
interferometer loop (green sectors) increases with final quasimomentum kfin. (B) Phase differences
between toms that have c ossed the band edge (sectors L and R) and those that hav not (sector B)
versus final quasimomen um kyfin for paths close to the K (K′) point in red (blue). The shaded regi n
indicates a range dkW = 0 – 12 × 10
–4kL for the spread in Berry curvature, whereas the line is calculated
for dkW ≃ 10−4kL using the odel described in (13), corresponding to a A-B offset of D ≃ h$ 3 Hz.The
inset shows contrast ðn↓max − n↓minÞ=ðn↓maxþ n↓minÞ of the interf rence fringes of th full cloud.Theory
line and shading are for the same paramet r as in the main graph and include only geom trical
phases (13). All calculations assume sk = 0.15kL.
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of quasimomenta (Fig. 1D). By probing for a
spread in Berry curv ture, w can place a bound
on imperfections in the lattice, while simulta-
neously benchmarking the resolution of our
interferometer.
The interferometer sequence (Fig. 2B) begins
with the preparation f an almost pure 87Rb BEC
in the state j↑〉 ¼ jF ¼ 2;mF ¼ 1〉 at quasimomen-
tum k = 0 in a V0 = 1 Er deep lattice, where
Er ¼ h2=ð2ml2LÞ ≈ h$ 4 kHz is the recoil en-
ergy and h is Planck’s onstant. A resonant p/2-
microwave pulse creates a coherent superposition
of j↑〉 and j↓〉 ¼ jF ¼ 1;mF ¼ 1〉 states (i). Next,
a spin-dependent f rce from magnetic field
gradi t nd an o ogonal spin-independent
force from lattice acceleration (Fig. 2A) move the
toms adiabatically along spin-d pendent paths
in reciprocal space (ii) (28). The two spin com-
pone ts m ve symmetrically about a symmetry
axis of t e disp rsion relation. After an evolution
time t, a microwave p pulse swaps t e states j↓〉
and j↑〉 (iii). The two atomic wave packets now
experi nce opposite magnetic forces in the x di-
rection, such that both spin components arrive at
the same quasimomentu kfin after an additional
evolution time t (iv). At this point, th tate of
the atoms is g ven by jyfin〉ºj↑; kfin〉þ eiϕ; kfin〉
with relative phaseϕ. A second p/2-microwave
puls with a variable phase ϕMW closes the in-
terferometer (v) and converts the phase infor-
mation into spin populati n fr ctions n↑;↓º1 T
cosðϕþϕMW Þ, which are measured by stan-
dard absorption imaging after a Stern-Gerlach
pulse and time of flight.
The phase difference ϕ at the end of the in-
terferometer sequenc consists of the geometric
phase a d any difference in dynamical phases
b tween the two paths of the interferometer.
Id all , the dynamical contribution should van-
ish because of the symmetry of the paths and the
se of th spin-echo sequence (13). To asc rtain
that the measur d phase is truly of geometric
origin, we additionally employ a “zero-area” re-
ference interferometer, comprising a V-shaped
path (Fig. 2B) produced by reversing the lat-
tice acceleratio after the p-mi rowave pulse
of Fig. 2B (iii).
We locate the Berry flux of the Dirac cone by
performing a seq ence ofmeasurements inwhich
we v ry the region enclosed by the interferometer.
This is achieved by varying the l ttice acceleration
at constant magnetic field gradient to control
the final qu simomentum kfiny (k
fin
x ¼ 0) of the
diamond-shaped me sur ment loop. The result-
ing phase differ nces betweenm asurement and
reference loops are shown in Fig. 2C. When one
Dirac point is enclosed in themeasurement loop,
we observe a phase difference of ϕ ≃ p. In con-
trast, we find the phase difference to vanishwhen
enclosing zero or two Dirac points. We find very
good agreement between our data and a theo-
retical model that includes the finite spread sk in
the initial momentum of the weakly interacting
BEC (blue curve in Fig. 2C) (13). Because of this
spread, each atomhas sampled a slightly different
path inmomentum space andmay therefore have
acquired a different geometric phase. Once the
Dirac point lies within the int rferometer area
for xactly half of the atoms, the first phase jump
occurs. Bec use of the small opening angl of
th chos n interferom t r path (~70°), this ap-
pens slightly lat r than in the ideal case of sk = 0
(black curve in Fig. 2C). Although sk thereby af-
fects the positions of the p phase jumps, it does
not limit their sharpness. Indeed, the data are
fully consistent with the behavior expected for
an inversion-symmetric lattice, where it is im-
possible to identify the sign of the singular Berry
flux (Tp). Small deviations of the phases from 0 or
p can be attributed to an imperfect alignment of
the magnetic field gradient, magnetic field fluctu-
ations, or an imperfect lattice geometry (13). These
systematic effects are particularly relevant close to
the phase jump, where the contrast is minimal
and can influence the perceived direction of the
phase jump.
To minimize systematic errors and improve
our measurement precision, we performed self-
r f renced interferometry close to the Dirac
points. As illustrated in Fig. 3A, a standard band-
mapping t chniq e (29) projects those sectors
of t e cloud that have (left nd right) or have
not (bottom) cr ss d the edg of the BZ onto
three differe t corners of the first BZ, such that
we can measure their cquired phases indepen-
dently. Combining these measured phases to
ϕ ¼ ðϕL þϕRÞ=2 − ϕB, where ϕL, ϕR, and ϕB
refer to the phases of the three sectors, elimi-
nates the need for a separate reference mea-
surement and significantly reduces sensitivity to
drifts in the experiment. The resulting phase
again shows a sudden jump from 0 to p (Fig. 3B).
The position of the phase jump is in excellent
agreement with a simple single-band model (13)
that includes an initial momentum spread of
sk = 0.15(1)kL, consistent with an independent
time-of-flight measurement. Notably, the phase
jump occurs within a very small quasimomentum
range of <0.01 kL, and an arctangent fit to the
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Fig. 3. Self-referenced int rferometry at the Dirac oint. (A) (Left) I terferometer path closing at
the K point. Because of the initial momentum spread, the cloud (circle with colored sectors, not to
scale) is split by the edges of the BZ. (Middle) Band mapping spatially separates the three different
parts of the cloud onto three corners of the first BZ (schematic and image, where cloud sizes are
dominated by in situ size). (Right) The fraction of atoms for which the Dirac point lies within the
interferometer loop (green sectors) increases with final qu simomentum kfin. (B) Phase differences
between atoms that have crossed the band edge (sectors L and R) nd those that h ve not (sector B)
versus final quasimomentum kyfin for paths close to the K (K′) point in red (blue). The shaded region
indicates a range dkW = 0 – 12 × 10
–4kL for the spread in Berry curvature, whereas the line is calculated
for dkW ≃ 10−4kL using the model described in (13), corresponding to an A-B offset of D ≃ h$ 3 Hz.The
inset shows the contrast ðn↓max − n↓minÞ=ðn↓maxþ n↓minÞ of the interference fringes of the full cloud.Theory
line and shading are for the same parameters as in the main graph and include only geometrical
phases (13). All calculations assume sk = 0.15kL.
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Figure 3 | Topological aspects of cRM pumping. a, Charge pumped during a simple cRM pumping (b), topologically nontrivial pumping (c), topologically
trivial pumping (d), nd negat ve sweep cRM pumping (e). The vertical error bars denote the stand rd error of h an of ten CoMmeasurements.
b–e, Schematic pumping sequences in the  –  plane (top), the corresponding band structures in the k–t Brillouin zone (middle), and the Berry curvatures
of the pumping cycles (bottom). The indices w in the top figures indicate the winding number of each trajectory around the origin.   and  are in units of
the recoil energy ER.
as  (t)=⇡t/T , the hopping amplitudes and on-site energies are
modulated periodically. Our ab initio calculation shows that the
cRM pumping scheme used in the experiment is topologically
equivalent to the Rice–Mele model for atoms that reside in the
lowest energy band, because the Chern numbers are the same (see
Supplementary Information 3). In the following, wewill thus use the
tight-binding Rice–Mele Hamiltonian to simplify the discussion of
the pumping sequence as a closed trajectory in the  –  parameter
plane (Fig. 1b). Note that, as shown in Fig. 1c, our system has
metallic edge states and thermal holes due to the combination of the
trapping potential and finite temperature. We estimate the filling of
the lattice is typically ⇠0.7 for each spin at the centre of the trap.
However, in the case of our deep optical lattice systems, the shift
of the CoM of the atomic cloud still constitutes a quantized shift
in spite of these thermal and finite size e ects (see Supplementary
Information 2).
Figure 2 shows the main results of our pumping experiments.
Our stable absorption imaging systemwith a charge-coupled-device
(CCD) camera enables us to accuratelymeasure the shift of the CoM
of the atomic cloud after several pumping cycles (see Supplementary
Information 5), as shown in Fig. 2a,b. The period T is fixed to
50ms for the results shown in Fig. 2. One can clearly recognize the
sizable CoM shift along the z-direction. We plot the in situ CoM
positions of the atomic cloud after a few pumping cycles in Fig. 2d.
The averaged CoM shift per cycle hz(t)  z(0)i/(td) of the cRM
pumping with (VS,VL)= (20, 30)ER is evaluated to be 0.94(7) for
t6T . This provides a direct measurement of the Chern number of
the occupied energy band, which is consistent with the ideal value
⌫=1. As a comparison, the observed average CoM shift per cycle of
a sliding lattice (VS,VL)= (0, 40)ER is 0.94(4), which is again close
to the ideal value of ⌫= 1. Classically it is fairly intuitive that the
sliding lattice is able to transfer atoms because the potential minima
are moving in space. However, even though the potential minima
of the cRM pump (VS,VL)= (20, 30)ER are not moving in space, as
shown in Fig. 1c, the pumping is topologically equivalent because of
the same Chern number of the occupied band. The cRM lattice has
the same ability to transfer atoms residing in the lowest energy band,
even though the pumping is achieved by a sequence of quantum
tunnelling events between the double wells (see Supplementary
Informa ion 4). We attribute the saturating behaviour of the cRM
pumping for t > 6T to the e ect of the harmonic confinement,
whose variation can be comparable to the bandgap for a large CoM
shift22 (see Supplementary Information 6).
A striking feature of our pump is its topological nature. In
particular, the pumped amount in the Rice–Mele model23,24 is
directly related to the topology of the trajectory in the  –  plane.
It depends only on the winding number w of the trajectory that
encloses the origin  = = 0 (see Supplementary Information 3).
Note that electron pumping in restricted nano-devices8–11 is not
topological, because in that case the amount of the charge
pumped per cycle instead depends on the area of the enclosed
parameter space25, which is the geometry but not the topology of
the trajectory. To highlight the topological nature of Rice–Mele
pumping, we investigate four distinct pumping sequences with
trajectories shown schematically in Fig. 3b–e. In Fig. 3a, we plot
the CoM shifts of two cRM pumping schemes with (VS, VL)=
(20, 30)ER (Fig. 3b,e) and two amplitude-modified cRM pumping
schemes (Fig. 3c,d). Evidently, the sequence which does not wind
around the origin (Fig. 3d) results in no pumping, and those
with winding trajectories (Fig. 3b,c,e) result in finite pumping.
Also the forward cRM pumping (Fig. 3b) and the amplitude-
modified cRM pumping (Fig. 3c) exhibit almost the same pumping
behaviour, although the area enclosed by the trajectory of Fig. 3c
is actually smaller than that of Fig. 3b. This is direct evidence of
the topological nature of the pump. Note that the band structure
in the k–t space of the nontrivial pumping sequence (Fig. 3c)
is identical to that of the trivial pumping (Fig. 3d). However,
the Berry curvature and the Chern number of the lowest band
are di erent. This highlights the fact that the pumped charge is
a topological quantity, which depends on the wavefunction but
not on the band dispersions. Furthermore, we also performed the
cRM pumping with a negative sweep of the phase  (t)= ⇡t/T ,
which corresponds to an opposite winding in the  –  plane, and
the cloud is pumped in the opposite direction even though the
band dispersion remains identical to that of the forward sweep
pumping (Fig. 3e).
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as  (t)=⇡t/T , the hopping amplitudes and on-site energies are
modulated periodically. Our ab initio calculation shows that the
cRM pumping scheme used in the experiment is topologically
equivalent to the Rice–Mele model for atoms that reside in the
lowest energy band, ecause the Chern numbers are the same (see
Supplementary Information 3). In the following, wewill thus use the
tight-binding Rice–Mele Hamiltonian to simplify the discussion of
the pumping sequence as a closed trajectory in the  –  parameter
plane (Fig. 1b). Note that, as shown in Fig. 1c, our system has
metallic edge states and thermal holes due to the combination of the
trapping potential and finite temperature. We estimate the filling of
the lattice is typically ⇠0.7 for each spin at the centre of the trap.
However, in t case of our d ep optical lattice systems, the shift
of the CoM of the atomic cloud still constitutes a quantized shift
in spite of these thermal and finite size e ects (see Supplementary
Information 2).
Figure 2 shows the main results of our pumping experiments.
Our stable absorption imaging systemwith a charge-coupled-device
(CCD) camera enables us to accuratelymeasure the shift of the CoM
of the atomic cloud after several pumping cycles (see Supplementary
Information 5), as shown in Fig. 2a,b. The period T is fixed to
50ms f r the results show in Fig. 2. One can clearly recognize the
sizable CoM shift along the z-direction. We plot the in situ CoM
positions of the atomic cloud after a few pumping cycles in Fig. 2d.
The averaged CoM shift per cycle hz(t)  z(0)i/(td) of the cRM
pumping with (VS,VL)= (20, 30)ER i evaluated to be 0.94(7) for
t6T . This provides a direct measurement of the Chern number of
the occupied energy band, which is consistent with the ideal value
⌫=1. As a comparison, the observed average CoM shift per cycle of
a sliding lattice (VS,VL)= (0, 40)ER is 0.94(4), which is agai close
to the ideal value of ⌫= 1. Classically it is fairly intuitive that the
sliding lattice is able to transfer atoms because the potential minima
are moving in space. However, even though the potential minima
of the cRM pump (VS,VL)= (20, 30)ER are not moving in space, as
shown i Fig. 1c, the pumping is topologically equivalent because of
the same Chern number of the occupied band. The cRM lattice has
the same ability to transfer atoms residing in the lowest energy band,
even though the pumping is achieved by a sequence of quantum
tunnelling events between the double wells (see Supplementary
Information 4). We attribute the saturating behaviour of the cRM
pumping for t > 6T to the e ect of the harmonic confinement,
whose variation can be c mparable t the bandgap f r a large CoM
shift22 (see Supplementary Information 6).
A striking feature of our pump is its topological nature. In
particular, the pumped amount in the Rice–Mele model23,24 is
directly related to the topology of the trajectory in the  –  plane.
It depends only on the winding number w of the trajectory that
encloses the origin  = = 0 (see Supplementary Information 3).
Note that electron pumping in restricted nano-devices8–11 is not
topological, because in that case the amount of the charge
pumped per cycle instead depends o th area of the encl sed
parameter space25, which is the geometry but not the topology of
the trajectory. To highlight the topological nature of Rice–Mele
pumping, we investigate four distinct pumping sequences with
trajectories shown schematically in Fig. 3b–e. In Fig. 3a, we plot
the CoM shifts of two cRM pumping schemes with (VS, VL)=
(20, 30)ER (Fig. 3b,e) and two amplitude-modified cRM pumping
schemes (Fig. 3c,d). Evidently, the sequence which does not wind
around the origin (Fig. 3d) results in no pumping, and those
with winding trajectories (Fig. 3b,c,e) result in finite pumping.
Also the forward cRM pumping (Fig. 3b) and the amplitude-
modified cRM pumping (Fig. 3c) exhibit almost the same pumping
behaviour, although the area enclosed by the trajectory of Fig. 3c
is actually smaller than hat of Fig. 3b. T is is direct vidence of
the topological nature of the pump. Note that the band structure
in the k–t space of the nontrivial pumping sequence (Fig. 3c)
is identical to that of the trivial pumping (Fig. 3d). However,
the Berry curvatur and the Chern number of he lowest band
are di erent. This highlights the fact that the pumped charge is
a topological quantity, which depends on the wavefunction but
not on the band dispersions. Furthermore, we also performed the
cRM pumping with a negative sweep of the phase  (t)= ⇡t/T ,
which corresponds to an opposite wi ding in the  –  plane, and
the cloud is pumped in the opposite direction even though the
band dispersion remains identical to that of the forward sweep
pumping (Fig. 3e).
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as  (t)=⇡t/T , th hopping amplitudes and on-site energies are
modulated periodically. Our ab initio calculation shows that the
cRM pumping scheme used in the experiment is topologically
equivalent to the Rice–Mele model for atoms that reside in the
lowest energy band, becaus the Chern numbers are the same (see
Supplementary Information 3). In the following, wewill thus use the
tight-binding Rice–Mele Hamiltonian to simplify the discussion of
the pumping sequence as a closed trajectory in the  –  parameter
plane (Fig. 1b). Not that, as shown in Fig. 1c, our system has
metallic edge states and thermal holes due to the combination of the
trapping potential and finite temperature. We estimate the filling of
the lattice is typically ⇠0.7 for each spin at the centre of the trap.
However, in the case of our deep optical lattice systems, the shift
of the CoM of the atomic cloud still constitutes a quantized shift
in spite of these thermal and finite size e ects (see Supplementary
Information 2).
Figure 2 shows the main results of our pumping experiments.
Our stable absorption imaging sys emwith a charge-coupled-device
(CCD) camera enables us to accuratelymeasure the shift of the CoM
of the atomic cloud after several pumping cycles (see Supplementary
Information 5), as shown in Fig. 2a,b. The period T is fixed to
50ms for the results shown in Fig. 2. One can cle rly recognize the
sizable CoM shift along the z-direction. We plot the in situ CoM
positions of the atomic cloud after a few pumping cycles in Fig. 2d.
The averaged CoM shift per cycle hz(t)  z(0)i/(td) of the cRM
pumping with (VS,VL)= (20, 30)ER is evaluated to be 0.94(7) for
t6T . This provides a direct asurement of the Chern numb r of
the occupied energy band, which is consistent with the ideal value
⌫=1. As a comparison, the observed average CoM shift per cycle of
a sliding lattice (VS,VL)= (0, 40)ER is 0.94(4), which is again close
t the ideal value of ⌫= 1. Classically it is fairly i tuitive that the
sliding lattice is able to transfer atoms because the potential minima
are moving in space. However, even though the potential minima
of the cRM pump (VS,VL)= (20, 30)ER are not moving in space, as
shown in Fig. 1c, the pumping is topol gically equivalent because of
the same Chern number of the occupied band. The cRM lattice has
the same ability to transfer atoms residing in the lowest energy band,
even though the pumping is achieved by a sequence of quantum
tunnelling events between the double wells (see Supplementary
Information 4). We attribute the saturating behaviour of the cRM
pumping for t > 6T to the e ect of the harmonic confinement,
whose variation can be comparable to the bandgap for a large CoM
shift22 (see Supple entary Information 6).
A striking feature of our pump is its topological nature. In
particular, the pumped amount in the Rice–Mele model23,24 is
directly related to the topology of the trajectory in the  –  plane.
It dep nds only on the winding number w of the trajectory tha
encloses the origin  = = 0 (see Supplementary Information 3).
Note that electron pumping in restricted nano-devices8–11 is not
topological, because in that case the amount of the charge
pumped per cycle instead depends on the area of the enclosed
parameter space25, which is the geometry but ot the topology of
the trajectory. To highlight the topological nature of Rice–Mele
pumping, we investigate four distinct pumping sequences with
trajectories shown schematically in Fig. 3b–e. In Fig. 3a, we plot
the CoM shif s of two cRM umping schemes with (VS, VL)=
(20, 30)ER (Fig. 3b,e) and two amplitude-modified cRM pumping
schemes (Fig. 3c,d). Evidently, the sequence which does not wind
around the origin (Fig. 3d) results in no pumping, and those
with winding trajectories (Fig. 3b,c,e) result in finite pumpin .
Also the forward cRM pumping (Fig. 3b) and the amplitude-
modified cRM pumping (Fig. 3c) exhibit almost the same pumping
behaviour, although the area enclosed by the trajectory of Fig. 3c
is actually smaller than that of Fig. 3b. This is direct evidence of
the topological nature of the pump. Note that the band structure
in the k–t space of the nontrivial pumping sequence (Fig. 3c)
is identical to that of the trivial pumping (Fig. 3d). However,
the Berry curvature and the Chern number of the lowest band
are di erent. This hi hl ghts the fact that the pumped charge is
a topological quantity, which depends on the wavefunction but
not on the band dispersions. Furthermore, we also performed the
cRM pumping with a negative sweep of the phase  (t)= ⇡t/T ,
which corresponds to an opposite winding in the  –  plane, and
the cloud is p mp d in the oppo ite direction even though the
band dispersion remains identical to that of the forward sweep
pumping (Fig. 3e).
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Figure 3 | Topological as ects of cRM pumping. a, Charge pumped during a simple cRM pumping (b), topologically nontrivial pumping (c), topologic lly
tr vial pumping (d), and negativ sweep cRM pumpin (e). The vertical error bars deno e the standard error of the mean f ten CoMmeasurements.
b–e, Schematic pumping s quences in the  –  plane (top), the corr sponding band structu es in the k–t Brillouin zone (middle), an the Ber y curvatures
of the pumping cycles (botto ). The indices w in the top figures indicate th winding number of each traje tory around the origin.   and  are in units of
the recoil energy ER.
as  (t)=⇡t/T , the hopping amplitudes and on-site energies are
mo ulated periodically. Our ab initio calculation shows t at the
RM pumping scheme used in the experiment is topologically
equivalent to the Rice–Mele model for atoms that reside in the
l west energy band, because the Chern numbers are the same (see
Supplementary Information 3). In the following, wewill thus use the
tight-binding Rice–Mele Hamiltonian to simplify the discussion of
the pumping sequence as a closed trajectory in the  –  parameter
plane (Fig. 1b). Note that, as shown in Fig. 1c, our system has
metallic edge states and thermal holes due to the co bination of the
trappi g po ential and finite temperature. We estimate he filling of
the lattice is typically ⇠0.7 for each spin at the centre of the trap.
However, in the case of our deep optical lattice systems, the shift
of the CoM of the atomic cloud still constitutes a quantized shift
in spite of these thermal and finite size e ects (see Supplementary
Information 2).
Figure 2 shows the main results of our pumping experiments.
Our stable absorption imaging systemwith a charge-coupled-device
(CCD) c mera nables us to accuratelymeasure the shift of the CoM
of the atomic cloud after several pumping cycles (see Supplementary
Information 5), as shown in Fig. 2a,b. The period T is fixed to
50ms for the results shown in Fig. 2. One can clearly recognize the
sizable CoM shift along the z-direction. We plot the in situ CoM
positions of the atomic cloud after a few pumping cycles in Fig. 2d.
The averaged CoM shift per cycle hz(t)  z(0)i/(td) of the cRM
pumping with (VS,VL)= (20, 30)ER is evaluated to be 0.94(7) for
t6T . This provides a direct measurement of the Chern number of
the occupied energy band, which is consistent with the ideal value
⌫=1. As a comparison, the observed average CoM shift per cycle of
a sliding lattice (VS,VL)= (0, 40)ER is 0.94(4), which is again close
to the ideal value of ⌫= 1. Classically it is fairly intuitive that the
sliding lattice is able to transfer atoms because the potential minima
are moving in space. However, even though the potential minima
of the cRM pump (VS,VL)= (20, 30)ER are not moving in space, as
shown in Fig. 1c, the pumping is topologically equivalent because of
the same Chern number of the occupied band. The cRM lattice has
the same ability to transfer atoms residing in th low st energy band,
even though the pumping is achieved by a sequence of quantum
tunnelling events betwee the double wells (see Supplementary
Information 4). We attribute the saturating behaviour of the cRM
pumping for t > 6T to the e ect of the har onic confinement,
whose variation can be comparable to the bandgap for a large CoM
shift22 (see Supplementary Information 6).
A striking feature of our pump is its topological nature. In
particular, the pumped amount in the Rice–Mele model23,24 is
directly related to the topology of the trajectory in the  –  plane.
It depends only on the winding number w of the trajectory that
encloses the origin  = = 0 (see Supplementary Information 3).
Note that electron pumping in restricted nano-devices8–11 is not
topological, because in that case the amount of the charge
pumped per cycle instead depe ds on the area of the enclosed
parameter space25, which is the geometry but not the topol gy of
the trajectory. To highlight the topological nature of Rice–Mele
pumping, we investigate four distinct pumping sequences with
trajectories shown schematically in Fig. 3b–e. In Fig. 3a, we plot
the CoM shifts of two cRM umping schemes with (VS, VL)=
(20, 30)ER (Fig. 3b,e) and two amplitude-modified cRM pumping
schemes (Fig. 3c,d). Evidently, th sequenc which do s no wind
around the origin (Fig. 3d) results in no pumping, and those
ith winding trajectories (Fig. 3b,c,e) result in finite pumping.
Also the forward cRM pumping (Fig. 3b) and the amplitude-
modified cRM pumping (Fig. 3c) exhibit almost the same pumping
behavi ur, although the area enclosed by the trajectory of Fig. 3c
is actually smaller t an that of Fig. 3b. This is direct evide ce of
the topological nature of the pump. Note that the band structure
in the k–t space of the nontrivial pumpi g sequence (Fig. 3c)
is identical to that of the trivial pumping (Fig. 3d). However,
the Berry curvature and the Chern number of the lowest band
are di erent. This highlights the fact that the pumped charge is
a topological quantity, which depends on the wavefunction but
ot on the band disper ions. Fur ermore, we also performed the
cRM pumping with a negative sweep of the phase  (t)= ⇡t/T ,
which corresponds to an opposite winding in the  –  plane, and
the cloud is pumped in the opposite direction even though the
band dispersion remains identical o that of the forward sweep
pumping (Fig. 3e).
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Figure 3 | Topological aspects of cRM pumping. a, Charge pumped during a simple cRM pumping (b), topologically nontrivi l pumping (c), topologically
trivial pumping (d), and negative sweep cRM pumping (e). The vertical error bars denote the standard error of the mean of ten CoMmeasurement .
b–e, Schematic pumpin sequences in the  –  plane (top), the corresponding band structures in the k–t Brillouin zone (middle), and the Berry curvatures
of the pumping cycles (bottom). The indices w in the top figures indicate the winding number of each trajectory around the origin.   and  ar in units of
the recoil energy ER.
as  (t)=⇡t/T , the hopping amplitud s and on-site e ergies are
modulated periodically. O r ab initio cal ul tion shows tha the
cRM pumping schem used in th experiment i topologically
equivalent to the Rice–Mele model for toms that reside in he
low st energy b nd, because the C ern numbers ar th same (se
Supplementary Information 3). In the following, wewill thus use the
tight-binding Rice–Mele Hamiltonian to implify the discussion of
the pumping sequence as a closed trajectory in the  –  parameter
plane (Fig. 1b). Note that, as shown in Fig. 1c, our sy tem has
metallic edge states and thermal holes due to the combination of the
trapping potential and finite temperature. We est mate the filling of
the lattice is typically ⇠0.7 for e ch s in at the centre of the rap.
However, in the case of our deep optical lattice systems, the shift
of the CoM of the at mic cloud still cons itut s a quantized shift
in spite of these thermal and finite size e ects (see Supplementary
Information 2).
Figure 2 shows the mai results of our pumping experiments.
Our stable absorption imag ng system ith a charge-coupled-device
(CCD) camera enables us to accuratelymea ure th shift of the CoM
of the atomic cloud after several pumping cycles (see Supplement ry
Information 5), as shown in Fig. 2a,b. The period T is fix d t
50ms for the results shown in F g. 2. One can clearly recognize the
sizable CoM shift along the z-direction. We plot th in situ CoM
positions of the atomic cloud after a few pumping cycles in Fig. 2d.
The averaged CoM shift per cycle hz(t)  z(0)i/(td) of the cRM
pumping with (VS,VL)= (20, 30)ER is evaluated to be 0.94(7) for
t6T . This provides a direct measurement of the Chern number of
the occupied en rgy band, which is consistent with the ideal value
⌫=1. As a comparison, the observed average CoM shif per cycle of
a sliding lattice (VS,VL)= (0, 40)ER is 0.94(4), which is aga n close
to the ideal value of ⌫= 1. Classically it is fairly intuitive that the
sliding lattice is able to tra sfer atoms because the potential minima
are moving in space. However, even though the potential minima
of the cRM pump (VS,VL)= (20, 30)ER are not moving in space, as
shown in Fig. 1c, the pumping is topologically equivalent because of
the same Chern number of the occupied band. The cRM lattice has
the same ability to transfer atoms residing in the lowest energy band,
even though the pumping is achieved by a sequence of quantum
tunne l ng eve ts between the double wells (see Supplementary
Information 4). We attribu e the satur ting behav our of the cRM
pumping for t > 6T to the e ect of the armonic co fi ement,
whose variati n can b comparable to the bandgap for a large CoM
shift22 (s Supplementary Information 6).
A striking feature f our pump is its t polog cal natur . In
particular, the pumped amount in the Ric –Mele model23,24 is
directly related to the topology of the trajectory in the  –  plane.
It depends o ly on the winding number w of the traject ry th t
encloses the origin  = = 0 (see Supplementary I for ation 3).
Note that lectron pumping in restrict d nano-devices8–11 is not
topologi al, because in that case the amount of the charge
pumped per cycle instead depends on the area f the enclosed
parameter s ace25, whi is the geometry but no the topology of
the trajectory. To highlight he topological nature of Rice–Mele
pumpi , we inv stigate four distinct pumping sequen es with
rajectories shown schematically in Fig. 3b–e. In Fig. 3a, we plot
the CoM shif s of two cRM pumping schemes with (VS, VL)=
(20, 30)ER (Fig. 3b, ) and two amplitude-modifi d cRM pumping
schemes (Fig. 3c,d). Evidently, the sequence w ich does not wind
around the origin (Fi . 3d) r sults in no pumping, and those
with winding traje tories (Fig. 3b,c,e) result i f ite pumping.
Al o the forward cRM pumping (Fig. 3b) and the amplitude-
modified cRM pumping (Fig. 3c) exhibit almost same pumping
behaviour, although the area enclosed by the trajec ory of Fig. 3c
is actually smaller than that f Fig. 3b. This is direct evidence of
the topological n ture f the pump. Note that the band structure
in the k–t space of the nontrivial pumping sequence (Fig. 3c)
is id ical to that of the trivial pumping (Fig. 3d). However,
t e Berry curvature and the Chern number of the lowest band
are di erent. This highlights the fact that the pumped charge is
a topological q antity, which depends on the wavefunction but
not on the band dispersions. Furthermore, we also performed the
cRM pumping with a negative sweep of the phase  (t)= ⇡t/T ,
which corres onds to an opposite winding in the  –  pla e, a d
the cloud is pumped in the opposite direction even though the
band dispersion remains identical to that of the forward sweep
pumping (Fig. 3e).
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FIG. 23 Quan ization of the displacement of a cloud of
fermionic 171Yb atoms pl ced in a 1D opt ca superlattice
described by the ice–Mele Hamiltonian. Depending on the
closed loop i para eter sp ce (J ′−J ≡ 2δ,∆), the d splace-
ent can be positive, zero or negative. The time T represents
the duration of a pump cycle. Courtesy of Nakajima et al.
(2016).
the ent r-of-mass of the cloud has moved by one l ttice
cell. In he lim ting case of a particle initially localized
in one of the lattice sites, n can recover this resul by a
simple easoning ba d o th adi b ic f llowing of he
instan eous energy l vels (see Fig. 22).
A T ouless pump has been implemented in cold atom
setups (Lohse et al., 2016; Lu et al., 2016; Nakajima et al.,
2016). T xperime t by Nakajima t a . (2016) us s a
superlattice potential similar to that represented in Fig.
22, with Vlong = 30Er and Vshort = 20Er, resp tively,
with Er = ~2/(8ma2). Using a gas of non interacting
171Yb tom (fermions), Nakajima et al. (2016) verified
that the displace en of the cloud whe φ varies from
0 to 2pi is eq al to one lattice riod, as expected (Fig-
ure 23). They also checked that it is topologically robust,
i.e. it d es not change if one slightly deforms t path in
parame r space y dding a time varia i n mod lat on
f Vlong and Vshort. However if t modification is such
that the closed trajectory in parameter space (J ′− J,∆)
does not encircle the origin point anymore, the displace-
ment per pum cycle drops o zero.
2. Center- f-mass dynamics in 2D
As a last example of a cold atom probe of band to ol-
ogy, let us briefly describe the analysis of the dynamics
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FIG. 24 Transport measurement in a square lattice with a
flux/plaquette φAB = pi/2 (data 1). A Hall-type current is
observed through the displacement of the center-of-mass of
the cloud along the x direction, when a uniform force induc-
ing Bloch oscillations (BO) is applied along y for an adjustable
time. For short BO times, only the lowest subband is pop-
ulated, resulting in a linear variation of x(t) with time, in
agreement with the expected Chern index of this subband.
At longer times, heating processes equalize the populations
of the subbands and the Hall drift stops. When the flux is
zero, no Hall current is observed (data 2). Courtesy of Monika
Aidelsburger, adapted from Aidelsburger et al. (2015).
associated with the Harper-Hofstadter Hamiltonian (46)
by Aidelsburger et al. (2015). This Hamiltonian was im-
plemented using the laser induced hopping method ex-
plained in Sec. III.D, producing the flux per plaquette
φAB = pi/2. As a result of this applied gauge field, the
lowest band of the lattice was split in 4 subbands, with
Chern numbers (+1,−1,−1,+1), with the two interme-
diate subbands touching at Dirac points. Bosonic 87Rb
atoms were loaded in majority in the lowest subband of
the lattice, at a temperature such that this subband was
filled quasi-uniformly. Then, a weak uniform force along
the y axis originating from a gradient of the light inten-
sity of an auxiliary beam was applied to the atoms for
an adjustable duration t. The position of the center-of-
mass of the atom cloud was monitored as a function of
time and it revealed the topology of the bands. At short
times (typically less than 50 ms), the drift of the cloud
along the x direction, similar to a Hall current, was found
to be linear with t (Figure 24). It provided a measure-
ment of the anomalous velocity in good agreement with
the expected value for the Chern number of the lowest
subband. For longer times t, heating originating from
the resonant modulation applied to the lattice induced
transitions between the various subbands, which even-
tually get equally populated. Since the sum of all four
Chern number is zero, the drift of the center-of-mass then
stopped. A careful analysis of this dynamics, associated
with an independent measurement of the population of
each subband provided a measurement of the individual
Chern numbers with a 1% precision.
V. INTERACTION EFFECTS
Some of the most interesting directions for future work
on cold atoms in topological optical lattices involve stud-
ies of collective effects that arise from interparticle inter-
actions. Such studies hold promise for the exploration
of novel phases of matter, and to elucidate the role of
topology in strongly correlated many body systems.
A. Two-body interactions
The methods described above for generating topolog-
ical lattices consist either of periodic modulation of site
energies, forming a so-called “Floquet” system (see Ap-
pendix B), or of Raman coupling of internal spin states,
leading to optically “dressed states” of the atoms. Both
of these methods lead to effective interactions between
particles in the resulting energy bands that have some
novel features.
1. Beyond contact interactions
For ultracold atoms in the continuum, the typical two-
body interactions are dominated by the s-wave scatter-
ing, which can be represented by a short-range (contact)
interaction g δ(r1−r2), where the Dirac δ distribution is
supposed to be properly regularized. However, for parti-
cles “dressed” by a laser field like in the optical lattices
described above, the interactions typically acquire non-
local character.
a. Continuum models. For the continuum setting of op-
tical flux lattices of Sec. III.F with laser plane waves in-
ducing Raman couplings between internal spin states,
non-local interactions can arise from the momentum-
dependence of the dressed-state wavefunctions. For the
two-state system described by the Hamiltonian (72), an
energy eigenstate in a given band can be written
|Ψq〉 = |ψq〉 ⊗ |Σq〉, (75)
i.e. the product of an orbital Bloch state |ψq〉 of quasi-
momentum q and of a q-dependent spin state |Σq〉 writ-
ten in the basis |±〉z. The dependence of the spin compo-
nent |Σq〉 on wavevector has direct consequences on the
two-body scattering matrix elements within this band.
Let us first recall the simple case of spinless or fully po-
larized particles. For the contact interaction Vˆ = g δ(rˆ),
the matrix element of Vˆ for a pair of free distinguishable
particles transitioning from (q1, q2) → (q1 +Q, q2 −Q)
is equal to g (up to a normalization factor) and it is
independent of the momentum transfer Q. Here we ne-
glect for simplicity energy-dependent corrections of the
s-wave scattering amplitude, which is valid when Q−1 is
32
larger than the s-wave scattering length, a criterion usu-
ally satisfied in quantum gases. For two indistinguishable
particles, physical observables involve the sum over the
two permutations
(q1, q2)→ (q1 +Q, q2 −Q) or (q2 −Q, q1 +Q) (76)
with a relative sign of ε = ±1 for bosons/fermions. The
matrix element of Vˆ is doubled for polarized bosons and
vanishes for polarized fermions: the latter result simply
reflects the fact that single-component fermions are in-
sensitive to the contact interaction, since the Pauli prin-
ciple precludes them from having the same spatial posi-
tion.
Consider now the scattering of atoms in the dressed
state band with wavefunctions (75) and assume for sim-
plicity that the contact interaction is independent of the
internal states |±〉. For bosons/fermions (ε = ±1), the
transition matrix element of Vˆ for the two-path process
(76) is now
〈ψq1+Q, ψq2−Q|Vˆ |ψq1 , ψq2〉 〈Σq1+Q|Σq1〉 〈Σq2−Q|Σq2〉
+ ε〈ψq2−Q, ψq1+Q|Vˆ |ψq1 , ψq2〉 〈Σq2−Q|Σq1〉 〈Σq1+Q|Σq2〉
For fermions, this matrix element no longer vanishes
in general. For example, for Q = 0, it is ∝
g
(
1− |〈Σq2 |Σq1〉|2
)
. This is an important result that
shows that starting from contact-interacting fermions
occupying a non-degenerate band, the optical dressing
leads to an interacting one-component Fermi gas, more
precisely to effective p-wave interactions (Zhang et al.,
2008). The possibility of interaction between two identi-
cal fermions can be viewed as arising from non-adiabatic
corrections to the optical dressing, allowing two particles
to coincide in real space by being in different internal
dressed states, dependent on their momentum (Cooper
and Dalibard, 2011). The momentum dependence of
the dressed-state wavefunctions converts the contact in-
teractions into a momentum-dependent interaction for
atoms, thereby allowing effective p-wave scattering even
at ultralow temperatures. Similarly, dressed-state bosons
can acquire a momentum-dependent interaction allowing
the appearance of d-wave and higher angular-momentum
channels in the scattering (Williams et al., 2012).
b. Tight-binding models. For tight-binding lattice sys-
tems, we have described in Sec. III how periodic driving
at frequency ω can be used to tailor the amplitudes and
phases of the hopping matrix elements between the sites.
We demonstrated how, at rapid driving frequencies, an
effective Hamiltonian with (potentially complex) mod-
ified tunneling amplitudes arises. This is the effective
Floquet Hamiltonian for the modulated system, which
governs the dynamics of the particles on timescales large
compared to the period of the modulation, T = 2pi/ω, as
described in Appendix B. In the presence of interparticle
interactions – e.g. Hubbard interaction U between parti-
cles on the same lattice site – new terms appear in this
effective Floquet Hamiltonian, including non-local inter-
actions (Eckardt, 2017). To understand the origin of the
non-local interactions, consider the modulated two-site
system described in III.C under a harmonic drive of the
energy offset between the sites, ∆(t) = ∆ cosωt. The
unitary transformation Eq. 52 leads to a Hamiltonian
Hˆ ′ = −J
[
eiφP(t)|r〉〈l|+ e−iφP(t)|l〉〈r|
]
, (77)
φP(t) =
∆
~ω
sin(ωt) . (78)
It is convenient to expand this Hamiltonian in its har-
monics
Hˆ ′ = −J
∞∑
m=−∞
Jm
(
∆
~ω
)
eimωt|r〉〈l|+ H.c (79)
where Jm(z) are Bessel functions of the first kind. The
m = 0 term gives the time-averaged Hamiltonian dis-
cussed in Sec. III: it describes intersite tunneling with
an effective tunneling rate that is modified from the bare
rate J by J0(∆/~ω). For ~ω large compared to all other
energy scales (tunneling J and any onsite-interaction
energy U) the higher-order terms |m| > 0 are far off-
resonant, so are rapidly oscillating and have small effects
on the wavefunction. Still these terms do perturb the
atomic wavefunction, leading to the new features we are
interested in here. For a particle that is initially in the
right well, |r〉, a rapidly oscillating perturbation Vˆmeimωt
(i.e. m 6= 0) causes a first-order correction to the wave-
function of
|ψ′〉 ≈ |r〉+ |l〉〈l|Vˆm|r〉eimωt/2 sin(mωt/2)
m~ω
(80)
≈ |r〉 − JJm(∆/~ω)eimωt/2 sin(mωt/2)
m~ω
|l〉 (81)
Thus, these terms induce a (small) nonzero probability
for the particle to be in the left well,
pl =
∑
m6=0
J2
2(m~ω)2
[
Jm
(
∆
~ω
)]2
, (82)
after averaging over the rapid oscillations and summing
over all such terms. If in addition to the tunnelling (78)
the static Hamiltonian has an on-site interaction between
particles in the left well, which we consider to be a Hub-
bard interaction Unˆl(nˆl−1)/2 (with nˆl the number oper-
ator in the left well), then these rapidly oscillating terms
that move particles from right to left well will give rise
to effective non-local interactions U efflr nˆlnˆr, with
U efflr = Upl ∝
UJ2
(~ω)2
. (83)
A similar nonlocal term will arise from interactions in
the right well. A full analysis of such effects is best
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achieved through a construction of the Floquet Hamil-
tonian at high drive frequency via the Magnus expan-
sion (Goldman and Dalibard, 2014) or other systematic
approach (Eckardt and Anisimovas, 2015). An overview
of the Magnus expansion is given in Appendix B.
c. Synthetic dimensions. An extreme example of non-
local interactions arises for systems involving synthetic
dimensions (Celi et al., 2014; Mancini et al., 2015; Stuhl
et al., 2015). There, interactions are typically long-
ranged among the set of s = 1, Ns internal states which
form the synthetic dimension, and short ranged in the d
spatial co-ordinates. For a synthetic dimension formed
from an internal spin degree of freedom, the interac-
tions are of infinite range in the synthetic dimension,
and of conventional short range in position. For exam-
ple spin-exchange interactions can be viewed as a cor-
related tunneling, such as (m,m′) → (m − 1,m′ + 1).
Such systems realize interesting intermediate situations
in which the single-particle physics can be viewed as d+1
dimensional (for Ns is large) while the interactions re-
main d-dimensional. For a synthetic dimension formed
from simple harmonic oscillator subband states (Price
et al., 2017) the interactions fall off with increasing spac-
ing along the synthetic dimension. Interactions in an
effective two-leg ladder, formed from spin-orbit coupled
Strontium atoms, have been studied experimentally by
Bromley et al. (2018).
d. Current-density coupling. Finally, we note that the
novel two-body interactions that are induced by Raman
coupling or Floquet modulation can also include terms
that are not just density-density interactions, but that
couple the particle motion to particle density. These ef-
fects arise naturally in photon-assisted tunneling between
lattice sites as a consequence of interaction-induced en-
ergy shifts. The imposed energy offset between two ad-
jacent lattice sites is modified by the onsite interactions,
U , in such a way that the photon-assisted tunneling can
be brought into or out-of resonance depending on the oc-
cupations of the sites by other particles. This leads to a
density-dependent tunneling term of the form∑
i
[
J(nˆi, nˆi+1)bˆ
†
i bˆi+1 + h.c.
]
, (84)
shown here for spinless bosons. Such situations have been
analysed in Refs. (Aidelsburger et al., 2015; Bermudez
and Porras, 2015; Racˇiu¯nas et al., 2016). The density-
dependent corrections are typically a small modification
of the photon-assisted hopping in current experimental
setups of gauge fields on optical lattices [see supplemen-
tary information in Aidelsburger et al. (2015)]. How-
ever, they can be made to dominate in regimes where
U is large, such that the photon drive frequency ω is
not resonant with the bare detuning ∆ but with ∆± U .
Such situations have been explored in experiments on
two-component Fermi systems (Go¨rg et al., 2018; Xu
et al., 2018). Analogous coupling between current and
density arises also in the continuum if interactions lead
to detunings that influence the local dressed states, thus
causing the induced vector potential A to be density-
dependent (Edmonds et al., 2013). Density-mediated
hopping can also arise in settings where the single par-
ticle energy bands are flat (dispersionless). Then indi-
vidual particles do not move, being localized to a region
of size of the Wannier orbital, and particle motion arises
only through interparticle interactions. Such settings in-
clude the flat energy bands of frustrated lattices, such
as the Creutz ladder (Creutz, 1999; Ju¨nemann et al.,
2017; Mazza et al., 2012) in 1D, and the Kagome´ (Huber
and Altman, 2010) and dice lattices (Mo¨ller and Cooper,
2012) in 2D, as well as for particles in dressed states of
internal spin states in which the direct nearest-neighbor
tunneling can be made to vanish (Bilitewski and Cooper,
2016).
2. Floquet heating
The explicit time-dependence of the Hamiltonian in
periodically driven systems relaxes energy conservation,
and leads to forms of inelastic scattering and heating not
present in the time-independent case. For a Floquet sys-
tem at frequency ω, these correspond to the absorption
(or emission) of an integer number of “photons” of en-
ergy ~ω from the external drive. For the “Floquet-Bloch”
waves of a spatial- and time-periodic potential, such in-
elastic scattering could occur for even for a single particle
that scatters from a defect in the lattice, which allows
a change in momentum transfer. However, an impor-
tant source of potential inelastic scattering is for pairs of
particles via the interparticle interactions, i.e. inelastic
two-body collisions.
A general description of the inelastic scattering of
Floquet-Bloch waves was provided in Bilitewski and
Cooper (2015b). Consider a time-periodic Hamiltonian
of frequency ω, and denote the single-particle energy
band, with band index ν, by the energies ν(q) de-
fined as continuous functions of q over the Brillouin
zone. Owing to the time-periodicity, this can be viewed
as one member of a sequence of Floquet energy bands

(m)
ν (q) = ν(q) + m~ω (Eckardt, 2017). We define in-
elastic scattering to be those processes in which m, or
ν, or both, change under a scattering event. For weak
scattering from state i to state f, the inelastic rate can be
computed through a “Floquet Fermi Golden Rule” (Kita-
gawa et al., 2011)
γi→f =
2pi
~
∑
m
|〈〈Φ(m)f |Vˆ Φ(0)i 〉〉|2δ(Ei−Ef−m~ω) , (85)
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where |Φ(m)f,i (t)〉 ≡ e−imωt|Φ(0)f,i (t)〉 and 〈〈Φ1|Φ2〉〉 ≡
1
T
∫ T
0
〈Φ1|Φ2〉dt. Here Vˆ can denote a one-body potential
(e.g. a lattice defect) or a two-body interaction. Pro-
cesses with nonzero ∆m correspond to the exchange of
∆m quanta from the drive field, changing the energy of
the atom by m~ω. This provides a simple prescription by
which to calculate the inelastic (∆m 6= 0) contribution to
the two-body scattering of Floquet-Bloch states. Step-
ping beyond the simple two-body calculation to a many-
body setting can be achieved by analysing instabilities
within the Gross-Pitaevskii description (Choudhury and
Mueller, 2014, 2015; Lellouch et al., 2017).
Calculations for the parameters used in the experimen-
tal studies of weakly interacting bosons in the Harper-
Hofstadter model (Aidelsburger et al., 2015) show that
the heating rates observed in those experiments are
consistent with the expected inelastic two-body scat-
tering processes dominated by single-photon absorp-
tion (Bilitewski and Cooper, 2015a). This analysis em-
phasizes the role played by the motion transverse to
the 2D plane along the (weakly confined) third dimen-
sion. The application of an optical lattice to confine this
motion and open up gaps at the one-photon resonance
is expected to significantly reduce the heating rate in
such experiments (Bilitewski and Cooper, 2015a; Choud-
hury and Mueller, 2015). The excitation of motion along
tubes, transverse to the optical lattice, has been argued
to be responsible for heating rates in a recent experi-
mental study of a periodically modulated 1D lattice (Re-
itter et al., 2017). In strongly driven systems (Wein-
berg et al., 2015) particle transfer to higher bands can
arise from multiphoton resonances at the single-particle
level (Stra¨ter and Eckardt, 2016).
Floquet heating in the full, many-body, system
presents an interesting theoretical issue which remains an
active area of investigation. That energy is not conserved
leads to the expectation that the system will be driven
to an infinite temperature state at long times (Lazarides
et al., 2014). This expectation relies on the assump-
tion that energy is redistributed between all degrees of
freedom through the interparticle interactions. There
can, however, arise situations in which many-body sys-
tems show steady states that are not at infinite tem-
perature (Chandran and Sondhi, 2016; D’Alessio and
Polkovnikov, 2013), or in which there form prethermal-
ized states on intermediate timescales (Bukov et al., 2015;
Canovi et al., 2016). Furthermore, in settings involving
disorder, it has been shown that many-body localized
(MBL) phases can be robust to Floquet modulations,
allowing the existence of non-thermal steady states to
arbitrarily long times (Abanin et al., 2016). A striking
example of such a “Floquet MBL” phase is the Floquet
time crystal (Moessner and Sondhi, 2017).
FIG. 25 Illustration of a vortex lattice configuration for
weakly interacting bosons in the Harper-Hofstadter model at
flux φAB = 2pi/3. The gauge-invariant currents flow on the
links between the sites of the square lattice. The pattern of
current breaks the translational invariance of the system. The
strongly circulating currents (shown in solid lines and arrows)
are around plaquettes that lie along diagonal lines. These are
the lattice-equivalents of the “vortex cores”, now distorted
from the triangular lattice expected in the continuum models,
to be pinned to the plaquettes of the square lattice. There
are weak counter-circulating currents around other plaque-
ttes, such that the net particle flow vanishes, when coarse
grained on scales large compared to the lattice spacing
B. Many-body phases
The topological optical lattices described above sup-
port an array of many-body phases. Novel features arise
for weakly interacting gases through the geometrical and
topological characters of the underlying band structure.
Furthermore, there can arise interesting strongly corre-
lated phases, driven by strong interparticle interactions.
1. Bose-Einstein condensates
For an optical lattice loaded with a gas of non-
interacting bosons one expects the ground state to be
a Bose-Einstein condensate (BEC), in which all particles
condense at minimum of the lowest energy band. This
expectation applies just as well to the topological optical
lattices as to regular optical lattices. However, topologi-
cal optical lattices can bring several novel features.
(1) For systems without time-reversal symmetry (as
required to generate a Chern band), the individual Bloch
wavefunctions have phase variations which in general give
rise to nonzero local current density. Since the Bloch
wavefunctions are stationary states, these currents must
be divergenceless, but this still allows the BEC to support
circulating currents in dimensions d > 1. These currents
take the form of the local current density of a vortex
lattice. An example is shown in Fig. 25.
(2) For topological optical lattices in d > 1 the en-
ergy minimum in which the BEC forms will, in general,
be characterized by a non-zero Berry curvature. As de-
scribed in Sec. V.C this Berry curvature affects the col-
lective modes of the BEC.
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(3) There can arise situations in which there are a set
of degenerate energy minima. An important example
is provided by the Harper-Hofstadter model, for which
the energy band typically has multiple degenerate min-
ima. For example, at flux φAB = 2pi/s the band has s
degenerate minima in the magnetic Brillouin zone. For
non-interacting particles, there is a macroscopic degener-
acy associated with the occupation of these s degenerate
single particle states: a BEC could form in any linear
superposition of these states; or indeed a “fragmented”
condensate could form (Mueller et al., 2006). The inclu-
sion of interactions, U 6= 0, is required to resolve this
macroscopic degeneracy. The simplest way to include in-
teractions is via Gross-Pitaevskii mean-field theory. This
is valid for sufficiently weak interactions U  J and at
high mean particle density n¯  1. Studies of the mean-
field ground state (in regimes of both weak and strong
interactions, Un¯  J and Un¯  J) show that repulsive
interactions stabilize a simple BEC with the form of a
vortex lattice (Powell et al., 2011; Straley and Barnett,
1993; Zhang et al., 2010). This state breaks the under-
lying translational symmetry of the lattice, so there are
several discrete (symmetry-related) states that are de-
generate. For example, for flux φAB = 2pi/3 it has the
form of vortex lines along diagonals of the lattice, Fig. 25.
Numerical studies of the vortex lattice ground states for
Un¯ J have been conducted for a wide range of flux φ:
these show simple ordered lattices for |φAB| > pi/2, but
complex behavior, with many local energy minima, for
|φAB| < pi/2 (Straley and Barnett, 1993).
Similar vortex lattice states appear in ladder systems.
In experiments on weakly interacting bosons on a two-
leg ladder with flux, Atala et al. (2014) demonstrated
a transition between a uniform superfluid phase with
Meissner-like chiral currents and a vortex phase (with
broken translational symmetry along the ladder) as a
function of the tunneling strength across the rungs of the
ladder, akin to the Meissner and vortex lattice phases of
a type-II superconductor.
2. Topological superfluids
In both the tight-binding lattices and the Raman-
dressed flux lattices, there can arise situations in which
there are non-local interactions between fermions in a
single band. This allows attractive p-wave pairing and
can lead to interesting forms of topological superfluidity
with “Majorana” excitations. Here we discuss the gen-
eral features of these topological superfluids.
Their properties are understood within mean-field the-
ory, as described by the Bogoliubov-de Gennes (BdG)
Hamiltonian. This takes the form
Hˆ − µNˆ =
∑
α,β
[
εαβ cˆ
†
αcˆβ +
1
2
(
∆αβ cˆ
†
αcˆ
†
β + ∆
∗
αβ cˆβ cˆα
)]
,
(86)
where cˆ
(†)
α are fermionic creation/annihilation operators
for the single-particle states labeled by α = 1, . . . Ns,
which encodes both positional and internal (spin) degrees
of freedom. They obey the fermionic anticommutation
relations, {cˆα, cˆβ} = {cˆ†α, cˆ†β} = 0, {cˆα, cˆ†β} = δαβ . The
Ns×Ns matrix ε describes the conventional particle mo-
tion and potentials, and must be Hermitian, ε∗αβ = εβα;
the Ns × Ns matrix ∆ represents the superconducting
pairing, and is antisymmetric ∆αβ = −∆βα.
It is convenient to express the Bogoliubov-de Gennes
Hamiltonian as (up to a constant shift)
Hˆ − µNˆ = 1
2
(
cˆ† cˆ
)
HBdG
(
cˆ
cˆ†
)
(87)
HBdG =
(
ε ∆
−∆∗ −ε∗
)
, (88)
where (cˆ, cˆ†)T is a 2Ns-component column vector formed
by listing all fermionic destruction cˆα=1,...Ns and creation
cˆ†α=1,...Ns operators. The quasiparticle excitations are de-
termined by the spectrum of the 2Ns×2Ns matrix HBdG
Eλ
(
u(λ)
v(λ)
)
= HBdG
(
u(λ)
v(λ)
)
(89)
in terms of the 2Ns-component vector of amplitudes
u
(λ)
α=1,...Ns
and v
(λ)
α=1,...Ns
, where λ labels the 2Ns eigen-
values. The matrix BdG Hamiltonian (88) has a special
symmetry:
HBdG = −
(
0 I
I 0
)[HBdG]∗( 0 I
I 0
)
(90)
where 0 and I are the Ns × Ns null and identity matri-
ces respectively. This has the consequence that for any
eigenstate (u(λ), v(λ))T with eigenvalue Eλ there is an-
other eigenstate (
u(λ¯)
v(λ¯)
)
=
(
v(λ)∗
u(λ)∗
)
(91)
with eigenvalue Eλ¯ = −Eλ: i.e. the spectrum is sym-
metric in energy around E = 0. (Note that energies have
been defined relative to the chemical potential, µ.) This
intrinsic particle-hole symmetry in fact represents an in-
herent redundancy in the theory, by which the eigenstates
of HBdG must include both the destruction and the cre-
ation operator of any quasiparticle state (Bernevig and
Hughes, 2013). Specifically, defining the operator associ-
ated with each eigenvector λ = 1 . . . 2Ns
Cˆλ =
∑
α
u(λ)α cˆα + v
(λ)
α cˆ
†
α (92)
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the Hamiltonian may be expressed in the diagonalized
form
Hˆ − µNˆ = 1
2
2Ns∑
λ=1
EλCˆ
†
λCˆλ . (93)
The above symmetry (91) allows this to be written as
Hˆ − µNˆ = 1
2
Ns∑
λ=1
EλCˆ
†
λCˆλ + Eλ¯Cˆ
†
λ¯
Cˆ
λ¯
(94)
=
1
2
Ns∑
λ=1
Eλ
(
Cˆ†λCˆλ − CˆλCˆ†λ
)
(95)
=
Ns∑
λ=1
Eλ
(
Cˆ†λCˆλ −
1
2
)
. (96)
where the sum is now over just Ns eigenstates. These
are conventionally chosen to be states for which Eλ ≥ 0,
such that the ground state |0〉 is defined by Cˆλ|0〉 = 0,
and Cˆ†λ are the quasiparticle creation operators.
For spinless fermions in translationally invariant set-
tings we can use the plane-wave operators ˆ˜cq ∝∑
α e
−iq·rα cˆα to write
Hˆ − µNˆ = 1
2
∑
q
(
ˆ˜c†q ˆ˜c−q
)( εq ∆q
∆∗q −εq
)(
ˆ˜cq
ˆ˜c†−q
.
)
(97)
with the superconducting gap required to satisfy ∆−q =
−∆q. The BdG matrix (88) reduces to a momentum-
dependent 2×2 matrix, HBdGq . An important example is
the Kitaev model of a p-wave superfluid in 1D, described
in detail in Appendix A, for which
HBdGq =
( −2J cos(qa)− µ −2i∆ sin(qa)
2i∆ sin(qa) µ+ 2J cos(qa)
)
(98)
≡ −h(q) · σ . (99)
The energy eigenvalues show the above particle-hole sym-
metry, E±q = ±|h(q)|. Furthermore, as shown in the
Appendix A, the bands are characterized by a winding
number relating to how h(q) encircles the origin, anal-
ogous to the winding number of the SSH model. This
winding number can be used to identify a topological su-
perconducting phase.
On a finite geometry this topological phase hosts an ex-
act zero energy state on its boundary, i.e. with Eλ0 = 0
in (96). The prescription that we used to define the form
(96) is ambiguous for such zero modes. Consider the op-
erator Cˆλ0 constructed via (92) from the eigenvector of
such a zero mode, λ0. The particle-hole symmetry im-
plies that there is another zero-energy state with label
λ¯0, which, using Eqn. (91), would lead to an operator
Cˆλ¯0 = Cˆ
†
λ0
. Together, these two operators Cˆ†λ0 and Cˆλ¯0
describe the destruction/creation of a fermionic quasi-
particle at Eλ0 = Eλ¯0 = 0. Since this excitation has
zero energy, it describes a ground state that is (two-fold)
degenerate depending on whether this zero energy mode
is occupied or filled. It is therefore immaterial which of
these operators we choose to view as a particle creation
/ destruction. Indeed, we could also choose to work in
terms of operators that are linear superpositions. One
particular choice is to define the Majorana operators
γˆ1 ≡
(
Cˆλ0 + Cˆ
†
λ0
)
(100)
γˆ2 ≡ i
(
Cˆλ0 − Cˆ
†
λ0
)
, (101)
which obey anti-commutation relations {γˆi, γˆj} = 2δij .
Since the Majorana operators are self-adjoint γ†i = γi,
they can be viewed as describing particles that are their
own antiparticles.
The above transformation to Majorana operators ap-
pears rather arbitrary: from a mathematical perspective
one can always choose either to work in terms of the
two Majorana operators γ1, γ2 or in terms of Cˆλ0 and
its adjoint Cˆ†λ0 . For topological superconductors there
is a clear physical reason to prefer the Majorana opera-
tors: the Majoranas are spatially localized, each one tied
to a single boundary or defect. Thus, local probes cou-
ple directly to the Majorana operators. In contrast, the
quasiparticle operators Cˆ
(†)
λ0
are non-local. The locality
of the Majorana operators is shown explicitly in the Ap-
pendix A for the Kitaev model, where one Majorana op-
erator acts on the right boundary and one acts on the
left boundary.
That the Majorana modes are spatially localized
causes the system to have properties that are robust to
external perturbations, including disorder potentials: the
exact particle-hole symmetry enforces the mode to have
E = 0. Departures from E = 0 can only arise from
mixing with other Majorana modes; since the interven-
ing superconducting state is gapped these corrections are
suppressed exponentially in the distance between the lo-
cal Majorana modes, e.g. the length of the 1D Kitaev
chain. Note that the two Majorana modes – one at each
end of the 1D Kitaev chain – describe a single fermionic
excitation, such that one should view the Majorana as a
fractionalized quasiparticle. In contrast, the zero energy
edge states of the SSH model correspond to two sepa-
rate fermionic excitations, one at each end of the chain.
As discussed in II.E.1 the edge states of the SSH model
are sensitive even to local perturbations which break the
chiral symmetry.
The above example for the 1D topological supercon-
ductor has a very natural generalization to 2D. There,
the bulk spectrum is of the form
HBdGq =
(
q − µ ∆q
∆∗q µ− q
)
≡ −h(q) · σ (102)
where q now runs over a 2D Brillouin zone. Topological
superconducting states can appear in situations where
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the h(q) acquires all three components, such as in the
continuum px + ipy superfluid, for which
hz = ~2|q|2/2m−µ , hx+ihy = ∆0(qx+iqy) . (103)
For µ > 0, the quasiparticle spectrum is fully gapped,
and the unit vector h(q)/|h(q)| wraps the sphere as q
runs over all values, indicating that this is a topological
phase (Read and Green, 2000). At µ = 0 there is a gap-
closing transition to a superconducting phase at µ < 0
which is non-topological. The 1D surface of this topo-
logical 2D superconductor has an edge mode that has
Majorana character, albeit in a setting in which there
is a continuum of edge modes. In this 2D setting local-
ized Majorana modes arise as bound states on the cores
of quantized vortices – i.e. point defects localized in the
bulk of the system (introduced by rotation or other ex-
ternal means).
It is natural to search for topological superfluids using
cold atoms. Many routes to p-wave pairing of single-
component fermions have been suggested. These include
methods involving a p-wave Feshbach resonance (Gurarie
and Radzihovsky, 2007), or long-range dipolar interac-
tions (Baranov et al., 2012), or induced interactions via a
background BEC (Wu and Bruun, 2016). In the context
of this review, the connections arise through the use of
spin-orbit coupling (optical dressing) to allow contact in-
teractions (e.g. s-wave pairing) to lead to effective p-wave
interactions between single-component fermions. Pro-
posals of this kind have been presented in 3D, 2D (Zhang
et al., 2008) and 1D (Nascimbe`ne, 2015; Yan et al., 2015).
3. Fractional quantum Hall states
The conditions for realizing fractional quantum Hall
(FQH) states in 2D semiconductor systems are well-
understood (Prange and Girvin, 1990). The applica-
tion of a strong magnetic field breaks the single-particle
energy spectrum into degenerate Landau levels. When
a Landau level is partially filled with electrons, the
large number of ways in which the electrons can occupy
the single-particle states gives a very high degeneracy.
This degeneracy is lifted by repulsive inter-particle in-
teractions, leading to strongly correlated FQH ground
states at certain ratios of particle density to flux density,
ν = n/nφ. FQH states are characterized by a non-zero
energy gap to making density excitations in the bulk. For
temperatures below this gap they behave as incompress-
ible liquids: with a bulk energy gap, but carrying gapless
edge modes. In this sense they resemble integer quan-
tum Hall states. However the edge modes are not simply
described as single-particle states but involve fractional-
ized quasiparticles (Wen, 1995). Similarly, the (gapped)
particle-like excitations in the bulk of the system have
fractional charge, and are predicted to have fractional
quantum exchange statistics (Stern, 2008).
The achievement of similar regimes with ultracold
atoms would allow the exploration of several novel vari-
ations of FQH physics.
Bosons. Cold atom experiments would allow the first
exploration of FQH states for bosons. Theory shows that
contact interacting bosons in the lowest Landau level ex-
hibit FQH states provided the filling factor is not too
large. These states include robust variants of interest-
ing phases – the Moore-Read and Read-Rezayi phases –
which are expected to exhibit non-Abelian particle ex-
change statistics (Cooper, 2008). The stabilization, and
exploration, of non-Abelian phases is a much sought after
goal, in part to find the first evidence that nature does
exhibit this exotic possibility of many-body quantum the-
ory and in part in connection with the possible relevance
for quantum information processing (Nayak et al., 2008)
The physics of interacting bosons in the lowest Landau
level can be accessed in the Harper-Hofstadter model at
relatively low flux density, |φAB| . 2pi/3, for which the
lowest band is similar to the continuum Landau level,
and where similar FQH states appear for bosons (Hafezi
et al., 2007; Mo¨ller and Cooper, 2009; Palmer and Jaksch,
2006; Sørensen et al., 2005). Optical flux lattices, involv-
ing spin-orbit coupling, can lead to 2D energy bands that
are very similar to the lowest Landau level: topological
bands with unit Chern number and with very narrow en-
ergy dispersion. An advantage of this approach is that
the flux density nφ can be high, so FQH states are ex-
pected at high particle density n where interactions are
strong. Exact diagonalization studies have established
stable FQH states of bosons including exotic non-Abelian
phases (Cooper and Dalibard, 2013; Sterdyniak et al.,
2015).
Lattice effects. The use of optical lattices to generate
topological energy bands naturally causes cold atomic
gases to explore new aspects of FQH physics. The under-
lying lattice makes the single-particle states differ from
those of the continuum Landau level, and can influence
the nature of the many-body ground states. For the
Harper-Hofstadter model, the FQH states found at low
flux density, where the bands resemble the continuum
Landau level, are replaced by other strongly correlated
phases at high flux densities where lattice effects become
relevant.
It has been shown that states of the same form as FQH
states of the continuum Landau level – so-called “frac-
tional Chern insulator” (FCI) states – can be formed,
for bosons and fermions, in a variety of topological en-
ergy bands starting from models (such as the Haldane
model) which are far-removed from the continuum Lan-
dau level (Parameswaran et al., 2013). Typically such
models require the introduction of further-neighbor tun-
neling terms to flatten the lowest energy band, such that
one can enter a regime of strong correlations (mean in-
teraction energy larger than bandwidth) without mix-
ing with higher bands. Indeed, it has been shown that
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by tailoring the tunneling Hamiltonian, one can con-
struct models for which the exact many body ground
states are FQH states (Kapit and Mueller, 2010) or FCI
states (Behrmann et al., 2016). No general theorem
exists concerning the nature of the many-body ground
state in a given Chern band. However, beyond flatness
of energy band, it is believed that flatness of the ge-
ometry of the states, as measured by the Berry curva-
ture and by a quantity know as the Fubini-Study met-
ric, is advantageous in stabilizing topological many-body
phases (Parameswaran et al., 2013).
A particularly interesting aspect of the topological en-
ergy bands in lattices is that these can differ qualita-
tively from a continuum Landau level, specifically if their
Chern number differs from unity. Indeed, for the Harper-
Hofstadter model at flux φAB = pi + , with  small, the
lowest energy band has Chern number of 2, so is topolog-
ically distinct from the lowest Landau level. Numerical
calculations show the appearance of FQH phases for par-
ticles occupying this energy band. These are examples
of FQH states that have no counterpart in the contin-
uum Landau level but that are stabilized by the lattice
itself (He et al., 2017; Mo¨ller and Cooper, 2009, 2015).
Symmetry-protected topological phases. The topologi-
cal states of non-interacting Fermi systems (topological
insulators and superconductors) are now viewed as an
example of a more general class of symmetry-protected
topological (SPT) phase, which allows for interparticle
interactions and bosonic statistics. SPT phases are de-
fined by the conditions that they are gapped phases,
with gapless edge modes, but unlike the FQHE with-
out particle fractionalization. Hence these states have
a unique ground state on a periodic geometry, and the
many-body ground state has only short-range entangle-
ment (Senthil, 2015). The phases of strongly interacting
bosons in Chern bands include cases of “integer” quan-
tum Hall states of the bosons, which provide one of the
cleanest realizations of symmetry-protected topological
(SPT) phases (He et al., 2017; Mo¨ller and Cooper, 2009,
2015). Here “integer” refers to the fact that the Hall
conductance is an integer, as opposed to fractional. Such
phases still arise from strong inter-particle interactions,
albeit without fractionalized quasiparticles.
Ladders. Cold atomic gases provide ways in which to
study ladder-like systems which are quasi-1D variants of
FQH systems. These arise either in Harper-Hofstadter
models with superlattices to create ladder geometries,
or in systems involving a synthetic dimension for which
there is naturally tight confinement. Both situations
have been shown theoretically to support strongly corre-
lated states that are closely related to FQH states (Cal-
vanese Strinati et al., 2017; Cornfeld and Sela, 2015; Pe-
trescu and Le Hur, 2015). A precise connection between
FQH states on an infinite 2D system and the states in
these quasi-1D settings can be made by considering the
quantum Hall wavefunctions on a cylindrical geometry
which is infinite in one direction but has finite circum-
ference L in the other. Studies of the evolution of the
ground state from 2D (L  a¯, with a¯ the mean inter-
particle spacing) into the “squeezed geometry” (small
L . a¯) show that many FQH states of the 2D systems
evolve smoothly into charge-density wave states of the
quasi-1D geometry. For example the bosonic Laughlin
state, at filling factor ν = 1/2, evolves into a CDW state
which breaks translational symmetry to double the unit
cell to give two degenerate ground states of the CDW.
The fractionally charged quasiparticles of the FQH states
map onto domain walls between the different symmetry-
related CDW states.
4. Other strongly correlated phases
Chiral Mott insulator. For the Harper-Hofstadter-
Hubbard model at strong interactions U & J the Gross-
Pitaevskii approach fails. Just as in the case of vanishing
magnetic field, there can be incompressible Mott phases,
with ni = integer. However, other strongly correlated
phases are predicted to appear. One striking example
is the chiral Mott insulator: an incompressible phase at
integer filling (like the Mott insulator), but which car-
ries a nonzero local current in the ground state (as does
a vortex lattice). Numerical calculations indicate that,
within a region of stability between Mott insulator and
superfluid, the chiral Mott insulator can form the ground
state of the Bose-Hubbard model with external flux on
a variety of 2D lattices (Dhar et al., 2013; Vasic´ et al.,
2015; Zaletel et al., 2014). In ladder systems the Mott-
vortex phase found in numerical calculations (Greschner
et al., 2015; Petrescu and Le Hur, 2015; Piraud et al.,
2015) can be viewed as the 1D analogue of the chiral
Mott insulator.
Chiral spin states. For hard-core interactions, U →∞,
interesting many-body states can still arise in the Harper-
Hofstadter-Hubbard model for bosons provided ni 6= in-
teger so the hard-core bosons are mobile. These bosons
can be viewed as a spin-1/2 quantum magnet, with the
phases of the tunneling matrix elements introducing frus-
trated magnetic interactions (Mo¨ller and Cooper, 2010).
Thus, the FQH (or FCI) phases of these hard-core bosons
can be viewed as quantum spin liquids (Kalmeyer and
Laughlin, 1987). Other predicted quantum spin liq-
uids may find realization with these Bose-Hubbard mod-
els (La¨uchli and Moessner, 2015). The phases of inter-
acting fermions in Hubbard-like models with tunnelling
phases have also been studied theoretically. Much of
the focus has been on the Haldane model for spin-1/2
fermions with onsite repulsion U . For systems close to
half filling there is a competition between the band in-
sulator, the Mott insulator, and various spin-symmetry-
broken phases (Imriˇska et al., 2016; Vanhala et al., 2016;
Zheng et al., 2015). The Mott insulating state natu-
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rally leads to frustrated spin models, with possible un-
conventional forms of ordering at very low temperatures,
at the superexchange energy scale J2/U or below, in-
cluding chiral spin states (Arun et al., 2016) and chiral
spin-liquids (Hickey et al., 2016).
Number conserving topological superfluids. The the-
ory of topological superfluids, Sec. V.B.2, is based on
the mean-field treatment of pairing described by the
Bogoliubov–de Gennes theory. In this theory, the number
of pairs of fermions is not conserved. For a 1D system,
such a mean-field theory can be appropriate in settings in
which the superfluid pairing is proximity-induced, e.g. by
coupling to a bulk superfluid of fermion pairs with which
pairs of particles can be exchanged and which can im-
pose a fixed superconducting order parameter. However,
in the absence of such a proximitizing medium the quan-
tum fluctuations in 1D systems preclude the existence of
any long-range order in the superconducting pairing and
the structure of the mean-field theory should fail. The-
oretical work has shown how 1D topological superfluids
can still arise in such number-conserving settings. Models
with microscopic symmetry can give rise to zero-energy
modes, arising as exact degeneracies in the spectrum of
an open chain in the topological phase (Fidkowski et al.,
2011; Iemini et al., 2017, 2015; Lang and Bu¨chler, 2015;
Sau et al., 2011). This degeneracy is the many-body
counterpart of the Majorana modes of the mean-field
1D topological superconductor. In settings without such
a symmetry, topological degeneracies can arise in ge-
ometries in which modulation of the parameters along
the chain lead to multiple interfaces between topological
and non-topological phases (Ruhman and Altman, 2017;
Ruhman et al., 2015).
C. Experimental perspectives
Many of the experimental consequences of topological
bands described in Section IV rely on interactions be-
tween the particles being sufficiently weak that they can
be treated as non-interacting. It is therefore important
to consider what experimental observables can be used to
characterize the properties of atoms in topological bands
when interactions cannot be neglected.
Equilibrium observables. Some of the most important
observables for characterizing the properties of the atoms
are well-established from studies of atomic gases in other
settings without topological character. Measurements of
the equation of state, and observations of density-density
correlations in time-of-flight imaging will be crucial for
establishing the existence and forms of strongly corre-
lated phases such as fractional quantum Hall states. Sim-
ilarly, the possibility to image at the single site level
in quantum gas microscopes (Bakr et al., 2009; Sherson
et al., 2010) will allow precise characterization of micro-
scopic structure in these phases, including of the local
currents for example in the chiral Mott insulator phase.
A method for detecting local currents was presented in
experiments from the Munich group (Atala et al., 2014).
Collective Modes. Observations of the collective mode
frequencies provides a sensitive way to detect properties
of many-body systems (Dalfovo et al., 1999). For BECs
formed in bands with geometrical character, the collec-
tive mode frequencies are sensitive to the Berry curvature
at the band minimum (Price and Cooper, 2013). Con-
sider a weakly interacting BEC in a single band min-
imum. We take minimum to have isotropic effective
mass M∗, and a local Berry curvature Ωez. The ef-
fect of Berry curvature on the collective modes can be
readily determined by adapting the standard hydrody-
namics approach (Pethick and Smith, 2002) to include
the anomalous velocity from the Berry curvature. For a
spherical harmonic trapping potential, V (r) = 12Λ|r|2,
the collective modes have the same spatial structure as
for Ω = 0 (Stringari, 1996), but the frequencies depend
on the Berry curvature. For example, for small Ω the
three angular momentum components of the dipole mode
are split by ∆ω = ΛΩ/2~, leading to a precessional mo-
tion of the center-of-mass oscillation of the cloud at this
frequency.
Edge states. For incompressible fluids that are topo-
logical – e.g. a topological insulator of non-interacting
fermions, or a FQH fluid – there exists a special class of
low energy collective modes, which are the gapless edge
states of the fluid. For non-interacting particles in Chern
bands, these are the edge states discussed in Section II.D.
For interacting systems these may not be easily described
as single-particle excitations, but can still appear as long-
lived surface excitations. Measurements of the propaga-
tion of surface waves can directly probe the edge state
structure, for example allowing one to detect the number
of edge channels and their respective velocities (Cazalilla
et al., 2005). The edge states also lead to highly char-
acteristic dynamics in far-from-equilibrium situations in
which the confining potential is removed (Goldman et al.,
2013). Edge states appear also at interfaces between
bulk regions of differing topologies, prepared for example
by spatial modulation of the lattice potential (Goldman
et al., 2016), and have been probed experimentally for
the SSH model (Leder et al., 2016). Experiments using
a quantum gas microscope have shown the influence of
strong interparticle interactions on the chiral edge states
in Harper-Hofstadter ladders (Tai et al., 2017).
RF excitation. Another natural probe of the edge
states is to measure the spectrum for the removal of par-
ticles via RF excitation, ideally performed with single
site resolution (Bakr et al., 2009; Sherson et al., 2010)
to focus on the boundary. Such spectra have been pro-
posed as a means to detect localized Majorana modes
in topological superfluids, appearing as a (near) zero-
energy contribution inside the spectral gap (Grosfeld
et al., 2007; Nascimbe`ne, 2015). A separate definition
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of fractional statistics is provided by Haldane’s exclusion
statistics (Haldane, 1991): a generalized version of Pauli
blocking, by which the fractional quasiparticles reduce
the number of available states for other quasiparticles in
a well-defined, but fractional, manner. An observation of
this effect requires counting many-body states, and may
be possible in precision spectroscopy of small FQH clus-
ters (Cooper and Simon, 2015) in which the exclusion
statistics reveal themselves in the count of spectral lines.
Adiabatic pumping. For topologically ordered systems,
the existence of fractional low energy particle-like ex-
citations allows for new features in Thouless pumping.
Specifically, under one full cycle of the adiabatic evolu-
tion of the pump, it is possible to transfer a fractional
particle number across the system. (In the examples dis-
cussed above, the number of particles transferred was
constrained to be an integer, set by the Chern number.)
This fractional pumping is related to the existence of
a ground state degeneracy: one cycle of the adiabatic
pump converts one ground state into another degenerate
ground state, and multiple cycles (transferring multiple
fractional particles) are required before the system re-
turns to its starting state. This picture forms the basis
for understanding of the quantization of the Hall con-
ductance in the fractional quantum Hall effect of 2D sys-
tems (Halperin, 1982; Laughlin, 1981). For narrow strips
of quantum Hall systems, this physics smoothly evolves
into the pumping of fractional charges in commensurate
charge density waves. The manifestation of such pump-
ing for 1D fermionic systems with synthetic dimension
has been described in Mazza et al. (2015) and Zeng et al.
(2015) and Taddia et al. (2017).
Hall conductivity from “heating”. An interesting way
in which to measure the Hall conductivity, σxy, of a
system – i.e. the transverse current density in response
to a uniform force – is to measure the heating rate, as
set by the rate of power absorption, P±(ω), caused by
the application of a circularly polarized force F±(t) =
F0(cosωt,± sinωt). The d.c. Hall conductivity is found
to be set by
σxy =
2
piF 20Asyst
∫ ∞
0
dω
1
ω
[P+(ω)− P−(ω)] , (104)
i.e. the difference of the power absorption rates di-
vided by frequency and integrated over all drive frequen-
cies (Tran et al., 2017). For non-interacting particles the
power absorption can be found from measurements of the
rates of depletion of (initially) occupied states, Γ±, via
P± = (~ω)Γ±, allowing the Hall conductivity to be de-
termined via measurements of this depletion rate. For a
filled Chern band, the intergrated difference of depletion
rates (104) is therefore expected to recover the quantized
Hall conductivity of the filled bands. The formula (104) is
however valid even for interacting particles, arising from
a general sum-rule for the linear response functions, so
provides a possible way to measure the Hall conductivity
also in strongly correlated phases.
VI. OUTLOOK
A. Turning to atomic species from the Lanthanide family
In this review we explored several classes of lattice
schemes for which a nontrivial topology originates from a
two-photon Raman coupling between various sublevels of
the electronic ground state manifold. So far most exper-
iments of this type were performed with atoms from the
alkali-metal family, which are (relatively) easy to manip-
ulate and cool down to quantum degeneracy. However for
such atoms, recoil heating due to spontaneous emission of
photons may cause severe problems. Indeed the desired
Raman coupling is significant only when the laser is de-
tuned from the resonance by less than the fine-structure
splitting ∆f.s. of the resonance line (see Appendix C).
Because of this relatively small detuning, spontaneous
emission of photons occurs with a non-negligible rate γ.
More precisely, one can define the merit factorM = κ/γ,
where κ is the desired Raman matrix element. Taking as
an example the case of the fermionic alkali-metal atom
40K, one finds after optimization M ∼ ∆f.s./Γ ∼ 105,
where Γ stands for the natural width of the electronic
excited state (see e.g. Dalibard (2016) for details). If
one takes as a typical value ~κ equal to the recoil en-
ergy, the photon scattering rate is γ ∼ 0.3 s−1, leading
to the heating rate E˙ ∼ kB × 100 nK/s. This may be
too large for a reliable production of strongly correlated
topological states.
A more favorable class of atoms is the lanthanide fam-
ily, with species like erbium or dysprosium. These atoms
have two outer electrons and an incomplete inner shell
(6s2 and 4f10 for Dy). Because of this inner shell, the
electronic ground state has a non-zero orbital angular
momentum (L = 6 for Dy). The lower part of the atomic
spectrum contains lines corresponding either to the ex-
citation of one of the outer electrons or of one electron
of the inner shell. By choosing a laser excitation close to
a narrow line resonance and thus with a large detuning
∆b from the closest broad line, one reaches after opti-
mization M ∼ ∆b/Γb. Because ∆b is now of the order
of an optical frequency, the merit factor is M ∼ 107,
leading to γ ∼ 10−3 s−1 and to the residual heating
E˙ ∼ kB × 0.1 nK/s.
B. Topological lattices without light
Laser fields constitute a common element for all of the
techniques described herein, and in virtually all of these
cases these fields lead to unwanted off-resonant scatter-
ing leading to heating, atom loss or both. As discussed
in the previous section, these scattering processes might
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be mitigated or eliminated by suitable selection of differ-
ent transitions or working with different atoms, however,
fundamentally different approaches are also possible.
Of particular interest is the possibility to replace the
laser fields with RF or microwave magnetic fields gen-
erated by a micro-fabricated atom chip. Unlike optical
fields, these fields have practically no off-resonant emis-
sion, solving the in-principle atomic physics limitation,
in exchange for the technical complexity of working in
the vicinity of an atom chip.
In one category of proposals, the atom chip serves sim-
ply as the source of a large time-modulated gradient mag-
netic field (Anderson et al., 2013). This produces in effect
a series of pulses that generates spin-dependent gauge
fields; the most simple implementation of this technique
was realized in the lab (Luo et al., 2016), and although
spontaneous scattering was eliminated, the fairly low fre-
quency of their drive lead to significant micro-motion in-
duced heating effects.
In a second category of proposals (Goldman et al.,
2010), the atom chip consists of a large array of micro-
fabricated parallel wires which give a near-field radio-
frequency magnetic field that drives transitions in the
same way as Raman lasers, as described here in the con-
text of synthetic dimensions or intrinsic spin-dependent
lattices. Because these fields are structured at the mi-
crometer scale – far below the free-space wavelength of
RF fields – these are near-field structures and the atomic
ensemble must be on the micrometer scale from the chip’s
surface.
C. Other topological insulators and topological metals
We have focused on specific recent experimental real-
izations of topological energy bands using cold gases: in
2D systems, and in 1D systems with chiral symmetry.
Routes to achieving topological superfluid phases in cold
gases, arising from BCS-pairing of fermions, have also
been described in Sec. V.B.2.
As discussed in Sec. II.E other forms of topological en-
ergy bands can arise depending on dimensionality and on
the global symmetries that are imposed, according to the
ten-fold way (Chiu et al., 2016). Important cases in solid
state systems are the Z2 topological insulators that arise
in spin-orbit coupled systems with time-reversal symme-
try (TRS), in 2D and 3D. There are proposals for how to
realize bands with this topology for cold gases. The re-
quired TRS can be implemented by fine-tuned engineer-
ing of the relevant terms in the Hamiltonian (Goldman
et al., 2010). TRS can also be established as an intrin-
sic property for cold gases: in the absence of Zeeman
splittings and of any circularly polarized light fields (Be´ri
and Cooper, 2011). In 2D, the insulating state formed
by filling a Z2 topological band exhibits a quantized
Hall effect for the spin-current. A similar quantized
spin Hall response also arises in a related setting with-
out spin-orbit coupling, in which spin-up and spin-down
fill Chern bands with equal and opposite Chern number:
such energy bands have been realized (for bosons) in cold
atoms (Aidelsburger et al., 2013) using laser-assisted tun-
neling to generate a Harper-Hofstadter model with equal
and opposite fluxes for the two spin states (Kennedy
et al., 2013).
Cold atomic gases provide a natural setting with which
to explore certain forms of topological band that are more
difficult to implement in solid state materials. The sub-
lattice (“chiral”) symmetry is very fragile in solid state
systems, as it is typically broken by any disorder po-
tential. However, it can arise readily for optical lattice
potentials in cold atom gases for which disorder can be
negligible (Essin and Gurarie, 2012; Wang et al., 2014).
Similarly, there are predicted to be topological insulators
beyond those classified in the ten-fold way, arising from
lattice symmetries which rely on a high spatial regularity
that can arise in cold gases. These include topological in-
variants stabilized by crystalline lattice symmetries (Fu,
2011), and the Hopf insulator (Deng et al., 2013; Moore
et al., 2008), which also relies on a form of translational
symmetry for stability (Liu et al., 2017). Note also that
cold gases allow topology in dimensions higher than d = 3
to be explored, through the use of synthetic dimensions
provided by internal degrees of freedom or by viewing a
phase degree of freedom as an additional quasimomen-
tum. Recent experimental work (Lohse et al., 2018) has
used pumping to demonstrate the topological response
of an effective 4D quantum Hall system (Zhang and Hu,
2001) based on theoretical proposal of Price et al. (2015).
An area of growing interest in solid state settings con-
cerns so-called topological metals, or semi-metals (Chiu
et al., 2016). (There exist analogous topologically sta-
ble forms of gapless superconductors.) As for topologi-
cal insulators, the classification of topological metals de-
pends also on the dimensionality and the existence (or
absence) of symmetries. However, since metals involve
bands that are only partially filled by fermions, they can-
not be characterized by the topological invariants used
for insulators, which involve integrals over the filled en-
ergy bands. Instead, topological metals can be charac-
terized by topological invariants defined in terms of inte-
grals over the Fermi surface which separates filled from
empty states (Volovik, 2003). One example of a topolog-
ical metal is provided by the 2D honeycomb lattice with
nearest-neighbor hopping. This realizes the band struc-
ture of graphene in which there are two Dirac points in
BZ, each of which leads to a Fermi surface when the
Fermi energy lies close to the Dirac point. Each of these
Fermi surfaces is a topological metal, characterized by
the Berry phase of Bloch states around the Fermi sur-
face, which is pi. This value is a topological invariant,
i.e. it is robust to continuous changes of the underly-
ing parameters, provided the system retains both time-
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FIG. 26 Schematic illustration of the change of band Hamil-
tonian that causes the topological index of the lowest band ν
to change, via the closing of a band gap.
reversal symmetry and inversion symmetry. (These sym-
metries ensure that the Berry curvature of the bands
vanishes, except for singular delta-function contributions
at the Dirac nodes which lead to the pi Berry phases.)
The Dirac node is topologically stable, and can only be
created or annihilated if it merges within another Dirac
point. A related example that arises in 3D is the “Weyl
point”. This can be viewed as a point source of Berry
curvature in reciprocal space. The integral of the flux
of Berry curvature through any closed 2D surface in re-
ciprocal space is 2piC, where C is required to be an in-
teger. If this surface encloses a Weyl point, |C| = 1.
The Weyl point is topologically stable to deformations of
the Hamiltonian, without any symmetry requirements,
unless it annihilates with a second Weyl point of op-
posite charge. Optical lattice with Weyl points can be
constructed using the laser-induced tunneling methods
described in Sec. III.D (Dubcˇek et al., 2015).
D. Far-from-equilibrium dynamics
Cold atomic gases readily allow the study of coher-
ent quantum dynamics in far-from-equilibrium settings.
Starting with a cold gas at thermal equilibrium, a sud-
den change of the Hamiltonian – a so-called “quantum
quench” – typically leaves the system in a far-from-
equilibrium state. Here we discuss some of the conse-
quences of quantum quenches between Hamiltonians for
which the ground states have different topological char-
acter. We focus on cases of non-interacting particles in
topological energy bands.
Consider first an optical lattice potential which is var-
ied slowly in time, such that the topological invariant
of the lowest energy band differs between initial and fi-
nal Hamiltonians. If the relevant topological invariant is
symmetry-protected, it is possible to have a smooth evo-
lution between these two cases provided that the Hamil-
tonian breaks the symmetry at intervening times. An ex-
ample of this is the pumping sequence of the RM model,
which breaks the chiral symmetry of the SSH model and
therefore allows a smooth evolution between the topolog-
ically distinct phases of the SSH model. When there is no
symmetry protection (e.g. Chern bands in 2D), then the
change in band topology requires the band gap to close
at some intermediate time, as illustrated in Fig. 26. For a
BEC formed close to the band minimum, such a change in
band topology need not induce any phase transition: the
Bloch wavefunctions of those states which the bosons oc-
cupy can evolve smoothly, allowing adiabatic evolution of
the BEC, albeit into a very different local wavefunction.
This allows, for example, the adiabatic formation of a
dense vortex lattice (Baur and Cooper, 2013). However,
for non-interacting fermions that fill the lowest energy
band, the ground states of the initial and final Hamilto-
nians have different topological characters, so these two
states must be separated by a phase transition.
The far-from-equilibrium dynamics following a quan-
tum quench between Hamiltonians whose ground states
have different topologies has been explored for non-
interacting fermions which fill a band. One striking re-
sult is that the topological invariant of the many-body
state is often preserved under unitary time evolution.
This has been shown for topological superfluids (Fos-
ter et al., 2013, 2014; Sacramento, 2016), and for Chern
bands (Caio et al., 2015; D’Alessio and Rigol, 2015). (Dif-
ferent behavior can arise for symmetry-protected topo-
logical invariants (McGinley and Cooper, 2018).) In
interpreting this result it is crucial to distinguish be-
tween the topology of the Hamiltonian and the topol-
ogy of the many-body state. The former is defined as
the topological invariant constructed for the lowest en-
ergy band of the Hamiltonian, with Bloch wavefunc-
tions |u(0)q 〉, while the latter is defined as the topologi-
cal invariant constructed from the wavefunctions which
the fermions occupy |usq〉. These two sets of wavefunc-
tions need only coincide if the many-body wavefunction
is the ground state of the Hamiltonian. Out of equi-
librium, for example following a quantum quench, the
Bloch wavefunction occupied by the particle at momen-
tum q need not be an eigenstate of the Hamiltonian, so
it becomes time-dependent |usq(t)〉. We consider situa-
tions in which the periodicity of the lattice is preserved,
such that wavevector q remains a good quantum num-
ber. That the topological invariant of the state is pre-
served is guaranteed provided the unitary evolution of the
Bloch states |usq(t)〉 = e−iHˆqt/~|usq(0)〉 is smooth in mo-
mentum space q, which is true for short-range hopping.
(For topological invariants that are symmetry-protected,
it is also required that the symmetry is not broken ei-
ther explicitly or dynamically (McGinley and Cooper,
2018).) That said, at long times, the Bloch wavefunc-
tions of the many-body state |usq(t)〉 will become rapidly
varying as a function of q. When the variation in q is so
fast that this cannot be viewed as smooth on the scale of
(2pi/L), with L the typical sample dimension, then the
bulk topological invariant becomes ill-defined. Thus for
any finite system, there is an upper timescale after the
quench for which it is meaningful to expect the Chern
number to be preserved. Simple estimates lead to the
conclusion that this time is of order L/v, with v a char-
acteristic group velocity of the final Hamiltonian (Caio
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et al., 2016). Such systems can still be characterized
by the Bott index (Loring and Hastings, 2010), which
provides a real-space formulation of the Chern index ap-
plicable also to finite-sized systems. This has been used
to find protocols for preparing non-equilibrium (Floquet)
systems by which the Bott index undergoes transitions
between topological values (D’Alessio and Polkovnikov,
2013; Ge and Rigol, 2017).
Although the topological invariant of the wavefunction
is unchanged following the quench to a new Hamilto-
nian with different topology, this does not mean that
there are no observable consequences of the new Hamil-
tonian. Local physical observables can be strongly in-
fluenced by the new Hamiltonian, despite the fact that
the (non-local) topological invariant of the state is un-
changed. Indeed, theory shows that under a quantum
quench of the Haldane model, the edge current quickly
adapts to become close to that of the ground state of
the final Hamiltonian (Caio et al., 2015). Furthermore,
by following the dynamics of the Bloch wavefunctions
|usq(t)〉 detailed information on the final Hamiltonian can
be recovered (Gong and Ueda, 2017; Wang et al., 2017).
This has been demonstrated in experiments by the Ham-
burg group (Fla¨schner et al., 2018; Tarnowski et al.,
2017), using the band-mapping techniques described in
Sec. IV.A.2 to reconstruct the dynamical evolution of the
occupied wavefunctions |usq(t)〉. The experiments use a
two-band model, for which the Hamiltonian at q may be
written
Hˆq = h0(q)1ˆ− h(q) · σˆ . (105)
The wavefunction of the fermion with q can be repre-
sented by a three-component unit vector e(q). If e(q)
is aligned with h(q), then this is an energy eigenstate
of the Hamiltonian. In the quench experiment, the
system is prepared with einitial(q) = (0, 0,−1) for all
wavevectors [the ground state of an initial Hamiltonian
with hinitial(q) = (0, 0, 1)] and then the Hamiltonian is
changed to its final value h(q). For general q this is
not aligned with einitial(q) so the wavefunction evolves in
time, precessing around the local h(q). This leads to the
appearance of non-zero components of the vector (ex, ey)
which indicate interband coherences. The evolution can
lead to the creation of vortex-antivortex pairs in these
components (ex, ey). The appearance of each vortex-
antivortex pair was shown to be associated with a cusp
in the Loschmidt echo, hence giving rise to the charac-
teristic feature of a “dynamical phase transition” (Heyl,
2018). Such singular features can arise even for quenches
within a single topological phase, so are not connected
to the topological phase transition itself. Instead, the
change in the topology of the Hamiltonian can be found
by tracing the time evolution of e(q, t) and constructing
the linking number of the trajectories (in q and t) of any
two values of e [e.g. e = (1, 0, 0) and (0, 0, 1)] (Wang
et al., 2017). This linking number is the Hopf index of
the map e(q, t). This procedure has been successfully
carried out in experiments (Tarnowski et al., 2017). A
related approach has recently been used to demonstrate
the topological character of the effective Hamiltonian in
a spin-orbit coupled BEC (Sun et al., 2018).
The above considerations rely on the assumption that
the fermions are non-interacting. It will be of interest to
explore the extent to which these, or similar, approaches
can be applied in the presence of interparticle interac-
tions. Being gapped phases of matter, associated with
filled bands, the ground states of the Hamiltonian are ex-
pected to be robust to weak interactions. However, even
weak interactions can lead to the generation of entangle-
ment between single-particle states at different wavevec-
tors under far-from-equilibrium dynamics, which may be
viewed as a form of decoherence.
Moving beyond the phases of non-interacting fermions
in topological bands, it will be of interest to explore simi-
lar quench dynamics in topological phases that arise only
because of strong interparticle interactions. This is an
area where results remain limited. Recent work on the
Haldane phase of a spin-1 chain (a symmetry protected
topological phase of this interacting quantum spin sys-
tem) has shown that the “string order” that characterizes
the topological phase is lost following the quench (Cal-
vanese Strinati et al., 2016), suggesting a difference
from the non-interacting fermion cases described above.
One important difference concerns the role of symmetry-
protection under dynamical evolution (McGinley and
Cooper, 2018).
E. Invariants in Floquet-Bloch systems
The topological invariants we have focused on are those
of static single-particle Hamiltonians, in which the spa-
tial periodicity leads to the existence of a Bloch Hamilto-
nian that depends on a quasimomentum q within a BZ.
If the Hamiltonian is time-varying, but periodic with pe-
riod T ≡ 2pi/ω, then energy is replaced by a Floquet
quasi-energy that is defined up to the addition of inte-
ger multiples of ~ω. The combination of both temporal
and spatial periodicities causes Floquet-Bloch systems to
have topological invariants that are distinct from those
of static Hamiltonians.
(1) The periodicity of the Floquet spectrum allows
the Floquet bands to wind in quasi-energy, by an inte-
ger multiple of h/T as q runs over the BZ. This wind-
ing in quasi-energy gives rise to topological invariants of
Floquet-Bloch bands (Kitagawa et al., 2010) that are ab-
sent in static settings. Figure 27 shows an example of a
Floquet-Bloch band in a 1D system that winds in quasi-
energy once across the BZ.
To understand the physical significance of such situ-
ations, it is instructive to consider the band of Fig. 27
(top) to be filled with non-interacting fermions. [How
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FIG. 27 Floquet energy spectrum in units of ~ω for the driven
Rice-Mele model in the topological (top) and non-topological
(bottom) cases. The parameters (J ′/J,∆/J) are varied along
a circle of radius 0.5 with angular frequency ω = 0.23 J/~.
The circle is centered on the point (2, 0) in the non-topological
case and on the point (1, 0), i.e. the vortex in Fig. 7, in the
topological one. In the topological case a particle starting in
state A at momentum q = 0 arrives in B after an adiabatic
motion across the full BZ, leading to the net current (107)
for a filled band. The grey area highlights a given “temporal
Brillouin zone”, of energy width ~ω.
one might prepare such a state is itself an interesting
question (Dauphin et al., 2017; Lindner et al., 2017). In-
deed, non-adiabatic effects associated with the switch-on
of a pump can lead to deviation from quantization (Priv-
itera et al., 2018).] The net current carried by the filled
band is
I ≡ L
2pi
∫ pi/a
−pi/a
1
~
dq
dq
dq =
L
T
, (106)
where a is the lattice constant and L is the total length
of the system. The number of particles in the filled band
is N = L/a, so the current per particle is
I
N
=
a
T
. (107)
Thus, the current is equivalent to a displacement of each
particle by a lattice constant a in each period of the cycle
T . For a band that winds in quasi-energy s times, the
current is quantized at sa in each cycle T . The quantized
current from a filled Floquet-Bloch band that winds s
times in quasi-energy precisely matches the current ex-
pected from an adiabatic pump, as described in Sec. II.F,
operated cyclically with period T and with Chern number
s. Indeed, settings in which adiabatic Thouless pump-
ing occurs give rise to Floquet-Bloch spectra in which
a band winds in quasi-energy. (The adiabaticity con-
dition corresponds to the relevant Floquet-Bloch band
crossing with all Floquet-Bloch bands that wind in the
opposite sense.) However, the general structure of the
Floquet-Bloch states and the associated topological in-
variants (Kitagawa et al., 2010) are not restricted to such
adiabatic settings.
(2) New features also arise when one considers the edge
states on systems with a boundary. One finds that finite-
size systems can have protected edge states, at quasi-
energies between the bulk bands, even if the topological
invariants constructed from the Floquet Hamiltonian HˆFq
are trivial for all of the bulk energy bands (Kitagawa
et al., 2010). A simple example of a 2D model which
exhibits such “anomalous edge states” is illustrated in
Fig. 28. One period, T , is broken into four sub-periods
T/4, during which the tunneling amplitude J is turned
on only for a subset of the bonds. This tunneling is cho-
sen to satisfy (J/~)(T/4) = pi such that a particle that
starts on one side of the active bond is transferred to the
other side of the bond during the time T/4. For parti-
cles in the bulk, the net action after all four parts of the
cycle is to return the particle to its starting point (up to
some overall phase). Thus the Floquet operator for time
evolution over one cycle [See Eqn. (B2)] is proportional
to the identity and has a bulk Floquet-Bloch band struc-
ture with constant quasi-energy and whose wavefunctions
have trivial topological character. However, a particle
that starts on the edge of the system is transported along
the edge over one period; this motion appears as disper-
sive (chiral) edge states in the Floquet spectrum of the
finite-size system, Fig. 28c. The understanding of such
anomalous edge states is that the topological invariant of
a band constructed from the Floquet operator determines
the change in the number of edge states as the quasi-
energy passes through the band (Rudner et al., 2013).
An edge state can pass through a set of topologically
trivial bands and satisfy periodicity in quasi-energy and
quasi-momentum (see Fig. 29). To compute the num-
ber of anomalous edge states requires one to know not
just the stroboscopic evolution defined by the Floquet
operator, but also the full time evolution operator at
intermediate times, from which an additional invariant
can be constructed (Rudner et al., 2013). Anomalous
edge states have not yet been seen in atomic systems,
but have been observed in experiments on light propa-
gation in photonic structures (Maczewsky et al., 2017;
Mukherjee et al., 2017).
(3) The concept of particle-hole symmetry needs be
generalized for Floquet-Bloch systems. For static Hamil-
tonians, particle-hole symmetry (E → −E) stabilizes
(edge) modes at energies E = 0 (SSH model or Majo-
rana mode in the Kitaev model). The periodicity of the
Floquet quasi-energy  under  →  + ~ω means that
symmetry  →  arises for  = 0 or  = ~ω/2. In-
deed, topologically stable edge modes at quasi-energies
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FIG. 28 Simple model that shows anomalous edge states. (a)
A cycle consists of four steps in which specific sets of bonds
are active and one step in which there is only a sublattice
energy offset δAB . (b) Trajectories of particles initially in
the bulk (blue) or on the edges (red, green). (c) Floquet
spectrum showing the dispersionless bulk band (blue) and the
anomalous edge states (red, green). Courtesy of Rudner et al.
(2013).
FIG. 29 For Floquet-Bloch systems, the topological invariant
of the bulk band determines the change in the number of
edge modes as quasi-energy passes through the band. The
periodicity in quasi-energy allows the existence of edge states
even in settings where the bulk bands are all topologically
trivial. Courtesy of Rudner et al. (2013).
 = ~ω/2 have been theoretically demonstrated in pe-
riodically driven lattices models with sublattice (chiral)
symmetry analogous to the SSH model (Asbo´th et al.,
2014), and in Floquet superfluid systems where they ap-
pear as Majorana modes (Jiang et al., 2011).
Recent works have constructed a general theory of the
topological classification of time-varying single-particle
Hamiltonians (Fruchart, 2016; Nathan and Rudner, 2015;
Roy and Harper, 2016). Extensions of these ideas to in-
teracting, many-body phases is an active area of theoret-
ical research.
F. Open systems
So far we focused our studies on the topological prop-
erties of the ground state of an isolated system. The
possibility to introduce a coupling between this system
and an environment opens new possibilities and raises
new questions that we now discuss. We restrict our pre-
sentation to studies in direct relation with atomic gas
implementations.
Consider first the case where the environment is at
a non-zero temperature T . If the coupling is sufficiently
weak, the energy levels of the system remain relevant and
its steady-state is now a statistical mixture of these levels.
Since bands with various topologies that were empty at
T = 0 now acquire a finite population, the Chern number
calculated via a thermal average will not be an integer
anymore. One could naively conclude that the system
loses all its topological properties when T becomes non-
negligible with respect to the gap protecting the bands
that are populated at zero temperature.
However, one may look for more subtle topological in-
variants that can be associated with the density matrix
describing the system at nonzero T . A possible direction
consists in generalizing the notion of geometric phase, us-
ing the concept of parallel transport for density matrices
introduced by Uhlmann (1986). This line was investi-
gated by Viyuela et al. (2014) and Huang and Arovas
(2014), who could derive in this way a classification of
topological phases at nonzero T . It was subsequently re-
visited with a somewhat different perspective by Budich
and Diehl (2015), who pointed out possible ambiguities
of the previous approaches for a model 2D system. An-
other direction consists of establishing an equivalence be-
tween classes of density matrices using local unitary oper-
ations (Chen et al., 2010), and deducing from this equiv-
alence the desired classification of topological phases. It
was developed for the particular case of mixed Gaussian
states of free fermions by Diehl et al. (2011) and Bardyn
et al. (2013), and recently generalized by Grusdt (2017)
(see also van Nieuwenburg and Huber (2014) for the spe-
cific case of 1D systems). Independently of the tool that
is used to define the topological class of density matri-
ces, it is worth emphasizing that on the one hand these
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topological features are in principle observable, but on
the other hand their relation with usual physical quan-
tities associated with the response of the system is still
the subject of ongoing research (Budich et al., 2015).
Working with open systems also offers the possibility
of creating novel topological states that emerge from the
dissipative coupling itself. Here we take the reservoir at
T = 0 for simplicity. In the conceptually simplest ver-
sion of the scheme, the coupling is engineered so that
the system ends up after some relaxation time in a pure
state, often called a dark state. “Topology by dissipa-
tion” is achieved when this dark state possesses nontriv-
ial topological properties. For a coupling compatible with
the Born-Markov approximation (see e.g. Gardiner and
Zoller (2004) and Daley (2014)), the master equation de-
scribing the evolution of the density operator ρ of the
system can be written in the Lindblad form (Lindblad,
1976) ρ˙ = L(ρ) where the linear operator L – the Liou-
villian – acts in operator space:
L(ρ) = i[ρ,H] + 1
2
∑
j
(
2LjρL
†
j − L†jLjρ− ρL†jLj
)
.
(108)
Here H is the Hamiltonian of the system in the absence
of coupling to the reservoir, and the Lj ’s are the Lind-
blad operators describing the various coupling channels
to the bath. If one neglects for simplicity the Hamilto-
nian evolution of the system (H = 0), one finds that a
pure state |ψ〉 satisfying Lj |ψ〉 = 0 for all j is an eigen-
state of the Liouvillian with eigenvalue 0 and thus a dark
state. The topology associated with this state can be
readily inferred from the fact that it is the ground state
of the parent Hamiltonian H ′ =
∑
j L
†
jLj . Conditions
for the existence and uniqueness of such dark states were
discussed in the context of fermionic setups by Bardyn
et al. (2012) and Bardyn et al. (2013).
The steady-state of the master equation will be pro-
tected against small perturbations if it is an isolated point
in the spectrum of the Liouvillian. One defines in this
case the “damping gap” as the smallest rate at which
deviations from the steady-state are washed out. In this
dissipative context, the damping gap plays a role that is
formally equivalent to the energy gap in the Hamiltonian
context.
The concepts of topology by dissipation and damping
gap can be generalized to the case where the steady-state
of the master equation associated to (108) is a mixed
state. Its analysis is relatively simple for free fermion
systems on a lattice, assuming that the Lindblad opera-
tors Lj are linear functions of the on-site creation and
annihilation operators. This corresponds for example
to the case where dissipation occurs via an exchange of
particles with a reservoir that is described by a classi-
cal mean-field. In this case, the system density operator
is Gaussian and the already mentioned tools developed
by Bardyn et al. (2013) can be used to characterize its
topological properties. Interestingly for such systems, a
change of the topological properties of the system can
occur either when the damping gap closes, or when the
“purity gap” closes. This notion of purity gap closure,
first introduced by Diehl et al. (2011) and later general-
ized by Budich and Diehl (2015), corresponds to a sit-
uation where there exist bulk modes associated with a
subspace (e.g. a given q in momentum space) in which
the state is completely mixed.
Examples of topologically nontrivial pure or mixed
states and their corresponding edge modes were pre-
sented by Diehl et al. (2011) and Bardyn et al. (2012) in
a 1D and a 2D setup, respectively. Budich et al. (2015)
pointed out a remarkable property of steady-states in-
volving a mixed state: they may possess a non-trivial
topological character even when all Lindblad operators
Lj are local in space. This cannot occur when the steady-
state is pure, an impossibility that is reminiscent from the
fact that in the Hamiltonian framework, Wannier func-
tions of a topologically non-trivial filled band (non-zero
Chern number) must decay slowly, i.e. , algebraically, in
space (Thouless, 1984).
The concept of topological pumping can also be ex-
tended to the case of open systems, as shown by Linzner
et al. (2016) and Hu et al. (2017). Using a proper
engineering of the Liouvillian (108) of a fermionic 1D
chain, Linzner et al. (2016) could generalize the result of
Sec. IV.C.1 for the Rice–Mele model, and prove the quan-
tization of the variation of the many-body polarization
after a closed loop in parameter space. As for the other
topological features described in this section, this quan-
tization holds even when the steady-state of the master
equation is a mixed state.
Finally we note that dissipation also offers a new route
for revealing an existing topological order. Rudner and
Levitov (2009) considered the motion of a single particle
on a 1D bipartite (AB) lattice similar to the one at the
basis of the SSH model. Here, dissipation corresponds
to a non-zero decay rate of the particle when it resides
on the sites of the sublattice A. The particle is assumed
to start on the site B0, i.e. the B sublattice site in the
lattice cell m = 0. Here, one is interested in the average
displacement 〈∆m〉 = ∑mmPm, where Pm is the proba-
bility that the particle decays from the A site of the mth
lattice cell. Quite remarkably this average displacement
is quantized and can only take the values 0 and 1. This
binary result corresponds to the two topological classes
that we identified above for the SSH model within the
Hamiltonian framework. This result holds for any val-
ues of the decay rate and on-site energies, but it stops
being valid if one introduces a dissipative component in
the hopping process between the two sublattices. It was
confirmed experimentally with a setup in the photonic
context by Zeuner et al. (2015). These authors used a
lattice of evanescently coupled optical wave guides, in
which losses/dissipation were engineered by bending the
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waveguides. The scheme of Rudner and Levitov (2009)
was recently generalized theoretically to multipartite lat-
tices by Rakovszky et al. (2017), who used a weak mea-
surement of the particle position as the source of dissi-
pation.
VII. SUMMARY
We have summarized the methods that have been used
to engineer topological bands for cold atomic gases, and
the main observables that have allowed characterizations
of their geometrical and topological properties. Most ex-
perimental studies so far have been at the single-particle
level. Theory suggests many interesting possibilities for
novel many-body phases in regimes where interparticle
interactions become strong. Such systems are in regimes
where theoretical understanding is very limited, so exper-
imental investigation will be particularly valuable. Ac-
cessing this regime for large gases will require careful
management of heating – from lattice modulation meth-
ods or from Raman-coupling of internal states – as well
as the development of robust detection schemes to un-
cover the underlying order. There is already progress in
this direction. It seems likely to provide a rich vein to ex-
plore, with much scope for experimental discoveries and
surprises.
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Appendix A: Topological bands in one dimension
1. Edges states in the SSH model
The Su-Schrieffer-Heeger (SSH) model was introduced
to describe the electronic structure of polyacetylene (Su
et al., 1979). This molecule has alternating single- and
double-bonds along the carbon chain, which are repre-
sented in a tight-binding model with one orbital per car-
bon atom (site) by alternating tunnel couplings, J and
J ′, between the sites, see Fig. 1. There are two sites in
the unit cell, which we label A and B and that are as-
signed the same energy in the SSH model (this constraint
B A B A B A B A
J ′ J ′ J ′ J J ′ J
{ {j = 1 j = 2
FIG. 30 A semi-infinite SSH model. The left region (grey
area) has J = 0, hence a winding number N = 0. The right
region may have N = 0 or N = 1, depending on the ratio
J/J ′. In the latter case a zero-energy edge state resides close
to the boundary between the two domains.
is relaxed in the Rice–Mele model). The single-particle
Hamiltonian is given in (15) and we emphasized in the
main text the existence of two distinct topological classes,
corresponding to J < J ′ (winding number N = 0) and
J > J ′ (N = 1).
This classification may appear rather formal for an in-
finite chain, since the labeling in terms of A and B sites
is arbitrary and one can exchange the roles of J and
J ′ without changing the physical system. However its
physical relevance appears very clearly if one consider a
finite or semi-infinite chain. Then the two classes cor-
respond to different possibilities for the edge state(s) of
the chain, as an illustration of the general bulk-edge cor-
respondence. In the following we first describe the case
of a semi-infinite chain for which analytical calculations
are straightforward, and then discuss the case of a finite
chain.
a. Semi-infinite chain. We consider a semi-infinite lattice,
with unit cells labeled by j = 1, 2, 3, 4 . . .. Such a bound-
ary could be formed by imposing a very large potential
on the unit cells at j ≤ 0 on an infinite lattice. However,
to retain the chiral symmetry it is convenient to view this
as a boundary to a region, at j ≤ 0, where the intercell
tunneling J = 0: this causes the j = 1 unit cell to be
disconnected from any sites with j ≤ 0 (see Fig 30). The
region on the left, j ≤ 0, has J = 0 so its winding number
is N = 0.
For the semi-infinite SSH chain (with j ≥ 1) the eigen-
value condition is
EψAj =
{ −J ′ψBj − JψBj−1 j > 1
−J ′ψBj j = 1 (A1)
EψBj = −JψAj+1 − J ′ψBj j ≥ 1 . (A2)
Assuming that there is only one edge state in this prob-
lem (which can be checked analytically), the chiral sym-
metry entails that it has a zero energy. Setting E = 0 in
(A1,A2) one readily finds the solution(
ψAj
ψBj
)
∝
(
(−J ′/J)j
0
)
. (A3)
This is a localized (normalizable) state provided J ′ < J ,
i.e. provided the insulator to the right of the boundary,
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FIG. 31 Energy spectrum of a SSH chain of M = 10 dimers.
A pair of edge states close to zero energy exists when J ′/J
is notably below 1. When J ′/J increases above 1, these edge
states are gradually transformed into bulk states. Figure
adapted from Delplace et al. (2011).
j ≥ 1, is in the topological phase with N = 1. Recalling
that the boundary is to a region with J = 0, and hence
N = 0, we establish the existence of an E = 0 edge state
if and only if the insulators on either side have differing
topological index N . The length ξ over which this edge
state is localized is ξ ∼ a ln(J/J ′). Note that this edge
state only occupies one type of site (here the A sites),
in agreement with the general requirement of the chiral
symmetry for a state |ψ〉 at zero energy: Uˆ |Ψ〉 = (PˆA −
PˆB)|Ψ〉 ∝ |Ψ〉. This solution is the discrete version of
the edge mode, Eq. 37, of the continuum model derived
in Sec. II.D.1.
b. Finite chain. One can also consider a chain with M
unit cells (Figure 31). For J ′ < J and a length Ma
much larger than the extension ξ of the edge state found
for a semi-infinite chain, we expect now two edge states
of energy ∼ 0, each localized at one end of the chain.
When J ′/J increases and approaches unity, this pair of
edge states gradually hybridize and they finally merge
into the quasi-continua corresponding to the two bands
for J ′/J above unity.
In practice, generating a boundary that preserves chi-
ral symmetry could be very delicate to achieve. Thus
edge states of cold atom implementations of the SSH
model are likely to be shifted away from zero energy.
In contrast, the topological protection of the Majorana
modes of the Kitaev chain that we will describe below
(§ A.5) does not require any such local fine-tuning. There
the protecting symmetry is the exact particle-hole sym-
metry of the Bogoliubov–de Gennes Hamiltonian (90.
2. Gauge invariance and Zak phase
Strictly speaking the Zak phase is not a gauge invariant
quantity. Here we illustrate this point using again the
SSH model. In a local gauge transform, one can redefine
the positions of the sites Aj and Bj to be ja + ξA and
jb + ξB, leading to the modified form of the Bloch wave
form:
|ψq〉 =
∑
j
ei(ja+ξA)q uAq |Aj〉 + ei(ja+ξB)q uBq |Bj〉. (A4)
The vector h(q) defining the Hamiltonian in reciprocal
space (18) is then changed into
hx(q) + ihy(q) =
(
J ′ + Jeiqa
)
eiq(ξA−ξB), (A5)
so that the Hamiltonian Hˆq is not q−periodic anymore.
The phase q(ξA − ξB) is added to φq in the definition
(21) of the eigenstates of Hˆq. This in turns adds the
quantity pi(ξB − ξA)/a to the Zak phase [see e.g. Atala
et al. (2013)].
To decrease the ambiguity in the definition of the Zak
phase, one may insist on keeping the q-periodicity of
Hˆ(q), and thus h(q), over the BZ. This restricts the lo-
cal gauge transform described above to ξB − ξA = N ′a,
where N ′ is an integer. The Zak phase then recovers
the structure pi× integer, but the corresponding winding
number is increased by N ′. In practice this has no impact
because physical consequences only involve differences of
winding numbers or phases between regions of possibly
different topology, which are gauge-invariant.
3. Time-reversal symmetry of the SSH model
Additional symmetries can be exploited to simplify the
calculation (or measurement) of the topological invariant.
The SSH model has time-reversal symmetry, such that
Hˆq = Hˆ
∗
−q and therefore φq = −φ−q. This allows the
winding number (23) to be written as an integral over
half of the BZ
N =
1
pi
∫ pi/a
0
∂φq
∂q
dq =
1
pi
(
φpi/a − φ0
)
. (A6)
Thus, information on the winding number N can be ob-
tained by measuring φq at just two points, q = 0, pi/a.
Since the angle φq is only defined modulo 2pi, this method
can only determine if N is even or odd. Nevertheless, this
partial information can be useful, notably for Z2 topolog-
ical invariants (Fu and Kane, 2007).
4. Adiabatic pumping for the Rice–Mele model
The Rice–Mele model generalizes the SSH model to
the case where the energies of sites A and B may differ
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FIG. 32 Kitaev model: A 1D chain of identical sites with
nearest-neighbor hopping and a coherent coupling to a super-
fluid reservoir that injects and removes pairs of fermions on
neighboring sites.
by a quantity 2∆. As explained in Sec. II.F, the vor-
tex in φZak around the gap-closing point (∆ = 0 and
J ′/J = 1) is a topological invariant which can be viewed
as a Chern number in the periodic 2D space formed from
crystal momentum −pi/a < q ≤ pi/a and time 0 < t ≤ T .
This Chern number counts the number of particles that
are pumped through the system under this adiabatic cy-
cle (Thouless, 1983).
To establish the link between the winding of φZak
and the transported mass, we start from the fact that
the lattice remains at any time periodic, so that the
Bloch theorem ensures that the quasi-momentum q is
conserved during the evolution. Let us assume a slow
evolution and a non-closing gap, so that transitions to
upper bands are negligible. The evolution operator Uˆ(T )
for a closed cycle of duration T in parameter space
(J ′/J,∆/J) is diagonal in the Bloch state basis |ψq〉:
|ψq〉 → Uˆ(T )|ψq〉 = eiγ(q)|ψq〉. Using the canonical com-
mutation relation, the evolution of the position operator
xˆ follows: Uˆ†(T ) xˆ Uˆ(T ) = xˆ−∂qγ(qˆ), from which we can
deduce the global displacement ∆x of the atomic cloud by
averaging over all states in the band. Now there are two
contributions to γ(q): (i) The dynamical phase related to
the energy E(q), which has a vanishing contribution to
∆x because the average of the group velocity ∂qE(q) over
the band is zero; (ii) Zak phase i
∫ T
0
〈uq|∂tuq〉 dt which
leads after average over the band to
∆x =
a
2pi
∫ T
0
∂tφZak(t) dt. (A7)
Because φZak(T ) equals φZak(0) plus the winding number
corresponding to the vortex of Fig. 7, this proves the
quantization of the displacement in units of the lattice
period a.
5. The Kitaev model for topological superconductors
In this model one considers spinless fermions moving
on a 1D chain of identical sites with the hopping coef-
ficient J between nearest neighbors (figure 32). We as-
sume that the chain is coherently coupled to a superfluid
reservoir that can inject and remove pairs of fermions
on neighboring sites. This coupling is characterized by
FIG. 33 Distinct topological phases of the Kitaev model, ev-
idenced by the trajectory of h(q)/|h(q)| on the unit sphere,
as q scans the Brillouin zone. Left (µ < −2J) and right
(µ > 2J): topologically trivial phase, with a zero winding
around the origin. Middle (|µ| < 2J): topological phase.
the real parameter ∆, which stands for the p-wave su-
perconducting gap induced by the reservoir. It also sets
the chemical potential µ which controls the total popu-
lation of the chain. We are therefore interested in the
eigenstates and the corresponding energies of
Hˆ − µNˆ =
∑
j
{
−J
(
cˆ†j cˆj+1 + cˆ
†
j+1cˆj
)
− µ cˆ†j cˆj
+ ∆
(
cˆj cˆj+1 + cˆ
†
j+1cˆ
†
j
)}
. (A8)
For an infinite chain (or a finite chain with periodic
boundary conditions), translation invariance ensures that
Hˆ −µNˆ takes a simple form in momentum space. It can
be written in the standard Bogoliubov–de Gennes form
Hˆ − µNˆ = 1
2
∑
q
(
ˆ˜c†q, ˆ˜c−q
)HBdGq ( ˆ˜cqˆ˜c†−q
)
(A9)
where the operator ˆ˜c†q ∝
∑
j e
iqja cˆ†j creates a particle
with quasimomentum q and each Hamiltonian HBdGq is a
2× 2 matrix:
HBdGq = −h(q) · σ with
{
hy(q) = −2∆ sin(qa)
hz(q) = 2J cos(qa) + µ
(A10)
and hx = 0. Although the present physical problem is
different from the SSH and Rice–Mele models, we recover
in (A10) a Hamiltonian in reciprocal space which has a
similar structure. In particular the search for distinct
topological phases can be performed by analyzing the
trajectory of the vector h(q) when q travels across the
BZ.
More precisely we see from (A10) that the vector h al-
ways lies in a plane (here yz), which makes the discussion
formally similar to the SSH model. The quasiparticle ex-
citation spectrum is set by |h(q)|: this is gapped for all
q in the BZ provided |µ| 6= 2J . However there are two
topologically distinct phases (figure 33). For |µ| < 2J the
2-component vector h(q) encircles the origin, winding by
2pi as q runs over the BZ: this is the topological supercon-
ducting phase, for which there exist localized (Majorana)
modes on the boundaries of a finite sample. For |µ| > 2J
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FIG. 34 Quasi-particle spectrum of Hˆ − µNˆ [Eq. (A8)] for
an open chain of 20 sites and ∆ = J . The pair of solutions
(E,−E) with E ≈ 0 that appears in the topological region
|µ| < 2J represents the Majorana zero energy modes at the
two ends of the chain.
the vector h(q) does not encircle the origin so has van-
ishing winding number: this is the non-topological super-
conducting phase. These two topological phases cannot
be smoothly connected without causing |h(q)| = 0 at
some point in the BZ, i.e. a closing of the quasiparticle
gap.
The existence of edge states for an open chain of M
sites can be simply revealed by taking the particular case
∆ = J and µ = 0 (Kitaev, 2001) (the energy spectrum
as function of µ is shown in Fig. 34). In this case, one
can perform a canonical transformation using the new
fermionic operators:
Cˆj =
i
2
(
cˆ†j − cˆj + cˆ†j+1 + cˆj+1
)
(A11)
for j = 1, . . . ,M − 1 and
CˆM =
i
2
(
cˆ†M − cˆM + cˆ†1 + cˆ1
)
(A12)
so that the {Cˆj , Cˆ†j } satisfy canonical fermionic commu-
tation rules. The Hamiltonian (A8) can then be written
Hˆ − µNˆ = 2J
M−1∑
j=1
(
Cˆ†j Cˆj −
1
2
)
. (A13)
A ground state of Hˆ − µNˆ is obtained by solving
Cˆj |ψ0〉 = 0, j = 1, . . . ,M − 1. (A14)
It is separated from the excited states by the gap 2J , as
expected from the above analysis for the infinite chain:
For J = ∆ and µ = 0, |h(q)| = 2J is indeed independent
of q. The existence of edge states in this case originates
from the fact that the non-local fermion mode (CˆM , Cˆ
†
M ),
acting on both ends of the chain, does not contribute
to the Hamiltonian (A13). It can therefore be filled or
emptied at no energy cost, leading to two independent
ground states. More precisely, if |ψ0〉 is the ground state
satisfying CˆM |ψ0〉 = 0, then |ψ1〉 = Cˆ†M |ψ0〉 is also a
ground state. The states |ψ0〉 and |ψ1〉 correspond to
different global parities of the total fermion number. The
situation is thus different from a usual superconductor,
where the ground state is non-degenerate and represents
a condensate of Cooper pairs, hence a superposition of
states with an even number of fermions.
As discussed in the main text, the gapless edge modes
of the topological superconductor are better viewed in
terms of the Majorana operators
γˆ1 ≡ CˆM + Cˆ†M = i(cˆ†M − cˆM ) (A15)
γˆ2 ≡ i
(
CˆM − Cˆ†M
)
= −(cˆ†1 + cˆ1) (A16)
in view of the fact that these Majorana operators are
spatially localized on each end of the chain.
Appendix B: Floquet systems and the Magnus expansion
We mention here several key results for Floquet sys-
tems of use in the main text. We refer the reader to
Eckardt (2017) for a comprehensive recent account.
Consider a Floquet system, defined by a time-varying
Hamiltonian Hˆ(t) that is periodic Hˆ(t+ T ) = Hˆ(t) with
period T = 2pi/ω. The time evolution over an integer
number of periods, from t0 to t0 + NT , is described by
the unitary operator
Uˆ(t0, t0 +NT ) ≡ T exp
[
− i
~
∫ t0+NT
t0
Hˆ(t′)dt′
]
(B1)
where T denotes time ordering. This can be written
Uˆ(t0, t0 +NT ) =
[
Uˆ(t0, t0 + T )
]N
≡ e− i~ HˆFt0T (B2)
which defines the effective Floquet Hamiltonian HˆFt0 in
terms of the (logarithm of the) time evolution operator
over a single period T . Clearly HˆFt0 is undefined up to
the addition of integer multiples of 2pi~/T = ~ω, so its
eigenvalues – defining the Floquet spectrum – have a pe-
riodicity in energy of ~ω. The Floquet Hamiltonian de-
scribes the “stroboscopic” evolution of the system, i.e.
at the selected times t = t0, t0 + T, . . . t0 + NT . This is
relevant for understanding the dynamics over timescales
long compared to the drive period T .
In addition to this stroboscopic evolution, the system
undergoes a “micromotion” on a timescale of the period
T . This causes the Floquet Hamiltonian HˆFt0 to depend
on the time during the cycle, via a t0-dependent unitary
transformation (the Floquet spectrum is therefore invari-
ant). A convenient way to account for this micromotion
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is to write the general time-evolution operator, from time
ti to tf , as (Goldman and Dalibard, 2014)
Uˆ(ti, tf) = e
−iKˆ(tf )e−
i
~ Hˆ
eff (tf−ti)eiKˆ(ti) . (B3)
This can be achieved with a time-independent effective
Hamiltonian Hˆeff and a “kick” operator that is periodic
in time Kˆ(t) = Kˆ(t + T ) and that has vanishing av-
erage over one period (Goldman and Dalibard, 2014).
The kick operator takes account of the micromotion (re-
lated to how ti and tf fall in the period T ) and the time-
independent effective Hamiltonian Hˆeff controls the long-
time behavior.
In general, the determination of the effective Hamilto-
nian Hˆeff (or the closely related Hˆ
F
t0) is a difficult task.
However, for a drive frequency, ω, that is large compared
to other frequency scales, the effective Hamiltonian can
often be approximated by the Magnus expansion in pow-
ers of 1/ω (Eckardt, 2017). Writing the Hamiltonian in
terms of its harmonics
Hˆ(t) =
∞∑
m=−∞
Hˆme
imωt = Hˆ0+
∞∑
m=1
Hˆme
imωt+Hˆ−me−imωt
(B4)
where Hˆ†m = Hˆ−m, the Magnus expansion leads to (Gold-
man and Dalibard, 2014)
Hˆeff = Hˆ0 +
1
~ω
∞∑
m=1
1
m
[Hˆm, Hˆ−m] +
1
2(~ω)2
∞∑
m=1
1
m2
[
[Hˆm, Hˆ0], Hˆm
]
+
[
[Hˆ−m, Hˆ0], Hˆm
]
+ . . . . (B5)
A
BC
JeffCB ∼ J
2
~ω e
ipi/2
−J −J
EC = ∆ cos(ωt− φ) EB = ∆ cos(ωt)
EA = 0
FIG. 35 Hopping on three sites of the honeycomb lattice,
with time-varying on site energies. The unitary transforma-
tion (B7) maps this problem to time-varying tunneling matrix
elements between nearest-neighbors, A↔B and A↔C. Then
the first order correction in 1/ω from the Magnus expansion
leads to a tunneling term of order J2/(~ω) between next-
nearest-neighbors, B↔C, with nonzero Peierls phase factor.
[See Eq. (B12).]
The Magnus expansion underpins several results used
in the main text.
(i) The leading term, Hˆ0, is the time-averaged Hamil-
tonian, as used in our discussion of inertial forces in
Sec. III.C to construct non-zero Peierls phase factors for
tunneling.
(ii) The first order term is important in generating the
next-nearest-neighbor hopping from circular shaking of
the honeycomb lattice, as required to simulate the Hal-
dane model. Consider the three-site system shown in
Fig. 35 with on-site energies Eα, α = A,B,C, a constant
tunnel matrix element −J along the links AB and AC,
and no ‘bare’ tunneling between B and C:
Hˆ = −J (|B〉〈A|+ |C〉〈A|+ h.c.) +
∑
α
EαPˆα (B6)
with the projectors Pˆα = |α〉〈α|. Shaking at a frequency
ω leads to sinusoidally varying energy offsets that we
model as EB(t) = ∆ cos(ωt) and EC(t) = ∆ cos(ωt− φ),
whereas EA(t) is set to zero by convention. The phase
offset φ arises from the circular shaking and the an-
gle between the two nearest-neighbor bonds (typically
φ = 2pi/3). Using the unitary transformation generaliz-
ing (52)
Uˆ(t) =
∑
α
ei
∫ t
0
Eα(t
′) dt′/~ Pˆα, (B7)
we convert these energy modulations into time-varying
phase factors on the hopping:
ˆ˜H(t)
−J = e
i ∆~ω sinωt|B〉〈A|
+ei
∆
~ω sin(ωt−φ)|C〉〈A|+ h.c. . (B8)
Expanding in terms of the harmonics leads to
Hˆm
−J = Jm(∆/~ω)|B〉〈A|+ J−m(∆/~ω)|A〉〈B|
+e−imφ [Jm(∆/~ω)|C〉〈A|+ J−m(∆/~ω)|A〉〈C|] (B9)
where Jm are Bessel functions. Computing the first order
correction to the effective Hamiltonian (B5), one finds
Hˆ
(1)
eff ≡
1
~ω
∞∑
m=1
1
m
[Hˆm, Hˆ−m] (B10)
= −Jeff
[
eipi/2|B〉〈C|+ e−ipi/2|B〉〈C|
]
(B11)
Jeff =
2J2
~ω
∞∑
m=1
sin(mφ) [Jm(∆/~ω)]2
m
. (B12)
This describes a next-nearest-neighbor tunneling term,
between B and C sites, which inherits a Peierls phase
factor of pi/2. This phase arises from the phase offset of
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the circular shaking. A particle that encircles the pla-
quette, A→B→C→A, picks up a gauge-invariant phase
ψAB = −pi/2, placing the system in the regime where
the Haldane model has topological bands. It is inter-
esting to note that for this 1/ω expansion, the leading
term in Jeff corresponds to the m = 1 contribution in
(B12), hence scales as 1/ω3. Had we used directly the
Magnus expansion (B5) for the initial Hamiltonian (B6),
this would have required us to go up to the 3rd order
of the expansion, which would have been quite involved.
Fortunately the unitary transformation (B7) involves an
integral of the on-site energies over time, which provides
a gain of a factor 1/ω. The Magnus expansion at order
1 applied to ˆ˜H is then sufficient to obtain the relevant
effective Hamiltonian.
(iii) The second order term in Eq. (B5), of order 1/ω2,
is responsible for the non-local interactions discussed in
Sec. V.A.1. These arise from the contribution of the Hub-
bard interaction U to Hˆ0, and from the oscillating tunnel-
ing matrix elements in Hˆm6=0 in the double commutator,
leading the term of order J2U/(~ω)2 of Eq. (83). We
refer the reader to Eckardt and Anisimovas (2015) for a
comprehensive analysis of such terms.
Appendix C: Light matter interaction
Here we describe the general form of light-matter must
take for two-photon interactions, and describe the spe-
cific structure of this interaction for alkali atoms. To
briefly summarize what follows, the light matter interac-
tion can be divided into contributions from irreducible
rank-0, -1, and -2 spherical tensor operators. In alkali
atoms the rank-0 and -1 contributions dominate, but in
heaver atoms (or sufficiently close to atomic resonance)
the rank-2 contribution can be large. In addition, a sim-
ilar description of single photon transitions (as would be
relevant to systems coupling ground and meta-stable ex-
cited states) gives only the rank-0 and rank-1 contribu-
tions.
Now consider a system of ultracold alkali atoms in
their electronic ground state manifold illuminated by one
or several laser fields which non-resonantly couple the
ground states with the lowest electronic excited states. In
the presence of an external magnetic field only, the light-
matter Hamiltonian for the atomic ground state manifold
is
Hˆ0 =Ahf Iˆ ·Jˆ + µB~ B ·
(
gJ Jˆ + gI Iˆ
)
, (C1)
where Ahf is the magnetic dipole hyperfine coefficient;
and µB is the Bohr magneton. The Zeeman term in-
cludes separate contributions from Jˆ = Lˆ+ Sˆ (the sum
of the orbital Lˆ and electronic spin Sˆ angular momen-
tum) and the nuclear angular momentum Iˆ, along with
their respective Lande´ g-factors. We next consider the
additional contributions to the atomic Hamiltonian re-
sulting with off-resonant interaction with laser fields.
As was observed in Refs. (Deutsch and Jessen, 1998;
Dudarev et al., 2004; Sebby-Strabley et al., 2006), con-
ventional spin independent (scalar, Us) optical potentials
acquire additional spin-dependent terms near atomic res-
onance: the rank-1 (vector, Uv) and rank-2 tensor light
shifts (Deutsch and Jessen, 1998). For the alkali atoms,
adiabatic elimination of the excited states labeled by
j = 1/2 (D1) and j = 3/2 (D2) yields an effective atom-
light coupling Hamiltonian for the ground state atoms
(with j = 1/2):
HˆL = Hˆ0+Hˆ1+Hˆ2 = us(E
∗ ·E) + iuv(E
∗×E)
~
· J + Hˆ2.
(C2)
The rank-2 term Hˆ2 is negligible for the parameters of
interest and henceforth neglected. Here E is the optical
electric field; uv = −2us∆FS/3(ω − ω0) determines the
vector light shift; ∆FS = ω3/2−ω1/2 is the fine-structure
splitting; ~ω1/2 and ~ω3/2 are the D1 and D2 transition
energies; and ω0 = (2ω1/2 +ω3/2)/3 is a suitable average.
us sets the scale of the light shift and proportional to the
atoms ac polarizability.
The contributions from the scalar and vector light
shifts featured in HL can be independently specified with
informed choices of laser frequency ω and intensity. Evi-
dently, the vector light shift is a contribution to the total
Hamiltonian acting like an effective magnetic field
Beff =
iuv(E
∗×E)
µBgJ
(C3)
that acts on Jˆ and not the nuclear spin Iˆ. Instead of
using the full Breit-Rabi equation (Breit and Rabi, 1931)
for the Zeeman energies, we assume that the Zeeman
shifts are small in comparison with the hyperfine splitting
– the linear, or anomalous, Zeeman regime – in which
case, the effective Hamiltonian for a single manifold of
total angular momentum Fˆ = Jˆ + Iˆ states is
H0 +HL = us(E
∗ ·E) + µBgF
~
(B +Beff)·Fˆ . (C4)
Notice that Beff acts as a true magnetic field and adds
vectorially withB, and since |gI/gJ | ≈ .0005 in the alkali
atoms, we safely neglected a contribution −µBgIBeff ·
Iˆ/~ to the atomic Hamiltonian. We also introduced the
hyperfine Lande´ g-factor gF . In
87Rb’s lowest energy
manifold with f = 1, for which j = 1/2 and i = 3/2,
we get gF = −gJ/4 ≈ −1/2. In the following, we always
consider a single angular momentum manifold labeled by
f , and select its energy at zero field as the zero of energy.
Bichromatic light field. Consider an ensemble of ultra-
cold atoms subjected to a magnetic field B = B0ez.
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The atoms are illuminated by several lasers with frequen-
cies ω and ω + δω, where δω ≈ |gFµBB0/~| differs by a
small detuning δ = gFµBB0/~− δω from the linear Zee-
man shift between mF states (where |δ|  δω). In this
case, the complex electric field E = Eω− exp(−iωt) +
Eω+ exp [−i(ω + δω)t] contributes to the combined mag-
netic field, giving
B +Beff =B0ez +
iuv
µBgJ
[(
E∗ω−×Eω−
)
+
(
E∗ω+×Eω+
)
+
(
E∗ω−×Eω+
)
e−iδωt +
(
E∗ω+×Eω−
)
eiδωt
]
.
(C5)
The first two terms of Beff add to the static bias field
B0ez, and the remaining two time-dependent terms de-
scribe transitions between different mF levels. Provided
B0  |Beff | and δω are large compared to the kinetic
energy scales, the Hamiltonian can be simplified by time-
averaging to zero the time-dependent terms in the scalar
light shift and making the rotating wave approximation
(RWA) to eliminate the time-dependence of the coupling
fields. The resulting contribution to the Hamiltonian
HˆRWA = U(r)1ˆ + κ(r)·Fˆ , (C6)
where we identify the scalar potential
U(r) = us
(
E∗ω− ·Eω− +E∗ω+ ·Eω+
)
(C7)
and the RWA effective magnetic field. This expression
is valid for gF > 0 (for gF < 0 the sign of the ex and
iey terms would both be positive, owing to selecting the
opposite complex terms in the RWA).
κ =
[
δ + i
uv
~
(
E∗ω−×Eω− +E∗ω+×Eω+
)
·ez
]
ez
− uv
~
Im
[(
E∗ω−×Eω+
)
·(ex − iey)
]
ex (C8)
− uv
~
Re
[(
E∗ω−×Eω+
)
·(ex − iey)
]
ey.
Although this effective coupling is directly derived from
the initial vector light shifts, κ is composed of both static
and resonant couplings in a way that goes beyond the
restrictive Beff ∝ iE∗×E form. This enables topological
state-dependent lattices.
Appendix D: Berry curvature and unit cell geometry
As noted in the main text, it can be convenient to per-
form a unitary transformation of the Bloch Hamiltonian
Hˆ ′q = UˆqHˆqUˆ†q , with Uˆq a wavevector-dependent unitary
operator. Such transformations can be used to render the
Hamiltonian periodic in the BZ, but also can relate dif-
ferent choices of unit cell without change of periodicity.
They must leave all physical observables unchanged. The
energy spectrum is invariant under this unitary transfor-
mation, E′q = Eq, while the Bloch states transform as
|u′q〉 = Uˆq|uq〉. (In this appendix we drop the band in-
dex for clarity.) The new Berry connection in reciprocal
space is
A′ = i〈u′q|∇q|u′q〉 = A+ i〈uq|Uˆ†q
[
∇qUˆq
]
|uq〉 .(D1)
It is interesting to note that, in general, this transforma-
tion causes the Berry curvature to change. How can one
reconcile this with the fact that the Berry curvature has
measurable physical consequences, e.g. within semiclas-
sical dynamics (Sec. IV.B.2)? As we shall see, the answer
lies in noting that these unitary transformations can lead
to changes of the positions of the orbitals within the unit
cell, i.e. changing the internal geometry of the unit cell.
We shall illustrate this for a two-band model, with a
unitary transformation
Uˆq = exp
(
1
2
iq · ρ σˆz
)
. (D2)
This is the transformation used in our discussion of the
Haldane model (33). It leads to the change
A′(q) = A(q)− 1
2
ρ〈σˆz〉 (D3)
of the Berry connection, where we have defined 〈σˆz〉 ≡
〈uq|σˆz|uq〉. Hence, the Berry curvature becomes
Ω′(q) ≡∇q ×A′ = Ω(q)− 1
2
[∇q〈σˆz〉]× ρ . (D4)
In general, the Berry curvature changes, Ω′(q) 6= Ω(q).
However, since the difference is a total derivative, its in-
tegral over the BZ vanishes, so there is no change in the
Chern number of the band.
For a consistent application of the unitary transforma-
tion, one must consider how all relevant physical quan-
tities transform. Semiclassical dynamics describes the
velocity of a wavepacket centered on q and r in response
to a uniform force. A uniform force in the original basis
arises from a potential
Vˆ = −F · rˆ . (D5)
Under the unitary transformation this becomes
UˆqVˆ Uˆ†q = −F · rˆ −
1
2
F · ρ σˆz . (D6)
We have used the fact that, with q replaced by the
momentum operator, the unitary operator (D2) effects
translations in real space, albeit in a spin-dependent
manner, rˆ → rˆ + 12ρσˆz. Indeed, this transformation en-
codes the important physical effect of the unitary trans-
formation: it amounts to spatial displacement of the or-
bitals within the unit cell, here separating σz = ±1 by ρ.
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In the new basis the force F has two effects. First, it pro-
vides a uniform potential gradient which leads to ~q˙ = F
as usual. Second, it applies a state-dependent potential
that shifts the energy of the wavepacket by − 12F · ρ〈σˆz〉
with the expectation value taken for the wavepacket’s
momentum q. This second contribution can be incorpo-
rated as an F -dependent change in the dispersion relation
E′q = Eq −
1
2
F · ρ〈σˆz〉 . (D7)
The displacement of orbitals within the unit cell also
changes the velocity operator. In the new basis the ve-
locity is
vˆ′ ≡ 1
~
∇qHˆ ′q =
1
~
∇q
[
UˆqHˆqUˆ†q
]
(D8)
=
1
~
Uˆq
[
∇qHˆq
]
Uˆ†q −
i
2~
ρ
[
Hˆ ′q, σˆz
]
(D9)
= UˆqvˆUˆ†q −
1
2
ρ ˆ˙σz . (D10)
There is a correction to the velocity vˆ ≡ 1~∇qHˆq beyond
the mere unitary transformation, UˆqvˆUˆ†q . In the last line
this correction is written in terms of the rate of change
of σˆz (in the Heisenberg picture) to indicate its physical
origin: the motion of a particle between orbitals within
the unit cell corresponds to motion through space with
nonzero velocity. In the semiclassical dynamics of the
wavepacket, this gives the correction
v′ = v − 1
2
ρ 〈ˆ˙σz〉 = v − 1
2
ρ q˙ ·∇q〈σˆz〉 . (D11)
Starting from the standard semiclassical dynamics (74)
in the original (unprimed) basis, and using the transfor-
mations (D4), (D7), and (D11), one recovers the correct
semiclassical dynamics in the new (primed) basis
v′ =
1
~
∇qE′q +Ω′ × q˙ . (D12)
Thus, unitary transformations of this form lead to
changes in the positions of the orbitals within the unit
cell: these changes in cell geometry modify the effect of
the forces applied, and the velocity on the scale of the
unit cell. These modifications compensate the change in
the Berry curvature to recover the correct semiclassical
dynamics.
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