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ABSTRACT
Aims. We compute the emergent stellar spectra from the UV to far infrared for different viewing angles using realistic 3D model
atmospheres for a large range in stellar parameters to predict the stellar limb darkening.
Methods. We have computed full 3D LTE synthetic spectra based on 3D radiative hydrodynamic atmosphere models from the
Stagger-grid in the ranges: Teff from 4000 to 7000 K, log g from 1.5 to 5.0, and [Fe/H], from −4.0 to +0.5. From the resulting
intensities, we derived coefficients for the standard limb darkening laws considering a number of often-used photometric filters.
Furthermore, we calculated theoretical transit light curves, in order to quantify the differences between predictions by the widely used
1D model atmosphere and our 3D models.
Results. The 3D models are often found to predict steeper darkening towards the limb compared to the 1D models, mainly due to the
temperature stratifications and temperature gradients being different in the 3D models compared to those predicted with 1D models
based on the mixing length theory description of convective energy transport. The resulting differences in the transit light curves are
rather small; however, these can be significant for high-precision observations of extrasolar transits, and are able to lower the residuals
from the fits with 1D limb darkening profiles.
Conclusions. We advocate the use of the new limb darkening coefficients provided for the standard four-parameter non-linear power
law, which can fit the limb darkening more accurately than other choices.
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1. Introduction
The emergent intensity across the surface of late-type stars di-
minishes gradually from the center of the stellar disk towards
the edge (limb), since the optical depth depends on the angle of
view. Rays crossing the stellar photosphere near the limb reach
optical depth unity in layers at higher altitude and at typically
lower densities and temperatures than rays crossing the stellar
disk near the center. The intensity is very sensitive to the temper-
ature, therefore, one observes darker brightness from the limb,
which emerges from higher and cooler regions of the stellar at-
mosphere. This effect is known as limb darkening (Gray 2005).
An accurate knowledge of the surface brightness distribution is
essential for the analysis of light curves from stars with transit-
ing objects in the line of sight, such as exoplanets and eclipsing
stellar companions in binary systems. Furthermore, the precise
determination of stellar angular diameters with stellar interfer-
ometry relies also on the theoretical limb darkening predictions
(Davis et al. 2000). The variation in surface intensity with angu-
lar distance from the stellar disk center is usually expressed in
the form of limb darkening laws (Claret 2000). Multiple func-
tional basis have been used in the past, from simple linear to
higher order non-linear laws, in order to fit the surface brightness
 Full Table A.1 and the grid of spectra are only available at the CDS
via anonymous ftp to cdsarc.u-strasbg.fr (130.79.128.5) or via
http://cdsarc.u-strasbg.fr/viz-bin/qcat?J/A+A/573/A90,
as well as at http://www.stagger-stars.net
variations predicted by theoretical model atmospheres leading
to so-called limb darkening coefficients (LDC). For example,
the individual shape of a light curve for transiting exoplanets
is important, because it contains information about the struc-
ture of the external layers of the occulted stellar object (e.g.,
Southworth 2008). The observed light curves are interpreted by
comparisons with theoretical transit light curves that are based
on limb darkening predictions arising from model atmospheres.
More accurate theoretical atmosphere models will reduce the un-
certainties in the comparison, and thereby improving the quality
of the analysis in favor of other transit-parameters like planet-
to-star ratio or the inclination of the orbit. Also, the goodness of
the transmission-spectroscopy of exoplanet atmospheres relies
on the underlying theoretical atmospheres of the host stars (e.g.,
Seager & Sasselov 2000).
The first estimates of the intensity variation over the disk
were performed with a simple linear law (Milne 1921). However,
with theoretical 1D model atmospheres it was shown that a lin-
ear law is insufficient to describe the limb darkening of a real
star adequately (e.g., van Hamme 1993). Then, various alterna-
tives with a two-parameter law was introduced starting from a
quadratic, over square root to a logarithmic, and finally an ex-
ponential law (e.g. see Diaz-Cordoves et al. 1995; Claret et al.
1995). These restricted functional bases are only marginally ac-
curate for a certain range in effective temperatures, therefore,
Claret (2000) introduced a new non-linear power law with four
coefficients, which is powerful enough to fit the LDC for a
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broad range in stellar parameters, while conserving the flux to
a high accuracy. Later on, limb darkening variations were fit-
ted and provided for the community derived from extensive
grids with the latest model atmospheres (e.g, MARCS, ATLAS
and PHOENIX) for several broad band filters, e.g. the SDSS
(Claret 2004), Kepler and CoRoT (Sing 2010). An extensive
comparison of the various limb darkening laws has been per-
formed by Southworth (2008). All of these developments re-
vealed that a well-considered choice of an appropriate func-
tional basis is mandatory for a precise description of the intensity
variations.
The next step in improving the systematic errors prevailing
in the predicted limb darkening laws was yielded in the under-
lying model atmospheres, since the limb darkening is mainly
determined by the temperature gradient (see Knutson et al.
2007; Hayek et al. 2012). Therefore, flaws in the theoretical
atmospheric temperature stratification will directly propagate
into the predicted limb darkening. The hydrostatic 1D models
make use of several simplifications, the most prominent one
being the use of the mixing length theory to account for con-
vective energy transport (Böhm-Vitense 1958). Cool late-type
stars feature a convective envelope, thereby convective motions
are present in the thin photospheric transition region due to
overshooting of convective flows. These stars exhibit a typi-
cal granulation pattern in its emergent intensity due to inho-
mogeneities arising from the asymmetric up- and downflow-
ing stellar plasma. Therefore, only 3D atmosphere models are
able to predict these properties accurately. With the advent of
3D atmosphere modeling (Nordlund 1982), which solves from
first-principle the hydrodynamic equations coupled with a real-
istic radiative transfer, the deficiencies of the 1D models were
revealed and quantified (e.g., Nordlund et al. 2009, and refer-
ences therein). Comparisons of the 3D models with the Sun
showed that these models can predict accurately the intensity
distribution (Pereira et al. 2013), while 1D models overestimate
the limb darkening of our resolved host star. Bigot et al. (2006)
studied the limb darkening of α Centauri B by comparing its
interferometrically observed visibility curves with theoretical
predictions. The latter is sensitive to the limb darkening, and
they found an significant improvement with the predictions from
3D models. Furthermore, Hayek et al. (2012) showed on the ba-
sis of the extremely accurately measured light curves of the tran-
siting exoplanet HD 209458 that the intrinsic residuals of the
1D models can be resolved with the more realistic 3D model
atmospheres. The largest differences were found close to the
limb, hence during the ingress and egress of the transition. With
1D model predictions, the well-studied close-orbit Jupiter-like
transit planet HD 209458 exhibited priorly systematic residuals
due to the simplified treatment of convection leading to insuf-
ficient temperature stratifications (see Knutson et al. 2007). For
another well-studied star, Procyon, and four K giants Chiavassa
et al. (2010, 2012) could also find the limb darkening and stel-
lar diameter predictions to be coherent with independent as-
teroseismic observations (see also Allende Prieto et al. 2002;
Aufdenberg et al. 2005).
After the first detection of a Jupiter-like extra solar planet
through radial velocity detection (Mayor & Queloz 1995), five
years later, eventually a transiting exoplanet around a solar-like
star was also found (Charbonneau et al. 2000). These spectac-
ular landmark discoveries triggered literally a gold-rush in the
hunt for new exoplanets. With advanced satellite missions, like
Kepler and CoRoT, nowadays up 1491 transiting extra solar
planets have been detected (Wright et al. 2011). Both of the
mentioned satellite missions operate in the visible spectral range,
therefore, the effects of limb darkening are strong. These sophis-
ticated observations evoke rightfully a demand in more accurate
theoretical limb darkening predictions. In order to fulfill this call,
we present in this work LDCs derived from realistic full 3D syn-
thetic spectra based on a comprehensive grid of 3D RHD atmo-
sphere models.
In Sects. 2 and 3, we explain the methods we utilized to
obtain the LDC. Subsequently, the resulting theoretical limb
darkening variations (Sect. 4) and transit light curves (Sect. 5)
are presented and discussed. We compare our results with previ-
ous predictions from 1D ATLAS models in Sect. 6. Finally, we
conclude our findings in Sect. 7.
2. 3D atmosphere models and 3D synthetic spectra
We have computed a large grid of realistic 3D atmosphere mod-
els (see Magic et al. 2013a, hereafter Paper I). We employed
the Stagger-code, a state-of-the-art (magneto)hydrodynamic
code that solves the time-dependent equations for conservation
of mass, momentum and energy. In the optically thin regime,
the code solves the radiative transfer for the vertical direction
and eight inclined rays along long characteristics (Nordlund
1982; Stein & Nordlund 1998). The original large set of wave-
length points for the opacity sampling data are grouped together
into 12 opacity bins in the so-called opacity binning method
(Nordlund 1982; Skartlien 2000) while solving the radiative
transfer. The Stagger-code utilizes a realistic EOS (Mihalas
1970) and continuum and line opacities (Kurucz 1979 with sub-
sequent updates; Gustafsson et al. 2008). We perform so-called
“box-in-the-star” simulations, where only a small representative
volume is considered that accommodates the top of the convec-
tion zone and the extended photosphere. The vertical directions
feature open boundaries, while the horizontal ones are periodic.
The numerical resolution of the geometrical mesh is 2403. The
horizontal mesh is equidistant, while the vertical depth scale is
optimized to resolve the photospheric transition region with an
enhanced resolution, thereby exploiting the given resolution best
possibly. The Stagger-grid covers a wide range in stellar pa-
rameters with effective temperatures from 4000 K to 7000 K in
steps of 500 K, surface gravities from 1.5 to 5.0 in steps of 0.5
and metallicities from −4.0 to +0.5 in steps of 1.0 below −1.0,
and steps of 0.5 above. The range in surface gravity and metal-
licity for the Stagger-grid covers the range of the planet host-
ing stars, while the effective temperature is slightly smaller. For
further details on the model atmospheres we refer to Paper I.
Furthermore, in Magic et al. (2013b) we explain in detail the
horizontal averaging methods for the 〈3D〉models. Furthermore,
additional results on the Stagger-grid are given in Magic et al.
(2015, 2014) and Magic & Asplund (2014).
Based on the 3D RHD models from the Stagger-grid, we
computed a comprehensive library of full 3D synthetic spec-
tra. Therefore, we used the Optim3D-code (see Chiavassa et al.
2009, 2010, for further details), which is a post-processing
3D radiative transfer code that assumes local thermodynamic
equilibrium (S λ (T ) = Bλ (T )). The code considers the real-
istic velocity field due to convective motions present in the
3D RHD simulations, thereby taking Doppler broadening and
shifts into account. Optim3D employs pre-tabulated extinction
coefficients that are the same as in the MARCS and Stagger
codes, thereby accounting for continuous and sampled line opac-
ities (Gustafsson et al. 2008). We assumed the latest solar com-
position by Asplund et al. (2009) consistently in Optim3D as in
the 3D RHD simulations performed with the Stagger-code. In
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contrast to the RHD-code, the spectral synthesis code computes
the large number of wavelength points with Nλ = 105 767 ex-
plicitly, thereby raising the computational costs enormously. We
achieve a wavelength resolution with a constant sampling rate
of λ/Δλ = 20 000, however, we cover a broad range with
λ = 1010.0 to 199 960.0 ˚A. We apply Nt = 10 snapshots for
each simulation, while we keep the horizontal mesh resolu-
tion fixed with Nxy = 240. Four (equidistant) azimutal φ-angles
are considered (Nφ = 4), while the center-to-limb resolution
is resolved higher with nine μ-angles besides the disk-center
(μ = 0.01, 0.05, 0.10, 0.20, 0.30, 0.50, 0.70, 0.80, 0.90, 1.00).
After carrying out tests with more μ-angles, we found the ten
chosen angles being sufficient to resolve the limb darkening ac-
curately at lower computational costs. The strongest decline in
the limb darkening is usually found towards the limb, there-
fore, we decided to resolve the limb more instead of equidistant
μ-angles. As shown by Hayek et al. (2012) the numerical reso-
lution of our 3D RHD models and the resolution for the spec-
tral flux computations are sufficient to predict realistic observed
limb darkening laws accurately. The synthetic spectra will be
discussed in a separate work (Chiavassa et al., in prep.).
We show an overview of spatially resolved intensity maps
with different inclined μ angles for a selection of distinct stel-
lar parameters (see Fig. 1). These exhibit the typical granulation
pattern of cool stars due to convection. The bright, bulk regions
are the hotter upflowing granules, which are interspersed with
the dark intergranular downdrafts. From the disk-center towards
the limb, the brightness is diminishing significantly, and the in-
tensity contrast is also slightly dropping. Moreover, one can also
obtain that bright features are often highly angle dependent.
In Fig. 2, we show a subset of the resulting averaged syn-
thetic fluxes in the range 2000−10 000 ˚A for a number of dwarfs
with solar metallicity. Furthermore, we show also the continuum
fluxes as well, and one can discern spectral absorption features,
the prominent one being the Balmer lines (indicated in the fig-
ure). For higher Teff the continuum flux is increasing, while in-
dividual spectral absorption features are changing as well.
3. Deriving the limb darkening
The variation of the inclination of the line of sight from the disk-
center is parameterized with the projected polar angle, μ = cos θ,
where θ is the angle between the line of sight and the direc-
tion of the emergent radiation. Therefore, the disk-center is de-
picted with μ = 1, while μ = 0 is the limb. The limb darken-
ing law is expressed as the variation in intensity with μ-angle
that is normalized to the disk-center, i.e. I (μ) /I (1). The re-
sulting monochromatic intensity depends on the horizontal po-
sition x and y, the viewing angles φ and μ and the time, t,
thus Iλ (x, y, μ, φ, t). In order to yield the mean monochromatic
intensity 〈Iλ〉 (μ) from the latter, we average the intensity first
spatially, then over the azimutal angles, and finally over all time
steps, i.e.
〈Iλ〉 (x, y, μ, φ, t) = 1Nt
∑
t
1
Nφ
∑
φ
1
NxNy
∑
x,y
Iλ (x, y, μ, φ, t) .
As next, we compute the inclination-dependent total emergent
intensity I (μ) by integrating the mean monochromatic inten-
sity 〈Iλ〉 over all wavelength points with
I (μ) =
∫
〈Iλ〉 (μ) dλ.
Table 1. Precision of the functional fits for the different limb darkening
laws (see text for details).
Value Lin Quad Sqrt Log Three Four
χ2 1.53 1.20 0.72 13.38 2.13 2.35 × 10−6
max δ 1.20 1.79 1.56 2.00 1.37 1.65 × 10−3
μ 0.07 0.05 0.05 0.08 0.06 0.10
Then, the total surface brightness variation can be easily derived
by normalizing the angular intensities with the disk-center value,
Iμ/I1, and we can fit the various (bi-parametric) functional bases,
Iμ/I1 = 1 − u (1 − μ) , (1)
Iμ/I1 = 1 − a (1 − μ) − b (1 − μ)2 , (2)
Iμ/I1 = 1 − c (1 − μ) − d (1 − √μ) , (3)
Iμ/I1 = 1 − e (1 − μ) − fμ ln μ, (4)
Iμ/I1 = 1 − g (1 − μ) − h/ (1 − eμ) , (5)
which are the linear (Eq. (1)), quadratic (Eq. (2)), square
root (Eq. (3)), logarithmic (Eq. (4)) and exponential (Eq. (5))
limb darkening law. Also the three-parameter non-linear limb
darkening law,
Iμ/I1 = 1 − a2 (1 − μ) − a3
(
1 − μ3/2
)
− a4
(
1 − μ2
)
, (6)
introduced by Sing (2010) is also considered. However, we rec-
ommend the use of the standard four-parameter non-linear func-
tional basis (Eq. (7)) introduced by Claret (2000), which is
the default limb darkening law in the present study. The four-
parameter power law is the fourth order Taylor-series expansion
in μ1/2 given by
Iμ/I1 = 1 −
4∑
k=1
ak
(
1 − μk/2
)
, (7)
This functional basis conserves the flux to better than 0.05%
(see Claret 2000). In order to fit the LDC, we applied the
Levenberg-Marquardt least-square minimization, since Claret
(2000) showed that this fitting method performs best.
To illustrate the performance of the individual functional ba-
sis we show in Fig. 3 (top panel) the limb darkening laws of
the solar simulation seen in the Kepler filter. The two-coefficient
laws are obviously rather inadequate and show the largest de-
viations at the limb (μ ∼ 0.0), in particular the linear, quadratic,
logarithmic and exponential law (Eqs. (1), (2), (4) and (5)), while
the square root law (Eq. (3)) exhibits a rather good match (it is
already known that the square root law performs better for hotter
stars, while for cooler stars the quadratic law is better see Claret
2000). The three-parameter functional basis (Eq. (6)) is perform-
ing well, however, it mismatches the limb rather significantly.
The standard four-parameter non-linear power law (Eq. (7)) is
an excellent functional basis, and due to its versatility the fits
result in extreme small residuals. In order to depict the preci-
sion of the individual laws quantitatively, we list the average χ2,
average maximal relative deviation and average location of the
latter from all stellar models in Table 1. The four-parameter law
performs for all stellar parameters significantly much better than
any other limb darkening law, therefore, we will discuss subse-
quently the latter only.
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Teff = 5777 K, log g = 4.44 Teff = 6500 K, log g = 4.00 Teff = 4500 K, log g = 2.00 Teff = 4500 K, log g = 5.00
8.0 [Mm] 28.0 [Mm] 2400.0 [Mm] 1.4 [Mm]
Fig. 1. Emergent monochromatic intensity at 500 nm shown for eight μ angles: 0.2, 0.3, 0.5, 0.7, 0.8, 0.9, 1.0 (from top to down, respectively) and
for a selection of stars: main-sequence, turnoff, K-giant, K-dwarf (from left to right, respectively) with solar metallicity. Furthermore, we indicated
the normalized mean intensity and the intensity contrast (both in percent).
We consider a number of broad band filters b by convolving
the response function S λ, which considers the transmission of
the filter b, with the integration of the intensity,
Ib (μ) =
∫
S λ 〈Iλ〉 (μ) dλ.
We applied multiple standard broad band filters taken from
the SYNPHOT package1, which comprises Bessel (JHK),
Johnson (UBVRI) and Strömgren (uvby). Additionally we
1 http://www.stsci.edu
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Fig. 2. Spectral energy distribution vs. wavelength for models with log g = 4.5, [Fe/H] = 0.0 and various Teff (red/orange colors). The continuum
fluxes are also shown (solid black lines).
Fig. 3. Solar intensity distribution vs. μ-angle for different limb darken-
ing laws in the Kepler filter (top) and different bands from the Johnson
filters (bottom panel). The 3D results are indicated with filled circles.
In the top panel the blue and red lines are shifted by 0.1 and 0.2 respec-
tively, while the black lines are unshifted.
considered individual important instruments with CoRoT,
Kepler2, Mauna Kea (JHKLM), SDSS (ugriz) and HST (ACS,
STIS). Furthermore, the complete grid of spectra will be made
2 http://keplergo.arc.nasa.gov/
available online, such that limb darkening from different filters
or wavelength bands can be derived. In Fig. 3 (bottom panel) we
show the five different Johnson filters for the solar model. The
brightness distribution and its curvature are becoming more en-
hanced towards higher wavelength from the ultra-violet to the
infra-red, which is a general feature for all stellar parameters.
The optical depth and the temperature gradient are dependent on
the considered wavelength, since radiation at higher wavelength
is emerging from higher geometrical depth.
4. Limb darkening
The emergent radiative intensity of stars decreases almost lin-
ear monotonically from the center to the edge, until it drops-off
sharply close to the limb (μ ∼ 0.1), which is known as limb
darkening and can be observed in the Sun. The radiation at disk-
center emerges from lower depths, while towards the limb one
observes light from higher layers, where the temperature strati-
fication has dropped very quickly, hence lower (darker) bright-
ness (I ∝ T 4). We mention that the limb darkening has obvious
boundary constraints being that the intensity is maximal with
I (μ = 1) = 1 and minimal with I (μ = 0)  0. Furthermore, we
note briefly that the variation of the limb darkening with stellar
parameter depends also on the considered filter, and the results
can differ significantly (Fig. 3).
In Fig. 4, we show an overview of different limb darken-
ing variations for various stellar parameters. One finds in gen-
eral that the variations are rather smooth and systematic, and the
largest differences are given close to the limb (μ ∼ 0.2), how-
ever, the variations with Teff and log g are distinctive for different
metallicities. For higher Teff the decline in brightness exhibits
a more pronounced convex curvature between μ = 0.2−0.7,
while at cooler ones it is close to a linear drop. Therefore, hot-
ter models end up with brighter intensities towards the limb
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Fig. 4. Disk-center normalized intensity, I (μ) /I (1), against the incli-
nation, μ, in the Kepler filter showing the limb darkening for different
stellar parameters. Furthermore, we illustrate also the 1D ATLAS pre-
dictions for comparison (dashed lines), and the deviations Δ = 1D− 3D
(dashed dotted lines), which are enhanced by a factor of 2 and shifted
by +0.2 for clarity.
around μ ∼ 0.2 and a steeper drop beyond. For instance for
dwarfs with solar-metallicity we find I0.2/I1 = 0.4−0.6 for
Teff = 4500−7000 K. In order to illustrate the relative brighten-
ing at the limb for hotter dwarfs with solar metallicity, we show
synthetic stellar disks in Fig. 5 with higher Teff. Towards giants
(lower log g) the brightness is higher than for dwarfs, however
the changes are more subtle compared to the effective tempera-
ture. At lower metallicity, we find the differences with Teff be-
tween metal-poor dwarfs (log g = 4.5, [Fe/H] = −3) being dis-
tinctively smaller, so that a pronounced curvature is given even
for the coolest effective temperature (compare bottom panels in
Fig. 4). In fact, we find basically no increase with Teff around
μ ∼ 0.2 (I0.2/I1 = 0.59−0.61). As we show further down, the
T -insensitivity of the limb darkening at [Fe/H] = −3 arises
due to the temperature gradient. Claret (2000) had also found
an enhanced curvature at lower metallicity with 1D models. The
hottest and most metal-poor dwarfs are the brightest at the edge,
and the sharp drop is the steepest. Furthermore, we note that the
center-to-limb variation curves for metal-poor models cross the
corresponding ones for solar-metallicity models with otherwise
the same stellar parameters (Teff), with the exception of the mod-
els at high Teff, however, this is not the case towards higher Teff .
On the other hand, the metal-poor giants are more similar to the
solar-metallicity case, and exhibit also a clear Teff sensitivity.
As next, we want to discuss the individual coefficients for
the four-parameter limb darkening law (Eq. (7)). Therefore, we
show in Fig. 6 the four coefficients for different Teff and [Fe/H]
and log g = 4.5, 2.0. Towards higher Teff both coefficients, a2 and
a4, are increasing until 6000 K, then above they decrease, while
the coefficients a1 and a3 vary the opposite at solar metallicity.
For lower [Fe/H] the T -dependence is inverted for ak and the
even coefficients, a2 and a4, are decreasing, and the odd ones,
a1 and a3, are increasing. Another aspect worthy of attention is
the correlation between the coefficients with half-integer expo-
nents in μ (a1 and a3), and integer one (a2 and a4) with Teff and
[Fe/H] (compare left with right panels in Fig. 6). In the Kepler
filter we find the correlations to amount with C [a1, a3] = 0.82
and C [a2, a4] = 0.91 for all stellar parameters. Furthermore,
the half-integer exponents anti-correlate with the integer ones
(compare top with bottom panels in Fig. 6). While the distant
coefficients are less anti-correlated with C [a1, a4] = −0.76,
we find the anti-correlation between the successive coefficients
being much tighter with C [a1, a2] = −0.95 and C [a3, a4] =
−0.99. Claret (2000) noted also correlations between the coef-
ficients. The coefficients ak of the four-parameter law can be
decomposed and considered individually. Then the integer ex-
ponents with the coefficients a2 and a4 are leading to a lin-
ear and quadratic polynomial respectively, which are describing
the general slope of the limb darkening. On the other hand, the
half-integer exponents with the coefficients a1 and a3 are square
root like functions, and are responsible for the curvature towards
the limb.
The coefficient u for the linear limb darkening law (Eq. (1))
is rather crude, however, it has the major advantage of simplic-
ity, since the linear law reduces the complex shape of the limb
darkening into a single value. We display in Fig. 7 u against Teff
for different stellar parameters (top panel). A larger value in u
relates to a steeper drop in intensity and indicate lower bright-
ness at the limb, and a lower value for u results in brighter limbs
(see Eq. (1)). The coefficient u is mainly sensitive to the effective
temperature and is decreasing with higher Teff, and for different
log g and [Fe/H] the differences are rather small. As a remark we
note that the linear coefficients a and c from Eqs. (2) and (3) are
similar, while the quadratic and square root coefficients, b and d,
behave oppositely and increase for higher Teff (not shown). The
values for u ranges from 0.56 to 0.77 in the Kepler filter, which
would yield I = 0.44 and 0.23 at the limb (μ = 0) respectively
(the global range in u is from 0.03 to 1.05).
With a linear approximation of the Planck function one can
derive the slope of the linear limb darkening law, u (e.g. Gray
2005; Hayek et al. 2012), which depends primarily on the tem-
perature gradient at the optical surface and is given by
u
′
λ ≈
log e
Bλ (T (τλ = 1))
dBλ
dT
∣∣∣∣
τλ=1
dT
dlog τ
∣∣∣∣
τλ=1
· (8)
The approximation implies that a steeper temperature gradient at
the optical surface will lead to stronger (steeper) limb darkening
(larger u). In Fig. 7 (middle panel) we show also u′500 nm consid-
ered at the optical surface (τ = 1) vs. Teff, and we find u′500 nm to
correlate well with u (top panel). Also, similar as given in u, we
find u′500 nm being T -insensitive for dwarf models with very low
metallicity ([Fe/H] = −3), which arises from the temperature
gradient term dT /dlogτλ in Eq. (8). The intensity is given by the
source function and the lost radiation, which is stated by the ra-
diative transfer eq., dIλ/dτλ = S λ − Iλ. Under the assumption of
LTE, the source function can be approximated with the Planck
function at the local temperature, S λ (T ) = Bλ (T ). Therefore,
the variation of the intensity with μ is sensitive to the tempera-
ture structure and in particular the temperature gradient. In Fig. 7
we show also the temperature gradient, ∇ = dln T /dln ptot, con-
sidered at the optical surface (bottom panel). For lower metallic-
ity the range in temperature gradient is enhanced, which is very
similar to the intensity contrast. We had already mentioned the
enhancement of the intensity contrast and temperature gradient
at lower metallicity in Paper I. We find the reason for the en-
hancement being the lack of metals that are usually the most
important electron donors for the formation of H−, which is
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Fig. 5. Synthetic stellar disks for stars with log g = 4.5, [Fe/H] = 0, and increasing Teff from 4500 K to 6500 K (from left to right) seen in the
Kepler filter, and including a transiting exoplanet with p = 0.05 with progressing transit phase. Note the brighter limb towards higher Teff .
Fig. 6. Four coefficients for the four-parameter non-linear limb darken-
ing law (Eq. (7)) predicted in the Kepler filter from 3D RHD models for
different stellar parameters.
the dominating opacity source (see Nordlund & Dravins 1990).
Therefore, in metal-poor models, the main contribution of elec-
trons arises from the ionization of hydrogen. This is the reason
for the strong enhancement of the of temperature gradient to-
wards Teff = 6000 K with [Fe/H] = −3, which is the reason for
the T -insensitivity of u and the limb darkening that we found for
metal-poor dwarfs (see Fig. 4).
5. Transit light curves
During exo-solar planet transits the planet eclipses its host star
in the line of sight to earth, thereby diminishing the emergent in-
tensity and leaving a characteristic imprint in the observed light
curve. Theoretical light curve predictions are described by two
main parameters, namely the ratio of the radii of planet and par-
ent star, p = rplanet/rstar, and the normalized separation of the
centers, z = d/rstar, with d being the center-to-center distance of
the two occulting bodies. For computing the theoretical transit
light curves, we used the publicly available code by Mandel &
Agol (2002). In Fig. 8a, we show light curves with p = 0.1, i.e.
for the case that the radius of the planet is 1/10 of the star, in
Fig. 7. Coefficient u of the linear limb darkening law (Eq. (1)) in the
Kepler filter (top) and the approximation u′500 nm from Eq. (8) (middle)
and temperature gradient at the optical surface (bottom panel) vs. Teff
for log g = 2.0, 4.5 and different [Fe/H].
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Fig. 8. Left figure: transit light curve vs. transit phase with p = 0.1 in the Kepler filter for different stellar parameters. The predictions from the
1D ATLAS models are also included (dashed lines). Right figure: relative deviations in the transit light curve with p = 0.1 between 3D atmosphere
models and 1D ATLAS models given in %. The difference is δ = 1D/3D − 1.
the Kepler filter for the same LDC as discussed in Sect. 4. Then
one can extract that the dwarfs with solar-metallicity exhibit for
higher Teff light curves with a more rectangular shaped feature,
where the transit center is shallower and the width of the transit
is broader than lower Teff. The giant models show similar fea-
tures with Teff for both [Fe/H]. On the other hand, the metal-poor
dwarfs are similarly box-shaped and do not alter much for lower
effective temperatures. The limb of the intensity distribution will
shape the ingress and egress of the light curve, e.g. when the limb
darkening would be a step function (a2  0. and ak = 0.), then
the light curve would be entirely rectangular. A straight linear
dropping intensity distribution (a2 = 1 and ak = 0.) results in a
more elliptical shape with a narrow width, while a curved square
root drop (a1 = 1 and ak = 0.) would lead to an evenly circu-
lar shaped light curve. Therefore, we caution for the use of limb
darkening laws that are incapable of rendering the drop-off at
the limb, such as the bi- and three-parametric laws, since these
will introduce inevitably systematic errors in the theoretical tran-
sit light curves. Mandel & Agol (2002) found in a comparison
between the quadratic and the four-parameter non-linear power
law (with p = 0.1) differences by 3%! Furthermore, the depth
of the transit light curve depends primarily on the ratio of planet
to host p. For larger p the light curves are increasingly deeper
at the center, since more stellar light is effectively blocked dur-
ing the transition due to a larger surface ratio of the planet. The
limb darkening is also sensitive to the considered wavelength-
regime (see Fig. 3). Therefore, the transit light curve will be
different depending on the actual considered broad band filter,
which samples its specific range in λ. We find in general that the
light curve is towards lower wavelength (ultra-violet) systemat-
ically more convex shaped with a deeper center and more slen-
der width, while towards higher wavelength (infra-red) the light
curve is more box-shaped with shallower centers and broader
width. We note that a multi-band photometry approach states a
solution to this issue (see Knutson et al. 2007).
Fig. 9. Overview of the maximal relative difference in the limb dark-
ening compared between 1D and 3D against Teff with the Kepler filter.
The relative deviations are retrieved by Δ = 1D − 3D.
6. Comparison with results from 1D models
The ATLAS models are the widest applied 1D atmosphere mod-
els for retrieving LDC, since its grid covers the broadest range
in stellar parameters leading to a seamless coverage. The dif-
ferences between the 1D and 3D models arise mainly from the
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differences in the temperature stratification, in particular, the
temperature gradients.
For the comparison, we show in Fig. 4 also the limb dark-
ening derived from 1D MLT models from the ATLAS grid (see
Sing 2010). To ensure consistency the four-parameter non-linear
laws for 1D models are also shown in the Kepler filter. The
1D dwarf models with solar metallicity exhibit similar increas-
ing curvatures for higher Teff as given by the 3D models, only
the 1D models are slightly brighter than the 3D, except for the
coolest one (4500 K). In the case of giants the 1D limb darken-
ing is distributed at much lower and also more linear intensities.
The limb of the metal-poor 1D models lacks of a similar smooth
sharp drop-off that is given in the 3D models, instead they depict
a rather discontinuous behavior at the limb, which is doubtful to
be correct. For metal-poor models it is known that the enforce-
ment of radiative equilibrium is leading to an overestimation of
the temperature stratification in the upper layers due to lack of
spectral line absorption (see Asplund et al. 1999; Collet et al.
2007). The radiation at the limb is emerging from higher lay-
ers, therefore, the deviations at the limb are consistent (see also
Paper I).
The largest deviations are usually found at the limb, since
some of the 1D models depict an almost linear run at the edge,
while the 3D models exhibit a comparably smooth drop-off
at the limb. In Fig. 9, we show the deviations at the limb,
ΔI0/I1, between the 1D and 3D limb darkening predictions.
The differences increase significantly towards lower metallicity.
Therefore, we advise the use of 3D limb darkening coefficients
in particular for metal-poor stars.
We display the relative differences in the transit light curve
between the 3D and 1D predictions in Fig. 8b. Similar to the
findings of Hayek et al. (2012), we find a characteristic shape
in the residuals with two extrema that are usually of opposite
sign. One being at the ingress and egress phase, which arises
from differences at the limb, and the other one taking place
at the disk-center. We found in Sect. 4 the 1D models being
brighter than the 3D limb darkening, except for the giants at
solar-metallicity. The transit light curves for the 1D models are
similarly brighter at the disk-center and dimmer at the transit
phase edges for all models, only for the solar-metallicity giants
it is the opposite. However, the maximal residuals are relatively
small with a global maximum of ∼0.04% in the transit light
curve.
Since the differences in the transit light curves between
3D and 1D are rather small, the expected differences in tran-
sit parameters are also small. Hayek et al. (2012) determined
a larger (smaller) radius of the exoplanet HD 209458b (HD
189733b) by 0.2% in the wavelength region between 2900 and
5700 ˚A. Hence, a reanalysis of the observed transit light curves
with our LDC might change the transit parameters less than a
percent.
7. Conclusions
We derived on the basis of the Stagger-grid, a large grid of
3D RHD atmosphere models, the limb darkening coefficients for
the various bi-parametric and non-linear limb darkening laws.
The four-parameter non-linear power law introduced by Claret
(2000) is the only limb darkening law that is sufficiently versatile
to express the intensity distribution with an excellent accuracy,
while all other limb darkening laws are insufficient, in particu-
lar at the limb. Therefore, we recommend the use of the four-
parameter functional basis only, in particular for the comparison
with high-precision measurements in the hunt of extrasolar plan-
ets. We discussed the limb darkening in the Kepler filter for var-
ious stellar parameters, and outlined systematical variations that
exposed the complex changes of the brightness distribution, in
particular with the effective temperature. We compared also our
new LDC with predictions from widely used 1D ATLAS mod-
els, and the largest differences are given towards the limb. The
1D models are often brighter than 3D predictions, only for gi-
ant models with solar-metallicity we find opposite differences.
Furthermore, we displayed the systematic (anti-)correlations be-
tween the coefficients ak between half-integer and integer ex-
ponents of the four-parameter law. We found the coefficient of
linear limb darkening law, u, to scale with the temperature gradi-
ent and the Planck function. Theoretical transit light curves indi-
cate similar systematical differences between 1D and 3D as the
limb darkening variations implied, which are relatively small.
However, as observations indicate (Knutson et al. 2007; Hayek
et al. 2012), these can be measured with high-precision observa-
tions. Therefore, we advise to use of the new LDC.
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Appendix A: Table with the limb darkening
coefficients
In Table A.1 we listed a subset of the limb darkening coefficients
for F, G, and K main-sequence stars. The full table is available
at the CDS.
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