In this paper, we establish the equivalence of minimal time and minimal norm control problems for semilinear heat equations in which the controls are distributed internally in an open subset of the state domain. As an application, the Bang-Bang property for minimal norm controls are also presented.
Introduction
Let Ω ⊂ R N (N ∈ N) be a bounded domain with a smooth boundary ∂Ω and ω be an open and nonempty subset of Ω. Denote by χ ω the characteristic function of the set ω. Let T be a positive number and write R + ≡ (0, +∞).
In the present paper, we consider the following two controlled heat equations on the finite time interval [0, T ], where the initial state y 0 is assumed to be a nontrivial function in L 2 (Ω), and u and v are the controls taken accordingly from the spaces L ∞ (R + ; L 2 (Ω)) and L ∞ (0, T ; L 2 (Ω)). The solutions of (1.1) and (1.2), denoted by y(·; u, y 0 ) and y(·; v, y 0 ), are considered to be functions of the time variable t from [0, +∞) and [0, T ] to the space L 2 (Ω), respectively. Let r > 0 be a constant. For each T > 0 and each M > 0, we define the following two admissible sets of controls:
and ∃t > 0 s.t. y(t; u, y 0 ) ∈ B(0, r)};
V T = {v ∈ L ∞ (0, T ; L 2 (Ω)) : y(T ; v, y 0 ) ∈ B(0, r)};
where B(0, r) is the closed ball in L 2 (Ω) centered at the original point and of radius r.
In this paper, we assume that (H 1 ) f : R → R is continuously differentiable with |f ′ (y)| ≤ L and f (y)y ≥ 0 for any y ∈ R, where f ′ (y) is the derivative of f in y ∈ R and L > 0 is a constant;
(H 2 ) The initial state y 0 satisfies y 0 / ∈ B(0, r).
It is obvious that the assumption (H 1 ) implies that f (0) = 0. Under the assumptions (H 1 ) and (H 2 ), it is well known that for each u ∈ U M and each y 0 ∈ L 2 (Ω), Equation (1.1) has a unique solution y(t; u, y 0 ) in C([0, T ]; L 2 (Ω)) ∩ L 2 (0, T ; H 1 0 (Ω)) (see Page 500, Chapter 9 in [2] ). Moreover, for each t ∈ R + y(t; 0, y 0 )
where λ 1 > 0 is the first eigenvalue for the operator −△ with the domain D(−△) = H 1 0 (Ω) ∩ H 2 (Ω). The proof of (1.3) will be given in the appendix of our paper. From this decay property of Equation (1.1) with u ≡ 0, we know that the set U M is nonempty. Indeed, 0 ∈ U M . Furthermore, as a consequence of the approximate controllability property of Equation (1.2) for any fixed T > 0 (see Theorem 1.4 in [4] ), we have that the set V T is also nonempty. Now, for each admissible control u ∈ U M of the infinite horizon control problem, we define a cost functional:
T (u) = inf{t > 0; y(t; u, y 0 ) ∈ B(0, r)}.
(1.4)
In this paper, the following two control problems are studied:
The problem (N P ) T is called minimal norm control problem (or optimal norm control problem) and the problem (T P ) M is called minimal time control problem (or optimal time control problem). Following the symbols of [13] , we define the following two real value functions:
as the minimal (or optimal) norm and the minimal (or optimal) time for Problems (N P ) T and
it is called the optimal time control (or minimal time control) to Problem (T P ) M . In this paper, we let γ(y 0 ) ≡ inf{t > 0; y(t; 0, y 0 ) ∈ B(0, r)}.
By (1.3), we know that γ(y 0 ) < +∞ for any y 0 ∈ L 2 (Ω).
The main result of this paper can be presented as follows:
Theorem 1.1. Suppose that (H 1 ) and (H 2 ) hold. For each T ∈ (0, γ(y 0 )], the norm optimal control v * T to Problem (N P ) T , when extended by zero to (T, +∞) is the optimal time control to (T P ) α(T ) . Conversely, for each M ≥ 0, the optimal time control u * M to Problem (T P ) M , when restricted over (0, τ (M )) is the optimal norm control to (N P ) τ (M ) .
The equivalence of minimal time and minimal norm control problems governed by infinite dimensional systems were found in many papers or books (see [3, 6, 7, 12, 13, 15] ). In the case of the control acts globally into the controlled heat equation, i.e. ω = Ω, the related results were listed in [3] . Recently, when the control acts locally into the controlled heat equation, the same results were established in [12, 13] . These results are important to study the properties of minimal norm control problems, for instance, Bang-Bang property, explicit formula and the uniqueness of optimal controls to these problems. Besides, it also can be used to study the approximate property for perturbed time optimal control problems (see [14] ).
The equivalence problem also appears for the controlled wave equation (see [6, 7] ). However, in contrast to the heat equation, for the wave equation, as we know, the corresponding optimal control do not have the Bang-Bang property. Therefore, in general the time optimal controls are not uniquely determined (see Theorem 9.1 in [6] ). Another difference between the two cases is that, in contrast to the result given in Theorem 3.1 of our paper, the value function corresponding to α(T ) for the wave equation is in general not continuous (see [7] ).
It is worth noting that all controlled equations mentioned above are linear. In this paper, we shall establish the equivalence of minimal time and minimal norm control problems governed by semilinear heat equations. Moreover, the Bang-Bang property for minimal norm controls (see Corollary 3.2) can be obtained in our paper. This property for the linear heat equation has proved by [12] in which the controlled equation is linear and the target set is the original point. As far as we know, no paper gets the Bang-Bang property of minimal norm controls for the semilinear controlled system. In contrast to the linear case, when the controlled equation is semilinear, we must exploit an abstract criterion to show the compactness of the constructed sequences. For this, we can see the proofs of (2.15) and (3.16), and so on. On the other hand, in our case, we generally cannot deduce the uniqueness of optimal controls to (T P ) M and (N P ) T from the Bang-Bang property.
The rest of the paper is organized as follows: Section 2 presents some necessary lemmas which play the important roles in our paper. In Section 3, we shall give the proof of Theorem 1.1. As a consequence of the main theorem, the Bang-Bang property for minimal norm controls are also presented in this section. The proof of (1.3) will be given in the appendix.
Preliminaries
In this section, we shall present some necessary lemmas for the proof of our main result. The first lemma concerns the existence of minimal time controls for Problem (T P ) M .
Lemma 2.1. Under the assumptions (H 1 ) and (H 2 ), for each M > 0, the problem
and
Proof. First, we note that from (1.3), the admissible control set U M is nonempty. Indeed, 0 ∈ U M . We assume that T n ց τ (M ) and y(T n ; u n , y 0 ) ∈ B(0, r), where u n ∈ U M . Without loss of generality, we assume that
, we can conclude that there exist a subsequence, still denoted in the same way, and a controlũ ∈ U M such that
Next, we shall show that there exists a subsequence of {u n } n∈N , still denoted in the same way, such that
For this purpose, we first prove that
For simplicity, we let y n (t) ≡ y(t; u n , y 0 ) andỹ(t) ≡ y(t;ũ, y 0 ). Multiplying the equation (1.1) by y n , where u is replaced by u n , and integrating on Ω, we get
This means
By the Gronwall inequality and (2.8), we get
From Aubin's theorem (see Page 24 in [1] ), there exists a subsequence of {y n } n∈N , still denoted in the same way andȳ such that
Next, we show thatȳ =ỹ. For this purpose, we only need to show the following identity holds:ȳ
We first note that
From the definition of weak solution, we get that for any ϕ ∈ L 2 (0, τ (M ) + η; H 1 0 (Ω)) and n ∈ N,
By (2.15) and (2.17), letting n → ∞ in the above identity, we have
Multiplying this equation by z n and integrating on Ω, we have
From (2.15), this means that
This gives (2.5). Next, we prove that
Since y(T n ; u n , y 0 ) = y(T n − τ (M ); u n , y(τ (M ); u n , y 0 )), we have
This yields that
From (2.5), it is clear that
On the other hand, we note that z(t) = e △t y(τ (M );ũ, y 0 ) is the solution of the following equation
From the continuity of the solution for the equation (2.28), we get that
Similar to the proof of (2.10), there exists a constant C > 0 such that
This implies that I
Therefore, from (2.27), (2.29) and (2.30), we get
This, together with (2.5), yields (2.4). By (2.4) and the fact of y(T n ; u n , y 0 ) ∈ B(0, r), we have y(τ (M );ũ, y 0 ) ∈ B(0, r).
we have (2.1) and (2.2). The proof is completed.
Next, we prove the existence of a solution of the problem (N P ) T .
Lemma 2.2. Suppose that (H 1 ) and (H 2 ) hold. Then, for each T > 0, the problem 
It follows that {v n } n∈N is bounded in L ∞ (0, T ; L 2 (Ω)). Therefore, there exists a subsequence of {v n } n∈N , still denoted in the same way, andv ∈ L ∞ (0, T ; L 2 (Ω)) such that
Similar to the proof of (2.5) in Lemma 2.1, we have that, there exists a subsequence of {v n } n∈N , still denoted in the same way, such that
This implies that y(T ;v, y 0 ) ∈ B(0, r). (2.39)
Thenv ∈ V T . From the weakly star lower semi-continuity of L ∞ -norm and (2.36), we get
Let v * T =v, from (2.39) and (2.40), we complete the proof.
The following proposition contains the maximum principle for the problem (T P ) M . The proof of this proposition has been presented in Theorem 4.1 of Chapter 7 in [10] (see also the proof of Theorem 1 in [11] ). Then, we omit it in our paper. Proposition 2.1. Assume that (H 1 ) and (H 2 ) hold. For each M > 0, let τ (M ) be the optimal time and u * M be the optimal control for the problem
From this proposition, we can deduce the Bang-Bang property for the optimal control of the problem (T P ) M .
Corollary 2.1. Assume that (H 1 ) and (H 2 ) hold. For each M > 0, if τ (M ) and u * M are the optimal time and optimal control to the problem (T P ) M , respectively. Then
(2.44)
Proof. Before to prove (2.44), we first recall that if ξ = 0, then
where ψ is the unique solution to Equation (2.42). When the domain Ω is a convex subset of R N , this result which is called the property of unique continuation for the semilinear heat equation was proved in [8] (see Proposition 2.1 in [8] ). Recently, in [9] , the authors have proved that, indeed, the assumption of convexity for Ω can be removed (see Theorem 4 in [9] ). In fact, if (2.45) does not hold, then by the unique continuation for the semilinear heat equation, we know that ψ(τ (M )) = 0. It contradicts (2.41). Hence (2.45) holds. Now, we shall prove (2.44). Suppose that (2.44) did not hold. Then there exists a measurable set e ⊂ (0, τ (M )) with mes(e) > 0 such that
46)
where mes(A) is the Lebesgue measure of A ⊂ R. However, from (2.43), we have that
This gives that 
The proof of the main result
In this section, we shall present the proof of Theorem 1.1. For this purpose, we first prove the following theorem (i.e., Theorem 3.1). This theorem states that the minimal time as a function of the norm bound M and the minimal control norm as a function of T are continuous, and inverse to each other. Consequently, the maps M → τ (M ) and T → α(T ) are the inverse of each other.
Proof. We follow the idea of [13] . The proof shall be divided into several steps as follows:
Step 1. The function τ (·) is strictly monotonically decreasing over [0, +∞).
). We will find a contradiction. From (1.3) and Lemma 2.1, we know that there exists a time optimal control u *
is an optimal control to Problem (T P ) M 1 . By Corollary 2.1 (the Bang-Bang property for the optimal control to Problem (T P ) M 1 ), we have
Step 2. When {M n } n∈N is such that
First, we note that from the conclusion of Step 1,
we have
On the other hand, since u * Mn is the optimal control to Problem (T P ) Mn , n ∈ N, we can conclude that
Thus, there is a subsequence of {u * Mn } n∈N , still denoted in the same way, andū
Now, we show that there exists a subsequence of {u * Mn } n∈N , still denoted in the same way, such that
For this purpose, we only need to prove that
First, we show that (3.12) holds. Similar to the proofs of (2.12) and (2.14), we have
Therefore, from Aubin's theorem, there exist a subsequence of {y(·; u * Mn , y 0 )} n∈N , still denoted in the same way, andỹ such that
Now, we show thatỹ(·) ≡ y(·;ū, y 0 ). For this purpose, we only need to prove that
First, we note from (3.16) that
in Ω.
(3.21)
Multiplying this equation by z n and integrating on Ω, we get
This, together with (H 1 ), gives
This, together with (3.16) and (3.20), implies
From the definition of z n , we get (3.12).
On the other hand, from the strong continuity of y(·;ū, y 0 ) in L 2 (Ω) and (3.7), (3.13) is obvious. Hence, together with (3.12) and (3.13), (3.11) holds.
Since y(τ (M n ); u * Mn , y 0 ) ∈ B(0, r), from (3.11), we can conclude that
On the other hand, from (3.10), we have
This impliesū ∈ U M . By (3.25) and (3.26), we get a contradiction to the optimality of
Step 3. When {M n } n∈N is such that
From the monotonicity of the function τ (·) (see the conclusion of Step 1), we have
Since τ (M ) and u * This implies
It contradicts to (3.29) . This gives the conclusion of Step 3.
Step 4. lim M →0 τ (M ) = γ(y 0 ).
If it did not hold, then there exists a subsequence {M n } n∈N with
From the optimality of u * Mn to the problem (T P ) Mn , we have
Thus, there exist a subsequence of {u * Mn } n∈N , still denoted in the same way, andũ such that
It follows that
This givesũ = 0. On the other hand, similar to the proof of (3.13), we can deduce that It contradicts the definition of γ(y 0 ). Then lim n→∞ τ (M n ) = γ(y 0 ).
Step 5. By the approximate controllability for semilinear heat equations (see Theorem 1.4 in [4] ), there is a control u ∈ L ∞ (R + ; L 2 (Ω)) independent of n such that y(T ; u, y 0 ) ∈ B(0, r). Since M n → ∞ as n → ∞, we can find a n 0 ∈ N such that u L ∞ (R + ;L 2 (Ω)) ≤ M n for all n ≥ n 0 . (3.48)
Hence u ∈ U Mn . Then by the optimality if τ (M n ) for (T P ) Mn , we have τ (M n ) ≤ T . It is a contradiction to (3.47) . It follows that the result of lim M →∞ τ (M ) = 0 holds.
Step 6. The proof of (3.1).
Together with Theorem 1.1 and Corollary 2.1, we have the following corollary:
Corollary 3.2. Suppose that (H 1 ) and (H 2 ) hold. Then the optimal norm control v * T to Problem (N P ) T satisfies that v * T L 2 (Ω) = α(T ) for almost all t ∈ (0, T ).
(3.56)
Appendix: The proof of (1.3)
Proof. Indeed, when u ≡ 0, multiplying the equation (3.2) by y(t) ≡ y(t; 0, y 0 ) and integrating on Ω, we have 1 2
Let {λ i } i∈N and {e i } i∈N be the eigenvalue and eigenvector of −△, i.e., −△e i = λ i e i in Ω, e i = 0 on ∂Ω, for any i ∈ N. 
