We look for differential equations of the form
where α > −1, β > −1, M ≥ 0 and N ≥ 0. We call these polynomials the generalized Jacobi polynomials, but sometimes they are also referred to as the Jacobi-type polynomials. As a limit case he also found the generalized Laguerre (or Laguerre-type) polynomials 
In [9] we proved that for M > 0 the generalized Laguerre polynomials satisfy a unique differential equation of the form are independent of the degree n. In [2] H. Bavinck found a new method to obtain the main result of [9] . This inversion method was found in a similar way as was done in [6] in the case of generalizations of the Charlier polynomials. See also [11] for more details. In [12] we used this inversion method to find all differential equations of the form . In fact we have
In this paper we will use the inversion formula found in [11] to find differential equations of the form 
where the coefficients
are independent of n and the coefficients a 0 (x), b 0 (x) and c 0 (x) are independent of x, satisfied by the generalized Jacobi polynomials P α,β,M,N n (x) ∞ n=0 . For α = β = 0, M > 0 and N > 0 the generalized Jacobi polynomials reduce to the Krall polynomials studied by L.L. Littlejohn in [20] . These Krall polynomials are generalizations of the Legendre type polynomials (α = β = 0 and N = M > 0) found by H.L. Krall in [18] and [19] . See also [17] . In [20] it is shown that the Krall polynomials satisfy a sixth order differential equation of the form (2) . For α > −1, β = 0, M > 0 and N = 0 or for α = 0, β > −1, M = 0 and N > 0 the generalized Jacobi polynomials reduce to the Jacobi type polynomials which satisfy a fourth order differential equation of the form (2) ; see also [17] , [18] and [19] .
We emphasize that the case β = α and N = M is special in the sense that we can also find differential equations of the form
(i) (x) + (1 − x 2 )y ′′ (x) − 2(α + 1)xy ′ (x) + n(n + 2α + 1)y(x) = 0,
where the coefficients {d i (x)} ∞ i=1 are independent of n and d 0 (x) is independent of x, satisfied by the symmetric generalized ultraspherical polynomials
. The Legendre type polynomials for instance satisfy a fourth order differential equation of the form (3). See [17] , [18] and [19] . In [14] we found all differential equations of the form (3) satisfied by the polynomials
for α > −1 and M ≥ 0. In [10] we applied the special case β = α of the Jacobi inversion formula to solve the systems of equations obtained in [14] .
The main results
We look for all differential equations of the form (2) satisfied by the generalized Jacobi poly-
. A representation of these orthogonal polynomials will be given in section 5. We emphasize that we demand that the coefficients
are independent of the degree n and that a 0 (x), b 0 (x) and c 0 (x) do not depend on x. Therefore we will use the following notations :
We will apply a general theorem by H. Bavinck to prove that for α > −1, β > −1, M ≥ 0 and N ≥ 0 the polynomials
satisfy a unique differential equation of the form (2), where
Further we will show that
and
for i = 1, 2, 3, . . . and that
where for i = 2, 3, 4, . . .
Note that we have
and c
(1)
i (β, α, −x), i = 2, 3, 4, . . . .
Finally we will show that for α > −1, β > −1 and M 2 +N 2 > 0 the order of the differential equation (2) will be infinite in general. Only for nonnegative integer values of α or β finite order can occur. Moreover, the order of the differential equation equals In fact, we will show that
Further we have
3 The classical Jacobi polynomials
In this section we list the definitions and some properties of the classical Jacobi polynomials which we will use in this paper. For details the reader is referred to [7] , [15] and [23] .
The classical Jacobi polynomials P
can be defined by
= (−1)
for all α and β. The Jacobi polynomials satisfy the symmetry relation
From (20) and (22) we easily find for n = 0, 1, 2, . . .
where D = d dx denotes the differentiation operator. These Jacobi polynomials satisfy the linear second order differential equation
By using the definition (20) and the symmetry relation (22) it is not very difficult to derive the following relations
Note that the differential equation (25) implies that
By using Leibniz' rule we also have for n = 0, 1, 2, . . . and i = 0, 1, 2, . . .
4 Some inversion, summation and transformation formulas
In this section we will give some inversion formulas which we will need in this paper. Further we derive some summation formulas which we will use. Finally we give two transformation formulas which will be used in section 8 of this paper. Let α > −1 and β > −1.
In this paper we have to deal with systems of equations of the form
are independent of n. In [11] we have shown that this system of equations has a unique solution given by
We will also need a variant of this inversion formula. In a similar way we may also conclude that a system of equations of the form
are independent of n has a unique solution given by
The case α + β + 1 = 0 must be understood by continuity. Let N denote a positive integer. Now we consider the (N × N )-matrix A defined by
Since det(A) = N ! = 0 this matrix is invertible for every z. We will show that its inverse is given by
To prove this we write
a ik b kj and we will show that C = I, the identity matrix. For N = 1 this is trivially true. For N ∈ {2, 3, 4, . . .} we have
Hence c ij = 0 if i < j,
This proves (38).
We also need the following matrix inverse. Let N denote a positive integer again and consider the (N × N )-matrix A defined by
Since det(A) = N ! (N + 1)! = 0 this matrix is invertible for every x. We will show that its inverse is given by
To prove this we write again
and again we will show that C = I, the identity matrix. For N = 1 this is trivially true and for N = 2 we find that
For N ∈ {3, 4, 5, . . .} we have
Hence c ij = 0 if i < j, c 11 = 2b 11 = 1, c 22 = 0 + 6b 22 = 1,
and by using 2x = (x + 1) + (x − 1)
This proves (40). We will also need the well-known Vandermonde summation formula
which can be found in [1] and [22] for instance. We also need the following summation formulas :
Formula (43) can easily be proved by using mathematical induction. Formula (44) can be proved by using the well-known summation formula for a terminating well-poised 5 F 4 :
This formula can be found in [1] and [22] for instance. Note that (43) follows from (44) by setting c = b + n + 1. Finally we will need the following transformation formula (see for instance [21] , section 9.1, formula (34))
As a special case we also have
8
The generalized Jacobi polynomials
Let α > −1, β > −1, M ≥ 0 and N ≥ 0. In [16] it is shown that the generalized Jacobi polynomials
can be written as
where
and for n = 1, 2, 3, . . .
First of all we remark that the generalized Jacobi polynomials satisfy the symmetry relation (see [16] 
which implies that Q
From (48) and (49) it follows that
These two formulas will be used in the next section. Now we use (27), (26) and (28) to obtain for n = 1, 2, 3, . . .
Hence from (48) we obtain the following representations for Q (α,β) n (x) :
for n = 1, 2, 3, . . .. In a similar way from (49) or by using the symmetry relation (52) we find the following representations for R
for n = 1, 2, 3, . . .. And if we use (31) we easily find from (50) that
Note that the representations (55) and (57) imply that for n = 1, 2, 3, . . . we have
By using (27) and (28) we also find from (50) that for n = 1, 2, 3, . . . we have
6 The existence and uniqueness of the differential equation and the 'eigenvalue' coefficients
First of all we set λ n = n(n + α + β + 1), n = 0, 1, 2, . . . , which implies that λ 0 = 0 and
In [4] H. Bavinck proved a theorem concerning differential or difference equations satisfied by certain orthogonal polynomials. This result can be applied to the generalized Jacobi polynomials
. In that case for α > −1, β > −1, M ≥ 0 and N ≥ 0 his result reads as follows :
then the generalized Jacobi polynomials given by (47) satisfy a unique differential equation of the form (2) , where
and s
are given by (60), (61) and (62).
(x) = 0 it easily follows from (23) that condition (64) is satisfied. Since also M ≥ 0 and N ≥ 0 we conclude, by using (53) and (54), that condition (65) is satisfied too.
By using (60), (61), (62) and (63) we find that
where F n (a, b) is given by (42). Now we use the summation formula (43) to obtain (4), (5) and (6).
The computation of the other coefficients
First of all we remark that the symmetry relation (51) implies that
Hence we have (12) . Note that in the preceding section we have already determined the 'eigenvalue' coefficients a 0 (n, α, β), b 0 (n, α, β) and c 0 (n, α, β). From (4), (5) and (6) it is clear that (66) is satisfied. In order to compute the other coefficients
we set y(x) = P α,β,M,N n (x) in the differential equation (2) and use (47) and the fact that the classical Jacobi polynomials satisfy the differential equation (25) to obtain for n = 0, 1, 2, . . .
(x) = 0 and a 0 (0, α, β) = b 0 (0, α, β) = c 0 (0, α, β) = 0 this is trivially true for n = 0. Now we use (55), (57) and (26) to find for n = 1, 2, 3, . . .
By using these representations, (32) and (24) we find that
Finally we have
which implies by using (32) that
Hence by using (59) we find that
Since we demand that the differential equation (2) must hold for all M ≥ 0 and N ≥ 0 we view the left-hand side of (67) as a polynomial in M and N and conclude that all coefficients of this polynomial must be equal to zero, hence we derive the following eight systems of equations :
M :
where n = 1, 2, 3, . . . and
By using (55) it follows from S 1 = 0 and S 2 = 0 that
In view of (4) this is trivial for n = 1. Hence, by shifting n and using (4) and (30) we obtain
Note that this system of equations has the form (33). Hence by using (34) we conclude that
In the same way we obtain from S 3 = 0 and S 4 = 0 by using (57), (5), (29), (33) and (34)
but this is not really necessary in view of (12) . In order to prove (8) we apply the definition (21) (x) to find by changing the order of summations and by using the summation formula (44)
which proves (8) . The proof of (7) is similar, but it is easier to use (12) since then (7) follows easily from (8) .
The computation of the coefficients {c i (x)} ∞ i=1 is more difficult. First we set n = 1 into S 6 = 0 or S 7 = 0. Since we have S By using (56), (58) and (24) we find that
which implies that c 1 (x) = c 1 (α, β, x) = 0. Now we consider the system of equations S 8 = 0. Since S (α,β) 1 (x) = 0 the case n = 1 is trivial. Now we use (59) and (24) to find that
By using the fact that 1 (α + 1)(β + 1)
4 n! (n − 1)! = 0, n = 2, 3, 4, . . .
Now we use the fact that c 1 (x) = 0 to obtain by shifting n
Note that for n = 0, 1, 2, . . . we have
Hence we have
Note that the system of equations (68) has the form (35). So we may apply (36) and use (6) to conclude that for i = 0, 1, 2, . . . we have
As before we apply the definition (21) to P
(x) and the definition (20) to P (α+2,β+2) j (x) to find by changing the order of summations and by using the summation formula (44)
Hence for i = 0, 1, 2, . . . we have
Now we have by using (39) and (40)
Now we will prove (10) and (11) . To do this we will first prove (13), which is an easy consequence of the symmetry formula (22). If we write C i (x) = C i (α, β, x) this symmetry formula gives us
in view of (69). Hence
i (β, α, −x), i = 2, 3, 4, . . . , which proves (13) . In order to prove (11) we use (70) and change the order of summations to find for i = 2, 3, 4, . . .
Now we use the Vandermonde summation formula (41) to obtain
for i = 2, 3, 4, . . ., which proves (11).
Hence we have proved (9), (10) and (11).
8 The order of the differential equation (2), where the coefficients are given by (4), (5), (6), (7), (8), (9), (10) and (11). First of all we remark that
Since α > −1 and β > −1 we conclude that k (a)
i,1 (α, β) only vanishes if β ∈ {0, 1, 2, . . .} and i ≥ β + 4. In the same way we have
i,1 (α, β) only vanishes if α ∈ {0, 1, 2, . . .} and i ≥ α + 4. Now we will prove (15) . So let α ∈ {0, 1, 2, . . .} and consider b i (α, β, x) given by (8) . Suppose that i ≥ 2α + 4. Then we have
Suppose that i − ℓ ≤ α + 3, then we have ℓ ≥ i − α − 3 ≥ α + 1. Hence by using (46) and the Vandermonde summation formula (41) we find that
Since i−ℓ ≤ α+3 we have i−ℓ−α−3 ≤ 0. Hence (i−ℓ−α−3) ℓ−n = 0 for ℓ−n ≥ −i+ℓ+α+4 or i ≥ n + α + 4. This implies that b i (α, β, x) = 0 if i > n + α + 3 for all n ∈ {0, 1, 2, . . . , α + 1}, hence for i > α + 1 + α + 3 = 2α + 4.
In the same way we obtain (14) . Now we will prove (17) and (18) . Suppose that α ∈ {0, 1, 2, . . .} and i = 2α + 4. Then we
which proves (18) . The proof of (17) is similar. In order to prove (16) we first consider c (2) i (α, β, x) given by (11) . Let α, β ∈ {0, 1, 2, . . .} and suppose that i ≥ 2α + 2β + 7. Then we have
Suppose that i − ℓ ≤ α + β + 5, then we have ℓ ≥ i − α − β − 5 ≥ α + β + 2. Hence by using (45), (46) and the Vandermonde summation formula (41) we find that
i (α, β, x) = 0 if i > n + k + α + β + 5 for all n ∈ {0, 1, 2, . . . , α + 1} and k ∈ {0, 1, 2, . . . , β + 1}, hence for i > α + 1 + β + 1 + α + β + 5 = 2α + 2β + 7.
In the same way we find that c
i (α, β, x) = 0 for i > 2α + 2β + 7. Suppose that α, β ∈ {0, 1, 2, . . .} and i = 2α + 2β + 7. Then we have
Hence, because of the symmetry relation (13) we find that
2α+2β+7 (α, β, x), which implies that
2α+2β+7 (α, β, x) = 0.
Hence we have proved (16) . In order to prove (19) we first consider C i (α, β, x) = C i (x) given by (70). We assume that α, β ∈ {0, 1, 2, . . .} and i ≥ 2α + 2β + 6. Then we have as before
Suppose that i − ℓ ≤ α + β + 3, then we have ℓ ≥ i − α − β − 3 ≥ α + β + 3. Hence by using (45), (46) and the Vandermonde summation formula (41) we find that
This implies that C i (x) = 0 if i > n + k + α + β + 4 for all n ∈ {0, 1, 2, . . . , α + 1} and k ∈ {0, 1, 2, . . . , β + 1}, hence for i > α + 1 + β + 1 + α + β + 4 = 2α + 2β + 6. Suppose that α, β ∈ {0, 1, 2, . . .} and i = 2α + 2β + 6. Then we have
Now we use the fact that
which leads to (19).
Some remarks
Let α > −1 and β > −1.
can also be computed in the same way as we computed the coefficients {c i (x)} ∞ i=1 . Consider the system of equations S 4 = 0. First we use (24) to find from (58) that As before we can deduce that for i = 0, 1, 2, . . .
Now we use (37) and (38) with z = x − 1 to find that
which leads to (8) after changing the order of summations and using the Vandermonde summation formula (41) as before. In a similar way the coefficients {a i (x)} ∞ i=1 can be computed from the system of equations S 2 = 0. In that case we would need (37) and (38) with z = x + 1, but it is easier to use the symmetry relation (12) of course.
In [3] H. Bavinck found the following interesting formula involving Laguerre polynomials : where L α,N n (x) denotes the generalized Laguerre polynomial considered in [9] . Note that from (5) we easily find that Hence, if we set y(x) = P α,β,0,N n (x) into the differential equation (73), change x by 1 − 2x/β, divide by β and take the limit β → ∞ we obtain the differential equation for the polynomials L α,N n (x) ∞ n=0 which was found in [9] . In [10] and [14] we found all differential equations of the form (3) , where α > −1 and M ≥ 0. We emphasize that these differential equations are not of the form (2) . The differential equation (2) leads to another one after setting β = α and N = M .
In [14] we also found differential equations for the polynomials P α,± 
