I. Introduction
By means of nested inequalities in semigroup form we give a characterization of the value functions of the starting-stopping problem for general MarkovFeller processes. Next, we consider two versions of constrained problems on the final state or on the final time.
The optimal stopping problems have been extensively studied for diffusion processes. or other Markov processes, or for more general stochastic processes. We refer to Bensoussan and Lions [2] for a wide bibliography. As an example, a classical stopping problem is to minimize the functional ~~( 7 ) = 
~~{ l~ e -" t l ( z t ) d t + e-"Ty(zT)>
where (R, F, Ft. xt There, variational inequalities are used to study this problem.
In the present work we first study a characteriza- ities. Let E be a Polish space endowed with its Borel a-algebra E. We denote by B the space of Borel bounded functions on E , and by C the space of uniformly continuLous functions on E .
We are given a semigroup of linear operator @(t)
where 11 . I/ is the o'perator norm. Moreover, it is assumed that Let be given
We can now consider the set of functions ( U ! U) sat-
Theorem 1 Under the assumptions (1) to (3) the set of functions ( U , U ) satisfying (4) has a maximum element (6,C).
We add some assumptions about the state space E and the semigroup @(t) in order to build a Markov process correspondi:ng to @(t) and to interpret ii as the value function o'f a starting-stopping problem.
Let us assume that (following Bensoussan [I]).
E is a locally compact Hausdorff space with countable base:
and, if E is not compact, we assume that
is a closed subspace of C. We consider the problem of Section 2 with for instance a constraint on the final state; namely x(r2) , I~F where F is a given open set in E . (11) The classical stopping problem with such a constraint was studied in Bensoussan and Lions [2] for diffusion processes and in Robin [9] for FellerMarkov processes with suitable assumptions. The key argument is to reduce the constrained problem to an unconstrained one. We use the same method here.
Let us consider the problem of minimization of on and define
t L ( x ( t ) ) d t + e-"T?l(x(T))} (15)
with T = inf{s 2 0, x ( s ) ,&F} (16) and consider the problem of minimization of ( Q , f j ) f o r the set of functions ( U , v ) [lo] . This can be extended to general Markov-Feller process without serious difficulties.
Another kind of constrained problem arises when for example 7 3 has t'o satisfy
Ex(e-ar*) 5 e, for some 8 given in [O, 11 , (21) which may be interpreted in several ways, e.g. as In general, there is no "pure" optimal control. We have to enlarge the admissible controls to randomized stopping times. We are going to show briefly how to adapt those results to the problem of the minimization of (7) with the constraint (22).
It is possible to re-formulate the problem with randomized stopping 7-2. Similarly, a formulation with a randomized starting time 7 1 (or both simultaneously). This problem Po has an optimal solution (among the randomized controls).
