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Abstract
In this paper, we develop the notion of fuzzy uniﬁcation and incorporate it into a
novel fuzzy argumentation framework for extended logic programming. We make
the following contributions: The argumentation framework is deﬁned by a declara-
tive bottom-up ﬁxpoint semantics and an equivalent goal-directed top-down proof-
procedure for extended logic programming. Our framework allows one to represent
positive and explicitly negative knowledge, as well as uncertainty. Both concepts
are used in agent communication languages such as KQML and FIPA ACL. One
source of uncertainty in open systems stems from mismatches in parameter and
predicate names and missing parameters. To this end, we conservatively extend
classical uniﬁcation and develop fuzzy uniﬁcation based on normalised edit distance
over trees.
1 Introduction
Argumentation has been widely studied as the basis for the semantics of logic
programs [2,6,7,23]. Basically, the execution of a logic program can be de-
scribed as a dialogue of a proponent defending a goal and an opponent at-
tacking it. Recently, argumentation has been applied to describe and deﬁne
negotiation of agents [15,21,30,22,25,26]. In contrast to negotiation by auc-
tions e.g., argumentation is a natural mechanism to negotiate about multiple
criteria and to establish joint beliefs. Initial work in this area [15,21,30,22]
gave a proof-of-concept for arguing agents. In this paper, we want to build
on this work and go a step further and address problems, which arise when
trying to move from a proof-of-concept to an eﬃcient implementation. To this
end, there are three main problems, which need to be addressed:
• Goal-directed, top-down proof procedures for justiﬁed arguments:
Previous work [15,21,30,22] deﬁnes justiﬁed arguments as a ﬁxpoint of ac-
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ceptable arguments. Such a deﬁnition is elegant and well-suited to deﬁne a
declarative semantics, but it does not lend itself well for an eﬃcient imple-
mentation needed for agents, which have to respond quickly. The reason is
that the above ﬁxpoint is computed bottom-up, which requires an agent to
compute all justiﬁed arguments – a heavy burden when the negotiation is
only about a single predicate. Agents, which are to perform in real-time,
require a goal-directed top-down proof procedure, which allows the agent
to determine for an individual argument whether it is justiﬁed or not. Fur-
thermore, the proof procedure has to be eﬃcient.
• Expressive knowledge representation: At the centre of most agents
is a knowledge system with an inference mechanism. This can range from
a simple database to a fuzzy factbase [32,29]. A factbase has tables to
store positive and negative knowledge and as a consequence comprises two
kinds of negation, explicit and default negation [32]. Such expressiveness
is often needed. The widely used KQML [9] for example, distinguishes
untell(A) from tell(¬A). To implement this KQML feature one has to
represent positive and explicitly negative facts separately. Furthermore, one
requires two types of negation: explicit negation to state that something is
in the negative table and default negation to state that something is not in
the positive table. As a result, agents compliant with this KQML-feature
have to be capable to deal with a three-valued logic (true, false, unknown).
Furthermore, the agents’ beliefs may be fuzzy. Such a concept of uncer-
tainty is e.g. built into FIPA ACL [3] in the form of an uncertainty operator.
Since agents operate in uncertain environments and encounter fuzzy con-
cepts, they have to be able to represent such uncertainty and fuzziness and
reason about it. This applies to argumentation in particular, where the at-
tacking arguments, which the agents exchange, may be qualiﬁed. This poses
a particular problem if combined with a rich knowledge representation for
positive and negative knowledge. I.e. explicit and default negation need to
be deﬁned for fuzzy reasoning.
• Mismatches in open systems: Many arguing agents will operate in open
systems. This means that their knowledge and ontologies are deﬁned by dif-
ferent people and will not necessarily match, leading to misunderstandings.
It is doubtful [19], whether the general ontology problem of how to integrate
diﬀerent ontologies will be solved in the near future. Nonetheless one can
aim to facilitate agent communication despite missing parameters and mis-
matches in the predicate and parameter names. This is especially a problem
when agents interact across system boundaries or with humans.
In this paper, we will address these three problems. We will introduce
fuzzy uniﬁcation to tackle the problem of missing parameters and mismatch-
ing predicates and parameters in agent communication languages in general.
While classical uniﬁcation either uniﬁes two predicates or it doesn’t, fuzzy
uniﬁcation qualiﬁes the degree of match. Our fuzzy uniﬁcation is based on
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edit distance [17], which compares strings. To use it for uniﬁcation, we will
show how to normalise it and adapt it to tree structures of strings. We will
extend edit distance accordingly and will prove as a general result that our
fuzzy uniﬁcation is a conservative extension of classical uniﬁcation. There-
fore it lends itself to integration for a wide variety of agent systems, which
incorporate the notion of uniﬁcation.
Having deﬁned fuzzy uniﬁcation we will move on to tackle the second
problem of expressive knowledge representation for argumentation. To this
end, we will embed fuzzy uniﬁcation into a fuzzy argumentation framework,
which comprises two kinds of negation. We have to take important decisions on
how to interpret fuzziness and negation. Since we place emphasis on extending
previous work, our main goal is to conservatively extend an existing semantics,
namely WFSX [1], to deﬁne a fuzzy bottom-up argumentation semantics.
Finally, we will solve the ﬁrst problem of eﬃcient computation. We will
reap the beneﬁts of using WFSX as a base semantics. In contrast to sta-
ble models [12], WFSX provides both a bottom-up ﬁxpoint semantics and a
goal-directed top-down proof procedure [1]. Therefore we are able to comple-
ment our declarative bottom-up argumentation semantics with an eﬃciently
computable top-down proof-procedure for fuzzy argumentation.
Last, but not least, we show how to implement our framework in a multi-
agent setting by deﬁning a meta-interpreter.
2 Deﬁnitions and Background
Deﬁnition 2.1 String. Symbols are strings, where a string is either the
empty string  or a string a.A, where a is a character and A is a string.
|A| denotes the length of A.
Deﬁnition 2.2 Atom. Let V be a set of variable names, F a set of function
symbols and P a set of predicate symbols. Both F and P contain a particular
“empty” functor/predicate symbol . The set of terms is deﬁned inductively.
Every variable x ∈ V is a term. Let f ∈ F be a function symbol of arity n
(if n = 0, f is also called a constant) and t1, . . . , tn terms, then f(t1, . . . , tn)
is a term. Additionally, we introduce a unique, empty term . Nothing else is
a term. Let p ∈ P be a predicate symbol of arity n and t1, . . . , tn terms, then
p(t1, . . . , tn) is an atom.
Deﬁnition 2.3 Literals, Rules. An objective literal is an atom A or its explicit
negation ¬A. We deﬁne ¬¬L = L. A default literal is of the form not L where
L is an objective literal. A literal is either an objective or a default literal. An
extended logic program is a (possibly inﬁnite) set of rules of the form
r = L0 ← L1, . . . , Lm, not Lm+1, . . . , not Lm+n(m,n ≥ 0)
where each Li is an objective literal (0 ≤ i ≤ m+ n). We call L0 the head of
the rule, head(r), and L1, . . . , not Lm+n the body of the rule, or body(r).
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Deﬁnition 2.4 Uniﬁcator [24]. A substitution is a replacement of variables
by terms. A substitution sub is a uniﬁcator of two literals L,L′ if Lsub =
L′sub. A uniﬁcator sub of L,L′ is the most general uniﬁcator (MGU) of L,L′
if for every other uniﬁcator sub′ of L,L′ there is a substitution s, such that
sub′ = sub s.
The MGU can be computed using Robinson’s uniﬁcation algorithm [24].
Example 2.5 The predicates address(x ) and address(Northampton)
unify and the MGU is [x/Northampton]. For various reasons all of
the following predicates do not unify: address(x ) and address(f (x )),
because x occurs in f(x), which would lead to a circular sub-
stitution; address(Northampton) and address(10 ,Northampton)
as the predicates do not have the same number of parameters;
address(Northampton) and adresse(Northampton) as the predicate names
slightly mismatch; address(Northampton) and address(Northhampton) as the
terms slightly mismatch.
3 Fuzzy Uniﬁcation
In classical uniﬁcation predicates unify or they do not; we introduce a degree
of uniﬁcation ranging from a complete match (degree 0) as in classical uniﬁca-
tion to a complete mismatch (degree 1). Previous work by Arcelli, Formato,
Gerla developed a general abstract framework for fuzzy uniﬁcation, quotient
uniﬁcation and uniﬁcation as negotiation [10]. In this paper, we use an alter-
native approach for fuzzy uniﬁcation based on edit distance [13]. The concept
of edit distance has a well established history dating back to the 60s and 70s
[17] and is still widely used, for example, in bioinformatics to compare genomic
sequences. The edit distance between two strings A and B is deﬁned as the
minimal number of delete, add, and replace operations to convert A into B.
The basic principle of edit distance is well-understood, but to employ it for
fuzzy uniﬁcation there are three requirements:
• First, a normalisation is required to be able to compare strings independent
of their size. A few mismatches of short strings can be worse than some
mismatches of two long strings.
• Second, the deﬁnition of edit distance has to be extended to deal with gen-
eral tree structures representing the predicates and terms to be compared.
• Third, for compatibility reasons fuzzy uniﬁcation should be an extension of
classical uniﬁcation.
In this section, we set out to broaden the principles of uniﬁcation to en-
compass fuzzy matches of predicate and function symbols and to deal with
mismatching arguments. Edit distance [17] can be adapted to this end.
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3.1 Edit distance
In an operational deﬁnition of edit distance we recursively compare two strings
by either dropping one of the two or both ﬁrst characters of the strings at a
penalty of 1 or to drop the two with no penalty if they match.
Deﬁnition 3.1 Let A, B be strings and a, b characters, then
e(A, )= e(, A) = |A|
e(a.A, b.B)=min{e(A, b.B) + 1, e(a.A,B) + 1,
e(A,B) + 1, e(A,B) if a = b }
Example 3.2 e(address, adresse) = 2 and e(007, aa7) = 2.
Although the ﬁrst example has six letters in common (adress) and the
second only one (7), both edit distances amount to 2. Therefore, there is a
need to normalise edit distance to judge the penalties for mismatches relative
to the size of the strings. Such a normalised edit distance should range between
0 (no matches) to 1 (no mismatches).
Deﬁnition 3.3 Let A, B be strings and at least one of them non-empty, then
ne(A,B) = e(A,B)
max(|A|,|B|) is the normalised edit distance.
Example 3.4 With normalisation, we obtain ne(address, adresse) = 2
7
and
ne(007, aa7) = 2
3
.
As the name suggests edit distance e and normalised edit distance ne are
distance metrics, i.e. they are (i) symmetric, (ii) the distance from A to B is 0
iﬀ A = B and greater 0 otherwise, and (iii) they satisfy the triangle inequality
stating that the direct distance between two strings is the shortest.
3.2 Edit Distance over Trees and Fuzzy Uniﬁcation
While normalised edit distance is well suited to compare symbols, we want
to deal with predicates and terms, which have a tree structure. Therefore,
we have to extend our deﬁnition. It is very important that for the purpose
of comparison there is no diﬀerence between a tree structure of a predicate
and of terms. Hence, we do not distinguish between predicate and function
symbols, and in the remainder t often denotes both a predicate or a term.
Please note also that we include the empty symbol  as predicate or function
symbol and we do not distinguish between (t) and t for a term t.
To deﬁne fuzzy uniﬁcation, we have to recursively traverse the tree repre-
senting the predicates and terms. In deﬁnition 3.5 of edit distance over trees
et, the ﬁrst returned parameter is the number of mismatches, the penalty;
the second is the accumulated substitution; the third is a factor for normal-
isation: the sum of the maximal nodes of the pairwise node comparisons in
the recursive traversal. But let’s consider this recursive deﬁnition in detail:
Any term perfectly mismatches the empty symbol, which is penalised with
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the maximum value - the size of the term. Two variables as well as a variable
and a term perfectly match, which is captured by a fuzzy factor of 0 and the
corresponding substitutions. Note that for the latter an occurs check is per-
formed. Predicate or function symbols do not contain any further structure
and therefore their fuzzy uniﬁcation factor is given by the edit distance e. For
the purpose of normalisation we use here the maximum length of the two sym-
bols. In the core of the deﬁnition, we reduce two predicates or terms t, t′ and
call the edit distance over trees recursively. To the edit distance of the leading
predicate or function symbol we add the minimum distance after dropping
the ﬁrst term(s) and adding the penalty of the dropped term(s). Thus, the
deﬁnition compares terms from left to right dropping terms of either t, t′, or
both t and t′. The result of this decompositions are added up using ⊕, which
adds numbers and concatenates substitutions.
Deﬁnition 3.5 Let t = f(t1, . . . , tn) and t
′ = f ′(t′1, . . . , t
′
m) be two terms or
predicates, and let x, y ∈ V be variables. The size of a term or predicate is
deﬁned as: size(x) = size() = 0, size(f) = |f |, and size(f(t1, . . . , tn)) =
|f |+∑i=1,...,n size(ti).
The edit distance over trees et maps two terms or predicate to a tuple of
the number of mismatches, a uniﬁcator, and a normalisation factor
et(t, ) = (size(t), [], size(t))
et(x, y) = (0, [x/y], 0)
et(x, t) = (0, [x/t], 0) if x not in t and t ∈ V
et(f, f ′) = (e(f, f ′), [],max{|f |, |f ′|})
et(t, t′) = et(f, f ′)⊕minv{
et((t2, . . . , tn), (t
′
1, . . . , t
′
m))⊕ et(t1, ),
et((t1, . . . , tn), (t
′
2, . . . , t
′
m))⊕ et(t′1, ),
et((t2, . . . , tn), (t
′
2, . . . , t
′
m))⊕ et(t1, t′1)}
where (v, s, n)⊕(v′, s′, n′) = (v+v′, s s′, n+n′) and minv returns the triple
with minimal ﬁrst component.
et is called edit distance over trees. The normalised edit distance over
trees net(t, t′) = ( v
n
, s) with (v, s, n) = et(t, t′) is called fuzzy uniﬁcation. For
convenience, we often use net to refer only to its ﬁrst component.
Example 3.6 Consider example 2.5, where uniﬁcation failed
because of mismatching predicate and function symbols or
missing parameters. With fuzzy uniﬁcation, we obtain
net( address(Northampton), address(9b,Northampton) ) = 2
7+2+11
= 1
10
as the argument 9b cannot be matched, net( address(Northampton),
adresse(Northampton) ) = 2
7+11
= 1
9
as the predicate names mismatch;
net( address(Northampton), address(Northhampton) ) = 1
7+12
as the terms
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slightly mismatch.
Fuzzy uniﬁcation lifts the normalisation by maximum size of the compared
strings as introduced for the simple edit distance to the level of terms and pred-
icates with a tree representation. An alternative to adding all mismatches and
then normalising by the pairwise maximum length of the compared nodes is
a direct normalisation of compared nodes using ne and then redeﬁning ⊕ to
take the average. This has however the disadvantage of favouring short mis-
matches of parameters (see e.g. example 3.2, 3.4), which our above deﬁnition
does not suﬀer from.
With the deﬁnition of net in place we can prove some of its properties.
Theorem 3.7 Fuzzy uniﬁcation is a conservative extension of uniﬁcation, i.e.
if s is an MGU for literals L,L′, then (0, s) is a fuzzy uniﬁcator for L,L′.
Theorem 3.8 Let t, t′ be terms or predicates. net is normalised, i.e. 0 ≤
net(t, t′) ≤ 1.
For the purpose of relating our edit distance over trees to classical edit
distance, let us not distinguish between terms and their canonical string rep-
resentation. Then edit distance over trees net is ”cruder” than ne, as the
latter can compare character by character, whereas the former has to drop,
add, or replace whole terms.
Theorem 3.9 Let t, t′ be two terms or predicates without variables and let
s, s′ be the canonical string representations of t, t′, then net(t, t′) ≥ ne(s, s′).
4 Fuzzy Argumentation
Fuzzy uniﬁcation is a concept of value for any agent architecture resting on a
knowledge system and communication. As such, it can readily be integrated
into any system which deploys for example KQML or FIPA ACL. To use our
fuzzy uniﬁcation, an agent system only needs a knowledge system, which caters
for fuzziness. To show how this can in principle be done, we embed our fuzzy
uniﬁcation in a fuzzy argumentation framework, which in turn is an example
of a negotiation mechanism as speciﬁed in e.g. FIPA ACL call-for-proposals
speech act.
Argumentation in general has recently be advocated as a mechanism to
implement agent negotiation [15,21,30,22]. It is also a useful concept in giving
semantics to logic programs [2,6,7,23]. An argument for a logic program is a
partial proof of a literal, taking default literals as assumptions; an argument
may then attack another argument by invalidating one of its assumptions.
The semantics of a program is obtained by deﬁning the set of arguments
that can be defended against all attacks. We adapt our fuzzy argumentation
framework of [28] to give a semantics for extended logic programming using
fuzzy uniﬁcation.
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Extended logic programming has two kinds of negation, explicit negation
for specifying falsity of a fact explicitly, and implicit negation for deriving
information under the assumption of falsity of a fact. Fuzziness arises when
deﬁning which literals can be derived from a program, using fuzzy uniﬁcation.
A fuzzy argumentation framework should be based on an established se-
mantics. In our case, this will be well-founded semantics for extended logic
programs (WFSX [1]), because WFSX has some pleasant properties not shared
by other semantics such as answer-set semantics [12], in particular the exis-
tence of an eﬃcient top-down proof procedure.
Note, that fuzzy uniﬁcation and fuzzy truth values both range over the
interval 0 to 1. In fuzzy uniﬁcation 0 means that there is a perfect match, while
1 is a complete mismatch. On the other hand, for fuzzy truth values 0 means
false and 1 true. So, a fuzzy uniﬁcation of V corresponds to a fuzzy truth
value of W = 1− V . Since fuzzy uniﬁcation feeds into the reasoning process,
we will work with fuzzy truth values in the deﬁnitions 4.1, 4.2, and 5.1 below.
Thus, we will often require that two literaral L,L′ satisfy 1− net(L,L′) ≤ V
or equivalently net(L,L′) ≥ 1− V .
Deﬁnition 4.1 Argument. Let P be an extended logic program, and 0 <
V ≤ 1. A V -argument for P is a ﬁnite sequence A = [r1, . . . rn] of ground
instances of rules ri ∈ P such that for every 1 ≤ i ≤ n, for every objective
literal L in the body of ri there is a k > i such that net(L, head(rk)) ≥ 1−V .
A consequence of an argument A is a consequence of one of the rules in A,
and an assumption of an argument A is a default literal not L in the body of
a rule in A.
There are two fundamental attacks on an argument: undercuts, which
attack a premise of an argument, and rebuts, which attack the conclusion of
an argument.
Deﬁnition 4.2 Let A1 and A2 be two V -arguments; then
• A1 V -undercuts A2 iﬀ A1 has a consequence L and A2 has an assumption
not L′, and net(L,L′) ≥ 1− V .
• A1 V -rebuts A2 iﬀ A1 has a consequence L and A2 has a consequence ¬L′,
and net(L,L′) ≥ 1− V .
• A1 V -attacks A2 iﬀ A1 V -undercuts or V -rebuts A2.
Undercuts are in some sense stronger than rebuts: while a rebut merely
contradicts an argument, and is symmetrical (A1 rebuts A2 iﬀ A2 rebuts A1),
an undercut invalidates an argument by attacking its premise; clearly, under-
cuts need not be symmetrical.
The core of the argumentation framework is an acceptability deﬁnition:
An argument A is acceptable wrt. to a set of arguments Args if all undercuts
to A are attacked by Args.
Deﬁnition 4.3 A V -argument A is V -acceptable wrt. a set Args of V -
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arguments iﬀ each argument V -undercutting A is V -attacked by an argument
in Args.
Now we can deﬁne the semantics of a program by iteratively accumulating
all acceptable arguments.
Deﬁnition 4.4 Let P be an extended logic program, let 0 ≤ V ≤ 1, S be a
subset of V -arguments of P , and FP,V (S) = {A | A is V-acceptable wrt. S}.
Then
A is justiﬁed iﬀ A is in the least ﬁxpoint of FP,V . A is overruled iﬀ A is
attacked by a justiﬁed argument. A is defensible iﬀ A is neither justiﬁed nor
V -overruled.
In the sequel, we omit the parameters P and V if they are clear from the
context.
The above semantics gives a declarative deﬁnition for an argumentation
process. Being a ﬁxpoint semantics it is computed bottom-up which can be
very ineﬃcient if one is not interested in all justiﬁed conclusions, which is nor-
mally the case for an agent system. In the next section we present an eﬃcient
goal-directed top-down proof procedure to compute justiﬁed arguments.
5 Proof Procedure for Fuzzy Argumentation
The main reason for choosing WFSX as the base for our fuzzy approach is
that it is possible to deﬁne a top-down proof procedure for it, which is not the
case for the competing stable model semantics, see for example [1].
The proof procedure extends the basic concept of proof trees by introducing
two types of trees, namely, T- and TU-trees, to prove verity and non-falsity
[1].
Deﬁnition 5.1 Let P be a ground fuzzy extended logic program, and 0 <
V ≤ 1. A fuzzy T-tree (resp. TU-tree) of truth value V for a literal L is
an and-tree whose nodes are labelled by pairs of literals; the ﬁrst component
of the label of the root is L. Fuzzy T-trees (resp. TU-trees) are constructed
top-down starting from the root by successively expanding new nodes using
the following rules:
(i) If n is a node whose ﬁrst label is an objective literal L, then if there are
no rules for L′ in P such that net(L,L′) ≥ 1 − V , then n is a leaf, with
the second label undeﬁned; otherwise select a rule
L′ ← L1, . . . , Lm, not Lm+1, . . . , not Ln
from P ; the second label of n is then L′. In a fuzzy T-tree the successors
of n are nodes with ﬁrst label
L1, . . . , Lm, not Lm+1, . . . , not Ln
while in a fuzzy TU-tree there are, additionally, the successor nodes
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with ﬁrst label
not ¬L1, . . . , not ¬Lm
(ii) Nodes whose ﬁrst labels are default literals are leaves, and their second
label is undeﬁned.
Deﬁnition 5.2 A fuzzy T- or TU-tree is either successful with truth value V
(where 0 < V ≤ 1), or it fails. All inﬁnite trees are failed. A tree is successful
with truth value V (resp. failed) if its root is successful with truth value V
(resp. failed). Nodes are marked as follows:
(i) A leaf whose ﬁrst label is an objective literal, and whose second label is
undeﬁned is failed.
(ii) A leaf labeled with a default literal not L is successful with truth value
1 in a fuzzy T-tree (TU-tree) if
(a) all fuzzy TU-trees (T-trees) for L are failed, or
(b) if there is a successful fuzzy T-tree for ¬L.
Otherwise it is labeled as failed.
(iii) An intermediate node n of a fuzzy T-tree (TU-tree) is successful with
truth value V if its children t1, . . . , tm are successful with truth values
V1, . . . , Vm, and V = min{V1, . . . , Vm}. It is failed otherwise.
All remaining nodes are labeled failed in fuzzy T-trees and successful with
truth value 1 in fuzzy TU-trees.
In general, the operator FP is not continuous, and elements of its least
ﬁxpoint can therefore generally not be computed in a ﬁnite number of steps.
If FP is continuous, however, the justiﬁed arguments can be computed in a
ﬁnite number of steps. In this case, the proof procedure derived from successful
fuzzy T-trees computes exactly the justiﬁed arguments.
Deﬁnition 5.3 An logic program is called V -ﬁnitary if for each objective
literal L, and for each V -argument A for L, there are only ﬁnitely many V -
arguments undercutting A.
Theorem 5.4 T/TU-trees and justiﬁed arguments. Let 0 < V ≤ 1, P a
ground, possibly inﬁnite, V -ﬁnitary, extended logic program, and L an objec-
tive literal. Then
• There exists a successful fuzzy T-tree for L of truth value V iﬀ there exists
a justiﬁed V -argument for L.
• There exists a successful fuzzy TU-tree for L of truth value V iﬀ there exists
a V -argument for L which is not overruled.
Proof Sketch. First, note that fuzzy T-trees with root labeled L are in
one-to-one correspondence with arguments for L; fuzzy TU-trees for L are in
one-to-one correspondence with arguments for L, where in each rule r each
body(r) also contains not¬head(r). For successful trees, the truth value V of
the tree is equal to a justiﬁed V -argument.
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We deﬁne the rank of a fuzzy T/TU-tree as the number of alterations
between T-trees and TU-trees in an attempt to show that the tree is successful.
Similarly, we deﬁne two kinds of rank for arguments: the T-rank of an
argument is deﬁned as the number of undercuts and counter-attacks in estab-
lishing that an argument is justiﬁed. The TU-rank of an argument is deﬁned as
the number of attacks and counter-undercuts in establishing that an argument
is defensible 3 . Note that ranks of trees and arguments may be inﬁnite.
The proof is then by induction on the rank of a tree, showing that successful
fuzzy T-trees of rank n correspond to justiﬁed arguments of T-rank n, and
successful TU-trees of rank n correspond to arguments of TU-rank n which
are not overruled.
A successful fuzzy T-tree of rank n depends on the failure of fuzzy TU-
trees of rank < n; these correspond exactly to the undercuts (of rank < n)
to the corresponding argument (of rank n); this is equivalent to saying that
all undercuts are overruled (by induction hypothesis), i.e. the argument is
justiﬁed.
Similarly, a successful fuzzy TU-tree of rank n depends on the failure of
fuzzy T-trees of rank < n, corresponding exactly to undercuts and rebuts (of
rank < n); this is equivalent to saying that no attack is justiﬁed (by induction
hypothesis), i.e. the argument is not overruled. ✷
Having established the relationship between the declarative argumentation
semantics and the operational characterisation by proof trees, we can now turn
to the important result that both are conservative extensions of the (non-
fuzzy) well-founded semantics for extended logic programs [1]:
Theorem 5.5 If there exists a successful fuzzy T-tree (TU-tree) for L of truth
value 1, then there exists a successful T-tree (TU-tree) for L.
Proof sketch: It follows immediately from the deﬁnition that the fuzzy T-
trees (TU-trees) of a non-fuzzy program are precisely the (non-fuzzy) T-trees
(TU-trees) where literals have to match exactly (i.e. with edit distance 0,
which is established by theorem stating that fuzzy uniﬁcation is a conservative
extension of classical uniﬁcation), and that a fuzzy T-tree (TU-tree) for L is
successful with some truth value V iﬀ the corresponding non-fuzzy T-tree
(TU-tree) is successful; and because the only truth values occurring in the
tree are 1, the truth value V has to be 1. ✷
It is now straightforward to write a meta-interpreter for argumentation
with fuzzy uniﬁcation, based on T/TU-trees. It can be executed in Prolog as
it is and it implements fuzzy T/TU-trees.
3 This coincides with the height of a dialogue tree for an argument [23].
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Deﬁnition 5.6 Let P be an extended logic program.
(Init) P V L iﬀ P, ∅, ∅, t V L
(True) P,LA,GA,M V true
(Conj) P,LA,GA,M V (L1, L2) iﬀ
P,LA,GA,M V L1 and
P, LA,GA,M V L2
(Neg) P,LA,GA,M V not L iﬀ
M = t and P, ∅, GA, tu V L or
M = tu and P,GA,GA, t V L
(Rule) P,LA,GA,M V L iﬀ
 ∃ L′ ∈ LA s.t. net(L,L′) ≥ 1− V and
L′′ ← Body ∈ P and net(L,L′′) ≥ 1− V and
P, LA ∪ {L′′}, GA ∪ {L′′},M V Body and
if M = tu then
P, LA ∪ {L}, GA ∪ {L},M V not¬L
A derivation of P,LA,GA, t V L corresponds to a successful T-tree for
L with value V , and a derivation of P,LA, GA, tu V L corresponds to a
successful TU-tree for L with value V . The sets LA and GA are sets of local
and global ancestors for loop checking, as in the interpreter for WFSX [1].
6 Multi-Agent = Multi-context
The above meta-interpreter can be used for a single agent. In order to deploy
our system for a multi-agent system, we have to extend it. One way of doing
this, also used in [22], is to use multiple contexts: An agent is a tuple consisting
of its arguments, its domain, and lists of its argumentation and cooperation
partners.
Deﬁnition 6.1 Let n > 0 be the number of agents and 0 ≤ i ≤ n an index for
an agent. Let Pi be an extended logic program, Argi ⊆ {1, . . . n} and Coopi ⊆
{1, . . . n} be sets of indices 4 , and Domi a set of predicate names deﬁning the
agent’s domain of expertise. Then the tuple Agi = 〈Pi, Argi, Coopi, Domi〉 is
called agent. A set of agents A = {Ag1, . . . , Agn} is called multi-agent system.
Given a multi-agent system we deﬁne a top-down inference operator. The
4 Note, that an agent not necessarily cooperates and argues with itself, i.e. we do not require
i ∈ Coopi, i ∈ Argi. However, in most cases it is sensible to impose this requirement.
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inference operator has three parameters M , LA, and GA, where M is ei-
ther t or tu indicating that we want to prove verity (t) and non-falsity (tu),
respectively. This corresponds to computing justiﬁed (t) or defensible (tu) ar-
guments. The local and global ancestor lists LA and GA detect negative and
positive loops which lead to inference of non-falsity and failure, respectively.
The lists allow us to reject circular arguments. To deal with cooperation we
deﬁne that agent i can derive a literal L if one of its cooperation partners
whose domain covers L can do so (see (Conj) in Def. 6.2). Argumentation,
or more precisely undercutting, is handled as follows: An agent i proposes
not L successfully if all argumentation partners whose domain covers L agree,
otherwise they have developed a justiﬁed counter argument and disagree (see
(Neg) in Def. 6.2). Finally, agents have to select an argument. Here an agent
allows for rebuts and adds the implicitly explicit negation not ¬L of a rule
head L to the body (see (Rule) in Def. 6.2), if the mode is M = tu. Formally,
the inference procedure looks as follows:
Deﬁnition 6.2 Let A = {Ag1, . . . , Agn} be a MAS and Agi =
〈Pi, Argi, Coopi, Domi〉.
(Init) A Vi L iﬀ A, ∅, ∅, t Vi L
(True) A, LA,GA,M Vi true
(Conj) A, LA,GA,M Vi (L1, L2) iﬀ
∃j ∈ Coopi s.th. L1 ∈ Domj and
A, LA,GA,M Vj L1 and
A, LA,GA,M Vi L2
(Neg) A, LA,GA,M Vi not L iﬀ
 ∃j ∈ Argi s.th. L ∈ Domj and
M = t and A, ∅, GA, tu Vj L or
M = tu and A, GA,GA, t Vj L
(Rule) A, LA,GA,M Vi L iﬀ
 ∃ L′ ∈ LA s.t. net(L,L′) ≥ 1− V and
L′′ ← Body ∈ Pi and net(L,L′′) ≥ 1− V and
A, LA ∪ {L′′}, GA ∪ {L′′},M Vi Body and
if M = tu then
A, LA ∪ {L′′}, GA ∪ {L′′},M Vi not ¬L
In a practical system the agents will be distributed and we will use the
multi-agent interpreter. From a semantic point of view, it is interesting to
13
Schroeder and Schweimeier
compare how multi-agent argumentation compares to single-agent argumen-
tation. I.e. under which circumstances will the justiﬁed arguments of a multi-
agent system coincide with the justiﬁed arguments of a single agent containing
all arguments of the multiple agents.
Deﬁnition 6.3 Let A = {Ag1, . . . Agn} be a multi-agent system with
Agi = 〈Pi, Argi, Coopi, Domi〉. Let Ag′1 = 〈
n⋃
i=1
{Pi}, {1}, {1},
n⋃
i=1
{Domi}〉.
Then we deﬁne A V L iﬀ {Ag′1} V1 L.
For consistent programs the above multi-context inference operator yields
the same results as the argumentation process for the union of all arguments:
Proposition 6.4 A V L, iﬀ L is a conclusion of a justiﬁed V -argument.
The above proposition is very important since it connects the
argumentation-theoretic semantics to the operational top-down proof proce-
dure. The former cannot be computed eﬃciently; the latter can, since it is
goal-directed. The proposition also yields an important complexity issue, since
justiﬁed arguments are equivalent to WFSX [27], which has quadratic com-
plexity. Multi-agent and single-agent semantics are not equivalent, but if an
agent has a complete deﬁnition of a literal it is.
Deﬁnition 6.5 Let A = {Ag1, . . . , Agn} be a MAS. Agi deﬁnes L partially iﬀ
L ∈ Domi. Agent Agi deﬁnes L completely, iﬀ Agi is the only agent deﬁning
L partially.
Proposition 6.6 Let Agi be an agent that deﬁnes L completely, then A V L
iﬀ A Vi L. Let {a1, . . . , am} be all indices of agents partially deﬁning L, then
A V L iﬀ there is a j such that A Vaj L.
7 Comparison and Conclusion
We have presented a framework for fuzzy argumentation, which caters for
both a declarative and an operational semantics, which provides expressive
knowledge representation with explicit negative information and fuzzy val-
ues, and which uses the latter to cope with mismatches of parameters and
missing parameters, which is vital for open agent systems. Our argumenta-
tion framework relates to two strands of research, namely argumentation as a
paradigm for logic programming semantics and argumentation as a paradigm
for negotiating agents.
Argumentation and logic programming:
Regarding logic programming our approach is based on earlier work by
Dung [6], Prakken and Sartor [23], and Pereira et al. [1]. Dung [6] presents
arguments for extended logic programs as sets of default literals, or assump-
tions. The notion of attack is then deﬁned by those conclusions which may be
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derived using these assumptions: an undercut allows to derive the literal L for
an assumption not L; and a rebut allows to derive ¬L where the rebutted ar-
gument derives L. An argument A is acceptable wrt. a set Args of arguments
if every attack on A can be undercut by an argument in Args.
Dung’s work on argumentation semantics for logic programs inspired much
subsequent work such as Prakken and Sartor [23], upon whose work we base
our own deﬁnitions. Their framework is diﬀerent because rules have priori-
ties, and are divided into strict and defeasible rules (only the latter may be
attacked). Assuming that all rules have the same priority, and there are no
strict arguments, our deﬁnition of (non-fuzzy) argument is the same. Their
notions of defeat and acceptability are diﬀerent, however: an argument A is
acceptable wrt. a set Args of arguments if every defeat of A by some A′ can be
“strictly defeated” by an argument B ∈ Args, i.e. B defeats A′, and A′ does
not defeat B. This deﬁnition of acceptability is more sceptical than ours – it
may prevent facts p← from being justiﬁed arguments: Consider the program
{p← not q, q ← not p,¬q ←}; the argument [¬q ←] is not justiﬁed, because
it is rebutted by [q ← not p]; neither is [p ← not q] justiﬁed, because it is
undercut by [q ← not p]. In our approach, only undercuts are valid attacks,
while both undercuts and rebuts are valid defences; therefore both [¬q ←] and
[p← not q] are justiﬁed, as in WFSX [1].
Prakken and Sartor deﬁne a proof theory for argumentation via dialogue
trees; these correspond to our T- and TU-trees, where for each default literal
not L, the (failed) trees of L are included in the tree.
Both Dung [6] and Prakken and Sartor [23] do not deal with fuzziness
and imperfect knowledge, an area extensively surveyed in [20]. To this end,
Wagner introduces a framework for fuzzy reasoning with two kinds of negations
[32,33]. The main diﬀerence between Wagner’s work and our own is a diﬀerent
interpretation of fuzzy negation. In [32,33], the certainty scale ranges from
-1 to +1 and the ¬F has certainty −C if F has certainty C, while not F
has certainty 1 if ¬F has a certainty greater than 0 and otherwise it is -1.
Our interpretation of negation by default behaves exactly the same in that it
ampliﬁes the explicit negation. However, Wagner deﬁnes ¬F in terms of F ,
while our approach follows WFSX [1], which is paraconsistent, i.e. ¬F and
F are not related at all. Wagner relates his own approach to a generalisation
of stable models, for which a top-down proof procedure cannot be deﬁned [1].
For this reason, we base our own approach on WFSX and interpret the two
fuzzy negations diﬀerent from Wagner allowing us to deﬁne a conservative
extension of WFSX.
Fuzzy uniﬁcation:
Our fuzzy uniﬁcation is closely related to Arcelli, Formato, Gerla [10], who
develop an abstract framework for fuzzy uniﬁcation and resolution. There are
important diﬀerences: First, [10] does not allow uniﬁcation of predicates of
diﬀerent arity, which is however a problem often occurring in Prolog program-
15
Schroeder and Schweimeier
ming [11]. Second, [10] is not an extension of classical uniﬁcation, which is
important for compatibility reasons. Third, our work is based on a speciﬁc
similarity measure, namely edit distance [17]. For our interpreter we needed
a normalised edit distance over trees. Although there has been some work
on normalised edit distance [31], this work does not deal with tree structures
and the normalisation is deﬁned diﬀerent from ours. Basically, the authors
assign a weight for each edit operation and minimise the sum of all required
edit operations and then divide by the length of the path. In our context
this is not applicable, as we normalise by the maximum string length. Some
other interesting work on edit distance introduces swapping of characters as
additional edit operation besides replace, add, and delete [18]. This idea could
be integrated into our fuzzy uniﬁcation deﬁnition, and would make sense as
[11] points out that this is a common mistake. Besides our purely syntactical
string comparisons, it may be desirable to consider semantical similarity. To
this end, [16] introduces semantic comparisons, which our current framework
do not deal with. One reason, why this is diﬃcult to achieve, is the deﬁnition
of semantical equality, which may be based on thesaurus entries, but which is
quite vulnerable.
In general, it is still an open question, how to relate fuzzy uniﬁcation and
argumentation to fuzzy logic programming [8] and generalised annotated logic
programs [14,5].
Argumentation for negotiating agents:
A number of authors [15,21,30] [22,25,26,4] work on argumentation for ne-
gotiating agents. [4] deﬁne a framework for multi-agent negotiation similar
to our own simpliﬁed multi-context approach to multi-agent argumentation,
which is also pursued in [22]. In the latter, reasoning across multiple con-
texts is achieved by enriching arguments with a complete proof, bridge rules
to connect an argument spanning diﬀerent contexts, and derivation rules used
for the diﬀerent contexts. Our approach is simpler than this as the derivation
procedures are the same for all agents, i.e. in all contexts and bridge rules are
speciﬁed as part of the multi-context proof procedure. However, our frame-
work can be extended along the same lines as [22] by enriching the arguments
accordingly.
In [25], abduction is used to deﬁne agent negotiation. In contrast to our
work, [25] focus on the generation of negotiation dialogue using abduction.
This work is relevant in that it shows how to embed an proof procedure into a
dialogue protocol, which is needed to embed our proof procedure into KQML
or FIPA ACL, e.g.
In our previous work, [26], we have developed a non-fuzzy multi-agent
argumentation framework. In this paper, the earlier framework and system
has been extended to accommodate fuzzy uniﬁcation and reasoning.
To summarise, the main contributions of this paper are three-fold:
First, we developed fuzzy uniﬁcation to deal with a problem in open systems:
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how to interact in the light of missing parameters and mismatches in parame-
ters and predicates. We realised fuzzy uniﬁcation as normalised edit-distance
over trees. Our approach is a conservative extension of classical uniﬁcation
and thus lends itself to be easily incorporated into any open agent system,
which uses uniﬁcation.
Second, we incorporated the above fuzzy uniﬁcation into a fuzzy argumen-
tation framework. The framework caters for an expressive knowledge repre-
sentation including explicit negation and fuzzy values. The former is a e.g.
required in KQML, the latter in FIPA. Thus our framework is a good basis
for agent communication languages.
Third, our argumentation frameworks provides both a sound theoretical basis
and an eﬃcient implementation. The former is achieved through a declar-
ative bottom-up ﬁxpoint semantics, the latter through a goal-directed (and
thus eﬃcient) top-down proof procedure. To the best of our knowledge no
other agent argumentation framework provides this feature so important for
practical systems.
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