There are two parts for this paper. In the first part we extend the results in [9] to hypersurfaces with nonzero Gaussian curvature. The main methods are l 2 decoupling theorem in [4] and induction on scale. In the second part we prove some positive results for the maximal Schrödinger operator in higher dimensions. The main methods are sharp L 2 estimates in [11] and the bilinear restriction theorem in [17] .
Introduction
Let v = (v 1 , . . . , v n ) ∈ R n , v j = ±1. We denote by d(v) the minimum of the number of positive and negative entries of v. We say A is a n × n matrix that has signature d(v) if A is orthogonally similar to a diagonal matrix D, such that the diagonal terms of D are (v 1 , . . . , v n ). Denote the collection of these matrices A by A. Let ξ ∈ R n . We call the quadratic surface (ξ, ξ, Aξ T ) is elliptic if d(v) = 0 and hyperbolic otherwise.
Let f : R n → C, such that f ⊂ B n 1 . For A ∈ A, we consider the extension operator E A associated to the hypersurface (ξ, ξ, Aξ T ) When A is the n × n identity matrix, E A coincides with the Schrödinger operator e it∆ . In particular, e it∆ f is the solution of the free Schrödinger equation
There is a long history for the study of the Maximal Schrödinger operator and the related topics. In 1979, Carleson [6] considered the following problem: Identify the best s such that lim t→0 e it∆ f (x) = f (x) almost every whenever f ∈ H s (R n ). In the same paper, Carleson proves s ≥ 1/4 when n = 1, and Dahlber and Kenig [7] showed the result is sharp.
When n ≥ 2, Bourgain gave counterexamples in [2] indicating that the almost everywhere convergence problem can fail if s < 2n n+1 . Several months later, Du, Guth and Li [8] showed that | sup 0<t≤1 e it∆ f | 3 ≤ f H s when n = 2 and s > 1 3 . These (H s , L 3 ) estimates automatically imply the sharp bound for the convergence problem in R 2 up to endpoints. For general n ≥ 3, up to endpoints, the convergence problem was completely settled by Du and Zhang [11] recently. Their method is partially based on the refined Strichartz estimate (p = 2(n+2) n in Theorem (1.1)) that was first introduced in [8] .
In the first part of the paper, we extend the results in [9] to general hypersurfaces with nonzero Gaussian curvature.
≤ p < ∞ and let B = {B j } be a collection of the lattice R 1/2 -cubes in B n+1 R , such that (1.4 )
We further assume that B has the "spreading out" condition. That is, those B j ∈ B are arranged in horizontal slabs of the form R n × {t 0 , t 0 + R 1/2 }, so that each slab contains ∼ σ cubes B j . Define Y = ∪ j B j . Then, for any ε > 0, there is a constant C ε independent to f, A, such that
Since for any measurable function f , f L ∞ (A) = lim p→∞ f L p (A) if |A| ≤ ∞. An immediate corollary for Theorem 1.1 is a refined Strichartz estimate for L ∞ : Corollary 1.2. Theorem 1.1 is true for p = ∞. That is, under the conditions in Theorem 1.1,
Proof of Corollary 1.2. By passing to a subsequence, we can choose a q < ∞ such that (1.4) holds for any q ≤ p ≤ ∞. We can conclude (1.6) by using (1.5) for p and letting p → ∞.
Similar to the multilinear results in [9] , we have a multilinear analogue of Theorem 1.1. Before stating the theorem, we need the following definition concerning the transversity for a collection of functions.
where c is an absolute constant, and V A (ξ) = (2v 1 ξ 1 , . . . , 2v n ξ n , −1).
With the definition of "frequencies k-transversely supported" in hand, we now can state our multilinear results.
Then for any ε > 0, there exists an absolute constant C ε independent to f, A, so that
Following the proof in Corollary 1.2, we have Corollary 1.5. Theorem 1.4 is true for p = ∞.
The classical Strichartz estimates claim that E A f p f 2 1 . We obtain a gain
from the "spreading out" condition in (1.4) . We also recover the estimates in [9] for p = 2(n + 2)/n.
In the second part of the paper, we consider the (H s , L p ) behavior for the Maximal Schrödinger operator in n ≥ 3. For p > 2, let s = n/2 − n/p. Consider the following problem: Let f : R n → C and ε > 0. Find the optimal p such that
It was conjectured that (1.10) is true for p > 2n+2 n , n ≥ 3. However, recently Du, Kim, Wang and Zhang give counterexamples in [10] showing that (1.10) can only holds for
We give a positive results to the estimate (1.10).
By partitioning f on the Fourier side dyadically, Theorem 1.6 reduces to the following estimates:
. Then for any p > 2
The paper is organized as follows: We prove Theorem 1.1 in Section 2 and Theorem 1.4 in Section 3. In Section 4, we prove (1.7) using a bilinear argument. Section 5 and 6 are appendices concerning wave-packet decomposition and an epsilon removal lemma.
Notations: Throughout the paper, we will use the following notations:
• We let a ∼ b to mean that ca ≤ b ≤ Ca for some unimportant constants c and C depending only on dimension. We use B n (x, r) to represent the open ball centered at x, of radius r, in R n and use B n r to represent B n (0, r). M, N are (big) constants depend only on dimension.
• For a rectangle ω ∈ R n , we will use c(ω) to denote the center of ω and use c(ω) j to denotes the j-th coordinate of c(ω).
1 If d(v) > 0, the (L 2 , L p ) estimates stated here are not the optimal one. Stirchartz shows that
Linear refined Strichartz estimates
In this section we prove Theorem 1.1. Similar to the argument in [8] and [9] , we need the following l 2 decoupling theorem for hypersurfaces with nonzero Gaussian curvature
Let P δ be a finitely overlapping cover of N δ with rectangles θ of dimensions δ 1/2 × · · · × δ 1/2 × δ. We denote by f θ the Fourier restriction of f to θ, that is,
, we have
The l 2 decoupling theorem was first proved by Bourgain and Demeter in [3] for parabolic hypersurfaces, and was extended to general hypersurfaces with nonzero Gaussian curvature by the same authors in [4] . By a simple rotation argument, we have an immediate corollary
,
Unlike the situation in [9] , we are facing a loss of δ − n 4 + n+2 2p when applying the decoupling inequalities (2.2). However, the loss can be compensated from parabolic rescaling. Henceforth, we believe the refined Strichartz estimates (1.6) remains true for p > (2n + 4)/n, where (2n + 4)/n the sharp decoupling endpoint for parabolic hypersurfaces.
We use induction on scale here. Our target scale is R 1/2 . That is, we assume (1.5) holds for the scale R 1/2 and aim to prove (1.5) on the scale R.
We break the unit ball B n 1 in frequency space into finitely overlapping lattice R −1/4 -cubes {q j }, and break the physics ball B n R into finitely overlapping lattice
In order to use the induction hypothesis (1.5) at the scale R 1/2 for Ef q,Q , we need some preparations.
First we consider a collection of rectangles S j ⊂ R q,Q of dimensions R 1/2 × · · · × R 1/2 × R 3/4 and having the same direction as R q,Q . Notice that, after parabolic rescaling at the scale R 1/4 , S j will become a R 1/4 -ball and R q,Q will become a R 1/2 -ball. We will need a dyadic pigeonholing argument so that we can use (1.5) on S j , R q,Q .
(1) Let λ be a dyadic number, we sort the S j inside R q,Q according to the magnitude E A f q,Q L p (Sj ) . We define S λ to be the collection of S j such that E A f q,Q L p (Sj ) ∼ λ.
(2) For each λ, we sort the rectangles S j ∈ S λ by the number of such rectangles in horizontal slabs. Let µ be another dyadic number. We define S λ,µ to be the collection of S j ∈ S λ so that the number of S j in the horizontal slab perpendicular to the direction of R q,Q is µ.
We let Y q,Q,λ,µ be the union of rectangles S j ∈ S λ,µ . By an abuse of notation, we also use Y q,Q,λ,µ for the characteristic function of Y q,Q,λ,µ . Then,
Since there are O(log R) 2 many dyadic numbers λ, µ, by pigeonholing we can choose some particular λ, µ such that, there exists a set
.
Next, we fix λ, µ in the rest of the argument, and abbreviate Y q,Q,λ,µ to Y q,Q . Notice that the set Y q,Q we choose has a similar pattern to the Y in (1.5), with σ = σ q,Q being the value µ we have fixed. Since we only need to consider those f q,Q with f q,Q 2 R −1000n f 2 , there are O(log R) possible dyadic values for these f q,Q 2 . Also, for each B j ∈ Y ′ , there are O(log R) possible dyadic values for the quantity #{(q, Q) : B j ⊂ Y q,Q }. Therefore, by a dyadic pigeonholing argument, we can choose a dyadic value η, a set P η of (q, Q) and a set Y ′′ ⊂ Y such that (1) For all (q, Q) ∈ P η , f q,Q 2 are equal up to a factor less than 2.
We fix η in the rest of the argument. The following geometric fact plays a crucial role in the proof: Each S j ∈ Y q,Q contains at most one ball B j in a horizontal slab R n × {t 0 , t 0 + R 1/2 }. See Figure  1 for a possible position between S j and B j . This is because the direction of R q,Q is (2v 1 c(q) 1 , . . . , 2v n c(q) n , −1), which makes an angle of ∼ 1 with respect to the horizontal plane t = 0. Thus,
Finally, combining the fact that for (q, Q) ∈ P η , #{B j : 
Now we are ready to begin our proof. We use (2.2) at the scale R 1/2 and (2.5) so that for each B j ∈ Y ′′ ,
Since the number of Y q,Q containing B j is ∼ η, we can apply Hölder's inequality to have
Noticing that j |w Bj (x)| 1, we raise p-th power to both sides and sum over all the B j ∈ Y ′′ to get
Since |Y | (log R) 4 |Y ′′ |, and since for any
Combining parabolic rescaling, we can use our induction hypothesis (1.5) at the scale R 1/2 to each E A f q,Q the right hand side of (2.11) and obtain
Now we can apply the geometric estimate (2.8) to have
Since f q,Q 2 are essentially the same, we have
Finally, we take p-th root to both sides to have (1.5) for the scale R, and hence the induction closes.
Although it is shown in [9] that the refined Strichartz estimates (1.6) are sharp with respect to σ when p = (2n+ 4)/n, we do not know whether it is sharp for p > (2n + 4)/n. The example in [9] does not work as a counterexample here. For p > (2n + 4)/n, we may gain more from the "spreading out" property (1.4).
Multilinear analogue
This section is devoted to prove the multilinear refined Strichartz estimates (1.9). Similar to the argument in [9] , we will need the following multilinear Kakeya estimates from [1] . See also [12] .
Suppose l j,a are lines in R n and the direction of l j,a lies in S j . Suppose that for any v j ∈ S j , we have
Let T j,a be the characteristic function for the 1-neighbourhood of l j,a . Then for any ε > 0, we have
Proof for Theorem 1.4. For each j, we process E A f j L p (Y ) following the proof in Theorem 1.1 to have λ j , µ j , η j and a set P ηj . We abbreviate P ηj to P j in the rest of the argument. Thus,
Also, similar to the argument above (2.5), we can have a set Y ′′ ⊂ Y , such that |Y | (log R) 4k |Y ′′ |, and for each B ∈ Y ′′ and each j,
Therefore, summing all the B ⊂ Y ′′ we have
Our goal is to show
Notice that Y q,Q is a collection of tubes that each tube has dimensions
On each in K, we have k transverse collections of tubes of dimensions R 1/2 × · · · × R 1/2 × R 3/4 passing through it, and the number of such tubes in the j-th collection is |P j,K | · σ j,q,Q . Since the intersection of the tubes in different collections is essentially a R 1/2 cube, we can use multilinear Kakeya estimate (3.2) to have
Plug this back to (3.8) so that
Notice that any R q,Q ∈ P j,K is in fact a tube of dimensions R 3/4 × · · · × R 3/4 × R. We thus can use multilinear Kakeya again to have
Hence we get (3.6). By Hölder inequality, (3.3) and (3.6), we have
The last inequality comes from the fact that for all (q, Q) ∈ P j , f q,Q 2 are essentially the same. Finally, we take the k-th root on both sides to finish the proof of (1.9).
Maximal Schrödinger operator
We will prove Theorem 1.7 here. We use the sharp L 2 estimate in [11] and the bilinear argument for paraboloid in [17] .
Follow an epsilon removal argument that we will prove in the appendix, it suffices to prove a local result:
. Then for any p > 2 + 4 n+2−1/n and any ε > 0, there exists a C ε such that for all R > 0,
We need a bilinear version of Theorem 4.1, namely,
Assume f 1 , f 2 have frequencies 2-transversely supported in B n 1 . Then for p > 1 + 2 n+2−1/n and any ε > 0, there exist a constant C ε that for all R > 0,
First we will show how (4.2) implies (4.1). We follow the idea in [5] . Let {τ } be the lattice K −1 -balls in B n 1 where K = R ε 2 , so f = τ f τ . Since for each τ , there are only ∼ n many lattice K −1 -balls that are adjacent to it, we have
where Λ K = {(τ 1 , τ 2 ) : dist(τ 1 , τ 2 ) ≥ K −1 }. Take L p norm to both sides and use triangle inequality so that
(4.5)
Using the fact l ∞ ⊂ l p , we get
Define a Fourier dilation operator
Then by parabolic rescaling and the induction hypothesis (4.1),
Raise p-th power to both sides and sum up all the τ to have
Since p > 2, we can apply Minkowski's inequality to the right hand side of (4.9) so that
Next, we will use the bilinear estimate (4.2) to bound the bilinear part (4.5). Applying a dilation argument to (4.2), we have
Sum up all the (τ 1 , τ 2 ) ∈ Λ so that
Invoking Hölder inequality, we arrive at
Finally, we combine (4.4), (4.5), (4.10) and (4.12) to get
The induction closes as (4.14)
It remains to show (4.2). For convenience we define a property:
A set X is a union of unit cubes such that for any lattice 1-cube U ⊂ B n R , there is only ≤ O(1) many R n+1 unit cubes in X ∩ P U , where the vertical tube 
Conversely, for any X satisfies property 4.3 we have
. We will adapt the argument in [17] . First we state a wave-packet decomposition and will prove it in the appendix. A similar formulation can be founded in [17] and [13] .
Let q = {q} be the collection of lattice R −1/2 -cubes in B n 1 . Define T q be a collection of rectangles T in B n+1 (0, 2R) of dimensions R 1/2 × · · · × R 1/2 × R such that the projection of T onto the plane orthogonal to the vector (2c(q), −1) is a lattice R 1/2 -cube in B n R . We let T = q T q . Now we are ready to state our wave-packet decomposition.
. Then for each f q , δ > 0 arbitrarily small, we can pick a collection of functions f T , T ∈ T such that
We call T ∈T f T a wave packet decomposition of f .
Let Tj ∈Tj f Tj be the wave-packet decomposition of f j , j = 1, 2. We set 
for p > 1 + 2 n+2−1/n and any X satisfying Property 4.3. Without loss of generality, we assume f 1 2 = f 2 = 1, so φ Tj ∞ ≤ 1 . Notice that we only need to consider those φ Tj with φ Tj ∞ ranging in [R −C , 1], and there O(log R) many dyadic value in [R −C , 1]. Thus, we can assume that for each j = 1, 2, φ Tj ∞ are equal up to a factor smaller than 2. Use Property (4) and (5) in Proposition 4.4, it suffices to show (4.20) 
We fixed µ j , λ j in the rest of the argument and use
We define a relation between T j and B by T j ∼ B if and only if B ⊂ 3B j . Thus (4.23) #{B : T ∼ B} 1.
As a consequence (4.24)
Using the relation defined above, we have
By triangle inequality, we only need to show (4.25)
and (4.26)
Since if we pick α = ε 2 , the induction would close from C ε R (1−α)ε + R Cα R ε . For (4.26), we use the induction hypothesis so that
Invoking Cauchy-Schwarz inequality, (4.27) becomes
Thus, we finish the proof for (4.25).
It remains to prove (4.26). We need the following sharp L 2 estimate in [11] :
Recall that X satisfies Property 4.3, so 
Tao [17] showed that (4.33)
Since X ⊂ B n+1 R , we thus have (4.34)
Invoking real interpolation for (4.32) and (4.34) we get (4.26) and hence finish the proof for (4.2).
Appendix: Proof of wave-packet decomposition
In this section we present a proof for Proposition 4.4. Let ψ(ξ) be a smooth function that equals to 1 on B n 1 , and is supported in B n 2 . Let ψ q (ξ) = ψ R 1/2 (ξ − c(q)) . Consider the partial Fourier series S N f q for f q expanding in a R −1/2 -ball q:
Let P T (x) : R n+1 → R n be the projection to the hyperplane whose normal vector coincides to the direction of T . For P T (c(T )) = m, we define
so that f T (ξ) = a m e im·ξ ψ q (ξ). Clearly, Property (1) is true.
Next we take a look on e it∆ f T , plug in the definition of f T to have e it∆ f T (x, t) = R n e ix·ξ e it|ξ| 2 a m e im·ξ ψ q (ξ)dξ = R n e ix·ξ e it|ξ| 2 a m e im·ξ ψ(R 1/2 (ξ − c(q)))dξ.
Performing a change of variable, we have
When 0 < t ≤ R and |x + m + 2c(q)| R 1/2 R δ , the integrand in (5.4) admits fast decay. Thus |e it∆ f T | R −1000n f 2 , as |a m | ≤ f 2 . This gives the proof of Property (2) .
We now prove Property (3). Recall that S N f q converges to f q in L 2 . Thus, there is a positive number N q > 0 such that
We letT q be the collection of T ∈ T q such that |P T (c(T ))| ≤ N q . Then
From (5.5) and the fact f q and f T are supported in q, the first part of (5.6 
R , for each T ∈T q \ T q , we set m = P T (C(T )) and use the standard non-stationary phase method to get
for some M large enough. Summing up all the T ∈T q \ T q we have the second part of (5. 
The last equality is from the fact f T and f T ′ are disjointly supported. For Property (6) , again by Plancherel we have
Appendix: Epsilon Removal Lemma
In this section we prove the following lemma Lemma 6.1. Suppose p > 2, ε > 0 and (4.1). Then
In particular, Theorem 4.1 implies Theorem 1.7 by letting ε → 0. Our proof for Lemma 6.1 is similar to the argument in [5] . See also [16] .
For some technical issues, we assume f is supported in B n 1/4 rather then the unit ball in Theorem 1.7. Since f ⊂ B n 1/4 , |e it∆ f | is essentially constant in every 1-ball in R n+1 . Motivated by this observation, we have the following lemma:
1/4 and
Proof: Let {U } be the lattice 1-balls in R n and {I} be the lattice 1-balls in R. Let ψ U (x), ψ I (t) be two smooth functions on such that supp( ψ U ) ⊂ B n 1/8 , supp( ψ I ) ⊂ [−1/8, 1/8], |ψ U (x)| ∼ 1 for x ∈ U , |ψ I (t)| ∼ 1 for t ∈ I and ψ U , ψ I admit fast decay outside U , I, respectively. Thus, by Hausdorff-Young inequality, (6.4)
From the constructions of ψ U and ψ I , we see the Fourier transform of (ψ Q ψ I ) 3 is compactly supported. Combining the fact that f is compactly supported, we have that e it∆ f (ψ Q ψ I ) 3 ∧ is compactly supported. Hence
Invoking Plancherel and Hölder's inequality, we obtain that for 3 < p < 4,
We pick one I U such that (6.7) sup
and let
Combining (6.4), (6.5), (6.6), (6.7) and summing all the U ⊂ R n , we have (6.9)
Take p-th root to both sides we get one direction for (6.3). For the other direction, just use the fact that for each x ∈ R n there is only one U such that (x, t) ∈ U × I U and |ψ U ψ IU | decays rapidly outside U × I U .
Applying Lemma 6.2, it suffices to show the dual estimate (6.10)
Following a similar argument in the proof of Lemma 6.2, supposing (4.1), we have that for any R-ball V ⊂ R n+1 ,
and the dual estimate
Let φ(x) be a smooth function in R n that φ(ξ) = 1 when ξ ∈ B n 1/4 and supp( φ) ⊂ B n 1/2 . The classic result of restriction theorem (see [14] ) tells us that e it∆ φ(x, t) is bounded above by the decay function C(1 + |x| + |t|) −n/2 . Therefore, in order to make full use of the local estimate (6.13), we are motivated to consider a sparse collection of R-ball in R n+1 .
Here C is a large absolute constant that will be determined later. For a measurable function g : R n+1 → C, we let G = j g1 Vj . Consider E * (Gϕ) 2 :
R n e i(x−y)·ξ e i(t−s)|ξ| 2 φ(ξ)dξ (Gϕ)(x, t)(Gϕ)(y, s)dxdtdyds.
Extract the kernel (6.15) K(x − y, t − s) = R n e i(x−y)·ξ e i(t−s)|ξ| 2 φ(ξ)dξ and expand G = Vj g1 Vj in the right hand side of (6.14) so that
For j = j ′ , we use (6.13) to have (6.17)
For j = j ′ , we apply Hölder inequality to get (6.18) 
Combining (6.16), (6.17), (6.18) and (6.20), we get
We say a set
Thus, what we have proved above is the following lemma:
j=1 be a collection of sparse R-balls in R n+1 and G = j g1 Vj , then
We will use (6.22) to prove (6.10). Since ϕ is supported on B n+1 1/2 , without loss of generality, we assume g = χ * g where χ is a smooth function supported on B n 1 and χ(ξ) = 1 on B n+1 7/8 . We also assume g is a Schwartz function so that its Fourier series converges. We expand g on B n+1 1 to have (6.23) g(ξ, τ ) ∼ (m,n)∈Z n+1 a m,n e im·ξ e inτ χ(ξ, τ ) with (6.24) a m,n = R n+1 e −im·ξ e −inτ g(ξ, τ ) χ(ξ, τ )dξdτ = χ * g(m, n).
Next, we assume m,n |a m,n | p0 = 1, and sort |a m,n | dyadically. Let (6.25) g k (x, t) = (m,n)∈Λ k a m,n χ(x + m, t + n)
where Λ k = {(m, n) : |a m,n | ∼ 2 −k } so that |Λ k | 2 kp ′ 0 . Since (1) g k 1 ≤ |a m,n | ∼ 2 −k |Λ k |, (2) g k 2 ∼ ( |a m,n | 2 ) 1/2 ∼ 2 −k |Λ k | 1/2 , (3) g k ∞ ≤ sup m,n |a m,n | 2 −k , applying Hölder twice, for 1 < p ′ < 2, we have (6.26) g k p ′ ∼ 2 −k |Λ k | 1/p ′ .
We need a covering lemma in [16] .
Lemma 6.4. Suppose E is a union of 1-cubes. Then there exist O(N |E| 1/N ) collections of sparse set that cover E, such that the balls in each sparse set have radius at most O(|E| C N ). Now we are in a position to prove (6.10). Since g = k≥0 g k , by triangle inequality (6.27) E * (gϕ) L 2 (B n 1/4 ) ≤ k≥0 E * (g k ϕ) L 2 (B n 1/4 ) .
For each k ≥ 0, since the function χ admits fast decay, g k is essentially supported on a set E, where E is a union of 1-cubes, and |E| |Λ k | 2 kp ′ 0 . We apply Lemma 6.4 so that we can obtain a collection of sparse sets E = {E j } such that E ⊂ ∪E j and |E| N |E| 1/N . By triangle inequality and (6.22),
which is further bounded by (6.28)
if we let N = log(1/ε)/C. Since |E| 2 kp ′ 0 , plug it in we have (6.29) (6.28)
Thus, if first choose C big enough then ε small enough and let p 0 be in (6.2), we get that for some small positive number ε ′ , (6.30) (6.28) C ε ′ 2 −kε ′ .
Summing up all the k we therefore can conclude Finally, since χ * g = g and (6.34) is nothing but χ * g p ′ 0 , we get (6.10) and hence finish the proof of Lemma 6.1.
