Research of a Novel Flash P2P Network Traffic Prediction Algorithm  by Yimu, Ji et al.
 Procedia Computer Science  55 ( 2015 )  1293 – 1301 
Available online at www.sciencedirect.com
1877-0509 © 2015 Published by Elsevier B.V. This is an open access article under the CC BY-NC-ND license 
(http://creativecommons.org/licenses/by-nc-nd/4.0/).
Peer-review under responsibility of the Organizing Committee of ITQM 2015
doi: 10.1016/j.procs.2015.07.140 
ScienceDirect
Information Technology and Quantitative Management (ITQM 2015) 
Research of a Novel Flash P2P Network Traffic Prediction 
Algorithm 
JI Yimu a,b,c,d*, YUAN Yonggea, ZHAO Chuanxine, JIANG Chenchena, WANG 
RuChuana,d 
aSchool of Computer Science, Nanjing University of Posts and Telecommunications, Nanjing 210023, China 
bInstitute of Advanced Technology, Nanjing University of Posts and Telecommunications, Nanjing 210023, China 
cGuangdong Key Laboratory of Popular High Performance Computers, Shenzhen Key Laboratory of Service Computing and 
Applications, Shenzhen 518060, China 
dJiangsu High Technology Research Key Laboratory for Wireless Sensor Network, Nanjing University of Posts and 
Telecommunications, Nanjing 210023,China 
eSchool of Mathematics and Computer Sciences, Anhui Normal University, Wuhu 241000, China 
Abstract 
To improve the quality of service and network performance of the FlashP2P video-on-demand, the prediction FlashP2P 
network traffic flow is very useful to t control the network video traffic. In this paper, a novel prediction algorithm to 
forecast the traffic rate of the Flash P2P video is proposed. This method is based on the combination of the local mean 
decomposition (LMD) and the generalized autoregressive conditional heteroscedasticity (GARCH). LMD is used to 
decompose the original long-related flow into the summation of the short-related flow. Then, GRACH is utilized to predict 
the short-related flow. The developed algorithm is tested on a university's campus network. The predicted results show that 
our proposed method can achieve higher accuracy than those obtained by existing algorithms, such as EMD-
ARMA(Empirical Mode Decomposition and Auto-Regressive and Moving Average Model) and WNN(Wavelet Neural 
Network), while keeping lower computational complexity. 
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1. Introduction 
Although the current architecture for video-on-demand services adopts the P2P technique to improve 
Quality of Services (QoS), there are still many challenges for providers as to how to utilize the P2P 
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architecture for video-on-demand. Adobe has recently developed a novel technology to improve user 
experience, which is derived from the traditional Real-time Media Flow real-time media streaming 
protocol (RTMFP) to enable online video streaming[1]. This new technology is called the FlashP2P 
protocol, a new Flash platform based on peer-to-peer (P2P) technology. Compared with the traditional 
P2P video network architectures and protocols, Flash P2P network architecture can effectively reduce the 
cost of content delivery from the network (CDN) server. Furthermore, it is more extensible, robust and 
accessible.  
Through domestic video site capture analysis, it is worth pointing out that Flash P2P video-on-demand 
technology suffers from wasted bandwidth, large network equipment load, high operation cost, and 
maintenance deficiencies for network and telecom operators, etc. Flow control and optimization can be 
utilized to overcome these drawbacks [2]. Before taking effective measures to control and optimize the 
network, traffic prediction is a necessity. Although traffic prediction is difficult to implement in real time, 
the prediction results can be used for flow control and optimization in advance. Therefore, to improve 
network quality of service (QoS), network traffic should be modeled and forecasted using the FlashP2P 
network video traffic to provide technical and theoretical support for flow control and optimization. 
In theory, the self-similarity of network traffic is a phenomenon that commonly occurs in  network 
traffic. In the early 1990s, Leland was the first to clarify the existence of this phenomenon in network 
traffic through local area network (LAN) traffic analysis [3]. Further research showed that the Ethernet, 
wide area network (WAN), world wide web (WWW), and other network traffic are all self-similar. Short-
term and long-term correlations were found in self-similar network traffic [4]. Thus, traditional flow 
forecasting methods are not capable of predicting self-similar network traffic. Existing long-term 
correlation models include the fractional auto-regressive integrated moving average (FARIMA) [5] and 
the fractional Brownian motion (FBM) models. To achieve high prediction accuracy for a long-term 
correlation model, the algorithm complexity length should be greater than that of the correlation model. In 
recent work, some hybrid prediction methods have been proposed. In [6], the empirical mode 
decomposition (EMD) method[7] is utilized to convert a long sequence of related flows into short 
sequence-related traffic through wavelet analysis. Thus, the computational complexity of the prediction 
algorithm is reduced while  accuracy is increased . Artificial neural networks, such as the wavelet neural 
network (WNN) [8] and the echo state network (ESN)[9], which have superior non-linear predictive 
capability, have recently been widely introduced in network traffic prediction. However, the complexity 
of network traffic and frequent bursts of data make it difficult to guarantee the high accuracy of network 
traffic prediction. 
 The LMD method [10] proposed by Smith is a new adaptive non-stationary signal processing 
method. Compared to the EMD method , the LMD method can reduce the number of iterations and 
improve the end effect [11]. The network traffic is first divided into several PFs(Product Functions) using 
the LMD method. A PF is an adaptive filtering function. Thus, a short PF is associated with problems in 
sequence prediction modeling when forecasting short-related issues. To predict a short-time series model, 
either the ARIMA or ARMA model is used. These models are related, but the ARMA model, based on a 
sequence of linear modeling, has low accuracy for nonlinear network traffic prediction when the residuals 
become heteroscedastic. To estimate the heteroscedasticity function in a more accurate way, Engel (1982) 
proposed the autoregressive conditional heteroscedasticity (ARCH) model and later on introduced the 
generalized autoregressive conditional heteroscedasticity (GARCH) model [12]. It enables the former to 
facilitate a better combination with time series heteroscedasticity. 
In this paper, we will combine LMD and GARCH for traffic prediction in Adobe Flash P2P. At first, 
according to the traffic characteristics of FlashP2P, the raw data is pre-processed based on different 
periods. Data in the same period will be used as the original data to predict future traffic.  Then, the traffic 
is decomposed using the LMD algorithm. After applying the LMD algorithm, the original long-term time 
series is converted into a short-term time series. We will further show that the various PF components 
obtained after LMD decomposition are short related. To predict a short-time series model, we need to test 
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whether the residual is white noise or not. If it is white noise, AR-GARCH is used for prediction, 
otherwise, the GARCH model is applied. To the best of our knowledge, this is the first time that the long-
related time series has been converted into short-related using the LMD algorithm. Compared to the 
ARMA time series model, the GARCH model can improve prediction accuracy significantly. In addition, 
through converting a long-related model into a short-related model, the computational complexity of the 
prediction algorithm can also be reduced, and the proposed algorithm achieves higher accuracy than that 
achieved by the EMD-ARMA model [7] and WNN (Wavelet Neural Network) model [8]. 
 The remainder of the paper is organized as follows: Section II introduces how to use LMD to 
convert long-related time series into short-related time series. Section III describes the proposed LMD-
GARCH prediction algorithms. Section IV discusses each component of network traffic prediction in the 
LMD-GARCH models. Simulation results show that our proposed prediction algorithm can achieve 
higher accuracy than that obtained by EMD-ARMA or by WNN. Section V concludes the paper. 
2. LMD Analysis 
Definition 1: A stationary random process ,...)2,1,0,(   tXX t with autocorrelation function
0),( tkkU . Assuming X has an autocorrelation function of the form, )(~)( tLkk EU  , as fok  
( 10  E ,where )(kL is a slowly varying function at large values of k ), this sequence is called a self-
similar process. 
The traffic of Flash P2P is mainly from video-on-demand which users play on web pages. In order to 
study the properties of the Internet traffic of Flash P2P, the campus network center at Nanjing University 
of Posts and Telecommunications (a telecom) is used as the main source for the collection of video traffic 
data. Experimental data is collected over the course of one week. The total collected traffic data is about 
10 TB. Then, we filter out FlashP2P traffic from the total traffic flow. In order to avoid the influence of 
network flow bursting, we count the traffic data in every 1 second, so the data extracted from the campus 
network center are all 5104u  FlashP2P packets and their time span is about 521 seconds, as shown in 
Figure 1. 
 
Fig.1. FlashP2P raw traffic data 
Self-similarity can be measured by the self-similarity parameter 2/1 E H . H varies in the range 
of ]1,5.0[ . Although the Hurst parameter can be estimated from the theory of stochastic processes, the 
method is difficult to implement. Therefore, wavelet analysis  is used to estimate the Hurst  values. The 
range of the spectrum on all series is then plotted in logarithmic axes. Then, using the method of least 
squares to fit it into a straight line, the slope E is 0.0752. According to E 12H , the resulting Hurst 
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value is 0.5376. H is clearly in the ]1,5.0[  interval, which is the flow of data with self-similarity. 
According to the definition of long-range dependence, a self-similar process can be described with a 
long correlation. Thus, to characterize long self-similar network traffic, a long-correlation model is 
required. To reduce the high complexity of the model and the algorithm, a multi-fractal prediction models 
is introduced to shorten the relevant traffic and reduce the algorithm complexity. 
This study makes use of the LMD algorithm, in which the network traffic sequence is divided into 
several   components. To ensure the long-related time series is converted to short-related, each PF 
component is assumed to be short-related. 
At first, a brief overview of LMD decomposition is presented. The LMD method is used to separate the 
data into the original, the pure FM(Frequency Modulation) signals, and the envelope signals. The pure FM 
and envelope signals can be obtained by multiplying the instantaneous frequency of the PF components. 
The process iterates until all the PF component separations are determined, and the original signal 
frequency distribution is obtained. More precisely, the original signal )(tx  can be expressed as: 
       ¦
 
 
k
p
kp tutPFtx
1
)()()( ,          (1) 
Theorem 1 pPF in eq.(1) is short-related, kp ,...,1 . 
Proof: Here is theoretical proof that the PF component is short related. Due to the network traffic's self-
similarity, assume that it is stationary, stPFp
,)(  Fourier transform is )(ZpPF and stPFp ,)(
autocorrelation function is )(WPFR . 
      ³ ZZSW ZWdeSR jXPF )(21)( ,         (2) 
Here, )(ZXS  is power spectral density. LMD is a local extreme point of the signal based on the first 
signal characteristic time-scale fluctuations in the smallest components, that is, the separated high-
frequency fluctuation component. With the residual signal, the local extreme point in the time span 
gradually increases with a smaller iteration in the isolated frequency fluctuation components until a 
monotonic function is obtained. 
According to the definition of LMD and its decomposition process, only easily adaptive filtering 
characteristics, i.e., PF components have different frequency components and bandwidths. Therefore, the 
decomposition can be regarded as an LMD bandpass filter with a set of adaptive characteristics and a 
cutoff frequency and bandwidth that vary for different decomposed signals. 
Thus, the power spectral density of each PF component )(tPFp  is assumed to be )(ZxS : 
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Namely, 
             SW
WDW iiPFR : sin)( ,           (4) 
Eq. (4) means )(WPFR  is clearly integrable, thus PF components are short-related after the self-similar 
network traffic data are decomposed by LMD.  We complete the proofƵ 
The raw traffic data )(tx  will produce four decompositions )(1 tPF , )(2 tPF , )(3 tPF  and )(tu after the 
LMD decomposition. Fig.2 shows the autocorrelation function of the flow rate data as well as the original 
FlashP2P )(1 tPF ǃ )(2 tPF and )(3 tPF components of the autocorrelation function. Fig.2 shows that the 
autocorrelation function of FlashP2P raw traffic data decays slowly to zero with increasing time delay of 
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hyperbolic decay over a long period, which indicates a long correlation. By contrast, the autocorrelation 
functions of  )(1 tPF ǃ )(2 tPF and )(3 tPF decay faster than that of the original flow. The time interval is 
in the range between 0 to 10,  which is the first time of decay to zero at any time lag. The time interval 
increases with the decay of monotonic exponential which indicates a short correlation. 
From the above analysis, the LMD can convert a long-term time series into a short-term time series. It 
also verifies that the various PF components obtained after LMD decomposition is short related. 
Therefore, LMD can be utilized to transform the original long-related model into one that is short-related 
for a network traffic prediction model. 
 
Fig. 2. PF component of the autocorrelation function of the original data comparison 
3. LMD and GARCH Prediction Algorithms 
The above analysis shows that LMD can transform a long-related time series to short-related. Thus, the 
question is how to develop a correlation model for short-related sequences.  
3.1. Prediction Algorithm 
The framework of our proposed algorithm for FlashP2P network traffic prediction is shown in Fig.3.  
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Fig. 3. FlashP2P network traffic prediction model algorithm 
The specific algorithm is implemented as followings:  
 Step1: Pre-processing the original traffic )(tS to obtain the traffic time series )(tx . 
First, in the time interval m ( m  is determined according to the predicted scale), the duration of the 
original data flow is evenly divided according to the time interval m  into ])/[( mt PP  intervals of 
time: ],[],...,,[],,[ 12110 PP tttttt  and is then summed up to obtain the traffic flow time series 
))(),...,(),(:)(( 21 txtxtxtx P within each time interval. 
Step2: Decompose )(tx into a number of PF components and the margin )(tu  by LMD. 
According to the LMD, the first component of the original and PF envelope signals by FM signals is 
obtained by multiplying the pure signal, i.e., ).()()( 111 tstatPF n  
The first component obtained from the original PF signal will produce a new signal )(1 tu . The cycle is 
repeated k times with the original data until )(tuk  becomes a monotonic function with the following 
formula: 
°°¯
°°®
­
 
 
 
 )()()(
...
)()()(
)()()(
1
212
11
tPFtutu
tPFtutu
tPFtxtu
kkk ,           (5) 
According to the preceding equation, )(tx can be decomposed into several PF components and the 
balance )(tu . 
Step3:  Use the GARCH model and the Akaike information criteria (AIC) to order GARCH (p, q). 
The AIC can be used to determine the order of the GARCH model[12]. The order is determined by 
using the maximum likelihood estimation function with an iterative technique for all unknown parameters. 
1299 Ji Yimu et al. /  Procedia Computer Science  55 ( 2015 )  1293 – 1301 
Step4:  Detect whether the residual is white noise using PF components and )(tu ; if not, the process 
proceeds to the next step; otherwise, the process turns to Step7.  
Step5:  Use AR-GARCH model predictions. 
The AR-GARCH model prediction formula is as follows: 
        tttt xxtfx H  ,...),,( 21 ,        (6) 
Step6: Use GARCH model predictions 
The GARCH model prediction formula is as follows: 
tttt xxtfx H  ,...),,( 21 ,        (7) 
Step7:  Obtain the final forecast traffic using the Predictive component sum 
According to AR-GARCH and GARCH model, the PF component and the remainder were iteratively 
forecast, and the predicted values of nFPFPFP ccc ,...,, 21  and )( ctu are summed up for the final value 
)(...)( 21 cccc c tuFPFPFPtx n . 
3.2. Performance Analysis of Algorithms 
The length of the FlashP2P network traffic sequence )(tx is N . The time complexity of the prediction 
process is as follows: in the LMD analysis, the local mean function )(1 tm n  and the envelope estimation 
function )(1 ta n  are used to calculate )(1 ts n  until )(1 ts n is a pure FM signal. After separating the 
components on the basis of the PF, the operation needs )( 2NO  times to the n-th iteration until )(tu  
becomes a monotonic function. The time complexity of LMD is therefore )( 2nNO . For GARCH-related 
models, only )(NO  operations are needed to estimate parameters. Although the time complexity of LMD 
decomposition is high, but the GARCH model is low. Therefore, from the perspective of the model, the 
overall time complexity of the algorithm is polynomial time complexity. 
4. FlashP2P Network Traffic Prediction 
In this section, simulation experiments using the  )(tx  as described in Section II are conducted through 
the LMD-GARCH algorithm to make predictions. The final predicted value )( ctx  is obtained when the 
predictive values of the PF component and the remainder )(tu  are summed. The prediction method in this 
paper employs the same data in forecasting using the EMD-ARMA [7] and WNN [8] model. To evaluate 
the results of the objective quantitative evaluation, this study also uses the root mean squared error 
(RMSE) and the relative root mean square error (RRMSE) as the evaluation criteria. A comparison of the 
two forecasting methods used to predict the RMSE and RRMSE values is shown in Table 1.  
A further quantitative analysis can be found in Table 1, which presents the first set of predictions. This 
proposed prediction method yielded RMSE and RRMSE values that are significantly lower than the 
traditional EMD-ARMA model. Given the second set of predictions, the prediction accuracy of the 
proposed method is higher than that of the WNN prediction algorithm. Accordingly, the comparative 
analysis of the LMD and GARCH prediction methods based on the FlashP2P network traffic prediction is 
valid. The prediction accuracy is higher than the traditional EMD-ARMA and WNN models. Therefore, 
the method in this study is more suitable for predicting FlashP2P network traffic.  
Table 1: Comparison of the predicted results of the prediction method, EMD-ARMA model and the WNN model 
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 LMD-GARCH 
Algorithm 
EMD-ARMA 
Model 
WNN Model 
RMSE(
610 ) 0.9973 2.9329 1.2211 
RRMSE 0.1009 0.3466 0.3185 
 
5. Conclusion 
To improve the quality of service and network performance of the FlashP2P video-on-demand, it is 
necessary to predict FlashP2P network traffic flow to control network video traffic.  Through the analysis 
of FlashP2P network traffic, a common network characteristic is revealed which is self-similarity. To cope 
with the high complexity of the model and the algorithm in flow prediction, a novel prediction algorithm 
is proposed to predict the traffic rate of Flash P2P video. This method is based on a combination of the 
LMD and the generalized GARCH. LMD is used to decompose the original long-related flow into the 
summation of the short-related flow. Therefore, long-related traffic becomes short-related traffic, which 
results in reducing the complexity of the algorithm. The results of the simulation show that the LMD 
decomposition after each PF component and margin has a short correlation. Then, GRACH is adopted to 
predict the short-related flow. 
The developed algorithm is tested on a university's campus network. The predicted results show that 
our proposed method can achieve higher accuracy than the comparison algorithms, EMD-ARMA and 
WNN. Our proposed approach has lower computational complexity, which enables the method to be 
performed quickly. To the best of our knowledge, this is the first algorithm to predict Flash P2P network 
traffic through converting a  long-related time series into a short-related one. In addition, the proposed 
prediction method used in this paper can be applied to predict other traffic, such as stream video traffic.  
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