The Lax-Wendroff theorem stipulates that a discretely conservative operator is necessary to accurately capture discontinuities. The discrete operator, however, need not be derived from the divergence form of the continuous equations. Indeed, conservation law equations that are split into linear combinations of the divergence and product rule form and then discretized using any diagonal-norm skew-symmetric summationby-parts (SBP) spatial operator, yield discrete operators that are conservative. Furthermore, split-form, discretely conservation operators can be derived for periodic or finite-domain SBP spatial operators of any order. Examples are presented of a fourth-order, SBP finite-difference operator with second-order boundary closures. Sixth-and eighth-order constructions are derived, and are supplied in an accompanying text file.
Introduction
Consider the incompressible Navier-Stokes equations. The nonlinear product in the convective terms can be manipulated using the chain rule into many forms: 1) conservative (a.k.a. divergence), ∂ ∂xj (u i u j ); 2) primitive, u j ∂ui ∂xj ; 3) skew-symmetric, 1 2 ∂ ∂xj (u i u j ) + 1 2 u j ∂ui ∂xj ; and 4) rotational, u j ( ∂ui ∂xj − ∂uj ∂xi ) − ∂ ∂xj ( 1 2 u i u j ); as well as others. Although they are equivalent for smooth flows at the continuous level, each form can exhibit profoundly different discrete conservation, accuracy, and nonlinear stability properties. Growing evidence suggests that certain splittings of nonlinear conservation laws (e.g. the momentum terms in the equations of incompressible or compressible flow), deliver enhanced discrete accuracy and robustness, and in special cases result in the preservation of a secondary discrete invariant of the equations. This makes the use of split forms an attractive alternative to conventional approaches based on discretizations of the divergence form of the equations. Evidence that supports this assertion is available in the following references [1, 2, 3, 4, 5, 6, 7, 8, 9, 10, 11, 12, 13, 14, 15, 16, 17] . Note that while some of these references focus entirely on the incompressible equations, others advocate elaborate splittings of the compressible equations (e.g. references [12, 14] ) to achieve desirable discrete properties.
It is well known that simulations of conservation law equations using nonconservative discrete operators could yield unphysical results, that are often indistinguishable from those that are physically correct to all but the most discriminating eye. This basic concept was rigorously established in the famous theorem of Lax and Wendroff [18] , which stipulates that the conservation law form (divergence form) of the governing equations must be discretized with a consistent, discretely conservative operator (denoted a telescoping operator), if the weak solution is to be recovered upon grid convergence. (See Hou and Le Floch [19] for an insightful discussion on thy nonconservative schemes converge to wrong solutions.)
It would appear at first glance that split-form discrete operators are not discretely conservative because they are not derived from the divergence form of the continuous equations. Thus, despite favorable properties of the split forms, it would appear that they are inappropriate for use in simulations that capture discontinuities (e.g. inviscid Burgers equation or supersonic and hypersonic fluid flows).
There is growing evidence, however, that some discrete split forms of conservation laws can be manipulated into an equivalent, consistent, and telescoping form, thus allowing the Lax-Wendroff theorem to be used to guarantee that convergent captured discontinuities are weak solutions of the governing equations. For example, Ducros et al. [9] demonstrated that the skew-symmetric form of the convective terms in the Euler equations are discretely telescoping (at least for periodic fourth-and sixth-order centered operators), while Jameson [20] used the canonical form of the Burgers equation and developed discretely telescoping second order operators that are capable of capturing shocks. Recently Pirozzoli [15, 16] showed that all periodic centered finite-difference operators can be expressed in a telescoping form (even on curvilinear grids) if an appropriate splitting of the equations is used.
Several open issues must be resolved before high-fidelity simulations based on discretizations of alternative split forms of the equations become routine. One critical requirement is the need for high-order boundary closures and boundary conditions that maintain the desirable properties of the interior operators. Another is the need for a systematic methodology to extend alternative split-form single-domain operators to multiple domains, thereby extending the generality of any alternative approach.
The principle contribution of this work is a proof that demonstrates that any linear combination of the divergence and product-rule forms of nonlinear conservation laws, if discretized using any diagonal norm, summation-by-parts (SBP) operator, can be cast as a telescoping operator consistent with the divergence form of the conservation law. As such, any of these combinations is suitable for simulation of the conservation law, even in the presence of shocks. Three sets of telescoping, alternative split-form finite-difference operators are developed herein to illustrate these points: (2-4-2) , (3-6-3) and (4-8-4) . 3 The shock capturing capability of the (2-4-2) split-form operator is tested using a one-dimensional shock tube problem, and is shown to yield shock locations equivalent to those obtained using conventional approaches. 4 A final contribution of this work is the recognition that all single-domain alternative operators satisfy all of the necessary conditions for extension to general, multiblock discretizations, provided that interface coupling terms that maintain stability, accuracy, and conservation are used [23] .
Several disclaimers are in order before proceeding. Appropriately splitting the conservation law form of the continuous equations allows for a rich set of novel discrete operators, all of which are shown herein to be discretely conservative. Split form equations derived using thermodynamic relations (e.g. pressure or entropy rather than energy) are outside the scope of this work. Furthermore, we do not suggest that the symmetrized canonical form of the Euler equation can be achieved using linear combinations of the divergence and product-rule forms of the Euler equations. No such transformation (to the best of our knowledge) exists. Finally, this work focuses on nondissipative SBP operators applied to split forms of conservation law equations. Clearly, if capturing shocks is the objective, then dissipation operators are needed that compliment the nondissipative split form operators. Rudimentary artificial viscosity methods are employed in this work to illustrate behavior of different split convective forms. A companion paper introduces a method that addresses shock-capturing and entropy stability of high order SBP finite difference operators.
The layout of the paper is as follows. Section 2 defines conventional SBP operators using matrix nomenclature, and then introduces several new lemmas that describe the structural properties of SBP operators.
The section concludes with a variant of the original Lax-Wendroff theorem that is based on finite-domain SBP operators. Examples of a complete fourth-order operator are presented in section 3, followed by a theorem that proves that all split-forms of conservations laws are discretely telescoping when SBP operators are used as discretization operators. Section 4 discusses how alternative operators can be extended to complex geometries. In section 5, several split-form operators are applied to the viscous Burgers equation. Numerical validation of accuracy of an alternative form is given in section 6, with the use of both single and multiple domains. For brevity, (3-6-3) and (4-8-4) operators are presented in an accompanying text file.
Summation-by-parts Operators
Consider a system of conservation laws of the form
The (p-2p-p) nomenclature denotes that boundary-interior-boundary stencils are p-, 2p-, p-order accurate, respectively. The resulting operators are (p+1)-order accurate for hyperbolic equations (Euler) and incompletely parabolic equations (Navier-Stokes) and (p+2)-order accurate for parabolic equations (viscous Burgers) [21, 22] . 4 Dissipation is applied using an artificial viscosity method for both approaches.
where q = q(x, t) is the continuous solution vector, f = f (q) is a nonlinear flux vector, and the initial data q 0 (x) is a bounded piecewise continuous function in L 2 .
Matrix Properties of Summation-By-Parts Operators
Discretize the physical domain by using N equidistant points that are distributed over the interval [0, 1] as
and define a general class of SBP derivative operators D sbp that satisfy the following matrix properties:
where p (1,1) · · · p (N,N ) are the elements of the diagonal matrix P and ζ is an arbitrary vector. Without loss of generality, assume that Q is a banded matrix of half-bandwidth r. Because the SBP operators defined in eq. 2.2 utilize a diagonal norm P they are a subset of the more general block-norm SBP form (see ref. [23] or ref. [24] ).
All SBP derivative operators discretely mimic the continuous integration-by-parts property. Given a smooth test function ψ = (ψ(x 1 ), ψ(x 2 ), · · · , ψ(x N )) T the following manipulation follows immediately from the matrix definitions given in eq. (2.2).
The P-norm provides the discrete quadrature weights of the integration. Note that the action of the differentiation operator D sbp is smoothly transferred over to the test function ψ without modification.
Substructure of the Q Matrix
The (Appendix A) proves that the row sums of all Q matrices are zero, and the column sums are zero except for the first and last, i.e.
The Q matrices also have a telescoping structural consistency property (not reported previously, to our knowledge). The following lemma is used herein to prove flux consistency of the α-split form of the equations. Lemma 2.1.
is satisfied for 1 ≤ i ≤ N , and q (i,j) is matrix element (i, j) in the Q matrix. The nomenclature r(i) here denotes the matrix half-bandwidth to emphasize that the upper dimension of the matrix is never exceeded,
Proof. Induction is used to show that eq. (2.5) is always satisfied for SBP operators. Recall that the sum of each row in Q is identically zero, and that the first element satisfies q (1,1) = −1/2. Thus, the sum of the off-diagonal terms in the first row of Q satisfies 1 2 = r(1) l=1 q (1,1+l) , which proves that (2.5) holds for i = 1. Next, by traversing the matrix diagonal assume that eq. (2.5) is satisfied up to row i: i.e.
. Now express the double sum for row i + 1 in terms of the ith double sum as
Because the sum of each row in Q is identically zero and Q is skew-symmetric, the desired result follows
Thus, eq. (2.5) is valid for 1 ≤ i ≤ N . 
Similarly, row i + 1 is 1 2 = CC + DD, which follows immediately because BB = CC by consistency and skew-symmetry of Q. 
An Elemental Decomposition of Q
An elemental decomposition exists for all Q matrices used in SBP operators. This decomposition is new (at least to our knowledge) and is instrumental in proving several theorems presented in the paper.
whereε i,i+l is an (l + 1 × l + 1) difference matrix. The precise locations of the four nonzero elements of ε i,i+l
Note that theε i,i+l sub-matrix is positioned on the diagonal of ε i,i+l . 5 Lemma 2.2. All Q matrices defined in eq. (2.2) support the following decomposition:
where q i,i+l are the off-diagonal elements of Q.
Proof. Consider the expansionQ
beginning first with the off-diagonal terms. The double sum
of elemental matrices used in eq. (2.8), visits all sup-diagonal terms exactly once. Scaling each elemental contribution in the sum by q i,i+l simultaneously populates the sup-and sub-diagonal elements ofQ with precisely the off-diagonal values of the matrix Q.
Moving next to the diagonal terms, note that each matrixε i,i+l has two nonzero terms on the main diagonal, that are deposited on the main diagonal ofQ. Summing all the diagonal contributions on each row ofQ yieldsq
Thus, the diagonal componentq i,i is the sum of all the off-diagonal terms in the corresponding row of Q. The sum of each row of Q is identically zero (See Appendix B1 for a proof of this statement), and the diagonal terms of Q satisfy the expression diag(Q) = [−1/2, 0, · · · , 0, 1/2], which leads immediately to the the desired
We state without proof the following lemma Lemma 2.3. The transpose of all Q matrices defined in eq. (2.2) supports the following decomposition:
Combining eq. (2.7) and lemma (2.3), and defining a new elemental operator δ i,i+l as
yields the following relationship between elemental operators
Note that the (N × N ) elemental difference matrices δ i,i+l , 1 ≤ i < N − 1, 1 ≤ l ≤ r(i) have two nonzero elements located,
and that elemental sub-matrices satisfy a relation similar to eq. (2.10), i.e.
Complementary Grids
All SBP operators approximating f (q) x can be implemented using a combination of two discrete matrix operators. The first is an interpolation step whereby flux data f (q) is transferred to an intermediate location between each grid point. The second operator differentiates the fluxes back onto the original grid. As such, the two complementary sets of grid points (or meshes) are defined on the finite interval 0 ≤ x ≤ 1, differ in dimension by one and are expressed by using the vectors
T with x 1 =x 0 = 0 and x N =x N = 1. The points x are referred to as the "solution points," while the points
x are referred to as the "flux points." (The overbar nomenclature is reserved herein for those quantities that are defined at the flux pointsx.) The two point sets x andx are interdigitated (except at boundaries, where they are collocated) and reflects the usual convention of introducing a flux point intermediate between two solution points. Further details on the definitions of the dual grids, as well as implementation details can be found elsewhere [25] .
Telescoping Derivative Operators
Define the rectangular (N × N + 1) difference matrix Δ (and for later use the related matrixΔ)
Definition 2.1. A telescoping derivative operator is any finite-domain operator D that can be expressed as
where the flux vectorf = If is constructed onx using an appropriate interpolation operator I. Furthermore, demand that the telescoping operator satisfies the endpoint flux consistency conditions
The matrix P −1 accounts for the appropriate grid spacings throughout the domain. The term telescoping reflects the fact that the Δ operator telescopes the flux from boundary to boundary.
Finally, define the boundary matrix Δ −Δ =B, whereB has two nonzero terms
and accounts for the two terms that are telescoped out to the boundaries. Note that the matrixΔ can be thought of as being the negative of a difference matrix acting on a test function ψ, i.e.
Telescoping SBP Operators
The following lemma proves that all SBP derivative operators D sbp can be expressed in a telescoping form.
We reiterate that bound r(i) is the local half-bandwidth, and satisfies the relation i + r(i) ≤ N .
Lemma 2.4. All differentiation matrices that satisfy the SBP convention given in eq. (2.2) are telescoping operators in the norm P.
Proof. Expand Q T into its elemental components as given in lemma (2.3). Using the elemental interpolants defined in eq. (2.17) straightforward matrix multiplication yields the following result
Thus, it is clear that Q T can be represented in telescoping form.
Next, note that Q and Q T are related by the expression Q = B − Q T (see eq. (2.2)). The boundary matrix B can also be represented in telescoping form as follows. LetB be an (N + 1 × N ) boundary matrix defined as B = ΔB, withB defined asB 
Remark: The interpolation matrix I appearing in definition (2.1) is precisely
. Generalized SBP Operators
Equation (2.3) demonstrates that SBP operators defined in eq. (2.2) mimic the integration-by-parts property. Telescoping operators also mimic the integration-by-parts but in a different way.
Given any smooth test function ψ = (ψ(x 1 ), ψ(x 2 ), · · · , ψ(x N )) T and definitions provided in eqs. (2.13) and (2.16 ), integrate f (q) x against ψ using the P-norm as quadrature weights to yield the following expression
Note that the action of the telescoping differentiation operator D is smoothly transferred over to the test function ψ, but in so doing drops in order down to first. Equation (2.21) provides a weaker definition of telescoping conservation than the one given in the original definition of SBP operators (see eq. (2.3)).
The Lax-Wendroff Theorem
Although smooth solutions to eq. (2.1) do exist, no smoothness can be guaranteed due to the nonlinearity of f (q). Thus, we seek a weak solution to eq. (2.1) such that the integral relation
is satisfied for all smooth test functions ψ(x, t). (Note that only the spatial derivative is manipulated in this derivation.) The original Lax-Wendroff theorem is proven for the fully discrete equations on an infinite domain. Herein we present a semi-discrete proof on a finite-domain.
Choose a vector-valued functionf (q) that is both a function of 2r compactly supported vector arguments and related to the flux f (q) with the sole requirement thatf (q, · · · , q) = f (q). With these definitions, the Lax-Wendroff theorem [18] is as follows:
Theorem 2.5. Semi-discretize eq. (2.1) using a telescoping operator defined in eq. (2.1)to yield
where g 1 and g N contain boundary data that is imposed weakly in a stable and consistent fashion. If the discrete solution q converges boundedly almost everywhere toq, thenq is a weak solution to the continuous equation.
Proof. Multiply eq. (2.23) from the left by the integration quadrature weights P and by the smooth test
T , then use eq. (2.15) to move the action of the flux derivative over to the test function:
Because the penalties g 1 and g N go to zero as the mesh is refined, Equation (2.24) approaches eq. (2.22) in the limit as dx → 0, which is the desired result.
Split-Operator Consistency Requirements for Lax-Wendroff
Consider the flux f that is defined in eq. (2.1), which satisfies the property f (q) = v(q)w(q). The general split flux which is composed of a linear combination of the divergence and the product-rule components, can be written as
Note that while v(q) or w(q) could contain multiple terms (e.g. v(q) = ρU i ), the splitting is still binary.
A triple splitting (e.g. f (q) = u(q)v(q)w(q)) as was proposed by Kennedy and Gruber [13] is outside the scope of this work. Discretizing eq. (2.25) with an SBP spatial operator results in the following semidiscrete equation: theorem is to be used to guarantee convergence to the weak solution of the continuous equations, then the following conditions must be met:
where f is the conservation law flux that satisfies the jump conditions (e.g. Rankine-Hugoniot relations) S[u]
represent the left and right side of a discontinuity located at x d , respectively.)
A Discretely Conservative, Finite-Domain, Split Form

A Fourth-Order Example
Consider the SBP differentiation operator D 2-4-2 written in the form The skew-symmetric matrix Q follows immediately from P D.
We begin by demonstrating that the fourth-order finite-domain split-form operator is discretely telescoping for any value of the parameter α. The discrete split operator that is defined in eq. 2.26 can be written in telescoping form by using a linear combination of the divergence and product-rule fluxes as
The divergence form flux follows immediately and is given bȳ
while the product-rule flux is
We also have constructed operators for 2p = 6 and 2p = 8 with boundary closure blocks of dimension s = 7 and s = 9, respectively. The interior flux forms for the sixth-and eight-order schemes are presented in Appendix C. The full flux form operators are available in an accompanying text file for brevity of this document and ease of implementation.
All Diagonal-Norm SBP Operators
The previous fourth-order finite-domain example (as well as the sixth-and eighth-order examples, which are given in Appendix C) suggests that conventional SBP operators lead to telescoping finite-domain splitform operators. This brings us to the two central theorems of this work. 
for any diagonal-norm SBP operator that can be expressed in the form of eq. (2.2) and for any value of the parameter α.
Proof. The term P −1 QW v is already discretely telescoping as shown in lemma (2.4) . Thus the split spatial operator is discretely telescoping for any value of the parameter α if
for any general banded matrix Q of halfwidth r.
Begin by multiplying V P −1 Qw + W P −1 Qv from the left by the diagonal matrix P to eliminate P −1 from the expression. Manipulate the resulting expression using 1 2 Q = 1 2 B − Q T followed by the substitution of eq. (2.11), to yield
The task now is to express each term in the double sum as the product of the telescoping operator Δ and a flux. It is easy to verify that the double sum term, for all values of i and l is
is the product rule flux. Note that (l − 1) zeros separate the positive and negative flux values. Define the vector 1 i,l as
, (a vector of ones of length l) begins at the (i + 1) location in 1 i,l . A very simple manipulation reveals,
Accounting for all values of the parameters i and l, and multiplying through by P −1 yields the desired result
Conversely, each fluxf i receives contributions to from all its neighbors in the interval [i − l, i].
Theorem 3.2. The local fluxesf i that result from the discrete split-form operator 
where the additional k l=1 in eq. (3.9) accounts for the contributions to each flux from
It is shown in lemma (2.5) that the double sum in eq. (3.9) satisfies the relation 1 2 = r(i) k=1 k l=1 q (i+l−k,i+l) , which leads immediately to the desired resultf i = wv , ∀ i.
The two previous theorems are summarized as follows. The term αP −1 QW v+(1−α) V P −1 Qw + W P −1 Qv can be expressed in terms of a telescoping conservative flux (in the P-norm), has a compact support of halfwidth r, and is consistent with the original conservative flux in the conservation law given by eq. (2.1).
All of the sufficient conditions of the Lax-Wendroff theorem are met, so converged solutions using the above split operators are weak solutions to the conservation law.
A Multidomain Approach for Alternative Operators
While great flexibility is afforded by the potential use of alternative forms of the equations (e.g., skewsymmetric or other splittings), a systematic approach is needed to extend alternative uniform-grid single-domain, tensor-product operators to complex geometries. A simple approach is to adopt a general multidomain finite-difference discretization that incorporates a generalized curvilinear mesh in each domain.
Multidomain Operators
A major obstacle in the application of high-order methods to realistic problems is the development of a suitable grid around complex geometric features or in regions of strong gradients. (Constraining the grid to design-order smoothness severely complicates grid generation.) Multidomain techniques greatly simplify the grid generation process for complex configurations by breaking the geometry into the union of piecewise smooth quadrilateral (hexahedral) domains in two (three) dimensions.
Conventional high-order SBP finite-difference techniques naturally extend to multidomain discretizations [23, 26, 27, 28] . Each domain is discretized with a stable tensor-product formulation and then connected to its adjoining neighbors using interface conditions that maintain the stability, accuracy, and conservation of the interior operators. Penalty type interface treatments, which are closely related to those that are used in discontinuous Galerkin and internal penalty finite-element approaches, are most frequently used to join the domains. Domain interfaces need only be C 0 smooth to maintain the stability, conservation and design accuracy of the single-domain operators.
Existing derivations for multidomain high-order finite-difference schemes primarily focus on the diver- 
Curvilinear Coordinates
Generalized curvilinear coordinate formulations are commonly used in high-order formulations to facilitate the use of nonuniform grid distributions or the definition of "complex" geometries. The likelihood exists that the desirable attributes of a Cartesian grid, alternative formulation will not survive the curvilinear mappings between the physical (x, y, z) and the computational (ξ, η, ζ) space. However, the curvilinear alternative formulation can inherit the desirable Cartesian grid properties. For example, Pirozzoli [16] recently demonstrated that pseudo-kinetic energy can be preserved on curvilinear grids that use an alternative (skew-symmetric) formulation, (i.e., one motivated by formulations that preserve kinetic energy on a Cartesian grid).
Examples using Burgers equation
The conservation law form of the viscous Burgers equation is
where represents the diffusion coefficient. Unlike the Navier-Stokes (or Euler) equations, the viscous A comparison is made between the fully conservation form and the split-form developed herein. While in principle any value of α is admissible, only one α yields the energy estimate. This value of α is used in the next section to evaluate advantages, if any, that are gained from using the discrete formulation that satisfies the energy estimate.
The remainder of this section is devoted to developing numerical boundary and interface conditions for the viscous Burgers equation.
Energy Analysis of the Continuous Problem
The properties and behavior of the inviscid portion of eq. (5.1) are covered in an energy analysis that is presented by Jameson [20] ; we reproduce and supplement the essential results here for completeness. The energy that is given in Burgers equation can be analyzed directly without a linearization. If we assume a smooth solution, then we can split the conservation form (eq. (5.1)) by the parameter α to obtain
This equation is multiplied by u and integrated over the interval [0, L] to obtain the energy
Equation 5.3 clearly shows that for α = 2/3 the integral term disappears and the energy is dependent on the boundary data and the viscous dissipation. This is referred to as the canonical splitting or "skew-symmetric form" of the Burgers equation [20, 29] . For the viscous problem ( > 0), note that any shock that develops is resolvable at the continuous level and that the energy analysis remains valid. The energy stability of the boundary data is evaluated first by substituting α = 2/3 into eq. (5.3) and then by analyzing each boundary individually. The left boundary term (scaled by 2 for convenience) is
Completing the squares in eq. 5.4 leads to boundary terms that can be written as
We define
as a sensor for the hyperbolic part of the equation;ã 0 andã 1 in the boundary conditions of eq. (5.1) serve as switches to eliminate the hyperbolic part of the boundary condition if waves are not propagating toward the interior of the domain from the boundaries. If we use the definition above, the left boundary term is
We now substitute the left boundary condition from eq. (5.1) for u x (0, t) in eq. (5.7) to obtain
The condition a 0 > 0 in eq. (5.1) producesã 0 = a, and we find that
If u(0, t) = a[u(0, t)] = 0, then BT 0 = 0, and the energy of the continuous equation is bounded from above by the boundary data. If a < 0, thenã 0 = 0, which yields the condition
Again, the energy is bounded from above by the boundary data. The right boundary term (again scaled by 2) is a[u(L, t) ]. The same procedure is followed to show that the energy on the right boundary is bounded. We find that
The energy of the continuous equation is bounded by the energy imposed through the boundary terms.
Energy Analysis of the Semidiscrete Problem: Single Domain
The canonical splitting can be used to construct a semidiscrete operator that satisfies the semidiscrete analog to eq. (5.3). Using the finite-difference operators D and D 2 that satisfy the SBP condition on the finite domain, we discretize the skew-symmetric form (α = 2/3) of eq. (5.2) as
The proper values of σ 0 and σ 1 are determined in the following energy analysis. Both forms of D 2 in eq. (D.1) (see appendix Appendix D) satisfy the energy analysis, but we use the narrow stencil here for illustrative purposes. The simultaneous approximation term (SAT) penalty method [30] is used in eq. (5.13) to satisfy the mixed boundary conditions with specified boundary data. For the finite domain, a diagonal norm P is chosen to ensure that matrix multiplication of the norm and the nonlinear coefficient matrix commutes. This choice reduces the overall accuracy for hyperbolic problems to (p + 1), where 2p is the internal accuracy and p is the accuracy at the boundary. For parabolic problems, the narrow-stencil second derivative operator D 2 = P −1 (R + BS) constructed with the diagonal norm, provides a global (p + 2) order of accuracy [31] .
Premultiplying eq. (5.13) by u T P and using eq. (2.2) yields the discrete energy
Adding eq. (5.14) to its transpose yields
Simplifying with eq. (2.2) yields
Above, R is negative semidefinite and ensures that the energy only decays. The viscous boundary terms cancel for σ 0 = −1 and σ 1 = 1, which leaves
For the discrete equation to mimic the continuous equation, the discrete energy must be bounded from above by the imposed boundary data. For the left boundary when a(u 1 ) ≥ 0 and using completing the squares,
The result in eq. 5.18 is equivalent to continuous result found in eq. (5.9).
Completing the squares at the left boundary if a(u 1 ) < 0 yields
Again, note the similarity between eq. 5.19 and the continuous result given in eq. (5.10). The right boundary also mimics the continuous case. Note that the same penalty is used for the inviscid and the viscous Burgers equations.
Energy Analysis of the Semidiscrete Problem: Multidomain
Often multiple semidiscrete domains can be used advantageously to discretize a conservation law. Interface penalties are derived such that the semidiscrete energy is unaffected by the exchange of information between two domains. For a two domain problem on the interval x ∈ [−1, 1] divided at x = b, we use the discretization
1 , x
2 , . . . , x
N2 , x
where N 1 and N 2 are the number of uniform cells in each of the two domains. The solution on each domain is denoted by u (1) and u (2) , respectively. Operators that are defined on each domain are denoted similarly.
The semidiscrete Burgers equation for the multidomain problem is
where the boundary condition penalties have been dropped for clarity of the interface treatment. The energy is calculated by premultiplying the two equations by u (1) T P (1) and u (2) T P (2) , respectively. The equations are then added to their transpose as
The terms that are related to the boundary data have been removed. We seek inviscid terms that do not contribute to the energy and viscous terms that are guaranteed to be stable and also satisfy the weak form.
The derivation of the viscous terms is given in Carpenter, Nordström, and Gottlieb [24] . The conservation requirement is
l 00 = r 00 , r 01 = l 01 + 1.
The formal order of accuracy of the penalty terms must be the same as the order of the boundary finitedifference approximations. This requires that the value of k 01 be a function of u. We choose an equal weighting of the values on either side of the interface:
The following coefficients satisfy the sufficient conditions for stability of the viscous penalty:
where α (1) and α (2) are "borrowed" from u [24] . In this form, the interface will only dissipate energy for viscous problems. For inviscid problems, the energy is dependent only on the initial and boundary conditions.
Numerical Tests
The new discrete operators are implemented first for the Burgers equation in a one-dimensional finitedifference solver with a uniform grid. Integration in time is conducted with a five-step, fourth-order Runge-Kutta scheme [32] . The step size in time is chosen such that the temporal error is negligible in comparison with the spatial error. Three problems are evaluated. For the first problem, the accuracy of the three operator sets that are developed herein is tested by using the skew-symmetric (α = 2/3) and the conservation (α = 1)
forms of the viscous Burgers equation. The second problem tests the accuracy of the multidomain interface closures that are developed based on the new operator sets. The final problem is derived from the Euler equations of gas dynamics, whereby it is established that split forms of the Euler equations predict the correct shock locations.
Accuracy Validation
The viscous Burgers equation is used to test the accuracy of the new operator when it is applied to the nonlinear equation. The test problem is defined as Figure 1 shows the numerical solution for N = 64 at different times. All simulations use the narrow-stencil viscous operator. The expected order of accuracy is p + 2, where p is the boundary accuracy. This design order is achieved for both the skew-symmetric and conservation forms for the (2-4-2) operator. However, the (3-6-3) and (4-8-4) operators exhibit greater accuracy than design order convergence. The (2-4-2) operator does not deviate from design order because the maximum order that can be achieved is equivalent to the design order. This is not the case for the (3-6-3) and (4-8-4) operators. For these operators, the accuracy is at least design order for well resolved solutions. For the (2-4-2) operator, the conservation form is slightly more accurate than the canonical split-form. For the (3-6-3) and (4-8-4) operators, the canonical split-form is more accurate.
Multidomain Validation
The test problem that is used to test the interfaces is described by the exact solution v(x, t) = 1 − tanh Tables 5 through 7 demonstrate that the interface has a negligible effect on the accuracy for this wellresolved test case. In addition, the treatment has been verified to be design order accurate, even when a discontinuous grid resolution is used across the subdomains. 
Lax's Shock Tube Problem
To demonstrate that the shock location is independent of the splitting parameter, a test was also conducted on Lax's shock tube problem for the compressible Euler equations. The details are provided below.
The nondissipative divergence form is compared to the splitting of Honein and Moin [12] , and it is demonstrated that the shock location is not altered by the splitting. To capture the shock, artificial dissipation was added in the form of artificial viscosity, applied in a manner consistent with the Lax Wendroff theorem.
The differential form of the one-dimensional Euler equations is
where the conserved variables, q = (ρ, ρv, ρE) T are mass, momentum, and energy. The conservative flux is f = (ρv, ρvv + p, ρvE + pv) T . The viscous regularization that will be employed for these equations has the form
where μ and κ represent the dynamic viscosity and thermal conductivity, respectively.
The non-dissipative divergence form is calculated using, This form has been shown to exhibit better stability properties for underresolved flows. From the work herein, it should be immediately clear that this form can be transformed term-by-term into a telescopic flux form as long as D is a SBP operator with a diagonal norm.
An artificial viscosity method, based on the form of the regularization in eq. 6.4, is used to capture shocks. That is, the semi-discrete form being solved is
where g b contains boundary penalties. The artificial viscosity takes the form,
where D 2 (ϑ) is a variable-coefficient, narrow-stencil viscous derivative operator as defined by Mattssön [33] , This is a critical part of this construction. If the chain rule was applied to the artificial viscosity terms, then
Lax Wendroff would not immediately be satisfied regardless of what form is used for the convective terms.
The artificial viscosity μ c is calculated based on a shock sensor [34] , It is noted that this formula was constructed merely to show the shock properties of the different convective operators. For more intelligent artificial viscosity methods, see Refs. [35, 36, 37] .
The above methodology was tested on Lax's shock tube problem. The initial conditions are described by convective terms. This result fully supports our proof. 7
Conclusion
A class of split-form finite-difference operators are developed that satisfy the sufficient conditions of the Lax-Wendroff theorem. These operators are applicable to the conservation or divergence form of the conservation law, but facilitate operator splitting at the discrete level to improve accuracy or robustness, depending on the conservation law. The method for constructing a discretely telescoping split operator is illustrated for the (2-4-2) operator with a general splitting parameter. Higher order operators were also derived and are supplied in an accompanying text file. We also developed discretely telescoping operators for linear viscous terms.
The specific operators that are derived herein were tested on the conservation and canonical split forms of Burgers equation. Energy stability of the discrete form was proven, including boundary and interface closures. The split and conservation forms yield very similar results for Burgers equation. The solutions converged at least at the design order of accuracy in all cases, even when multiple domains were used with discontinuous grid resolutions across interfaces. The interface treatment that was tested herein have a negligible effect on the accuracy of the solution.
The new split-form operators are also tested on the Euler equations. It is demonstrated that the split form of Honein and Moin [12] can be cast into a telescoping flux form and that the shock location does not change for SBP discretizations of this alternative form. 7 The split form operator adds significant additional cost, but greatly increases the flexibility of the method.
