Abstract. We investigate criteria for von-Neumann finiteness and reversibility in some classes of non-associative algebras. We show that all finite-dimensional alternative algebras, as well as all algebras obtained from the real numbers via the standard Cayley-Dickson doubling process, are von-Neumann finite. Precise criteria for von-Neumann finiteness and reversibility of involutive algebras are given, in terms of isomorphism types of their 3-dimensional subalgebras.
Introduction
A unital ring A is called von-Neumann finite (or Dedekind finite, or weakly 1-finite, or affine finite, or directly finite, or inverse symmetric) if every one-sided inverse in A also is two-sided, in other words, if for all a, b ∈ A satisfying ab = 1, the relation ba = 1 also holds. Many different classes of associative rings have been shown to be von-Neumann finite, for instance noetherian, self-injective and PI-rings [7] . Also group rings over fields of characteristic zero [5, 10, 12] , or, more generally, endomorphism rings of permutation modules [8, 9] , have been shown to be vonNeumann finite. Von-Neumann finiteness for group rings of positive characteristic has, however, remained an open problem (for partial results, see [2] and [4] ). Of course, not all associative unital rings are von-Neumann finite, for instance if V is a vector space, then it is easy to see that End(V ) is von-Neumann finite if and only if V is finite dimensional.
Following Cohn [3] , we say that A is reversible if for all a, b ∈ A satisfying ab = 0, the relation ba = 0 also holds. It is easy to see that the class of associative reversible rings is properly contained in the class of associative von-Neumann finite rings. Indeed, suppose that A is an associative reversible ring and ab = 1 for some a, b ∈ A. Then, since (ba − 1)b = 0, we get that b(ba − 1) = 0 that is b 2 a = b which implies that ba = abba = ab = 1. Moreover, if V is a vector space satisfying 1 < dim(V ) < ∞, then End(V ) is von-Neumann finite but not reversible.
In this article, we consider von-Neumann finiteness and reversibility for some classes of unital rings which are not associative. It seems to the authors that this line of investigation has not previously been considered.
Let F be a field. By an F -algebra is meant a vector space A over F endowed with a bilinar multiplication map A × A → A, (a, b) → ab. An F -algebra A is said to be unital if it possesses an element 1 = 1 A such that 1a = a1 = a for all a ∈ A. In this article, we will consider the problems of von-Neumann finiteness and reversibility for the classes of non-associative algebras defined below. Definition 1.1. An F -algebra A is said to be (a) alternative if it satisfies the identities a 2 b = a(ab) and ab 2 = (ab)b for all a, b ∈ A. This is equivalent to the condition that every subalgebra of A generated by at most two elements is associative [14, Theorem 3.1] . (b) flexible if it satisfies the identity a(ba) = (ab)a for all a, b ∈ A. (c) quadratic if it is unital and the elements 1, a, a 2 are linearly dependent for all a ∈ A. (d) involutive it is unital and there exists an anti-automorphism σ of A such that σ 2 = I A and a + σ(a) ∈ F 1 and aσ(a) ∈ F 1 for all a ∈ A. We will use the notation σ(a) =ā for the involution in A. For any a ∈ A, the scalars tr(a) = a +ā and n(a) = aā are called the trace and the norm of A, respectively.
From here on, all algebras will be assumed to be unital (but not necessarily associative). Throughout, F denotes a field, and A an F -algebra.
To every quadratic form q : V → F on a vector space V over F is associated a biliner form x, y = x, y q = q(x+y)−q(x)−q(y). The radical of q is the subspace V ⊥ = {x ∈ V | x, V q = 0} of V . The form q is said to be non-degenerate if either V ⊥ = 0 or dim(V ⊥ ) = 1 and q(V ⊥ ) = 0 (the latter case occurs only for char F = 2). Further, q is anisotropic if q(x) = 0 for all non-zero x ∈ V , and isotropic otherwise.
A Hurwitz algebra is an algebra A possessing a non-degenerate quadratic form n : A → F satisfying n(ab) = n(a)n(b) for all a, b ∈ A. The form n is uniquely determined by the algebra structure of A, and every non-zero algebra morphism between Hurwitz algebras is orthogonal. A Hurwitz algebra A has zero-divisors if and only if its quadratic form n is isotropic. If this is the case, A is said to be split. Over any ground field, there are precisely three isomorphism classes of split Hurwitz algebra, one each in dimension 2, 4 and 8, consequtively embedded into each other. The 4-dimensional split Hurwitz F -algebra is the 2 × 2 matrix algebra over F . A Hurwitz algebra is commutative if and only if its dimension is at most 2, and associative if and only if its dimension is at most 4. All Hurwitz algebras are alternative. For further details, we refer to [6, Chapter VIII].
We denote by H = F 2×2 the 4-dimensional split Hurwitz algebra over F , and by U ⊂ H the 3-dimensional subalgebra of upper triangular matrices.
An infinite series of real algebras A i , i 0 are defined as follows. Set A 0 = R, andā = a for all a ∈ R. Next, A i+1 = A i ⊕ A i with multiplication (a, b)(c, d) = (ac − db,ād + cb), and (a, b) = (ā, −b). The algebras A i are sometimes referred to as the algebras obtained from R by the standard Cayley-Dickson doubling process. They are flexible [13] and involutive for all i 0, and alternative (indeed Hurwitz algebras) for i 3 [6, 33.16 ].
The present article is organised as follows. In Section 2, we summarise our main results. Section 3 contains some general background information and lemmata, and Section 4 the proofs of the main results. Finally, in Section 5 we give some examples illuminating different aspects of the theory.
A note on conventions: we use words as non-commutative and non-associative in the strict sense: a non-commutative algebra is one that does not satisfy the commutative law, etc.
Summary of our results
Here, we summarise the main results of our paper. Note that all Hurwitz algebras are von-Neumann finite, by Theorem 2.1(a). In relation to Theorem 2.2(a), note that every algebra without zero divisors is reversible. We also point out that Theorem 2.2(b) in particular applies to every flexible quadratic F -algebra with anisotropic norm. Theorem 2.3 (Propositions 4.8 and 4.9). Let A be an involutive algebra, and char F = 2.
(a) The algebra A is von-Neumann finite if and only if every 3-dimensional subalgebra of A is either commutative or associative. (b) The algebra A is reversible if and only if every 3-dimensional subalgebra of A is commutative.
In addition, our proof of Theorem 2.3(a) shows that every non-commutative associative involutive algebras of dimension three over F is isomorphic to the algebra U .
Preliminaries
In this section, we recapitulate basic facts about involutive and quadratic algebras, and state some general results that will be used later.
First, observe that the classes von-Neumann finite respectively reversible algebras are closed under taking subalgebras: if A is von-Neumann finite (respectively, reversible) and B is a subalgebra of A, then B is also von-Neumann finite (reversible). Since matrix algebras are von-Neumann finite, and every finite-dimensional associative algebra can be embedded in a matrix algebra, we have the following (well known) result.
Lemma 3.1. Every finite-dimensional associative F -algebra is von-Neumann finite.
We now turn our attention to involutive and quadratic algebras. Note that in an involutive algebra, the identity n(a) = aā =āa holds: as tr(a) ∈ F it follows that tr(a)a = a tr(a), and thus
The equation (1) also implies that a 2 − tr(a)a + n(a) = 0 so, in particular, every involutive algebra is quadratic.
In the paper [11] , Osborn developed the the fundamentals of a theory for quadratic algebras over fields of characteristic different from 2. For such an algebra A, set
Then A decomposes as a vector space as A = F ⊕ Im A = F 1 ⊕ Im A. This decomposition defines an F -bilinear form (·, ·) and an anti-commutative multiplication × on Im A, by the formula
for α, β ∈ F , u, v ∈ Im A. A linear map σ : A → A, a →ā is defined by σ(α, u) = (α, −u) and, similarly to the involutive case, we have tr In particular, every flexible quadratic F -algebra is involutive.
Consider again a general unital F -algebra A. The following observations will be useful later. (i) The algebra A is von-Neumann finite (respectively, reversible); (ii) every subalgebra of A generated by at most two elements is von-Neumann finite (reversible); (iii) any two elements a, b ∈ A satisfying ab ∈ F \ {0} (ab = 0) commute with each other.
Proof. If A is von-Neumann finite then so is every subalgebra of A. Hence (i)⇒(ii). Assuming (ii), and taking a, b ∈ A such that ab = µ ∈ F \ {0}, we have (µ −1 a)b = 1. By assumption, the subalgebra generated by µ −1 a and b is von-Neumann finite, and hence b(µ −1 a) = 1 = (µ −1 a)b, implying that ab = ba. This shows that (ii)⇒(iii). Finally, if (iii) holds and ab = 1, then ba = ab = 1, so A is von-Neumann finite.
The reversible case is analogous.
Lemma 3.4. Let A be a quadratic algebra.
(a) Let a, b ∈ A and B = span{1, a, b}. If ab ∈ B then B is a subalgebra of A.
(b) The algebra A is von-Neumann finite (respectively, reversible) if and only if every 3-dimensional subalgebra of A is von-Neumann finite (reversible). (c) The algebra A is von-Neumann finite and reversible if and only if every 3-dimensional subalgebra of A is commutative.
Proof. (a) Since A is quadratic, a 2 ∈ span{1, a} ⊂ B, and similarly
The "only if" part is immediate. For the converse, assume that every 3-dimensional subalgebra of A is von-Neumann finite, and let a, b ∈ A such that ab = 1. By (a), B = span{1, a, b} is a subalgebra of A of dimension at most 3. If dim B < 3 then B is commutative and thus vonNeumann finite, and if dim B = 3 then B is von-Neumann finite by assumption. Hence, ba = 1, and so A is von-Neumann finite. Reversibility is proved analogously.
(c) In view of (b), we need to show that a 3-dimensional quadratic algebra is von-Neumann finite and reversible if and only if it is commutative. Clearly, any commutative algebra is both von-Neumann finite and reversible. Let B = span{1, a, b} be a von-Neumann-finite reversible quadratic algebra, and ab = α + βa + γb, for some α, β, γ ∈ F . Then Proof. Let B be a subalgebra of A generated by at most two elements. If A is finite dimensional or reversible then so is B. If B is finite dimensional then it is von-Neumann finite by Lemma 3.1, if it is reversible then the same conclusion follows from the argument given in the introduction. The result now follows directly from Lemma 3.3.
Proposition 4.2. Every Hurwitz algebra with anisotropic norm is reversible. A split Hurwitz algebra is reversible if and only if its dimension is less than or equal to 2.
Proof. Hurwitz algebras with anisotropic norm have no zero divisors, and Hurwitz algebras of dimension at most 2 are commutative. Hence all algebras of either type are reversible. If A is a split Hurwitz algebras of dimension at least 4, then it contains a split quaternion subalgebra. Since every split quaternion algebra is isomorphic to a 2 × 2 matrix algebra, it is not reversible.
Proof of Theorem 2.2. Proposition 4.3. Every algebra without zero divisors, that is either flexible or quadratic, is vonNeumann finite.
Proof. Let A be an algebra without zero divisors. If A is flexible and ab = 1 then a = (ab)a = a(ba), whence a(1 − ba) = 0 and ba = 1. If A is quadratic then span{1, a} is a field for every a ∈ A, and hence there exists an elementã ∈ span{1, a} such that aã =ãa = 1. Now, if ab = 1 then a(b −ã) = ab − aã = 1 − 1 = 0, implying that b =ã and hence ba = 1.
For the remainder of Section 4, we assume that char F = 2.
Proposition 4.4. Let A be a flexible quadratic F -algebra. If the norm n of A is non-degenerate on every 3-dimensional subalgebra of A, then A is von-Neumann finite and reversible.
Proof. Let B = span{1, u, v} ⊂ A be a subalgebra, where u, v ∈ Im A are anisotropic vectors. Since A is flexible, the bilinear form (·, ·) on Im A is symmetric, and n(w) = −(w, w) and w, z = −2(w, z) for all w, z ∈ Im A. Now (u, u×v) = (v, u×v) = 0 implies that u×v ∈ Im B ∩ (Im B) ⊥ = {0}, hence, B is commutative (see Remark 3.5). Proof. Since B is involutive, the bilinear form (·, ·) is symmetric. Consequently, commutativity of B is equivalent to the condition that x × y = 0 for all x, y ∈ Im B. As B is not commutative, the product × on Im B is non-trivial, so there exist x, y ∈ Im B such that x × y = 0. Set u = x × y. Using the anti-commutaticity of × we compute (αx + βy)× (γx + δy) = αγx× x + αδx× y + βγy × x + βδy × y = (αδ − βγ)x× y = (αδ − βγ)u .
This means that (Im B) × (Im B) = span{u}, and that w × z = 0 if and only if w, z ∈ Im A are linearly dependent. Now, if (u, u) = 0 then there exists a vector v ∈ Im B such that (u, v) = 0 and u × v = u, and thus u, v is a basis of Im B with the required properties. In case (u, u) = 0, any v ∈ Im B such that u × v = u will do. (ii) every 3-dimensional subalgebra of A is either commutative or associative; (iii) every 3-dimensional subalgebra of A is either commutative or isomorphic to the algebra U of upper triangular 2 × 2 matrices.
Proof. As all commutative and finite-dimensional associative algebras are von-Neumann finite, the implication (ii)⇒(i) is immediate from Lemma 3.4(b). Moreover, we have (iii)⇒(ii) since the algebra U is associative. To prove (i)⇒(iii), by Lemma 3.4(b), it suffices to show that if B is a 3-dimensional von-Neumann-finite non-commutative involutive algebra, then B ≃ U . By Lemma 4.7, there exists a basis u, v of Im B such that u × v = u. For this basis, we have
Moreover, the elements 1, (0, u), (−1, v) of B are linearly independent, (−1, v) / ∈ Im B and B is von-Neumann finite. Thus Lemma 4.6(b) implies that (u, v) = (0, u)(−1, v) = 0. Similarly, again applying Lemma 4.6(b),
, and the equation (2), it is easy to work out the multiplication table of B: u 2 = 0, v 2 = 1 and uv = u = −vu. This coincides with the multiplication table of U given in Table 2 (see Example 5.1 below), consequently, B ≃ U . Proposition 4.9. Let A be an involutive algebra. The following statements are equivalent.
(i) The algebra A is reversible.
(ii) every 3-dimensional subalgebra of A is commutative.
Proof. Again, the implication (ii)⇒(i) follows directly from Lemma 3.4(b). For the converse, assume that there exists a reversible involutive algebra B of dimension 3 that is not commutative. Then, by Lemma 4.7, there exist u, v ∈ Im B such that u×v = u and either (u, u) = 0 or (u, v) = 0.
and invoking Lemma 4.6(c), we get that (u, v) = 0 and, consequently, (u, u) = 0. Now, similarly,
and hence
Note that since (1 − (v, v)) = 0, the elements v and y are linearly independent. As (1, v) / ∈ Im B, Lemma 4.6(c) implies that B cannot be reversible, a contradiction. Hence B is commutative.
As the norm of U is isotropic, Proposition 4.8 and Proposition 4.9 have the following consequence.
Corollary 4.10. Let A be an involutive algebra.
(a) If A is reversible then it is von-Neumann finite.
(b) If A is von-Neumann finite and the norm of A is anisotropic, then A is reversible.
Examples
In this section, we give a number of examples, illustrating different aspects of the theory. We start by mentioning two particular, associative algebras that are of certain importance for our study.
Example 5.1. Let char F = 2. The split quaternion F -algebra H is, as already mentioned, isomorphic to the algebra F 2×2 of 2 × 2 matrices with entries in F . Choosing
gives a basis e = (1, i, j, k) of H, with multiplication as in Table 1 .
It is easy to see that Im H = span{i, j, k}, and that e is an orthogonal basis of H. Indeed, since x, y = n(x + y) − n(x) − n(y) = xy + yx for all x, y ∈ Im H, a subset of Im H is orthogonal if and only its elements pair-wise anti-commute -as do i, j, k.
Now consider the subalgebra U of F 2×2 , consisting of all upper triangular matrices. Being a subalgebra of an involutive associative algebra, U is again involutive and associative. We choose a basis f = (1, u, v), where
Again, f is orthogonal, and Im U = span{u, v}. The multiplication of elements in f is given by Table 2 . Table 2 . Multiplication in U .
As (1 + v)u = 0 but u(1 + v) = 2u = 0, the algebras U and H are not reversible. However, being finite-dimensional associative algebras, they are von-Neumann finite.
The following examples demonstrate the necessity of some of the assumptions in our main theorems. First we give an example of a flexible quadratic algebra with non-degenerate norm that is neither reversible nor von-Neumann finite. The existence of such and algebra implies that the hypothesis in Theorem 2.2(b), that the norm is non-degenerate on every 3-dimensional subalgebra, cannot be replaced by the weaker condition of the norm being non-degenerate on A itself. Example 5.2. Assume that char F = 2, and let H be the split quaternion algebra with basis e = (1, i, j, k) as in Example 5.1.
Set A = H ⊕ F l, where l(Im H) = (Im H)l = 0 and l 2 = −1. This defines A as a quadratic algebra with Im A = span{i, j, k, l}. Since H is associative and thus in particular flexible, the bilinear form (·, ·) H on H is symmetric, and (u, u×v) H = 0 for all u, v ∈ Im H. By the construction, it follows that also (·, ·) A is symmetric, and (w, w×z) A = 0 for all w, z ∈ Im A. Hence, Lemma 3.2 implies that A is flexible and thus, in particular, involutive. The elements 1, i, j, k, l constitute an orthogonal basis of A, so the norm on A is non-degenerate.
Set x = i + l, y = j + k, and B = span{1, x, y} ⊂ A. We have
so B is a 3-dimensional non-commutative subalgebra of A. Moreover, x 2 = i 2 + l 2 = 1 − 1 = 0, so x 2 y = 0, whereas x(xy) = xy = y = x 2 y. Hence B is not associative either. From Theorem 2.3 it now follows that the algebra A is not von-Neumann finite, and not reversible. Indeed, straightforward calculations shows that
giving explicit counterexamples. We remark that B ⊥ ∩ B = Im B, so indeed, the algebra A does not satisfy the condition in Theorem 2.2(b) that the norm be non-degenerate on every 3-dimensional subalgebra.
Dropping the condition of flexibility, there exist involutive algebras even with anisotropic norm that are not reversible and not von-Neumann finite.
Example 5.3. Assume that char F = 2. Let V be a 2-dimensional vector space over F , and q : V → F a quadratic form such that the form 1 ⊥ (−q) : F ⊕ V, (α, x) → α 2 − q(x) is anisotropic (e.g., a negative definite form in the case F = R). Take an orthogonal basis (u, v) of V , and set u×v = −v×u = u and (x, y) = 1 2 x, y q = 1 2 (q(x + y) − q(x) − q(y)) for all x, y ∈ V . This defines a quadratic algebra structure on A = F ⊕ V , with Im A = V and multiplication given by the equation (2) .
Clearly, (·, ·) is symmetric, so A is involutive by Lemma 3.2(b). Moreover, n(α, x) = (α, x)(α, x) = (α, x)(α, −x) = α 2 − (x, x) = α 2 − q(x), meaning that n is anisotropic. Now, For associative algebras, reversibility implies von-Neumann finiteness, and by Theorem 2.3, the same is true for involutive algebras over fields of characteristic different from 2. However, this implication does not hold for general non-associative algebras, as the following example demonstrates.
Example 5.4. Let A be any non-commutative non-quadratic division algebra of dimension 3 over F . (Non-quadraticity is automatic if char F = 2, by [11, Theorem 3] .) For example, A may be a twisted field of dimension 3 over a finite field F with at least 3 elements, as defined by Albert in [1] .
As A is not quadratic, there exists some element a ∈ A such that A = span{1, a, a 2 }, and non-commutatitity then implies that aa 2 = a 2 a. Since A is a division algebra, there exists an element b ∈ A such that ab = 1. If b = α1 + βa, α, β, ∈ F then 1 = ab = αa + βa 2 , which is impossible since 1, a, a 2 are linearly independent. Hence b / ∈ span{1, a} and therefore ba = ab. Thus, A is not von-Neumann finite. But A is reversible, since it is a division algebra.
