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Conditions are given which guarantee that the normalized left eigenvectors of 
certain classes of non-negative matrices of unbounded dimension, interpreted as 
functions of [0, 11, form precompact sets in L,. These eigenvectors are uniformly 
bounded above and in some cases uniformly bounded below. 0 1990 Academx PIW, 
Inc 
1. INTRODUCTION 
The transformation z: [0, 1 ] + [0, 1 ] is called piecewise expanding if 
there exists an ordered set of points Q = { 0 = a < a, < . . . < a,,, = 1) and a 
constant I> 1 such that for any i = 0, 1,2, . . . . N- 1, 
0) r Ih.(1,+,) is of class C’ and the limits ~‘(a~+ ), ~‘(a, 1) exist; 
(ii) It’(X)\ 3 I > 1 for XE (Ui, a,, 1); 
(iii) l/161 is a function of bounded variation. 
Let 3 be the partition of [0, l] into closed intervals with endpoints 
belonging to Q: I, = [a,, a,], . . . . IN = [a,- 1, a,]. The piecewise expanding 
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transformation r is called Markov with respect to a partition .J if it 
transforms the set of endpoints of intervals of 9 into itself, i.e., r(Q) c Q. 
This condition implies that if int(r(Z,) nZ,) # 0, then .r(Z,)x U,, where 
I,, I,EY. 
Let t be a non-singular transformation. It is well known [S] that the 
probability density function f is invariant under z if and only if it is a fixed 
point of the Frobenius-Perron operator P, : L, + L i defined by 
where L, is the space of integrable functions on [0, 11. By an invariant 
density, we mean an L, function f which satisfies s: f(x) dx = 1 and 
jAf(Wx=ji-cif(Wx f or all measurable sets A, where r-‘A = 
(XE [O, 11: $x)&4}. If z is piecewise expanding, there exists a density 
function invariant under z [5]. 
Let %? denote the class of Markov transformations on [0, l] into [O, l] 
which are piecewise linear on some partition X = { [a,, a,, ,] }fC-O1 of 
[0, 11. Then r induces an NxN matrix M, as follows: m,k= (l/lz;l)S,,, 
where ri = (dz/dx) I x E ,, , S,, = 1 if Ik c z(I,), and 0 otherwise. Note that all 
non-zero entries of the jth row of M, are equal, their common value being 
l/(r;l, and there are no zeros between the non-zero entries in each row. In 
general, M, is neither stochastic nor irreducible. 
In [I] it is shown that M, is the Frobenius-Perron operator P,, restric- 
ted to piecewise constant functions on the partition Y defining the Markov 
map r. In [2] it is shown that M, is similar to a stochastic matrix. Hence 
M, has 1 as the eigenvalue of maximum modulus, and the associated left 
eigenvector, viewed as a step function on 9, is an invariant density under 
r. If the partition 9 is equal, then M, is row stochastic. 
In this note, we present sufficient conditions on a class of non-negative 
matrices .A so that the normalized left eigenvectors of the matrices in A, 
interpreted as functions on the unit interval, form a precompact set in L,. 
There is no restriction on the dimension of the matrices in A’. In the case 
where all the matrices in A! are n x n, n fixed, a related result is proved in 
Theorem 3.4 of [3]. 
Let P be an infinite irreducible stochastic matrix and let n be the 
normalized left eigenvector of P associated with the eigenvalue 1. Let cnJP 
be the northwest corner truncation of P. The approximation of rr by (,)rr, 
the normalized left eigenvector of (,,,P, is studied in [4]. In this note we do 
not start with an infinite matrix. Instead we have a family of matrices with 
unbounded dimension. The increase in dimension reflects a process of 
finer and liner precision in computing a density function, which is the fixed 
point of an operator on the space of density functions on an interval. 
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Furthermore, our approximation procedure is defined on the full space for 
all partitions, whereas in [4], only part of the space is used. 
2. A PRELIMINARY RESULT AND NOTATION 
We need a compactness theorem proved in [6]. 
THEOREM 1. Let {z~}~~~ be a family of piecewise expanding transfor- 
mations satisfying the following conditions: 
(1) There exist constants /? > il > 1 such that 
whenever the derivative exists, for any c1 E d. 
(2) There exists a constant W > 0 such that for any a E ~2, 
Var $ < W. 
I I a 
(3) There exists a constant 6 > 0 such that for any a E d, there exists 
a finite partition -X, (not necessarily the defining partition for z,) such that 
for any IEX, 5,,, is one-to-one, and T,(I) is an interval and 
min diam(1) > 6. 
Ic;u. 
(4) For any m B 1, there exists 6, > 0 such that if XL”‘) = 
VyzO’ T -‘(RN), then 
min 
IEXp 
diam( I) > 6, > 0. 
Then for any f of bounded variation, there exists a constant V such that 
for any a ES&’ and any k = 1,2, . . . . 
Var Pta f < I/. 
Hence every TV ES! admits an invariant density function f, and the 
family {f,),,& is uniformly bounded in variation and therefore precom- 
pact in L1. 
Remark. The assumption (4) is always true for families of transforma- 
tions which are Markov and approximate a piecewise expanding transfor- 
mation r [6]. 
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Let M be an n x n irreducible matrix with maximal eigenvalue equal 
to 1. By the Perron-Frobenius Theorem, M has a right eigenvector 
Id = (U,) . ..) u,) associated with the eigenvelue 1, where U, >O, and a left 
eigenvector rc = (rc, , . . . . z,), where rc, > 0. We normalize u by the require- 
ment that C:=, U, = 1, and then normalize rc by the condition 
C:= i rc,u, = 1. We can view the n-vector u as lengths of the subintervals of 
a partition of [0, l] and rt as a step function on this partition; i.e., rc, is 
defined on the subinterval (C;lii ,, u C;= i u,). The condition CT=, Z,U, = 1 
then states that the area under rc is 1. We can therefore regard each left 
eigenvector as a density function, i.e., 
7cE9= fi[o,1]~[o,m),~‘f(X)dX=l 
i 
CL, 
0 I 
Hence, we can ask the following question: Given a family of non-negative 
matrices JV, each matrix having 1 as the maximal eigenvalue, under what 
conditions will the associated family of normalized left eigenvectors, inter- 
preted as functions on [0, 11, be precompact in L,? Such problems are 
important, for example, in the study of the limiting properties of Markov 
chains. In the next section we establish such a compactness property for 
families of “staircase” matrices. 
3. STAIRCASE MATRICES 
Let M be an n x n non-negative matrix. Let Mk be an (sk + 1) x (rk + 1) 
submatrix of M, Mk=(my), ik<i<ik+skr jk<j<jk+rk, ik+sk<n, 
jk + rk 6 n. If 
m us/ are non-zero entries forj, <j < j,, , 
mik+ I,/ are non-zero entries for j,, <j < jk2, 
m y + Sk, Jare non-zero entries for j,> 6 j < jk + rk, 
then we say Mk is a descending staircase matrix. Analogously, we can 
define an ascending staircase. We say that M is a staircase matrix if 
(i) it consists of ascending and/or descending staircase matrices, 
(ii) the non-zero entries in each row are equal. 
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EXAMPLE 1. The matrix shown below consists of three staircases. 
- dl . . . d, 
d, . . . d, 
d I, + 1 . . . d II + 1 
d d l,i2”’ I,+2 
d d /2+1”’ 12+1 
EXAMPLE 2. Let r: [0, l] + [0, l] be a piecewise linear Markov trans- 
formation defined by r(0) =O, 2(1/2) = 1, r(l) = 2-“, n 32. Define the 
partition 
0<2-“<2-“+‘< ... <2-‘<l. 
Then the (n + 1) x (n + 1) matrix induced by r is 
where d = 2” - r/(2” - 1). A4 consists of two staircases for all n. 
In this section, we are concerned with full staircase matrices, i.e., where 
ik = 1 and sk = n - 1 for each staircase submatrix Mk of the n x n matrix M. 
Clearly, each staircase starts at the first column and descends or ascends to 
the n th column. 
THEOREM 2. Let A be a family of square non-negative full staircase 
matrices of any dimension satisfying the following conditions: 
(i) each ME .M is irreducible and has 1 as the eigenvalue of maximal 
modulus 
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(ii) all the nonzero entries in the i th row of each ME ..K, d,, are equal, 
and there exist constants 0 < 6 < c( < 1 such that 
for all i; 
(iii) there exists a constant W > 0 such that for any ME A%‘, 
,I- 1 
1 Id,+, -4 d W> 
,=I 
where M is n x n. 
Then the family of normalized left eigenvectors, associated with all the 
matrices in A for the common eigenvalue 1, form a strongly precompact set 
in L,. Furthermore, all these eigenvectors are uniformly bounded. 
Proof: Let the n x n matrix M= (m,) be in A. By hypothesis (i), M has 
a right eigenvector associated with the eigenvalue 1. Let u = (u,, . . . . u,) be 
the right eigenvector normalized by the condition C:= 1 ui= 1. We now 
partition [0, 1 ] into subintervals 9 = {I, }:= I such that the length of I, is 
u,. Define a piecewise linear, Markov transformation r on Y by setting 
T(Z,) = fi {Zj: m, # 0) E [b,, c,] 
/=l 
and joining (left-hand point of Z,, br) to (right-hand point of Z,, ci) by a 
straight line. We have used the fact that the entries in each row are 
contiguous to obtain the interval [b,, c,]. Now, the slope of z 1 I8 is given by 
( )I i u, u,. /=I 
Hence, 
But Mu = u means u, = c/n= r a,u,. Hence 
a,=ui 
i( > 
/$, uj =l/(z'I,,) 
Consider now the kth staircase of M. Let the indices i, d ib ik + sk 
denote the rows of M associated with this staircase. Since it is a full stair- 
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case, Uf=+$ $I,) has length 1. Now the maximum slope z’ ) ,,, ik < i < ik + sk 
is l/6. Hence the minimum length of the base of the staircase, Unfit Ii, is 
greater than or equal to 6. Therefore, all the conditions of Theorem 1 are 
satisfied for r, whose Frobenius-Perron operator is M. 
It follows from Theorem 1 that the family of normalized left eigenvectors 
associated with A’ is strongly compact in ~5,. 1 
Let Jlt be a family of matrices satisfying the assumptions of Theorem 2. 
For any ME A let rc,,, denote its normalized left eigenvector considered as 
a function in 9 c L,. We know that the set (7~~)~~ A is weakly compact 
in L1. Now we explain what are the possible limit points of this set in the 
weak L ,-topology. 
Let (M,),“= I be a sequence of matrices in AG? such that ‘II~~ + f weakly 
in L1, as n + co, f~ 9. Let us consider the sequence of piecewise expanding 
transformations z, = zMM, induced by M,, n = 1, 2, . . . as in the proof of 
Theorem 2. The functions rk, n = 1,2, . . . . have uniformly bounded varia- 
tion, so by Helly’s theorem there exists a subsequence rkk which converges 
in L, to a function r’ with 
Var z’ < lim sup Var z:~. 
k 
Let us define a transformation: 
z(x) = j-; z’(t) dt. 
It is easy to see that z is a piecewise expanding transformation. Moreover, 
tnk + z uniformly as k + 00. By Lemma 1 [7], we know that f is a 
z-invariant density, which means it is an eigenfunction of the 
Frobenius-Perron operator associated with z. 
Hence we have proved the following: 
COROLLARY 1. Let A? be a family of matrices satisfying the conditions 
of Theorem 2. Let Ii’ be the family of normalized left eigenvectors for 
matrices in A. Then every weak L, limit point of II is an invariant density 
of a piecewise expanding transformation z whose Frobenius-Perron operator 
is a “limit” of a sequence of matrices from A. 
EXAMPLE 3. Let A? be a family of full staircase matrices defined by the 
requirement that for each ME .A? the elements in the ith row sum up to 1, 
i.e., c;= I mi, = 1. This implies that ai = l/Z,, where 1 < Zi < n is the number 
of j’s such that mij # 0. Thus M is row stochastic and has 1 as its eigen- 
value of maximum modulus. If we now assume 0 < 6 <a, dcr < 1 and 
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cz: l4,l - a,l G w, we obtain: the family of normalized left eigenvectors 
associated with all the matrices in A’ form a strongly precompact set in L, . 
By Corollary 1, there exists a sequence of matrices {A@‘> c A’ whose 
normalized left eigenvectors {x’“‘} converge strongly to an f~ 9. Such 
results are important in the study of the limiting behaviour of countable 
Markov chains [3,8]. 
4. UPPER AND LOWER BOUNDS FOR EIGENVECTORS 
In [lo] upper and lower bounds for the eigenvectors of primitive 
matrices are presented. Given a primitive n x n matrix A, let y denote the 
index of primitivity, i.e., the smallest integer such that AY is positive. Then 
Corollary 2.1.1 of [lo] gives a lower bound for x,/.Xx, and an upper 
bound for x,/Xxi, where x = {x,} > 0 is the eigenvector of A correspond- 
ing to the maximal eigenvalue of A. These bounds depend on y which in 
turn depend on the dimension of the matrix A. Hence, in general, it is 
difficult to obtain non-trivial lower and upper bounds for families of 
matrices where the dimension of the matrices is unbounded. 
In this section we describe families of primitive matrices with unbounded 
dimension where we can obtain uniform upper and lower bounds for an 
entire family of eigenvectors associated with the family of matrices. 
Let z be a piecewise expanding transformation such that log 17’1 ,(ol,n,+ ,), 
i = 0, . . . . N - 1, satisfies the HGlder condition, 
Ilog b’(x)l -log b’(~)l I G H Ix -A’ 
for some H > 0 and 0 <E < 1. Let 9 = {(a,, a,, l)}yZ-O1 denote the partition 
on which z is piecewise expanding. 
Let hL, 1 be a sequence of Markov, piecewise linear approximations 
to 2, as described in [6]. z,, is Markov with respect to the partition 
§n = v/n_; 7 -j(9). We know from [6] that the family {z,,}~~ 1 satisfies the 
assumptions of Theorem 1, The Frobenius-Perron operator associated with 
t, can be represented as a matrix which we denote by M,. We assume that 
M,, is primitive for n sufficiently large. To ensure this, it is enough to 
assume, for example, that z is topologically mixing, which is a mild 
assumption satisfied by most transformations of interest. We define 
#d = VJz 
J &o’ qyw. 
PROPOSITION 1. Let A be a family of matrices (M,,),,, 1 as described 
above. Let 7~” = ($, x”, . . . . x’&,)) be the normalized left eigenvector for M,,. 
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Then there exist constants C > c > 0 such that for any n = 1,2, . . . and any 
1 <kbk(n), 
C>?C[t2C>O. 
To prove the proposition, we need the following lemma. 
LEMMA 1. There exist constants C2 > Cl > 0 such that for any j = 1,2, . . . 
c1 < I (cl)’ @)I < c 
I(G)’ (Y)l * 
for any x, y E ZE 9;“), where T’, denotes the jth iterate of z,. 
Proof. Since {t,},>r are piecewise expanding and possess uniform 
bounds on their derivatives, there exist constants B > 0 and 0 > b > 1 such 
that for any n = 1, 2, . . . . 
max diam(Z) < BbJ 
IEYY’ 
for j= 1,2, . . . . We may assume j> n since this is the worst case. Let 
x, y E ZE ,a;‘“‘. Let i, =j - n. Then 
log l(TY (XII j-l 
l(z;)! ( y)l = x0 (log bXC(xN -log IG(G(Y)I 1 
r, - I J--1 
= 1 O+ C (lo&! Iz’(xi)l -log Iz’(Yz)I)* 
r=O ,=In 
Since rk is constant on intervals of 9:“’ for j> n and for any x E ZE 9jn), 
j 6 n there exists X E Z such that r:(x) = r’(z). Hence, 
log 1 (?i)’ tx)l <‘cl HB”b”“n- I) = log Cz 
l(d’(Y)l ‘I=b - * 
If we put C1 = 1/C2, the proof of the Lemma is complete. 1 
Proof of the Proposition. rr,, is an L,-limit of 
J(x)= 1 l 
-” r’(y)=x l(?Y (Y)l’ n 
Since r, is Markov, we have r;(Z) = J(Z) for any ZEY~) and some 
J(Z) E Y. Thus 
MU = s, l(G)’ (Y)I dy 
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and there exists xl E I such that 
I(‘:)’ (-XI)1 = IJmll~l. 
By Lemma 1 we have 
and analogously 
f,(xKC, c IZ(Y)l 
y.r’(y)=x IW(Y))l n 
Since by assumption M, is primitive we have 
f,(x)X, 1 -& cl 
IEgy) IJ(Z)I max{ IJI : JE J} 
for j large enough. We have also 
f,(x)<C, 1 J& c2 
IEgy) IJ(OI min(M : JEW}’ 
Hence 
for any n = 1, 2, . . . and 1 <k < k(n). 1 
COROLLARY 2. In the notation of Proposition 1, there exist constants 
S > s > 0 such that, for any n = 1,2, . . . and any 1 <k, 1 <k(n): 
Proof By Proposition 1 we have uniform lower and upper bounds 
on 7c;. 1 
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5. LARGER CLASSES OF MATRICES 
In this section we consider convex combinations of families of matrices 
and show that under certain conditions, the family of associated eigenvec- 
tors is precompact in L,. First we need a generalization of Theorem 1. 
THEOREM 3. Let T1,..., T,, be families of piecewise expanding transfor- 
mation satisfying the conditions of Theorem 1. Consider the family of 
operators 
where z,, E Ti, i = 1, . . . . n, A = (A,, . . . . A,), CyzI A,= 1, AikO. Then, for any 
density f of bounded variation, any (z,, , . . . . za,) E (T,, . . . . T,), and any X there 
exists a constant V such that 
var(Pl;f)G V 
for any k 2 1. 
Proof. The result follows directly from [6] and [9] since r,, E Ti are all 
piecewise expanding and hence satisfy the condition 
i Ud,(x)l < 1. 
I=1 
To apply Theorem 3 to matrices, we restrict our attention to full stair- 
case matrices that are row stochastic. 
COROLLARY 3. Let AI,..., A$, be families of full staircase matrices that 
are row stochastic. Then for any X = (A,, . . . . A,), C:= 1 2, = 1, Ai> 0, the 
family of normalized left eigenvectors associated with the family of matrices 
AI = x1= 1 &A, for the common eigenvalue 1 is precompact in L, , 
Proof Since each M, E AZ is row stochastic, the normalized right 
eigenvector is (l/m, . . . . l/m), where m is the dimension of Mi. Hence 
the piecewise linear Markov transformation ri induced by M, (as in the 
proof of Theorem 2) is defined on the uniform partition &= 
{[(i-l)/m,i/m]}~=“=I. Let Mie& be mxm. Then & is a common 
Markov partition for all the induced r,, and the matrix MA = C:=, A,M, is 
well defined. By Theorem 3, it follows that the family of normalized left 
eigenvectors associated with all the matrices MA is precompact in L,. 1 
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EXAMPLE 4. Let A’r and A$+‘~ be two families of row stochastic matrices 
satisfying the conditions of Theorem 2, where the n x n matrices M, and 
M, in A, and A%$,, respectively, are as shown below. 
M,= 
d, . . . d, 
d3 . . dz 
d n-l . ..d.-, 
d,, ’ . . d,, 
4,/z . . drz,, 
d n/2 + 1 . . . d n/2 + 1 
e, . ..e. 
. . 
M2= 
1 
enI2 . . . enI 
e nl2 + t . . . enl2 + l 
. . 
e, . . . e, 
Let 0 G/? < 1, and let A be the family of matrices defined by 
~={PM,+(l-B)M,:M,~~~, M,EA& have the same dimension}. 
Then ME A! can have many different shapes. Let mb be the ijth entry of 
M. Them m, = d,, e,, 0, or /Idi + (1 - B)e,, depending on the lengths of the 
non-zero sequences in the respective rows of M, and M2. By Corollary 3, 
the family of normalized left eigenvectors associated with A? is precompact 
in L,. 
6. MATRICES A.WOCIATED WITH A NON-EXPANDING TRANSFORMATION 
Let the tent map T: [0, 1 ] + [0, 1 ] be defined by 
. 2x, 
T(x) = 
1 
Odxd l/2 
2(1-x), l/2 < x < 1. 
T is a piecewise expanding map and, as is well known, is topologically 
conjugate to the non-expanding map r(x) = 4x( 1 - x); i.e., 
t(x) = h 0 To h- ‘(x), 
where h(x) = sin2(rrx/2) and h-‘(x) = (2/7c) sin ‘(x’12). 
Let 9” = (0 < l/2” < ... <j/2” < ... < 2”/2” = l} be a partition of [0, l] 
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for T. Then h(~4$)= {sin2(jrr/2”+‘)}yz0 is a partition for r. Since 
z 0 h = h 0 T, it follows that 
Let us now join the points 
( sinx,sin--, 2 2 .b 2jn 2” ) ( sin- 2(.i+1)n 2 n+l , sin2 - (j+ 2”1)~ 1 
by a straight line, j= 0, 1, . . . . 2”- ‘. We then obtain the piecewise linear 
transformation r,,rO ,,*, . By symmetry, we define the piecewise linear 
Markov map r, on all of [0, 11. Let P, be the Frobenius-Perron operator 
induced by r,. For any n, t, is conjugate via h with a transformation 
T, = h- ’ o z, o h. In this particular case, it can be proved that T,, is piecewise 
expanding for n large enough, and 1 l/T;1 is of bounded variation. Using 
methods analogous to those of [7], it is easy to prove that the fixed points 
of {PnLl form a weakly precompact set in L, . 
Since r, is piecewise linear and Markov, P, is represented by the matrix 
w(;)ol”’ 
,y,,y, 0 
1 
M,= 
where 
sin2 2(j + 1)x_ sin2 jn 
ytl yl+1 
o(“) = 
J . 2(j+l)rc . 2jn ’ 
sin --sin- 
2” 2” 
Thus we get: the family of normalized left eigenvectors {n(“)}, a I associated 
with WAN I is weakly precompact in L, . The normalization condition is 
Note that mjn)+ cc for j near 2”-’ as n+ o(i. 
438 BOYARSKY AND G6RA 
REFERENCES 
1. A BOYARSKY AND M. SCAROWSKY. On a class of transformations which have umque 
absolutely continuous invariant measures. Trans Amer. Math. Sot. 255 (1979). 243-262 
2. N. FRIEDMAN AND A. BOYARSKY, Matrices and elgenfunctions induced by Markov maps, 
Linear Algebra Appl. 38 (1981), 141-147. 
3. E. SENETA. “Non-Negative Matrices and Markov Chains,” 2nd ed., Sprmger-Verlag, 
New York/Be& 198 1. 
4. E. SENEZTA, Computing the stationary distribution for Infinite markov chams, Linear 
Algebra Appl. 34 (1980), 259-261. 
5. A. LASOTA AND M. MACKEY, “Probabilistic Properties of Deterministic Systems,” 
Cambridge Univ. Press, London/New York, 1985. 
6. P. G~RA AND A. BOYARSKY. Compactness of invariant densities for families of expandmg, 
piecewise monotonic transformation, Cunad. J. Math. 41, No. 5 (1989), 855-869. 
7. P. G~RA, A. BOYARSKY, AND H. PROPPE. Constructive approximations to densities 
invariant under non-expanding transformations, J. Stat. Physics 51, Nos. l/2 (1988), 
179-194. 
8. J. KEMENY, L. SNELL, AND A. KNAPP, “Denumerable Markov Chains,” Van Nostrand, 
Princeton, NJ, 1966. 
9. S. hLIKAN, InvarIant densities for random maps of the interval, Trans. Amer. Math. Sot. 
(1984). 813-825. 
10. M. S. LYNN AND W. P. TIMLAKE, Bounds for Perron eigenvectors and subordinate eigen- 
values for positive matrices, Linear Algebra Appl. 2 (1969), 143-152. 
