Abstract. Derivative free optimization addresses general nonlinear optimization problems in the cases when obtaining derivative information for the objective and/or the constraint functions is impractical due to computational cost or numerical inaccuracies. Applications of derivative free optimization arise often in engineering design such as circuit tuning, aircraft configuration, water pipe calibration, oil reservoir modeling, etc. Traditional approaches to derivative free optimization until late 1990's have been based on sampling of the objective function, without any attempt to build models of the function or its derivatives. In the late 90's model based trust region derivative free methods started to gain popularity, pioneered by Powell and further advanced by Conn, Scheinberg and Toint. These methods build linear or quadratic interpolation model of the objective function and hence can exploit some first and second oder information. In the last several years the general convergence theory for these methods, under reasonable assumptions, was developed by Conn, Scheinberg and Vicente. Moreover, recently Scheinberg and Toint have discovered the "self-correcting" property which helps explain the good performance observed in these methods and have shown convergence under very mild requirements.
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What is derivative free optimization? Derivative free optimization is a class of nonlinear optimization methods which usually comes to mind when one needs to apply optimization to complex systems. The complexity of those systems manifests itself in the lack of derivative information (exact or approximate) of the functions under consideration. What usually causes the lack of derivative information is the fact that the function values are a result of a black-box simulation process or a physical experiment. The situation is often aggravated by the high cost of the function evaluations and the numerical noise in the resulting values. Thus the use of finite difference derivative approximation is typically prohibitive.
The numerous applications of derivative free optimization can be found in engineering design, geological modeling, finance, manufacturing, biomedical applications and many other fields. As the available computational power grows the simulation processes become routine and using optimization of complex systems becomes possible and desirable. Thus the number of applications of derivative free optimization grows continuously, which partially explains the continuing growth of the field itself. Another reason for the growth of the field is the recent development of relatively sophisticated algorithms and theory which address the specific needs of the derivative free problems. Here we will discuss some of the recent developments in the theory of model based derivative free methods. We would like to note that the purpose of this article is to focus on the issue of the maintenance of the geometry of the sample sets in model based derivative free methods. Since this is not a survey the list of references is very limited.
2
The role of geometry When it comes to the derivative free optimization, it is clear that most standard optimization approaches do not apply since they rely on Taylor type models and hence require derivatives. Instead various methods of sampling the objective function have been proposed. The most widely used and well-known of them is the Nelder-Mead algorithm [12] , popular for its simplicity and effectiveness, but at the same time notorious for its failure to converge even in simple cases.
Roughly speaking, what Nelder-Mead does is the following (for description and analysis of the method see [9] and [23] ): the objective function is evaluated at n + 1 affinely independent points and the point with the worst function value is selected. The worst point is then reflected with respect to the hyperplane formed by the remaining n points. Depending on the function value achieved at this new sample point the original simplex may be contracted or new simplex may be expanded or contracted along a certain direction and a possible new sample point may be produced and evaluated. The contraction and reflection steps are designed to find progress along a (hopefully) descent direction. In the process the shape of the simplex changes, often adapting itself to the curvature of the objective function. This observed behavior of Nelder-Mead method is what makes it often so successful in practice. However, it is also the cause of its failure to converge (in theory and in practice) -the simplex may change the shape until it becomes "flat" and the further progress is impossible because the sample points are no longer affinely independent and the sample space may become orthogonal to the gradient direction.
In the early 90s a new class of derivative free methods emerged -the pattern search methods, suggested by Torczon ([21] , [22] ). As opposed to the Nelder-Mead method the pattern search methods evaluate the objective function on a pattern of a fixed shape. The pattern can contract or expand, but the shape and, hence, the affine independence of the sample points never change. With this restriction comes the benefit of a global convergence theory, but also the loss of the ability to use the curvature information. The pattern search methods and also a related class of direct search methods, [1] , have since grew in variety and sophistication allowing a use of different patterns and incorporating other sampling techniques including the use of interpolation models. However the convergence theory essentially relies on the predetermined geometry of a pattern.
In the mid to late 90s some of the more classical methods from the derivatives based literature found their analogue in the derivative free world. Specifically, pioneered by Powell ([13] , [14] , [15] , [17] , [18] ), and also developed by Conn, Scheinberg and Toint [10] , [4] [5], a class of trust-region methods based on quadratic interpolation, rather than Taylor models, was introduced. Quadratic interpolation models are built based on sample sets of points, preferably in reasonably close proximity to the current best iterate. Due to the expense of the function evaluations, the sample sets typically consist of past iterates, recent unsuccessful steps and possibly some additional sample points. It was understood early on that, unlike the Taylor model, whose accuracy depends entirely on the properties of the approximated function and the distance to the center of the Taylor expansion, the interpolation model's quality depends also on the geometry of the sample set. It was also understood that, if no special care is taken, the sample set may deteriorate, just as in the Nelder-Mead algorithm, and produce incorrect or inaccurate models. It was, thus, believed that the geometry of the sample set needs to be maintained throughout the progress of the algorithm by the means of special "geometry steps".
We will now explain the effect of the geometry on the convergence properties of model-based derivative free methods.
3
Interpolation models and trust-region methods We consider the unconstrained minimization problem
where the first derivatives of the objective function f (x) are assumed to exist and be Lipschitz continuous. However, explicit evaluation of these derivatives is assumed to be impossible, either because they are unavailable or because they are too costly.
Polynomial interpolation and Lagrange polynomials
Let us consider P d n , the space of polynomials of degree ≤ d in I R n and let p 1 = p + 1 be the dimension of this space. One knows that 
Lagrange polynomials have a number of useful properties. In particular, we are interested in the crucial fact that, if m(x) interpolates f (x) at the points of Y, then, for all x,
For more details and other properties of Lagrange polynomials see Section 3.2 in [9] .
From (3.2) it is relatively easy to derive the relation between the value of Lagrange polynomials and the accuracy of the interpolation at a given point. Specifically,
where M is a constant which depends only on the Lipschitz constant of ∇f (x). See [2] for a comprehensive treatment of interpolation error bounds expressed via Lagrange polynomials. It is clear from (3. 3) that the absolute values of the Lagrange polynomials is the key indicator of the "geometry" of the interpolation set that we discussed above. If we consider now a ball B of radius ∆ which contains Y, then, in general, the smaller the maximum absolute value of the Lagrange polynomials on B the better m(x) approximates f on B. In fact we can see that the bound (3.3) is similar to the Taylor expansion. However, unlike in the Taylor expansion case, to obtain a better agreement between f (x) and m(x) one has to consider not only the ball of a smaller radius, but a new interpolation set Y which fits into such a ball, while the maximum absolute value of the Lagrange polynomials has to remain bounded by the same constant.
We will make use of the following concept (borrowed from [7] and [9] ) of Λ-poisedness of an interpolation set. The following lemma [20] (see also [9] ) is central to the use of Lagrange polynomials in geometry maintenance that we discuss here. 
Fully linear and quadratic models
We have observed that an interpolation model based on a Λ-poised sample set provides a Taylor-like approximation of the objective function. For the purposes of the algorithmic framework we may want to abstract from the specifics of Lagrange polynomials and interpolation models (we will return to them later).
In [8] and [9] general concepts of fully-linear and fully-quadratic models were introduced.
Loosely speaking we call a model m(x) to be a fully-linear model of f (x) in B(x, ∆) if -the error between the gradient of the model and the gradient of the function satisfies ∇f (y) − ∇m(y) ≤ κ eg ∆, ∀y ∈ B(x; ∆), and -the error between the model and the function satisfies
with constants κ ef and κ eg independent of y. Analogously we call m(x) fully quadratic in B(x, ∆) if
• the error between the Hessian of the model and the Hessian of the function satisfies
• the error between the gradient of the model and the gradient of the function satisfies
and
• the error between the model and the function satisfies
with constants κ ef , κ eg and κ eh independent of y. It is then required that there exists an algorithm which in a finite effort either certifies that a given model is fully-linear (or fullyquadratic), on a given B(x, ∆) and for given constants, or constructs such a model, if it exists.
It is then shown in [9] that by means of Lagrange polynomials and Lemma 3.3 or other similar mechanisms such algorithms exist for polynomial interpolation. The proof of the fact relies on Lemma 3.3. In the framework that we describe below the abstract concept of fully-linear and fully-quadratic models is utilized.
A trust-region framework
Let m(x) define a local model of the objective function f (x) of (3.1) in the framework of trust-region algorithms. Such algorithms are iterative and build, around an iterate x k , a model m k (x k + s) of the objective function which is assumed to represent this latter function sufficiently well in a "trust region" B(x k , ∆ k ), where ∆ k is known as the radius of the trust region. The model is then minimized (possibly approximately) in B(x k , ∆ k ) to define a trial step 
, then the trial point is accepted as the new iterate, the model is updated and the trustregion radius is possibly increased: this is a "successful iteration". If, on the contrary, the reduction in the objective function is too small compared to the predicted one, then the trial point is rejected and the trust-region radius is decreased: this is an unsuccessful iteration. (See [3] for an extensive coverage of trust-region algorithms.)
Thus we can roughly describe the following trust region algorithmic framework. 
Step 3: Evaluate the objective function at the trial point.
Compute f (x + k ) and
Step 4: Define the next iterate.
Step 4a: Successful iteration.
by exchanging one of the interpolation points with {x
Step 4b: Unsuccessful iteration. 
where we define
, and where κ C is some constant in (0, 1) -the condition well-known in trustregion analysis under the name of "Cauchy condition".
The trust region maintenance is flexible in Step 4, while in Step 5, all is required is that an algorithm is used which can construct a fully-linear model in a finite number of steps.
The fully-quadratic models can also be used if
is Lipschitz continuous and second order conditions are used in Steps 1 and 2 (see [3] and [8] for formal statements and details of second order conditions).
In [8] it is shown that an algorithm based on this framework (with some additional flexibility) converges to first order stationary point(s) in the case of fully-linear models and to second-order stationary point(s) in the case of fully-quadratic models and second order conditions in Steps 1 and 2.
The theory provides foundation for some existing and possible future model-based DFO algorithms, but it strongly depends on the model improvement steps (in Steps 1 and 5) where some (hopefully not many) extra sample points need to be introduced and their function values computed. Although such extra points are also computed in practical implementations of the DFO algorithms (such as NEWUOA [19] and DFO [6] ) the question still remained how necessary these extra steps are.
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Is it necessary to consider geometry?
Geometry-free framework
In particular, at the same time as the development of the convergence theory for model-based DFO methods, Fasano, Nocedal and Morales in [11] proposed an implementation of a model-based trust region method which avoided all geometry considerations entirely. Here is rough outline of the algorithm they proposed: 
Step 2: Evaluate the objective function at the trial point.
Step 3: Define the next iterate.
Step 3a: Successful iteration. This algorithm computes only one sample point per iteration and each such point is computed in the hope of reducing the objective function, hence it seems the least wasteful in terms of function evaluations. Indeed the computational results produced by the implementation were quite encouraging. However we have to note that the results were obtained by using a complete quadratic interpolation models, which require (n + 1)(n + 2)/2 sample points. If is possible that even if quadratic models become quite inaccurate they still contain valuable curvature information (see the column by J. Nocedal in this issue). So do we need to be concerned about the geometry of sample sets or not?
Why considering geometry is necessary
In [20] it is shown, by two examples, that some geometry considerations are necessary in order to guarantee global convergence. Below we present one of the examples on which the algorithm proposed in [11] (and discussed in the previous subsection) produces a nonpoised set of points and converges to a nonstationary point.
Consider the following starting set of interpolation points:
This set is Λ-poised, in a ball of radius 2 around x = (10, 0) T , with Λ < 2.25. Assume that we are given a function f (x) for x = (x 1 , x 2 ) T with the following function values on Y 0 :
{121 + α, 121, 100 + α, 100 + α, 100, 81}, for some fixed α > 0. Also assume that along the x 2 = 0 subspace the function f (x) reduces to x 2 1 and has a minimum at x 1 = 0. For instance the simple function
has such properties. Note that this function has a discontinuous Hessian, however, ∇f (x) is Lipschitz continuous, so convergence to a first order stationary point is possible. Also observe that it is possible to construct a function in C 2 with the same properties as
Now let us consider a quadratic model based on Y. It is easy to see that the model is
Choose now a trust region of radius ∆ = 2 centered around
The iterates produced by the algorithm are shown in Figure 1 . At the end the interpolation set is completely aligned with the direction We see here that, if the gradient of the model converges to zero, it does not imply that so does the gradient of the true function, unless the poisedness of the interpolation set is maintained.
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The new algorithm It is indeed necessary to consider geometry of the sample set to guarantee convergence of the trust-region model-based DFO methods, however, it turns out that it is not necessary to compute extra sample points unless the gradient of the model becomes small.
The final algorithm that we present here relies on a remarkable "self-correcting" property of the trust-region framework. Recall the bound (3.3). Assume that the trust region step is not successful, this implies that the error |f (x 3). In [20] this intuition is supported by rigorous derivation and the following algorithm is proposed. 
. Step 4: Define the next iterate.
Step 4a: Successful iteration. In [20] the detailed mechanism of Step 4 is derived in a way which guarantees that there can only be a finite number of consecutive unsuccessful steps while the model gradient is bounded away from zero. The proof relies on Lemma 3.3. Using this fact it is then shown (under the usual and reasonable conditions) that this algorithm has at least one limit point which is the first order stationary point for
It is important to note that without Step 1 this algorithm will also fail on the example in the previous section, since the outcome of the example does not depend on the order in which interpolation points are removed from the interpolation set.
The maintenance of Lagrange polynomials does not add extra computational cost since it is the same as the cost of maintaining the quadratic model [16] . This means that aside from the iterations which invoke Step 1, each iteration of this algorithms is essentially the same in terms of computational cost as the steps of algorithm in [11] . We also note that in fact this new algorithm is the closest theoretically convergent algorithm to the practical implementations in [19] and [6] that exist so far.
It remains to be seen if stronger theoretical results can be obtained for this (or a similar) algorithm.
Katya Scheinberg, Department of Industrial Engineering and Operations Research, Columbia University, New York. katyascheinberg@gmail.com
Discussion column

Jorge Nocedal
Finding the middle ground between first and second-order methods
In the last few years, we have witnessed the emergence of firstorder methods for a variety of nonlinear optimization applications. The advocacy of first-order methods is, however, in stark contrast with much of the algorithmic practice of the last 30 years that has emphasized methods based on quadratic models to achieve faster convergence. Therefore, it is reasonable to ask whether this shift in emphasis is well justified.
Several arguments have been advanced in favor of first-order methods. 1. For very large and data-intensive problems, inexpensive firstorder methods are more efficient than more rapidly convergent, but more expensive, methods. Furthermore, in cases where approximate solutions are adequate the benefits of second-order methods are not realized since the optimization is terminated early. 2. In some applications, derivatives are not available, and approximating Hessian matrices is very costly in methods for derivativefree optimization.
3. For non-smooth problems, quadratic approximations may not be appropriate. 4. One can establish complexity results for first-order methods on certain challenging problem classes. To establish similar results for higher-order methods requires unrealistic assumptions. 5. First-order methods are more than adequate for problems that contain uncertainty in the data. Undoubtedly, there are some cases when first-order methods are the right tool for the job. But in many contexts, some of the arguments given above are not well justified and lead to algorithms that are unnecessarily slow. The key observation of this note is that simple quadratic models that do not attempt to accurately approximate the Newton model often give rise to very attractive algorithms for many of the situations listed above. Indeed, the judicious use of selective second-order information can bring dramatic savings in computing time.
The article by Katya Scheinberg in this issue deals with derivativefree optimization, one of the areas in which the use of (low quality) quadratic models has proved surprisingly effective. Her article explores the limits of inaccuracy in model-based methods for derivative-free optimization, a class of methods pioneered by Powell and by Scheinberg and her collaborators; see [1] . Numerical experience has shown that quadratic models give rise to much more effective methods than linear models, even though they require O(n 2 ) vs O(n) function values to define the model via interpolation. Furthermore, Powell [10] has recently proposed a framework for updating quadratic models using only O(n) interpolation points, which allows the method to solve much larger problems than in the past. Needless to say, such an approach does not aim to generate a good approximation of the Hessian matrix -and there is no hope of obtaining superlinear convergence -but the method constitutes a superior approach for derivative-free optimization. Some remarkable numerical experiments by Moré and Wild [8] indicate that Powell's model-based method is very effective (and clearly outperforms a leading pattern search method) even for certain classes of nonsmooth problems. This efficiency is achieved in spite of the very low accuracy of their quadratic approximations. As Scheinberg discusses in this issue of Optima, one needs to impose only minimal quality controls to promote convergence and ensure good performance.
Equally surprising is the recent study by Lewis and Overton [5] on general-purpose methods for the minimization of locally Lipschitz nonsmooth functions. They observe that the BFGS quasi-Newton method is far more effective than more conservative techniques, such as bundle methods. Since locally Lipschitz functions are differentiable almost everywhere, the BFGS iteration (with an appropriate line search) is normally well defined and is able to approximate solutions even when they occur at a point of nondifferentiability 1 . As is the case in Powell's method for derivative-free optimization, the quadratic models become extremely ill conditioned, but this does not prevent the methods from moving along fruitful search directions. Lewis and Overton do not provide convergence results (except for very simple special cases) but offer good insights; for example they report that the BFGS matrix often provides a good approximation of the so-called U and V spaces associated with the objective function. One cannot yet claim that the BFGS method represents a general-purpose algorithm for non-smooth optimization because it typically breaks down close to the solution and is therefore unable to provide a certificate of optimality. Nevertheless, the renewed interest in the use of second-order information is yet to be fully developed in non-smooth optimization.
Two of the most popular methods for smooth large-scale optimization, the inexact (or truncated) Newton method and limited memory BFGS method, are typically implemented so that the rate of convergence is only linear. They are good examples of algorithms that fall between first and second-order methods. Let me mention three specific application areas where significant progress has been made by designing new methods of this kind.
Rigid body simulations for computer game simulations often lead to linear complementarity problems (LCP) that must be solved very quickly because graphics operate at 60 frames per second. Unlike studio animation movies, computer game animations need not be of very high quality, and therefore the solution of the linear complementarity problem is terminated quite early. Game developers typically use the projected Gauss-Seidel (or projected SOR) method to compute very approximate solutions of the linear complementarity problems. This prototypical first-order method has been advocated by the gaming community because the use of second-order methods is not practical (interestingly, interior-point methods are not well suited in this case).
Kocvara et al. [3] and Morales et al. [7] have shown that, by interlacing a subspace improvement iteration with the projected GaussSeidel iteration, it is possible to compute very accurate solutions in less time. When the LCP is symmetric, the subspace improvement space amounts to the minimization of an associated quadratic program over a set of active free variables, and [7] shows that it is effective to use exact second order information on this subspace. The key observation is that the subspace improvement phase greatly accelerates the identification of the optimal constraints -it does not simply provide a higher rate of convergence once this identification has been made. These advances might not be altogether surprising given that Polak [9] demonstrated long ago that the gradient projection method benefits greatly from a subspace minimization phase. Nevertheless, it is often not straightforward to translate general design principles from one context to another one.
In fact, essentially the same approach that proved effective in computer game simulations has recently been applied by Wen et al. [11] in compressive sensing applications, and by Feng et al. [2] in the pricing of American options. In these two papers the subspace minimization phase uses an iterative approach (CG or BFGS for compressive sensing, GMRES with ILU preconditioner, for options pricing). Significant speedups are obtained with respect to first-order methods.
It is difficult to explain precisely why a minimal use of secondorder information can bring substantial benefits. In the case of BFGS for nonsmooth optimization, approximate Hessians provide much needed information of curvature of functions, but also, more importantly, information about changes in the function due to discontinuities in first-order derivatives. All the new methods I have mentioned in this column, can be seen as occupying a middle ground between first and second-order methods. This is fertile territory.
Jorge Nocedal, Department of Electrical Engineering and Computer Science, Northwestern University, Evanston, IL, USA. nocedal@eecs.northwestern edu April 16, 2009 . I welcome the new Optima! As would be evident by the time you read these words, our society's newsletter is now being designed and produced under new arrangements. The designer and typesetter is Christoph Eyrich, who is also in charge of the design and production of the German Mathematical Society (DMV) newsletter. These new arrangements represent the next major step in our drive to renew Optima by publishing it on a regular schedule, speeding up the production/distribution process, and re-conceiving the content. I thank the many people in MPS who have contributed to this process, most especially editor Andrea Lodi.
MPS Chair's Column
It's time to recognize the tremendous contributions of Don Hearn, who was the founding editor of Optima (in 1980) and who has served continuously as editor and then publisher since that time. Don and his publication team at U. Florida have played a central role in sustaining Optima (and thus MPS) over three decades, and we thank them for their dedicated service.
All past issues of Optima can be found on the MPS web site http://www.mathprog.org. A column by Michael Held (then Publications Committee Chair) in Issue 1 (1980) explains the origins of Optima, which grew out of discussions among the MPS leadership of the time, including MPS chair Phil Wolfe, George Nemhauser and Michael Powell.
The new MPS web site went live in January 2009 after an extended and careful redesign. The new site is much easier to maintain and (we hope) easier to navigate. Special thanks to webmaster Marc Pfetsch for his initiative and hard work during this process. If you have optimization-themed photos for including in the album, or any other comments, on the site, please contact Marc.
Also newly available on http://www.mathprog.org are the issues of the COAL Newsletter published between 1979 and 1993. Thanks to Trond Steihaug for supplying the scans of these newsletters, which were influential during a key period in algorithm and software development for optimization. COAL -the Committee on Algorithmswas formerly a standing committee of MPS.
Mathematical Programming Studies, the predecessor of Mathematical Programming, Series B, which was published in 31 volumes between 1974 and 1987, is now available free to MPS members on the SpringerLink web site. If you log in with your personal MPS identifier for SpringerLink, you should have full-text access to all papers. These volumes contain many influential papers in the development of our field, along with interesting historical information about leading figures in mathematical programming, in the dedications of some volumes. To get to the right page on SpringerLink, you can follow the link from the mathprog.org web site, or else use the "Find" box in SpringerLink. Speaking of SpringerLink, it is a good idea to add the pages for Mathematical Programming, Mathematical Programming Computation, and Mathematical Programming Studies to your list of saved items on this site, for easy access each time you log in.
We look forward to the 20th ISMP (August 23-28, 2009; www. ismp2009.org), which returns to Chicago for the first time since the "Zeroth ISMP" in 1949 (sixty years ago!) and the 4th ISMP in 1962. This symposium will be held at a particularly exciting time for our field. Optimization is playing a vital role in more and more areas of science and engineering, and awareness continues to grow of the key contributions that optimization can make to many interdisciplinary projects. Our field is revitalized by the new paradigms and formulations that arise in these applications, which are often extremely challenging because of their size, their complexity, the need for approximate solutions in real time, and the need to incorporate risk and uncertainty in the models. Recent failures in economic/financial systems present us with new opportunities to influence public policy through better risk models and better algorithms. We face the challenges of finding credible collaborators in the financial and economic fields, and of interacting with decision-makers to identify policies that are politically and socially feasible, as well as near-optimal by some measure.
As I write, abstract submission for ISMP 2009 has just closed and indications are that attendance will be high, despite challenging economic times. If you submitted an abstract, please remember to register by the author registration deadline of May 29 to ensure that your talk is scheduled. I also recommend to book accommodation early (see the conference web site for information) and to book early for the banquet if you wish to attend. The banquet will be held on Wednesday evening at the Field Museum, Chicago's famous natural history museum, and tickets are strictly limited.
Committees have been working hard to select winners of the prizes to be awarded during the ISMP opening ceremony, to be held on August 23 at Chicago's Orchestra Hall. Please also reserve the Tuesday evening of ISMP, after sessions conclude, for the MPS business meeting. Here, we will have a membership vote on the new MPS constitution, present the new officers and council, and announce the location of ISMP 2012.
Steve Wright, MPS Chair
New Constitution and Bylaws for MPS
A few years ago, MPS was advised that its bylaws were not quite in the standard form expected for non-profit organizations under US tax law. The bylaws had been drafted with the help of an attorney when the society was founded in 1970, but amendments in later years had taken place generally without legal advice. We decided to do a thorough redrafting of the bylaws, bringing them into line with current MPS practice, adding a new section to account for ICCOPT, incorporating the Prize rules, and adding precision in many places. Our aim was not merely to satisfy the legal requirements but also to provide a reference document for future MPS officers, editors, and conference organizers. Naturally, we consulted with the society's attorney to ensure that the final document could pass legal muster. We hope that it will serve the society, with minor amendments and additions as needed, for at least the next 20 years. The new bylaws were approved by vote of MPS Council on 23 Feb. 2009 , and can be found on the MPS web site at www.mathprog.org.
We took this opportunity to amend the Society's constitution as well. The changes are intended to modernize and clarify the document. They are minor, but too numerous to be detailed here; I urge you to read the proposed new version which is printed below and which can also be found on the web site. Amendments to the constitution require approval by the full membership of the Society. Council recommends a vote in favour of the new constitution. A vote of the membership will be held at the MPS business meeting during ISMP, where a simple majority will suffice to approve, providing a quorum is present.
Thanks to all those who contributed to the final versions, especially David Gay, who worked on various drafts and handled the communications with our attorney.
Constitution of the Mathematical
Programming Society * I Name The society is an international organization to be called "Mathematical Programming Society, Inc." It will henceforth be referred to as the Society.
II
Objectives The objectives of the Society are the communication of knowledge of the theory, applications, and computational aspects of mathematical programming and related areas and the stimulation of their development. To realize these objectives, the Society publishes several journals, holds International Symposia and sponsors such other activities consistent with the objectives as may be directed by the Council.
III Membership
The membership of the Society consists of individual members and of corporate members. Members join the Society by application in a form prescribed by the Council.
IV Council
1. The elected members of the Council of the Society are the Chair, the Vice-Chair, the Treasurer, and four at-large members. The Chair of the Executive Committee, the chair of the Publications Committee, and the Editors-in-Chief of the journals shall be invited to all Council meetings and shall be included on all Council correspondence. All must be members of the Society.
2. The Chair chairs the meetings of the Council. The Council votes by majority of the elected members present, with the Chair having a casting vote.
3. The Chair will submit a report on the activities of the Society when he ** relinquishes the office. This report will be published in a journal or newsletter of the Society. The Chair will chair a business meeting on the occasion of any International Symposium held during his term of office.
4. The Vice-Chair replaces the Chair whenever the necessity arises.
5. The Treasurer is responsible for the administration of the funds of the Society, as directed by the Council. The Treasurer shall make a financial report to the Society at the International Symposium held within his term of office.
6. The Editors-in-Chief of the journals are appointed by the Council subject to the terms of the contract in force with publishers of the journals. They are responsible for implementing the directives of the Council, in the organization of the journals, and for carrying out its policy.
7. At each International Symposium there will be a combined meeting of the outgoing Council and the incoming Council. Additional meetings must be held when requested by at least three members of the Council. The place of such meetings is decided by the Chair. The Chair makes arrangements for the taking of minutes at meetings of the Council and business meetings of the Society.
8. The policies of the Council are carried out by the Executive Committee. The chair of the Executive Committee is appointed by the Council, following a nomination by the Chair, which the Council may approve or disapprove, and thereafter serves until the Chair nominates a replacement candidate for the office. The chair of the Executive Committee is responsible for executing the executive directives of the Council and for advising the Council. The Chair, ViceChair and Treasurer are ex-officio members of the Executive Committee. The Chair may appoint additional members of the Executive Committee, as necessary to allow the Executive Committee to carry out its purpose. Such members serve at the pleasure of the Chair.
9. The Council appoints such other committees as it finds necessary to carry out the business of the Society or to further its objectives. The Chair and the chair of the Executive Committee are ex-officio members of all such committees, except for those committees formed for purposes of determining winners of the Society's prizes. Please plan on attending the opening session on Sunday evening, where MPS prizes will be presented. Please also plan to attend the MPS business meeting on Tuesday evening, which will include an annoucement of the site of the next ISMP and a vote on the proposed new constitution. Please keep checking the symposium web site www.ismp2009.org during the coming months, where all developments will be posted. In particular, you can register for the conference through the web site and find out about accommodation options. We urge you to book hotels as soon as possible.
One new feature at this symposium will be the daily newsletter Optima@ISMP, which will contain news about each day's events, interviews with MPS and ISMP personalities, and local information about Chicago.
VII Secretariat
1. The Council is assisted by a Secretariat, which is supervised by the chair of the Executive Committee and Treasurer. 2. The Secretariat will keep an up-to-date list of members of the Society and a list of past and present members of the Council, with an indication of their functions.
VIII Fees
Membership fees are fixed by Council. A member who has not paid his dues before the end of the current year will be deemed to have left the Society.
IX Journals
Journals of the Society are distributed to all members of the Society, free of any charge additional to the membership fee, to their last known address.
X Agents Council may approve the payments of membership fees, or of subscription fees for the journal, in national currency, to local agents in countries where the Council, in its sole discretion, determines it is difficult for individual members to obtain convertible currency.
XI Other activities
In addition to International Symposia, the Society may sponsor other conferences and seminars. The organization of such sponsored meetings is subject to directives by the Chair.
XII Amendment of the Constitution
If proposed by at least ten individual members of the Society, or by vote of the Council, the constitution may be amended by a majority of individual voters, either at a business meeting of the society on the occasion of an International Symposium at which a quorum is present, or by a written ballot. Proposals must reach the Chair at least two months before the voting takes place.
XIII Bylaws
1. To carry out the obligation as set forth in this constitution and to conduct the business of the Society, the Council shall adopt bylaws. The bylaws may be adopted, annulled, or amended by an affirmative vote of at least four members of the Council. The bylaws also may be amended by the members of the Society at any business meeting of the Society by a majority vote of those present in person or by proxy, where such meeting was called in whole or in part for that purpose and notice of such proposal was given at least thirty (30) days prior to the date of the meeting. The Council shall have the authority in its sole discretion to interpret the bylaws. 2. Council shall adopt bylaws governing elections designed to promote and maintain international representation of the Council and Executive Committee. Notes * MATHEMATICAL PROGRAMMING SOCIETY is a registered trademark of the Mathematical Programming Society, Inc. ** Throughout this document, in accordance with standard English, no assumption about gender is implied by the use of a male pronoun. 
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