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Abstract 
This paper discussed the operation of Particle Swarm Optimization (PSO) to optimize a Fuzzy Model 
Reference Learning Controller (FMRLC) for ship. FMRLC is developed by synthesizing several basic ideas 
from fuzzy set and control theory. It can achieve the heading regulation of   ship exposed to plant changes and 
disturbances by adjusting the rules in a direct fuzzy controller so that the overall system behaves like a 
“reference model”. It is shown that PSO can provide a very promising technique for the design of FMRLC for 
its simplicity and ease of use. The promising results from the experiment provide direct evidence for the 
feasibility and effectiveness of PSO for the optimization of FMRL controller for  ship heading regulation.  
Keywords: Particle Swarm Optimization; Fuzzy Model Reference Learning Controller; ship trajectory control.; 
1. Introduction 
An autopilot is a ship’s steering controller, which automatically manipulates the rudder to decrease the 
error between the reference heading angle and the actual heading angle. To improve fuel efficiency and reduce 
wear on ship components, autopilot systems have been developed and implemented for controlling the 
directional heading of ships. Often, the autopilots utilize simple control schemes such as PID control. However, 
manual adjustments of the PID parameters are required to compensate for disturbances acting upon the ship 
such as wind and currents. Once the PID parameters are fine-tuned manually, the controller will generally work 
well for small variations in the operating conditions. For large variations, the parameters of the autopilot must 
be continually modified. Such continual adjustments are necessary because the dynamics of a ship vary with, 
for example, speed, trim, and loading.  In addition, it is useful to change the autopilot control law parameters 
when the ship is exposed to large disturbances resulting from changes in the wind, waves, current, and water 
depth. Manual adjustment of the controller parameters is often a burden on the crew. Moreover, poor 
adjustment may result from human error. As a result, it is of interest to have a method for automatically 
adjusting or modifying the underlying controller. The use of a Fuzzy Model Reference Learning Controller 
(FMRLC) to maintain adequate performance of a tanker ship autopilot when there are process disturbances and 
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variations has been investigated. However, the three FMRLC design parameters (controller gains) are 
heuristically determined by trial and errors. In this paper, a Particle Swarm Optimization (PSO) of Fuzzy 
Model Reference Learning Controller (FMRLC) is proposed to achieve the heading regulation of tanker ship 
exposed to plant changes and disturbances. PSO has been shown to be a promising approach for solving both 
unconstrained and constrained optimization problems.  The performance of PSO can be improved by 
strategically selecting the starting positions of the particles. It has been suggested the use of generators from 
Centroidal Voronoi Tessellation (CVT) as the starting points for the swarm can ensure the broad coverage of 
the search space and thus the solution space is fully explored for the optimal solution. The same population 
initialization strategy, CVT will be applied in this paper. 
 
2 Particle Swarm Optimization 
 Particle Swarm Optimization (PSO) is a computational method that optimizes a problem 
by iteratively trying to improve a candidate solution with regard to a given measure of quality. PSO optimizes a 
problem by having a population of candidate solutions, here dubbed particles, and moving these particles 
around in the search-space according to simple mathematical formulae over the particle's position and velocity. 
Each particle's movement is influenced by its local best known position but, is also guided toward the best 
known positions in the search-space, which are updated as better positions are found by other particles. This is 
expected to move the swarm toward the best solutions. PSO is originally attributed to Kennedy, Eberhart and 
Shi and was first intended for simulating social behaviour, as a stylized representation of the movement of 
organisms in a bird flock or fish school. The algorithm was simplified and it was observed to be performing 
optimization. The book by Kennedy and Eberhart describes many philosophical aspects of PSO and swarm 
intelligence. An extensive survey of PSO applications is made by Poli. PSO is a metaheuristic as it makes few 
or no assumptions about the problem being optimized and can search very large spaces of candidate solutions. 
However, metaheuristics such as PSO do not guarantee an optimal solution is ever found. More specifically, 
PSO does not use the gradient of the problem being optimized, which means PSO does not require that the 
optimization problem be differentiable as is required by classic optimization methods such as gradient 
descent and quasi-newton methods. PSO can therefore also be used on optimization problems that are partially 
irregular, noisy, change over time, etc. 
2.1 Algorithm 
A basic variant of the PSO algorithm works by having a population (called a swarm) of candidate 
solutions (called particles). These particles are moved around in the search-space according to a few simple 
formulae. The movements of the particles are guided by their own best known position in the search-space as 
well as the entire swarm's best known position. When improved positions are being discovered these will then 
come to guide the movements of the swarm. The process is repeated and by doing so it is hoped, but not 
guaranteed, that a satisfactory solution will eventually be discovered. The function takes a candidate solution as 
argument in the form of a vector of real numbers and produces a real number as output which indicates the 
objective function value of the given candidate solution. The gradient of f is not known. The goal is to find a 
solution a for which f(a) ≤ f(b) for all b in the search-space, which would mean a is the global minimum. 
Maximization can be performed by considering the function h = -f instead. 
For each particle i = 1, ..., S do: 
x Initialize the particle's position with a uniformly distributed random vector: xi ~ U(blo, bup), 
where blo and bup are the lower and upper boundaries of the search-space. 
x Initialize the particle's best known position to its initial position: pi ← xi 
x If (f(pi) < f(g)) update the swarm's best known position: g ← pi 
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x Initialize the particle's velocity: vi ~ U(-|bup-blo|, |bup-blo|) 
x Until a termination criterion is met (e.g. number of iterations performed, or a solution with adequate 
objective function value is found), repeat: 
x For each particle i = 1, ..., S do: 
x Pick random numbers: rp, rg ~ U(0,1) 
x For each dimension d = 1, ..., n do: 
x Update the particle's velocity: vi,d ← ω vi,d + φp rp (pi,d-xi,d) + φg rg (gd-xi,d) 
x Update the particle's position: xi ← xi + vi 
x If (f(xi) < f(pi)) do: 
x Update the particle's best known position: pi ← xi 
x If (f(pi) < f(g)) update the swarm's best known position: g ← pi 
x Now g holds the best found solution. 
The parameters ω, φp, and φg are selected by the practitioner and control the behaviour and efficacy of the 
PSO method. 
2.2 Parameter selection 
 
Fig 1 Performance of a simple PSO variant 
  
The Performance landscape showing how a simple PSO variant performs in aggregate on several 
benchmark problems when varying two PSO parameters. The choice of PSO parameters can have a large 
impact on optimization performance. Selecting PSO parameters that yield good performance has therefore been 
the subject of much research. The PSO parameters can also be tuned by using another overlaying optimizer, a 
concept known as meta-optimization. Parameters have also been tuned for various optimization scenarios like 
Neighbourhoods and Topologies. The basic PSO is easily trapped into a local minimum. This premature 
convergence can be avoided by not using the entire swarm's best known position g but just the best known 
position l of a sub-swarm "around" the particle that is moved. Such a sub-swarm can be a geometrical one - for 
example "the m nearest particles" - or, more often, a social one, i.e. a set of particles that is not depending on 
any distance. In such a case, the PSO variant is said to be local best (vs global best for the basic PSO). If we 
suppose there is an information link between each particle and its neighbours, the set of these links builds a 
graph, a communication network, that is called the topology of the PSO variant. A commonly used social 
topology is the ring, in which each particle has just two neighbours, but there are many others. The topology is 
not necessarily fixed, and can be adaptive (SPSO, stochastic star, TRIBES, Cyber Swarm, C-PSO). 
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2.3 Convergence  
In relation to PSO the word convergence typically refers to two different definitions: 
x Convergence of the sequence of solutions (aka, stability analysis, converging) in which all particles have 
converged to a point in the search-space, which may or may not be the optimum, 
x Convergence to a local optimum where all personal bests p or, alternatively, the swarm's best known 
position g, approaches a local optimum of the problem, regardless of how the swarm behaves. 
Convergence of the sequence of solutions has been investigated for PSO. These analyses have resulted in 
guidelines for selecting PSO parameters that are believed to cause convergence to a point and prevent 
divergence of the swarm's particles (particles do not move unboundedly and will converge to somewhere). 
However, the analyses were criticized by Pedersen for being oversimplified as they assume the swarm has only 
one particle, that it does not use stochastic variables and that the points of attraction, that is, the particle's best 
known position p and the swarm's best known position g, remain constant throughout the optimization process. 
However, it was shown  that these simplifications do not affect the boundaries found by these studies for 
parameter where the swarm is convergent. Convergence to a local optimum has been analyzed for PSO. It has 
been proven that PSO need some modification to guarantee to find a local optimum. 
This means that determining convergence capabilities of different PSO algorithms and parameters 
therefore still depends on empirical results. One attempt at addressing this issue is the development of an 
"orthogonal learning" strategy for an improved use of the information already existing in the relationship 
between p and g, so as to form a leading converging exemplar and to be effective with any PSO topology. The 
aims are to improve the performance of PSO overall, including faster global convergence, higher solution 
quality, and stronger robustness. However, such studies do not provide theoretical evidence to actually prove 
their claims. 
2.4 Biases 
As the basic PSO works dimension by dimension, the solution point is easier found when it lies on an 
axis of the search space, on a diagonal, and even easier if it is right on the centre.  One approach is to modify 
the algorithm so that it is not any more sensitive to the system of coordinates. Note that some of these methods 
have a higher computational complexity (are in O(n^2) where n is the number of dimensions) that make the 
algorithm very slow for large scale optimization.  The only currently existing PSO variant that is not sensitive 
to the rotation of the coordinates while is locally convergent has been proposed at 2014. The method has shown 
a very good performance on many benchmark problems while its rotation invariance and local convergence 
have been mathematically proven. 
2.5 Variants 
Numerous variants of even a basic PSO algorithm are possible. For example, there are different ways 
to initialize the particles and velocities (e.g. start with zero velocities instead), how to dampen the velocity, 
only update pi and g after the entire swarm has been updated, etc. Some of these choices and their possible 
performance impact have been discussed in the literature.  New and more sophisticated PSO variants are also 
continually being introduced in an attempt to improve optimization performance. There are certain trends in 
that research; one is to make a hybrid optimization method using PSO combined with other optimizers, e.g., the 
incorporation of an effective learning method. Another research trend is to try and alleviate premature 
convergence (that is, optimization stagnation), e.g. by reversing or perturbing the movement of the PSO 
particles, another approach to deal with premature convergence is the use of multiple swarms (multi-swarm 
optimization). The multi-swarm approach can also be used to implement multi-objective optimization. Finally, 
there are developments in adapting the behavioural parameters of PSO during optimization. 
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3. Proposed System 
The proposed system of the design of auto pilot mechanism using PSO is given below. 
 
 
Fig 2 Proposed system of auto pilot mechanism 
 
3.1 Autopilot 
An autopilot is a system used to control the trajectory of a vehicle without constant 'hands-on' control 
by a human operator being required. Autopilots do not replace a human operator, but assist them in controlling 
the vehicle, allowing them to focus on broader aspects of operation, such as monitoring the trajectory, weather 
and systems.[1]Autopilots are used in aircraft, boats (known as self-steering gear), spacecraft, missiles, and 
others. Autopilots have evolved significantly over time, from early autopilots that merely held an attitude to 
modern autopilots capable of performing automated landings under the supervision of a pilot.  
 
3.2 Boat rudders  
Boat rudders may be either outboard or inboard. Outboard rudders are hung on the stern or transom. 
Inboard rudders are hung from a keel or skeg and are thus fully submerged beneath the hull, connected to the 
steering mechanism by a rudder post which comes up through the hull to deck level, often into a cockpit. 
Inboard keel hung rudders are traditionally deemed the most damage resistant rudders for off shore sailing. 
Better performance with faster handling characteristics can be provided by skeg hung rudders on boats with 
smaller fin keels. Rudder post and mast placement defines the difference between a ketch and a yawl, as these 
two-mastered vessels are similar. Yawls are defined as having the mizzen mast abaft the rudder post; ketches 
are defined as having the mizzen mast forward of the rudder post. Small boat rudders that can be steered more 
or less perpendicular to the hull's longitudinal axis make effective brakes when pushed "hard over." However, 
terms such as "hard over," "hard to starboard," etc. signify a maximum-rate turn for larger vessels. Transom 
hung rudders or far aft mounted fin rudders generate greater moment and faster turning than more forward 
mounted keel hung rudders. There is also the barrel type rudder where the ships screw is enclosed and can 
swivel to steer the vessel. Designers claim that this type of rudder on a smaller vessel will answer the helm 
faster. 
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4. Results and discussions 
MATLAB is packaged as a core program with several “toolboxes”. Toolboxes are comprehensive 
collections of MATLAB functions (M-files) that extend the MATLAB environment to solve particular classes 
of problems. 
 
 
 
 
 
 
 
 
 
 
Fig. 3 Error Performance of the system    Fig. 4 Performance of the Rudder Output 
 
 
 
 
 
 
 
 
 
 
    Fig. 5 Performance of the Controller Output  Fig. 6 Performance of the Ship transfer function 
 
Conclusion  
 
This paper described the study of PSO optimization of Fuzzy Model Reference Learning Controller 
(FMRLC) for the oil tanker ship steering system. Despite the highly nonlinear characteristics of tanker ship 
dynamics, the optimized FMRLC controller has shown its robustness and ability to regulate steering angle 
under wind disturbance, speed change, sensor noise effect and sudden change of ship load. It is shown that the 
fuzzy controller is continually updated in response ship parameters variations or wind disturbances.  
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