The Grothendieck Inequality Revisited by Blei, Ron
ar
X
iv
:1
11
1.
73
04
v2
  [
ma
th.
FA
]  
19
 N
ov
 20
12
THE GROTHENDIECK INEQUALITY REVISITED
RON BLEI
Abstract. The classical Grothendieck inequality is viewed as a statement about rep-
resentations of functions of two variables over discrete domains by integrals of two-fold
products of functions of one variable. An analogous statement is proved, concern-
ing continuous functions of two variables over general topological domains. The main
result is the construction of a continuous map Φ from l2pAq into L2pΩA,PAq, where
A is a set, ΩA “ t´1, 1u
A, and PA is the uniform probability measure on ΩA, such thatÿ
αPA
xpαqypαq “
ż
ΩA
ΦpxqΦpyqdPA, x P l
2pAq, y P l2pAq, (1)
and
}Φpxq}L8 ď K}x}2, x P l
2pAq, (2)
for an absolute constant K ą 1. (Φ is non-linear, and does not commute with com-
plex conjugation.) The Parseval-like formula in (1) is obtained by iterating the usual
Parseval formula in a framework of harmonic analysis on dyadic groups. A modified
construction implies a similar integral representation of the dual action between lp and
lq, 1
p
` 1
q
“ 1.
Variants of the Grothendieck inequality in higher dimensions are derived. These
variants involve representations of functions of n variables in terms of functions of
k variables, 0 ă k ă n. Multilinear Parseval-like formulas are obtained, extending
the bilinear formula in (1). The resulting formulas imply multilinear extensions of
the Grothendieck inequality, and are used to characterize the feasibility of integral
representations of multilinear functionals on a Hilbert space.
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1. Introduction
1.1. The inequality. We start with an infinite-dimensional Euclidean space, whose
coordinates are indexed by a set A,
l2 “ l2pAq :“  x “ `xpαq˘
αPA
P CA :
ÿ
αPA
|xpαq|2 ă 8(, (1.1)
equipped with the usual dot product
xx,yy :“
ÿ
αPA
xpαqypαq, x P l2, y P l2,
and the Euclidean norm
}x}2 :“
a
xx,xy “
˜ÿ
αPA
|xpαq|2
¸ 1
2
, x P l2.
We let Bl2 denote the closed unit ball,
Bl2 :“
 
x P l2 : }x}2 ď 1
(
.
The Grothendieck inequality in this setting is the assertion that there exists 1 ă K ă 8
such that for every finite scalar array pajkq,
sup
"ˇˇÿ
j,k
ajkxxj,yky
ˇˇ
: pxj ,ykq P pBl2q2
*
ď K sup
"ˇˇÿ
j,k
ajksjtk
ˇˇ
: psj , tkq P r´1, 1s2
*
.
(1.2)
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An assertion equivalent to (1.2), couched in a setting of topological tensor prod-
ucts, had appeared first in Alexandre Grothendieck’s landmark Resume´ Grothendieck
(1953), and had remained largely unnoticed until it was deconstructed and reformulated
in Lindenstrauss and Pelczynski (1968) – another classic – as the inequality above. Since
its reformulation, which became known as the Grothendieck inequality, it has been duly
recognized as a fundamental statement, with diverse appearances and applications in
functional, harmonic, and stochastic analysis, and recently also in theoretical physics
and theoretical computer science. (See Pisier (2012), and also Remark 2.9.ii in this
work.)
The numerical value of the ”smallest” K in (1.2), denoted by KG and dubbed the
Grothendieck constant, is an open problem that to this day continues to attract interest.
(For the latest on KG, see Braverman et al. (2011).)
1.2. An integral representation. Consider the infinite product space
ΩB
l2
:“ t´1, 1uBl2 , (1.3)
equipped with the usual product topology and the sigma field generated by it, and
consider the coordinate functions rx : ΩB
l2
Ñ t´1, 1u, defined by
rxpωq “ ωpxq, ω P t´1, 1uBl2 , x P Bl2 . (1.4)
We refer to RB
l2
:“ trx : x P Bl2u as a Rademacher system indexed by Bl2 , and to its
members as Rademacher characters ; see §4 of this work.
Proposition 1.1. The Grothendieck inequality (1.2) is equivalent to the existence of a
complex measure
λ PM`ΩB
l2
ˆ ΩB
l2
˘ p“  complex measures on ΩB
l2
ˆ ΩB
l2
(q
such that
xx,yy “
ż
ΩB
l2
ˆΩB
l2
rxpω1qrypω2qλpdω1, dω2q, px,yq P Bl2 ˆBl2 , (1.5)
and the Grothendieck constant KG is the infimum of }λ}M over all the representations
of the dot product by (1.5). (}λ}M “ total variation norm of λ.)
Proof. We first verify (1.5) ñ (1.2). Let a “ pajkq be a finite scalar array, and denote
by }a}F2 the supremum on the right side of (1.2). Assuming (1.5), let pxjq and pykq be
arbitrary sequences of vectors in Bl2 , and then estimateˇˇÿ
j,k
ajkxxj,yky
ˇˇ “ ˇˇÿ
j,k
ajk
ż
ΩB
l2
ˆΩB
l2
rxj pω1qrykpω2qλpdω1, dω2q
ˇˇ
ď
ż
ΩB
l2
ˆΩB
l2
ˇˇÿ
j,k
ajkrxjpω1qrykpω2q
ˇˇ |λ|pdω1, dω2q
ď }a}F2}λ}M .
(1.6)
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We thus obtain (1.2) with KG ď }λ}M .
To verify (1.2) ñ (1.5), we first associate with a finite scalar array a “ pajkq, and
sequences of vectors pxjq and pykq in Bl2 , the Walsh polynomial
aˆ “
ÿ
j,k
ajk rxj b ryk . (1.7)
Note that aˆ is a continuous function on ΩB
l2
ˆ ΩB
l2
, and
}aˆ}8 “ }a}F2 , (1.8)
where }aˆ}8 is the supremum of aˆ over ΩB
l2
ˆΩB
l2
. Such polynomials are norm-dense in
the space of continuous functions on ΩB
l2
ˆΩB
l2
with spectrum in RB
l2
ˆRB
l2
, which is
denoted by CRB
l2
ˆRB
l2
pΩB
l2
ˆ ΩB
l2
q; e.g., see (Blei, 2001, Ch. VII, Corollary 9). Then,
(1.2) becomes the statement thatÿ
j,k
ajk rxj b ryk ÞÑ
ÿ
j,k
ajkxxj,yky (1.9)
determines a bounded linear functional on CRB
l2
ˆRB
l2
pΩB
l2
ˆΩB
l2
q, with norm bounded
by KG. Therefore, by the Riesz Representation theorem and by the Hahn-Banach the-
orem, there exists λ P M`ΩB
l2
ˆ ΩB
l2
q such that (1.5) holds, and }λ}M ď KG.

The implication (1.5)ñ (1.2) provides a template for direct proofs of the Grothendieck
inequality: first establish an integral representation of the dot product, like the one in
(1.5), and then verify the inequality by an ”averaging” argument, as in (1.6); e.g., Lindenstrauss and Pelczynski
(1968), Rietz (1974), Blei (1977), Krivine (1977). Whereas there are other equivalent
formulations of the inequality (e.g., see (Pisier, 2012, §1, §2)), a representation of the
dot product by an integral with uniformly bounded integrands is, arguably, the ”closest”
to it.
Building on ideas in Blei (1977), Blei (1979), and Blei (1980), we establish here integral
representations that go a little further than (1.5), and imply a little more than (1.2).
1.3. Parseval-like formulas. Without a requirement that integrands be uniformly
bounded, integral representations of the l2-dot product are ubiquitous and indeed easy
to produce: let tfα : α P Au be an orthonormal system in L2pΩ, µq, where pΩ, µq is a
probability space, and let U be the map from l2 into L2pΩ, µq given by
Upxq “
ÿ
α
xpαqfα, x P l2, (1.10)
whence (Parseval’s formula),
xx,yy “
ż
Ω
UpxqUpyqdµ, x P l2, y P l2, (1.11)
and
}Upxq}L2 “ }x}2, x P l2. (1.12)
The map U is linear and (therefore) continuous.
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The Grothendieck inequality (via Proposition 1.1) is ostensibly the more stringent
assertion, that there exist a probability space pΩ, µq and a map Φ from l2 into L8pΩ, µq,
such that ÿ
α
xpαqypαq “
ż
Ω
ΦpxqΦpyqdµ, x P l2, y P l2, (1.13)
and
}Φpxq}L8 ď K}x}2, x P l2, (1.14)
for some K ą 1. Specifically, assuming (1.2), we take λ P MpΩB
l2
ˆ ΩB
l2
q supplied by
Proposition 1.1, and let ψ be the Radon-Nikodym derivative of λ with respect to its
total variation measure |λ|. For x P l2, define
σx :“
"
x{}x}2 if x ­“ 0
0 if x “ 0, (1.15)
and let πi (i “ 1, 2) denote the canonical projections from ΩB
l2
ˆ ΩB
l2
onto ΩB
l2
,
πipω1, ω2q “ ωi, pω1, ω2q P ΩB
l2
ˆ ΩB
l2
.
Define
φi : l
2 Ñ L8`ΩB
l2
ˆ ΩB
l2
, |λ|{}λ}M
˘
by
φipxq “ p}λ}M ψq 12 }x}2 rσx ˝ πi, x P l2, i “ 1, 2, (1.16)
where rσx are the coordinate functions given by (1.4), whenceÿ
α
xpαqypαq “
ż
Ω
φ1pxqφ2pyqdµ, x P l2, y P l2, (1.17)
with Ω “ ΩB
l2
ˆ ΩB
l2
and µ “ |λ|{}λ}M . Now let
Φ “ φ1 ` φ2
2
` iφ1 ´ φ2
2
,
which, notably, is neither linear nor continuous.
The Grothendieck inequality proper implies (1.13) with a probability measure µ on
Ω “ ΩB
l2
ˆ ΩB
l2
, and a non-linear map
Φ : l2 Ñ L8pΩB
l2
ˆ ΩB
l2
, µq,
which is not continuous with respect to the ambient topologies of l2 and L8pΩ, µq. A
question arises: can we do better? That is, can a Parseval-like formula be derived with
a more wieldy and canonical pΩ, µq, and with a map Φ that somehow ”detects” the
structures of its domain and range?
In the first part (§2 - §9), given sets X and Y , we study representations of scalar-
valued functions of two variables, x P X and y P Y , by integrals whose integrands are
two-fold products of functions of one variable, x P X and y P Y separately. If X and Y
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are merely sets, then the Grothendieck inequality – seen as an integral representation
of an inner product – plays a natural role. If X and Y are topological spaces, then to
play that same role, the Grothendieck inequality needs an upgrade. The main result
(Theorem 3.5) is an integral representation of the dot productÿ
αPA
xpαqypαq “
ż
ΩA
ΦpxqΦpyqdPA, x P Bl2pAq, y P Bl2pAq, (1.18)
where A is an infinite set,
ΩA :“ t´1, 1uA,
PA :“ uniform product measure (normalized Haar measure),
and the map
Φ : Bl2pAq Ñ L8pΩA,PAq (1.19)
is uniformly bounded, and also continuous in a prescribed sense.
The proof of Theorem 3.5 is carried out in a setting of harmonic analysis on dyadic
groups. The construction of Φ implicitly uses Λp2q-uniformizability Blei (1977), a prop-
erty of sparse spectral sets manifested here through the use of Riesz products. Facts
and tools drawn from harmonic analysis are reviewed as we move along (e.g., §4).
In §9, a modification of the proof of Theorem 3.5 yields a Parseval-like formula for
xx,yy, x P lp, y P lq, 1 ď p ď 2 ď q ď 8, 1
p
` 1
q
“ 1. (Theorem 9.1).
1.4. Multilinear Parseval-like formulas. In the second part (§10 - §12), we study
representations of functions of n variables (n ě 2) by integrals whose integrands involve
functions of k variables, k ă n. In this context we consider extensions of the (two-
dimensional) Grothendieck inequality to dimensions greater than two.
First, following the ”dual” view of (1.2) as the Parseval-like formula in (1.13), we
derive analogous formulas in arbitrary dimensions. The general result (Theorem 12.4)
is cast in a framework of fractional Cartesian products. It is proved by induction, with
key steps provided by a variant of Theorem 3.5.
We illustrate the multilinear formulas of Theorem 12.4 with two archetypal instances.
In the first, we take a simple extension of the (bilinear) dot product in l2pAq,
∆npx1, . . . ,xnq “
ÿ
αPA
x1pαq ¨ ¨ ¨xnpαq, xi P l2pAq, i “ 1, . . . , n. (1.20)
With no additional requirements, integral representations of ∆n, which extend the usual
Parseval formula, arise typically as follows. Consider the bounded linear map
U : l2pAq Ñ L2pΩA,PAq, (1.21)
defined by
Upxq “
ÿ
αPA
xpαqrα, x P l2pAq, (1.22)
where the rα are Rademacher characters,
rαpωq “ ωpαq, ω P ΩA :“ t´1, 1uA, α P A. (1.23)
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Then,
∆npx1, . . . ,xnq “
ż
pω1,...,ωn´1qPΩ
n´1
A
ˆ n´1ź
i“1
Upxiq
`
ωi
˘˙
Upxnq
`
ω1 ¨ ¨ ¨ωn´1
˘
dω1 ¨ ¨ ¨ dωn´1
“ `Upx1q˙ ¨ ¨ ¨˙ Upxnq˘pω0q, x1 P l2pAq, . . . ,xn P l2pAq,
(1.24)
where the integral above is performed with respect to the pn´1q-fold product of the Haar
measure PA of the compact group ΩA, and is the n-fold convolution of Upx1q, . . . , Upxnq,
evaluated at the identity element ω0 P ΩA,
ω0pαq “ 1, α P A.
Adding the requirement that integrands be uniformly bounded, we obtain (Lemma 12.1)
∆npx1, . . . ,xnq “
ż
pω1,...,ωn´1qPΩ
n´1
A
ˆ n´1ź
i“1
Φnpxiq
`
ωi
˘˙
Φnpxnq
`
ω1 ¨ ¨ ¨ωn´1
˘
dω1 ¨ ¨ ¨ dωn´1
“ `Φnpx1q˙ ¨ ¨ ¨˙ Φnpxnq˘pω0q, x1 P l2pAq, . . . ,xn P l2pAq,
(1.25)
where
Φn : l
2pAq Ñ L8pΩA,PAq (1.26)
is pl2 Ñ L2q-continuous, and
}Φnpxq}L8 ď K}x}2, x P l2pAq, (1.27)
for an absolute constant K ą 0.
The second instance is the trilinear functional η on l2pA2q ˆ l2pA2q ˆ l2pA2q,
ηpx,y, zq “
ÿ
pα1,α2,α3qPA3
xpα1, α2qypα2, α3qzpα1, α3q, px,y, zq P l2pA2qˆ l2pA2qˆ l2pA2q.
(1.28)
To obtain a generic integral representation of η, with no restrictions on integrands, we
take the bounded linear map U2 from l
2pA2q into L2pΩ2A,P2Aq given by
U2pxq “
ÿ
pα1,α2qPA2
xpα1, α2qrα1 b rα2 , x P l2pA2q, (1.29)
and observe
ηpx,y, zq “
ż
pω1,ω2,ω3qPΩ3A
U2pxqpω1, ω2qU2pyqpω2, ω3qU2pzqpω1, ω3q dω1dω2dω3,
x P l2pA2q, y P l2pA2q, z P l2pA2q.
(1.30)
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Adding the requirement that integrands be uniformly bounded, we have
ηpx,y, zq “
ż
pω1,ω2,ω3qPΩ3A
Φp2,2qpxqpω1, ω2qΦp2,2qpyqpω2, ω3qΦp2,2qpzqpω1, ω3q dω1dω2dω3,
x P l2pA2q, y P l2pA2q, z P l2pA2q,
so that
Φp2,2q : l
2pA2q Ñ L8pΩ2A,P2Aq (1.31)
is
`
l2pA2q Ñ L2pΩ2A,P2Aq
˘
- continuous, and
}Φp2,2qpxq}L8 ď K2}x}2, x P l2pA2q, (1.32)
where K ą 1 is the absolute constant in (1.27). The map Φp2,2q is obtained by a two-fold
iteration of Lemma 12.1 in the base case n “ 2. (See Remark 12.6.i.)
An n-linear version (n ě 3) of the trilinear η in (1.28) is given by
ηnpx1,x2, . . . ,xnq “
ÿ
pα1,α2,...,αnqPAn
x1pα1, α2qx2pα2, α3q ¨ ¨ ¨xnpαn, α1q,
px1,x2, . . . ,xnq P l2pA2q ˆ l2pAq2 ˆ ¨ ¨ ¨ ˆ l2pA2q,
(1.33)
whose subsequent integral representation is given by
ηnpx1,x2, . . . ,xnq
“
ż
pω1,ω2,...,ωnqPΩnA
Φp2,2qpx1qpω1, ω2qΦp2,2qpx2qpω2, ω3q ¨ ¨ ¨Φp2,2qpxnqpωn, ω1q dω1dω2 ¨ ¨ ¨ dωn,
px1,x2, . . . ,xnq P l2pA2q ˆ l2pAq ˆ ¨ ¨ ¨ ˆ l2pA2q.
(1.34)
The n-linear functional in (1.33) together with its integral representation in (1.34) play
key roles in the Banach algebra of Hilbert-Schmidt operators. (See Remark 12.9.)
1.5. Projective boundedness and projective continuity. The Grothendieck in-
equality implies (via Proposition 1.1) that if η is any bounded bilinear functional on a
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Hilbert space H , then there exist bounded maps φ1 and φ2 from BH (= closed unit ball
in H) into L8pΩ, µq, for some probability space pΩ, µq, such that
ηpx,yq “
ż
Ω
φ1pxqφ2pyqdµ, px,yq P BH ˆBH . (1.35)
Theorem 3.5 provides φ1 and φ2 that are also (H Ñ L2)-continuous.
In the three-dimensional case, there exist nontrivial trilinear functionals on an infinite-
dimensional Hilbert space that admit integral representations with uniformly bounded
and continuous integrands (e.g., ∆3 in (1.24) and η in (1.28)). But there exist also
bounded trilinear functionals η (produced first in Varopoulos (1974)) that fail a trilinear
version of (1.2) (with η in the role of the dot product), and therefore do not admit
integral representations with uniformly bounded integrands. (See Remark 12.8.)
We are led to a definition: an n-linear functional η on a Hilbert space H is projec-
tively bounded or (the stronger property) projectively continuous, if there exist a proba-
bility space pΩ, µq and bounded maps or, respectively (the more stringent requirement),
bounded and
`
H Ñ L2pΩ, µq˘-continuous maps,
φi : BH Ñ L8pΩ, µq, i “ 1, . . . , n,
such that
ηpx1,x2, . . . ,xnq “
ż
Ω
φ1px1q ¨ ¨ ¨φnpxnq dµ, px1,x2, . . . ,xnq P pBHqn. (1.36)
(See Definition 11.1.)
All bounded linear functionals and all bounded bilinear functionals on a Hilbert space
are projectively continuous, and a fortiori projectively bounded (Proposition 11.2, The-
orem 3.5). But for n ą 2, how to distinguish between bounded, projectively bounded,
and projectively continuous n-linear functionals are open-ended questions. We tackle
these here through the analysis of kernels of multilinear functionals.
Let H be a Hilbert space, and let A be an orthonormal basis in it. Given a bounded
n-linear functional η on H , we consider its kernel relative to A,
θA,ηpα1, . . . , αnq :“ ηpα1, . . . , αnq, pα1, . . . , αnq P An, (1.37)
and ask:
Question 1.2. What properties of θA,η imply that η is projectively continuous, or pro-
jectively bounded?
If η is projectively bounded, then its kernel relative to a basis A can be represented
as an integral of n-fold products of uniformly bounded functions of one variable, but
whether this condition alone is also sufficient is an open question (Problem 13.5).
Building on multilinear Parseval-like formulas (Theorem 12.4), we show that if the
support of θA,η is a fractional Cartesian product of a certain type, and θA,η has an
integral representation with uniformly bounded integrands, then η is projectively con-
tinuous (Theorem 11.11). In this case, the respective spaces of projectively bounded
and projectively continuous functionals are equal – distinguished, possibly, by different
numerical constants (Problem 13.4). I do not know whether this is always true, that a
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multilinear functional is projectively bounded if and only if it is projectively continuous
(Problem 13.3).
We list some unanswered questions in §13. Some are stated in prior sections, and
others will almost surely occur to the reader in the course of the narrative. The subject
is open, and also open-ended, with loose ends and different directions to follow.
Unless stated otherwise, the underlying scalars will be the complex numbers. There
will be places in the work where distinctions are made between the real field and the
complex field, and other places where reals, and only reals are used; these places are
clearly marked.
The essential prerequisites for the work are relatively minimal: basic knowledge of
classical functional analysis and classical harmonic analysis should suffice. To the extent
possible, I tried to be inclusive and self-contained (with apologies to experts).
1.6. A personal note and acknowledgements. My involvement with the Grothendieck
inequality began in 1975, in connection with its roles in harmonic analysis. Since then,
over the decades, I gradually meandered away from the subject. In 2005, I learnt of
the interest in the Grothendieck inequality in the computer science community, and in
particular of the results in Charikar and Wirth (2004). My own interest in the inequal-
ity was rekindled, and reinforced by a subsequent result in Alon et al. (2006), that the
Grothendieck-like inequalities in Charikar and Wirth (2004) were in a certain sense opti-
mal. The optimality, which at first blush appeared counter-intuitive to me, made crucial
use of a phenomenon that had been first verified in Kashin and Szarek (2003). (See Re-
mark 2.9.ii.) I learnt more about these results from Noga Alon’s lecture, and also from
separate conversations with Assaf Naor and Boris Kashin, at the Lindenstrauss-Tzafriri
retirement conference in June 2005. The integral representation formula in (3.18) was
then derived, without the continuity of Φ, and noted specifically as a counterpoint to
the result in Kashin and Szarek (2003). Soon after my seminar at IAS in February 2006,
where the aforementioned counterpoint was presented, I received an email from Noga
Alon, that a similar formula could be deduced also from the proof of the Grothendieck
inequality in Krivine (1977).
Two and a half years later, following a seminar about integral representations of
multilinear functionals (Paris, June 2008), Gilles Pisier pointed out to me the implication
(1.2)ñ (1.5) (with a proof different from the argument given here), underlining that the
integral representation of the dot product in (1.5) and the Grothendieck inequality are
in fact equivalent. These two post-seminar remarks, by Alon and Pisier, sent me back
to the drawing board, to study and further analyze integral representations of general
functions, and indeed in large part determined the direction of this work.
Finally, I thank my son David Blei, first for pointing out to me, in 2005, the interest
in the Grothendieck inequality in the computer science community, and then for his help
with the optimization problems in §6.2 concerning ”best” constants.
2. Integral representations: the case of discrete domains
2.1. First question. Whether it is feasible to represent a given function in terms
of simpler functions is a recurring theme that appears in various guises throughout
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mathematics. The precise formulation of the problem of course depends on the context.
Here we consider the issue in a quasi-classical setting of functional analysis.
We begin with a question that – mainly during the 1960’s and 1970’s – motivated
studies of tensor products in harmonic analysis; e.g., Varopoulos (1967), (Katznelson,
1976, Ch. VIII), (Graham and McGehee, 1979, Ch. 11).
Question 2.1. Let X and Y be sets, and let f be a bounded scalar-valued function of
two variables, x P X and y P Y. Are there families of scalar-valued functions of one
variable, tgωuωPΩ and thωuωPΩ defined respectively on X and Y, such thatÿ
ωPΩ
}gω}8}hω}8 ă 8, (2.1)
and
fpx, yq “
ÿ
ωPΩ
gωpxqhωpyq, px, yq P X ˆ Y ? (2.2)
(} ¨ }8 denotes, here and throughout, the usual sup-norm over an underlying domain.)
We refer to the functions gω and hω, indexed by ω P Ω and defined respectively on X
and Y, as representing functions of f. In the next section X and Y will have additional
structures, but at this point, and until further notice, these domains are viewed merely
as sets. The constraint in (2.1) implies that the sum on the right side of (2.2) converges
absolutely, and also that the indexing set Ω may as well be at most countable. Later
we will consider more general representations and constraints, wherein sums in (2.1)
and (2.2) are replaced by integrals, and indexing sets are measure spaces. If constraints
on representing functions are removed altogether, then the answer to Question 2.1 will
always be affirmative (and also uninteresting): for, in the absence of constraints, given
a scalar-valued function f on X ˆ Y , we can take the indexing set Ω to be Y , and then
let
gypxq “ fpx, yq, x P X, y P Y,
and for y P Y and y1 P Y,
hy1pyq “
"
0 if y1 ­“ y
1 if y1 “ y.
Nowadays it is practically folklore – arguably originating in Littlewood’s classic pa-
per Littlewood (1930) – that if X and Y are infinite, then there is an abundance of
functions that cannot be represented by (2.2) under the constraint in (2.1). To illus-
trate how such functions can arise, we take
fpx, kq “ eixk, px, kq P r0, 2πs ˆ Z. (2.3)
An affirmative answer here to Question 2.1 would mean that there exist families of
representing functions tgnunPN and thnunPN defined respectively on r0, 2πs and Z, and
indexed by N, such that
eixk “
ÿ
nPN
gnpxqhnpkq, px, nq P r0, 2πs ˆ Z, (2.4)
THE GROTHENDIECK INEQUALITY REVISITED 13
and ÿ
nPN
}gn}8}hn}8 “ c ă 8. (2.5)
With this assumption, if a finite scalar array pajkqj,k satisfies
sup
 ˇˇÿ
j,k
ajksjtk
ˇˇ
: |sj | ď 1, |tk| ď 1
( ď 1, (2.6)
then for all xj P r0, 2πs, j “ 1, . . . , ˇˇÿ
j,k
ajke
ixjk
ˇˇ ď c. (2.7)
Now observe that for every positive integer N , the array (a rescaled Fourier matrix)
ajk “ N´ 32 e
´2πijk
N , pj, kq P rNs2, (2.8)
satisfies (2.6). Taking N ą c2 and xj “ 2πij{N for j P rNs, we have
Nÿ
j,k“1
ajke
ixjk “ N 12 ą c,
which contradicts (2.7), thus proving that f in (2.3) cannot be represented by (2.4)
under the constraint in (2.5).
The preceding argument, verifying a negative answer to Question 2.1, made implicit
use of a duality between two norms. The first norm, }f}V2pXˆY q for a given scalar-
valued function f on X ˆ Y , is defined to be the infimum of the left side of (2.1) taken
over all representations in (2.2). (Here and throughout, in the absence of ambiguity,
the underlying X and Y will be suppressed from the notation; e.g., }f}V2 will stand
for }f}V2pXˆY q.) With this norm and point-wise multiplication on X ˆ Y, the resulting
space
V2pX ˆ Y q “
 
f : }f}V2 ă 8
(
is a Banach algebra. (V is for Varopoulos; e.g., see Varopoulos (1967), (Graham and McGehee,
1979, Ch. 11).) The second norm, }a}F2 for a given scalar array a “ paxyqxPX,yPY , is
defined as the supremum of ˇˇ ÿ
px,yqPSˆT
axygpxqhpyq
ˇˇ
taken over all finite rectangles S ˆ T Ă X ˆ Y , g P Bl8pXq and h P Bl8pY q. (Here and
throughout, BE denotes the closed unit ball in a normed linear space E, and l
8pDq
denotes the space of bounded scalar-valued functions on a domain D.) Equipped with
the F2-norm and point-wise multiplication on X ˆ Y ,
F2pX ˆ Y q :“
 
a “ paxyqxPX,yPY : }a}F2 ă 8
(
(2.9)
is a Banach algebra. (F is for Fre´chet; e.g., see Fre´chet (1915), (Blei, 2001, Ch. I).)
Within the broader context of topological tensor products, the V2-norm and the F2-norm
are instances, respectively, of projective and injective cross-norms; e.g., see Schatten
(1950), Grothendieck (1955).
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The duality between the V2-norm and the F2-norm is expressed by Lemma 2.2 below,
and is at the foundation of a large subject. Noted and investigated first by Schatten
in the 1940’s, e.g., Schatten (1943), this duality was extended and expansively studied
by Grothendieck during the 1950’s, e.g., Grothendieck (1953), Grothendieck (1955).
Since the mid-1960’s, Lemma 2.2 has reappeared in various forms and settings, and has
become folklore. I learnt it nearly four decades ago in a specific context of harmonic
analysis, e.g., Blei (1975).
Lemma 2.2. If f P V2pX ˆ Y q, then
}f}V2 “ sup
 ˇˇ ÿ
px,yqPSˆT
axyfpx, yq
ˇˇ
: a P BF2 , finite rectangles S ˆ T Ă X ˆ Y
(
.
(2.10)
(For proof, see Remark 2.5.ii.)
2.2. Second question. The converse to Lemma 2.2 is false: if X and Y are infinite,
then there exist f P l8pX ˆ Y q for which the right side of (2.10) is finite, but f R
V2pX ˆ Y q. (How these f arise is briefly explained in Remark 2.5.iii below.) However,
if we broaden Question 2.1 (but keep to its original intent), then we are led exactly to
those functions f for which the right side of (2.10) is finite.
Question 2.3. Let f P l8pX ˆ Y q. Can we find a probability space pΩ, µq and repre-
senting functions indexed by it, tgωuPΩ and thωuωPΩ defined respectively on X and Y,
such that for every px, yq P X ˆ Y,
ω ÞÑ gωpxq, ω ÞÑ hωpyq, ω ÞÑ }gω}8, ω ÞÑ }hω}8, ω P Ω, (2.11)
determine µ-measurable functions on Ω,ż
Ω
}gω}8}hω}8µpdωq ă 8, (2.12)
and
fpx, yq “
ż
Ω
gωpxqhωpyqµpdωq? (2.13)
(We refer to the probability space pΩ, µq as an indexing space, and to the probability
measure µ as an indexing measure.)
There exist functions of two variables that cannot be represented by (2.13) under the
constraint in (2.12); e.g., the function f in (2.3), with the same proof. Question 2.3
obviously subsumes Question 2.1: an affirmative to Question 2.1 implies an affirmative
to Question 2.3. But the converse is false, as per Remark 2.5.iii below. To formalize
matters, given f P l8pXˆY q, we define }f}V˜2 to be the infimum of the left side of (2.12)
over all representations of f by (2.13), and then let
V˜2pX ˆ Y q “ tf P l8pX ˆ Y q : }f}V˜2 ă 8u.
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One can verify directly that } ¨ }V˜2 is a norm, and that pV˜2pX ˆ Y q, } ¨ }V˜2q is a Banach
algebra with point-wise multiplication on X ˆ Y . (E.g., see Proposition 3.3 in the next
section.) This follows also from a characterization of V˜2pX ˆ Y q as the dual space of
F2pX ˆ Y q. To state and prove this characterization, we use an alternate definition of
F2pX ˆ Y q cast in a framework of harmonic analysis.
Given a set A, we define the Rademacher system indexed by A,
RA “ trαuαPA,
to be the set of coordinate functions on t´1, 1uA :“ ΩA,
rαpωq “ ωpαq, ω P t´1, 1uA, α P A.
We view the product space ΩA as a compact Abelian group with the product topology
and coordinate-wise multiplication, and view RA as a set of independent characters on
it. (E.g., see (Blei, 2001, p. 139).)
Next we consider the set of characters
RX ˆRY “ trx b ryupx,yqPXˆY
on the compact Abelian group ΩX ˆ ΩY , where rx b ry is the t´1, 1u-valued function
on ΩX ˆ ΩY , defined by
rx b rypω1, ω2q “ rxpω1qrypω2q, pω1, ω2q P ΩX ˆ ΩY .
Given a scalar array a “ paxyqpx,yqPXˆY , we identify it formally with the Walsh series
aˆ „
ÿ
px,yqPXˆY
axyrx b ry
(a distribution on ΩX ˆ ΩY ), and observe that
a P F2pX ˆ Y q ðñ aˆ P CRXˆRY pΩX ˆ ΩY q, (2.14)
where CRXˆRY pΩXˆΩY q = {continuous functions on ΩXˆΩY with spectra in RXˆRY };
e.g., see (Blei, 2001, Ch. IV, Ch. VII), and also §4 in this work. Specifically,
}aˆ}8 ď }a}F2 ď 4}aˆ}8. (2.15)
Therefore, the dual space of F2pX ˆ Y q can be identified (via (2.14) and Parseval’s
formula) with the dual space of CRXˆRY pΩX ˆΩY q, which (via the Riesz representation
theorem and the Hahn-Banach theorem) is the algebra of restrictions to RX ˆ RY of
transforms of regular complex measures on ΩX ˆ ΩY . This algebra is denoted by
BpRX ˆRY q :“ xMpΩX ˆ ΩY q{tλˆ P xMpΩX ˆ ΩY q : λˆ “ 0 on RX ˆRY u.
Proposition 2.4.
V˜2pX ˆ Y q “ BpRX ˆRY q.
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Proof. If f P BpRX ˆRY q, then (by definition) there exists a regular complex measure
λ on ΩX ˆ ΩY such that
fpx, yq “
ż
ΩXˆΩY
rxpω1qrypω2qλpdω1, dω2q, px, yq P X ˆ Y,
which implies f P V˜2pX ˆ Y q: the indexing space is
`
ΩX ˆ ΩY , |λ|}λ}
˘
; |λ| is the total
variation measure of λ; }λ} “ |λ|pΩX ˆ ΩY q, and representing functions are given by
gω1ω2pxq “ rxpω1q
hω1ω2pyq “ }λ}
dλ
d|λ|pω1, ω2qrypω2q, pω1, ω2q P ΩX ˆ ΩY , px, yq P X ˆ Y.
Suppose f P V˜2pX ˆ Y q. Then, there exist an indexing space pΩ, µq and families of
representing functions tgωuPΩ and thωuωPΩ defined respectively on X and Y, such that
(2.11), (2.12), and (2.13) hold. Let aˆ be a Walsh polynomial in CRXˆRY pΩX ˆ ΩY q,
aˆ “
ÿ
px,yqPXˆY
axyrx b ry,
where paxyqpx,yqPXˆY is a scalar array with finite support in X ˆ Y . Then, by (2.13),
(2.12), and (2.15),ˇˇ ÿ
px,yqPXˆY
axyfpx, yq
ˇˇ “ ˇˇ ÿ
px,yqPXˆY
axy
ż
Ω
gωpxqhωpyqµpdωq
ˇˇ
ď
ż
Ω
ˇˇ ÿ
px,yqPXˆY
axygωpxqhωpyq
ˇˇ
µpdωq
ď 4}aˆ}8
ż
Ω
}gω}8}hω}8µpdωq ď 4}aˆ}8}f}V2.
(2.16)
Because Walsh polynomials are norm-dense in CRXˆRY pΩXˆΩY q, the estimate in (2.16)
implies that f determines a bounded linear functional on CRXˆRY pΩX ˆΩY q, and hence
f P BpRX ˆRY q.

Remark 2.5.
i. The simple proof of Proposition 2.4 is similar to the proof of Proposition 1.1. The
compact Abelian group t´1, 1uA in the proof above can be replaced, with nearly identical
effect, by the compact Abelian group
teit : t P r0, 2πquA
(equipped with coordinate-wise multiplication, and the usual topology on each coordi-
nate). The Rademacher system becomes the Steinhaus system (cf. (Blei, 2001, p. 29)),
and the norm equivalence in (2.15) becomes the isometry
}aˆ}8 “ }a}F2.
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A modified proof of Proposition 2.4 in this setting yields
}f}V˜2 “ sup
 ˇˇ ÿ
px,yqPSˆT
axyfpx, yq
ˇˇ
: }a}F2 ď 1, finite S ˆ T Ă X ˆ Y
(
.
ii. By an elementary argument (involving measure theory),
}f}V2pXˆY q “ }f}V˜2pXˆY q, f P V2pX ˆ Y q, (2.17)
and hence Lemma 2.2. The equality of norms in (2.17) can be observed also by noting
that V2pXˆY q equals BdpRXˆRY q, the algebra of restrictions to RXˆRY of transforms
of discrete measures on ΩX ˆ ΩY . (See Varopoulos (1969).)
iii. In the language of harmonic analysis (via Proposition 2.4), the proper inclusion
V˜2pX ˆ Y q Ĺ l8pX ˆ Y q (2.18)
for infinite X and Y is the assertion that RX ˆ RY is not a Sidon set, a classical fact
that can be verified in several ways; e.g., via the example in (2.3). Also in this language,
the proper inclusion
V2pX ˆ Y q Ĺ V˜2pX ˆ Y q
becomes the assertion
BdpRX ˆRY q Ĺ BpRX ˆRY q, (2.19)
which is proved in Varopoulos (1969), via Varopoulos (1968). The proper inclusion
in (2.19) can be deduced also from (2.18) and a characterization of Sidonicity found
in (Bourgain, 1984, p. 118).
iv. By Proposition 2.4, if f P V˜2pX ˆ Y q, then there exists λ P MpΩX ˆΩY q such that
fpx, yq “ λˆprx b ryq, px, yq P X ˆ Y.
This implies that in the definition of the } ¨ }V˜2-norm, the constraint in (2.12) (absolute
integrability) can be replaced by the stronger condition (L8-boundedness)
sup
xPX,yPY
ess supωPΩ |gωpxqhωpyq| ă 8. (2.20)
Specifically, the } ¨ }V˜2-norm is equivalent to the norm obtained by taking the infimum
of the left side of (2.20) over all representations in (2.13).
2.3. Third question and Grothendieck’s the´ore`me fondamental . Next we
replace (2.12) in Question 2.3 with a weaker constraint:
Question 2.6. Let f P l8pX ˆ Y q. Can we find a general measure space pΩ, µq, and
representing functions indexed by it, tgωuPΩ and thωuωPΩ defined respectively on X and
Y, so that for every px, yq P X ˆ Y,
ω ÞÑ gωpxq, ω ÞÑ hωpyq, ω P Ω,
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determine elements in L2pΩ, µq,
sup
xPX,yPY
ˆż
Ω
|gωpxq|2µpdωq
˙1
2
ˆż
Ω
|hωpyq|2µpdωq
˙1
2
ă 8, (2.21)
and
fpx, yq “
ż
Ω
gωpxqhωpyqµpdωq? (2.22)
The constraint in (2.21) insures that the right side of (2.22) is well defined, and appears
weaker (via Remark 2.5.iv above) than the condition in (2.12). The two conditions (2.12)
and (2.21) are, respectively, the ”maximal” and ”minimal” constraints that guarantee
convergence of the respective integral representations in (2.13) and (2.22). (See also
Remark 2.9.i below.)
Grothendieck’s celebrated theorem, dubbed le the´ore`me fondamental de la the´orie
metrique des produit tensoriels in (Grothendieck, 1953, p. 59), is in effect the statement
that the aforementioned constraints are equivalent. That is, for every function on XˆY,
the respective answers to Questions 2.3 and 2.6 are identical: a function of two variables
can be represented by (2.13) under the constraint in (2.12) if and only if it can be
represented by (2.22) under the constraint in (2.21). To state this precisely, given
f P l8pX ˆ Y q, we define }f}G2 to be the infimum of the left side of (2.21) over all
representations of f by (2.22), and let
G2pX ˆ Y q “ tf P l8pX ˆ Y q : }f}G2 ă 8u.
(We omit the verification that pG2pX ˆ Y q, } ¨ }G2q is a Banach algebra; see the theorem
below, and also Proposition 3.3 in the next section.)
Theorem 2.7 (a version of Grothendieck’s the´ore`me fondamental).
G2pX ˆ Y q “ V˜2pX, Y q.
To verify V˜2pX, Y q Ă G2pX ˆ Y q, note that if f P V˜2pX ˆ Y q, then (by Proposition 2.4)
there exists λ PMpΩX ˆ ΩY q, such that
fpx, yq “ λˆprx b ryq, px, yq P X ˆ Y,
and (by Remark 2.5.iv) we have the norm estimate
}f}G2 ď }f}V˜2, f P V˜2pX, Y q.
The reverse inclusion
G2pX ˆ Y q Ă V˜2pX, Y q,
or the assertion equivalent to it, that
}f}G2 ď 1 ñ }f}V˜2 ď K, (2.23)
for a universal constant 1 ă K ă 8, is the essence of Grothendieck’s theorem.
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Focusing on (2.23), observe first that }f}G2 ď 1 means that there exist maps from X
and Y into the unit ball BH of a Hilbert space H ,
x ÞÑ ux, x P X, ux P BH ,
y ÞÑ vy, y P Y, vy P BH , (2.24)
such that
fpx, yq “ xux,vyyH , px, yq P X ˆ Y, (2.25)
where x¨, ¨yH is the inner product on H . Then (2.23) becomes, via Proposition 2.4, the
Grothendieck inequality,
|
ÿ
x,y
axyxux,vyyH | ď K}a}F2
for all finitely supported scalar arrays paxyqxPX,yPY . Therefore, (2.23) asserts (again
through Proposition 2.4) that the inner product on H , viewed as a function on BHˆBH ,
is in V˜2pBH , BHq.
Theorem 2.8 (yet another version of le the´ore`me fondamental). Let H be an infinite-
dimensional Hilbert space with inner product x¨, ¨yH . Then,
}x¨, ¨yH}V˜2pBH ,BHq :“ KG ă 8, (2.26)
where KG is independent of H.
The constant in (2.26) is the Grothendieck constant. Determinations of its two distinct
values KCG and K
R
G, which correspond to a choice of a scalar field in the definition of
V˜2, are open problems. To date, the best published estimates of K
C
G and K
R
G are found
in Haagerup (1987) and Braverman et al. (2011), respectively.
Remark 2.9.
i. The L2´L2 constraint in (2.21), which guarantees (via Cauchy-Schwarz) the existence
of the integral in (2.22), can be replaced by an Lp´Lq constraint (1
p
` 1
q
“ 1, 2 ě p ď 8),
which produces (via Ho¨lder) the same effect. Then, modifying accordingly Question 2.6,
we look for integral representations of f P l8pX ˆ Y q under the constraint
sup
xPX, yPY
}gωpxq}Lppµq}hωpyq}Lqpµq ă 8.
We consider the space Gpp,qqpXˆY q, whose definition is analogous to that of G2pXˆY q,
and ask whether a Grothendieck-type theorem holds here as well. That is, do we have
Gpp,qqpX ˆ Y q “ V2pX ˆ Y q?
(Cf. Theorem 2.7.)
For p ą 2, and infinite X and Y, the answer is no. The proof, like that of
V2pX ˆ Y q Ĺ l8pX ˆ Y q,
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makes use of the finite Fourier matrix. For an integer N ą 0, we take X “ Y “ rNs,
and indexing space Ω “ rNs with the uniform probability measure µ on it, i.e.,
µptωuq “ 1
N
, ω P rNs.
We take representing functions
gωpjq “ e
´2πijω
N , ω P Ω, j P X,
hωpkq “
"
0 if ω ­“ k
N
1
q if ω “ k,
ω P Ω, k P Y,
and define
fpj, kq :“
ż
Ω
gωpjqhωpkqµpdωq “ N´
1
p e
´2πijk
N , pj, kq P X ˆ Y.
Because
sup
jPX, kPY
ˆż
Ω
|gωpjq|pµpdωq
˙1
p
ˆż
Ω
|hωpkq|qµpdωq
˙1
q
“ 1,
we have }f}Gpp,qq ď 1. By duality, via Proposition 2.4 and the rescaled Fourier matrix in
(2.8), we also have
}f}V˜2 ě
1
N
3
2
Nÿ
j,k“1
fpj, kqe 2πijkN “ N 12´ 1p ÝÑ
NÑ8
8,
and thus conclude that if X and Y are infinite sets, then
V2pX ˆ Y q Ĺ Gpp,qqpX ˆ Y q.
ii. Grothendieck’s the´ore`me fondamental had been stated first as a ”factorization” the-
orem in a framework of topological tensor products (Grothendieck, 1953), and later was
reformulated as an elementary inequality in a context of Banach space theory (Lindenstrauss and Pelczynski,
1968). Since its reformulation, which made le the´ore`me fondamental accessible to a
larger public, Grothendieck’s theorem has evolved, migrating further and farther into
various diverse settings. (See Pisier (2012).)
Recently, variants of the Grothendieck inequality have appeared in studies of algo-
rithmic complexity in a context of theoretical computer science; e.g., Alon and Naor
(2004), Charikar and Wirth (2004), Alon et al. (2006), So et al. (2007), Khot and Naor
(2011). These studies began with the following inequality Charikar and Wirth (2004).
Let pajkqpj,kqPN2 be an infinite matrix with real-valued entries, and ajj “ 0 for all j P N.
Then, for each n P N, and vj P Rn, }vj} ď 1 for j P rns,ÿ
pj,kqPrns2
ajkxvj,vky ď Kn max
ǫj“˘1, jPrns
ÿ
pj,kqPrns2
ajkǫjǫk, (2.27)
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where x¨, ¨y denotes the standard dot product in Rn, and Kn “ Oplog nq. Notice that
if the ”absolute value” is applied to both sides of (2.27), then (by the Grothendieck
inequality), Kn “ Op1q. Notice also that if we take the ”decoupled” version of (2.27),ÿ
pj,kqPrns2
ajkxvj,vky ď Kn max
ǫj“˘1, δk“˘1 jPrns, kPrns
ÿ
pj,kqPrns2
ajkǫjδk,
then (again by the Grothendieck inequality), Kn “ Op1q.
That Kn “ Oplog nq is indeed optimal in (2.27) was proved in Alon et al. (2006) by
sharpening the following result in Kashin and Szarek (2003): for every n P N, there
exist vectors v1, . . . ,vn in the unit ball of R
n, such that whenever real-valued functions
f1, . . . , fn in L
8pr0, 1sq verify
xvj,vky “
ż
r0,1s
fjptqfkptqdt, 1 ď j ă k ď n (2.28)
(dt = Lebesgue measure), then
max
jPrns
}fj}L8 ě Cplognq 14 ,
where C is an absolute constant. Notably, if complex-valued f1, . . . , fn in L
8pr0, 1sq are
allowed in (2.28), then the opposite phenomenon holds; cf. (1.13), (3.18), and Remark
3.7.ii.
3. Integral representations: the case of topological domains
3.1. L2-continuous families. If H is a Hilbert space, then the Grothendieck inequal-
ity, through an application of Proposition 2.4, guarantees that there exists a regular
complex measure µ on the compact Abelian group
ΩBH ˆ ΩBH :“ t´1, 1uBH ˆ t´1, 1uBH ,
such that
xu,vyH “
ż
ΩBHˆΩBH
ru b rvdµ, pu,vq P BH ˆBH . (3.1)
(Cf. Proposition 1.1.) However, whereas the left side of (3.1) is continuous on BH ˆBH
(separately in each variable with respect to the weak topology, and jointly with respect
to the norm topology), continuity cannot be independently inferred on the right side of
(3.1). To wit, if λ PMpΩBH ˆΩBH q is arbitrary, then the function on BH ˆBH defined
by
λˆpru b rvq, pu,vq P BH ˆBH ,
does not a priori “see” any of the structures (linear or topological) in H . This is
inconsequential in the case of Theorem 2.7: in the definitions of V2pX ˆY q, V˜2pX ˆY q,
and G2pX ˆ Y q, the underlying domains X and Y are merely sets.
But now suppose that in Questions 2.1, 2.3, and 2.6, X and Y are topological spaces,
and that f is continuous on XˆY – either jointly, or separately in each variable. Then,
in the search for integral representations of f , we would want to focus precisely on
those representing functions that ”respect” the underlying topologies of their domains;
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specifically, that we search only amongst representations in (2.13) and (2.22) that a
priori determine continuous functions on X ˆ Y – either jointly, or separately in each
variable.
Definition 3.1. Let g “ tgωuωPΩ be a family of scalar-valued functions defined on a
topological space X and indexed by a finite measure space pΩ, µq.
i. g is L2pµq-continuous if for each x P X,
ω ÞÑ gωpxq, ω P Ω,
determines an element of L2pΩ, µq, and the resulting map g : X Ñ L2pΩ, µq defined by
gpxqpωq “ gωpxq, ω P Ω, x P X,
is continuous with respect to the topology on X (its domain), and the norm topology on
L2pΩ, µq (its range).
ii. g is weakly-L2pµq-continuous if for each x P X,
ω ÞÑ gωpxq, ω P Ω,
determines an element of L2pΩ, µq, and the resulting map g : X Ñ L2pΩ, µq defined by
gpxqpωq “ gωpxq, ω P Ω, x P X,
is continuous with respect to the topology on X and the weak topology on L2pΩ, µq.
If in Questions 2.3 and 2.6, X and Y are topological spaces, and families of represent-
ing functions are L2-continuous, then subsequent integral representations in (2.13) and
(2.22) determine functions that are jointly continuous on XˆY. Similarly, if families are
weakly L2-continuous, then corresponding integral representations determine functions
that are continuous on X ˆ Y separately in each coordinate.
Definition 3.2. Let X and Y be topological Hausdorff spaces, and let f be a scalar-
valued function on X ˆ Y.
i. f P V˜2pX ˆ Y q if there exist a probability space pΩ, µq and L2pµq-continuous fam-
ilies of functions indexed by it, g “ tgωuωPΩ and h “ thωuωPΩ defined on X and Y
respectively, such that
sup
xPX,yPY
}gpxq}L8pµq}hpyq}L8pµq ă 8, (3.2)
and
fpx, yq “
ż
Ω
gωpxqhωpyqµpdωq, px, yq P X ˆ Y. (3.3)
If g and h are weakly-L2pµq-continuous, and (3.2) and (3.3) are satisfied, then f is
said to be in ĄWV 2pX ˆ Y q.
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}f}V˜2pXˆY q “ }f}V˜2 denotes the infimum of the left side in (3.2) over all indexing spaces
pΩ, µq, and L2pµq-continuous families of functions that represent f by (3.3). Similarly,
}f}ĆWV 2pXˆY q “ }f}ĆWV 2 denotes the infimum of the left side in (3.2) over all weakly-
L2pµq-continuous families that represent f by (3.3).
ii. f P G2pX ˆ Y q if there exist a probability space pΩ, µq and L2pµq-continuous fam-
ilies of functions indexed by it, g “ tgωuωPΩ and h “ thωuωPΩ defined on X and Y
respectively, such that
sup
xPX,yPY
}gpxq}L2pµq}hpyq}L2pµq ă 8, (3.4)
and
fpx, yq “
ż
Ω
gωpxqhωpyqµpdωq, px, yq P X ˆ Y. (3.5)
If g and h are weakly-L2pµq-continuous, and (3.4) and (3.5) are satisfied, then f is
said to be in WG2pX ˆ Y q.
}f}G2pXˆY q “ }f}G2 is the infimum of the left side of (3.4) taken over all indexing
spaces pΩ, µq, and L2pµq-continuous families of functions that represent f by (3.5), and
}f}WG2pXˆY q “ }f}WG2 is the infimum taken over weakly-L2pµq-continuous families.
In the remainder of the section, X and Y denote topological Hausdorff spaces. We
denote the space of bounded scalar-valued continuous functions on XˆY by CbpXˆY q,
and the space of bounded scalar-valued functions on X ˆ Y continuous separately in
each variable by CbpX, Y q. Both CbpX ˆ Y q and CbpX, Y q are Banach algebras with
sup-norm and point-wise multiplication on X ˆ Y.
Proposition 3.3. } ¨ }V˜2, } ¨ }G2, } ¨ }ĆWV 2, and } ¨ }WG2 are norms on V˜2pX ˆ Y q,
G2pX ˆ Y q, ĄWV 2pX ˆ Y q, and WG2pX ˆ Y q, respectively. With these norms and
point-wise multiplication on X ˆ Y , the spaces V˜2pX ˆ Y q, G2pX ˆ Y q, ĄWV 2pX ˆ Y q,
and WG2pX ˆ Y q are Banach algebras, and
V˜2pX ˆ Y q Ă G2pX ˆ Y q Ă CbpX ˆ Y qĄWV 2pX ˆ Y q ĂWG2pX ˆ Y q Ă CbpX, Y q, (3.6)
where inclusions are norm-decreasing.
Sketch of proof. We only outline the arguments verifying assertions involving the first
two spaces in first line in (3.6); the arguments verifying assertions involving the corre-
sponding ”weak” spaces in the second line are similar.
In order to verify that V˜2pX ˆ Y q and G2pX ˆ Y q are linear spaces, and that the
triangle inequality holds for } ¨ }V˜2 and } ¨ }G2, note that if functions f1 and f2 on X ˆ Y
are represented, respectively, by L2pΩ1, µ1q- and L2pΩ2, µ2q-continuous families, then
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f1 ` f2 can be represented by ”sums” of these families, appropriately indexed by the
disjoint union of pΩ1, µ1q and pΩ2, µ2q, properly defined and normalized.
To prove completeness, verify that absolutely summable sequences in V˜2pX ˆ Y q and
G2pX ˆ Y q are summable in their respective spaces, by applying a ”countably infinite”
version of the argument used to verify the triangle inequality.
To prove that V˜2pX ˆ Y q and G2pX ˆ Y q are Banach algebras under point-wise
multiplication on X ˆ Y, in the proof of the triangle inequality replace ”sums” of L2-
continuous families by ”products,” and replace the disjoint union of pΩ1, µ1q and pΩ2, µ2q
by the product pΩ1 ˆ Ω2, µ1 ˆ µ2q.
The constraint in (3.2) is stronger than (3.4), and thus the norm-decreasing left in-
clusion in (3.6). The L2-continuity of the representing families implies (via Cauchy-
Schwarz) the norm-decreasing right inclusion.

Remark 3.4. The two left inclusions in (3.6) are in fact equalities; this is the gist of
the ”upgraded” Grothendieck theorem that we prove here. The right inclusions in (3.6)
are strict; e.g., see Remark 2.5.iii.
If X and Y are discrete, then by Remark 2.5.iv,
V˜2pX ˆ Y q “ V˜2pX ˆ Y q.
In general, if X and Y are topological Hausdorff spaces, then I know only the obvious
inclusion
V˜2pX ˆ Y q Ă CbpX ˆ Y q X V˜2pX ˆ Y q.
Specifically, if X and Y are compact Hausdorff spaces, and V˜ pXˆY q is the tilde algebra
defined in Varopoulos (1968) (and (Graham and McGehee, 1979, Ch. 11.9)), then (by
Proposition 2.4, and the comment on top of p. 26 in Varopoulos (1968)) we have
V˜ pX ˆ Y q “ CpX ˆ Y q X V˜2pX ˆ Y q,
and therefore
V˜2pX ˆ Y q Ă V˜ pX ˆ Y q.
I do not know whether the reverse inclusion holds.
3.2. A ”continuous” version of le the´ore`me fondamental . The two pairs of
integral representations in Definition 3.2 are equivalently feasible; that is,
G2pX ˆ Y q “ V˜2pX ˆ Y q, (3.7)
and
WG2pX ˆ Y q “ ĄWV 2pX ˆ Y q, (3.8)
which (modulo ”best constants”) supersede Theorem 2.7. Specifically, we prove here
that there exist absolute constants K1 ą 0 and K2 ą 0, such that
}f}V˜2 ď K1 for all f P BG2pXˆY q, (3.9)
and
}f}ĆWV 2 ď K2 for all f P BWG2pXˆY q. (3.10)
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To start, we observe that f P BG2pXˆY q means that there exist a Hilbert space H , and
functions
g : X Ñ BH ,
h : Y Ñ BH , (3.11)
that are continuous with respect to the topologies on their respective domains X and
Y , and the norm topology on BH , such that
fpx, yq “ xgpxq,hpyqyH, x P X, y P Y.
Similarly, f P BWG2pXˆY q means that the functions in (3.11) are continuous with respect
to the topologies on X and Y , and the weak topology on BH . (Cf. (2.24) and (2.25).)
Therefore, (3.9) is equivalent to the assertion that, when viewed as a function onBHˆBH
with the norm topology on BH , the inner product x¨, ¨yH is in V˜2pBH ˆBHq. Similarly,
(3.10) is equivalent to the assertion that, when viewed as a function on BWH ˆ BWH ,
where BWH denotes the unit ball in H with the weak topology, the inner product is inĄWV 2pBWH ˆBWHq. Succinctly put, (3.9) and (3.10) are equivalent to
}x¨, ¨yH}V˜2pBHˆBH q ď K1 (3.12)
and
}x¨, ¨yH}ĆWV 2pBWHˆBWH q ď K2, (3.13)
with absolute constants K1 ą 0 and K2 ą 0, respectively.
To establish (3.12) and (3.13), we take an infinite-dimensional Hilbert space H , and
fix an orthonormal basis A in it . We then take H to be l2pAq with the usual dot
product, and construct (algorithmically) L2-continuous as well as weakly-L2-continuous
families of functions, defined on Bl2pAq and indexed by
pΩA,PAq, PA “ Haar measure, (3.14)
specifically intended as integrands in integral representations of the dot product.
The main result is stated below. Tools to prove it are collected in §4, and the proof
is given in §5.
Theorem 3.5. Let A be an infinite set. There exists a one-one map
Φ : Bl2pAq Ñ L8pΩA,PAq, (3.15)
with the following properties:
(i) there is an absolute constant K ą 0, such that
}Φpxq}L8 ď K, x P Bl2pAq; (3.16)
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(ii) for all x P Bl2pAq,
Φp´xq “ ´Φpxq; (3.17)
(iii) for all px,yq P Bl2pAq ˆBl2pAq,ÿ
αPA
xpαqypαq “
ż
ΩA
ΦpxqΦpyqdPA; (3.18)
(iv) Φ is continuous with the weak topology on Bl2pAq and the weak* topology on
L8pΩA,PAq;
(v) Φ is continuous with the l2-norm on Bl2pAq and the L
2pΩA,PAq-norm on its range.
Corollary 3.6.
(1) If H is a Hilbert space with inner product x¨, ¨yH , then
}x¨, ¨yH}V˜2pBHˆBH q :“ KH ď K2, (3.19)
}x¨, ¨yH}ĆWV 2pBWHˆBWH q :“ KWH ď K2, (3.20)
where K is the absolute constant in (3.16).
(2) If X and Y are topological Hausdorff spaces, then
G2pX ˆ Y q “ V˜2pX ˆ Y q, (3.21)
and
WG2pX ˆ Y q “ ĄWV 2pX ˆ Y q. (3.22)
Proof.
(1) To verify (3.19), we take the indexing space pΩA,PAq, and then, to produce an in-
tegral representation of x¨, ¨yH, we let Φ “ tΦp¨qpωquωPΩA be the L2pΩA,PAq-continuous
family in each coordinate. Here we view x¨, ¨yH as a continuous function on BH ˆBH .
Similarly, (3.20) is verified by taking a weakly continuous Φ “ tΦp¨qpωquωPΩA in a rep-
resentation of x¨, ¨yH, viewed as a function on BWHˆBWH that is separately continuous
in each variable.
(2) To prove (3.21), suppose f is an arbitrary scalar-valued function on X ˆ Y , and
}f}G2pXˆY q ď 1. Then, by definition, there exist a probability space pΩ, µq, and L2pµq-
continuous families of functions g “ tgωuωPΩ and h “ thωuωPΩ on X and Y , respectively,
such that
sup
xPX
}gpxq}L2 ď 1, sup
yPY
}hpyq}L2 ď 1,
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and
fpx, yq “
ż
Ω
gωpxqhωpyqµpdωq “ xgpxq,hpyqyH , px, yq P X ˆ Y,
where H “ L2pΩ, µq. Fix an orthonormal basis A for H , and let Φ be the map in
(3.15). Then, the pl2 Ñ L2q-continuity of Φ implies that Φ˝g and Φ˝ h¯ are L2pΩA,PAq-
continuous families that represent f , with the estimate
sup
xPX,yPY
}pΦ ˝ gqpxq}L8pΩA,PAq }pΦ ˝ h¯qpyq}L8pΩA,PAq ď K2,
which verifies }f}V˜2pXˆY q ď K2.
The equality in (3.22) is proved similarly, via the weak continuity of Φ. 
Remark 3.7.
i. To obtain an L8pΩA,PAq-valued map analogous to Φ, defined on the full Hilbert
space l2pAq, we can take
x ÞÑ }x}2 Φ
`
x{}x}2
˘
, x P l2pAq, x ‰ 0, (3.23)
which is (l2 Ñ L2)-continuous, but, notably, not continuous with respect to the weak
topologies on l2pAq and L2pΩA,PAq; see Remark 6.2. On the upside, the map in (3.23)
is homogeneous on l2
R
pAq.
A map similar to (3.23), with the same properties but sharper bounds, can be ob-
tained also by slightly altering the construction of Φ in the proof of Theorem 3.5; see
Corollary 6.1.
ii. It follows from (3.18) and the result in Kashin and Szarek (2003) (stated in Remark
2.9.ii) that Φ does not commute with complex conjugation. Specifically, the image of
Bl2
R
pAq under Φ contains elements in L
8pΩA,PAq with non-zero imaginary parts.
iii. We have
KG ď KCG :“ suptKH : Hilbert space Hu ď K2, (3.24)
as well as
KG ď KWCG :“ suptKWH : Hilbert space Hu ď K2, (3.25)
where KG is the Grothendieck constant defined in (2.26), KH and KWH are the con-
stants in (3.19) and (3.20), and K is the constant in (3.16), with the usual distinction
between the real and complex cases. The best estimates to date of KG can be found
in Braverman et al. (2011) and Haagerup (1987). In §6.2, we note that K2 on the right
sides of (3.24) and (3.25) can in fact be replaced by a smaller bound, which is strictly
greater than KG. But, otherwise, I do not know which of the inequalities in (3.24) and
(3.25) are strict.
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4. Tools
Proofs of Theorem 3.5 and its extensions use harmonic analysis on dyadic groups.
4.1. The framework. Let A be a set, and consider the product
ΩA :“ t´1, 1uA,
equipped with the usual product topology. The Borel field BA in ΩA is generated by
the cylindrical sets
CpF ; ηq “  ω P ΩA : ωpαq “ ηpαq, α P F(, finite F Ă A, η P ΩF ,
whence the uniform probability measure PA on pΩA,BAq is determined by
PApCpF ; ηqq “
`1
2
˘|F |
, finite F Ă A,
where |F | denotes the cardinality of F. Multiplication in ΩA is defined by
pω ¨ ω1qpαq “ ωpαqω1pαq, ω P ΩA, ω1 P ΩA, α P A. (4.1)
We thus have a compact Abelian group ΩA with normalized Haar measure PA.
4.2. Rademacher and Walsh characters. Let pΩA denote the group of characters
of ΩA, wherein group operation is point-wise multiplication of functions. Let r0 denote
the character that is identically 1 on ΩA (multiplicative identity in pΩA). For α P A, let
rα be the α
th coordinate function on ΩA,
rαpωq “ ωpαq, ω P ΩA.
The set RA :“ trαuαPA is a subset of pΩA, and is independent in the following two senses:
(i) (Statistical independence). RA is a system of identically distributed independent
random variables on the probability space pΩA,BA,PAq.
(ii) (Algebraic independence) RA is algebraically independent in pΩA : for F Ă AY t0u,ź
αPF
rα “ r0 ñ F “ t0u.
The system RA generates the full character group pΩA. Specifically, let WA,0 “ tr0u, and
WA,k “
 ź
αPF
rα : F Ă A, |F | “ k
(
, k P N.
Then,
WA :“
8ď
k“0
WA,k “ pΩA.
We refer to members of WA as Walsh characters, to members of RA (= WA,1) as
Rademacher characters, and to members of WA,k, k ě 1, as Walsh characters of or-
der k.
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4.3. Walsh series. At the very outset, Walsh series
S „
ÿ
wPWA
aww, pawqwPWA P CWA,
are merely formal objects. We write Sˆpwq “ aw, and
spectpSq :“ tw PWA : Sˆpwq ‰ 0u
(spectrum of S). LetMpΩAq denote the space of regular complex measures on pΩA,BAq
with the total variation norm. The Walsh transform of µ PMpΩAq is
µˆpwq “
ż
ΩA
wpωqµpdωq, w PWA,
and its Walsh series is
Srµs „
ÿ
wPWA
µˆpwqw.
If f P L1pΩA,PAq, then fˆ “ zfdPA.
If f is a Walsh polynomial,
f “
ÿ
wPF
aww, F Ă A, |F | ă 8, pawqwPF P CF ,
then spectpfq Ă F, and fˆpwq “ aw for w P F. Moreover (Parseval’s formula),ż
ΩA
fdµ “
ÿ
wPF
fˆpwqµˆpwq, µ PMpΩAq. (4.2)
Therefore, because Walsh polynomials are norm-dense in CpΩAq, if µ P MpΩAq and
µˆ “ 0 on pΩA, then µ “ 0.
If µ PMpΩAq, and ÿ
wPWA
|µˆpwq|2 ă 8,
then µ ! PA, and
dµ
dPA
P L2pΩA,PAq.
In particular, WA is a complete orthonormal system in L
2pΩA,PAq, and (Plancherel’s
formula) ż
ΩA
|f |2dPA “
ÿ
wPWA
|fˆpwq|2, f P L2pΩA,PAq.
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4.4. Riesz products. We define the Riesz product
RF pxq „
ź
αPF
`
r0 ` xpαqrα
˘
, F Ă A, x P CF ,
to be the Walsh series
RF pxq „
8ÿ
k“0
¨˝ ÿ
wPWF,k, w“rα1 ¨¨¨rαk
xpα1q ¨ ¨ ¨xpαkqrα1 ¨ ¨ ¨ rαk‚˛. (4.3)
We detail below two classical scenarios (cf. Riesz (1918), Salem and Zygmund (1947)),
which play key roles in this work.
i. If x P l8
R
pF q ( “ RF with the supremum norm) and }x}8 ď 1 (i.e., x P Bl8
R
pF q),
then RF pxq represents a probability measure on pΩA,BAq.
To verify this, let f be a Walsh polynomial with spectpfq Ă WE, where E Ă A is finite.
Then (by Parseval’s formula),ÿ
wPWA
fˆpwq{RF pxqpwq “ ż
ΩA
fpωq REXF pxqpωq PApdωq. (4.4)
Note that REXF pxq is a positive Walsh polynomial, and therefore
}REXF }L1 “
ż
ΩA
REXF pxq dPA “ 1.
Then, from (4.4), ˇˇ ÿ
wPWA
fˆpwq{RF pxqpwqˇˇ ď }f}L8.
Therefore, by the Riesz representation theorem and the density of Walsh polynomials
in CpΩAq, (4.3) is the Walsh series of a probability measure RF pxq on pΩA,BAq.
Let
PF pxq “ RF
`x
2
˘´RF `´x
2
˘
„
8ÿ
k“0
1
4k
ˆ ÿ
wPWF,2k`1
w“rα1 ¨¨¨rα2k`1
xpα1q ¨ ¨ ¨xpα2k`1qrα1 ¨ ¨ ¨ rα2k`1
˙
.
(4.5)
Lemma 4.1. Let x P Bl8
R
pF q. Then,
spect
`
PF pxq
˘ Ă 8ď
k“0
WF,2k`1 ; (4.6)
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}PF pxq}MpΩAq ď 2; (4.7)
{PF pxqprαq “ xpαq, α P F, (4.8)
and
}{PF pxq|Rc
F
}8 ď 1
4
, (4.9)
where {PF pxq|Rc
F
is the restriction of {PF pxq to RcF :“WF zRF .
ii. If x P l2
R
pF q (i.e., x P RF and }x}2 :“
`ř
αPF |xpαq|2
˘ 1
2 ă 8) then RF pixq P
L8pΩA,PAq, and
}RF pixq}L8 ď e
}x}22
2 , (4.10)
where i “ ?´1.
To prove this, observe first that if F Ă A is finite, then
}RF pixq}L8 “ e 12
ř
αPF logp1`|xpαq|
2q ď e }x}
2
2
2 . (4.11)
If F Ă A is arbitrary and (without loss of generality) countably infinite, then take
Fn Ă Fn`1, n “ 1, . . . , to be an increasing sequence of finite sets, such that
Ť8
n“1 Fn “ F .
Then,
lim
nÑ8
{RFnpixqpwq “ {RF pixqpwq, w PWA. (4.12)
Therefore, by (4.11) and (4.12), the sequence
RFnpixq, n “ 1, . . . ,
converges in the weak* topology of L8pΩA,PAq to an element in L8pΩA,PAq, whose
Walsh series is
RF pixq „
8ÿ
k“0
ik
¨˝ ÿ
wPWF,k w“rα1 ¨¨¨rαk
xpα1q ¨ ¨ ¨xpαkqrα1 ¨ ¨ ¨ rαk‚˛,
and whose L8-norm is bounded by e
}x}22
2 .
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Remark 4.2. The random variables
RFnpixq “
ź
αPFn
`
r0 ` ixpαqrα
˘
, n “ 1, . . . ,
form an L8-bounded martingale sequence, and therefore, by the martingale convergence
theorem, the numerical sequence`
RFnpixq
˘pωq, n “ 1, . . . ,
converges to
`
RF pixq
˘pωq for almost all ω P pΩA,PAq. (E.g., see Williams (1991).)
Otherwise, the sequence RFnpixq, n “ 1, . . . , converges in the L8-norm if and only if
x P l1pF q, i.e., řαPF |xpαq| ă 8. (See Proposition 7.3.)
For our purposes here, we take the imaginary part of RF pixq,
QF pxq :“ ImRF pixq „
8ÿ
k“0
p´1qk
ˆ ÿ
wPWF,2k`1
w“rα1 ¨¨¨rα2k`1
xpα1q ¨ ¨ ¨xpα2k`1qrα1 ¨ ¨ ¨ rα2k`1
˙
, (4.13)
and estimate the l2-norm of the restriction of {QF pxq to RcF (complement of RF in WF ):
for each k ě 2, ÿ
wPWF,k, w“rα1 ¨¨¨rαk
|xpα1q ¨ ¨ ¨xpαkq|2 ď }x}
2k
2
k!
, (4.14)
and therefore
}{QF pxq|Rc
F
}2 ď
˜
8ÿ
k“1
}x}2p2k`1q2
p2k ` 1q!
¸ 1
2
“
b
sinhp}x}22q ´ }x}22.
(4.15)
We summarize, and record for future use:
Lemma 4.3. Let F Ă A, and x P l2
R
pF q. Let QF pxq be the imaginary part of the Riesz
product RF pixq. Then
spect
`
QF pxq
˘ Ă 8ď
k“0
WF,2k`1 ; (4.16)
}QF pxq}L8 ď e
}x}22
2 ; (4.17)
{QF pxqprαq “ xpαq, α P F ; (4.18)
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}{QF pxq|Rc
F
}2 ď
b
sinh }x}22 ´ }x}22. (4.19)
4.5. Continuity. Viewed as a function from l2
R
pAq into L8pΩA,PAq, QA is (l2 Ñ L2)-
continuous; i.e., QA is continuous with respect to the l
2pAq-norm on its domain and the
L2pΩA,PAq-norm on its range. (It is not continuous with respect to the L8pΩA,PAq-
norm; see §7.3.) This is a consequence of the following.
Lemma 4.4. For x P l2
R
pAq, y P l2
R
pAq,
}QApxq ´QApyq}L2pΩA,PAq ď
a
2 coshp2ρ2q }x´ y}2, (4.20)
where ρ “ maxt}x}2, }y}2u.
Proof. For y “ 0, by the estimate in (4.15),
}QApxq}L2 ď
b
sinhp}x}22q, (4.21)
which implies (4.20) in this instance. Now suppose x ‰ 0, and y ‰ 0, and write
}x´ y}2 “ ǫ. By Plancherel’s theorem and spectral analysis of Riesz products,
}QApxq ´QApyq}2L2 “
8ÿ
k“0
ˆ ÿ
wPWA,2k`1
w“rα1 ¨¨¨ rα2k`1
|xpα1q ¨ ¨ ¨xpα2k`1q ´ ypα1q ¨ ¨ ¨ypα2k`1q|2
˙
.
(4.22)
For k ě 1 (cf. (4.14)),ÿ
wPWA,2k`1
w“rα1 ¨¨¨ rα2k`1
|xpα1q ¨ ¨ ¨xpα2k`1q ´ ypα1q ¨ ¨ ¨ypα2k`1q|2
ď 1p2k ` 1q!
ÿ
α1,...,α2k`1
|xpα1q ¨ ¨ ¨xpα2k`1q ´ ypα1q ¨ ¨ ¨ypα2k`1q|2
ď 2p2k ` 1q!
ÿ
α1,...,α2k`1
|xpα1qxpα2q ¨ ¨ ¨xpα2k`1q ´ ypα1qxpα2q ¨ ¨ ¨xpα2k`1q|2
` 2p2k ` 1q!
ÿ
α1,...,α2k`1
|ypα1qxpα2q ¨ ¨ ¨xpα2k`1q ´ ypα1q ¨ ¨ ¨ypα2k`1q|2
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“ 2ǫ
2
p2k ` 1q! }x}
4k
2 `
2
p2k ` 1q! }y}
2
2
ÿ
α2,...,α2k`1
|xpα2q ¨ ¨ ¨xpα2k`1q´ypα2q ¨ ¨ ¨ypα2k`1q|2.
(4.23)
By a recursive application of these estimates (2k times) to the sum on the right side of
(4.23), we obtain that the left side of (4.23) is bounded by
ǫ222k`1
p2k ` 1q!
2kÿ
l“0
}x}2p2k´lq2 }y}2l2 ă ǫ2
ˆ
22k`1
p2kq!
˙
pmaxt}x}22, }y}22uq2k. (4.24)
By applying (4.24) to each of the summands on the right side of (4.22), we deduce
(4.20).

When restricted to bounded sets in l2pAq, the vector-valued function QA is also weakly
continuous.
Lemma 4.5. QA : Bl2
R
pAq Ñ L8pΩA,PAq is continuous with respect to the weak topology
on l2pAq, and the weak* topology on L8pΩA,PAq and (therefore) the weak topology on
L2pΩA,PAq.
Proof. If xj Ñ x weakly in l2pAq and xj P Bl2
R
pAq, then{QApxjqpwq ÝÑ
jÑ8
{QApxqpwq, w PWA, (4.25)
and
sup
j
}QApxj}L8 ď e 12 .
Therefore,ż
ΩA
QApxjqfdPA ÝÑ
jÑ8
ż
ΩA
QApxqfdPA, Walsh polylnomials f, (4.26)
verifying that QApxjq converge to QApxq in the weak* topology of L8pΩA,PAq.

5. Proof of Theorem 3.5
5.1. The construction of Φ. Let tAj : j P Nu be a partition of A, such that Aj and
A have the same cardinality for each j P N. We fix a bijection
τ0 : AÑ A1. (5.1)
For j P N, denote
Cj :“
8ď
k“1
WAj ,2k`1,
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and then fix a bijection
τj : Cj Ñ Aj`1.
(If A is infinite, then RA and its complement R
c
A in WA have the same cardinality.)
Let x P Bl2
R
pAq, and define x
p1q P l2
R
pA1q by
xp1qpτ0αq “ xpαq, α P A. (5.2)
Let
δ :“
?
sinh 1´ 1 « 0.419
ě
››››ˆQA1`xp1q˘ˇˇRc
A1
˙^››››
2
, by (4.19).
(5.3)
We continue recursively: for j “ 2, . . . , define xpjq P l2
R
pAjq by
xpjqpτj´1wq “ δj´2
ˆ
QAj´1
`xpj´1q
δj´2
˘˙^pwq, w P Cj´1. (5.4)
By Lemma 4.3 and induction on j, we obtain
}xpjq}2 ď δj´1, j ě 1. (5.5)
Then, by (4.16), (4.17), and (4.18) (in Lemma 4.3),
spect
ˆ
QAj
` xpjq
δj´1
˘˙ Ă WAj , (5.6)››QAj` xpjqδj´1 ˘››L8 ď ?e, (5.7)
and
δj´1
ˆ
QAj
` xpjq
δj´1
˘˙^prαq “ xpjqpαq, α P Aj , j “ 1, . . . . (5.8)
Define
Φpxq “
8ÿ
j“1
piδqj´1 QAj
` xpjq
δj´1
˘
, (5.9)
where i :“ ?´1. The series in (5.9) is absolutely convergent in the L8-norm, and
}Φpxq}L8 ď
?
e
1´ δ “
?
2e?
2´?e ´ e´1 ´ 2
« 2.836 .
(5.10)
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For arbitrary x P Bl2pAq, write x “ u` iv, u P Bl2
R
pAq, v P Bl2
R
pAq, and define
Φpxq :“ Φpuq ` iΦpvq
“
8ÿ
j“1
piδqj´1
ˆ
QAj
` upjq
δj´1
˘` iQAj` vpjqδj´1 ˘
˙
:“
8ÿ
j“1
Θjpxq.
(5.11)
Then,
}Θjpxq}L8 ď 2δj´1
?
e, (5.12)
which verifies (3.16) with
K “ 2
?
e
1´ δ . (5.13)
If x1 P Bl2, x2 P Bl2 , and x1 ‰ x2, then {Φpx1q ‰ {Φpx2q, which verifies that Φ is
one-one.
5.2. Φ is odd. To verify (3.17), note that for x P l2
R
pAq, the Walsh series of QApxq
contains only characters of odd order, and that
{QAp´xqprα1 ¨ ¨ ¨ rα2k`1q “ p´1q2k`1 2k`1ź
l“1
xpαlq
“ ´{QApxqprα1 ¨ ¨ ¨ rα2k`1q.
Therefore, by induction based on (5.4),
p´xqpjq “ ´xpjq, j ě 1, x P Bl2
R
pAq,
which, by the definition of Φ in (5.9), implies
Φp´xq “ ´Φpxq.
5.3. An integral representation of the dot product. It suffices to verify (3.18)
for x P Bl2
R
pAq and y P Bl2
R
pAq. For every integer N ě 1,ż
ΩA
˜
Nÿ
j“1
piδqj´1 QAj
` xpjq
δj´1
˘¸˜ Nÿ
j“1
piδqj´1 QAj
` ypjq
δj´1
˘¸
dPA (5.14)
“
Nÿ
j“1
p´δ2qj´1
ÿ
wPWAj
ˆ
QAj
` xpjq
δj´1
˘˙^pwq ˆQAj` ypjqδj´1˘
˙^
pwq
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(by Parseval’s formula, by (5.6), and because WAj are pairwise disjoint)
“
Nÿ
j“1
p´1qj´1
¨˝ ÿ
αPAj
xpjqpαqypjqpαq `
ÿ
αPCj
δ2pj´1q
ˆ
QAj
` xpjq
δj´1
˘˙^pwqˆQAj` ypjqδj´1 ˘
˙^
pwq‚˛
(by (5.8))
“
Nÿ
j“1
p´1qj´1
¨˝ ÿ
αPAj
xpjqpαqypjqpαq `
ÿ
αPAj`1
xpj`1qpαqypj`1qpαq‚˛
(by (5.4))
“
ÿ
αPA
xpαqypαq ` p´δ2qN´1
ÿ
αPCN
ˆ
QAN
` xpNq
δN´1
˘˙^pwqˆQAN ` ypNqδN´1 ˘
˙^
pwq
(by ”telescoping” and by (5.2)).
Letting N Ñ8 in (5.14), we deduceż
ΩA
ΦpxqΦpyqdPA “
ÿ
αPA
xpαqypαq.
5.4. Φ is weakly continuous. Suppose
xk ÝÑ
kÑ8
x weakly in Bl2
R
pAq.
By Lemma 4.5,ˆ
QA1
`
x
p1q
k
˘˙^pwq ÝÑ
kÑ8
ˆ
QA1
`
xp1q
˘˙^pwq, w PWA1 , (5.15)
and then by induction based on (5.4),ˆ
QAj
` xpjqk
δj´1
˘˙^pwq ÝÑ
kÑ8
ˆ
QAj
` xpjq
δj´1
˘˙^pwq, w PWAj , j “ 2, . . . . (5.16)
Therefore, `
Φpxkq
˘^pwq ÝÑ
kÑ8
`
Φpxq˘^pwq, w PWA, (5.17)
and the assertion in Theorem 3.5(iv) now follows from
sup
k
››Φpxkq››L8 ď K. (5.18)
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5.5. Φ is pl2 Ñ L2q-continuous. Suppose xk P Bl2
R
pAq, x P Bl2
R
pAq, and
}xk ´ x}2 ÝÑ
kÑ8
0.
By Lemma 4.4, we have ››QA`xp1qk ˘´QA`xp1q˘››L2 ÝÑkÑ8 0. (5.19)
Then, by induction and Lemma 4.4,››QA`xpjqk ˘´QA`xpjq˘››L2 ÝÑkÑ8 0, j “ 2, . . . , (5.20)
which implies ››Φpxkq ´ Φpxq››L2 ÝÑkÑ8 0. (5.21)
6. Variations on a theme
To obtain multidimensional extensions of the Grothendieck inequality, and specifically
multilinear analogs of Theorem 3.5, we will need a Φ-like map defined on the entire
Hilbert space l2pAq. To this end, we could simply take the map defined in (3.23).
However, an ”on site” modification of the algorithm that produced Φ in (5.9) seems
more natural, and also yields sharper bounds.
6.1. The map Φ2. As before, we start with a partition tAj : j P Nu of A, with the
property that Aj and A have the same cardinality for each j P N, and bijections
τ0 : AÑ A1,
τj : Cj Ñ Aj`1, j ě 1,
where
Cj :“
8ď
k“1
WAj ,2k`1.
For t ą 0, and x P l2pAq, define
σtx “
$&% x{t}x}2 if x ­“ 0
0 if x “ 0.
(6.1)
For t “ 1, we write σ for σ1, as per (1.15). Fix t ą c ą 0, where
2´ c2 sinhp1{c2q “ 0 (6.2)
(c « 0.6777), and let x P l2
R
pAq be arbitrary. Define xp1q P l2
R
pA1q by
xp1qpτ0αq “ xpαq, α P A, (6.3)
and then produce xpjq P l2
R
pAjq, j “ 2, . . . , by
xpjqpτj´1wq “ t}xpj´1q}2
`
QAj´1pσtxpj´1qq
˘^pwq, w P Cj´1. (6.4)
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By (4.16), (4.17), and (4.18) in Lemma 4.3, we have
spectpQAj pσtxpjqqq ĂWAj , (6.5)
}QAjpσtxpjqq}L8 ď e1{2t
2
, (6.6)
t}xpjq}2
`
QAj pσtxpjqq
˘^prαq “ xpjqpαq, α P Aj, j ě 1. (6.7)
By (4.19),
}`QAj pσtxq˘^|Cj}2 ďasinhp1{t2q ´ 1{t2 :“ δt, j ě 1. (6.8)
(δ1 is the δ in (5.3).) Then, by induction on j, (6.3), (6.4), and (6.8), we obtain
}xpjq}2 ď ptδtqj´1}x}2, j ě 1. (6.9)
Note that (6.2) is exactly the requirement that tδt ă 1. Now define
Φ2px; tq “
8ÿ
j“1
ij´1t}xpjq}2 QAj pσtxpjqq. (6.10)
(Cf. (5.9).) Then, from (6.6) and (6.9), we obtain
}Φ2px; tq}L8 ď te1{2t2
8ÿ
j“1
}xpjq}2 ď Kptq}x}2, (6.11)
where
Kptq “ te
1{2t2
1´ tasinhp1{t2q ´ 1{t2 , t ą c, (6.12)
and c ą 0 is the solution to (6.2). For x P l2pAq, write x “ u` iv, u P l2
R
pAq, v P l2
R
pAq,
and define
Φ2px; tq :“ Φ2pu; tq ` iΦ2pv; tq. (6.13)
Corollary 6.1. For t ą c, let
Φ2p¨ ; tq : l2pAq Ñ L8pΩA,PAq
be the map defined by (6.10) and (6.13). Then,
}Φ2px; tq}L8 ď 2Kptq}x}2, x P l2pAq, (6.14)
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where Kptq is given by (6.12), Φ2p¨ ; tq is
`
l2 Ñ L2˘-continuous, andÿ
αPA
xpαqypαq “
ż
ΩA
Φ2px; tqΦ2py; tqdPA
“
8ÿ
j“1
p´1qj´1
ÿ
wPWAj
t2}xpjq}2 }ypjq}2
`
QAj pσtxpjqq
˘^pwq `QAj pσtypjqq˘^pwq,
x P l2pAq, y P l2pAq.
(6.15)
Moreover, the map
Φ2pxq :“ Φ2px; 1q, x P l2pAq, (6.16)
is homogeneous on l2
R
pAq, i.e.,
Φ2pξxq “ ξΦ2pxq, ξ P C, x P l2RpAq. (6.17)
Sketch of proof. Arguments are similar to those in the proof of Theorem 3.5.
To verify
`
l2 Ñ L2˘-continuity, we use induction based on Lemma 4.4 together with
(6.4) to show that if xk Ñ x in l2RpAq, then
x
pjq
k ÝÑ
kÑ8
xpjq in l2RpAjq, j “ 1, . . . ,
and therefore, again by Lemma 4.4,
}xpjqk }2 QAj pσtxpjqk q ÝÑ
kÑ8
}xpjq}2 QAj pσtxpjqk q in L2pΩA,PAq, j “ 1, . . . .
To verify the Parseval-like formula in (6.15), it suffices to take x P l2
R
pAq, y P l2
R
pAq.
For every integer N ě 1, we have (by the usual Parseval formula)ż
ΩA
˜
Nÿ
j“1
ij´1t}xpjq}2 QAjpσtxpjqq
¸˜
Nÿ
j“1
ij´1t}ypjq}2 QAj pσtypjqq
¸
dPA (6.18)
“
Nÿ
j“1
p´1qj´1
ÿ
wPWAj
t2}xpjq}2 }ypjq}2
`
QAjpσtxpjqq
˘^pwq `QAj pσtypjqq˘^pwq
“
Nÿ
j“1
p´1qj´1
¨˝ ÿ
αPAj
xpjqpαq ypjqpαq `
ÿ
αPCj
t2}xpjq}2 }ypjq}2
`
QAjpσtxpjqq
˘^pwq `QAj pσtypjqq˘^pwq‚˛
“
Nÿ
j“1
p´1qj´1
¨˝ ÿ
αPAj
xpjqpαq ypjqpαq `
ÿ
αPAj`1
xpj`1qpαq ypj`1qpαq‚˛
“
ÿ
αPA
xpαq ypαq ` p´1qN´1t2}xpNq}2 }ypNq}2
ÿ
αPCN
`
QAN pσtxpNqq
˘^pwq `QAN pσtypNqq˘^pwq.
(6.19)
We deduce (6.15) by letting N Ñ 8 in (6.18) and (6.19).
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To verify homogeneity in the instance t “ 1, note that for x P l2
R
pAq, by the recursive
definition of xpjq in (6.4),
xpjq “ }x}2 pσxqpjq, j ě 1, (6.20)
and therefore,
Φ2pxq “ }x}2 Φ2pσxq. (6.21)
Also, by the same argument that verified (3.17),
Φ2p´xq “ ´Φ2pxq. (6.22)
Now deduce (6.17) by combining (6.21) and (6.22). 
Remark 6.2. The map Φ2 (unlike Φ of Theorem 3.5) is not continuous with respect
to the weak topologies on l2pAq and L2pΩA,PAq, and a fortiori the weak*-topology on
L8pΩA,PAq. For, if xj Ñ x weakly in l2pAq, x ‰ 0, and
lim inf
j
}xj}2 ą }x}2,
then {QApxjq Ñ {QApxq on WAzRA,
and therefore
}xj}2 {QApxjq Û }x}2{QApxq on WAzRA.
6.2. Sharper bounds. The bound Kp1q « 2.836 is the same as the bound obtained
from the construction in the previous section; see (5.10). The minimum of Kptq over
pc,8q is at tmin « 1.429, and Kptminq « 2.285.
In Corollary 3.6, the bounds on KH and KWH were obtained through a norm estimate
of Φ. Sharper bounds can be obtained through norm estimates of the summands in (6.10)
and (5.9). Specifically, for x and y in l2
R
pAq,ÿ
αPA
xpαq ypαq “
8ÿ
j“1
p´1qj´1
ż
ΩA
t}xpjq}2 QAj pσtxpjqq t}ypjq}2 QAj pσtypjqqdPA, (6.23)
where xpjq and ypjq are given by (6.4). Therefore, by (6.6) and (6.9),
KH ď 2t2e1{t2
8ÿ
j“1
ptδtq2pj´1q “ 2t
2e1{t
2
2´ t2 sinhp1{t2q :“ 2Lptq, t ą c ą 0, (6.24)
where c ą 0 satisfies (6.2)
Similarly, we can achieve the same bounds on KWH via a ”t-perturbation” of the
definition of Φ in (5.9). (The summands in (6.10) are not
`
weak l2 Ñ weak L2˘-
continuous on Bl2
R
pAq, and hence cannot be used to estimate KWH .) Given t ą c, and
x P Bl2
R
pAq, we first modify the definition of x
pjq in (5.4),
xpjqpτj´1wq “ tptδtqj´2
ˆ
QAj´1
` xpj´1q
tptδtqj´2
˘˙^pwq, w P Cj´1, j “ 2, . . . . (6.25)
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Then, by induction,
}xpjq}2 ď ptδtqj´1, j “ 1, . . . .
Now define
Φpx; tq “
8ÿ
j“1
ij´1tptδtqj´1QAj
` xpjq
tptδtqj´1
˘
, x P Bl2
R
pAq. (6.26)
Each of the summands in (6.26) is
`
weak l2 Ñ weak L2˘-continuous on Bl2
R
pAq, and
therefore, through an integral representation similar to (6.23),
KWH ď 2Lptq, t ą c ą 0, (6.27)
where c ą 0 satisfies (6.2). The minimum of Lptq over pc,8q is at tmin « 1.141, and
Lptminq « 3.123 .
Remark 6.3. Improved bounds come at a price. Norm estimates involving Φ2p¨ ; tq
improve when t is ”dialed” away from t “ 1, but then homogeneity is lost. (The would
be analog of (6.20), with σt replacing σ, is false.) Sharper bounds not withstanding,
we will keep to the case t “ 1, mainly because homogeneity, as stated in (6.17), will be
needed later in §12; see Remark 12.6.ii.
7. More about Φ
7.1. Spectrum. For x P Bl2
R
pAq, the construction of Φpxq is based on the spectral
analysis of QAj and the recursive definition of x
pjq P Bl2
R
pAjq. The construction starts
with the observation that for infinite A,
tS P 2A : |S| ă 8u
and A have the same cardinality, and therefore that also
spectΦ :“
8ď
j,k“1
WAj ,2k´1
and A have the same cardinality. If x has infinite support, then spectΦpxq is countably
infinite. For finitely supported x, except for two-dimensional vectors x, the cardinalities
of the supports of xpjq grow iterative-exponentially (very fast!) to infinity. To make this
precise, we denote
νpxq :“ |tα : xpαq ‰ 0u|,
and let
fpkq “ 2k ´ k ´ 1, k P N.
If νpxq ă 8, then
νpxpjqq “ f j´1`νpxq˘, j ě 2,
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where f j´1 denotes the pj ´ 1qst iterate of f . Therefore, xpjq “ 0 for all j ě 2 only if
νpxq ď 2. If 2 ă νpxq ă 8, then
νpxpjqq “ f j´1`νpxq˘ ÝÑ
jÑ8
8.
That is,
νpxq ď 2 ñ |spect`Φpxq˘| ď 2,
but otherwise,
νpxq ą 2 ñ |spect`Φpxq˘| “ 8.
7.2. (l2 Ñ Lp)-continuity. Lemma 4.4 has the following extension.
Lemma 7.1. For all p ą 2, there exist Kp ą 0 such that
}QApxq ´QApyq}LppΩA,PAq ď Kp}x´ y}2, x P Bl2
R
pAq, y P Bl2
R
pAq. (7.1)
Proof. Consider the spectral decomposition
QApxq ´QApyq “
8ÿ
k“0
pQApxq ´QApyqqk, (7.2)
where
spect
`pQApxq ´QApyqqk˘ ĂWA,2k`1, k “ 0, 1, . . . .
By the estimate in (4.24), and by an application of the L2 ´ Lp inequalities in Bonami
(1970) to pQApxq ´QApyqqk, we obtain
}pQApxq ´QApyqqk}LppΩA,PAq ď }x´ y}2
ˆ
22k`1
p2kq!
˙ 1
2
p
2k`1
2 . (7.3)
The estimate in (7.1) now follows from an application of the estimate in (7.3) to each
of the summands in (7.2).

Corollary 7.2. The maps Θj defined in (6.13), and (therefore) Φ, are pl2 Ñ Lpq-
continuous for every p ě 2.
7.3. (l2 Ñ L8)-continuity? Although bounded in the L8pΩA,PAq-norm, Φ is not
continuous with respect to it. To verify this, we use the following dichotomy.
Proposition 7.3. For x P Bl2
R
pAq,
QApxq P CpΩAq ðñ x P l1RpAq.
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Proof. If x P l1
R
pAq, then
QApxq „
8ÿ
k“0
p´1qk
ˆ ÿ
wPWA,2k`1
w“rα1 ¨¨¨ rα2k`1
xpα1q ¨ ¨ ¨xpα2k`1qrα1 ¨ ¨ ¨ rα2k`1
˙
,
where ÿ
wPWA,2k`1
w“rα1 ¨¨¨ rα2k`1
|xpα1q ¨ ¨ ¨xpα2k`1q| ď }x}
2k`1
1
p2k ` 1q! , k ě 0
(cf. (4.13) and (4.14)), which impliesÿ
wPWA
|{QApxqpwq| ď sinhp}x}1q, (7.4)
and thus QApxq P CpΩAq.
Now suppose QApxq P CpΩAq, and without loss of generality assume |xpαq| ă 1 for all
α P A. Let En, n “ 1, . . . , be a sequence of finite subsets of A, monotonically increasing
to E :“ supportpxq. Then, QApxq “ QEpxq, and (e.g., by (Blei, 2001, Corollary VII.9))
QEnpxq ÝÑ
nÑ8
QEpxq uniformly on ΩA. Therefore,ÿ
αPEn
log
`
1` xpαqrα
˘ ÝÑ
nÑ8
ÿ
αPE
log
`
1` xpαqrα
˘
uniformly on ΩA, which impliesÿ
αPEn
xpαqrα ÝÑ
nÑ8
ÿ
αPE
xpαqrα
uniformly on ΩA, and hence
ř
αPA |xpαq| ă 8.

Corollary 7.4. For x P Bl2pAq,
Φpxq P CpΩAq ðñ x P l1pAq.
Proof. If x P l1
R
pAq, then by the recursive definition of xpjq and (7.4),ˆ
QAj
` xpjq
δj´1
˘˙^ P l1pWAj q,
and therefore
QAj
` xpjq
δj´1
˘ P CpΩAq, j ě 1.
Therefore, Φpxq P CpΩAq.
Conversely, if Φpxq P CpΩAq, then QA1pxp1qq P CpΩA1q (because the WAj are indepen-
dent), and therefore x P l1pAq (by Proposition 7.3).

Corollary 7.5. Φ is not pl2 Ñ L8q-continuous.
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Proof. Every x P l2pAq is an l2-norm limit of finitely supported members of l2pAq. But
if x P Bl2pAq has finite support, then Φpxq P CpΩAq, and therefore, pl2 Ñ L8q-continuity
of Φ would contradict Corollary 7.4.

7.4. Linearization. Consider the map
Φ2 : l
2pAq Ñ L8pΩA,PAq
defined in (3.23). This map is non-linear, but its image
Φ2rl2s :“ tΦ2pxq : x P l2pAqu
is norm-closed in L2pΩAPAq (via pl2 Ñ L2q-continuity), and (therefore) also norm-closed
in L8pΩA,PAq. We take the linear span of Φ2rl2s, with the following equivalence relation
in it: for f and g in span
`
Φ2rl2s
˘
,
f ” g ðñ
ż
ΩA
f Φ2pzqdPA “
ż
ΩA
g Φ2pzqdPA, @z P l2pAq. (7.5)
By (3.18),
f ” g ðñ fˆ |RA1 “ gˆ|RA1 .
In particular, if f P span`Φ2rl2s˘, then there is a unique x P l2pAq such that f ” Φ2pxq.
We take the quotient space
H :“ spanpΦ2rl2sq{ ”
“ spanpΦ2rl2sq{tf P spanpΦ2rl2sq : fˆ |RA1 “ 0u,
and consider the quotient map Φ˜,
Φ˜ : l2pAq Ñ H,
where Φ˜pxq is the equivalence class in H whose class representative is Φ2pxq. The dot
product x¨, ¨yl2pAq in l2pAq becomes the inner product γ in H ,
γpf, gq :“
ż
ΩA
Φ˜pxf qΦ˜px¯gqdPA, f P H, g P H, (7.6)
“ xxf ,xgyl2pAq, (7.7)
where xf P l2pAq is given by
xf pαq “ fˆprτ0αq, α P A,
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and τ0 is defined in (5.1). Equipped with γ, the resulting Hilbert space H is unitarily
equivalent (via Φ˜) to l2pAq: for x and y in l2pAq,
xx,yy “
ż
ΩA
Φ˜pxqΦ˜py¯qdPA
pby (3.18)q
“ γ`Φ˜pxq, Φ˜pyq˘
pby (7.6)q.
(7.8)
Moreover, the Hilbert space norm induced by γ on H is equivalent (also via Φ˜) to the
quotient L8-norm on H , which is defined by
}f}L˜8 :“ inft}g}L8 : g P spanpΦ˜rl2sq, g ” fu, f P H. (7.9)
In summary, the quotient map Φ˜ : l2pAq Ñ H is linear, and satisfies
xx,yy “
ż
ΩA
Φ˜pxqΦ˜py¯qdPA, x P l2pAq, y P l2pAq, (7.10)
where integrands are equivalence class representatives, and the integral is well defined
by (7.5). Like Φ2, the quotient map Φ˜ does not commute with complex conjugation. In
particular, the norm induced on H by γ is not the same as the norm induced by the
usual inner product in L2pΩA,PAq. (See Remark 3.7.ii.) Following (3.16), we also have
}Φ˜pxq}L˜8 ď K}x}2, x P l2pAq. (7.11)
Finally, the quotient map Φ˜ is continuous with respect to the norm topologies in the
Hilbert spaces l2pAq and H , via the pl2 Ñ L2q-continuity of Φ2 defined in (3.23), and
continuous with respect to their weak topologies, via the unitary equivalence in (7.8).
8. Integrability
Next we consider vector-valued integrability of Φ and Φ b Φ on Bl2 and Bl2 ˆ Bl2,
where Φ (of Theorem 3.5) is viewed as an L8pΩA,PAq-valued function on the unit ball
Bl2 :“ Bl2pAq with the weak topology.
8.1. Integrability of Φ. We let MpBl2q be the space of complex measures on BBl2 ,
where BB
l2
is the Borel field in Bl2 generated by the weak topology on l
2pAq. We
proceed to define ż
B
l2
Φpxqµpdxq, µ PMpBl2q, (8.1)
as L8-valued integrals, specifically as weak* limits in L8pΩA,PAq.
For certain µ P MpBl2q, e.g., for discrete measures, or measures supported on l1pAq,
the integrals in (8.1) can be defined numerically, point-wise almost surely on pΩA,PAq.
But for arbitrary µ PMpBl2q, because the integrands Φp¨qpωq in (8.1) cannot be shown
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to be BB
l2
-measurable, say for almost all ω P pΩA,PAq, these integrals in general can
be obtained only ”weakly.”
Proposition 8.1. For µ PMpBl2q, the Walsh seriesż
B
l2
Φpxqµpdxq :“
ÿ
wPWA
ˆż
B
l2
zΦpxqpwqµpdxq˙w
“
8ÿ
j“1
ÿ
wPWAj
ˆż
B
l2
zΘjpxqpwqµpdxq˙w (8.2)
represents an element of L8pΩA,PAq, such that›› ż
B
l2
Φpxqµpdxq››
L8
ď ` 2?e
1´ δ
˘}µ}M , (8.3)
where Θj is given in (6.13), } ¨ }M is the usual total variation norm, and δ is given in
(5.3).
Proposition 8.1 is a consequence of the following.
Lemma 8.2. For µ P MpBl2q and j P N, the Walsh seriesż
B
l2
Θjpxqµpdxq :“
ÿ
wPWAj
˜ż
B
l2
zΘjpxqpwqµpdxq¸w (8.4)
represents an element of L8pΩA,PAq, and›› ż
B
l2
Θjpxqµpdxq
››
L8
ď 2δj´1?e }µ}M . (8.5)
Proof. By the definition of xpjq in (5.4), by Lemma 4.5, and by induction on j, the
l2-valued function
x ÞÑ xpjq, x P Bl2,
is weakly continuous on Bl2. Therefore, by the definition of Θj in (6.13), the (scalar-
valued) integrands on the right side of (8.4) are continuous on Bl2 (with respect to the
weak topology), which implies that the (numerical) integrals on the right side of (8.4)
are well defined.
For x P Bl2, and n “ 1, . . . , let
ρnx “ 1t|x|ě 1
n
ux, (8.6)
whose supports are (obviously!) finite. Then, we have the Walsh polynomialż
B
l2
Θjpρnxqµpdxq “
ÿ
wPWAj
˜ż
B
l2
`
Θjpρnxq
˘^pwqµpdxq¸w, (8.7)
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and by (5.12),
›› ż
B
l2
Θjpρnxqµpdxq
››
L8
ď 2δj´1?e}µ}M , n “ 1, . . . . (8.8)
Letting n Ñ 8, we have ρnx Ñ x in the l2-norm, and therefore (e.g., by Lemma 4.5)
for every w PWAj ,ż
B
l2
`
Θjpρnxq
˘^pwqµpdxq ÝÑ
nÑ8
ż
B
l2
{Θjpxqpwqµpdxq. (8.9)
Finally, we deduce from (8.8) and (8.9) that the polynomials in (8.7) converge in the
weak* topology of L8pΩA,PAq to an element in L8pΩA,PAq, whose Walsh series is the
right side of (8.4). 
8.2. Integrability of ΦbΦ. Next we check vector-valued integrability of ΦbΦ, where
pΦb Φqpx,yq “ ΦpxqΦpyq, px,yq P Bl2 ˆBl2 .
Mimicking integration with respect to measures (Proposition 8.1 above), we integrate
analogously over Bl2 ˆ Bl2 with respect to F2-measures (known also as bimeasures).
These are scalar-valued set-functions µ defined on ”rectangles” pE, F q P Bl2ˆBl2 , such
that for every E P Bl2 and F P Bl2 ,
µpE, ¨q and µp¨, F q
are, respectively, complex measures on Bl2 . The space of such set-functions is a gener-
alization of F2pXˆY q defined in (2.9), and is denoted by F2pBl2 ,Bl2q. Given bounded
scalar-valued measurable functions f and g on Bl2 , and µ P F2pBl2 ,Bl2q, we have a
Lebesgue-type bilinear integralż
B
l2
ˆB
l2
fpxqgpyqµpdx, dyq, (8.10)
which is computed iteratively: first with respect to x and then with respect to y, or vise
versa. The F2-norm of µ is
}µ}F2 :“ sup
"ˇˇ ż
B
l2
ˆB
l2
fpxqgpyqµpdx, dyqˇˇ : }f}L8 ď 1, }g}L8 ď 1*, (8.11)
where f and g in (8.11) are measurable functions on Bl2 , and } ¨ }L8 denotes supremum
over Bl2 . (F is for Maurice Fre´chet, first to study bilinear analogs of measures, and in
particular, first to construct integrals of the type in (8.10); see Fre´chet (1915), (Blei,
2001, Ch. VI), and also the discussion leading to Lemma 2.2.)
To verify the two-variable analog of Proposition 8.1, we use
Theorem 8.3 (The Grothendieck factorization theorem). If µ P F2pBl2 ,Bl2q, then
there exist probability measures ν1 and ν2 on Bl2 such that for all bounded measurable
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functions f and g on Bl2,ˇˇ ż
B
l2
ˆB
l2
fpxqgpyqµpdx, dyqˇˇ ď KG}µ}F2}f}L2pν1q}g}L2pν2q, (8.12)
where KG is the constant in (2.26).
Theorem 8.3 is equivalent to the Grothendieck inequality: either statement is derivable
from the other, with the same constant KG in both; e.g., see (Blei, 2001, Ch. V).
Fixing an arbitrary µ P F2pBl2 ,Bl2q, we write (formally)ż
B
l2
ˆB
l2
ΦpxqΦpyqµpdx, dyq
:“
8ÿ
j,k“1
j‰k
ż
B
l2
ˆB
l2
ΘjpxqΘkpyqµpdx, dyq
`
8ÿ
k“1
ż
B
l2
ˆB
l2
ΘkpxqΘkpyqµpdx, dyq,
(8.13)
and proceed to verify that the integrals in the two sums on the right side of (8.13) are
elements in L8pΩA,PAq, and that the sums converge in the L8-norm.
The first sum on the right side of (8.13) is handled by the following.
Lemma 8.4. For µ P F2pBl2 ,Bl2q and positive integers j ‰ k, the Walsh seriesż
B
l2
ˆB
l2
ΘjpxqΘkpyqµpdx, dyq
:“
ÿ
w1PWAj , w2PWAk
˜ż
B
l2
ˆB
l2
{Θjpxqpw1q{Θkpyqpw2qµpdx, dyq¸w1w2 (8.14)
represents an element of L8pΩA,PAq, and
›››› ż
B
l2
ˆB
l2
ΘjpxqΘkpyqµpdx, dyq
››››
L8
ď 4eδj`k´2}µ}F2. (8.15)
Sketch of proof. For w1 PWAj , w11 PWAj , and w2 PWAk , w12 PWAk ,
w1w2 “ w11w12 ùñ w1 “ w11, w2 “ w12,
because WAj and WAk are mutually independent. Therefore, the series on the right side
of (8.14) is a bona fide Walsh series.
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The proof of Lemma 8.4 is nearly identical to the proof Lemma 8.2: µ PMpBl2q and
the integrals with respect to it in Lemma 8.2 are replaced by µ P F2pBl2 ,Bl2q and the
bilinear integrals with respect to it (as per (8.10) and (8.11)). Details are omitted.

The second sum on the right side of (8.13) requires an intervention of Theorem 8.3.
Lemma 8.5. For µ P F2pBl2 ,Bl2q and k P N, the Walsh seriesż
B
l2
ˆB
l2
ΘkpxqΘkpyqµpdx, dyq
:“
ÿ
wPWAk
ˆ ÿ
w1PWAk , w2PWAk
w1w2“w
ż
B
l2
ˆB
l2
{Θkpxqpw1q{Θkpyqpw2qµpdx, dyq˙w (8.16)
represents an element of L8pΩA,PAq, and›››› ż
B
l2
ˆB
l2
ΘkpxqΘkpyqµpdx, dyq
››››
L8
ď 4eδ2k´2}µ}F2. (8.17)
Proof. We first verify that for fixed w PWAk , the sum on the right side of (8.14)ÿ
w1PWAk , w2PWAk
w1w2“w
ˆż
B
l2
ˆB
l2
{Θkpxqpw1q{Θkpyqpw2qµpdx, dyq˙w1w2
“
ÿ
w1PWAk
ˆż
B
l2
ˆB
l2
{Θkpxqpw1q{Θkpyqpw1wqµpdx, dyq˙w1
(8.18)
converges absolutely. To this end, let ν1 and ν2 be probability measures onBl2 associated
with µ, as per Theorem 8.3. Then by (8.12), for every w1 PWAk we estimateˇˇ ż
B
l2
ˆB
l2
{Θkpxqpw1q{Θkpyqpw1wqµpdx, dyqˇˇ
ď KG}µ}F2
ˆż
B
l2
ˇˇ{Θkpxqpw1qˇˇ2ν1pdxq˙ 12ˆż
B
l2
ˇˇ{Θkpyqpw1wqˇˇ2ν2pdyq˙ 12 .
(8.19)
Applying the estimate in (8.19) to the summands on the right side of (8.18), and then
applying Cauchy-Schwarz, Plancherel, and (5.12), we obtain
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ÿ
w1PWAk
ˇˇ ż
B
l2
ˆB
l2
{Θkpxqpw1q{Θkpyqpw1wqµpdx, dyqˇˇ
ď KG}µ}F2
ˆ ÿ
w1PWAk
ż
B
l2
ˇˇ{Θkpxqpw1qˇˇ2ν1pdxq˙ 12ˆ ÿ
w1PWAk
ż
B
l2
ˇˇ{Θkpyqpw1wqˇˇ2ν2pdyq˙ 12
“ KG}µ}F2
¨˝ż
B
l2
ˆ ÿ
w1PWAk
ˇˇ{Θkpxqpw1qˇˇ2˙ν1pdxq‚˛
1
2
¨˝ż
B
l2
ˆ ÿ
w1PWAk
ˇˇ{Θkpyqpw1wqˇˇ2˙ν1pdyq‚˛
1
2
ď KG}µ}F2
˜ż
B
l2
››Θkpxq››2L8pΩA,PAq ν1pdxq
¸ 1
2
˜ż
B
l2
››Θkpyq››2L8pΩA,PAq ν1pdyq
¸ 1
2
.
ď 4eδ2pk´1qKG}µ}F2,
(8.20)
which verifies that (8.18) converges absolutely.
We now proceed as in the proofs of Lemmas 8.2 and 8.4. For w PWAk w1 P WAk ,ż
B
l2
ˆB
l2
`
Θkpρnxq
˘^pw1q`Θkpρnyq˘^pw1wqµpdx, dyq
ÝÑ
nÑ8
ż
B
l2
ˆB
l2
{Θkpxqpw1q{Θkpyqpw1wqµpdx, dyq, (8.21)
where ρn is defined in (8.6); cf. (8.9). Therefore, via the absolute convergence of (8.18),
we obtainˆż
B
l2
ˆB
l2
ΘkpρnxqΘkpρnyqµpdx, dyq
˙^
pwq
ÝÑ
nÑ8
ÿ
w1PWAk , w2PWAk
w1w2“w
ż
B
l2
ˆB
l2
{Θkpxqpw1q{Θkpyqpw2qµpdx, dyq
“
ˆż
B
l2
ˆB
l2
ΘkpxqΘkpyqµpdx, dyq
˙^
pwq.
(8.22)
Finally, by combining (8.22) with the estimate›››› ż
B
l2
ˆB
l2
ΘkpρnxqΘkpρnyqµpdx, dyq
››››
L8
ď 4eδ2pk´1q}µ}F2 (8.23)
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(cf. (8.8) and (8.9)), we deduce that the Walsh polynomialsż
B
l2
ˆB
l2
ΘkpρnxqΘkpρnyqµpdx, dyq, n “ 1, . . . ,
converge in the weak* topology of L8pΩA,PAq to an element in L8pΩA,PAq, whose
Walsh series is the right side of (8.16). The L8-bound in (8.17) is a consequence of the
estimate in (8.23).

Applying Lemmas 8.4 and 8.5 to (8.13), we obtain
Proposition 8.6. For µ P F2pBl2,Bl2q,ż
B
l2
ˆB
l2
ΦpxqΦpyqµpdx, dyq :“
8ÿ
j,k“1
ż
B
l2
ˆB
l2
ΘjpxqΘkpyqµpdx, dyq (8.24)
is an element of L8pΩA,PAq, where the integrals on the right side of (8.24) are given
by Lemmas 8.4 and 8.5. Moreover,›››› ż
B
l2
ˆB
l2
ΦpxqΦpyqµpdx, dyq
››››
L8
ď
ˆ
2
?
e
1´ δ
˙2
}µ}F2 . (8.25)
8.3. Integrability of the inner product. The classical Grothendieck inequality is
in effect the statement that the inner product x¨, ¨y in a Hilbert space H is canoni-
cally integrable with respect to all discrete F2-measures on BH ˆ BH . Namely, by the
Grothendieck inequality and basic harmonic analysis, if a “ pajkq P F2pN,Nq, i.e.,
sup
"ˇˇ Nÿ
j,k“1
ajksjtk
ˇˇ
: psj, tkq P r´1, 1s2, pj, kq P rNs2, N P N
*
:“ }a}F2 ă 8, (8.26)
then for all xj P BH and yk P BH , j P N, k P N,
lim
NÑ8
Nÿ
j,k“1
ajkxxj,yky “
8ÿ
j“1
ˆ 8ÿ
k“1
ajkxxj ,yky
˙
“
8ÿ
k“1
ˆ 8ÿ
j“1
ajkxxj ,yky
˙
:“
8ÿ
j,k“1
ajkxxj ,yky,
(8.27)
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and ˇˇ 8ÿ
j,k“1
ajkxxj,yky
ˇˇ ď KG}a}F2 . (8.28)
The statements in (8.27) and (8.28) can be equivalently rephrased as follows. Let BBH
be the Borel field generated by the weak topology on BH . Given a “ pajkq P F2pN,Nq,
txju Ă BH , and tyku Ă BH , we define µa P F2pBBH ,BBH q by
µa “
ÿ
j,k
ajkδxj b δyk , (8.29)
where δx denotes the usual point mass measure at x P BH ; i.e.,
µapE, F q “
ÿ
txjPE, ykPF u
ajk, pE, F q P BBH ˆBBH ,
whence
}µa}F2pBBH ,BBH q “ }a}F2pN,Nq.
Then, the function x¨, ¨y on BH ˆBH is integrable with respect to µa,ż
BHˆBH
xx,yy µapdx, dyq :“
8ÿ
j,k“1
ajkxxj,yky, (8.30)
and ˇˇ ż
BHˆBH
xx,yy µapdx, dyq
ˇˇ ď KG}µa}F2 . (8.31)
For arbitrary µ P F2pBBH ,BBH q, if H is separable and A “ tejujPN is an orthonormal
basis for it, then Theorem 8.3 implies that the limitż
BHˆBH
xx,yy µpdx, dyq :“ lim
nÑ8
nÿ
j“1
ż
BHˆBH
xx, ejy xy, ejy µpdx, dyq (8.32)
exists, and is independent of the basis A. (E.g., see Bowers (2010).)
Given a non-separable H , we fix an orthonormal basis A for it, and take ΦA :“ Φ to
be the map supplied by Theorem 3.5. Then, by mimicking the argument in (1.6) with
µ P F2pBBH ,BBH q, we formally haveż
BHˆBH
xx,yy µpdx, dyq “
ż
BHˆBH
ˆż
ΩA
ΦApxqΦApy¯qdPA
˙
µpdx, dyq
:“
ż
ΩA
ˆż
B
l2
ˆB
l2
ΦApxqΦApy¯qµpdx, dyq
˙
dPA,
(8.33)
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and ˇˇˇˇ ż
BHˆBH
xx,yy µpx, dyq
ˇˇˇˇ
ď
›››› ż
B
l2
ˆB
l2
ΦApxqΦApy¯qµpdx, dyq
››››
L8
ď
ˆ
2
?
e
1´ δ
˙2
}µ}F2.
(8.34)
Problem 8.7. If A and A1 are orthonormal bases of H, and ΦA and ΦA1 are the respec-
tive maps supplied by Theorem 3.5, then does it follow that for every µ P F2pBBH ,BBH q,ż
ΩA
ˆż
B
l2pAqˆBl2pAq
ΦApxqΦApyqµpdx, dyq
˙
dPA
“
ż
ΩA1
ˆż
B
l2pA1qˆBl2pA1q
ΦA1pxqΦA1pyqµpdx, dyq
˙
dPA1 ?
(8.35)
Indeed, the question whether the inner product in a non-separable H is integrable with
respect to arbitrary µ P F2pBBH ,BBH q – say, via (8.33) – appears to be open.
9. A Parseval-like formula for xx,yy, x P lp, y P lq
Next we consider a variant of Theorem 3.5 concerning an integral representation of
the dual action between lp and lq for 1 ď p ď 2 ď q ď 8, 1
p
` 1
q
“ 1.
The Grothendieck inequality, an assertion about the dual action between l2 and l2,
cannot be extended verbatim to the general lp ´ lq setting. To wit, if we take pajkq in
(1.2) to be the matrix in (2.8), and xj to be the j-th basic unit vector ej in l
ppNq, then,
maximizing over vectors yk in the unit ball of l
qpNq, we obtain that the left side of (1.2)
majorizes
Nÿ
k“1
›› Nÿ
j“1
ajkej
››
lp
“ N 1p´ 12 , (9.1)
and, therefore, that (1.2) fails for 1 ď p ă 2. (Cf. Remark 2.9.i, and also Lindenstrauss and Pelczynski
(1968), Corollary 1 on p. 289.) In particular, there can be no integral representation
of xx,yy, x P lp, y P lq, with uniformly bounded integrands for 1 ď p ă 2 ă q ď 8,
1
p
` 1
q
“ 1.
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To derive a Parseval-like formula in the lp´ lq setting, we modify the scheme used to
prove Theorem 3.5. We let A be an infinite set, and define
L8ppqpΩA,PAq “
 
f P L8pΩA,PAq : fˆ P lppWAq
(
, 1 ď p ď 2, (9.2)
and
MppqpΩAq “
 
µ PMpΩAq : µˆ P lppWAq
(
, 2 ă p ď 8, (9.3)
with their respective norms
}f}L8
ppq
“ maxt}f}L8, }fˆ}pu, f P L8ppqpΩA,PAq, 1 ď p ď 2, (9.4)
and
}µ}Mppq “ maxt}µ}M , }µˆ}pu, µ P MppqpΩAq, 2 ă p ď 8. (9.5)
The extremal instances are:
L8p1qpΩA,PAq “ ApΩAq :“
 
absolutely convergent Walsh series on ΩA
(
;
L8p2qpΩA,PAq “ L8pΩA,PAq;
Mp8qpΩAq “MpΩAq.
(9.6)
Note that if f P L8ppqpΩA,PAq, µ P MpqqpΩAq, 1 ď p ď 2 ď q ď 8, 1p ` 1q “ 1, then we
have
f ˙ µ P ApΩAq, (9.7)
with the usual Parseval formula`
f ˙ µ
˘pω0q “ ż
ΩA
fdµ “
ÿ
wPWA
fˆpwqµˆpwq, (9.8)
where ω0 denotes the identity element in ΩA.
We proceed to construct norm-bounded maps
Φppq : BlppAq Ñ L8ppqpΩA,PAq, 1 ď p ď 2, (9.9)
and
Φppq : BlppAq Ñ MppqpΩAq, 2 ă p ď 8, (9.10)
such thatÿ
αPA
xpαqypαq “
ż
ΩA
ΦppqpxqdΦpqqpyq
“
ÿ
wPWA
{Φppqpxqpwq{Φpqqpyqpwq, x P BlppAq, y P BlqpAq, (9.11)
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for all 1 ď p ď 2 ď q ď 8, 1
p
` 1
q
“ 1. For p P r1,8s, the maps Φppq turn out to be
weakly continuous (weak topology on the domain and weak* topology on the range),
and yΦppq will be `lppAq Ñ lppWAq˘-continuous (norm topologies on domain and range).
For p “ q “ 2, we let dΦp2q :“ Φp2qdPA, and recover Theorem 3.5.
We consider first the case 1 ď p ď 2. Following the setup in §5, given x P Blp
R
pAq, we
define xp1q P lp
R
pA1q by
xp1qpτ0αq “ xpαq, α P A. (9.12)
For p “ 1, define
Φp1qpxq “
ÿ
αPA1
xp1qpαqrα, x P Bl1
R
pAq. (9.13)
Let 1 ă p ď 2, and note that if x P Blp
R
pAq, then
}QApxq}L8 ď e 12 }x}22 ď e 12 }x}2p ď
?
e, (9.14)
and
}{QApxq|Rc
F
}p ď psinhp1q ´ 1q
1
p “ δ 2p ă 1. (9.15)
(Cf. (4.17), (4.19) and (5.3).) Following (9.12), we define xpjq P Blp
R
pAjq, j “ 2, . . . , by
xpjqpτj´1wq “ δ
2pj´2q
p
ˆ
QAj´1
`
xpj´1q{δ 2pj´2qp ˘˙^pwq, w P Cj´1. (9.16)
From (9.12), (9.16), (9.15), we obtain
}xpjq}p ď δ
2pj´1q
p , j ě 1. (9.17)
By (4.16) and (4.18) in Lemma 4.3, and (9.14) and (9.17) above, we have for j ě 1,
spect
ˆ
QAj
`
xpjq{δ 2pj´1qp ˘˙ ĂWAj ; (9.18)››QAj`xpjq{δ 2pj´1qp ˘››L8 ď ?e ; (9.19)
δ
2pj´1q
p
ˆ
QAj
`
xpjq{δ 2pj´1qp ˘˙^prαq “ xpjqpαq, α P Aj . (9.20)
Now define
Φppqpxq “
8ÿ
j“1
`
iδ
2
p
˘j´1
QAj
`
xpjq{δ 2pj´1qp ˘, x P Blp
R
pAq. (9.21)
(Cf. (5.9).) The series in (9.21) is absolutely convergent in the L8-norm, and by (9.19),
}Φppqpxq}L8 ď
?
e
1´ δ 2p
. (9.22)
THE GROTHENDIECK INEQUALITY REVISITED 57
By the spectral analysis in (4.13), and by adapting the estimates in (4.14) and (4.15) to
the case x P Blp
R
pAq, we deduceÿ
wPWAj
ˇˇ`
QAj pxpjqq{δ
2pj´1q
p
˘^pwqˇˇp ď 1` δ2, (9.23)
and therefore,
}{Φppqpxq}p ď ˆ1` δ2
1´ δ2
˙ 1
p
. (9.24)
From (9.22), (9.24), and the definition of δ, we obtain
}Φppqpxq}L8
ppq
ď max
" ?
e
1´ δ 2p
,
ˆ
1` δ2
1´ δ2
˙ 1
p
*
“
?
e
1´ δ 2p
. (9.25)
Next let 2 ă p ď 8, and x P Blp
R
pAq. Recalling Lemma 4.1, for F Ă A we have
PF pxq “ RF
`x
2
˘´RF `´x
2
˘
„
8ÿ
k“0
1
4k
ˆ ÿ
wPWF,2k`1
w“rα1 ¨¨¨rα2k`1
xpα1q ¨ ¨ ¨xpα2k`1qrα1 ¨ ¨ ¨ rα2k`1
˙
,
(9.26)
where RF pxq is the Riesz product in §4.4.i. Then,
}PF pxq}MpΩAq ď 2 ; (9.27)
{PF pxqprαq “ xpαq, α P F ; (9.28)
}{PF pxq|Rc
F
}p ď
ˆ
2 sinh
`1
2
˘´ 1˙ 1p ă δ 2p ă 1, 2 ă p ă 8; (9.29)
}{PF pxq|Rc
F
}8 ď 1
4
. (9.30)
We define xp1q P Blp
R
pA1q as in (9.12). For j ě 2, and p P p2,8q, let
xpjqpτj´1wq “ δ
2pj´2q
p
ˆ
PAj´1
`
xpj´1q{δ 2pj´2qp ˘˙^pwq, w P Cj´1, (9.31)
and for p “ 8, let
xpjqpτj´1wq “ 1
4j´2
ˆ
PAj´1
`
4j´2xpj´1q
˘˙^pwq, w P Cj´1. (9.32)
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By iterating (9.29) and (9.30), we obtain for p P p2,8q,
}xpjq}p ď
ˆ
2 sinh
`1
2
˘´ 1˙ j´1p ď δ 2pj´1qp , j ě 1, (9.33)
and for p “ 8,
}xpjq}8 ď
ˆ
1
4
˙j´1
, j ě 1. (9.34)
We define
Φppqpxq “
8ÿ
j“1
`
iδ
2
p
˘j´1
PAj
`
xpjq{δ 2pj´1qp ˘, 2 ă p ă 8, x P Blp
R
pAq, (9.35)
and
Φp8qpxq “
8ÿ
j“1
`
1{4˘j´1PAj`4j´1xpjq˘, x P Bl8R pAq. (9.36)
We thus obtain Φppqpxq PMppqpΩAq with
}Φppqpxq}Mppq ď 2
ˆ
1` δ2
1´ δ2
˙ 1
p
, 2 ă p ă 8, (9.37)
and
}Φp8qpxq}M ď 8
3
. (9.38)
For x P BlppAq, 1 ď p ď 8, write
x “ u` iv, u P Blp
R
pAq, v P Blp
R
pAq,
and then define
Φppqpxq :“ Φppqpuq ` iΦppqpvq. (9.39)
To prove (9.11) in the case p “ 1 and q “ 8, observe that if x P Bl1pAq, then
spect
`
Φp1qpxq˘ Ă A1, `
Φp1qpxq˘^prαq “ xp1qpαq, α P A1, (9.40)
and that for y P Bl8pAq, `
Φp8qpyq˘^prαq “ yp1qpαq, α P A1. (9.41)
Then, (9.11) in this instance is a simple consequence of the usual Parseval formula.
The proof of (9.11) in the case 1 ă p ď q ă 8, which is similar to that of (3.18) in
§5.3, uses an alternating series argument based on iterating the Parseval formula
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`
QF pxq˙PF pyq
˘pω0q “ 8ÿ
k“0
1
4k
ˆ ÿ
wPWF,2k`1
w“rα1 ¨¨¨rα2k`1
xpα1q ¨ ¨ ¨ypα2k`1qypα1q ¨ ¨ ¨xpα2k`1q
˙
,
F Ă A, x P lppF q, y P lqpF q, 1
p
` 1
q
“ 1, 1 ă p ď 2 ď q ă 8.
(9.42)
The proof that
Φppqp´xq “ ´Φppqpxq, p P r1,8s, x P BlppAq, (9.43)
is essentially the same as the proof of (3.17).
For 1 ă p ă 8, the weak continuity of Φppq and the `lppAq Ñ lppWAq˘-continuity ofyΦppq follow from extensions of Lemmas 4.5 and 4.4. The weak continuity of Φp1q and the`
l1pAq Ñ l1pWAq
˘
-continuity of yΦp1q are obvious; the weak continuity of Φp8q and the`
l8pAq Ñ l8pWAq
˘
-continuity ofzΦp8q follow from the spectral analysis of PA.
We summarize:
Theorem 9.1. Let A be an infinite set. There exist one-one maps
Φppq : BlppAq Ñ
$&%
L8ppqpΩA,PAq, 1 ď p ď 2,
MppqpΩAq, 2 ă p ď 8,
(9.44)
such that
}Φppqpxq}L8
ppq
ď 2
?
e
1´ δ 2p
, x P BlppAq, 1 ď p ď 2,
}Φppqpxq}Mppq ď 4
ˆ
1` δ2
1´ δ2
˙ 1
p
, x P BlppAq, 2 ă p ď 8,
(9.45)
Φppqp´xq “ ´Φppqpxq, x P BlppAq, 1 ď p ď 8, (9.46)
and ÿ
αPA
xpαqypαq “
ż
ΩA
ΦppqpxqdΦpqqpyq,
x P BlppAq, y P BlqpAq, 1
p
` 1
q
“ 1, 1 ď p ď 2 ď q ď 8, (9.47)
where dΦp2q :“ Φp2qdPA. Moreover, for every p P r1,8s, Φppq is weakly continuous and
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yΦppq is `lppW q Ñ lppWAq˘-continuous.
10. Grothendieck-like theorems in dimensions ą 2?
The general focus so far has been on scalar-valued functions of two variables and their
representations by functions of one variable. Next we consider functions of n variables,
n ě 2, and examine, analogously, the feasibility of representing them by functions that
depend on k variables, 0 ă k ă n.
10.1. A multidimensional version of Question 2.3. We begin with a natural
extension of Question 2.3 in the case n ě 2 and k “ 1. Let X1, . . . , Xn be sets, and
denote
Xrns :“ X1 ˆ ¨ ¨ ¨ ˆXn,
where rns “ t1, . . . , nu.
Question 10.1. Let f P l8pXrnsq. Can we find a probability space pΩ, µq, and functions
g
piq
ω indexed by ω P Ω and defined on Xi, i P rns, such that for all x “ px1, . . . , xnq P Xrns
and i P rns,
ω ÞÑ gpiqω pxiq and ω ÞÑ }gpiqω }8
are µ-measurable on Ω, and
fpxq “
ż
Ω
gp1qω px1q ¨ ¨ ¨ gpnqω pxnqµpdωq (10.1)
under the constraint
sup
xPXrns
}gp1qω px1q}L8pµq ¨ ¨ ¨ }gpnqω pxnq}L8pµq ă 8? (10.2)
(As before, we refer to Ω as an indexing space, to µ as an indexing measure, and to g
piq
ω
as representing functions.)
Matters are formalized as usual. Given f P l8pXrnsq, let }f}V˜n be the infimum of the
left side of (10.2) taken over all probability spaces pΩ, µq, and all families of functions
on Xi indexed by pΩ, µq that represent f by (10.1). We obtain the Banach algebra
V˜npXrnsq “ tf P l8pXrnsq : }f}V˜n ă 8u,
wherein algebra multiplication is given by point-wise multiplication on Xrns. It follows
from the case n “ 2 that if at least two of the Xi are infinite, then V˜npXrnsq Ĺ l8pXrns.
Proposition 2.4 has a straightforward extension. Take the compact Abelian group
ΩXrns :“ ΩX1 ˆ ¨ ¨ ¨ ˆ ΩXn ,
and the spectral set (n-fold Cartesian product of Rademacher systems)
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RXrns “ RX1 ˆ ¨ ¨ ¨ ˆRXn
“  rx1 b ¨ ¨ ¨ b rxn : px1, . . . , xnq P Xrns( Ă pΩXrns .
Then, by identifying
BpRXrnsq :“ xMpΩXrnsq{tλˆ P xMpΩXrnsq : λˆ “ 0 on RXrnsu
“ trestrictions of Walsh transforms to RXrnsu
(10.3)
as the dual space of
CR
Xrns
pΩXrnsq :“ tcontinuous functions on ΩXrns with spectrum in RXrnsu, (10.4)
we obtain (omitting the proof)
Proposition 10.2.
V˜npXrnsq “ BpRXrnsq.
10.2. A multidimensional version of Question 2.6. Next we consider integral
representations of f P l8pXrnsq with constraints weaker than (10.2), and ask whether
the feasibility of such representations implies the feasibility of integral representations
under the stronger constraint in (10.2). That is, are there Grothendieck-like theorems
in dimensions ą 2? (Cf. discussion preceding Theorem 2.7, and also Remark 2.9.i.)
Attempting first the obvious, we extend Question 2.6 by replacing in it the role of
Cauchy-Schwarz with that of a multi-linear Ho¨lder inequality.
Question 10.3. Let f P l8pXrnsq, and let p “ pp1, . . . , pnq be a conjugate vector, i.e.,
p “ pp1, . . . , pnq P r1,8sn such that
1
p1
` ¨ ¨ ¨ ` 1
pn
“ 1.
Can we find a probability space pΩ, µq, and functions gpiqω indexed by ω P Ω and defined
on Xi, i P rns, such that for x “ px1, . . . , xnq P Xrns and i P rns,
ω ÞÑ gpiqω pxiq
determine elements in LpipΩ, µq, and
fpxq “
ż
Ω
gp1qω pxiq ¨ ¨ ¨ gpnqω pxnqµpdωq (10.5)
62 RON BLEI
subject to
sup
xPXrns
}gp1qω px1q}Lp1pµq ¨ ¨ ¨ }gpnqω pxnq}Lpnpµq ă 8? (10.6)
Given f P l8pXrnsq, define }f}Gp as the infimum of the left side of (10.6) over all integral
representations of f by (10.5). We obtain the Banach algebra
GppXrnsq “ tf P l8pXrnsq : }f}Gp ă 8u, (10.7)
and note the inclusion
V˜npXrnsq Ă GppXrnsq, n ě 2. (10.8)
If n “ 2 and p “ p2, 2q, then also the reverse inclusion holds; this is the gist of
Theorem 2.7. Otherwise, if X1 and X2 are infinite and p ‰ p2, 2q, then (10.8) is a
proper inclusion; see Remark 2.9.i, and also the start of §9.
For n ą 2 and infinite Xi, i P rns, the inclusion in (10.8) is always proper. We
demonstrate this in the case n “ 3, which suffices. We use a trilinear analog of the
Fourier matrix in (2.8),
e2πi
pj`kql
N , pj, k, lq P rNs3, N P N, (10.9)
and a corresponding lemma (phrased somewhat differently in (Blei, 2001, Exer. IV.2.ii)).
Lemma 10.4. For all integers N ą 1, f P Bl8prNsq, g P Bl8prNsq, and h P Bl8prNsq,ˇˇ 1
N2
Nÿ
j,k,l“1
e2πi
pj`kql
N fpjqgpkqhplqˇˇ ď 1. (10.10)
Proof. We take rNs to be the compact Abelian group of N th-roots of unity,
j Ø e 2πijN , j P rNs, (10.11)
with its usual algebraic structure, and with the uniform probability measure as its Haar
measure. For f P l8prNsq and g P l8prNsq,
fˆplq “ 1
N
Nÿ
j“1
e
2πijl
N fpjq,
gˆplq “ 1
N
Nÿ
k“1
e
2πikl
N gpkq, l P rNs,
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and therefore, for h P l8prNsq,ˇˇˇˇ
1
N2
Nÿ
j,k,l“1
e2πi
pj`kql
N fpjqgpkqhplq
ˇˇˇˇ
“
ˇˇˇˇ Nÿ
l“1
ˆ
1
N2
Nÿ
j,k“1
e2πi
pj`kql
N fpjqgpkq
˙
hplq
ˇˇˇˇ
“ ˇˇ Nÿ
l“1
fˆplqgˆplqhplqˇˇ ď }fˆ}2}gˆ}2}h}8 ď }f}8}g}8}h}8.

Let p “ pp1, p2, p3q P r1,8s3 be a conjugate vector, and suppose p3 ă 8. For an
arbitrary integer N ą 1, take Xi “ rNs, i “ 1, 2, 3, and Ω “ rNs with the uniform
probability measure µ on it. Take representing functions
gp1qω pjq “ e
´2πijω
N , gp2qω pkq “ e
´2πikω
N , ω P Ω, j P X1, k P X2,
and
gp3qω plq “
"
0 if ω ­“ l
N
1
p3 if ω “ l, ω P Ω, l P X3.
Then,
fpj, k, lq :“
ż
Ω
gp1qω pjqgp2qω pkqgp3qω plqµpdωq “ N
1
p3
´1
e´2πi
pj`kql
N , pj, k, lq P Xr3s,
and
sup
pj,k,lqPXr3s
}gp1qω pjq}Lp1 pµq}gp2qω pkq}Lp2 pµq}gp3qω plq}Lp3 pµq “ 1.
By duality and (10.10), we obtain
}f}V˜3 ě
ˇˇ 1
N2
Nÿ
j,k,l“1
e2πi
pj`kql
N fpj, k, lqˇˇ “ N 1p3 ÝÑ
NÑ8
8,
which implies
Proposition 10.5. For all conjugate vectors p “ pp1, p2, p3q P r1,8s3, and infinite sets
X1, X2, and X3,
V˜3pXr3sq Ĺ Gpp1,p2,p3qpXr3sq Ĺ l8pXr3sq pproper inclusionsq.
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A question remains: what are multidimensional analogues of the ”two-dimensional”
inclusion
Gp2,2qpXr2sq Ă V˜2pXr2sq?
11. Fractional Cartesian products and multilinear functionals on a Hilbert
space
We return to a Hilbert space setting as staging grounds for Grothendieck-like inequal-
ities.
11.1. Projective boundedness and projective continuity. To start, we note that
the (two-dimensional) Grothendieck theorem is an assertion about integral representa-
tions of bilinear functionals on a Hilbert space: if η is a bounded bilinear functional on a
Hilbert space H , then there exist bounded mappings φ1 and φ2 from BH into L
8pΩ, µq,
for some probability space pΩ, µq, such that
ηpx,yq “
ż
Ω
φ1pxqφ2pyqdµ, px,yq P pBHq2.
(Cf. (1.5) in Proposition 1.1.) Theorem 3.5 provides an upgrade, asserting that φ1 and
φ2 can be designed to be continuous.
Definition 11.1. Let η be a bounded n-linear functional on a Hilbert space H, i.e.,
η : H ˆ ¨ ¨ ¨ ˆHloooooomoooooon
n
ÝÑ C
is linear in each coordinate and
}η}8 :“ supt|ηpx1, . . . ,xnq| : px1, . . . ,xnq P pBHqnu ă 8.
i. η is projectively bounded if there exist a probability space pΩ, µq and bounded map-
pings φ1, . . . , φn from BH into L
8pΩ, µq, such that
ηpx1, . . . ,xnq “
ż
Ω
φ1px1q ¨ ¨ ¨φnpxnqdµ, px1, . . . ,xnq P pBHqn. (11.1)
Equivalently, η is projectively bounded if
}η}V˜npBHˆ¨¨¨ˆBH q ă 8. (11.2)
ii. η is projectively continuous if there exist a probability space pΩ, µq and bounded
mappings φ1, . . . , φn from BH into L
8pΩ, µq that satisfy (11.1), and are pH Ñ L2pΩ, µqq-
continuous. Equivalently, η is projectively continuous if
}η}V˜npBHˆ¨¨¨ˆBH q ă 8, (11.3)
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where the } ¨ }V˜npXrnsq-norm is the n´dimensional extension of the } ¨ }V˜2pX1ˆX2q-norm in
Definition 3.2.
(The notion of projective boundedness is equivalent, through duality, to the notion in
(Blei, 1979, Definition 1.1).) We have
}η}V˜npBHˆ¨¨¨ˆBH q ď }η}V˜npBHˆ¨¨¨ˆBH q. (11.4)
Projective continuity easily implies projective boundedness, but I do not know whether
the converse holds. (See §13.3.)
In the case n “ 1, every bounded linear functional on a Hilbert space H is projec-
tively continuous; this is an obvious instance of the ”two-dimensional” Theorem 3.5.
But standing alone, this ”one-dimensional” instance is not obvious. Indeed, the asser-
tion that every bounded linear functional on a Hilbert space is projectively bounded is
equivalent to the little Grothendieck Theorem (Pisier, 2012, Theorem 5.1); see Remark
11.4 below. The ostensibly stronger assertion, that every such functional is projectively
continuous, is a direct consequence of Lemma 4.4.
Proposition 11.2. If y P BH , and
ηypxq “ xx,yy, x P BH , (11.5)
where x¨, ¨y is the inner product in H, then
}ηy}V˜1pBH q ď 2e
1
2 . (11.6)
Proof. For simplicity (and with no loss of generality) assume H “ l2
R
pAq. Define
gy “
ÿ
αPA
ypαqrα. (11.7)
Then, gy P L2RApΩA,PAq, and
}y}2 “ }gy}L2 ď 1. (11.8)
By Parseval’s formula and the spectral analysis of Riesz products (as per §4), we have
ηypxq “
ÿ
αPA
xpαqypαq “
ż
ΩA
QApxqgydPA, x P Bl2 , (11.9)
which, by (4.17) and Lemma 4.4, implies
}ηy}V˜1pBH q ď e
1
2 . (11.10)

In the case n “ 2, Theorem 3.5 implies that every bounded bilinear functional on a
Hilbert space is projectively continuous.
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In the case n “ 3, there exist bounded trilinear functionals that are not projectively
bounded Varopoulos (1974), and a fortiori not projectively continuous. (See Remark
12.8.)
Problem 11.3. For an infinite-dimensional Hilbert space H, and for n ą 2, which are
the projectively bounded, and which are the projectively continuous n-linear functionals
on H?
We may as well take H to be l2pAq, where A is an infinite indexing set. Then, given a
bounded n-linear functional η on l2pAq, we write (first formally)
ηpx1, . . . ,xnq “
ÿ
pα1,...,αnqPAn
θA,ηpα1, . . . , αnqx1pα1q ¨ ¨ ¨xnpαnq,
x1 P l2pAq, . . . , xn P l2pAq,
(11.11)
where
θA,ηpα1, . . . , αnq :“ ηpeα1, . . . , eαnq, pα1, . . . , αnq P An, (11.12)
and teα : α P Au is the standard basis of l2pAq; cf. (1.37). In general, the sum on the
right side of (11.11) converges conditionally, and is computed iteratively, coordinate-by-
coordinate. That is,
ηpx1, . . . ,xnq “
ÿ
α1PA
ˆ
¨ ¨ ¨
ˆ ÿ
αnPA
θA,ηpα1, . . . , αnqx1pα1q ¨ ¨ ¨xnpαnq
˙
¨ ¨ ¨
˙
x1 P l2pAq, . . . , xn P l2pAq,
(11.13)
where sums over the respective coordinates are performed iteratively, in any order. In
this work, we consider bounded n-linear functionals for which the right side of (11.11)
is absolutely summable, and focus specifically on kernels θA,η that are supported by
fractional Cartesian products.
Remark 11.4. The (so-called) little Grothendieck Theorem is equivalent to the asser-
tion that there exists a constant K ą 1 such that for every finite scalar array pajkq,
sup
"ˇˇÿ
j,k
ajkxxj ,yky
ˇˇ
: xj P l2, yk P l2, }xj}2 ď 1,
ÿ
k
}yk}22 ď 1
*
ď K sup
"ˇˇÿ
j,k
ajksjtk
ˇˇ
: |sj | ď 1,
ÿ
k
|tk|2 ď 1
*
.
(11.14)
(Cf. (Pisier, 2012, Theorem 5.2).) The inequality in (11.14) is of course a quick conse-
quence of the inequality in (1.2). But it is implied also, though not as quickly, by the
”one-dimensional” precursor to the Grothendieck inequality,
supt}ηy}V˜1pBH q : y P BHu :“ kG ă 8, (11.15)
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where ηy is defined in (11.5); e.g., (11.14) is implied by the integral representation of ηy
in (11.9).
Conversely, the assertion that (11.14) holds for every finite scalar array implies that
every bounded linear functional on a Hilbert space is projectively bounded. Indeed,
kG in (11.15) is the ”smallest” possible K in (11.14). In particular, by identifying a
separable Hilbert space with the L2-closure of the linear span of independent standard
normal random variables, we obtain (by re-writing the proof of Proposition 11.2) that
kG :“ kCG “
a
4{π if scalars are complex numbers, and kG :“ kRG “
a
π{2 in the case
of real scalars. (Cf. (Pisier, 2012, Lemma 5.3).)
If we add the continuity requirement, that ηy be represented by integrals with uni-
formly bounded norm-continuous integrands, as in (11.9), then we have
kG ď supt}ηy}V˜1pBH q : y P BH , Hilbert space Hu :“ kCG ď 2e
1
2 . (11.16)
I do not know which of the inequalities above are strict; cf. (11.4) and Problem 13.4.
11.2. Fractional Cartesian products. Let m be a positive integer. A covering
sequence of rms is a set-valued sequence U “ pS1, . . . , Snq, such that H ‰ Si Ă rms,
and
nď
i“1
Si “ rms.
Given sets X1, . . . , Xm, and S Ă rms, we consider the projection
πS :
mą
j“1
Xj Ñ
ą
jPS
Xj :“ XS, (11.17)
defined by
πSpxq “ pxj : j P Sq, x “ px1, . . . , xmq P
mą
j“1
Xj. (11.18)
Then, given a covering sequence U “ pS1, . . . , Snq of rms, we define
XU :“  `πS1pxq, . . . , πSnpxq˘ : x P Xrms(
Ă XS1 ˆ ¨ ¨ ¨ ˆXSn :“ XrUs.
(11.19)
We refer toXU as a fractional Cartesian product (based on U), and toXrUs as its ambient
product.
Example 11.5 (3{2-product). If U “ pS1, . . . , Snq covers rms, and the Si are pairwise
disjoint, then XU “ XrUs. For our purposes, we will focus on sequences U with the
property that every i P rms appears in at least two elements of U . The simplest
nontrivial example is
U “ `t1, 2u, t2, 3u, t1, 3u˘. (11.20)
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In this instance, given sets X1, X2, X3, we have
XU “  `px1, x2q, px2, x3q, px1, x3q˘ : px1, x2, x3q P X1 ˆX2 ˆX3(, (11.21)
and
XrUs “ pX1 ˆX2q ˆ pX2 ˆX3q ˆ pX1 ˆX3q. (11.22)
We view XU as a ”3/2-fold” Cartesian product, a subset of the ambient 3-fold product
XrUs, and will use it throughout as a running example to illustrate workings of general
definitions and arguments. (The appearance of the fraction 3{2 is explained in Remarks
11.8.i and 11.10.i.)
Fractional Cartesian products provide a natural framework for the study of represent-
ing functions of m variables, m ą 2, by functions of k variables, 1 ă k ă m.
Question 11.6 (cf. Question 10.3). Let U “ pS1, . . . , Snq be a a covering sequence
of rms. Given f P l8pXrmsq, can we find a probability space pΩ, µq, and representing
functions g
piq
ω , indexed by ω P Ω and defined on XSi for i P rns, such that for all
x P Xrms
ω ÞÑ `gpiqω ˝ πSi˘pxq and ω ÞÑ }gpiqω }8
determine µ-measurable functions on Ω, and
fpxq “
ż
Ω
`
gp1qω ˝ πS1
˘pxq ¨ ¨ ¨ `gpnqω ˝ πSn˘pxqµpdωq (11.23)
under the constraint ż
Ω
}gp1qω }8 ¨ ¨ ¨ }gpnqω }8µpdωq ă 8? (11.24)
We define }f}V˜U to be the infimum of the left side of (11.24) taken over all representations
of f by (11.23), and
V˜UpXrmsq :“ tf P l8pXrmsq : }f}V˜U ă 8u. (11.25)
Extending Proposition 10.2, we identify V˜UpXrmsq with an algebra of restrictions of
Walsh transforms. Specifically, we take the compact Abelian group
ΩXrUs :“ ΩXS1 ˆ ¨ ¨ ¨ ˆ ΩXSn , (11.26)
and the spectral set
pRXqU :“
 
rπS1pxq b ¨ ¨ ¨ b rπS1pxq : x P Xrms
(
, (11.27)
which is a fractional Cartesian product inside the ambient product
pRXqrUs “ RXS1 ˆ ¨ ¨ ¨ ˆRXSn . (11.28)
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(See (11.19).) For example, in the case of the 3{2-product (Example 11.5) we have
ΩXrUs “ t´1, 1uX1ˆX2 ˆ t´1, 1uX2ˆX3 ˆ t´1, 1uX1ˆX3, (11.29)
and
pRXqU “
 
rpx1,x2q b rpx2,x3q b rpx1,x3q : px1, x2, x3q P X1 ˆX2 ˆX3u (11.30)
with its ambient product
pRXqrUs “ RX1ˆX2 ˆRX2ˆX3 ˆRX1ˆX3 . (11.31)
Observe, via Riesz representation and Hahn-Banach, that the dual space of CpRXqU pΩXrUsq
(= {continuous functions on ΩXrUs with spectrum in pRXqU}) is
B
`pRXqU˘ :“ xMpΩXrUsq{tλˆ P xMpΩXrUsq : λˆ “ 0 on pRXqUu
( = {restrictions of Walsh transforms of measures on MpΩXrUsq to pRXqU}), and obtain
Proposition 11.7.
V˜UpXrmsq “ B
`pRXqU˘.
Proposition 10.2 is the instance U “ `t1u, . . . , tnu˘.
Remark 11.8.
i. Given infinite sets E1, . . . , Ed, and F Ă E1 ˆ ¨ ¨ ¨ ˆ Ed, we let
ΨF psq :“ max
 |F X pA1 ˆ ¨ ¨ ¨ ˆ Adq| : Ai Ă Ei, |Ai| “ s, i P rds(,
s “ 1, 2, . . . ,
(11.32)
and define the combinatorial dimension of F (relative to E1 ˆ ¨ ¨ ¨ ˆ Ed) to be
dimF “ lim sup
sÑ8
log ΨF psq
log s
. (11.33)
If dimF “ α, and
0 ă lim inf
sÑ8
ΨF psq
sα
ď lim sup
sÑ8
ΨF psq
sα
ă 8, (11.34)
then we say that F is an α-product.
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Given a covering sequence U of rms, consider the solution to the linear programming
problem,
max
 
v1 ` ¨ ¨ ¨ ` vm :
ÿ
jPS
vj ď 1, S P U , vi ě 0, i P rms
(
:“ αpUq “ α. (11.35)
The main result in Blei and Schmerl (1994) asserts that if Xj (j P rms) are infinite, then
XU is an α-product, and in particular,
dimXU “ αpUq. (11.36)
Specifically, we have
V˜UpXrmsq “ l8pXrmsq ðñ αpUq “ 1, (11.37)
which is a consequence of precise relationships between combinatorial measurements
and p´Sidonicity in a context of harmonic analysis; e.g., see (Blei, 2001, Remark ii,
p.492). Moreover, for all covering sequences U1 and U2 of rms,
αpU1q ‰ αpU2q ùñ V˜U1pXrmsq ‰ V˜U2pXrmsq. (11.38)
For example, for the sequence U in (11.20), αpUq “ 3{2 (by inspection), and then by
(11.37),
V˜UpXr3sq Ĺ l8pXr3sq. (11.39)
The proper inclusion in (11.39) can be proved directly, by verifying that for every
positive integer N there exist θN P l8prNs3q so that
}θN}8 “ 1,
and
}θN}VU prNs3q ÝÑ
NÑ8
8. (11.40)
The existence of such θN is guaranteed by the Kahane-Salem-Zygmund probabilistic
estimates (e.g., (Kahane, 1994, pp. 68-9)), which imply that for every N ą 0 there
exist
θN pi, j, kq :“ ǫijk P t´1, 1u, pi, j, kq P rNs3 (11.41)
so that ›› ÿ
pi,j,kqPrNs3
ǫijk rij b rjk b rik
››
L8
ď KN2, (11.42)
wherein Rademacher functions are defined on ΩN2 , and K ą 0 is an absolute constant.
We then let
fN “ 1
KN2
ÿ
pi,j,kqPrNs3
ǫijk rij b rjk b rik, (11.43)
and deduce, by applying duality (Proposition 11.7),ÿ
pi,j,kqPrNs3
fˆNprij b rjk b rikq θN pi, j, kq “ N
K
ď }θN}VU prNs3q. (11.44)
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But more is true: if XU is an α-product, then
l
2α
α´1 pXrmsq Ă V˜UpXrmsq, (11.45)
and if each Xj is infinite (j P rms), then
lppXrmsq Ć V˜UpXrmsq, p ą 2α
α´ 1 , (11.46)
which, in particular, implies (11.38). (As usual, lppAq denotes the space of all scalar-
valued functions x on a domain A such that }x}p :“
`ř
αPA |xpαq|p
˘ 1
p ă 8.) In the
specific case of the 3{2-product, (11.46) can be obtained by modifying the proof (above)
of (11.39), which also suggests how (11.46) can be proved in the general case.
All this (and more) is detailed in (Blei, 2001, Ch. XII, Ch. XIII); see also the survey
article Blei (2011).
ii. Suppose U “ pS1, . . . , Snq covers rms. If f P V˜npXrUsq, then the restriction of
f to XU is a fortiori in V˜UpXrmsq, and we have
}f}V˜UpXrmsq ď }f}V˜npXrUsq. (11.47)
For example, if U “ `tp1, 2u, t2, 3u, t1, 3u˘, and
f P V˜3
`pX1 ˆX2q ˆ pX2 ˆX3q ˆ pX1 ˆX3q˘,
then by Proposition 10.2, there exists λ P MpΩXrUsq, where ΩXrUs is given by (11.29),
such that
f
`px1, x2q, px3, x4q, px5, x6q˘ “ λˆ`rpx1,x2q b rpx3,x4q b rpx5,x6q˘, (11.48)
px1, x2q P X1 ˆX2, px3, x4q P X3 ˆX4, px5, x6q P X1 ˆX3.
Then (obviously!),
f
`px1, x2q, px2, x3q, px1, x3q˘ “ λˆ`rpx1,x2q b rpx2,x3q b rpx1,x3q˘, (11.49)
px1, x2, x3q P X1 ˆX2 ˆX3,
which, by Proposition 11.7, implies f P V˜UpXr3sq and }f}V˜UpXr3sq ď }f}V˜3pXrUsq.
11.3. A characterization of projectively continuous functionals. We return to
multilinear functionals on a Hilbert space. Let m be a positive integer, and let
U “ pS1, . . . , Snq
be a covering sequence of rms. Given a set A and θ P l8pAmq, we define (formally) an
n-linear functional ηU ,θ on
l2pAS1q ˆ ¨ ¨ ¨ ˆ l2pASnq
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by
ηU ,θpx1, . . . ,xnq :“
ÿ
αPAm
θpαq x1
`
πS1pαq
˘ ¨ ¨ ¨xn`πSnpαq˘, (11.50)
px1, . . . ,xnq P l2pAS1q ˆ ¨ ¨ ¨ ˆ l2pASnq.
We refer to the functionals defined by (11.50) as multilinear functionals based on U .
Note that the definition of ηU ,θ at this point is completely formal: modes of summation
and convergence in (11.50) have not been specified. Denote
kjpUq :“ |ti : j P Siu|, j P rms, (11.51)
(incidence of j in U), and
IU :“ mintkjpUq : j P rmsu. (11.52)
Lemma 11.9 (cf. (Blei, 1979, Lemma 1.2)). Let U “ pS1, . . . , Snq be a covering se-
quence of rms with IU ě 2, and let θ P l8pAmq. Thenÿ
αPAm
ˇˇ
θpαq x1
`
πS1pαq
˘ ¨ ¨ ¨xn`πSnpαq˘ˇˇ ď }θ}8,
px1, . . . ,xnq P Bl2pAS1 q ˆ ¨ ¨ ¨ ˆBl2pASnq.
That is, ηU ,θ is a bounded n-linear functional on l
2pAS1q ˆ ¨ ¨ ¨ ˆ l2pASnq, and
}ηU ,θ}8 ď }θ}8.
Proof (by induction on m). It suffices to verifyÿ
αPAm
ˇˇ
x1
`
πS1pαq
˘ ¨ ¨ ¨xn`πSnpαq˘ˇˇ ď }x1}2 ¨ ¨ ¨ }xn}2, (11.53)
px1, . . . ,xnq P l2pAS1q ˆ ¨ ¨ ¨ ˆ l2pASnq.
Suppose m “ 1, and
U “ pt1u, . . . , t1ulooooomooooon
n
q, n “ IU ě 2.
In this case, apply to (11.53) the n-linear Ho¨lder inequality with conjugate vector
p 1
n
, . . . , 1
n
q, and then apply } ¨ }IU ď } ¨ }2 (convexity):ÿ
αPA
|x1pαq ¨ ¨ ¨xnpαq| ď }x1}n ¨ ¨ ¨ }xn}n
ď }x1}2 ¨ ¨ ¨ }xn}2, px1, . . . ,xnq P l2pAq ˆ ¨ ¨ ¨ ˆ l2pAq.
Now take m ą 1, and let U “ pS1, . . . , Snq be a covering sequence of rms. Let
S 1i “ Siztmu, i “ 1, . . . n.
Then, U 1 “ pS 11, . . . , S 1nq covers rm´ 1s, and IU 1 ě 2. Let x1 P l2pAS1q, . . . ,xn P l2pASnq.
Denote
T :“ ti : m P Siu. (11.54)
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For i P T and u P A, define xu,i P l2pAS1iq by
xu,ipαq “ xipα, uq, α P AS1i .
By applying the induction hypothesis, and then (11.53) in the case m “ 1 with n “ |T |,
we obtain ÿ
αPAm
ˇˇ
x1
`
πS1pαq
˘ ¨ ¨ ¨xn`πSnpαq˘ˇˇ “
“
ÿ
uPA
ÿ
αPArm´1s
ź
iPrnszT
ˇˇ
xi
`
πS1ipαq
˘ˇˇ ź
iPT
|xu,i
`
πS1ipαq
˘ˇˇ
ď
ź
iPrnszT
}xi}2
ÿ
uPA
ź
iPT
}xu,i}2 ď }x1}2 ¨ ¨ ¨ }xn}2.

Remark 11.10.
i. We illustrate the proof of Lemma 11.9 in the case
U “ `t1, 2u, t2, 3u, t1, 3u˘.
Taking θ “ 1, we have
ηUpx1,x2,x3q “
ÿ
pα1,α2,α3qPA3
x1pα1, α2qx2pα2, α3qx3pα1, α3q,
xj P Bl2pA2q, j “ 1, 2, 3. (11.55)
Then, by applying Cauchy-Schwarz three times in succession to the sums over α1, α2,
and α3, we obtainÿ
α3PA
ÿ
α2PA
ÿ
α1PA
|x1pα1, α2qx2pα2, α3qx3pα1, α3q| ď 1,
xj P Bl2pA2q, j “ 1, 2, 3,
(11.56)
which implies Lemma 11.9 in this instance.
Given a positive integer s, and arbitrary s-sets Ej Ă A2, j “ 1, 2, 3 (i.e., |Ej| “ s),
we put in (11.56)
xj “ 1Ej{
?
s, j “ 1, 2, 3, (11.57)
and deduce
|AU X pE1 ˆ E2 ˆ E3q| ď s 32 , (11.58)
where, as in (11.21) and (11.22),
AU “  `pα1, α2q, pα2, α3q, pα1, α3q˘ : pα1, α2, α3q P A3(
Ă A2 ˆ A2 ˆ A2 “ ArUs.
(11.59)
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To show that the estimate in (11.58) is asymptotically best possible, we take F Ă A
to be a k-set, where k is an arbitrary positive integer, and E1 “ E2 “ E3 “ F 2. We
take s :“ k2 “ |Ej |, j “ 1, 2, 3, and then obtain
|AU X pE1 ˆ E2 ˆ E3q| “ |F 3| “ s 32 . (11.60)
Recalling the combinatorial gauge Ψ in (11.32), we have in this case
ΨAU psq “ max
 |AU X pE1 ˆ E2 ˆ E3q| : s-sets Ej Ă A2, j “ 1, 2, 3(
s “ 1, 2, . . . . (11.61)
Combining (11.58) and (11.60), we obtain
lim
sÑ8
ΨAU psq
s
3
2
“ 1, (11.62)
which means that AU is a 3{2-product; cf. (11.34). The statement in (11.62) is a special
case of the general result in (11.36).
ii. The functionals ηU ,θ of Lemma 11.9 can be classified according to their underlying
U put in standard form. To illustrate, take
U “ `t1, 2u, t1u, t2u˘, (11.63)
and let θ P l8pA2q. The evaluations of the corresponding trilinear functional
ηU ,θpx,y, zq, px,y, zq P l2pA2q ˆ l2pAq ˆ l2pAq,
can be realized as evaluations of ηU 1,θ on l
2pA2q ˆ l2pA2q ˆ l2pA2q, where
U 1 “ `t1, 2u, t1, 2u, t1, 2u˘. (11.64)
Specifically, for x P l2pAq, define
x˜pα1, α2q “
$&% xpαq α1 “ α2
0 α1 ­“ α2, pα1, α2q P A2,
(11.65)
and then write
ηU ,θpx,y, zq “ ηU 1,θpx, y˜, z˜q,
px,y, zq P l2pA2q ˆ l2pAq ˆ l2pAq. (11.66)
Next we identify t1, 2u with t1u, and replace U 1 by
U2 “ `t1u, t1u, t1u˘. (11.67)
The evaluations of ηU ,θ can now be realized as evaluations of a trilinear functional based
on U2. Specifically, write B “ A2, and rewrite (11.65) and (11.66) accordingly: For
x P l2pA2q, let
x˜pβq “ xpα1, α2q, β “ pα1, α2q, (11.68)
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and for x P l2pAq, let
x˜pβq “
"
xpαq if β “ pα, αq α P A
0 if β “ pα1, α2q, α1 ­“ α2, pα1, α2q P A2. (11.69)
Write
θ˜pβq “ θpα1, α2q, β “ pα1, α2q. (11.70)
Then,
ηU ,θpx,y, zq “ ηU2,θ˜px˜, y˜, z˜q,
px,y, zq P l2pA2q ˆ l2pAq ˆ l2pAq, (11.71)
where η
U2,θ˜ is the trilinear functional defined on l
2pBq ˆ l2pBq ˆ l2pBq. Similarly, any
trilinear functional based on
V “ `t1, 2, 3u, t2, 3u, t3u˘ (11.72)
is ”subsumed” by a trilinear functional based also on
`t1u, t1u, t1u˘; that is, any trilinear
functional based on V can be realized as a trilinear functional based on U2. In this sense,
respective trilinear functionals based on U in (11.63) and V in (11.72) belong to the
same class.
We say that a covering sequence U “ pS1, . . . , Snq of rms is in standard form (or, U
is standard) if for all j and k in rns,
Sj ‰ Sk ñ Sj△Sk ­“ H, (11.73)
(△ “ symmetric difference), and if for all j and k in rms (j ­“ k), there exists Si P U
such that
j P Si and k R Si. (11.74)
Moreover, we consider two standard covering sequences of rms
U “ pS1, . . . , Snq and V “ pT1, . . . , Tnq
to be equivalent if there exist permutations τ of rms and σ of rns such that τ rSis “ Tσpiq
for every i P rns. For example,
U “ `t1, 2, 3u, t2, 3, 4u, t1, 3, 4u˘
and
V “ `t1, 2, 3u, t1, 2, 4u, t1, 3, 4u˘ (11.75)
are in standard form, and are equivalent via the cycles τ “ p123q and σ “ p23q.
We say that a covering sequence U is subsumed by a covering sequence V, and write
U ă V, if every multilinear functional based on U can be realized as a multilinear
functional based on V. (We forego a precise definition.)
Every covering sequence U “ pS1, . . . , Snq of rms is subsumed by a standard sequence
U2. To obtain such U2, first let U 1 be a sequence derived from U by replacing Sj with Sk
whenever Sj Ĺ Sk for j and k in rns. Next we consider j and k in rms to be equivalent
(relative to U 1) if for all Si P U 1,
j P Si ô k P Si, (11.76)
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and then take tj1, . . . , jℓu Ă rms to be a list of equivalence class representatives. Now
let
S2i “ tk : jk P Siu, i P rns, (11.77)
and
U2 “ pS21 , . . . , S2nq. (11.78)
Then, U2 is a standard covering sequence of rℓs,
αpU2q “ αpU 1q “ αpUq, IU2 “ IU 1 ě IU , and U ă U2.
Observe that U2 need not be unique (even up to equivalence).
For every integer n ě 2, there is a finite number Spnq of standard covering sequences
U with n terms and IU ě 2. For n “ 2 we have only U “
`t1u, t1u˘. For n “ 3, we have
(up to equivalence)
U1 “
`t1u, t1u, t1u˘,
U2 “
`t1, 2u, t2, 3u, t1, 3u˘,
U3 “
`t1, 2, 4u, t2, 3, 4u, t1, 3, 4u˘,
and
U4 “
`t1, 2, 4u, t2, 3, 4u, t1, 3u˘,
(11.79)
and no more. Note that αpU1q “ 1, whereas
αpU2q “ αpU3q “ αpU4q “ 3
2
. (11.80)
Note also that U1 ă Ui for i “ 2, 3, 4, and U2 ă Ui for i “ 3, 4. Otherwise, Spnq grows
rapidly to infinity as n increases.
The theorem below addresses the question: when are the functionals in Lemma 11.9
projectively continuous?
Theorem 11.11. Let U “ pS1, . . . , Snq be a covering sequence of rms with IU ě 2. Let
A be an infinite set, and let θ P l8pAmq.
If θ P V˜UpAmq, then ηU ,θ is projectively continuous.
If ηU ,θ is projectively bounded, then θ P V˜UpAmq, and (therefore) ηU ,θ is projectively
continuous.
Moreover,
K´βU }ηU ,θ}V˜npBrUsq ď }θ}V˜U pAmq ď }ηU ,θ}V˜npBrUsq, (11.81)
where
BrUs :“ Bl2pAS1q ˆ ¨ ¨ ¨ ˆBl2pASn q,
βU :“
mÿ
j“1
kjpUq
` “ nÿ
i“1
|Si|
˘
,
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and K ą 1 is an absolute constant.
12. Proof of Theorem 11.11
The proof has three parts.
12.1. A multilinear Parseval-like formula. Let m be a positive integer, and let
U “ pS1, . . . , Snq be a covering sequence of rms with IU ě 2. Taking θ “ 1, we denote
ηUpx1, . . . ,xnq :“
ÿ
αPAm
x1
`
πS1pαq
˘ ¨ ¨ ¨xn`πSnpαq˘, (12.1)
px1, . . . ,xnq P l2pAS1q ˆ ¨ ¨ ¨ ˆ l2pASnq.
We proceed to show that ηU is projectively continuous.
Lemma 12.1 (cf. Theorem 3.5, Corollalry 6.1). Let A be an infinite set. For every
integer k ě 2, there exists a one-one map
Φk : l
2pAq Ñ L8pΩA,PAq,
which is continuous with respect to the l2pAq-norm (on its domain) and the L2pΩA,PAq-
norm (on its range), and has the following properties:
}Φkpxq}L8 ď K}x}2, x P l2pAq, (12.2)
where K ą 1 is an absolute constant;
Φkpξxq “ ξΦkpxq, ξ P C, x P l2RpAq; (12.3)
ÿ
αPA
x1pαq ¨ ¨ ¨xkpαq “
`
Φkpx1q˙ ¨ ¨ ¨˙ Φkpxkq
˘peq
“
ż
pΩAqk´1
˜` k´1ź
j“1
Φkpxjqpωjq
˘
Φkpxkqpω1 ¨ ¨ ¨ωk´1q
¸
dω1 ¨ ¨ ¨ dωk´1
“
ÿ
γPpΩA
{`Φkpx1qpγq ¨ ¨ ¨ {`Φkpxkqpγq,
(12.4)
x1 P l2pAq, . . . , xk P l2pAq,
where dω1 ¨ ¨ ¨ dωk´1 stands for PApdω1q ˆ ¨ ¨ ¨ ˆ PApdωk´1q; ˙ denotes convolution over
ΩA, and epαq “ 1 for α P A.
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Sketch of proof. For k “ 2, Φ2 is the map in Corollary 6.1. To produce Φk for k ą 2,
replace the imaginary i in (6.10) with e
πi
k . That is, let
Φkpxq “
8ÿ
j“1
peπik qpj´1q}xpjq}2 QAj pσxpjqq, x P l2RpAq. (12.5)
Note that the presence of e
πi
k in (12.5) guarantees a representation of`
Φkpx1q˙ ¨ ¨ ¨˙ Φkpxkq
˘pω0q (12.6)
by alternating series analogous to (6.15) with t “ 1. The proof now is similar to that of
Corollary 6.1. 
Remark 12.2. By an estimate nearly identical to that in (5.10), we obtain (12.2) with
K “ 2
?
2e?
2´?e ´ e´1 ´ 2 . (12.7)
If we ”perturb” the definition of Φk by t ą c ą 0, as in §6.2 (and thereby lose the
homogeneity in (12.3)), then we obtain
K “ 2Kptminq “ min
"
2te1{2t
2
1´ tasinhp1{t2q ´ 1{t2 : t ą c
*
ă 2
?
2e?
2´?e ´ e´1 ´ 2 .
(12.8)
Next, given a covering sequence U “ pS1, . . . , Snq of rms, we derive an integral repre-
sentation of ηU that extends the usual (bilinear) Parseval formula
pf ˙ gqpeq “
ż
ωPΩA
fpωqgpωqPApdωq
“
ÿ
γPΩˆA
fˆpγqgˆpγq
“ ηpt1u,t1uqpfˆ , gˆq, pf, gq P L2pΩA,PAq ˆ L2pΩA,PAq.
(12.9)
To this end, for j P rms let
κUpjq “ κpjq :“ maxti : j P Siu
(the index of the ”last” term in U that contains j), and
Tj “ ti : j P Si, i ă κpjqu.
Recall that kj “ kjpUq is the incidence of j in U (defined in (11.51)), and note that
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|Tj | “ kj ´ 1. For j P rms, denote
ωj :“
`
ωℓj : ℓ P Tj
˘ P ΩTjA ,
and then for i P rns, let
ξijpω1, . . . ,ωmq “
$&%
ωij if i P Tjś
ℓPTj
ωℓj if i “ κpjq.
Given
pf1, . . . , fnq P L2
`
ΩS1A ,P
S1
A
˘ˆ ¨ ¨ ¨ ˆ L2`ΩSnA ,PSnA ˘,
define
˙U pf1, . . . , fnq :“
ż
ω1PΩ
T1
A
ˆ
¨ ¨ ¨
ˆż
ωmPΩ
Tm
A
 nź
i“1
fi
`
ξijpω1, . . . ,ωmq : j P Si
˘(
dωm
˙
¨ ¨ ¨
˙
dω1,
(12.10)
where
dωj :“
ź
iPTj
dωij
stands for
P
Tj
A pdωjq, j “ 1, . . . , m.
For the covering sequence U “ ` nhkkkkkikkkkkjt1u, . . . , t1u ˘ of r1s, the right side of (12.10) is the
usual n-fold convolution of f1 P L2pΩA,PAq, . . . , fn P L2pΩA,PAq, evaluated at e (as in
(12.4) with n “ k). In this instance,
˙Upf1, . . . , fnq “
ÿ
γPpΩA
fˆ1pγq ¨ ¨ ¨ fˆnpγq.
In the general case, the iterated integrals in (12.10) form a succession of kj-fold convo-
lutions (j P rms). The lemma below – a ”fractional-multilinear” extension of Parseval’s
formula – can be proved by induction on m ě 1. (Proof is omitted.)
Lemma 12.3. Let m be a positive integer, and let U “ pS1, . . . , Snq be a covering
sequence of rms with IU ě 2. Then, for fi P L2pΩSiA ,PSiA q, i P rns,
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˙Upf1, . . . , fnq “
ÿ
χPpΩm
A
fˆ1
`
πS1pχq
˘ ¨ ¨ ¨ fˆn`πSnpχq˘
“ ηUpfˆ1, . . . , fˆnq,
where
πSi : ppΩAqm Ñ ppΩAqSi
are the projections in (11.17) defined by (11.18) with Xj “ pΩA, j P rms.
The result below is an extension of Lemma 12.1. Its proof uses induction in a frame-
work of fractional Cartesian products. In Remark 12.6.i, we illustrate the proof by
running the arguments in the archetypal case of a 3{2-product.
Theorem 12.4. Let A be an infinite set. For every integer ℓ ą 0, and ℓ-tuple
k “ pk1, . . . , kℓq P Nℓ
with ki ě 2, i “ 1, . . . , ℓ, there exists a one-one map
Φk : l
2pAℓq Ñ L8pΩℓA,PℓAq, (12.11)
with the following properties:
(1) Φk is
`
l2pAℓq Ñ L2pΩℓA,PℓAq
˘
-continuous, and
}Φkpxq}L8 ď Kℓ}x}2, x P l2pAℓq, (12.12)
where K ą 1 is the absolute constant in (12.2).
(2) Let m be a positive integer, and let U “ pS1, . . . , Snq be a covering sequence
of rms with IU ě 2. Let
ki “ pkjpUq : j P Siq, i P rns, (12.13)
where kjpUq is the incidence of j in U , defined in (11.51). Then, for xi P l2pASiq, i P rns,
ηUpx1, . . . ,xnq “ ˙U
`
Φk1px1q, . . . ,Φknpxnq
˘
,
“
ÿ
χPpΩm
A
{Φk1px1q`πS1pχq˘ ¨ ¨ ¨ {Φknpxnq`πSnpχq˘. (12.14)
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Proof. The map
Φk : l
2pAℓq Ñ L8pΩℓA,PℓAq
is constructed by successive applications of Φki . Given k “ pk1, . . . , kℓq P Nℓ with ki ě 2
(i “ 1, . . . , ℓ), we formally define
Φkpxq :“
`
Φkℓ ˝ ¨ ¨ ¨ ˝ Φk1
˘pxq
:“ Φkℓ
` ¨ ¨ ¨ `Φk1pxq˘ ¨ ¨ ¨ ˘, x P l2pAℓq, (12.15)
where the Φki of Lemma 12.1 are iteratively applied to ”slices” of vectors in l
2pAℓ´i`1q,
whose coordinates are elements in L8pΩi´1A ,Pi´1A q.
The construction of Φk is by induction on ℓ. For ℓ “ 1 and k ě 2, we take the
Φk provided by Lemma 12.1. For ℓ ą 1, we assume the pℓ ´ 1q-step: that for every
pℓ´ 1q-tuple
k “ pk1, . . . , kℓ´1q P Nℓ´1
with ki ě 2 (i “ 1, . . . , ℓ´ 1), we have
Φk : l
2pAℓ´1q Ñ L8pΩℓ´1A ,Pℓ´1A q, (12.16)
such that Φk is
`
l2pAℓ´1q Ñ L2pΩℓ´1A ,Pℓ´1A q
˘
-continuous, and
}Φkpxq}L8 ď Kℓ´1}x}2, x P l2pAℓ´1q, (12.17)
where K ą 1 is the absolute constant in (12.2). Now let
k “ pk1, . . . , kℓq P Nℓ,
with ki ě 2 (i “ 1, . . . , ℓ), and
k1 “ pk1, . . . , kℓ´1q. (12.18)
For x P l2pAℓq and fixed α P A, define xpαq P l2pAℓ´1q by
xpαqpα1, . . . , αℓ´1q “ xpα, α1, . . . , αℓ´1q, pα1, . . . , αℓ´1q P l2pAℓ´1q. (12.19)
(The definition in (12.19) is temporary: xpαq is not the same as xpjq defined in (5.4) or
(6.4).) We apply the map Φk1 (provided by the pℓ´ 1q-step) to xpαq, and thus obtain
}Φk1
`
xpαq
˘}L8pΩℓ´1
A
,Pℓ´1
A
q ď Kℓ´1}xpαq}2. (12.20)
Then for almost all pω1, . . . , ωℓ´1q P pΩℓ´1A ,Pℓ´1A q, we haveÿ
αPA
ˇˇ
Φk1
`
xpαq
˘pω1, . . . , ωℓ´1qˇˇ2 ď K2pℓ´1q ÿ
αPA
}xpαq}2l2pAℓ´1q
ď K2pℓ´1q}x}2l2pAℓq.
(12.21)
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We then apply Φkℓ to Φk1
`
xp¨q
˘pω1, . . . , ωℓ´1q (Lemma 12.1), and thus obtain
Φkpxq :“ Φkℓ
`
Φk1
`
xp¨q
˘ P L8pΩℓA,PℓAq, (12.22)
with the estimate
}Φkpxq}L8 ď Kℓ}x}2. (12.23)
The
`
l2pAℓq Ñ L2pΩℓA,PℓAq
˘
-continuity of Φk follows also by induction on ℓ ě 1. The
case ℓ “ 1 is Lemma 12.1. Let ℓ ą 1, and assume continuity in the case ℓ ´ 1. To
prove the inductive step, we assume that a sequence pxjq in l2pAℓq converges to x in the
l2pAℓq-norm, and proceed to verify that there is a subsequence pxjiq such that Φkpxjiq
converges to Φkpxq in the L2pΩℓA,PℓAq-norm.
For fixed α P A, by the assumption and by the definition in (12.19), we have xpαqj
converging to xpαq in l2pAℓ´1q. Therefore, by the induction hypothesis,
Φk1
`
x
pαq
j
˘ ÝÑ
jÑ8
Φk1
`
xpαq
˘
in L2pΩℓ´1A ,Pℓ´1A q, (12.24)
with k1 defined in (12.18). By dominated convergence,ÿ
αPA
ż
ωPΩℓ´1
A
ˇˇ
Φk1
`
x
pαq
j
˘pωq ´ Φk1`xpαq˘pωqˇˇ2 Pℓ´1A pdωq ÝÑ
jÑ8
0, (12.25)
and therefore, by interchanging sum and integral,ż
ωPΩℓ´1
A
ˆ ÿ
αPA
ˇˇ
Φk1
`
x
pαq
j
˘pωq ´ Φk1`xpαq˘pωqˇˇ2˙Pℓ´1A pdωq ÝÑ
jÑ8
0. (12.26)
Therefore, there exists a subsequence pji : i P Nq with the property that for almost every
ω P pΩℓ´1A ,Pℓ´1A q,
Φk1
`
x
p¨q
ji
˘pωq ÝÑ
iÑ8
Φk1
`
xp¨q
˘pωq in l2pAq. (12.27)
Therefore, by pl2 Ñ L2q-continuity in the case ℓ “ 1 (Lemma 12.1), for almost every
ω P pΩℓ´1A ,Pℓ´1A q,ż
ωPΩA
ˇˇ
Φkℓ
`
Φk1
`
x
p¨q
ji
˘pωq˘´ Φkℓ`Φk1`xp¨q˘pωq˘ˇˇ2 PApdωq ÝÑ
iÑ8
0. (12.28)
Therefore, by dominated convergence and the definition of Φk (cf. (12.22)), we conclude
}Φkpxjiq ´ Φkpxq}2L2 ÝÑ
iÑ8
0. (12.29)
Next, we prove (12.14) by induction on m (cf. proof of Lemma 11.9). The case m “ 1
is Lemma 12.1. Suppose m ą 1, and that U “ pS1, . . . , Snq is a covering sequence of
rms with IU ě 2. For i Psns, let
S 1i “ Siztmu,
and
k1i “ pkjpU 1q : j P S 1iq.
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Then, U 1 “ pS 11, . . . , S 1nq is a covering sequence of rm´ 1s with IU 1 ě 2. Let
T :“ ti : m P Siu
(as per (11.54)), and note that if i R T , then S 1i “ Si and k1i “ ki. Let
x1 P l2pAS1q, . . . ,xn P l2pASnq.
For i P T and u P A, define xpuqi P l2pAS1iq by
x
puq
i pαq “ xipα, uq, α P AS
1
i.
(Cf. (12.19).) Then, by the induction hypothesis and Lemma 12.3,
ηUpx1, . . . ,xnq “
“
ÿ
uPA
ÿ
αPArm´1s
ź
iPrnszT
xi
`
πS1ipαq
˘ ź
iPT
x
puq
i
`
πS1ipαq
˘
“
ÿ
uPA
ÿ
χPpΩm´1
A
ź
iPrnszT
`
Φkipxiq
˘^`
πSipχq
˘ ź
iPT
`
Φk1ipx
puq
i q
˘^`
πS1
i
pχq˘
“
ÿ
χPpΩm´1
A
ź
iPrnszT
`
Φkipxiq
˘^`
πSipχq
˘ ÿ
uPA
ź
iPT
`
Φk1ipx
puq
i q
˘^`
πS1ipχq
˘
.
(12.30)
For χ P pΩm´1A and i P T , define (for typographical convenience) vi,χ P l2pAq by
vi,χpuq “
ˆ
Φk1ipx
puq
i q
˙^`
πS1ipχq
˘
.
From Lemma 12.1 and the recursive definition of Φki , we obtainÿ
uPA
ź
iPT
ˆ
Φk1ipx
puq
i q
˙^`
πS1ipχq
˘ “ ÿ
uPA
ź
iPT
vi,χpuq
“
ÿ
γPpΩA
ź
iPT
ˆ
Φkmpvi,χq
˙^
pγq
pby Lemma 12.1, with k “ km :“ kmpUq “ |T |q
“
ÿ
γPpΩA
ź
iPT
`
Φkipxiq
˘^pπSippχ, γqqq
pby the recursive definition of Φkiq.
(12.31)
Substituting (12.31) in (12.30), we obtain
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ηUpx1, . . . ,xnq “
ÿ
χPpΩm´1
A
ź
iPrnszT
`
Φkipxiq
˘^`
πSipχq
˘ ÿ
γPpΩA
ź
iPT
`
Φkipxiq
˘^pπSi`pχ, γq
“
ÿ
χPpΩm
A
nź
i“1
`
Φkipxiq
˘^`
πSipχq
˘
,
and thus the integral representation in (12.14). 
Corollary 12.5. For every integerm ě 1, and every covering sequence U “ pS1, . . . , Snq
of rms with IU ě 2, the multilinear functional ηU (defined in (12.1)) is projectively con-
tinuous, and
}ηU}V˜npBrUsq ď KβU , (12.32)
where
BrUs :“ Bl2pAS1q ˆ ¨ ¨ ¨ ˆBl2pASn q,
βU :“
mÿ
j“1
kjpUq
` “ nÿ
i“1
|Si|
˘
, (12.33)
and K ą 1 is the constant in (12.7).
Remark 12.6.
i. We illustrate the proof of Theorem 12.4 in the case m “ 3 and
U “ `t1, 2u, t2, 3u, t1, 3u˘,
whence ℓ “ 2, and
k1 “
`
k1pUq, k2pUq
˘ “ p2, 2q
k2 “
`
k2pUq, k3pUq
˘ “ p2, 2q
k3 “
`
k1pUq, k3pUq
˘ “ p2, 2q. (12.34)
(Cf. (12.13).)
First we construct the map
Φp2,2q : l
2pA2q Ñ L8pΩ2A,P2Aq. (12.35)
For x P l2pA2q and fixed α P A, we apply Φ2 (supplied by Lemma 12.1 with k “ 2) to
xpαq :“ xpα, ¨q P l2pAq, and deduce that for almost all ω P pΩA,PAqÿ
αPA
}Φ2
`
xpαq
˘pωq}2l2pAq ď ÿ
αPA
K2}xpαq}22 “ K2}x}22. (12.36)
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(Cf. (12.21).) Now apply Φ2 to Φ2
`
xp¨q
˘pωq P l2pAq for almost all ω P pΩA,PAq, and
obtain
Φp2,2qpxq :“ Φ2
`
Φ2pxp¨qq
˘ P L8pΩ2A,P2Aq, (12.37)
with the estimate
}Φp2,2qpxq}L8 ď K ess supωPΩA
››Φ2`xp¨q˘pωq››l2pAq ď K2}x}2. (12.38)
(Cf. (12.22) and (12.23).)
Next, to verify the pl2 Ñ L2q-continuity of Φp2,2q, we prove that if pxjq is a sequence
in l2pA2q converging to x in the l2pA2q-norm, then there is a subsequence pxjiq such that
Φp2,2qpxjiq converges to Φp2,2qpxq in the L2pΩ2A,P2Aq-norm. First, because xpαqj converges
to xpαq in the l2pAq-norm for every α P l2pAq, we obtain from the pl2 Ñ L2q-continuity
of Φ2, ż
ωPΩA
ˇˇ
Φ2
`
x
pαq
j
˘pωq ´ Φ2`xpαq˘pωqˇˇ2 PApdωq ÝÑ
jÑ8
0. (12.39)
Therefore, by dominated convergence (via (12.36)), and by interchange of sum and
integral, we obtainż
ωPΩA
ˆ ÿ
αPA
ˇˇ
Φ2
`
x
pαq
j
˘pωq ´ Φ2`xpαq˘pωqˇˇ2˙PApdωq ÝÑ
jÑ8
0. (12.40)
Therefore, there exists a subsequence pjiq such that for almost all ω P pΩA,PAqÿ
αPA
ˇˇ
Φ2
`
x
αq
ji
˘pωq ´ Φ2`xpαq˘pωqˇˇ2 ÝÑ
iÑ8
0.
Therefore, by a second application of the pl2 Ñ L2q-continuity of Φ2, we have for almost
all ω2 P pΩA,PAqż
ω1PΩA
ˇˇ
Φ2
`
Φ2
`
x
p¨q
ji
˘pω2q˘pω1q ´ Φ2`Φ2`xp¨q˘pω2q˘pω1qˇˇ2 PApdω1q ÝÑ
iÑ8
0,
and by dominated convergence we conclude
}Φp2,2qpxjiq ´ Φp2,2qpxq}2L2
“
ż
ω2PΩA
ˆż
ω1PΩA
ˇˇ
Φ2
`
Φ2
`
x
p¨q
ji
˘pω2q˘pω1q ´ Φ2`Φ2`xp¨q˘pω2q˘pω1q˙PApdω2q ÝÑ
iÑ8
0.
Finally, we verify (12.14) by three successive applications of (12.4) with k “ 2 (in
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Lemma 12.1). Specifically, for x, y, z in l2pA2q,
ηUpx,y, zq “
ÿ
α1,α2,α3
xpα1, α2qypα2, α3qzpα1, α3q
“
ÿ
α3
ÿ
α2
ypα2, α3q
ÿ
α1
xpα1, α2qzpα1, α3q
“
ÿ
α3
ÿ
α2
ypα2, α3q
ż
ω1
Φ2
`
xp¨, α2q
˘pω1q Φ2`zp¨, α3q˘pω1q dω1
“
ÿ
α3
ż
ω1
ˆ
Φ2
`
zp¨, α3q
˘pω1q ÿ
α2
ypα2, α3q Φ2
`
xp¨, α2q
˘pω1q˙dω1
“
ÿ
α3
ż
ω1
Φ2
`
zp¨, α3qpω1q
ˆż
ω2
Φ2
`
yp¨, α3qpω2q Φp2,2qpxqpω1, ω2q dω2
˙
dω1
“
ż
ω1
ż
ω2
Φp2,2qpxqpω1, ω2q
ˆÿ
α3
Φ2
`
yp¨, α3qpω2q Φ2
`
zp¨, α3qpω1q
˙
dω2dω1
“
ż
ω1
ż
ω2
Φp2,2qpxqpω1, ω2q
ˆż
ω3
Φp2,2qpyqpω2, ω3q Φp2,2qpzqpω1, ω3q dω3
˙
dω2dω1
“
ż
ω1
ż
ω2
ż
ω3
Φp2,2qpxqpω1, ω2q Φp2,2qpyqpω2, ω3q Φp2,2qpzqpω1, ω3q dω3dω2dω1
“ ˙U
`
Φp2,2qpxq,Φp2,2qpyq,Φp2,2qpzq
˘
,
(12.41)
which is the needed integral representation of ηUpx,y, zq. Therefore (cf. Corollary 12.5),
}ηU}V˜3pB3
l2
q ď KβU “ K6. (12.42)
ii. The homogeneity of the ”base” map Φk (of Lemma 12.1) implies that the ”amalgam”
map
Φk :“ Φpk1,...,kℓq : l2pAℓq Ñ L8pΩℓA,PℓAq
(of Theorem 12.4), when restricted to a tensor product of Hilbert spaces, admits a
natural factorization. We illustrate this in the case ℓ “ 2, and k “ p2, 2q. Let x1 P l2RpAq,
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x2 P l2RpAq, and consider the elementary tensor x1 b x2 P l2RpA2q, i.e.,
px1 b x2qpα1, α2q “ x1pα1qx2pα2q, pα1, α2q P A2. (12.43)
To compute Φp2,2qpx1 b x2q, first fix α1 P A and apply Φ2 to x1pα1qx2 (a scalar x1pαq
multiplying a vector x2), thus obtaining
Φ2
`
x1pα1qx2
˘ “ x1pα1qΦ2px2q P L8pΩA,PAq (12.44)
(by the homogeneity of Φ2). Then for almost all ω2 P pΩA,PAq, apply Φ2 to
`
Φ2px2q
˘pω2qx1
(a scalar
`
Φ2px2q
˘pω2q multiplying a vector x1), thus obtaining
Φ2
ˆ`
Φ2px2q
˘pω2qx1˙ “ `Φ2px2q˘pω2qΦ2px1q (12.45)
(again by homogeneity). Therefore,
Φp2,2qpx1 b x2q “ Φ2px1q b Φ2px2q. (12.46)
Next, take the linear span l2pAq b l2pAq (algebraic tensor product) of elementary
tensors in l2pA2q, wherein two elements are equal if they determine the same linear
functional on l2pA2q. Consider the projective tensor norm on it,››ÿ
j
xjbyj
››pb :“ inf "ÿ
j
}x1j}2}y1j}2 :
ÿ
j
x1jby1j “
ÿ
j
xjbyj
*
,
ÿ
j
xjbyj P l2pAqbl2pAq
(12.47)
(the greatest cross norm), and let l2pAqpbl2pAq (projective tensor product) be the com-
pletion of l2pAqbl2pAq under this norm. Similarly, we have the projective tensor product
L8pΩA,PAqpbL8pΩA,PAq :“ "f P L8pΩ2A,P2Aq : f “ÿ
j
gjbhj ,
ÿ
j
}gj}L8}hj}L8 ă 8
*
,
(12.48)
normed by
}f}L8 pbL8 :“ inf
"ÿ
j
}gj}L8}hj}L8 : f “
ÿ
j
gj b hj
*
, f P L8pΩA,PAqpbL8pΩA,PAq.
(12.49)
We conclude: if
ř
j xj b yj P l2pAqpbl2pAq, then
Φp2,2q
`ÿ
j
xj b yj
˘ “ÿ
j
Φ2pxjq b Φ2pyjq, (12.50)
and ››Φp2,2q`ÿ
j
xj b yj
˘››
L8 pbL8 ď K2››ÿ
j
xj b yj
››
l2 pbl2 . (12.51)
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12.2. The left-side inequality in (11.81). To verify suffciency in Theorem 11.11,
we start with θ P V˜UpAmq. By Proposition 11.7, for every ǫ ą 0 there exist
µ PMpΩAS1 ˆ ¨ ¨ ¨ ˆ ΩASn q
such that
θpαq “ µˆprπS1pαq b ¨ ¨ ¨ b rπSnpαqq, α P Am,
and
}µ}M ď }θ}V˜U ` ǫ. (12.52)
For x1 P l2pAS1q, . . . ,xn P l2pASnq, denote
Gpx1, . . . ,xnq “
ÿ
αPAm
x1
`
πS1pαq
˘ ¨ ¨ ¨xn`πSnpαq˘rπS1pαq b ¨ ¨ ¨ b rπSnpαq. (12.53)
By Lemma 11.9, Gpx1, . . . ,xnq is a continuous function on ΩAS1 ˆ ¨ ¨ ¨ ˆ ΩASn with
absolutely convergent Walsh series. Therefore, by the usual Parseval formula (4.2),ż
ζPΩ
ArUs
Gpx1, . . . ,xnqpζq µpdζq “ ηU ,θpx1, . . . ,xnq, (12.54)
where
ΩArUs :“ ΩAS1 ˆ ¨ ¨ ¨ ˆ ΩASn .
For a set B, x P l2pBq, and ζ P ΩB p “ t´1, 1uB ), define x ‚ ζ P l2pBq by
px ‚ ζqpβq :“ xpβqζpβq p “ xpβqrβpζq q, β P B, (12.55)
whence
}x ‚ ζq}2 “ }x}2. (12.56)
Then by (12.14) (the case θ “ 1), for all
ζ “ pζ1, . . . , ζnq P ΩAS1 ˆ ¨ ¨ ¨ ˆ ΩASn “ ΩArUs ,
we have
Gpx1, . . . ,xnqpζq “ ˙U
`
Φk1px1 ‚ ζ1q, . . . ,Φknpxn ‚ ζnq
˘
. (12.57)
Substituting (12.57) in (12.54), we obtain
ηU ,θpx1, . . . ,xnq “
ż
ζPΩ
ArUs
ˆ
˙U
`
Φk1px1 ‚ ζ1q, . . . ,Φknpxn ‚ ζnq
˘˙
µpdζq, (12.58)
which implies the desired integral representation of ηU ,θ. Combining (12.32), (12.52)
and (12.56), we obtain the left side inequality in (11.81).
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Remark 12.7. To illustrate ideas, we run the proof of the left side of (11.81) in the
archetypal case
U “ `t1, 2u, t2, 3u, t1, 3u˘.
Let θ P V˜UpA3q, and (by Proposition 11.7) obtain a measure µ P MpΩA2 ˆ ΩA2 ˆ ΩA2q
such that
θpα1, α2, α3q “ µˆprpα1,α2q b rpα2,α3q b rpα1,α3qq, pα1, α2, α3q P A3. (12.59)
Then by Parseval’s formula, for x, y, z in l2pA2q,
ηU ,θpx,y, zq “
ż
pΩ
A2
q3
ˆ ÿ
pα1,α2,α3qPA3
xpα1, α2qypα2, α3qzpα1, α3qrpα1,α2q b rpα2,α3q b rpα1,α3q
˙
dµ “
ż
pΩ
A2
q3
ˆ
ηU
`
x ‚ ζ1, y ‚ ζ2, z ‚ ζ3
˘˙
µpdζ1, ζ2, ζ3q,
(12.60)
where x ‚ ζ, y ‚ ζ, z ‚ ζ are the ”random” vectors in l2pA2q, ζ P ΩA2 , as defined in
(12.55). Then, by applying (12.41) (in the case θ “ 1) to the integrand in (12.60), we
deduce
ηU ,θpx,y, zq “
ż
pζ1,ζ2,ζ3qPΩA2
ˆ
˙U
`
Φp2,2qpx‚ζ1q,Φp2,2qpy‚ζ2q,Φp2,2qpz‚ζ3q
˘˙
µpdζ1, dζ2, dζ3q.
(12.61)
12.3. The right-side inequality in (11.81). To establish necessity in Theorem 11.11,
we verify
}θ}V˜UpAmq ď }ηU ,θ}V˜npBrUsq, (12.62)
where
BrUs :“ Bl2pAS1 q ˆ ¨ ¨ ¨ ˆBl2pASnq.
For a set E, let Eˆ “ teˆuePE denote the standard basis of l2pEq; that is, for e P E and
e1 P E,
eˆpe1q “
"
1 if e “ e1
0 if e ­“ e1.
Specifically in our setting, for S Ă rms and α “ pαj : j P Sq P AS, we have
αˆ “ pαˆj : j P Sq ;
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that is, for α1 “ pα1j : j P Sq P AS,
αˆpα1q “
ź
jPS
αˆjpα1jq
“
"
1 if α “ α1
0 if α ­“ α1.
Restricting ηU ,θ to Aˆ
S1 ˆ ¨ ¨ ¨ ˆ AˆSn :“ AˆrUs, we have
}ηU ,θ}
V˜npAˆ
rUs
q
ď }ηU ,θ}V˜npBrUsq. (12.63)
For αˆ “ pαˆ1, . . . , αˆnq P AˆrUs, we have
ηU ,θpαˆq “
ÿ
α1PAm
θpα1q αˆ1
`
πS1pα1q
˘ ¨ ¨ ¨ αˆn`πSnpα1q˘
“
"
θpαq if α P AU
0 if α R AU ,
(12.64)
where AU is the fractional Cartesian product in (11.19) with A in place of Xi, i P rns.
Combining (12.64) and (12.63), we conclude (via (11.47) in Remark 11.8.ii)
}θ}V˜U pAmq “ }ηU ,θ}V˜U pAˆmq ď }ηU ,θ}V˜npAˆrUsq ď }ηU ,θ}V˜npBrUsq. (12.65)
Remark 12.8. For n ě 3, except for covering sequences of type ` nhkkkkkikkkkkjt1u, . . . , t1u ˘, all
other covering sequences U “ pS1, . . . , Snq with IU ě 2, satisfy αpUq ą 1. For such U ,
by Theorem 11.11, there exist bounded n-linear functionals ηU ,θ that are not projectively
bounded; see Remark 11.8.i and (11.37) therein.
For example, if n “ 3, then we have exactly four types of trilinear functionals ηUi,θ
(i “ 1, 2, 3, 4), based on the four standard covering sequences
U1 “
`t1u, t1u, t1u˘,
U2 “
`t1, 2u, t2, 3u, t1, 3u˘,
U3 “
`t1, 2, 4u, t2, 3, 4u, t1, 3, 4u˘,
and
U4 “
`t1, 2, 4u, t2, 3, 4u, t1, 3u˘.
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(See Remark 11.10.ii, and (11.79) therein.) By (11.37), by Theorem 11.11, and because
αpU1q “ 1, the trilinear functional ηU1,θ is projectively continuous for every θ P l8pAq,
whereas by (11.80), there exist bounded trilinear functionals ηUi,θ (i “ 2, 3, 4) that are
not projectively bounded. Bounded trilinear functionals based on U2 that were not
projectively bounded appeared first in Varopoulos (1974).
12.4. Multilinear extensions of the Grothendieck inequality. The ”averaging”
argument used to verify (1.5) ñ (1.2) in Proposition 1.1 can be analogously used, via
the left-side of (11.81), to prove the following multilinear extension of the Grothendieck
inequality. For every integer n ě 2 and m ě 1, and every covering sequence U “`
S1, . . . , Sn
˘
of rms with IU ě 2, there is a constant KU ,
1 ă KU ď K
řn
i“1 |Si|, (12.66)
where K ą 1 is the constant in (12.7), such that for all θ P V˜UpAmq and every finitely
supported scalar n-array
`
aj1...jn
˘
pj1,...,jnqPNn
,
sup
"ˇˇ ÿ
j1,...,jn
aj1...jnηU ,θpx1,j1, . . . ,xn,jnq
ˇˇ
: px1,j1 , . . . ,xn,jnq P Bl2pAS1q ˆ ¨ ¨ ¨ ˆBl2pASn q
*
ď KU}θ}V˜UpAmq sup
"ˇˇ ÿ
j1,...,jn
aj1...jns1,j1 ¨ ¨ ¨ sn,jn
ˇˇ
: ps1,j1, . . . , sn,jnq P r´1, 1sn
*
.
(12.67)
The inequality in (12.67), derived here as a consequence of
}ηU ,θ}V˜npBrUsq ď K
řn
i“1 |Si|}θ}
V˜U pAmq
, (12.68)
seems weaker than the left-side inequality in (11.81). Namely, by applying the duality
ˆ
CR
Xrns
pΩXrnsq
˙
˙
“ BpRXrnsq “ V˜npXrnsq,
with Xrns “ Bl2pAS1 q ˆ ¨ ¨ ¨ ˆBl2pASnq :“ BrUs,
(12.69)
(cf. (10.3), (10.4), Proposition 10.2), we obtain that the multilinear inequality in (12.67)
is equivalent to the existence of a complex measure
λ PMpΩB
l2pAS1 q
ˆ ¨ ¨ ¨ ˆ ΩB
l2pASn q
q
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with }λ}M “ KU}θ}V˜U pAmq, such that
ηU ,θpx1, . . . ,xnq “
ż
ΩB
l2pAS1 q
ˆ¨¨¨ˆΩB
l2pASn q
rx1 b ¨ ¨ ¨ b rxn dλ
“ pλprx1 b ¨ ¨ ¨ b rxnq, px1, . . . ,xnq P Bl2pAS1 q ˆ ¨ ¨ ¨ ˆBl2pASn q.
(12.70)
This integral representation of ηU ,θ is ostensibly weaker than the integral representation
of ηU ,θ in (12.58); see Problem 13.3.
Remark 12.9. A simple n-linear extension of the Grothendieck inequality (n ě 2),
based on θ “ 1 and
U “ `t1u, . . . , tn ´ 1u, t1, . . . , n´ 1u˘,
had appeared in Blei (1977), and a subsequent notion of projective boundedness with a
prototype of Theorem 11.11, dealing specifically with covering sequences U “ pS1, . . . , Snq
of rms such that
IU ě 2 and |Si| “ k ą 0, i P rns,
appeared later in Blei (1979).
The dependence of KU on k and n had been shown in Blei (1979) to be Opnknq,
which turned out to be far from optimal; e.g., compare this growth with the exponential
bounds in (12.66). To illustrate the significance of KU ’s growth, we take
Un “
`t1, 2u, t2, 3u, . . . , t1, nu˘, n ě 3, (12.71)
and then note, via a result in Davie (1973), that the algebra of Hilbert-Schmidt operators
(the Hilbert space l2pN2q with matrix multiplication) is a Q-algebra (a quotient of a
uniform algebra) if and only if
KUn “ O
`
Kn
˘
, (12.72)
for some K ą 1. That the growth of KUn is indeed given by (12.72) was verified,
independently, in Tonge (1978) and Kaijser (1977) – in both by an adaptation of a proof
of the Grothendieck inequality given in Pisier (1978). Subsequently in Carne (1980),
the inequalities involving ηU in Blei (1979) were reproved and KU ’s growth was shown
to be O
`
Kkn
˘
, via an inductive scheme involving the classical Grothendieck inequality.
13. Some loose ends
13.1. V˜2pX ˆ Y q vs. V˜2pX ˆ Y q, G2pX ˆ Y q vs. G2pX ˆ Y q. If X and Y are
topological spaces, then
V˜2pX ˆ Y q Ă CbpX ˆ Y q X V˜2pX ˆ Y q,
G2pX ˆ Y q Ă CbpX ˆ Y q X G2pX ˆ Y q.
(13.1)
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Problem 13.1. Are the inclusions in (13.1) proper inclusions?
See §3.1 for definitions, and Remark 3.4 for a brief discussion.
13.2. G2pX ˆ Y q “ V˜2pX ˆ Y q vs. G2pX ˆ Y q “ V˜2pX ˆ Y q. The first equality is
the Grothendieck theorem for discrete spaces X and Y , as per Theorem 2.7, and the
second is its ”upgraded” version for topological spaces X and Y , as per Corollary 3.6.
Problem 13.2. Are the two equalities distinguishable by the respective constants asso-
ciated with them?
Namely, we have the universal Grothendieck constant
KG :“ sup
 }f}V˜2pXˆY q : f P BG2pXˆY q(, (13.2)
where X and Y are infinite sets with no a priori structures. Otherwise, if X and Y are
topological spaces, then
KGCpX ˆ Y q :“ sup
 }f}V˜2pXˆY q : f P BG2pXˆY q( ă 8. (13.3)
The problem becomes: are there topological spaces X and Y , such that
KG ă KGCpX ˆ Y q? (13.4)
13.3. Projective boundedness vs. projective continuity. Every projectively con-
tinuous functional is projectively bounded, and in all known instances (supplied by
Theorem 11.11), every projectively bounded functional is also projectively continuous.
Problem 13.3 (cf. Problem 13.1). Is every projectively bounded multilinear functional
on a Hilbert space also projectively continuous?
Problem 13.4 (cf. (11.16), Theorem 11.11, Problem 13.2). For integer m ą 0, let
U “ tS1, . . . , Snu be a covering sequence of rms with IU ě 2. Let A be an infinite set,
and let ηU be the n-linear functional on l
2pAS1q ˆ ¨ ¨ ¨ ˆ l2pASnq defined in (12.1). Let
BrUs :“ Bl2pAS1 q ˆ ¨ ¨ ¨ ˆBl2pASnq. Is
}ηU}V˜npBrUsq ă }ηU}V˜npBrUsq? (13.5)
13.4. A characterization of projective boundedness. Let η be a bounded n-linear
functional on a Hilbert space H with an orthonormal basis A, and let θA,η be its kernel
relative to A, as defined in (1.37). If η is projectively bounded, then θA,η P BpRnAq, i.e.,
there exists a complex measure λ PMpΩnAq such that
ηpα1, . . . , αnq “ pλprα1 b ¨ ¨ ¨ b rαnq, pα1, . . . , αnq P An. (13.6)
(See Remark 11.8.ii.) Whether the converse holds is an open question:
Problem 13.5. Suppose θA,η P BpRnAq. Is η projectively bounded?
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