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INTRODUCTION 
In his 1966 survey paper on quadratic systems of differential equations in 
the plane, [l], W. A. Coppel stated that what remains to be done for quadratic 
systems in the plane is to determine all possible phase portraits and ideally to 
characterize these phase portraits by means of algebraic inequalities on the 
coefficients. The 1970 paper by R. J. Dickson and myself 121 contains a study 
of bounded quadratic systems in the plane. This paper gives necessary and 
sufficient conditions for a quadratic system in EZ to be bounded and 
determines all possible phase portraits for bounded quadratic systems with 
sonze characterization of the phase portraits bv means of algebraic constraints 
on the coefficients. The techniques used in that paper to determine all 
possible phase portraits for bounded quadratic systems in the plane can also 
be used to determine all possible phase portraits for planar quadratic systems 
in general and this has been done for several classes of unbounded quadratic 
systems in [3]. The reason that the phase portraits in [2] were not uniquely 
characterized by means of algebraic inequalities on the coefficients is because 
the number and relative position of the limit cycles of the quadratic systems 
studied in [2] were not determined. A complete study of quadratic systems 
in the plane would therefore include a solution to the second half of Hilbert’s 
problem No. 16 for quadratic systems. In problem 1L’o. 16, Hilbert asks for 
the maximum number and relative positions of the PoincarC limit cycles of 
a system dy,/& = P(s, ~),@[x, y) w h ere P and ,Q are polynomials of the 
same degree. 
The purpose of this paper is to study the existence and global behavior 
of limit cycles for certain classes of quadratic systems in E2 and to prove a 
conjecture, stated in [2], concerning the behavior of limit cycles for ce‘rtain 
classes of quadratic systems in E" which form rotated vector fields. As was 
anticipated in [2], Duff’s theory of rotated vector fields and limit cycles [4] 
can be used to study the existence and global behavior of limit cycles for 
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certain quadratic systems in Es; however, Duff’s theory for complete families 
of rotated vector fields requires some nontrivial modifications in order to 
apply to a system 
kl = P(.v, ) x2) 
2, = Q(Xl , x2 , a!) 
which forms a “semicomplete family (mod P = 0)” as is encountered in the 
quadratic systems studied in this paper. This modification of Duff’s work is 
contained in the first part of this paper. 
The uniqueness of limit cycles, which was also conjectured in [2] for a 
certain class of quadratic systems in E”, is not dealt with in this paper except 
for a few brief but important comments concerning the uniqueness of limit 
cycles. To the author’s knowledge, the only proof of uniqueness of limit cycles 
for a class of quadratic systems in E” is the geometric proof of Yeh Yen 
Chien [SJ; however, the proof of Yeh Yen Chien establishes that there 
are no semistable cycles for a certain class of quadratic systems which forms 
a “semicomplete family (mod P = 0)” and in order to prove that this 
implies the uniqueness of the limit cycle for his system, it is necessary to use 
the modified version of Duff’s results that is contained in the first part of this 
paper. 
PART I: ROTATED VECTOR FIELDS 
The purpose of the first part of this paper is to modify and augment 
Duff’s theory of complete families of rotated vector fields [4] to apply to 
“semicomplete families (mod P = 0)” of rotated polynomial vector fields 
in order to prove theorems I and II in this paper. 
First of all, a system 
with parameter a: E (-co, co) and P and Q analytic functions of their 
variables is callecJ a semicomplete family if 
(i) the rest points of (1) remain fixed for 01 E (-co, co) 
(ii) g = WQ/W - Q@P/W > o 
P2 +Q” 
for aiE(-o3, co) 
(iii) tan 8 --+ &xz as CL+ f ac, where 0 = tan-l Q/P is the angle 
of the field vector (P, Q). 
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The system (I) is called a semicomplete family (mod P = 0) if P is 
independent of 01 and if (i) holds and if (ii) and (iii) hoId for all (.x1 , XJ E E” 
except possibly on the curve P(x, , x2) = 0. 
We first prove a modified version of Duff’s Theorem 4 [4, p. 181. 
THEOREM A. Limit cycles of distinct fields of a semicomplete family 
(mod P = 0) 
which intersect he cume P(q , x2) = 0 at most a Jtnite nzc-mber of timer do not 
intersect. 
Proof. Let L(u) be a limit cycle of (2) and let F(a) denote the field vectors 
(P(q , q), Q(q , xy , a)). If a1 f a2 , then the field vector F(c+) at a point 
on L(q) not on P(q , B - x ) 0 makes a nonzero angle with the field vector 
F(ar) at the same point. Suppose for definiteness that 01~ < or, , then 
argF(ol,) < argP(ol,) at any point on L(ol,) not on P(a, , x2) = 0. Hence, 
characteristics c(o1a) of (2) with 01 = 01~ which cross L(a,) at points not on 
P(xl , x2) = 0 cro ss L(q) from its interior to its exterior. Now suppose that 
L(%) “L(ol,) f p;. Then if L(cx,) - (L(o~,) n L(a,)) C IntL(ol,), there is a 
characteristic of (2), c(aJ C Int L(m,) with L(aJ as its W- (or W) limit set such 
that c(as) crosses L(q) f rom its exterior to its interior at an infinite number 
of points in any neighborhood of a point TEL(~) n L(ag); similarly, if 
L(a,) - (L@,) n L(4) C Ext L(c~,), th en there is a characteristic of (2), 
~(a,) C Ext L(cu,), with L(ol,) as its W- (or a-) limit set such that c(+) crosses 
L(ol,) from its exterior to its interior at an infinite number of points in any 
neighborhood of a point f E L(a,) n L(ol,); and if L(q) - (L(ol,) CT L(a,)) is 
neither in the interior nor in the exterior of L(ol,), then there is a point 2, 
necessarily in L(cx,) n L(%) n {P(q , ~a) = O>, at which L(czJ crosses L(q) 
from its exterior to its interior and there is a characteristic ~(a.,) of (2) with 
L(c+) as its w- (or W) limit set such that c(aJ crosses L(a,) from its exterior 
to its interior at an infinite number of points in any neighborhood of 3. Thus, 
the assumption that L(ol,) intersects the curve P(xI , :‘~a) = 0 at most a finite 
number of times implies that L(ol,) n L(cI!,) = .B if 01~ f 01~ . 
We next prove a modified version of Duff’s Theorem 6 [4, p. 191 for limit 
cycles of a semicomplete polynomial family (mod P = 0); i.e., a semicomplete 
family (mod P = 0) in which P(x, , XJ and &(q , ?~‘a , a) are polynomial 
functions of 3r*i and .~‘a . 
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THEOREM B. Let L(ol,) be a limit cycle of a semicomplete polynomial family 
(mod P = 0) 
which crosses the curve P(.q , x2) = 0 at most a jinite number of times and 
encloses the rest point Q0 . A- mme that Q, is not a center for (3). Then 
(i) ifL(a,) is externally stable, there exists an outer neighborhood of L(a,) 
such that through each point of tlzis neighborhood there passes a limit cycle 
L(a) -with z < 01~ if L(ol,) is positively oriented and with 01 > q, ;f L(or,,) is 
negatively oriented; and 
(ii) ifL(q,) is internally stable, tlzere exists an inner neighborhood of L(ol,) 
such that throz@ each point of this neighborhood there passes a limit cycle L(a) 
with a: < a0 ifL(ol,) is negatively oriented and with 01 > a0 if L(ol,) is positively 
oriented. 
Corresponding statements hold when L(ol,) is either internally or externally 
unstable. 
Proof. Let NGO be an outer neighborhood ofL(ol,,) and let P,, be a point of 
N, (0 < E < E,,). Let y be a normal to L(ol,) passing through P,, . Then for E,, 
and / 01 - a,, 1 sufficiently small, y is a transversal arc to the field vectorsF(ol) 
in N<, . Let c(P,, , a) be a characteristic of (3) through P,, . If E and / 01 - q, ( 
are sufficiently small, then since L(ol,) is externally stable, c(PO , a) intersects y 
a second time at a point PI, the arc P21 of c(PO, a) is in NE, , and the 
transversal y intersects P, , PI and L(ol,) in that order. Also, the segment gpl 
along y is of length less than E. As 01 varies, PI(a) moves continuously on y 
in view of standard existence and continuity theorems. We wish to show that 
a suitable variation of 01 will cause PI(a) to coincide with P,, at some value 
01 = ~1~ and to show that c(PO , CXJ is in N, . Then since the rest point Qs is 
not a center by hypothesis, it will follow that c(PO , CXJ is a limit cycle. This 
follows since any rest point of a polynomial system (3) which is not a center 
has at most a finite number of limit cycles around it (cf. Dulac [6]). 
The characterisitcs are differentiable, rectifiable curves. Let s denote arc 
length measured in the direction of increasing t along c(PO , a,,) and let n 
denote distance taken along outer normals to this curve. In N, the angle 
function 0(X1 , x2 , a) = C(s, n, a) satisfies a Lipschitz condition 
I % n2 > c+O(s,nl,a)l <Ml~~,--nn,l, 
with some constant M independent of s, II, 01 and E < Ed. 
Now let UE, be an E,-neighborhood of the curve P(q) x2) = 0. Since 
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L(cz,,) only crosses the curve P(r 1 , x1) = 0 a finite number of times, E~ > 0 
can be chosen sufficiently small that 
where Z[c] denotes the length of the rectifiable curve c. We note that it then 
follows from the continuity of c(PO , a) that the length of the arc P21 on 
c(PO , m) which is in Ug, is less than one-half of the total length of the arc Pap, 
on c(Pa , CX) for all P,, E N, and 01 provided that E > 0 and 1 01- u0 j are 
sufficiently small. Now, in N, - UC1 , the continuous positive function &IV/& 
has a positive lower bound p independent of E. 
Let ?z = h(s, a) be the equation of c(P,, , cx). Then kfs, aO) = 0. Now for 
definiteness, suppose that L(ol,) is positively oriented and let cx decrease from 
01~ . Then as in Duff’s Eq. (3.2) Ref. [4, p. 201, we have for 0~s - a: sufficiently 
small that 
(i) dh/ds > ?&(a0 - a) - Mh7h] in NC, - UEI , 
and similarly that 
(ii> dh/ds > -QVIh in U<, . 
Let si+ and si-, i = 1 ,..., N, denote the points of intersection of c(P,, , CX) 
with the boundary of UC, as in Fig. 1. Then if PO E N, - U,, and we integrate 
(i) from 0 to s,-, we obtain (as in Duff’s Eq. (3.3), [4, p. 201) 
h(s,-, a) 3 5 (01~ - ol)[l - exp(-A&-/2)]. 
s+ 
= 5; 
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Then integrating (ii) from s,- to si+ with this initial condition, we obtain 
w1+, ix) > & (a0 - ol)[l - exp(-A&-/2)] exp[--M(s,+ - x,-)/2]. 
Then from (i) it follows that 
dh/ds > +{p(a,, - a) exp[-M(s,+ - s,-)] - Mh> in NE0 - iYE, 
and integrating this from sr + to s,- together with the above initial condition 
at s = sr+, we obtain 




- + (sl+ - sl-)] 
wherein we have set so+ = 0. Continuing in this manner around the arc P21 
on c(Po , ol), we obtain with s;+r = I = Z[c(Po , a)] 
h(Z, cd) > 6 (01~ - a) 11 - exp [- 7 5 o (Gl - %+)] 1 
X exp [- $f (si+ - si-)]. 
1 
But 
si+) = Z[c(Po , CL)] - f (s*” - si-) > &Z[c(Po , a)] 3 lo/2 
1 
where IO is the length of L(ol,). Thus, h(Z, a) > K,(% - a) with the constant 
K, = (p/M)[l - exp(-MZo/4)] exp(-MZo/4) > 0. Thus, we obtain 
h(Z, a) > E for ol, - 01 > c/K0 . 
For such values of CL, this last inequality implies that P,(a) has moved 
outwards from L(ol,) on y past PO (since the arc P21 on y has length less 
than c). Thus, since the motion of Pl( 01 on y is continuous, there exists an ) 
intermediate value 011 of LX such that PI(,) = PO . It follows that 
010 - 011 < E/K0 . c*> 
If E E (0, co] is sufficiently small, the arc P21 of c(Po , LX) remains in N, for 
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“1 < cl! < ct!g . This proves the result for P0 E N, - Us, when L(ol,) is 
positively oriented. Thus, ifL(a,J is positively oriented, there exists a limit 
cycle L(a) in N, through each point of IV, - GE1 with OL < 01~ and 
010 - tl! < e/& . 
Now let P(a) denote the point of intersection of the transversal arc y with 
that limit cycle L(a) which is nearest L(ol,). Since there exists at most a finite 
number of limit cycles around any rest point of a polynomial system (3): 
P(a) is a well defined function of 01 for all 01 < a,, with 0~0 - a: sufficiently 
small say, or0 - 01 < 01~“; and according to Theorem A, P(a) moves monoton- 
ically along y. The distance along y of P(U) from the initial position P(,,,), 
d(n) = j P(a) - P(a,)l is thus a strictly monotone function of 31 defined for 
all a: E (ai*, 01~1. The inverse of this strictly monotone function a(d) is 
continuous at d = 0 according to the above inequality (*). Hence d(a) is a 
continuous function of cy. at cy. = c+, and since it is defined for all a E (ai*, 0101, 
d(ol) is a continuous function of 01 in some interval u E (CX% ) .cY”]. PJow let 
N = ExtL(ol,) n Int L(%); let Q0 be a point in N n Lie, ; and let yr be a 
transversal arc in N through the point Q0 , constructed as in the first part of 
this proof. Since for 01 E (aZ, as), L( 01 is in N, according to Theorem A, ) 
L(a) intersects yi . Let Q(U) denote the point of intersection of Z(a) with yi = 
Then for CI E (a2 , a,,), Q(a) is a continuous function of the coordinates 
(d(a), 0) of the point P( LY. considered as an initial condition defining Q(a). ) 
Thus, Q(a) is a continuous function of 01 for a E (cy2 , aa) and therefore 
according to the intermediate value theorem, there exists an a E (LY.* , mO) 
such that Q(U) = Qa . Th is completes the proof of Theorem B when L(a,) 
is externally stable and positively oriented. The remaining cases are treated 
in a similar manner. 
Remark. It was shown in the above proof that for the polymnzid 
system (3), the motion of the limit cycle is continuous in some interval of 
a-values about the initial value CY~. This is not necessarily true for more 
general systems in E2. 
Following Tung Chin-Chu [7], a separatrix cycle of (3) is defined to be 
a simple closed curve which consists of a finite number of separatrices and 
critical points of (3) on which the field vectors given by (3) always have the 
same sense. 
The following theorem is proved in exactly the same way as Theorem B, 
the inequalities (i) and (ii) in the above proof remaining valid as stated. 
THEOREM C. Let .S(ol,,) be an internally stable separatni cycle of a semi- 
complete polynomial family (mod P = 0), (3), which crosses the curve 
% 3 x2) = 0 at most a finite number of times and encloses the rest point Cl,. 
Then if&, is aot a center for (3), there exists an inner neighborhood N of S(q,) 
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such that through each point of N there passes a limit cycle L(m) with 01 < a,, if 
S(c+,) is negatively oriented and with 01 > 01~ if S(olO) is positively oriented. 
Similar statements hold when S(q,) is an internally unstable separatrix cycle. 
The following theorem is a corollary of Theorems A and B. 
THEOREM D. Stable and unstable limit cycles of a semicomplete poi‘ynomial 
family (mod P = 0), (3), which cross the curve P(xI , x2) = 0 at most a$nite 
number of times expand OY contract monotonically as (Y varies in a fixed sense. 
The motion covers an annular neighborhood of the initial position. 
The behavior of stable and unstable limit cycles of semicomplete polynomial 
families (mod P = 0) is summarized in the following table: 
Orientation + + - - 
Stability S. U.S. S. U.S. 
Motion as 01 t Contracts Expands Expands Contracts 
The next theorem is a corollary of Theorems A and C. 
THEOREM E. A separatrk cycle qf a semicomplete polynomial family 
(mod P = 0), (3), zu ic crosses the curse P = 0 at most a Jinite number of h h 
times generates a limit-cycle in its interior if 01 is varied in a suitable sense. 
The behavior of separatrix cycles for semicomplete polynomial families 
(modP=O)’ d is escribed in the following table: 
Orientation + + - - 
Internal stability S. U.S. S. U.S. 
Variation of 01 which + - - + 
causes bifurcation 
of a limit cycle 
The next theorem (similar to Duff’s Theorem 8, [4, p. 231) is a direct 
consequence of Theorems A and B. 
THEOREM F. A semistable limit cycle of a semicomplete polynomial family 
(mod P = 0), (3), which crosses the curve P(q , x2) = 0 at most a finite 
numba of times splits into a stable limit cycle and an unstable limit cycle if 01 is 
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varied in a suitable sense. If 01 is varied in the opposite sense, the semistable limit 
cycle disappears. 
The behavior of semistable limit cycles of semicomplete polynomial families 
(mod P = 0) is described in the following table: 
Orientation 
Stable on 
Variation of 01 
causing bifurcation 
+ + - 
Int Ext Int Ext 
+ - - + 
The following theorem is proved in exactly the same way as Duff’s 
Theorem 9, [4, p. 241 is proved for complete families. 
THEOREM G. LetL(ol) b e a limit cycle of a semicomplete polynomial family 
(mod P = 0), (3), which crosses the czwve P(x, , x2) = 0 at most ajfinite number 
of times and let R be the region covered by L(a) as 01 varies in (-00, co). Then 
the outer and inner boundaries of R meet a critical point 07 semistable limit cycle 
oj’ (3). 
A simple consequence of this theorem and the PoincarC Bendixson theorem 
is the following corollary. 
COROLLARY. Under the hypotheses of the abwe theolpem, the inner (outer) 
boundary of R consists of either a single rest point, a separatrix cycle, OY a 
semistable limit cycle of (3). 
The following theorem is proved in exactly the same way as Duff’s 
Theorem 10 [4, p. 271 is provided for complete families. 
THEOREM H. The origin of a semicmnplete polynomial family (mod P = 0), 
of the form 
9 = A(+ + f(x, a) (4f 
with d(a) 3 det ii(a) > 0 for 016 (-03, co) either absorbs or generates 
exactly one cycle as iy. varies in (- 03, in) at that value of 01 fur ~u~hich 
~(a) = tr A(a) = 0. &so, T(N) has exactly one zero for a! E (-co, a) a%d 
changes sign at that zero. 
If the origin of (4) 1s not a center, then according to the result of Dulac [6], 
the cycle generated is a limit cycle. 
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COROLLARY. If the origin of the semicomplete polynomial family 
(mod P = 0), (4), is not a center and has A(a) > 0 for all 01 E (- 03, a3), then 
a unique limit cycle is generated at the origin of (4) at that value of a: for which 
~(a) = 0 and at no other value of 01 E (-co, CCI). 
PART II: LIMIT CYCLES OF QUADRATIC SYSTEMS IN E" 
In the second part of this paper, the theory of rotated vector fields developed 
in Part I is applied to some particular examples of quadratic systems which 
form semicomplete families (mod P = 0) in order to study the existence and 
global behavior of their limit cycles. In particular, a conjecture stated in [2] 
is established below for two different quadratic systems that form semi- 
complete families (mod P = 0); however, the uniqueness of the limit cycles 
for these quadratic systems which was conjectured in [Z] is not established 
in this paper. Except for the uniqueness of limit cycles, Theorems I and II 
below answer the second half of Hilbert’s problem No. 16 for the quadratic 
families of those theorems. 
Section 1 
In order to introduce the class of quadratic systems studied in this paper 
and to familiarize the reader with some of the results contained in [2], we 
state the following theorem that was proved in [2, cf. pp. 260-2631. 
THEOREM. The separatrix con$gupation for the system 
~2~ = a,,.v, + altxB + xeE 
(5) 
with / c / < 2, a,, < 0 afzd %,a,, - a,,a,, < 0 is homeomorphic to one of the 
following conjigurations in Fig. 2. 
It was furthermore shown in Ref. [Z] that the first configuration occurs iff 
aB1 = 0 and that the separatrix configuration for (5) is 0-homeomorphic to 
one of the other four configurations if a,, < 0 and to one of these four 
configurations rotated about the x,-axis if a,r > 0. Also, it is shown in 
Ref. [Z, p. 2591 that under the hypotheses of the above theorem, there is a 
saddle at the origin and rest points (xi+, x2+) and (xi-, xhlg-) in the upper and 
lower half planes respectively where (xi*, x2*) are determined by 
and 
xl* = -(al2 + x2*) x2* 
x2* = [A + (b” - 4d)‘/“]/2 
where b = aI2 - a,, + call and d = a11az2 - a18az1 .
LIMIT CYCLES OF QUADRATIC SYSTEMS IN E” 73 
Tung Chin-Chu [8] showed that each limit cycle of a quadratic system in 
E” contains exactly one rest point in its interior. Furthermore, Coppel [l] 
showed that this rest point must be either a focus or a center. Since the 
system (5) under the hypotheses of the above theorem does not have a center, 
(a) (b) (r : Ic i 
Cd) (e) 
FIGURE 2 
cf. [2, p. 2581, the symbol -+--O is used to denote either a stable node or 
focus or a stable or unstable focus in the interior of one, two or three limit 
cycles, the outermost of which is externally stable. The number of limit 
cycles around any one rest point of a quadratic system in E2 is known to be 
at most three, cf. Bautin [9]. The symbol -+--o is similarly defined by 
interchanging the words stable and unstable. 
If we let T+ denote the trace of the coefficient matrix with 
the origin translated to the upper rest point (xi+, x2+) then T+ = 
a,, + a,, + 2x,+ - ++. It was conjectured in [2, p. 2631, that as 7+ varies 
one of two things happens. Either a stable limit cycle is generated at the 
upper rest point in Fig. l(b) at T+ = 0. This limit cycle expands with 
increasing r+ until it intersects the origin in a separatrix cycle at T+ = T+* > 0 
as in Fig. l(d) and then the configuration in l(e) occurs for +r+ > T+*. Or an 
unstable limit cycle is generated at the upper rest point in Fig. l(e) at T+ = 0, 
This limit cycle expands with decreasing T+ until it intersects the origin in a 
separatrix cycle at T+ = 7+ * < 0 as in Fig. l(c) and then the configu- 
ration l(b) occurs for T+ < T+ *. Furthermore, it was conjectured that no 
other limit cycles occur around the upper rest point. 
In order to apply the results of Part I and establish this conjecture for 
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certain cases of the quadratic system (5) which form semicomplete families 
(mod P = 0), it is first necessary to prove a technical lemma. 
LEMMA. Each limit cycle, L, of the quadratic system 
*l = a,,x, + a,,x2 + x22 
4 = a,,x, + a,,x2 + cxs2 - x1x2 (5) 
with aI, < 0 and alla,, - a,,a,, < 0 is a Jordan curve and has exactly one rest 
point P, on the parabola P(x, , x2) s a,,xl + a12zZ + xp2 = 0 in its interior. 
Furthermore, L crosses the parabola P(x 1 , x2) = 0 exactly twice, once on each 
side of the rest point PO . 
Proof. The first part of this lemma follows directly from Tung Chin-Chu’s 
Lemma 4 [S, p. 1561. Next, since P,, lies on the parabola P(xL , x2) = 0 
and is in the interior of L, L must cross the parabola S(X, , x2) = 0 at 
least once on each side of P,, . We now show that L crosses P(xl , x2) = 0 
exactly once on each side of P,, . To do this, we first note that a limit cycle, L, 
of (5) is either in the upper or lower half plane. This follows since, first of all, 
the origin is a saddle for (5) and since 
(i> f or a21 < 0, k2 > 0 for x2 = 0 and x1 < 0, and 4 < 0 for x2 = 0 
and x1 > 0, while 
(ii) f or a21 > 0, *2 < 0 for x2 = 0 and x, < 0, and 3i’, > 0 for x2 = 0 
and x1 > 0. 
Thus, if azl # 0 and if L crosses the .+axis, then L contains the saddle at the 
origin in its interior which is impossible, cf. Theorem 6 [l, p. 2991. And if 
a,, = 0, the x,-axis consists of two trajectories and a rest point at the origin 
so that, once more, it is impossible for L to cross the xl-axis. Next suppose 
that the limit cycle L = {I E E2 / t E R} 
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and that L crosses the parabola P(x, , xe) = 0 three times, for t = t, , t, 
and t, where t, < t, < t, . Then {xL(t) E E” j t, < t < t,j together with 
that portion of the parabola P(x, , x2) = 0 joining X,(Q) to x,(t,) forms a 
Jordan curve and (taking into account the flow on P(x, , xP) = 0 and the 
fact that L does not cross itself) xL(t) is in the exterior of this Jordan curve 
for t < t, and in its interior for t > t, . But this contradicts the fact that L 
is a closed curve. Thus, L crosses P(x, , x2) = 0 exactly twice, once on each 
side of the rest point P,, . 
In the theorems which follow, it is assumed that no semistable limit cycles 
appear. In view of Theorems D and F in Part I, this assumption is equivalent 
to assuming the uniqueness of limit cycles in the families of rotated vector 
fields considered below. This equivalence follows since, according to 
Theorem F, a semistable limit cycle splits into two limit cycles with an 
appropriate rotation of the field vectors and since, conversely, according 
to Theorem D, if two limit cycles occur around a rest point, one stable and 
one unstable, an appropriate rotation of the vector field will cause the two limit 
cycles to coalesce and form a semistable limit cycle. 
Section 2 
In this section, we consider one example of a semicomplete quadratic 
family of rotated vector fields (mod P = 0) obtained from (5). 
THEOREM I. For a,, < 0 and al, E (-a, co), the system 
i-1 = P(Xl , X$) = a&C1 + a+~ + $2, 
(6) 
fopmns a semicomplete family (mod P = 0) with parameter o! E (- OCI, .w). 
.A u?zique limit cycle is generated at the upper rest point of (6) at a = cxir = 
/ a,, !/(a:, - 4zQZ and, under the assumptiorz that no semistable limit cycles 
appear, this limit cycle expands nzonotonically with monotonically varying a 
and intersects the saddle at the origin, fokng a separatrh cycle, at a unique 
positiz>e value of 01 = OI+* f 01~ , Furtlzermore, under the assumption that no 
semistable limit cycles appear, the separatrix configuration for (6) undergoes one 
of the continuous deformation depicted in either Fig. 3 OY Fig. 4 below as M varies 
co7ztinuously in [0, 2). 
Proof. The system (6) with al, < 0 forms a semicomplete family 
(mod P = 0) with parameter 01 E (- c/3, a) since the rest points at (0, 0), 
(x1+> r,*) and (x-, x-) with xl* = 1 and 2x,” = --a,, k (& - 4~z,,)~i~ 
are independent of a; a@/& = p/(Pz + 0”) > 0 except on the parabola 
P(+ ) x2) = 0; and tan 0 = 01 - x,x,/P(x, , sZ) + &cc as 01--f &a except 
76 L. M. PERK0 
(a) a=0 (b) O<as~, 
Cc) c2pq (d) CL= a; (e) c&2<2 
FIGURE 3 
(a)cr=O (b) 0 <Q<Q* 
(c)CL= Q= (d)cz~o<clo (e) Qo<Q<2 
FIGURE 4 
on P(xr, xa) = 0. The trace at the upper rest point 7+ = al, + ~(a:, - ~u,,)~P, 
and the determinant at the upper rest point d, = xp+(a& - 4a,,)r~ > 0. 
According to Lemma 7 [2, p. 2.581, the system (6) has no centers if a,, < 0. 
Thus, according to the corollary to Theorem H in Part I, a unique limit cycle 
is generated at the upper rest point at 01 = 01~ . This limit cycle is negatively 
oriented since it follows from Eq. (6) with x, = x1+ = 1 that 
for x,+ < x?: < a 
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and that 
$1 I+1 < 0 for 0 < xa < xs+. 
(Note that it is shown in the proof of the lemma in Section 1 that limit cycles 
of (6) do not cross the x,-axis.) 
There are two possible types of behavior according to whether the limit 
cycle generated at the upper rest point at ac = LX+, is stable or unstable: 
(i) If the limit cycle generated at the upper rest point at cx = c~a is 
stable, then under the assumption that no semistable limit cycles appear, it 
follows from Theorem D in Part I that the limit cycle expands monotonically 
as a increases and according to Theorem G and its corollary in Part I, the 
limit cycle expands until it intersects the saddle at the origin (since it cannot 
intersect the lower rest point which is below the zc;-axis or the critical point 
at infinity; cf., Fig. 5 [2, p. 2621) and f orms a separatrix cycle at some value 
of 01 = cr-* > LX,, . It is not possible to have OI+* = x,, since according to the 
remark following Theorem B in Part I, the motion of the limit cycle is 
continuous in some interval [a0 , ~a). Furthermore, there is no other value of ,CY 
at which a separatrix cycle occurs around the upper rest point. For if there 
were, say a separatrix cycle occurs at a: = 8* + a+*, and no semistable 
cycles occur, then according to Theorem E in Part I, by appropriately varying 
a from C”, a limit cycle could be made to bifurcate from the separatrix cycle 
and, according to Theorem D in Part I, contract monotonically to the upper 
rest point at some value a: = &,, + 01s _ That c?, + CY~ follows from the 
uniqueness of solutions of (6). Thus T(&,) f 0. But according to the corollary 
to Theorem H in Part I, a limit cycle is not generated (or absorbed) at a rest 
point wirh A, > 0 at a value of 01 unless T(CX) = 0. Thus, a+* is unique. 
(ii) If the limit cycle generated at the upper rest point at cx = o(,, is 
mstable, then under the assumption that no semistable limit cycles appear, 
it follows from Theorem D in Part I that the limit cycle expands monotonically 
as CK decreases and according to Theorem G and its corollary, the limit cycle 
expands until it intersects the saddle at the origin and forms a separatris 
cycle at 01 = 01+* < 01s. That CL+* f- a0 follows as in case (i) above. Also, 
CL+* > 0 since according to the theorem cited in Section 1 (with the rotation 
xs + -.~a being made for 01 < 0 since in Eq. (61, a,, = ~laii > 0 for 01 < Oj, 
it follows that no separatrix cycles exist around the upper rest point of (6) 
for a: < 0. Furthermore, just as in case (i) above, using the corollary to 
Theorem H, it follows that 01+* is unique. 
Now the trace at the lower rest point T- = ai, - OL(C& - 4a,,)rl” and the 
determinant at the lower rest point A- = -(& - 411)i/2 ?~*a- > 0. Thus, 
according to the corollary of Theorem H in Part I, a unique limit cycle is 
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generated at the lower rest point of (6) a 01 = -01s and at no other value of CL t 
It can also be shown, as above, that if no semistable limit cycles appear, 
then this limit cycle expands monotonically with monotonically varying 01 and 
intersects the saddle at the origin, forming a separatrix cycle, at a unique 
negative value of 01 = CL* # -01~ . Thus, if no semistable limit cycles appear, 
there is a limit cycle around the upper rest point iff 01 is between 01s and OI+* 
and there is a limit cycle around the lower rest point iff 01 is between -01~ 
and CI-*. This follows since if for example there were a limit cycle around 
the upper rest point at some value of (y. not between 01s and a+*, then by 
appropriately varying 01 it could be made to contract to the upper rest point 
at a value different from 01s . But this would contradict the corollary to 
Theorem H in Part I. 
The remainder of the proof consists of using the theorem cited in Section 1 
to verify that the separatris configurations in Figs. 2 and 3 occur for the 
parameter ranges indicated, under the assumption that no semistable limit 
cycles appear. For example, if no semistable limit cycles appear and if a 
stable limit cycle is generated at the upper rest point at 01. = o”a , then CY+* > CC,, 
and there is a stable limit cycle around the upper rest point iff a,, < 01 < IX+* 
and no limit cycle around the lower rest point for 01 3 0. Thus, we have the 
configuration 2(a) for 01 = 0 since a,, = olarr in (6) which is equal to zero if 
01 = 0. We have the configuration 2(b) for 0 < 01 < 01~ since the upper rest 
point is stable for 0 < 01 < 01s and since there are no limit cycles around the 
upper or lower rest points for 0 < 01 < 01s . We have the configuration 2(c) 
for 01s < 01 < 01+* since, under the assumption that no semistable limit 
cycles appear, there is a unique stable limit cycle around the upper rest point 
and no limit cycle around the lower rest point for 01s < 01 < LX+*. SITe have 
the configuration 2(d) for a: = LX+* since 01+* is that (unique) value of 01 for 
which a separatrix cycle exists around the upper rest point of (6) and since 
according to Theorem 47 [lo, p. 3121, the separatrix cycle has the same 
stability as the limit cycle that it generates. Finally, we have the configuration 
2(e) for OI+ * < a! < 2 since the upper rest point is unstable for CL+* < 01 < 2 
and since there are no limit cycles around the upper or lower rest points for 
OI+* < 01 < 2. The configurations in Fig. 3 are similarly established. This 
completes the proof of Theorem 1. 
Remark 1. If CY.+* > 2 or if 01s > 2, the above separatrix configurations 
do not apply; however, the global behavior of the limit cycle of (6) as 01 varies 
in [0, co) does not change drastically, only the behavior near the circle at 
infinity changes, e.g., if OI+* > a0 > 2 and x~+ < 1 in (6), then the 
continuous deformation that occurs as a! varies in [0, co) is described by the 
sequence of separatrix configurations in Fig. 5. This result can be verified 
by showing that the system (6) has a saddle at the point (&((a + /9/201)r~s, 
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&((a - /3)/2cp, 0) on the equator of the PoincarC sphere and a node at the 
point (*((a - /3)/201)ll’, &((a + p)/201)rp, 0) on the equator of the PoincarC 
sphere for OL > 2 with /I = ( a’> - 4)lp, the two points converging to a 
saddle-node at (&l/d2, &l/VT, 0) as (Y + 2+, and then using a combi- 
natorial analysis based on the Poincare Bendixson theorem as was done 
[3, pp. 62-641. This is basically the same technique that was used to determine 
the separatris configurations for bounded quadratic systems in [2]. 
2<a<cr, 
O<a<2 a=? - 
a”< a < a; a = 0: 
FIGURE 5 
Remark 2. The behavior for 01 < 0 is obtained by making the rotation 
x’~ -+ -x, in Theorem 1. This has the effect of changing the sign of a: and a,a 
in the system (6), but otherwise leaving the form of the system (6) unchanged. 
Since Theorem I and its proof do not depend on the sign of a,, , the behavior 
of (6) for 01 E (-2,0] is either described by the separatrix configurations in 
505/18/I-6 
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Fig. 2 rotated about the xi-axis or by the separatrix configurations in Fig. 3 
rotated about the x,-axis. In either case, a unique limit cycle is geneated 
at the lower rest point at 01 = -01~ and expands with varying a to form a 
separatrix cycle at a unique negative value of 01 = K* # -01~ . If -01~ < -2 
or if a: * < -2, the same comments as made in remark 1 above apply to the 
behavior of (2) for 01 < -2. 
Remark 3. Theorem 44 [lo, p. 3041 implies that a separatrix cycle of a 
system (6) with 01 = 01* is stable (or unstable) on its interior if 
(or > 0 respectively). Using this theorem and the fact that ~,,(a*) = 
a,, + 1 + “*a,, for (6), it is possible to determine whether case (i) or case (ii) 
in the above theorem occurs for certain values of the parameters a,, and nis . 
For example, if ars = 0 and a,, < - 1, ~~(a+*) = a,, + 1 < 0, the 
separatrix cycle around Pf or P- must be stable and case (i) occurs. In this 
case, the behavior for 01 < 0 is described by the configurations in Fig. 2 
rotated about the x,-axis. Similarly, if q,, = 0 and -1 < a,, < 0, ~~(a(+*) = 
a,, + 1 > 0 and case (ii) occurs, the behavior for OL < 0 being described by 
the configurations in Fig. 3 rotated about the x,-axis. Another interesting 
example is obtained if a,, = -1 in which case ~,,(a,*) = ~+*a,, . Thus, if 
a,, = -1 and a,, > 0, ~a(“+*) > 0 since 01+* > 0, the separatrix cycle 
around the upper rest point which occurs at a: = 01+* is unstable, and case (ii) 
occurs for a: > 0, as described by the configurations in Fig. 3 for 0 < 01 < 2. 
However, if 01~* < 0 denotes that unique negative value of 01 for which a 
separatrix cycle exists around the lower rest point, then T,,(K*) = 01-*urs < 0, 
the separatrix cycle around the lower rest point is stable and case (i) occurs for 
01 < 0, as described by the configurations in Fig. 2 rotated about the x,-axis, 
for -2 < ar < 0. Thus, if 01s < 2 and [ my* / < 2, then as CY varies contin- 
uously in (-2, 2), one of four possible continuous deformations of the 
separatrix configuration for (6) takes place. 
Section 3 
In this section, we consider another example of a semicomplete quadratic 
family (mod P = 0) obtained from (5). In this example, one limit cycle 
bifurcates from each of the rest points (x1+, x2+) and (xi-, xa-) at a: = 1. 
THEOREM II. FOT a,, < 0, the system 
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fmns a semicomplete family (mod P = 0) with parameter a E (--a, x’). 
A unique limit cycle is generated at each of the rest points (x1+, <v2+j and (x-, x2-) 
at a = 1. The limit cycle around (x1+, x2+) is unstable and negatively oriented 
and the limit cycle around (x1-, x2-) is stable and positively oriented. LTnder the 
assumption that no semistable limit cycles appear, the upper limit cycle expands 
monotonically with decreasing E and intersects the saddle at the origin forming 
a separatrix cycle at a unique positive value of (t = CI+* < 1 a& the loweT &nit 
cycle expands monotonically .with. decreasing a and intersects the saddle at the 
origin forming a separatrix cycle at a unique nonpositive value of a = a-*. 
Furthermore, under the assumption that no semistable &nit cycles appear, the 
separatrix conjiguration for (I) undergoes the continuous deformation depicted 
in the sequence of separatrix configurations as a! decreases continuously in the range 
4 > E 3 a._* (see Fig. 6). The last three conJgurations are replaced by the 
con:$guvation in Fig. 7 {f 01~* = 0. 
Proof. The system (7) with aI, < 0 forms a semicomplete family 
(mod P = 0) with parameter a! E (- 00, 00) since the rest points at (0, 0), 
O>a>a: 
FIGURE 6 
a q 0: 
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a = a:=0 
FIGURE 7 
(x1+, xaf) and (xi-, x2-) with x1* = (ai1 - xe*)zcZ*/ull and 2x,* = 
3% + (941 - 4a,,)rp are independent of ol; ae/aa = P’/(P’ + Qz) > 0 
except on the parabola P(xl , x2) E a,,~, - ~3~‘s + x?s = 0; and tan 6’ = 
a + (4 - x&2/+1 , x2) + $-co as 01 -+ f cc except on the parabola 
P(xi , xs) = 0. Next, 7% = (a - 1)(2x,* - an) and a~+/& = 2x,+ - a,, > 0 
if a,, -=c 0. Also, a,/& = 2x,- - ai, -=c 0 since, for a,, -=c 0, &-/& is a 
strictly increasing function of a,, which is equal to zero at a,, = 0. Thus, 
it follows that T+ = 0 iff LY. = 1. Also, the determinant at the upper and lower 
rest points d+ = (~a*)~ - 4a,, > 0 and according to Lemma 7 [2, p. 2.581, 
the system (7) has no centers if a 11 < 0. Thus, according to the corollary to 
Theorem H in Part I, a unique limit cycle is generated (or absorbed) at each 
of the rest points (x 1*, x2*) at cx = 1 and at no other value of 01. The limit 
cycle around the upper rest point is negatively oriented since it follows from 
(7) with x = xi+ that 
3il-=c0 for 0 < x* < x9+ A 9 
and 
kl > 0 for x2+ < xg < co, 
and since the limit cycles of (7) do not cross the x,-axis. Similarly, the limit 
cycle around the lower rest point is positively oriented since it follows 
from (7) with xi = x1- that 
$1 < 0 for -x2- < x2 < 0, 
and 
$1 > 0 for --co < x2 < -x2-. 
We next show that the limit cycle generated at the upper rest point of (7) at 
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(Y = 1 is unstable. This follows since if the negatively oriented limit cycle 
generated at the upper rest point at CL = 1 were stable, it would follow from 
Theorem D in Part I that it would expand monotonically with increasin,a 01. 
and if, furthermore, no semistable cycles appear, it would follow from 
Theorem G and its corollary that this limit cycle would expand until it 
intersects the saddle at the origin (since it cannot intersect the lower rest 
point or the rest point at infinity) and forms a separatrix cycle at a unique 
value of 01 = a+.+” > 1. The uniqueness of 01+* and the fact that CC+* f 1 
follow as in the proof of Theorem I. Now according to Theorem 47 
[lo, p. 312], the separatrix cycle formed when the stable limit cycle intersects 
the origin at OL = 01~ * is stable. And, therefore, according to Theorem 44 
[lo, p. 3041, it follows that 
Then since T&U+*) = a,r - ~l+*qr + 4 for (7), this implies that 
CL+* < 1 - 4/l a,, j < 1, a contradiction. Thus, the limit cycle generated 
at the upper rest point of (7) t a cz = 1 is unstbale and negatively oriented. 
It follows from Theorem D that this limit cycle expands monotonically with 
decreasing 01. If no semistable limit cycles appear, then, according to 
Theorem G and its corollary, this limit cycle expands until it intersects the 
saddle at the origin and forms a separatrix cycle, unstable on its interior, at 
a unique positive value of a! = &+* < 1. That OI+* > 0 follows from the 
fact that (7) has no separatrix cycle around the upper rest point for iy. < 0. 
This follows since the separatrix with the saddle node at (&I, 0,O) as its 
a-limit set necessarily has the upper rest point as its w-limit set when CI < 0 
(cf. Fig. 5 [2, p. 2621, rotated about the .x,-axis) and since the x1-axis consists 
of trajectories when CA = 0. We also note that it follows from Theorem 44 
[IO, p. 3047 that LX++* > 1 - 4/j an I. Thus, 
max(0, 1 - 4/l url I) < CL+.* < 1. 
The uniqueness of CL+* follows from the corollary to Theorem II as in 
Theorem I and the fact that CX+* < 1 follows from the continuity of the 
motion of the limit cycle in some interval (c+ , l]. Finally, it follows from the 
fact that a limit cycle is generated (or absorbed) at the upper rest point only 
at rl: = 1 that there is a limit cycle around the upper rest point iff 01+* < 01< 1, 
assuming that no semistable limit cycles appear. Next, under the assumption. 
that no semistable limit cycles appear in the system (7) or equivalently that 
there is at most one limit cycle around any rest point of (7j, it follows that 
the limit-cycle generated around the lower rest point at 01 = 1 is stable. This 
follows from the fact that the separatrix with the saddle node at j&l, 0,O) 
necessarily has the lower rest point or a stable limit cycle around the lower 
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rest point as its w-limit set when 01 > 0. (cf. Fig. 5 [2, p. 2621). Hence, 
according to Theorem D in Part I, this stable positively oriented limit cycle 
expands monotonically with decreasing 01 and under the assumption that no 
semistable limit cycles appear, it follows from Theorem G and its corollary 
that this limit cycle expands until it intersects the saddle at the origin and 
forms a separatrix cycle, stable on its interior according to Theorem 4 
[lo, p. 3121, at a unique nonpositive value 01 = 01~* < 0. That no separatrix 
cycle occurs around the lower rest point of (7) for 01 > 0 (and 01 < 1) follows 
from the configurations in the theorem cited in Section 1 of this paper. Then 
using the fact that a limit cycle is generated (or absorbed) at the lower rest 
point of (7) only at 01 = I, it follows, as in the proof of Theorem I, that there 
is a limit cycle around the lower rest point of (7) iff 01~* < 01 < 1 provided 
that no semistable limit cycles appear. Finally, the first four configurations 
in Fig. 5 are easily established for (7) with 0 < a: < 4 using the above results 
and the theorem cited in Section 1 (as was done in the proof of Theorem 1). 
If 01~* = 0, then for 01 = 01~*, the x,-axis is a trajectory of (7), there is a 
saddle node at (&l/l/z, &l/dz, 0), the lower rest point is unstable and the 
upper rest point is stable with no limit cycles around either of them. The 
separatrix configuration for 01 = 01~ * = 0 then follows from the PoincarC 
Bendixson theorem. Similarly, the fifth configuration in Fig. 5 for LY = 0 
also follows from the Poincare Bendixson theorem. The final two configu- 
rations in Fig. 5 for 01~* < DL < 0 follow from the above results using the 
PoincarC Bendixson theorem as was done in [3, pp. 62-641 where all possible 
configurations for (7) were determined, cf. Lemma 11 [3, p. 601. (It is 
important to note that “r,+ > x2+ and that x1- > 0 for (7) when using the 
combinatorial analysis based on the PoincarC Bendixson theorem as was done 
in [3, pp. 62-641.) Thi s completes the proof of Theorem II. 
Remark 4. After proving Theorem II, it is not difficult to show that the 
separatrix configuration for (7) with a: > 4 is given by one of the last five 
configurations in Fig. 4 and with CL = 4 by one of the last five configurations 
in Fig. 4 with a saddle node at (&l/d/z, &I/ d/2,0), cf. Remark 1. Similarly, 
the separatrix configuration for (7) with a: < OL* is given by one of the last 
five configurations in Fig. 4 rotated about the x,-axis. 
Remark 5. It follows from Theorem 44 [ 10, p. 3041 that since the separatrix 
cycle which occurs when 01 = 01~* is stable, ~,,(a-*) = 4 + a,, - ol-*a,, < 0, 
i.e., 01~* < 1 - 4/j a,, 1. This implies that if -4 < a,, < 0 then a-* < 0 
and we have the behavior described in Fig. 5. Thus, the last configuration in 
Theorem II can only occur if a,, < - 4, but whether or not it actually does 
occur for some a,, < -4 in (7) has not been determined. 
Remark 6. If the result of Petrovskii and Landis [ll] that the total 
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number of limit cycles for a quadratic system in E2 is at most three were 
established, then it would be unnecessary to hypothesize the nonexistence 
of semistable limit cycles in Theorem II except around the lower rest point 
when 01 E [CC-*, a+ *]. This follows since if, for example, there were a semi- 
stable limit cycle around the upper (or lower) rest point of (7) in the second 
configuration of Fig. 6 with 01+* < cx < 1, then according to Theorem F in 
Part I, this semistable limit cycle could be made to bifurcate into two limit 
cycles with an appropriate variation of 01 thereby giving us four limit cycles 
for the system (7) at some value of 01 E (a+*, 1). This would give a very easy 
proof of the miqueness of the limit cycles around the upper and lower rest 
points of (7) for 01 E (a+*, 1). However, in addition to the published errata [12& 
S. P. Novikov pointed out another error in the proof of the above cited result 
of Petrovskii and Landis, cf. [13], and the whole matter remains unsettled. 
Two examples of the global behavior of limit cycles for semicomplete 
quadratic families (mod P = 0), obtained from the system (5), have been 
studied in this paper. Many other semicomplete families (mod P = 0) can be 
obtained from (5), e.g., by letting up1 = ~la~i + k, ) up2 = WZ~, + K, and 
E = or+&, the constants .4, , k, and k, being arbitrary, but subject to the 
constraint that the rest points of (5) remain fixed for OL F (-co, CD). The 
global behavior of the limit cycles generated by these systems can be studied 
using the results in Part I of this paper. It is believed that the global behavior 
of these limit cycles will follow the same basic pattern as that described in 
Theorems I and II of this paper. 
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