Land surface data assimilation problems are often limited by the high dimensionality of states created by spatial discretization over large high-resolution computational grids. Yet field observations and simulation both confirm that soil moisture can have pronounced spatial structure, especially after extensive rainfall. This suggests that the high dimensionality of the problem could be reduced during wet periods if spatial patterns could be more efficiently represented. After prolonged drydown, when spatial structure is determined primarily by small-scale soil and vegetation variability rather than rainfall, the original highdimensional problem can be effectively replaced by many independent low-dimensional problems that can be solved in parallel with relatively little effort. In reality, conditions are continually varying between these two extremes. This is confirmed by a singular value decomposition of the replicate matrix (covariance square root) produced in an ensemble forecasting simulation experiment. The singular value spectrum drops off quickly after rainfall events, when a few leading modes dominate the spatial structure of soil moisture. The spectrum is much flatter after a prolonged drydown period, when spatial structure is less significant. Deterministic reduced-rank Kalman filters can achieve significant computational efficiency by focusing on the leading modes of a system with large-scale spatial structure. But these methods are not well suited for land surface problems with complex uncertain inputs and rapidly changing spectra. Local ensemble Kalman filters are suitable for such problems during dry periods but give less accurate results after rainfall. The most promising option for achieving computational efficiency and accuracy is to develop generalized localization methods that dynamically aggregate states, reflecting structural changes in the ensemble.
Introduction
Data assimilation techniques are designed to characterize the state of an environmental system, using all relevant information. In practice, this generally requires processing of large datasets with computationally demanding models. The computational requirements of environmental data assimilation problems are a direct result of the wide range of time and space scales that need to be accommodated. For example, the number of states to be estimated in a dynamic land surface assimilation problem tends to be proportional to square of the ratio of the largest horizontal scale of interest (e.g., a regional weather system) to the smallest scale of interest (e.g., the scale of terrain or soil variations that affect local evapotranspiration and infiltration). This number can easily exceed 10 6 , a value that is sufficiently large to render many popular estimation techniques impractical. Similar arguments can be made for oceanographic and meteorological data assimilation applications (Anderson and Anderson 1999) .
The high dimensionality of the state and measurement vectors does not necessarily reflect what might be called the intrinsic size (i.e., number of independent variables) of a land surface assimilation problem. This is because the states and measurements might be highly correlated or linearly dependent. For example, soil moisture tends to be highly correlated both vertically and horizontally after a prolonged wet period. In this case the number of independent variables needed to properly characterize spatial variability over a specified grid is smaller than the number of grid cells. On the other extreme, after a long drydown period horizontal correlation tends to decrease, reflecting the effect of small-scale soil variability. Then the number of independent variables is large but the resulting data assimilation problem can be divided into many smaller independent problems, each associated with a single isolated soil column. In either case appropriate reformulation of the problem can yield a significant reduction in computational effort.
The difficulty is that spatial correlation in a land surface problem changes over time, sometimes rapidly. Highly efficient estimation algorithms must be able to adapt to such changes, continually adjusting between the two extremes mentioned above. Traditional model reduction algorithms are not able to do this, especially when the system is nonlinear (Crommelin and Majda 2004) . Development of more flexible and adaptive algorithms will require a careful look at the space-time structure of the system states.
The space-time structure of soil moisture and related land surface states depends strongly on meteorological forcing variables, particularly precipitation. Precipitation is highly uncertain and intermittent, with a complex space-time correlation structure that varies over a wide range of scales. Significant rainfall events tend to reinitialize the near-surface soil system, diminishing the influence of initial conditions. This behavior is not compatible with the simplified additive white noise input models used in traditional estimation methods. In addition, land surface states such as soil moisture and temperature are confined to relatively narrow ranges of values, but variations within these ranges can have a significant impact on land-atmosphere fluxes. Connections between these states and external meteorological inputs are complex and nonlinear. The most obvious example is the two-way relationship between soil moisture and evapotranspiration.
Another distinctive aspect of land surface data assimilation relates to the nature of the measurements used to characterize system states. Traditional direct measurements of land surface states such as soil moisture and of inputs such as precipitation are expensive and sparsely distributed over time and space. Data sources such as airborne and satellite-based remote sensing have more extensive coverage but much coarser resolution. Remote sensing measurements are generally only indirectly related to the states of interest and can be much less reliable than their in situ counterparts. In either case, measurement errors depend on the measurement and estimation scales as well as the intrinsic accuracy of the sensor.
To properly characterize the space-time structure of land surface variables we need realistic descriptions of input and measurement uncertainty. This is one reason why there has been much interest recently in ensemble forecasting and data assimilation techniques for land surface applications (Reichle et al. 2002; Margulis et al. 2002; Crow and Wood 2003) . Generally speaking, ensemble methods are able to accommodate a much richer set of uncertainty models than more traditional estimation alternatives. However, these methods become more difficult to use as dimensionality of the state vector increases since it becomes increasingly difficult to properly describe the distributional properties of the state with a moderate number of replicates (Silverman 1986 ). This issue is especially problematic when the state is not normally distributed, as is often the case in nonlinear land surface problems.
This paper uses ensemble-based simulation experiments to gain insight about connections between the space-time structure of soil moisture and computational efficiency. In the next section we provide a probabilistic problem formulation that sets the stage for our analysis. Then we describe the particular models used in the simulation experiments. We examine ensemble forecasts from these models for a particular land surface problem, focusing on the connection between spatial patterns in rainfall, soil properties, and soil moisture. This is followed by an assessment of two land surface data assimilation options, one that considers large-scale spatial correlation but is computationally demanding and another that only considers local correlation but is more computationally efficient. We conclude with a discussion of the need for a more general estimation approach that is able to handle a range of conditions without sacrificing either efficiency or accuracy.
Ensemble analysis of land surface estimation problems
It is helpful to begin with a general problem description, using approximate models of the land surface system, associated sensors, and uncertain inputs. We assume that the land surface model is discretized over both space and time. The spatial discretization uses a computational grid of pixels composed of a number of distinct soil layers. The time discretization uses equal steps over a specified time interval [0, T] . The states of land surface model typically include the bulk soil moisture and average temperature in each layer of each pixel as well as various canopy states. External inputs include precipitation, solar radiation, air temperature, and other micrometeorological variables. Generally speaking, we have access to input measurements (e.g., station data at scattered locations) that give a partial picture of the spatial and temporal variability of the uncertain inputs. We may also have output measurements (e.g., microwave radiometer observations) that are related, usually indirectly, to the system states.
Suppose that the land surface states at time t are assembled in the n-dimensional state vector x t and inputs are assembled in the vector u t . Diagnostic variables such as evapotranspiration are assumed to be functions of x t and u t . Also, suppose that we have a composite m-dimensional vector of output measurements y 0:T , available at specified times over [0, T ] and related to the states through models of the relevant sensors. We assume that the models can be expressed as follows:
Note that the measurement model of (2) includes an additive error t (the additivity assumption is made for simplicity and can be relaxed). We assume that the nonlinear functions f (·) and g(·) are known but the inputs u t are uncertain. In practice, uncertainties in the functions themselves are accounted for (in an approximate way) by inflating input and measurement error uncertainties. Given the importance of uncertainty it is reasonable to adopt a probabilistic characterization of the land surface system, as illustrated in Fig. 1 . In particular, the unconditional probability density p(x t ) characterizes the state based only on prior statistical information and input measurements, without the benefit of output measurements. The conditional density p(x t | y 0:T ) characterizes the state given all measurements through T. Since these multivariate densities are cumbersome to work with we usually restrict our attention to marginal (univariate) densities and lower-order moments. Here we focus on the filtering problem, where t ϭ T (i.e., the estimation time is at the end of the measurement interval). However, most of the points made also apply to smoothing problems, where t Ͻ T (i.e., the estimation time is inside the measurement interval).
The unconditional density p(x t ) can be derived from the state equation and specified input density and initial condition densities p(u 1 , . . . , u t ) and p(x 0 ). Note that there is no requirement here that the inputs at different times (say u t-1 and u t ) are independent. Although this independence assumption is frequently made in classical filtering methods it is not required for the ensemble filtering approaches described here. Calculation of p(x t ) from p(u 1 , . . . , u t ) and p(x 0 ) is a classical derived distribution problem that can only be solved exactly in certain simple cases. When exact solutions are not feasible we can adopt an ensemble (or Monte Carlo) approach and randomly sample these densities to create an ensemble of equally likely initial condition and input replicates x i 0 and u i t , for i ϭ 1, . . . , N. Starting with t ϭ 1, we then use the nonlinear state Eq. (1) to compute replicates sequentially, at each time t from the value at the previous time t Ϫ 1:
This set of unconditional replicates is often called the "ensemble forecast" at t. Once the replicates are generated the unconditional density may be approximated by a sum of Dirac delta distributions evaluated at the replicate values:
The integral of (4) from x t ϭ Ϫϱ to some specified value x yields a stepwise approximation of the continuous cumulative distribution function of x t as x varies.
FIG. 1. Formulation of the land surface ensemble forecasting and data assimilation problems, showing generation of input and measurement error ensembles and derivation of unconditional and conditional probability densities of the system state.
The mean and other moments of p(x t ) can be estimated directly from the ensemble of x i t replicates. In particular, the sample unconditional mean and covariance are given by
where X t and X t are n by N dimensional matrices whose columns are the original and mean-removed unconditional replicates of x t , respectively, and 1 N is a column vector of N ones. Derivation of conditional densities such as p(x t | y 0:t ) is somewhat more complicated. The extra effort is usually worthwhile, however, since the measurements incorporated into a conditional density enable it to provide a more accurate characterization of the state. In filtering applications we construct p(x t | y 0:t ) recursively, in a series of alternating propagate (forecast) and update (analysis) steps. That is, the density p(x tϪ1 | y 0:tϪ1 ) of the state at t Ϫ 1 conditioned on measurements through t Ϫ 1 is propagated forward to measurement time t, giving p(x t | y 0:tϪ1 ). This propagated density is updated with the new measurement at t to give p(x t | y 0:t ) and the process is repeated.
The propagate step is similar to the unconditional derived distribution problem described above, except that p(x tϪ1 | y 0:tϪ1 ) replaces p(x tϪ1 ). This problem can also be solved with an ensemble approach, using the same basic expressions as the unconditional ensemble forecast but with slightly different notation:
The mean and other moments of p(x t | y 0:tϪ1 ) can be estimated directly from the ensemble of x i t| tϪ1 replicates. The update step of the conditional density derivation is based on the following version of Bayes theorem, which relates p(x t | y 0:t ) to
where c is a normalization constant selected to insure that p(x t | y 0:t ) integrates to one and the likelihood function p( y t | x t ) is derived from the measurement equations and the measurement error probability densities. A Bayesian update that satisfies (8) exactly is difficult to implement for large problems, except for some important special cases (Anderson and Anderson 1999) . In particular, if the states and measurement errors are jointly normal and the measurement operator is linear p(x t | y 0:t ) is normal and completely characterized by its mean and covariance. In this case, (8) can be carried out by updating only the mean and covariance of the state.
In an ensemble approach we update probability densities or moments by updating replicates and then computing sample statistics. That is, we begin by deriving x i t| t from x i t| tϪ1 . In the special jointly normal case mentioned above, we can obtain asymptotically exact conditional density and moments by updating each replicate with the following "ensemble Kalman filter" algorithm (Evensen 1994 (Evensen , 2003 :
͔͒, ͑9͒
where i t is a sample drawn from the measurement error probability density p( t ) and K s,t is a sample estimate of the Kalman gain K t :
The columns of the n by N dimensional ensemble matrix X t| tϪ1 and the m by N dimensional matrix Ỹ t| tϪ1 are the mean-removed replicates of x t| tϪ1 and g(x t| tϪ1 ), respectively. This algorithm produces updated replicates that converge to the exact Bayesian solution for normal states and measurements. When there are deviations from normality the filter is suboptimal but the replicates are able to inherit nonnormal properties from the forecast. The performance of the Kalman approximation in nonnormal situations is problem dependent. So we see that ensemble methods may be used to approximate the unconditional and the conditional statistics of uncertain states. In principle this solves the ensemble forecasting and data assimilation problems. But the computational requirements of ensemble methods are considerable and the accuracy of the approximations needed to obtain practical solutions is difficult to determine. It is convenient to investigate these with a controlled simulation experiment.
Models used for the land surface ensemble experiments
In this section we describe the models used in our ensemble forecasting and data assimilation experiments. Our objective is to characterize soil moisture and evapotranspiration on hourly time scales over a region of approximately 10 000 km 2 . Land surface dynamics are described by the Community Land Model (CLM, version 2.0) (Bonan 1996; Bonan et al. 2002 ).
Radiometer measurements are described by a nonlinear radiative transfer model (Njoku et al. 2002) . These provide indirect information on near-surface soil moisture. Input uncertainties and measurement errors are described by statistical models that are intended to provide realistic representations of natural variability. These models determine how the replicates of the simulation experiment are generated. The input statistics are inferred from available meteorological and soil measurements.
a. The land surface and measurement models
The CLM is a nonlinear spatially distributed model that describes energy, momentum, water, and CO 2 exchange between the land and the atmosphere. Dynamic inputs include precipitation, wind speed, air temperature, pressure, humidity, and solar radiation. Timeinvariant inputs include soil and vegetation classifications. The model is discretized into square pixels that are each divided into several soil layers. Moisture and heat can only move vertically within individual pixels. Further details are discussed in Bonan (1996) and Bonan et al. (2002) . Although moisture does not flow between pixels the states in different pixels are correlated by virtue of their dependence on spatially correlated inputs such as precipitation and vegetation.
The study region for our computational experiment reflects conditions at the southern Great Plains (SGP97) site in eastern Oklahoma. This 10 000-km 2 region is defined by the corners 36°N, 99°W and 37°N, 98°W, as shown in Fig. 2a . It is discretized over a 64 ϫ 64 grid of 1.56 km ϫ 1.56 km estimation pixels with eight soil layers in each pixel. The regions associated with each land use and soil type are indicated in Fig. 2a . The soil layers have thicknesses (from top to bottom) of 2, 3, 5, 8, 12, 20, 57 , and 88 cm, respectively. The CLM model states considered in our ensemble analysis are the soil moisture values at the centers of the top three layers, giving a total of 12 288 states in our 4096-pixel grid. The CLM derives evapotranspiration from these states. The study period corresponds to a 23-day field campaign conducted from 16 June 1997 at 0000 UTC through 8 July 1997 at 150000 UTC (Margulis et al. 2002) . Input data are generated and the CLM is run for a 1-h time step. Meteorological measurements are available at El Reno, in the SGP97 study area.
Synthetic radiobrightness measurements can be related to soil moisture through soil reflectivity, as described by the Fresnel equation. For our experiment this process is described by the following expression for brightness temperature (Njoku et al. 2002) :
where T s and T c are surface and canopy temperature (K) and r H is the horizontal polarization soil reflectivity. For L-band (1.4 GHz) microwave, the vegetation can be considered predominantly absorbing with a small single scattering albedo , and the vegetation opacity along the slant path is given by (Jackson and Schmugge 1991) ϭ bwրcos, ͑12͒ where w is vegetation water content (kg m Ϫ2 ); b is vegetation-specific parameter; and is the incidence angle. The vegetation water content is derived from normalized difference vegetation index (NDVI) data (Jackson et al. 1999) . Rough surface reflectivity is derived from the procedure described by (Choudhury et al. 1979) rЈ H ϭ r H exp͑Ϫh cos 2 ͒, ͑13͒
where r H is the smooth surface reflectivity, and h is a vegetation-specific parameter. In our experiment, w, h, and b have the values 0.3 kg m
Ϫ2
, 0.1, and 0.04, respectively. The view angle is set to 20°and the scattering albedo is 0.03.
In our ensemble forecasting experiment "truth" is defined by the state from a single CLM run obtained for a particular set of soil, vegetation, meteorological, and initial condition replicates, as described above. The CLM states and associated soil properties for this "truth" replicate are then used in (11) to generate synthetic L-band brightness temperature measurements at 150000 UTC at specified days during the 23-day simulation period. These measurements are defined at a coarser scale than the model states, reflecting the lower resolution of anticipated satellite microwave radiometer measurements. In particular, we assume that each microwave measurement covers a 4 ϫ 4 pixel region (approximately 6 km ϫ 6 km), as shown in Fig. 2a . The microwave measurement is an arithmetic average of the 16 pixel-scale brightness values in this region. At each measurement time a zero-mean normally distributed random perturbation is added to the averaged brightness temperature to account for the effect of measurement noise.
b. Uncertain model inputs
The primary sources of input uncertainty in land surface applications are time-invariant soil properties, time-dependent meteorological inputs, including precipitation, and initial conditions. In the ensemble approach random replicates for each of the uncertain inputs are provided to the CLM, which generates random replicates of the land surface states. Corresponding radiobrightness values at the estimation pixel scale are generated by the radiative transfer model of (11). The time-dependent random inputs can cause the ensemble to spread during the propagation step while assimilation of radiobrightness measurements can cause the ensemble to narrow at the analysis step. These effects are moderated by the physics of the problem, which constrains the states to lie in limited ranges (e.g., the volumetric soil moisture must lie between 0.0 and the porosity, which is less than 1.0).
The uncertain inputs are generated by transforming nominal input values to obtain sets of physically realistic replicates. This is done in various ways, depending on the variable. Table 1 lists the uncertain inputs and measurement errors considered in our simulation experiment. Note that different methods are used to introduce randomness for different inputs. The soil, vegetation, and precipitation inputs deserve some elaboration.
In the CLM sand and clay fractions are used to calculate hydraulic parameters for Richard's equation, which controls the vertical movement of moisture. Replicates of these fractions are generated from the soil map shown in Fig. 2b . Each soil type is assigned nominal sand and clay fractions based on the soil triangle. Deviations from these nominal values are normally distributed and uncorrelated. Details are described in Table 1 .
The vegetation types used in our simulation are shown in Fig. 2c . CLM associates each type with particular values of the leaf area index (LAI) and the stem area index (SAI). It uses these indices to compute various model vegetation parameters that control net radiation, energy partitioning, and intercepted water capacity. In our experiment LAI is assumed to be a spatially uncorrelated random variable and SAI is deterministic. Nominal values for LAI and SAI were obtained from the SGP97 campaign.
There are many options for generating rainfall replicates for land surface applications. These range from simple statistical models to complex primitive equation atmospheric models. Some of the basic requirements of a realistic rainfall model include the ability to reproduce intermittency (extensive periods or regions with no rainfall) and the ability to reproduce observed loworder statistics (such as means and covariances over time and space). The rainfall model used here is based on a Poisson cluster concept. It assumes that rainfall can be viewed as a superposition of circular storm cells generated at random times and locations (RodriguezIturbe and Eagleson 1987 
where r(t) is a vector of pixel rainfall intensities at time t; w(t) is a vector of forcing terms that account for the birth of new rain cells; and F(·) describes the effects of rain cell advection and temporal decay. Equation (14) can be viewed as a state equation for the rainfall inten-sity r(t) but we treat this variable as an input and do not update it in the data assimilation process. The rain cell birth process is best understood by first considering a Lagrangian (cell based) description, as illustrated in Fig. 3a . Cells are only allowed to be born in regions with cloud cover. The center of rain cell k follows a two-dimensional spatial Poisson distribution with spatial density parameter ␤. The birth time of each cell is uniformly distributed over the time step [t, t ϩ 1]. The cell rainfall intensity i k (d k , t) at a distance d k from the cell center at time t follows a Gaussian distribution in space and decays exponentially in time at a rate ␣:
where t bk is the cell birth time. The cell center intensity i k0 is exponentially distributed with mean E(i k0 ) and D is a specified constant. The generated rain cells are rigidly transported at a specified wind velocity ( x , y ). In our simulation experiment the wind direction is held fixed to emphasize the effect of rain cell advection on the spatial correlation of soil moisture. The mean rainfall intensity E(i 0 ) (mm h Ϫ1 ), cloud cover, and nominal wind speed are obtained from meteorological data collected at El Reno during the SGP97 campaign. Values for the rainfall parameters ␣, ␤, and D are given in Table 1 . These are representative of the SGP97 site. The Eulerian rainfall intensity field r i at pixel i is the superposition of the Lagrangian intensities produced by all cells in the domain, with the d k values set equal to the distances between the center of pixel i and the center of cell k. The most recently born cells closest to the pixel have the greatest effect. A typical replicate generated from this Poisson rainfall model in a 64 ϫ 64 cloudy domain is shown in the intensity contour plot of Fig. 4a . The rainfall time series at a typical pixel is shown in Fig. 4b . Note the spatial correlation revealed in the contour plot and the intermittency that occurs in both space and time. Although the Poisson model is simplified and cannot be expected to realistically represent all types of rainfall it does give a reasonable statistical description of convective storms such as those commonly encountered in Oklahoma during the summer (Rodriguez-Iturbe and Eagleson 1987). It also illustrates some of the flexibility that is possible when generating replicates for ensemble land surface analyses. The CLM is started at Ϫ23 days with random initial conditions generated by perturbing the soil moisture and temperature profiles listed in Table 1 . Each replicate is run forward with the model for 23 days to t ϭ 0 to allow moisture and temperature in individual pixels to redistribute in accordance with local soil properties. The resulting soil moisture and temperature replicates initialize the ensemble simulations.
Using ensemble forecasting to assess the space-time structure of soil moisture
Our ensemble forecasting experiment is intended to provide better understanding about patterns of soil moisture when precipitation is the dominant source of variability. In particular, we consider the response of a region similar to SGP97 during a summer period when several storms move in a fixed direction across a flat study domain. This simulation enables us to investigate soil moisture at a level of detail and in a more controlled way than would ever be possible in a field experiment. Of course, our conclusions are limited by our models, which are approximate. But the ensemble analysis presented here is intended primarily to reveal qualitative effects that should be valid if the models provide at least a rough picture of reality.
One of the easiest ways to visualize land surface uncertainty is to examine a time series of typical soil moisture replicates. Figure 5a shows the soil moisture replicate we have designated as truth, the remaining replicates of the ensemble, and the ensemble mean of the top-layer volumetric soil moisture for a typical pixel. Figure 5b shows the corresponding ensemble of rainfall inputs (since these are clustered in cloudy periods it is difficult to distinguish individual replicates). The spread in the ensemble reflects uncertainties from soil properties, vegetation, rainfall, and other atmospheric forcing. During wet periods after rainfall, the soil moisture ensemble is wider, reflecting the strong impact of rainfall uncertainties in both timing and intensity. As the soil dries the replicates become almost parallel. This suggests that the variability in soil moisture at the beginning of the dry period is the dominant influence on ensemble spread during drydown. Figure 6 provides useful insight on the connection between near-surface soil moisture and rainfall. Here we compare the cumulative rainfall through time t ϭ 90 to the top-layer soil moisture at that time. The diagonal patterns in both plots clearly reveal the effect of advecting rainfall, which creates bands of wetter soil parallel to the fixed wind direction. However, there is also significant smaller-scale variability due to heterogeneity in soil properties (e.g., areas with sandier soil are drier than those with finer soils). Soil moisture provides a cumulative record of recent rainfall, to varying degrees depending on soil type.
The horizontal spatial structure of soil moisture changes significantly over time, as revealed by the sample spatial correlation plots shown in Fig. 7 . These plots display contours of the correlation between the top-layer soil moisture in the center of the domain with all other soil moisture values in the same layer. Correlation values are derived from the unconditional ensemble covariance matrix of (5). The correlation in all of the plots falls off from 1.0 in the center to near zero at the edges. Figure 7a , which applies during the rainy period at t ϭ 320, confirms the anisotropic diagonal pattern of soil moisture observed in Fig. 6 . By contrast, Fig. 7b indicates that the soil moisture correlation is more localized and isotropic at t ϭ 430, after a prolonged drydown. Figure 7c confirms that the rainfall correlation is isotropic. The anisotropy in the wet soil moisture correlation plot reflects the soil's tendency to retain moisture as precipitation moves across the domain. As drydown takes over this memory effect disappears.
The spatial structure evident in Figs. 6 and 7 raises the question of whether we actually need 12 288 pixelbased moisture values to properly describe the soil moisture field. It is possible to examine this question further if we consider a singular value decomposition of the mean-removed ensemble matrix X t . When N is sufficiently large (ideally greater than n) this matrix provides a good approximation to the scaled square root of the true state covariance matrix [recall (5)]. If there is significant spatial structure there will be significant correlation in the state covariance. Such correlation is reflected in the singular values of X t .
More specifically, a singular value decomposition of X t yields the following factorization:
where E t is an n by n matrix of left singular vectors, ⌳ t is an n by N matrix of singular values, and V t is an N by N matrix of right singular vectors. Once the singular value decomposition is performed with a standard algorithm the state vector at t may be expanded as follows:
where x t is the unconditional ensemble mean state vector, e tj is the jth n-dimensional left singular vector of X t 
sively smaller variances. So, if the leading singular value is much larger than the others, (16) may be approximated by
In this case the ensemble mean accounts for the overall trend and the singular vector term accounts for deviations around this mean Note that the left singular vectors of X t are equal to the eigenvectors of the sample covariance matrix C xx defined in (5) and the singular values of X t are the square roots of the positive eigenvalues of this covariance. Figure 8 shows the true, ensemble mean, and first ensemble singular vectors of the unconditional toplayer soil moisture, plotted for several times over the domain of our simulation experiment. The ensemble mean reveals whether the soil as a whole is wet or dry but does not capture smaller-scale variations. The first singular vector provides information on these variations. At the first four times, the diagonal patterns produced by rainfall and mentioned earlier are clearly evident in the singular vector plots. At the last time after a long drydown period these patterns have disappeared and the singular vector does not have much spatial structure.
The relative importance of the different singular vectors can be determined if the ordered singular values are all divided by t1 and plotted versus j. Figure 9 indicates that this singular value spectrum drops off more quickly at wet times than at dry times, reflecting the fact that soil moisture structures can be better characterized by a few singular modes shortly after rainfall, when there are larger structures. After a long drydown variations in soil moisture are smaller scale and the spectrum is flatter. Figure 9 indicates that about 50% of the total variability in soil moisture (as measured by the area under the spectrum) can be explained by the first 15 singular modes during wet periods. More modes are needed to achieve this explanatory level during dry periods.
Although the CLM only allows the soil water to move vertically within each pixel, significantly horizontal correlation exists for some time after a rainfall event, especially when the storm moves, as in our simulation experiment. This correlation is not due to lateral subsurface water movement but is, rather, the consequence of an extensive moving storm system that wets some areas and leaves others relatively dry. In answer to the question posed earlier, it appears that the essential structure of the soil moisture field during wet periods can be captured by the unconditional mean and a relatively small number of random singular vector coefficients. During dry periods the potential for problem size reduction is less. It remains to be seen how these features can be exploited in a land surface data assimilation system. We consider this issue further in the next section.
Using ensemble simulations to assess computationally efficient simplifications of land surface data assimilation algorithms
The tendency of physical systems to be characterized by a relatively small number of dominant modes has been observed and exploited in many fields. In particular, sequential data assimilation algorithms can be modified to focus only on specified dominant modes if a so-called reduced-rank approximation is adopted. The results of section 4 suggest that such an approximation could greatly reduce the computational de- mands of land data assimilation algorithms during wet periods when horizontal correlation is significant and the singular value spectrum falls off sharply. For this reason, it is useful to consider how a reduced-rank algorithm might be implemented.
The reduced-rank approach effectively estimates the random coefficients of the leading singular vectors in (16). In a deterministic reduced-rank filter the L leading singular vectors are propagated through the state equation as if they were replicates and then used to construct the matrices X t| tϪ1 and Ỹ t| tϪ1 . The initial set of singular vectors is derived directly from the specified (deterministic) initial condition covariance matrix. At each update time the Kalman gain of (10) is computed from X t| tϪ1 and Ỹ t| tϪ1 and the singular vectors are updated with (9). In this case, the deterministic singular vector matrix X t| tϪ1 can be viewed as an approximation to the square root of the true conditional covariance Cov[x t| tϪ1 ]. This approximation will be good if the L retained singular modes explain most of the variability in the state, as quantified by the singular value spectrum. The propagation step of the reduced-rank filter is complicated by input uncertainties, which are difficult to introduce in a deterministic way if the inputs are not additive and white. For this reason, deterministic reduced-rank Kalman filtering is not well suited for problems, such as land surface data assimilation, where complex input uncertainties dominate.
The complexities of nonadditive nonwhite input uncertainties can be readily accommodated with an ensemble Kalman filter. Unfortunately, in an ensemble implementation the first L replicates will generally not correspond to the L leading singular vectors of the full rank state covariance matrix. In geometric terms, the L dimensional subspace spanned by the first L random replicates is not the same L dimensional subspace spanned by the L leading singular vectors of the true covariance square root. So the reduced-rank filter's ability to give accurate estimates with a small number of singular vectors cannot generally be duplicated with an ensemble filter that uses a small number of replicates. Hybrid reduced-rank ensemble filters (Heemink et al. 2001 ) address this issue for some problems but suffer the same limitations regarding nonadditive uncertain inputs as deterministic reduced-rank filters.
The options for dry conditions when spatial correla- 
tion is minimal and the singular value spectrum falls off sharply are rather different. In this case, it is reasonable to use some form of localization. Localized filters only consider correlations within a specified neighborhood of each estimation pixel. When conditions are dry and correlation distances are small the neighborhoods can be small and the original problem n-dimensional estimation problem can be divided into n/n l subproblems, each of much smaller dimension n l . This provides a substantial improvement in computational efficiency since the cost of a single filter update is proportional to the cube of the updated state dimension. Localization can be implemented in various ways. One option is to use the Schur product approach (Gaspari and Cohn 1999; Houtekamer and Mitchell 1998) , which filters the state covariance through a weighting function with finite support (i.e., the weight goes to zero outside the neighborhood). Another approach, considered here, is to divide the domain into many independent nonoverlapping blocks, each containing a small number of adjacent pixels. This localization technique has the advantage of being compatible with computationally efficient multiscale estimation methods. In either case, localization has the effect of replacing the exact covariance matrix with a sparse blocked diagonal approximation. By contrast, reduced-rank methods have the effect of replacing the exact covariance with a dense rank-deficient approximation.
Given our earlier results, we might expect that a localization approximation performs better when conditions are dry than when conditions are wet. We investigate this hypothesis with two simulation experiments. These are the same as the ensemble forecasting experiment of section 4 except that soil moisture is updated with synthetic radiometer measurements taken at specified times. In particular, we retain the assumption that rainstorms move across the domain in a fixed direction.
Our first data assimilation experiment simulates a local filter with many 4 by 4 pixel blocks of n l ϭ 48 states each. Each block corresponds to one radiometer measurement footprint (see Fig. 2a ), and its estimates are derived from a stand-alone 48-state ensemble Kalman filter. To have a basis for comparison, we perform a second experiment with a global filter that estimates all n ϭ 12 288 states simultaneously. In both cases, the ensemble has N ϭ 6000 replicates. This large sample size minimizes the effects of sampling error and is sufficient to insure that the global filter captures all significant modes of the singular value spectrum (this filter is reduced rank since N Ͻ n but the discarded modes contribute very little to the soil moisture variance).
We consider two updating strategies, one using measurements taken during rainy periods (at t ϭ 50, 90, 320, and 460) and one using measurements taken during drydown periods (at t ϭ 165, 240, 430, and 515). This emphasizes differences between the global and local filter by clearly distinguishing conditions when the local filter's assumptions apply from those when they do not. (All measurement times are indicated in Figs. 11 and 12 with asterisks.)
The top half of Fig. 10 compares the spatial distribution of the true replicate with the conditional means from the local and global filters, before and after updates. The plots on the left half show results at t ϭ 90 for the wet update strategy while those on the right show results at t ϭ 430 for the dry update strategy. The bottom half of the figure shows similar plots for the conditional standard deviations.
It is apparent that the difference between the two filters is greater at t ϭ 90 (wet) than at t ϭ 430 (dry). At the wet time the local filter updated mean does not match the true field as well as the global filter. It is also significantly more blocky, reflecting the presence of discontinuities between the independent block estimates. The local filter also gives a significantly higher updated conditional standard deviation than the global filter. This is because it cannot benefit from potentially useful correlations between states and measurements in different blocks. Such correlations are greater during wet periods.
By contrast, the local and global filters behave nearly the same at the dry time. After the long drydown the diagonal features induced by rainfall disappear and most of the variability that remains is related to soil and vegetation heterogeneity. The global filter's ability to account for horizontal correlation across longer distances is no longer of much benefit. The time series of the spatial root-mean-square error for the ensemble prediction (unconditional mean) and the filter estimates (updated conditional means) are shown in Fig. 11 . The top plot corresponds to the wet update strategy while the bottom panel corresponds to the dry update. Note that the filter estimates and unconditional predictions coincide before the first measurement and between large rainfall events and observations (large rainfall events essentially reinitialize the filtering problem). So the most significant portion of the time series plots are the relatively dry periods following measurements. It is here that the radiometer provides the most benefit. As expected, the difference between the two filters is greater for the wet update strategy, when the global filter's ability to accommodate horizontal correlation is more advantageous. The two filters are barely distinguishable when all updates are at dry times. Figure 12 shows the increase in rootmean-square evapotranspiration error of the local filter estimate and ensemble prediction over the error obtained from the global filter (the error increase plot removes the confounding effect of diurnal fluctuations in evapotranspiration, which are typically larger than the estimation errors). Here again, the difference between the two filters is much more significant for the wet update strategy.
Overall, the local filter does well when measurements are taken during dry periods and its assumption of small horizontal correlation is valid. Its performance falls off when measurements are taken during wet periods where spatial correlation is high.
Discussion and conclusions
As the soil wets and dries the land surface data assimilation problem changes back and forth from one that is dominated by a few leading singular modes to one that effectively divides into many independent lo- cal problems. This suggests the need for an adaptive method that can accommodate both of these alternatives as special cases. Since we need the flexibility of ensemble estimation to deal with input uncertainty the best way to proceed is probably to generalize the localization approach. That is, we need to develop localization methods that can dynamically aggregate states to conform with the changing patterns of soil moisture.
One possibility is to increase the support of the Schur product weighting function or the size of the local filter blocks during wet periods, following some empirical adjustment rule. While this could probably provide some performance improvement, it would also increase computational effort (since the time required for each local filtering computation increases with the square of the local state dimension n l ). Moreover, the correlations that need to be accommodated are typically anisotropic and not amenable to a simple blocking scheme. It is likely that some overall improvement could be obtained by using a climatological correlation function to derive a fixed (and possibly anisotropic) Schur product support or block geometry (Reichle and Koster 2003) .
An ideal option would be a state aggregation algorithm that can utilize the valuable correlation information implicit in the propagated ensemble. Such an algorithm should be able to identify and use efficient combinations of states that correspond to a few independent leading singular vector coefficients when there is substantial horizontal correlation. On the other hand, it should use independent blocks of pixels (when there is very little horizontal correlation). It should also be able to attenuate the effects of spurious long distance correlations due to small ensemble sizes. A filter with these capabilities would be both accurate and efficient. It is possible that a wavelet-based or multiscale approach could provide the flexibility needed for a truly adaptive land surface estimation algorithm. Both of these alternatives deserve further investigation. 
