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Abstract. In this paper we introduce a notion of tightness for a family of
nonlinear expectations and show that the tightness can be applied to obtain
weak compactness in a framework of nonlinear expectation space. This criterion
is very useful for obtaining the weak convergence for a sequence of nonlinear
expectations, which is a equivalent to the so-called convergence in distribution,
or in law for a sequence of random variables in a nonlinear expectation space.
We use the above result to give a new proof to the central limit theorem under
a sublinear expectation space. The method can be also applied to prove the
convergence of some numerical schemes for degenerate fully nonlinear PDEs.
1 Introduction
In this paper we introduce a notion of tightness for a family of nonlinear expec-
tations and show that the tightness can be applied to obtain weak compactness
in a framework of nonlinear expectation space. This criterion is very useful for
obtaining the weak convergence for a sequence of nonlinear expectations, which
is a equivalent to the so-called convergence in distribution, or in law for a se-
quence of random variables in a nonlinear expectation space. Our results have
nontrivially generalized those in the classical situation of weak convergence, or
convergence in law in classical probability theory.
As an application of those results, we provide a new and probabilistic proof
for central limit theorem under sublinear expectation. Such new type of CLT
was obtained in [Peng2007b], [Peng2008] (see also [Peng2010] for a more general
∗Partially supported by National Basic Research Program of China (973 Program) (No.
2007CB814906), and NSF of China (No. 10921101). The author thanks to some discussions
with Zengjing Chen, Fuqing Gao, Mingshang Hu, Xinpeng Li, Zhengyan Lin, Qiman Shao
and Liming Wu. It is those discussions which motivated the author to the realization of the
present paper.
1
situation). But the proof given in the above papers depend heavily on a very
deep estimate of fully nonlinear parabolic PDE of parabolic types. Our new
proof also provides a probabilistic method to prove the existence of fully nonlin-
ear parabolic PDEs. The method can be also applied to prove the convergence
of some numerical schemes for degenerate nonlinear PDEs.
This paper is organized as follows, in the next section we give a preliminary
introduction for the notion of sublinear and nonlinear expectations. New notions
of tightness and weak convergence of nonlinear expectations and their relations
will be introduced in Section 3. In Section 4 we will use the result of the previous
section to give a new and probabilistic proof of the central limit theorem under
sublinear expectations.
2 Preliminaries: sublinear expectation and up-
per expectation
We present some basic notions and results of nonlinear and sublinear expecta-
tions. For more details we refer to [Peng2007a], [Denis,Hu,Peng2008], [Peng2010]
Let Ω be a given set and H be a linear space of real functions on Ω such that
1 ∈ H and |ξ| ∈ H if ξ ∈ H. A functional E : H 7→ R is called a nonlinear
expectation if it satisfies E[c] = c, c ∈ R and E[X ] ≥ E[Y ], for X , Y ∈ H such
that X ≥ Y . If E satisfies furthermore E[X + Y ]−E[X ]−E[Y ] ≤ 0 (resp. = 0)
and E[λX ] = λE[X ], for X , Y ∈ H and λ ≥ 0, then we call it a sublinear (resp.
linear) expectation.
Recently a new notion of coherent risk measures in finance caused much
attention to the study of such type of sublinear expectations and applications
to risk controls, see the seminal paper of Artzner, Delbaen, Eber and Heath
(1999) as well as in Fo¨llmer and Schied (2004).
The following result is well-known as representation theorem. It is a direct
consequence of Hahn-Banach theorem (see Delbaen (2002), Fo¨llmer and Schied
(2004)).
Theorem 1 Let Eˆ be a sublinear expectation defined on (Ω,H). Then there
exists a family of linear expectations {Eθ : θ ∈ Θ} on (Ω,H) such that
Eˆ[X ] = max
θ∈Θ
Eθ[X ].
A sublinear expectation Eˆ on (Ω,H) is said to be regular if for each sequence
{Xn}∞n=1 ⊂ H such that Xn(ω) ↓ 0, for ω, we have Eˆ[Xn] ↓ 0. If Eˆ is regular
then from the above representation we have Eθ[Xn] ↓ 0 for each θ ∈ Θ. It follows
from Daniell-Stone theorem that there exists a unique (σ-additive) probability
measure Pθ defined on (Ω, σ(H)) such that
Eθ[X ] =
∫
Ω
X(ω)dPθ(ω), X ∈ H.
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The above representation theorem of sublinear expectation tells us that to
use a sublinear expectation for a risky loss X is equivalent to take the upper
expectation of {Eθ : θ ∈ Θ}. The corresponding model uncertainty of probabil-
ities, or ambiguity, is the subset {Pθ : θ ∈ Θ}. The corresponding uncertainty
of distributions for an n-dimensional random variable X in H is
{FX(θ, A) := Pθ(X ∈ A) : A ∈ B(Rn)}.
We consider the case where Ω is a complete separable metric space. Let B(Ω)
be the Borel σ-algebra of Ω andM the collection of all probability measures on
(Ω,B(Ω)).
• L0(Ω): the space of all B(Ω)-measurable real functions;
• Bb(Ω): all bounded functions in L0(Ω);
• Cb(Ω): all continuous functions in Bb(Ω).
We are given a subset P ⊆ M. The upper expectation of P is defined as
follows: for each X ∈ L0(Ω) such that EP [X ] exists for each P ∈ P ,
E[X ] = EP [X ] := sup
P∈P
EP [X ].
It is easy to verify that the upper expectation E[·] of the family P is a
sublinear expectation on (Ω, Bb(Ω)) as well as on (Ω, Cb(Ω)).
Moreover, it is also easy to check that
Theorem 2 1. Let E[Xn] and E[
∑∞
n=1Xn] be finite. Then E[
∑∞
n=1Xn] ≤∑∞
n=1 E[Xn].
2. Let Xn ↑ X and E[Xn], E[X ] be finite. Then E[Xn] ↑ E[X ].
Definition 3 The functional E[·] is said to be regular if for each {Xn}∞n=1 in
Cb(Ω) such that Xn ↓ 0 on Ω, we have E[Xn] ↓ 0.
We have:
Theorem 4 E[·] is regular if and only if P is relatively compact.
We denote
c(A) := sup
P∈P
P (A), A ∈ B(Ω).
One can easily verify the following theorem.
c(·) is a Choquet capacity, i.e. (see [Choquet1953]),
Theorem 5 1. 0 ≤ c(A) ≤ 1, ∀A ⊂ Ω.
2. If A ⊂ B, then c(A) ≤ c(B).
3. If (An)
∞
n=1 is a sequence in B(Ω), then c(∪An) ≤
∑
c(An).
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4. If (An)
∞
n=1 is an increasing sequence in B(Ω): An ↑ A = ∪An, then
c(∪An) = limn→∞ c(An).
Furthermore, for each A ∈ B(Ω), we have
c(A) = sup{c(K) : K compact, K ⊂ A}.
Indeed,
c(A) = sup
P∈P
sup
K compact
K⊂A
P (K) = sup
K compact
K⊂A
sup
P∈P
P (K) = sup
K compact
K⊂A
c(K).
We use the standard capacity-related vocabulary: a set A is polar if c(A) = 0
and a property holds “quasi-surely” (q.s.) if it holds outside a polar set. In
other words, A ∈ B(Ω) is polar if and only if P (A) = 0 for any P ∈ P . We also
have in a trivial way a Borel-Cantelli Lemma: Let (An)n∈N be a sequence of
Borel sets such that ∞∑
n=1
c(An) <∞.
Then c(lim supn→∞An) = 0. To prove it we just need to applying the Borel-
Cantelli Lemma under each probability P ∈ P .
The following theorem is Prohorov’s theorem.
Theorem 6 P is relatively compact if and only if for each ε > 0, there exists
a compact set K such that c(Kc) < ε.
3 Tightness and weak convergence of nonlinear
expectations
Let Ω be a complete separable metric space and let {Eα}α∈A be a family of
sublinear expectations on (Ω, Bb(Ω)).
Definition 7 A sublinear expectation Eˆ on (Ω, Bb(Ω)) is said to be tight if for
each ε > 0, there exists a compact subset K ⊂ Ω such that Eˆ[1Kc ] < ε. A
family of sublinear expectations {Eα}α∈A on (Ω, Bb(Ω)) is said to be tight if the
sublinear expectation defined by
Eˆ[X ] := sup
α∈A
Eα[X ], X ∈ Bb(Ω),
is tight. A family of nonlinear expectations {E˜α}α∈A on (Ω, Cb(Ω)) is said to
be tight if there exists a tight sublinear expectation Eˆ on (Ω, Bb(Ω)) such that,
for each α ∈ A,
E˜α[X ]− E˜α[Y ] ≤ Eˆ[X − Y ], X, Y ∈ Cb(Ω).
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Definition 8 A sequence {En}∞n=1 of nonlinear linear expectations defined on
(Ω, Cb(Ω)) is said to be weakly convergent if, for each ϕ ∈ Cb(Ω), {En[ϕ]}∞n=1 is
a Cauchy sequence. A family {Eα}α∈A of nonlinear linear expectations defined
on (Ω, Cb(Ω)) is said to be weakly compact if for each sequence {Eαi}∞i=1 there
exists a weak convergent subsequence.
Theorem 9 Let a family of nonlinear expectations {Eα}α∈A be tight, namely
there exists a tight sublinear expectation Eˆ on (Ω, Bb(Ω)) such that
Eα[X ]− Eα[Y ] ≤ Eˆ[X − Y ], X, Y ∈ Cb(Ω).
Then {Eα}α∈A is weakly compact, namely, for each sequence {Eαn}∞n=1, there
exists a subsequence {Eαni}∞i=1 such that, for each ϕ ∈ Cb(Ω), {Eαni [ϕ]}∞i=1 is
a Cauchy sequence.
Proof. Let Ki, i = 1, 2, · · · , be a sequence of compact subsets in Ω such that
Ki ⊂ Ki+1 and Eˆ[1(Ki)c] ≤ 1/i. Let {ϕj}∞j=1 constitute a linear subspace
of Cb(Ω) such that, for each Ki, {ϕj(x)}∞j=1|x∈K is dense in Cb(Ki). Since
{Eαn [ϕ1]}∞n=1 is a bounded sequence, there exists a subsequence {n1i }∞i=1 of n =
1, 2, · · · , such that {Eα
n1
i
[ϕ1]}∞i=1 is a Cauchy sequence. Similarly, there exists a
subsequence {n2i }∞i=1 of {n1i }∞i=1 such that {Eαn2
i
[ϕ2]}∞i=1 is a Cauchy sequence.
Proceeding in this way, we can find, for each j = 1, 2, · · · , a subsequence {nji}∞i=1
of {nj−1i }∞i=1 such tat {Eα
n
j
i
[ϕj ]}∞i=1 is a Cauchy sequence. It follows that, for
the diagonal subsequence {nii}∞i=1 and for each fixed j = 1, 2, · · · , {Eαni
i
[ϕj ]}∞i=1
is a Cauchy sequence.
We now prove that, for each ϕ ∈ Cb(Ω), {Eα
ni
i
[ϕ]}∞i=1 is also a Cauchy
sequence. We denote M = supω∈Ω |ϕ(ω)|. For each ε > 0, let m be an integer
larger than 16M/ε, thus Eˆ[1(Km)c ] ≤ ε/16M . Let {ϕjl}∞l=1 be a subsequence of
{ϕj}∞j=1 such that supl supω∈Ω |ϕil(ω)| ≤M and
lim
l→∞
sup
ω∈Km
|ϕil(ω)− ϕ(ω)| = 0.
Thus there exists an integer l such that Eˆ[|ϕ− ϕjl |1Km ] ≤ ε/8. It follows that
Eˆ[|ϕ− ϕj |] ≤ Eˆ[|ϕ− ϕjl |1(Km)c ] + Eˆ[|ϕ− ϕjl |1Km ]
≤ 2Mε/16M + Eˆ[|ϕ− ϕjl |1Km ]
≤ ε/4.
For this fixed l, there exists an integer i0, such that |Eαi
i
[ϕjl ]−Eαj
j
[ϕjl ]| ≤ ε/2,
for each i, j ≥ i0. We then have
|Eα
ni
i
[ϕ]− Eα
n
j
j
[ϕ]| ≤ Eˆ[|ϕ− ϕjl |] + |Eαni
i
[ϕjl ]− Eα
n
j
j
[ϕjl ]|+ Eˆ[|ϕ− ϕjl |]
≤ 2Eˆ[|ϕ− ϕjl |] + |Eαni
i
[ϕjl ]− Enj
j
[ϕjl ]| ≤ ε.
Thus {Eα
ni
i
[ϕ]}∞i=1 is a Cauchy sequence. The proof is complete.
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4 Convergence in distribution
In this section we apply Theorem 9 to give a probabilistic proof of the central
limit theorem under a sublinear expectation space.
Definition 10 Let (Ω,H,E) be a nonlinear expectation space and {ξi}∞i=1 be a
sequence of Rd-valued random variables in this space. {ξi}∞i=1 is said to converge
in distribution, or in law, if, for each ϕ ∈ Cb(Rd), {E[ϕ(ξi)]}∞i=1 is a Cauchy
sequence. We define
Fξ[ϕ] = lim
i→∞
E[ϕ(ξi)], ϕ ∈ Cb(Rd).
F : Cb(R
d) 7→ R forms a nonlinear expectation on (Rd, Cb(Rd)).
Remark 11 If E is a sublinear (resp. linear) expectation then F is also a
sublinear (resp. linear) on (Rd, Cb(R
d)).
Lemma 12 Let (Ω¯, H¯, E¯) be a sublinear expectation space and let X¯ = (X¯1, · · · , X¯d)
be such that X¯1,· · · , X¯d ∈ H¯ and ψ(X¯) ∈ H¯ for each ψ ∈ L0(Rd) such that
|ψ(x)| ≤ c(1 + |x|l), where l > 0 is fixed. Then the sublinear distribution on
(Rd, Bb(R
d)) defined by F¯X¯ [ϕ] := E¯[ϕ(X¯)] : Bb(R
d) 7→ R is tight.
Proof. For each ε > 0, we can choose an integerN > 0 such thatN l > E¯[|X¯|l]/ε
and a compact set K = {x ∈ Rd : |x| ≤ N}. Since for each
F¯X¯ [1Kc ] = E¯[1{|X¯|>N}] ≤
1
N l
E¯[|X¯|l] < ε.
It follows that the sublinear distribution F¯X¯ of X¯ is tight. The proof is complete.
Theorem 13 Let (Ω,H,E) be a nonlinear expectation space and let {Xα}α∈A
be a family of Rd-valued random variables such that
E[ϕ(Xα)]− E[ψ(Xα)] ≤ E¯[ϕ(X¯)− ψ(X¯)], ∀α ∈ A
where X¯ is as in the above lemma. Then the family of distributions {FXα [ϕ]}α∈A
on (Rd, Cb(R
d)) is weakly compact.
Proof. We denote by Ll(R
d) the space of all L0(R
d)-measurable functions
such that |ψ(x)| ≤ c(1 + |x|l). It is clear that, for each n = 1, 2, · · · , Fξn [ϕ] :=
E[ϕ(ξn)] : Ll(R
d) 7→ R forms a nonlinear distribution on (Rd, Ll(Rn)). Moreover
FXα [ϕ]− FXα [ψ] ≤ F¯X¯ [ϕ− ψ], ϕ, ψ ∈ Cb(Rd), α ∈ A.
Since by the above lemma F¯X¯ is tight. It follows from Theorem 9 and the above
lemma that {FXα [ϕ]}α∈A is weakly compact. The proof is complete.
Let S be a complete separable metric space. We denote by Cb(S), the linear
space of all real valued bounded and continuous functions on S. We can also
apply Theorem 9 to random variables on a nonlinear expectation space with
values on S. A typical situation is S = C([0,∞),Rd).
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Definition 14 Let (Ω,H,E) be a nonlinear expectation space. A mapping ξ :
Ω 7→ S is said to be an S-valued random variable if f(ξ) ∈ H for each f ∈ Cb(S).
Definition 15 Let (Ω,H,E) be a nonlinear expectation space and {ξi}∞i=1 be a
sequence of S-valued random variables in this space. {ξi}∞i=1 is said to be conver-
gent in distribution, or in law if for each ϕ ∈ Cb(S), the sequence {E[ϕ(ξi)]}∞i=1
is Cauchy. We define
F[ϕ] = lim
n→∞
E[ϕ(ξi)], ϕ ∈ Cb(S).
F : Cb(S) 7→ R forms a nonlinear expectation on (S,Cb(S)).
5 Central limit theorem under sublinear expec-
tations
Let (Ω,H, Eˆ) be a sublinear expectation space. We consider an i.i.d. sequence
{Xi}∞i=1 valued in Rd such that Eˆ[X1] = Eˆ[−X1] = 0, and Eˆ[|X1|2+β ] < ∞ for
some constant β > 0. The following result was obtained in [Peng2007] (see also
[Peng2008, 2010]) using a very deep result of partial differential equation. We
shall give a short and probabilistic proof.
Theorem 16 Let Sn = X1 + · · ·+Xn. The sequence
{
n−1/2Sn
}∞
n=1
converges
in distribution to ξ satisfying
E[ξ] = 0, E[〈Aξ, ξ〉] = 1
2
G(A) := E[〈AX1, X1〉], A ∈ S(d).
and
aξ + bξ¯ ∼
√
a2 + b2ξ, a, b ≥ 0.
Namely, the limit ξ is G-normal.
Proof. We set
F¯[ϕ] = sup
n
Eˆ
[
ϕ(n−1/2Sn)
]
, ϕ ∈ Cb(Rd).
F¯ is also a sublinear expectation on (Rd, Cb(R
d)) satisfying
Eˆ
[
ϕ(n−1/2Sn)
]
− Eˆ
[
ψ(n−1/2Sn)
]
≤ F¯[ϕ− ψ], ϕ, ψ ∈ Cb(Rd).
Since Eˆ
[∣∣n−1/2Sn∣∣2
]
= Eˆ[|X1|2], it is clear that, for ϕ = x2,
F¯[|x|2] = Eˆ[|X1|2] <∞.
.
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By Theorem 9, there exists a subsequence
{
n
−1/2
i Sni
}∞
i=1
of
{
n−1/2Sn
}∞
n=1
which converges in law to some ξ1 in (Ω,H,E). We also have
E[ξ1] = E[−ξ1] = 0, 1
2
E[〈Aξ1, ξ1〉] = 1
2
E[〈AX1, X1〉] = G(A).
We will prove that ξ1 is G-normal distributed for the above G. Since this
distribution is uniquely defined, thus we can prove that, in fact, the sequence
{Eˆ [ϕ(n−1/2Sn)]}∞n=1 converges in law to the G-normal distribution.
For the above convergent subsequence
{
n
−1/2
i Sni
}∞
i=1
, it is clear that for
an arbitrarily increasing integers of {n¯i}∞i=1 such that |n¯i − ni| ≤ 1, both{
n
−1/2
i Sni
}∞
i=1
and
{
n¯
−1/2
i Sn¯i
}∞
i=1
converges in law to a same limit. Thus,
without loss of generality, we can assume that ni, i = 1, 2, · · · , are all even
numbers and decompose n
−1/2
i Sni into two parts:
n
−1/2
i Sni =
1√
2
(ni/2)
−1/2Sni
2
+
1√
2
(ni/2)
−1/2(Sni − Sni
2
)
We then use the same argument to each part and prove that there exists a
subsequence of { 1√
2
(ni/2)
−1/2Sni
2
}∞i=1 (resp. { 1√2 (ni/2)−1/2(Sni − Sni2 )}
∞
i=1)
converging in law to ξ1/2 such that ξ1 − ξ1/2 is identically distributed with
respect to ξ1/2 as well as independent of ξ1/2. We set ξ0 = 0. It is easy to check
that
E[ξt] = E[−ξt] = 0, 1
2
E[〈Aξt, ξt〉] = G(A)t, A ∈ S(d), (1)
for t = 0, 12 , 1.
We can continue this procedure to prove that there exist random variables ξt,
t = i/4, i = 0, 1, · · · , 4, such that (1) holds for each t and each increment ξt− ξs
is identically distributed as ξt−s and independent of ξt1 , ξt2 , for t, s, t1, t2 = i/4,
i = 0, 1, · · · , 4 and t ≥ s ≥ ti, i = 1, 2. Here, using the technique of the
product of expectation spaces (see [Peng2010]), we always use the same sublinear
expectation space (Ω,H,E) like in the classical situation.
We proceeding in this way to prove that we can find ξt ∈ H, t ∈ Q[0, 1]
(Q[0, 1] denotes the set of all rational numbers in [0, 1]) such that ξt+h − ξt is
identically distributed with respect to ξh and is independent of ξt1 , ξt2 ,· · · , ξtk ,
for each t, s, h, ti in [0, 1] such that t ≥ ti, i = 1, 2, · · · k. t+ h ∈ [0, 1]. We also
have (1) for t ∈ Q[0, 1].
It remains to prove that ξ1 is G-normally distributed. The method is very
similar to that of Theorem 1.6 in [Peng2010, ChIII]. We only give a sketch of
the proof.
We define, for a bounded and Lipschitz function ϕ,
u(t, x) = E[ϕ(x + ξt)], x ∈ Rd, t ∈ Q[0, 1].
It is easy to check that u(t, x) is a Lipschitz function of x with the same Lipschitz
constant as ϕ and, for each t, s ∈ Q[0, 1] such that t+ s ≤ 1,
u(t+ s, x) = E[u(t, x+ ξs)], x ∈ Rd. (2)
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From which we can prove that
|u(t+ s, x)− u(t, x)| = E[|u(t, x+ ξs)− u(t, x)|]
≤ CE[|ξs|] ≤ C¯
√
s.
We then continuously extend the domain u(t, x) from Q[0, 1]×Rd to [0, 1]×Rd.
Relation (2) still holds for t ∈ [0, 1), s ∈ Q[0, 1] such that t+ s ≤ 1.
For each x¯ ∈ Rd, t¯ ∈ [0, 1), if ψ is a smooth function on [0, 1]×Rd such that
ψ ≥ u and ψ(t¯, x¯) = u(t¯, x¯). From (2) we have, for a sufficiently small rational
number s > 0,
∂ψ(t¯, x¯)s− E[ 〈Dψ(t¯, x¯), ξs〉+ 1
2
〈
D2ψ(t¯, x¯)ξs, ξs
〉
] + o(s) ≤ 0.
Thus
∂tψ(t¯, x¯)−G(D2ψ(t¯, x¯)) ≤ 0, u|t=0 = ϕ.
This implies u is a viscosity subsolution of the PDE
∂tu−G(D2u) = 0.
Similarly we can also prove that u is a viscosity supersolution. Thus ξ1 is G-
normally distributed. The proof is complete.
Remark 17 The above probabilistic proof of central limit theorem can be also
applied to prove the following more general situation. We assume that {(Xi, Yi)}∞i=1
is an i.i.d sequence in the following sense: for each i, (Xi+1, Yi+1) is identically
distributed with respect to (X1, Y1) and is independent of (X1, Y1), · · · , (Xi, Yi),
we also assume that E[X1] = E[−X1] = 0, and |Xi|3, |Yi|2 ∈ H. Then we have
n∑
i=1
(
Xi√
n
+
Yi
n
)
in law→ (ξ, η)
where (ξ, η) is G-distributed with
G(p,A) := E[〈p, Y1〉+ 1
2
〈AX1, X1〉].
This implies that the function u(t, x) := E[ϕ(x+
√
tξ+tη)] is the unique solution
of the PDE
∂tu−G(Du,D2u) = 0, u|t=0 = ϕ.
Remark 18 The above result provides a new method to the proof of the exis-
tence of solutions for a type of degenerate fully nonlinear and possibly degenerate
PDEs. It also indicates a numerical method to solve such type of PDE. This
approach is quite different from the well-known approach of Perron’s method for
the existence. Perron’s method is note constructive.
Remark 19 The above method can be also applied to treat the solution existence
of the following type of SDE
dXt = b(Xt)dt+ β(Xt)d 〈B〉t + σ(Xt)dBt
for the case when b, β and σ are only continuous.
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