The reliable and consistent long-term preservation of digital content and metadata is becoming increasingly importanteven though the storage media used are potentially subject to failures, or the data formats may become obsolete over time. A common approach is to replicate data across several sites to increase their availability. Nevertheless, network, software, or hardware failures as well as the evolution of data formats have to be coped with in a timely and, ideally, an autonomous way, without intervention of an administrator. In this paper we present DISTARNET, a distributed, autonomous long-term digital preservation system. Essentially, DISTARNET exploits dedicated processes to ensure the integrity and consistency of data with a given replication degree. At the data level, DISTARNET supports complex data objects, the management of collections, annotations, and arbitrary links between digital objects. At process level, dynamic replication management, consistency checking, and automated recovery of the archived digital objects is provided utilizing autonomic behavior governed by preservation policies without any centralized component. We present the concepts and implementation of the distributed DISTAR-NET preservation approach. Most importantly, we provide details of the qualitative and quantitative evaluation of the DISTARNET system. The former addresses the effectiveness of the internal preservation processes while the latter evaluates DISTARNET's performance regarding the overall archiving storage capacity and scalability.
INTRODUCTION
Digital data, either digitized or born-digital, are increasingly gaining importance in our everyday and professional lives. As a consequence, a large spectrum of applications require that data are preserved over long periods of time.
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Metadata is the key to providing long-term digital preservation. The Open Archival Information System (OAIS) Reference Model [1, 2] categorizes metadata that need to be preserved and managed together with the original bitstream into the following categories: representation information, reference information, context information, fixity information, and provenance information. There is also additional metadata that is created during the preservation process when a digital object evolves (e.g., annotations, links between information objects, collection/subcollection information). We will use the term Information Object to denote the digital data, including its associated metadata.
In short, digital long-term preservation combines policies, strategies, and actions for preserving information objects, despite potential changes of the formats in which objects are stored or changes of the underlying hardware environment.
Digital preservation comes with a set of requirements, independent of the domain in which it is applied and the type of data to be preserved:
Replication and Distribution. A secure environment for long-term storage needs to store more then one copy of each archived object at different locations. Thus, we need some form of a distributed and replicated storage environment.
Fault Tolerance and Failure Management. The failure of one or more components in a distributed preservation system should not endanger the whole system, and only have isolated effects. Failure or disaster resulting in destruction or corruption of some of the stored information objects should not result in a complete loss of the archived data. Automated replication mechanisms should maintain a minimum number of geographically dispersed replicas. Any data loss event should trigger automated recovery activities that reestablish the minimum number of replicas.
Management of Complex Information Objects, i.e., objects that are comprised of or are part of other information objects. The complexity stems from the requirement of preserving additional supporting information besides the bitstream of the archived data object (e.g., representation, reference, context, fixity, provenance, and other information). The challenge lies in the automated management of such complex objects in a distributed setting. Preserving the integrity of complex objects is a twofold problem. First, the integrity of the referential information needs to be maintained and second, the integrity of the objects themselves has to be guaranteed. Any loss of integrity needs to au-tomatically launch activities to restore the integrity of the information object. If the information object cannot be repaired solely by the information it carries itself, other remote replicas need to be used. Integrity is also an important challenge in the context of synchronization of information objects that are changing during the preservation process (e.g., annotations, links between information objects, collection/subcollection information). A system needs to make sure that such changes do not break the integrity of the information objects.
Scalability. The growing production of digital data that need to be archived requires a scalable distributed preservation system, i.e., a system that scales both with an increasing number of users and collection sizes.
Openness and Extensibility by providing clearly separated and publicly available interfaces to enable easy extensions to existing components and the possibility of adding new components to cope with new, unforeseen challenges (e.g., novel data formats).
Resource Discovery and Load Balancing. The discovery of newly available resources, together with the monitoring and management of existing resources should be handled efficiently. When selecting replica locations, aspects like the nodes' load shall be considered as well.
Curation. For an effective use of data, tasks like data format migration should be executed immediately.
Authentication, Authorization, and Auditing. Access to resources should be secured to ensure only known users are able to perform allowed operations. Ownership of data has to be enforced, i.e., no access should be possible if foreign data (e.g., of a cooperating organization) is hosted on the local node for redundancy reasons.
In this paper, we introduce DISTARNET (DISTributed ARchival NETwork), a distributed, autonomous long-term digital preservation system that jointly addresses all these requirements. Automated processes are first-class citizens in DISTARNET as they implement the necessary preservation functionality for dynamic replication, consistency checks, and recovery of the archived digital objects. Based on these processes, the system features an autonomic behavior, governed by preservation policies. From an architectural point of view, it follows a fully distributed approach, without any centralized component [14] .
In order to show the broad applicability of DISTARNET, consider the following scenarios:
i.) A Multinational Pharmaceutical Corporation aims at implementing a new digital archiving solution which is compliant to the company's preservation policy. In addition to the standard requirements for digital preservation (integrity, authenticity, etc.), this policy imposes that data have to be redundantly stored at least three different locations, with added constraints regarding minimum distance between locations and -for some types of data -also the country or state in which the data are allowed to be stored. The company operates several data centers worldwide; DISTARNET will be deployed on nodes at several data centers. These nodes connect to each other and exchange information on the available storage resources. As soon as data get ingested at either of the nodes, DISTARNET autonomously searches for suitable nodes inside the company's DISTARNET network and initiates the creation of replicas. DISTARNET periodically checks the integrity of the archived data and synchronizes changes (e.g., propagates new annotations that have been made). All this is handled automatically, without the need of manual intervention. In case of failures (e.g., nodes become unavailable or data are corrupted due to hardware and/or software failure), the built-in monitoring functionality of DISTARNET will detect the problem and automatically initiate countermeasures by instantiating workflow processes that create additional replicas at other suitable nodes adhering to the specified policies.
ii.) The National Museum of History & Native Art in a small European country aims at implementing a new archiving system for preserving the country's cultural heritage. This new system should comprise redundant off-site replicas, although the museum itself has only one site available that can be used to deploy such a system. However, there is a collaboration agreement between the national museums of different countries that include access to the other institutions' computation and storage resources for deploying replicas, together with the enforcement of access restrictions on these shared data (pretty much like in a virtual organization known in the context of Grid computing). As before, the issues of data integrity, authenticity, chain of custody, and trustworthiness need to be addressed. Each museum deploys a DISTARNET node. When data are ingested, they will be handled according to the policies specified by their owner and will automatically be distributed across the storage resources of different museums. Again, DISTARNET will periodically instantiate maintenance processes and launch recovery processes whenever necessary. In case of error (e.g., corrupted or lost replicas, etc.), the system will autonomously initiate countermeasures without the need of external intervention. When corresponding policies are defined, DISTARNET will even automatically trigger processes to migrate the archived content while still providing concurrent access.
The main contribution of this paper is twofold: first, we introduce in detail the novel concepts of the DISTARNET approach to long-term digital preservation, with particular focus on the system's self-* properties. Second, we present the DISTARNET implementation and we report in detail on the thorough qualitative and quantitative evaluations that have been done. Essentially, these evaluations show the feasibility of the system as it has proven to scale to very large volumes of data to be preserved, even in case of very conservative assumptions regarding failures, frequencies of processes for dynamic replication, consistency checks, automated recovery, and format migration.
The remainder of this paper is organized as follows. In Section 2, we introduce the concepts of DISTARNET and Section 3 describes the implementation of the system. We report on the evaluation of DISTARNET in Section 4. Section 5 discusses related work and Section 6 concludes.
A DISTRIBUTED ARCHIVAL SYSTEM
The challenges summarized before can only be met by a distributed archival system, although distribution imposes additional failures that need to be handled. In what follows, we describe the distributed system model, all failure classes, and the concepts employed for managing these failures.
Distributed Archival Network
The system model specifies a fully distributed system consisting of collaborating sites; the preservation system is deployed on nodes at these sites. To provide security regarding content access, we organize the sites together into Virtual Organizations (VO), much like in Grid computing. In a VO, each participating institution is able to define their access policies for the archived content. Moreover, we structure the network inside the VO in a self-organizing fashion, like in Peer-to-Peer (P2P) networks. This P2P-structured VO constitutes a DISTARNET Sub-Network (DSN). We refer to the complete network of nodes that consists of multiple subnetworks, where each node runs the DISTARNET software, as the DISTARNET Network. The example in Figure 1 shows one DISTARNET Network consisting of multiple independent DSNs. A node can be part of one or more DSNs (e.g., the National Museum of History & Native Art is part of DSN1 and DSN2). The resources are partitioned and can only be accessed by sites within the same DSN.
Due to the P2P and VO nature of a DSN, the resulting distributed system is free of any single point of failure and provides, at the same time, a high degree of scalability (both in terms of numbers of nodes and users, and volume of content to be archived), availability (through replication), and access security (through VOs).
DISTARNET Processes
The goal of DISTARNET is to provide dynamic replication, automated consistency checks, and recovery of the archived digital objects in an autonomic way. This is done by means of dedicated predefined processes which are governed by preservation policies and which lead to certain self-* properties (see Table 1 ) briefly described in the following. For more information on the functionality of each of these processes, please refer to [16] . All these processes are inherently distributed, i.e., they span several nodes of the system. In addition, based on the overall architectural paradigm of DISTARNET, also the orchestration of these processes is done in a decentralized way, without any centralized component.
Self-Configuration.
In DISTARNET, self-configuration refers to the ability of the system to automatically detect changes in the network. Events such as nodes joining or leaving are being constantly monitored, and taken into account. Involved are the Node Joining Process, the Periodic Neighbor-Node Checking Process, and the Automated Dynamic Replication Process.
Self-Healing.
Due to the continuous monitoring of nodes, content, and processes, the DISTARNET system detects abnormal situations that may harm its proper functioning and it is able to automatically recover by means of predefined processes. DISTARNET is designed as a fault-tolerant system with de- 
Self-Optimization.
The DISTARNET system must know its environment, especially the available resources, so as to track their changes over time. This information is provided by the State Dissemination Process and it is used to autonomously manage and maintain resource allocation through the Automated Dynamic Replication Process (e.g., to find suitable nodes where data can be replicated to, automatic policy-based geographical distribution of data, etc.), and other processes needed for the operation of DISTARNET.
Failure Classification
The faults that need to be coped with during the lifetime of a preservation system and that are addressed by the aforementioned self-* DISTARNET processes can be divided into three classes. The Distributed Infrastructure class contains all failures that endanger the distributed nature of the proposed solution. The Content class comprises all faults that can lead to the loss of the archived data. Finally, the Node Engine class subsumes all the faults that can happen during the execution of the processes running on a node.
Distributed Infrastructure Faults.
Node Loss. Through general failures like power outage, hardware crashes, etc., or through a disastrous event like a flood or fire, a node can get compromised to the point that it is not properly working anymore -i.e., a node is lost. Such loss is detected through the PNCP. When a node does not respond within a predefined time span, its status is set to Lost Node and the Node Lost Event is triggered. The DISTARNET system then automatically reacts and initiates countermeasures in the form of the Node Lost Process (NLP), by reevaluating the DAOs affected by the disappeared node by the ADRP, and if needed create new replicas so that redundancy and availability requirements defined in the Preservation Policy are upheld again. Also, a higher replication degree can be implemented for nodes deemed unreliable. Through predefined responsibility chains (an ordered list of the next responsible node in case of Node Loss), a new responsible node will be selected for the continued management of the now orphaned DAOs, and initiate the ADRP for these DAOs. This new responsible node should have information stored in the Replica Location Repository as this information is shared with all members of the DSN.
Node Dependability. Intermittent or periodic connection loss is detected by the PNCP which logs all successful and unsuccessful communication attempts. The latter will have the consequence that the dependability of a node is downgraded, which in itself is a measure used by the ADRP in the selection of remote storage nodes.
Content Faults.
DAO Corruption. Through localized hardware problems, e.g., disk crash, through improper handling of the data, or through malicious acts, the integrity of a DAO can be compromised. Periodic integrity checks are done by the PICP, and if integrity is breached, it automatically triggers countermeasures like finding healthy replicas in the DSN, and by using the RCP to get remote healthy copies, and use them to repair the corrupted DAOs, to rectify the problem.
DAO Representation Unreadable. This failure is caused by the obsolescence of data formats, which may make the representation of a DAO to be unreadable. To prevent such cases, the data formats of the archived data objects are constantly monitored and warnings are issued if a given data format is becoming obsolete as defined in the Preservation Policy. The DFMP can be initiated to migrate the obsolete data formats by following a predefined migration path.
Node Engine Faults.
This class addresses faults that can emerge during the execution of the DISTARNET processes, during their interaction with the different parts of the system, or the interaction of any part of the system with another. As the handling of failures belonging to this class is strongly dependent on the actual implementation of the overall system, we will discuss it in greater depth in Section 3.
THE DISTARNET SYSTEM

DISTARNET Layers and Modules
The DISTARNET architecture (Figure 2) , is based on a network of equal nodes that form a fully distributed system.
Node Layers.
The Data Layer encompasses the DAO Triple Store, the DAO File Store, and the Data Objects Catalog. This layer is used for the storage of DISTARNET Archival Objects (DAOs), the DISTARNET-specific realization of the Information Object (IO). An IO encompasses the archived digital objects (e.g., image, audio/video, text document, etc.), corresponding metadata (e.g., annotations), relations between other information objects (e.g., links, sub-/collections), and properties (e.g., access rights, availability requirements, etc.).
The Content and Network Management Layer includes the complete digital preservation functionality as well as data repositories needed for running the system. The digital preservation logic consists of the DISTARNET processes and basic-services used during the execution of these processes. The design of this layer allows a reliable and faulttolerant execution of the processes and archival management of DAOs in a distributed setting. This layer also contains the different repositories, like the distributed Replica Location Repository (RLR) where the locations of all replicas are stored, the distributed Node Information Repository (NIR) where information such as location, country, free/used space, etc. of nodes in the network are stored, the Copy Job Repository (CJR) used for storing information about pending remote replica creation jobs, and the Migration Job Repository (MJR) used for storing information regarding data migration jobs. The RLR and the NIR are built and updated with information gathered about other nodes through the State Dissemination Process which runs periodically on every node in a DSN.
The User Interaction Layer provides all external interactions (user and administrative) with the system. This layer basically represents the user interface that the users exploit for working with the system.
DISTARNET Modules.
The three layers are broken down into independent functional modules (see Figure 2 ) which communicate with each other via messages. The reason behind this modularization is threefold. Firstly, the separation of concerns: building blocks shall have a clear separation of functionality and, at the same time, a minimum overlap and dependencies, so that they can function independently of each other as much as possible. Secondly, to ease the maintenance of the system, this modular design provides the ability to independently exchange and/or extend the functionality of each module with different implementations in the future. The only restriction imposed on alternative implementations is the correct processing of the predefined messages and the external effects, but they are otherwise free from any restrictions regarding the internal implementation. Thirdly, the modularization provides additional possibilities on the implementation side, for fault-tolerant behavior on the node level.
The three DISTARNET node layers are subdivided into six functional modules. The User Interaction Layer is composed of the User Interaction Module. The Content & Network Management Layer is divided into four modules which are the Digital Preservation Logic Module, the Repositories Module, the Services Module, and the Network Module. Finally, the Data Layer is contained in the DAO Storage Module.
To allow for maximum flexibility in the structure inside each module, they are further divided into submodules. On top of all submodules, there is a so-called Module Manager, which functions as an access point to all communication with the module. Hence, the structure inside each module can be changed without having to perform any additional changes outside of the module.
DISTARNET Module Implementation
The implementation of the DISTARNET system, in particular the implementation of the individual modules is based on the Akka Framework 1 which follows the Actor Model and allows to create an event-based distributed system.
All interactions between modules are based on messages. Every module has a dedicated Actor functioning as the entry point for intermodule communication. In addition, a ded- 
Node Actor System.
The modular Actor-based design has the following advantages: First, with regard to the long-term use of the system, it provides flexibility and independence regarding the implementation as it allows exchanging and/or extending modules individually. Second, regarding node engine fault-tolerance (Node Engine Fault Class), such a modular design paired with a message-based communication between the modules, allows full decoupling of the modules. A supervisor strategy additionally provides finer-grained fault tolerance.
Each Actor representing a module is supervised by a System Level Supervisor, which allows to isolate the failure by allowing only parts of the system to be restarted if needed. Furthermore, all communication inside a module is also done via messaging, and each module Actor takes on the role of a supervisor for the Actors created underneath. This allows the restarting of the different Actors providing the module's functionality in case of failure.
This architecture defines a distributed system of service providers. Service executions are mutually isolated so that the failure of one service execution does neither affect the services of co-located services, nor of the complete node.
User Interaction Module.
The User Interaction Module is implemented as an HTTP Server providing a RESTful API. This API allows to interact with and controls the deployed DISTARNET system node. For the implementation of the HTTP server, Netty 2 is used in combination with Unfiltered 3 . The REST functionality if provided through the implementation of the routes with Unfiltered, which respond to the different HTTP request received by the Netty server. The main functionality is provided as an interface between the HTTP requests, and the DISTARNET modules, by translating the requests into messages which are then sent to Actors in the different module, and serving the response back to the requester.
Digital Preservation Logic Module.
The Digital Preservation Logic Module is implemented as a series of Actors organized in an Actor hierarchy. The Process Execution Logic (PEL) Manager is the root of this hierarchy. The PEL Manager controls the execution of the DISTARNET processes. Each process is implemented as a distinct Actor and is instantiated by the PEL Manager either in a timer-based or request-based way.
DISTARNET Process Execution. All DISTARNET processes are implemented as Finite State Machines (FSM). Each state in the machine corresponds to one task in the process. The PELManager initiates a process when triggered, by creating and starting a Process Instance (PI). During the execution of a PI, an External Monitor (EM) receives a message on every state transition, which allows to persist the current state of a running process instance in the System Information Repository (SIR).
DISTARNET Process Implementation. The DISTARNET processes are implemented on the basis of the Akka FSM library. Each task in a process is implemented as a state. When all messages are exchanged, and a task is finished (e.g., send a message to execute service and receive service execution result), the FSM transitions to the next state.
All DISTARNET processes deliberately do not use synchronous calls, to avoid blocking behavior.
Repositories Module.
The Repositories Module hosts all repositories for the storage of information needed by the system. The RepositoriesManager manages the Node Information Repository (NIR), the Replica Location Repository (RLR), the Copy Job Repository (CJR), the Migration Job Repository (MJR), and the System Information Repository (SIR) used to store the current state of a running process instance. The repositories are also implemented as Actors and store their corresponding information in separate MongoDB 4 collections.
Services Module.
The ServicesManager Actor routes any incoming request to the corresponding Actor implementation of the invoked service instance. All Actor instances are instantiated and monitored by the ServicesManager when the node is started.
Network Module.
The Network Module contains the NetworkManager which is responsible for routing messages to remote nodes. It implements a simple name to full address resolver, where messages internally addressed with DSN name and node name, are looked up in the DSN member registry, and forwarded accordingly. In our implementation, the DSN member registry is a simple list loaded when the node is started, which contains the full addresses of every node in the DSN.
DAO Storage Module.
The Storage Module implements the DAO Triple Store, the DAO File-Store, and the Data Objects Catalog. The StorageManager instantiates and monitors every Actor at node startup. The TripleStore Actor uses the Jena API to manage and store the DISTARNET Archival Objects (DAOs) which are represented as RDF graphs, in the Jena TDB triple store. The Filestore Actor mirrors the data stored in the triple store by storing them in RDF-XML representation on the filesystem. Finally, the DAO Object Catalog Actor, stores the bitstream data of the DAOs to the filesystem, and uses the Casbah API to communicate with a MongoDB instance, which is used to store the index of the managed objects in the catalog.
EVALUATION
The main focus of the evaluation is on the DISTARNET processes and their ability to cope with infrastructure and content faults, as described in Section 2.3.
The evaluation is structured as follows. First, we do a qualitative evaluation of the system, for which we use four test scenarios that involve the main processes running in the DISTARNET system. These scenarios cover single infrastructure and content faults, data format migration tasks, and a combination of all three.
Second, we conduct a quantitative evaluation, by using measurements of the execution times of a series of processes in combination with approximations, and through extrapolation provide an overall performance of the system.
Cooperating Image Archives Scenario.
Both the qualitative and the quantitative evaluation of DISTARNET use a scenario with a network of four cooperating Image Archives. In this scenario, every Image Archive deploys one node running the DISTARNET system software and uses the other nodes in the network for the storage of remote replicas. This setup is motivated by the second scenario described in Section 1 (co-operating museums).
The scenario represents an Image Archive, where each Image DAO is comprised of three representations, i.e., Dublin core metadata, JPEG, and TIFF. The JPEG and TIFF rep- resentations have additionally references to randomly generated bitstream data. The DAOs are grouped together into collections, where one collection is comprised of 100 Image DAOs. Additionally, the collection also contains 100 Annotation DAOs. In summary, one collection thus contains 100 Image DAOs and 100 Annotation DAOs. We use synthetically generated data, consisting of one such collection, as our base data for the qualitative and quantitative evaluations. Different scaling factors considered during the evaluation allow to consider collection sizes which are a multiple of this base set-up. Figure 3 depicts an overview of the data structure used for the evaluation.
Qualitative System Evaluation
During the qualitative system evaluation, we exposed the described network of Image Archives to a series of test scenarios which are characterized by failure situations that have to be handled automatically. In (1) we simulate the destruction of one node, in (2) we simulate the corruption of archived content, in (3) we simulate data format migration, and in (4) we combine all three together.
Evaluation Environment.
The test scenarios are implemented as a collection of multi-JVM test cases.The setup allows to run a predefined number of DISTARNET nodes, and create a DISTARNET network on the same physical hardware while still running each node in its own JVM. The different test cases are used to send messages in an orderly fashion to the nodes running in the DISTARNET network and by doing so initiate certain effects, e.g., kill nodes, corrupt content, etc. They are followed by tests evaluating the reactions of the individual nodes, e.g., additional replicas generation, content repair, etc.
The execution of the test cases is synchronized between all nodes, which allows to control their execution order throughout the network, and also allows to query the state of each node at key points in time during the execution of a test.
Running these tests in a multi-JVM environment, has shown to have a negative impact on the speed of the execution, as the system resources are divided between multiple threads of execution. Thus, this kind of execution can not be used for quantitative evaluation, as it would distort the results. However, for the purpose of the qualitative evaluation it can be used as long as the number of the running nodes is restricted, and each node has enough resources to provide a correct execution, The evaluation is performed on an Apple MacPro with 2 x 3 GHz Dual-Core Intel Xeon CPUs, with 24 GB RAM, and a dedicated 2 TB SATA disk drive. As we need to run at most four nodes during this qualitative eval-uation, the four cores provided by our hardware are enough to ensure a correct execution during the evaluation.
Initial Network State.
Before running each test scenario, we bring the network of Image Archive nodes to the same initial state which consists of four nodes (each representing an archive) being started. Each node is ingested with its own collection of DAOs consisting of 100 Image DAOs and 100 Annotation DAOs, as described earlier. All four nodes belong to the same DSN. The nodes are named node01 -node04. Each node creates for each DAO ingested on this node, two additional replicas on the next two nodes, e.g., node01 on node02 and node03, node02 on node03 and node04, etc.
This initialization represents the state of the DISTAR-NET network after all nodes have been ingested with the objects that need to be archived and after all replicas have been created and distributed across the archival network.
Test Scenario 1: Node Destruction.
In the first test scenario, we simulate that one of the nodes in the DISTARNET network of Image Archives has permanently gone off-line (e.g., destructed through an earthquake, flood, etc.). Hence, this case falls into the distributed infrastructure failure class discussed earlier.
This scenario represents an extreme situation. Nevertheless, its occurrence needs to be countered promptly as this event endangers all the DAOs throughout the network, whose replicas were stored on the now destructed node, as the redundancy prescribed by the preservation policies is not upheld anymore. The system needs to employ measures to bring the DISTARNET network back to a stable state providing the same redundancy of the stored content as it was before the occurrence of the node destruction.
To successfully pass this test scenario, the archive network needs to provide the following behavioral sequence: (1) After a node in the network is killed, the other nodes in the network must detect, through the Periodic Neighbor-Node Checking Process (PNCP), that a node is lost, (2) the next node in the responsibility chain must take over the responsibility for the DAOs ingested on the lost node, and (3) the node taking the responsibility must initiate the creation of additional replicas in the network, to compensate for the lost replicas stored on the missing node.
Test Scenario 2: Content Corruption.
We now simulate the corruption of parts of the archived content, which falls into the content faults class. This is a likely event, that will occur at a higher rate than the previously discussed scenario involving node destruction, especially in larger archives, as the number of hard disk failures, for instance, rises with the number of deployed drives. When this event occurs, it needs to be dealt with immediately as any subsequent content corruption on say other nodes can lead in the worst case to a complete loss of the archived content, if as a result of content corruption all the replicas of the same DAO become unusable.
The DISTARNET network under test will need to present the following behavior: (1) the Periodic Integrity Checking Process (PICP) should check all local DAOs and find corrupted content on the node on which the corruption has happened, and (2) the node will then initiate the repairing of the corrupted DAOs by getting fresh copies of the missing content from other nodes in the network.
Test Scenario 3: Data Format Obsolescence.
In this scenario, we address the problem of data format obsolescence where the interpretability of some of the DAOs in the DISTARNET network is threatened by an obsolete data format. To counter this threat, we need to perform a data format migration task. This test scenario falls into the content faults class.
As DISTARNET provides a long-term preservation solution, the task of data format migration is very likely to happen in the future of every archive. As time goes by, the requirement of interpretability of the archived content will raise the need for data format migration as data formats become inevitably obsolete. As such, we need to provide the means to allow controlled changes to the archived content, and subsequently consistently propagate these changes throughout the network to all the remote replicas.
To successfully pass this test scenario, our network of Image Archives must provide the following behavior: (1) Execute migration job, (2) the additional representation created in the course of the migration job execution must be appended to the DAO for which the data format migration is performed, (3) the DAO's checksums (graph and bitstream) need to be updated, and (4) the updated DAO (graph and bitstream) will need to be sent out to all remote nodes where the old version is stored.
Test Scenario 4: Multi-Failure.
This scenario jointly considers a combination of infrastructure failure, content corruption, and data format migration. Hence, this scenario represents the worst case, which should not be very common. Nevertheless, if such situation occurs, DISTARNET has to be able to correctly deal with it. As in all the other previous scenarios, the goal is to finally reach a DISTARNET network of Image Archives in which remaining nodes reside in a stable and consistent state.
To successfully pass this test, the system needs to provide the following behavioral sequence: (1) PNCP on all nodes should detect that node01 is lost and node02 takes over the responsibility by creating additional replicas, (2) PICP on node02 should detect DAO corruption and initiate DRP, and (3) migration job executed on node03.
Qualitative Evaluation Results.
For each of the four scenarios, the system passes the execution of all the defined test cases without any errors. This error free execution leads us to the conclusion that the core functionality provided by the implementation of the DIS-TARNET System is effective and is working correctly.
Quantitative System Evaluation
The quantitative system evaluation is based on a combination of practical measurements in combination with analytical approximations. We measure the execution time of different processes running on one node, with the deployed DISTARNET prototype as used in the qualitative evaluation. We then combine this measure with approximations for inter-node transfer times, to attain a comprehensive measure, that represents a good approximation of a running DIS-TARNET network at very large scale. Additionally, we extend these results with additional extrapolated data points. The goal is to provide approximations regarding the quantitative performance of the system, i.e., how many TB of data can be managed on one node under the constraint that the main DISTARNET processes need to finish running within 24 h. As this 24 h constraint represents a very conservative restriction, we also discuss more practical and relaxed alternatives, and how they affect the overall result.
Test Data.
The data used is the same as described previously. For an easier discussion, we assume that the overall size of an Image DAO is 100 MB (i.e., just the size of the TIFF bitstream, neglecting the Dublin core, and JPEG representations), and neglect the size of the Annotation DAO. Taking this data collection as the base for our evaluation, i.e., scaling factor F = 1, we can derive through extrapolation the overall data collection size for each scaling factor we use in the evaluation. As an example, for a scaling factor F = 100, we thus have 100 collections with each containing 100 Image DAOs and 100 Annotation DAOs. As we only count the Image DAOs with 100 MB each, we totally have 10'000 Image DAOs with an approximated overall size of 1 TB.
Evaluation Procedure.
For the evaluation we time the duration a DISTARNET node needs to execute the process mix with a data scaling factor F = 1, and then under a linear scaling assumption extrapolate the theoretical system performance for the different scaling factors.
Process Mix. First, we run the PICP over the Image Archive which suffers from a 10 % data loss rate (i.e, 10 % of the TIFF images have been deleted beforehand). The PICP will detect the data loss, and start the DRP to repair the data by using the RCP to recover from fresh copies. In the second step, the DFMP will run for one DAO, converting a TIFF representation to JPEG2000. Is uses the RCP to send the updated DAO with the newly created representation to two remote nodes. Essentially, we very conservatively assume that this process mix has to be executed within 24 h. Hence, the evaluation aims at emulating one day in the lifetime of a digital archive. This set-up, which aims at showing the scalability characteristics of the system, is deliberately very challenging, to have a clear indicator on the size of the archive that can be handled in practice (i.e., with a typically much less challenging load to be handled).
Inter-Node Transfer Times. To attain a good approximation of a running DISTARNET network, we use approximations of the inter-node network transfer times to be added to the times previously measured, to compensate for time needed for network traffic. Using approximated values gives us one more parameter whose influence can be analyzed, and provides us with additional data points for the discussion. For the approximation of the inter-node transfer times, we use two network bandwidth assumptions. The first representing a 100 Mb/s network, with a theoretical transfer capability of 12.5 MB/s, where it theoretically takes 8 seconds to transfer 100 MB of data. The second representing a 1 Gb/s network between the nodes, with a theoretical capability of 125 MB/s, where it theoretically takes 0.8 s to transfer 100 MB of data, over the wire. Table 2 shows the evaluation results for the different scaling factors (timed and extrapolated), network bandwidths, and additionally also the overall archive sizes with the corresponding number of Image DAOs. The color reflects the adherence to the 24 h constraint imposed for the maximum overall run-time of the processes, where green lies under and red over the 24 h mark. An analysis of the scalability characteristics of DISTARNET's triple store-based metadata management under a mix of read-only and update requests is given in [15] . According to the metadata management benchmark we have developed, the overall archive size that can be managed with DISTARNET's metadata management (not taking into account the actual operation on the content) are in the range between 1 PB and 10 PB. In comparison, this evaluation also considers bitstream data and the additional time needed for checksum calculation, network transfer, and data format migration. As a result, we see that the estimated overall archive size that can be managed on one node, is at around 10 TB.
Quantitative Evaluation Results.
However, it has to be noted that the 24 h constraint is a very conservative assumption. For a productive running system, we can relax this assumption, if for example the DISTARNET node uses a RAID storage system, providing higher data storage reliability and thus lessening the need for frequent integrity checking. In the case with the higher network bandwidth, we could achieve archive sizes of up to 100 TB, if we allow the processes to run for almost a whole week, or even 1 PB if we give the node 2 months for the running of the processes (note that the process mix also includes format conversion processes which have to be supported in an archive, but not very frequently). Figure 4 shows the evaluation results for scaling factor F = 1 and the two network bandwidths. It also shows to what extent the different processes in the process mix contribute to the overall execution time. Actually, the PICP/ DRP/RCP mix (1) is responsible for 95 % of the duration. Looking further at (1), we see that in the case of the slower network, the main time is consumed by the RCP part of the mix (64.76 %). When looking at (1) in the case of the faster network, then the situation is reversed. The main time contribution stems from the checksum calculation including a small amount of process execution overhead. If we now look at the DFMP/RCP mix (2), then we will see a similar picture. In the case of the slower network, the main contribution comes from the network transfer in RCP with approx. 2/3, whereas the TIFF to J2P conversion use To further increase the performance of the archive, we would need to decrease the processing time needed for checksum calculation in (1) and also of the TIFF to J2P conversion in (2) . With more powerful hardware (e.g., with multiple cores, high performance disk arrays) leading to faster processing by a factor of 10, this would roughly cut the overall processing time by 30 % in the case of the slower network connection, and by 75 % for the faster network connection. Looking at Table 2 , this would provide a shift to the "right" for the case with the lower bandwidth, and almost a shift for the faster network.
If we additionally relax the 24 h constraint in conjunction with the rise in processing power, then the 1 PB archive size can be handled with overall processing times of around two weeks. To shift further to the right side of the performance table, we would then again need to increase the network bandwidth. One (initially possibly rather surprising) inexpensive option to further increase "network bandwidth" between sites could be simply to ship hard-drives by courier -which may however indeed be more efficient when dealing with very large volumes of data compared to the on-line transfer over the wire.
In summary, even when using commodity hardware with current technology, we estimate that one DISTARNET node can effectively manage around 10 TB of archived data under the 24 h constraint. Under a more relaxed constrained of 2 weeks, and using high performance hardware, we estimate that the system can effectively manage around 1 PB of archived data.
RELATED WORK
Long-term digital preservation projects can be subdivided in two classes. The first one encompasses preservation-aware digital repositories integrating with other systems to provide support for preserving their content; the second category includes digital archive, which are systems with a focus on functionality for digital preservation.
Preservation-Aware Digital Repositories.
Fedora Commons 5 and DSpace [17] , both open source digital repositories for managing (complex) digital objects, have 5 http://fedora-commons.org merged into DuraSpace 6 , which is creating DuraCloud 7 . DuraCloud provides both storage and access services, including content replication and monitoring services that can span multiple cloud storage providers. DuraCloud and DISTAR-NET share some concepts as both provide processes that implement long-term preservation functionality. The main difference lies in the location of the preservation services which, in the case of DuraCloud, are completely situated in the cloud, outside of direct control of the content owners, while in the case DISTARNET, they are situated locally on the premises of each cooperating site in the network.
SHERPA DP [7] describes a preservation framework that distinguishes between institutional repositories acting as content providers and external service providers with expert knowledge in long-term preservation. In the SHERPA DP architecture the preservation services are provided centrally, and shared between different institutional repositories.
Digital Archives.
LOCKSS (Lots Of Copies Keep Stuff Safe) [11] provides digital preservation through replication in a peer-to-peer network, and can be used to build open or closed networks. This project shares the common idea with DISTARNET for a cooperating network, and using shared resources to provide preservation services.
Cheshire 3 [18] integrates a data Grid, digital repositories, and text/data mining. Similarly to DISTARNET, it jointly addresses complex objects organized in collections/subcollections and long-term preservation services, by employing distributed technology for large-scale support. kopal 8 is a long-term archiving solution for electronic publications. The main difference between kopal and DISTAR-NET lies in the architecture of both systems as the former is built as a centralized system, not allowing to collaboratively share resources with related institutions.
The emphasis of the long-term preservation service-based framework CASPAR [6] is the preservation of representation information, the preservability of the infrastructure itself, and the validation of the proposed concepts. While DISTARNET provides a data model which supports the preservation of representation information with each object, the CASPAR approach additionally defines a complete infrastructure for creating, registering, storing, and preserving extensive representation metadata.
The PLANETS system [5] , built on a service-oriented architecture, provides a suite of software tools and services to support the preservation and long-term access to digital content. The main components are Plato [4] , the Testbed and the Interoperability Framework. Plato provides preservation planing services, helping the user to identify the best course of action. The Testbed can then be used to test selected actions. The interoperability framework provides standard services such as authorization, authentication, orchestration, data and metadata management. Additionally, it allows the integration of third-party services (e.g., emulation services). SHAMAN 9 uses iRODS [9] , an integrated rule-oriented data Grid as implementation technology. iRODS provides transparent support for local and remote storage and even allows to additionally leverage the Cloud [19] for storage purposes. It provides a distributed preservation-policy and workflow-driven preservation environment, with a strong focus on preservation of context, discoverability of the content, and risk management through geographically dispersed replication support. In contrast to DISTARNET, SHAMAN is a framework from which individual solutions can be developed. For example, a preservation solution could be implemented with SHAMAN, in which the DISTARNET concepts and processes are implemented as workflows.
Hoppla [13] is an archiving solution that combines back-up and fully automated migration services for data collections in environments with limited expertise. By employing data format identification and characterization tools, and through externally defined rules, the system provides file format migration services that will ensure long-term readability and usability of the digital objects.
CONCLUSIONS AND FUTURE WORK
In this paper, we have presented DISTARNET which allows geographically dispersed organizations to collaboratively build a fully distributed, Internet-based fault-tolerant longterm preservation system. Through process-based autonomic behavior featuring self-configuration, self-healing, and selfoptimization capabilities governed by preservation policies, DISTARNET provides dynamic replication, automated consistency checking, and recovery of the archived digital objects. By developing a highly flexible data model and the specification of sophisticated management processes, it also supports complex data objects, user generated annotations, collections, and arbitrary links between objects. The quantitative evaluation of DISTARNET, even though based on very conservative assumptions on failures, frequency of processes and format migrations, has shown that the collection sizes that can be effectively managed area in the are of hundreds of TBs, up to 1 PB.
Future work will address two directions. First, the current development in the digital library community is going towards Semantic Digital Libraries [8] . This development should also be followed in the digital preservation community leading to research in the direction of Semantic Digital Archives (SDA). We understand SDAs as a further development of current ideas for a Digital Preservation System, combined with Semantic Web technologies, with the goal to allow not only access to the archive on the basis of archival metadata, but also according to the connections the archived objects have with internally or externally defined concepts. The data model implementation of DISTARNET is based on RDF, thus providing a good basis. For the realization it is planned to use DISTARNET as the archival layer for SALSAH [12] , a virtual research environment providing the access layer. Moreover, context is identified as a critical aspect of preservation metadata in digital preservation [3] (e.g., metadata on the objects' origins, composition, and purpose). A particular challenge that will be addressed by DISTARNET is the evolution of preservation contexts over time. Second, also the preservation of processes [10] will be addressed. At present, DISTARNET preserves static objects, or in the best case, static representations of dynamic objects. In future work, we plan to add support for preserving the whole execution chain of processes, i.e., not only the resulting digital objects are preserved, but also the sequence of actions by which they have been created.
