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Transformation Groups for Soliton Equations -Euclidean Lie Algebras and Reduction of the KP Hierarchy-
By
Etsuro DATE*, Michio JIMBO**, Masaki KASHIWARA** and Tetuji MIWA** This is the last chapter of our series of papers [1] , [3] , [10] , [11] on transformation groups for soliton equations.
In [1] a link between the KdV (Korteweg de Vries) equation and the affine Lie algebra A[^ was found: the vertex operator that affords an explicit realization of the basic representation of A{ 1} [2] In this paper we carry out a detailed study of reduction problems of this sort using three kinds of master equations: the KP equation, the BKP equation and the 2-component BKP equation [3] . We thus obtain several new series of soliton equations along with the explicit forms of ]V-soliton solutions. The list of soliton equations and the corresponding Euclidean Lie algebras treated in this paper are given in Table 1 . Here we extract the known soliton equations in the list :
Soliton equations
Reduction type Euclidean Lie in Hirota's forms algebras KdV:(Df-4D 1 D 3 )T-T=0 (KP) 2 Boussinesq : (Z)f + 3£>i)T -1 = 0 (KP) 3 Sawada-Kotera [4] :
(BKP) 3 Ramani [5] : (BKP) 5 (Df-5D?D 3 -5Di)t.T=0 Ito [6] :
(BKP) 6 where we have used Hirota's symbol P(D 1 
, D 2 ,...)f-g = P{-a-, -^-, \ oy i cy 2
In [7] , M. and Y. Sato proposed the problem of counting the number of Hirota bilinear equatons of weighted homogeneous degree n in a hierarchy of soliton equations. The above mentioned link and the character formula for Euclidean Lie algebras give us a systematic way of carrying out this counting. Our reasoning owes a great deal to [8] . The results are listed in Table 5 .
In the language of quantum field theory [9] , the main conclusion of our series of papers [1] [3] [10] [11] can be stated as follows: The space of r functions for a hierarchy of soliton equations is the orbit of the vacuum vector for the Fock representation of an infinite dimensional Lie algebra.
Let us explain briefly the statement above in seven steps. The aim and the idea of the present paper will, then, be much clearer. We take the BKP hierarchy as an example [3] . i) Neutral free fermions.
Let us start with an infinite dimensional orthogonal space W B = © C(j) n with the inner product
The Clifford algebra on W B9 which we denote by A(W B ), is an algebra generated by (j) n (n € Z) with the defining relation
[.^4>nl+=(-r^n,-n-
The generators $ n (n e Z) are called neutral free fermions.
ii) The vacuum vectors and the Fock representation.
The vacuum | vao and the anti-vacuum < vac | are defined by the following relations.
<vac|<p w = U n^l, <vac | vao = 1 . iii) The vertex operator and a realization of the Fock representation.
The vector space A(W)\vac> =A(W)/A(W)( © €<
Let x = (x 1 , x 3 ,...) be infinitely many time variables. We define a Hamiltonian H B (x) by iv) The Clifford group and its Lie algebra. The quadratic elements </>;0_j in ^4(PF B ) span an infinite dimensional Lie algebra 90(00) = o(oo)©C. This acts on V through (c, p). The corresponding infinite dimensional group is called the even Clifford group.
v) The T functions.
Let 3? be the orbit of the vacuum | vao by the action of the even Clifford group. For an element |L> e £? we define a T function by vi) Hirota bilinear equations.
The i function T(X) satisfies the following bilinear identity :
where dk = dk/2nik. This is equivalent to infinitely many Hirota bilinear equations for T(X) :
where e l:odd
vii) The linear problem.
We define a wave function by w(x, k) solves the following linear problem (Zakharov-Shabat problem)
The compatibility conditions for this problem are equivalent to the set of Hirota bilinear equation (0.2). The characteristic feature of (0.3) is that only odd time flows enter and that the constant terms b lo (x) vanish.
The first two weighted homogeneous bilinear equations in the hierarchy are:
The N soliton solution is given by hierarchy is "sub-sub-holonomic" in the sense that it admits an arbitrary function in two variables X L and x 3 as an initial value. The presence of two kinds of spectral parameters p/s and g/s reflects the sub-sub-holonomic nature.
If we restrict ourselves to hierarchies which are described by a single T function, we know three kinds of sub-sub-holonomic hierarchies: theKP hierarchy, the BKP hierarchy and the 2-component BKP hierarchy. The corresponding infinite dimensional Lie algebras are gl(oo), 90(00) and go(2oo) (see §1).
The reduction problem is stated as follows: Find a sub-holonomic hierarchy by adding an additional constraint on a sub-sub-holonoinic hierarchy.
For example, the Sawada-Kotera hierarchy is obtained by imposing the condition (0.5)
For the JV-soliton solution, this amounts to setting pj = ( -qj) 3 in (0.4). We call this reduction the 3-reduction of the BKP hierarchy.
In general, we shall consider the /-reduction of the KP hierarchy, the /-reduction of the BKP hierarchy and the (I l9 ^-reduction of the 2-component BKP hierarchy (with l± + 7 2 : even). We note that the additional constraint for the T function in the case of even reduction of the BKP types is subtler than (0.5).
In our philosophy, "reduction"" means: to find an appropriate subalgebra of gl(oo), go(oo) and go(2oo). It is remarkable that the reductions above lead us to subalgebras known as Euclidean Lie algebras [12] [13] , and that the Fock representation induces their basic representations [2] [14] [15] [16] . We should comment on the references in this direction. As mentioned in the beginning, in [2] , an explicit realization of the basic representation of A[ l) was first constructed by using a vertex operator. The construction was generalized to "most" of the Euclidean Lie algebras in [14] . We owe very much to these constructions. The construction in [15] corresponds to the reduction of the multi-component KP or BKP hierarchies. We do not discuss this problem here. Priority in using the Clifford algebra in the representation theory of Euclidean Lie algebras is attributed to [16] . This work, however, lacks an explicit realization of the Fock representation, which is essential in establishing the link with soliton equations.
This paper is organized as follows: In Section 1 we discuss the structure of infinite dimensional Lie algebras which govern the KP hierarchy, etc. The reductions are discussed in Section 2. An explicit realization of A It is a pleasure to express our thanks to M. and Y. Sato whose work led us to the present study. We are grateful to J. Lepowsky for sending us several preprints. Among them [8] and [14] Hence, if we define § to be the vector space spanned by 1 and for |i-j|»0}, then § is a Lie algebra operating on V. In the previous papers [1] [3] [11] we have mainly treated hierarchies of "sub-sub-holonomic" nonlinear equations and their transformation groups. Now we shall discuss the problem of reducing them into "sub-holonomic" hierarchies by suitably imposing additional constraints.
For the sake of definiteness, we consider first the case of the KP hierarchy defined through the linear problem [17] (2.1)
Here
For a fixed positive integer /, we impose the constraint
In other words, we consider along with (2.2) the linear constraint -~^-=
i.e. the linear eigenvalue problem
For example, the cases / = 2 or / = 3,
together with (2.2) give rise to the hierarchy of the higher order KdV or Boussinesq equations, respectively. The general case of (2A) t will be called the /-reduced KP hierarchy.
Recall that the KP r function t(x) is related to the formal solution of (2.1) and (2.2) through w(x, fc) = g^j e » k >g-«^k" 1 )T(x)/T(;c) [l] . In terms of T(X), the condition (2.4), is restrated simply as
We remark that, once (2.3), or (2.4), is satisfied for an / eZ, then they are valid for all integral multiples of / : In terms of the Grassmann formulation of Sato [17] , this means that the corresponding point A=(a f )nez of the Grassmann manifold satisfies this condition: where -^ -= /d ; -= XI ^/,/+y an^ jXj=A_j= X ^i,»-y ( see (1) (2) (3) (4) 
Conversely, gl(oo)j is spanned by the homogeneous components Zy(co) of (2. With minor changes, the considerations above apply also to the BKP and the two-component BKP hierarchy. Let us work out first the corresponding transformation groups. We set In the second line of (2.11) we assume that J t +1 2 is even (otherwise splits into 90(00)^ ©go(oo) /2 ). Note also that, for odd /, /j and / 2 , (2.11) can be rephased as given by (2.14).
Actually the Lie algebras 90(00), and go(2oo) /lj/2 are isomorphic to one of the Euclidean Lie algebras A ( £, D$ l9 A^ and D™ (see Table 1 ). For the reader's reference we give below the definition of Kac-Moody Lie algebras, among which the Euclidean algebras form an important class. For details see [12] , [13] , [14] .
In general a Kac-Moody Lie algebra is a complex Lie algebra, defined by giving 3(n+ 1) generators e i9 f h h i (Org i^n) and defining relations of the following form :
Here the C y 's are integers such that C u = 2, C, 7^0 (i^j) and C y = 0 if C^ = 0. The matrix C = (C iJ ) 0^i j^n is called a (generalized) Cartan matrix. In Table 1 the matrix of C is tabulated for A identify gI(oo) /? gl(oo) z and gl(2oo) />r with these algebras, it is sufficient to know the canonical generators e h f t and h t . In Table 2 we have given a choice of them in terms of infinite matrices in gl(oo), go(oo) and go(2oo). Using this one can verify the commutation relations (2.16) by a direct calculation. (l^i^«-l), >%"=£""-£_",_" given by Kac-Kazhdan-Lepowsky-Wilson [14] . To recall the terminology, n let g be a Kac-Moody Lie algebra and let A be a linear form on I) = © Ch t c g Using the realization of canonical generators in This problem was proposed by M. and Y. Sato [7] . For the KdV hierarchy, they showed Table 1 . The associated set of independent time variables is listed in Table 3 . Hereafter we mean by S one of such hierarchies. We also denote by g s the corresponding Euclidean Lie algebras.
In the sequel, we count dim H s (m) by using the character formula for g s . The dimension formulas (3.2), (3.12) of H KP (m) and H BKP (m), then, follows as a consequence.
The use of the character formula is based on the following observation.
WeputH s = @ m H s (m).
Recalling the definition of the Hirota blinear operator:
we write the product -c s (x + y)r s ( x ~ y)
where in the right hand side we take the shortest representation (cf. [7] ). We In particular, this equality holds for v E Q. Hence we have
Now we show the converse inclusion. By Proposition 1 we have
On the other hand, the definition of Q' implies
Using the complete reducibility of s-modules we have {linear hull of F f 's} = C[jc,|i e /J . Therefore we have l®Q'c: 7(2/1).
q.e.d. Let
In view of the considerations above, we have
The dimension of the space {PeC[x f , / e/ s ]|degP = m} is equal to Therefore our problem is reduced to the calculation of dim Q-m .
A method for calculating dim Q_ m is supplied by the character formula for the standard modules of g s .
We explain the character formula, restricting ourselves to the principally specialized characters. For details we refer to [14] , [18] , [19] .
Let g be a Kac-Moody Lie algebra of rank n + 1. For a = (a 0 , a l9 ... 9 a n ) eZ+ +1 , a =£0, the Z-gradation of g of type a is defined by assigning the degrees deg^^-deg/;.-^, deg/?~0, / = 0, 1,..., n to the generators of g (see [14] and Section 2). We denote this gradation by g(0)=©m9( fl )m-The principal gradation of g is the Z-gradation of type 1 = (1, 1,. .., 1) and we write g m for g(l) w . Let 7(A) be a standard module with the highest weight 1 as defined in Section 2. If we set 7(A) is endowed with the gradation called the principal gradation of 7(/l).
Let PFbe a graded subspace of 7(1) with respect to the principal gradation. The subspace Q of 7 (21) Then, for a Kac-Moody Lie algebra with a symmetrizable Cartan matrix, the principally specialized character of a standard module V(X) of g is calculated in the following way. 
., a n ). Then
The Euclidean Lie algebras g s of concern here are and Djj+V As is seen in Table 1 , their Cartan matrices are symmetrizable. Therefore for g s? Proposition 3 can be applied. Their duals are
On the other hand, by using Proposition 2, we have
In view of Proposition 3, 4, the principally specialized character of Q is given by Since the principal degree of x t regarded as an operator on V(A) = C[x ; , j e/ s ] coincides with its degree given in Table 3 , but with the opposite sign, the principally specialized character of Q (3.6) gives us the desired answer. We list the results in Table 5 .
Below we explain how to calculate D (Q%; (a, 1,. .., 1)) explicitly. The dimensions dimc$ ((a, 1,..., l) ) m can be calculated by using a realization of 9s as a Lie algebra over Laurent polynomials. Here we employ the realization given in [14] , which slightly differs from the one given in Section 2.
We first treat the affine Lie algebras A Then, we have
The vector space L (1) has the following direct sum decomposition (3.10) (*.«)
where (k, a) ranges over the set Zx(zl L u{0}) and L 0 = f) 0 -This decomposition can be regarded as the "root space decomposition" of L (1) . But we do not discuss this concept here (see, for example, [15] , [19] where in the right hand side, (fc, a) ranges over the set
Noting that lif n otherwise , we have The realization of the generators e i9 f h ft f , z = 0, 1,..., w of ^4^} is given by (3.9), in which £ 0 (resp. F 0 ) is chosen from L l5 _ 5 (resp. L lj5 ) so that the relation (3.6) holds and the relation h 0 = l®H 0 @z is replaced by Then arguments to those used in the case of affine Lie algebras give The remaining task is to count the number of elements in A L}+ or A 0> + uA li + of given height. This is achieved by consulting the Table in [20] . We list the results in Table 4 .
Using Table 4 and (3.12), (3.12), we obtain the results given in Table 5 . Using Table 5 
