This paper introduces a new class of methods, which we call Möbius schemes, for the numerical solution of matrix Riccati differential equations. The approach is based on viewing the Riccati equation in its natural geometric setting, as a flow on the Grassmanian of m-dimensional subspaces of an (n + m)-dimensional vector space. Since the Grassmanians are compact differentiable manifolds, and the coefficients of the equation are assumed continuous, there are no singularities or intrinsic instabilities in the associated flow. The presence of singularities and numerical instabilitites is an artefact of the coordinate system, but since Möbius schemes are based on the natural geometry, they are able to deal with numerical instability and pass accurately through the singularities. A number of examples are given to demonstrate these properties.
Introduction
The matrix Riccati differential equation [1] is the equatioṅ y = a(t)y + b(t) − yc(t)y − yd(t),
where the unknown y(t) is an n×m matrix function, and the known coefficients a(t), b(t), c(t), d(t) are n×n, n×m, m×n, and m×m matrix functions respectively. The coefficient functions are all assumed continuous in the interval of interest, and, where required, differentiable to the appropriate order. One of the properties of Riccati equations is the existence of movable singularities, i.e. singularities whose position depends on the initial conditions. In applications to boundary value problems [2] it may be necessary to integrate through singularities. Our aim in this paper is to show that the initial value problem for (1) can be effectively integrated even through singularities via explicit, one-step numerical schemes of the form y i+1 = α(t i , h)y i +β(t i , h) γ(t i , h)y i +δ(t i , h)
Here y i is an approximation to y(t i ) and (2) specifies how to construct an approximation y i+1 to y(t i+1 ), where t i+1 = t i + h. The functionsα(t i , h),β(t i , h),γ(t i , h),δ(t i , h) are constructed from the coefficient functions a(t), b(t), c(t), d(t) by formulae of the form:
α(t i , h) = I n + ha(t i ) + o(h)
γ(t i , h) = hc(t i ) + o(h) δ(t i , h) = I m + hd(t i ) + o(h) (I n denotes the n×n identity matrix). Schemes of this type can be constructed with arbitrary order. Moreover, by correct construction ofα,β,γ,δ from a, b, c, d, problems of stiffness can be avoided.
It is known that one can integrate through singularities either by changing coordinates [3] , or by integrating a larger linear system associated with the Riccati equation. Recursion formulae of type (2), which we call Möbius schemes (since they use generalized Möbius transformations), accomplish this directly in the original variables. Substantial attention has been paid in the literature to the numerical integration of Riccati equations: see [4] , [5] , [6] , [7] , [8] , [9] and references therein. Despite this, it seems the only scheme of the form (2) that has previously been used is the modified Davison-Maki method of Kenney and Leipnik [5] . Had they used their method to integrate through a singularity they would have succeeded, and may well have developed the ideas we describe here. In [3] , Keller and Lentini also noticed a recursion of the form (2) arising naturally as an iterative scheme for solving Riccati equations. We emphasize that standard approaches (e.g. Runge-Kutta methods) applied to Riccati equations are not of the form (2) , and this is why they fail to integrate through singularities.
A full explanation of the rationale for Möbius schemes and why they can pass singularities, requires a geometric viewpoint, which we present in section 2. (This geometric viewpoint is in fact necessary to understand in what sense the solution of a Riccati equation can be extended through a singularity.) However from a conventional viewpoint, we can understand Möbius schemes as an efficient method of solving via linearization (cf. [3] ). Recall that if the n × m matrix u(t) and the m × m matrix v(t) solve the linear systeṁ
then y(t) = u(t)v(t) −1 solves the Riccati equation (1) . Now, since (4) is a linear system, any of the standard numerical methods (explicit or implicit) for integration also has linear form
whereα,β,γ,δ obey the conditions (3) . Defining y i = u i v −1
i , an elementary manipulation gives the formula (2) for y i . Thus we evidently can work with (2) , at least away from singularities. The main point of this paper, as will be presented in section 2, is that there is a much deeper geometric reason for using Möbius schemes, which gives them much wider applicability.
The contents of the rest of this paper are as follows: we conclude the introduction by giving a simple example of the use of a Möbius scheme to integrate a Riccati equation through a singularity, and the application of this to a boundary value problem. (Apart from here, in the rest of the paper we focus on the initial value problem for the Riccati equation, and do not discuss at the moment applications to linear boundary value problems from which Riccati problems arise.) Section 2 describes the geometry behind Möbius schemes. In section 3 we discuss the construction of methods of the form (2), i.e. how to choseα,β,γ,δ from given a, b, c, d, and in particular how to do this to avoid stiffness. Section 4 explores the issue of stiffness in greater detail. Sections 5 and 6 report the results of application of Möbius schemes: In section 5 we look at four problems, taken from [8] , two of which are autonomous and two of which are time dependent, and for which, in all cases, we are seeking nonsingular solutions (though as we shall see, singularities are often lurking nearby). In section 6 we reconsider the integration of two of the problems from section 5 in the case where we are seeking singular solutions. Section 7 contains some concluding comments.
A Simple Example Consider the boundary value problem
Provided L = (n +   1 2 )π for some integer n, there is a unique solution x(t) = sin t/ cos L. In the invariant imbedding approach to this problem, we first reformulate the equation as a first order system; writing, say u(t) = x(t), v(t) =ẋ(t), we have
Introducing now the function y(t) defined, where v(t) = 0, by u(t) = y(t)v(t), elementary manipulations show we can solve the problem by the following steps:
1. Integrate the Riccati probleṁ
forwards from t = 0 to t = L, to find y(t).
Integrate the linear problemv
backwards from t = L to t = 0 to find v(t).
Reconstruct x(t) from x(t) = u(t) = y(t)v(t).
The exact solution of the Riccati problem is y(t) = tan t, so this approach is usually only considered valid if L < π/2; otherwise a singularity must be passed (the sense in which y(t) = tan t is the unique solution of the initial value problem for all t will become clear in section 2). Standard numerical methods cannot pass the singularity; for example the Euler method and the backward Euler method with stepsize h give, respectively, the recursions
which evidently fail (the first because it defines a monotonically increasing sequence {y i }, and the second because the recursion is not defined for y i > 1/4h). The first order Möbius scheme for Riccati equations, that we will define later on, leads, however, to the recursion
Since this expresses the fact that y i+1 is obtained from y i by an i-independent Möbius transformation, it is straightforward to solve this recursion explicitly, obtaining
Setting i = t/h, we have the numerical solution using stepsize h:
For small h this solution is evidently both qualitatively and quantitatively accurate through many singularities of the solution. Furthermore, we can use it to solve the original boundary value problem; using the Euler method for the linear problem (9) gives the recursion
where we have assumed L = N h for some integer N . This can be explicitly solve to give
giving a numerical solution of the original boundary value problem
For small h the validity of this result is not restricted to L < π/2. The reader will have no problem programming the recursions (12) and (15) and checking there are no numerical stability problems for generic L and h. It is possible that a problem could arise that, for some i, y i = tan(i tan −1 h) may be too large for the computer to handle properly, giving an overflow error. In practice we have not encountered problems of this nature. Note that close to a singularity there are almost always large absolute errors in the computed y i , compared to the corresponding exact values y(ih). These are to be expected, but do not impair the accuracy once the singularity has been passed, as will be explained in the next section.
Riccati Equations as Flows on A Grassmanian
An n × m matrix y defines an m-dimensional subspace of R n+m ; denoting the coordinates of R n+m by z 1 , . . . , z n+m , the subspace associated with y is the space of solutions of the n equations
Not all m-dimensional subspaces of R n+m arise this way, but a dense open subset of the collection of all such subspaces does. This collection forms a topological space, in fact a differentiable manifold, known as the Grassmanian Gr(m, m + n). The topology of the Grassmanian can be obtained by making it into a metric space using the distance function
where || · || denotes the standard Euclidean norm on R n+m . The manifold structure of Gr(m, m + n) comes from its representation as O(n + m)/O(n) × O(m), which also demonstrates that it is compact. [10] There is a natural action of GL(m + n) on R m+n , and this induces a GL(m + n) action on Gr(m, m + n). Let us first consider the effect of an GL(m + n) transformations infinitesimally close to the identity:
where a, b, c, d are n × n, n × m, m × n, and m × m matrices respectively. Assuming that the point (z 1 , . . . , z n+m ) lies in the subspace defined by y (i.e. the coordinates satisfy (18)), a brief calculation (ignoring O(ǫ 2 )) shows that the point (z ′ 1 , . . . , z ′ n+m ) lies in the subspace defined by y ′ , where
We thus have the classic result (see, for example, [12] ) that the Riccati equation corresponds to a flow by infinitesimal GL(m + n) transformations on the Grassmanian Gr(m, m + n).
A similar calculation gives the full GL(m + n) action on the Grassmanian. A general GL(m + n) transformation on R m+n takes the form
where α, β, γ, δ are n×n, n×m, m×n, and m×m matrices respectively, with det α β γ δ = 0.
The relation (18) implies
where
provided det(γy + δ) = 0. If det(γy + δ) = 0, this does not mean the action of the GL(m + n) transformation α β γ δ is not defined on the plane y; it is defined, but the image point does not lie in the dense open subset of Gr(m, m + n) which can be written in the form (18).
We now combine the results of the last two paragraphs. Since the Riccati equation corresponds to a flow by infinitesimal GL(m + n) transformations, the solution at time t 0 + h must be given by a transformation of the form (24) on the solution at time t 0 , In other words, there must exist matrices α(t 0 , h), β(t 0 , h), γ(t 0 , h), δ(t 0 , h) such that
The matrices α(t 0 , h), β(t 0 , h), γ(t 0 , h), δ(t 0 , h) define a generalized Möbius transformation that generates the solution at t 0 + h from the solution at t 0 , independent of the value of y(t 0 ). This provides the justification for (2).
The flow on Gr(m, m + n) underlying the Riccati equation should be considered as the fundamental object. Since it is the flow associated with a continuous vector field on a compact manifold (a(t), b(t), c(t), d(t) are assumed to be continuous), it can be extended for all time [11] , and there are no singularities. The singularities in solutions of the Riccati equation for y arise simply as result of the flow leaving the dense open subset where the "local coordinate" y can be used, corresponding to values of h in (25) for which det(γ(t 0 , h)y(t 0 ) + δ(t 0 , h)) = 0. Generically, the vanishing of the determinant occurs only for isolated values of h, and consequently generic solutions of Riccati equations have at most pointlike singularities, and can be extended past these. Formula (25) specifies how to do this: it is valid even when there is a singularity in the interval (t, t + h).
This explains why, in principle, Möbius schemes of the form (2) can jump singlarities, provided we can adequately approximate α(t 0 , h), β(t 0 , h), γ(t 0 , h), δ(t 0 , h) (this is the topic of the next section). But there remain several concerns that need to be addressed. First, near a singularity, close y orbits must diverge, i.e. there is an intrinsic instability. Like the singularities themselves, this is a coordinate artefact; the underlying flow on Gr(m, m + n) has no intrinsic instability. Orbits that are close on Gr(m, m + n) (in a natural metric on Gr(m, m + n), such as (19)) can appear to be diverging when expressed in terms of y. This phenomenon was evident in the simple example in the introduction, where large absolute errors in y were present close to the singularity, but disappeared soon thereafter. Thus the intrinsic instability need not concern us; but (2) also involves inversion of a matrix which near a singularity will certainly be ill-conditioned, and we have to worry about numerical instability. (Of course, the chance that the matrix becomes genuinely singular -corresponding to landing exactly on a singularity -is negligible.) In fact, we claim that since Möbius schemes can tolerate large "apparent" errors (deviations in y) close to singularities, numerical instability is also of limited concern. Nevertheless, we chose in our numerical work, only to implement Möbius schemes with some form of error control; the effect of this was that when very high accuracy was demanded, our algorithms failed to pass singularities, but for moderate accuracy, excellent results could still be obtained.
We conclude this section with a note on the title of this paper. Because the map from y i to y i+1 described by (2) takes the form of a y i -independent Möbius transformation, which is the known form of the transformation from y(t i ) to y(t i+1 ), Möbius schemes are natural schemes for the integration of Riccati equations (in the same way as it is natural to integrate the linear system (4) via linear schemes of the form (5)).
Construction of Algorithms and Eliminating Stiffness
As explained in section 2, to construct Möbius schemes requires approximation of the matrices α(t 0 , h), β(t 0 , h), γ(t 0 , h), δ(t 0 , h) appearing in (25). We do this using a linearization result for the Riccati equation that is slightly less well-known than the one presented in Section 1. Assemble the coefficients of the Riccati equation (1) into a single (n + m) × (n + m) matrix:
If the (n + m) × (n + m) matrix Γ(t) satisfieṡ
and we decompose Γ(t) into sub-blocks of dimensions n × n, n × m, m × n, and m × m via
then it is straightforward to check that
satisfies the Riccati equation (1), with initial condition y(t 0 ) = Y . The solution to (27) can be written down using the the time ordered exponential [13] :
. . .
So, in particular, we have (with a slight modification of notation)
For the purposes of numerical analysis, we want formulae for approximating y(t 0 + h) given y(t 0 ), for small h. We see this reduces to finding approximationsΓ
) to the time ordered exponential Γ(t 0 , h) for small h. Any such approximation gives us a Möbius scheme (2) . This observation, we note, was already made by Kenney and Leipnik in their construction of the modified Davison-Maki method [5] .
Before we construct approximations to Γ(t 0 , h), we emphasize again that equation (31) is an exact formula, that holds for all h except those for which det(γ(t 0 , h)y(t 0 ) + δ(t 0 , h)) = 0 (this relation defines the singular points of the solution). So if we have an approximatioñ Γ(t 0 , h) to Γ(t 0 , h), then this can be used to construct an approximation to y(t 0 + h) from an approximation to y(t 0 ), regardless of the presence of a singularity in the interval (t 0 , t 0 + h). This is the key observation that allows us to integrate through singularities. There remains the possibility that we might select h such thatγ(t 0 , h)y(t 0 ) +δ(t 0 , h) is ill-conditioned for inversion, so we must carefully impose an error control procedure.
In (32), the r-th term in the sum is of order h r , so to estimate the time ordered exponential to order h p , we need only consider the first p terms of the sum. To obtain a fourth order formula we retain the first four terms in the sum, and estimate each of these to the necessary order using the Taylor series expansion of A(t + s) − A(t). This gives the approximatioñ
where all occurrences of A and its derivatives are evaluated at t 0 . Truncating at order h 1 gives the first order approximatioñ
and truncating at order h 2 gives us a second order approximation, which differs only by O(h 3 ) terms from the simple formulã
This latter approximation, which is convenient because no derivatives of A appear, was the main one we used in calculations. A fourth order approximation containing no derivatives, but involving evaluations of A at three different points, can be obtained by polynomial approximating of the integrands in the first four terms of the sum in (32). The first order approximation (34) was used in the "simple example" in the introduction.
At this stage a subtlety arises. Specifying A(t) uniquely determines the related Riccati equation, but the converse is not true. Equation (1) is evidently unaffected by the substitutions
where p(t) is a scalar function. This can be written in the equivalent form
We usually specify a particular Riccati equation by giving one possible choice of the matrix A(t); but we should always recall it can be changed in the manner just described. Under the replacement (37),
i.e. Γ(t 0 , h) undergoes an overall rescaling; this leaves the y(t 0 + h) in equation (31) invariant, as expected. Looking at the approximationsΓ 4 (t 0 , h),Γ 2 (t 0 , h),Γ 1 (t 0 , h) introduced above, we see that since we have truncated the infinite sum, changing A(t) by (37) does not just have the effect of an overall rescaling. For example, we find
where here it is understood that p and A are to be evaluated at t 0 + 1 2 h. It follows that replacement of A via (37) does not leave a given approximation scheme invariant; therefore to fully specify an integration method for a Riccati equation, we have to discuss the choice of A.
This freedom turns out to be an enormous advantage. (37) describes a time dependent shift of the spectrum of A(t). It is well-known that for the linear system Eq. (27) the occurrence of stiffness is associated with eigenvalues of A(t) with negative real part and large absolute value, while accuracy is determined, in general, by the largest eigenvalue in absolute value. This suggests that for low accuracy integrations, where stiffness may be an issue, we should translate the spectrum of A(t) so that there are no eigenvalues with negative real part, but for high accuracy, we should shift the spectrum to minimize the largest absolute value of the eigenvalues. Although it requires some modification (as we shall see in the next section), numerical examples support this basic philosophy well. In particular we found our methods, after suitable shifts, gave excellent low cost/low accuracy results for stiff systems. There is much room for further research here, and ultimately we would like to have an adaptive algorithm, that adjusts the freedom in A(t) in response to required accuracy, much like existing algorithms for stepsize control.
The observation that "approximations to Γ(t 0 , h) need not have the same properties as Γ(t 0 , h)" can also be exploited to find many approximations other than the onesΓ 2 andΓ 4 we have written above. In particular, let us consider the identities
When we approximate the time ordered exponentials appearing in these expressions by keeping only a certain number of terms in the relevant sums, the above identities are no longer true to all orders, and thus each of these three expressions gives different approximations to Γ(t 0 , h). The third expression gives particularly attractive Padé approximant formulae: for example we have the second and fourth order approximations
where here A and its derivatives are all evaluated at t 0 + h 2 . We have not used this formula, because it requires substantial symbolic computing to implement, but the efficiency of using such approximations certainly merits investigation. In greater generality, many other possible schemes for constructing approximationsΓ exist, and we have only selected the simplest for the purpose of demonstrating the efficacy of Möbius schemes.
Eliminating Stiffness: An Example
To investigate more concretely the spectrum-translating strategy suggested in the last section for handling stiffness, we consider application of the simplest first order Möbius scheme to the constant coefficient Riccati differential equation. Thus we are approximating solutions oḟ
via the recursion
Claim. The fixed points of (43) coincide (precisely, for all h) with the critical points of (42). In the generic case, the asymptotic behavior of (43) near its fixed points reproduces qualitatively the asymptotic behavior of (42) near its critical points, but only provided h is sufficiently small. Proof. The critical points of (42) We now look at the differential equation and the recursion in the neighborhood of a critical/fixed point Y . The "genericity" assumption that we make is that the n × n matrix a − Y c and the m × m matrix (d + cY ) T each have a complete set of eigenvectors, i.e. that we can find n linearly independent n−dimensional vectors v r , r = 1, . . . , n, such that (a − Y c)v r = λ r v r for some scalar λ r ,
and
The mn rank one matrices of the form v r w T s span the space of n × m matrices. Consider first the differential equation in the neighborhood of Y . Writing y = Y + ǫ, we haveǫ
Expanding ǫ via
we findǫ
The mn numbers λ r − µ s determine the behavior of the orbits of the equation (42) 
Turning now to the recursion, we write y i = Y + ǫ i , and a simple calculation gives
Expanding
we have ǫ i+1,rs = 1 + hλ r 1 + hµ s ǫ i,rs r = 1, . . . , n s = 1, . . . , m .
The mn numbers (1 + hλ r )/(1 + hµ s ) determine the behavior of the recursion near the fixed point. Since
for sufficiently small h we are guaranteed to qualitatively reproduce the asymptotic behavior of the differential equation near Y . But evidently for larger h, this need not be the case.
• Stiffness is the phenomenon that to obtain qualitatively correct behavior from a numerical scheme near a stable critical point of an ODE we are forced to use very small h. In our case, from (48), the critical point y = Y is stable if all the differences λ r − µ s have negative real part. To obtain qualitatively correct behavior from the recursion we need
for all r, s. Assuming Re(λ r −µ s ) < 0, this condition is automatic if |µ s | ≥ |λ r |, and otherwise implies
Stiffness can happen, but the criterion for stiffness is not the eigenvalues of A having negative real part and large absolute value, as was tentatively suggested in the previous section (we will
showing spectrum translation relaxes the condition on the stepsize h (instead of h being small, h/(1 + hp) must be small). Unfortunately it is not easy to determine from this analysis (particuarly in the time dependent context) what p should be chosen for a given equation.
In our numerical studies we took p to be the largest eigenvalue of A in absolute value, which seemed to work well.
We conclude this section with several notes:
1. In the introduction we presented Möbius schemes as an implementation of linearization techniques for Riccati equations in the original variables. We have now shown that stiffness can occur for Möbius schemes, but its occurence does not coincide with the occurence of stiffness for the associated linear system. This shows that there can be substantial differences in the effectiveness of the two types of method. See also section 5.5.
From the above analysis we see that if the recursion (43) converges, it converges to a solution of the algebraic Riccati equation aY
Under the circumstances that this algebraic Riccati equation has a unique stable solution (a solution for which all the differences λ r − µ s have negative real part), as happens in a number of cases of interest, implementing the recursion (43), using arbitrary starting value y 0 looks like a potentially useful method for finding this stable solution (one could of course exploit the higher order methods of section 2 as well). This method for solving the algebraic Riccati equation has many similarities to the recursive method for computing the sign function of the matrix A, and using this to solve the associated algebraic Riccati equation [14] . We thank one of the referees for pointing this out.
3. It is interesting to generalize the above analysis for higher order Möbius schemes. Unfortunately, for a general Möbius scheme applied to the general constant coefficient Riccati equation, the fixed points of the recursion need not coincide exactly with the critical points of the ODE. If we restrict to the case b = 0, and look only at the critical point at y = 0, which will be a fixed point for all the Möbius schemes we have considered, then a general theory can be developed, analogous to the standard stability theory for linear ODEs. Stability of a scheme, for a given h, is determined by the eigenvalues of a and d, which now are exactly the eigenvalues of A; the region of stability is changed by spectrum translation, and it is possible to estimate the spectrum translation needed to produce stability for a given h. 
Numerical Procedure
In the following examples, we performed numerical integrations of Riccati equations using Möbius schemes (2). The approximationΓ(t i , h) used wasΓ 2 from (35) in all examples. In additionΓ 4 from (33) was used in the third example below (section 5.4). Each Riccati equation was specified by an initial choice of A(t), and the effects of various spectrum translations of the form (37) were considered.
A standard stepsize control procedure was used throughout. At each step, the program receives the current value t of the independent variable, the computed value of y(t), and h, the last stepsize used. Using this data the program computes two approximations to y(t + h), the first, y 1 , by application of the given numerical method once with stepsize h, and the second, y 2 , by application of the given numerical method twice, with stepsize h/2. A local error estimate is then obtained using the simple absolute error
The use of a pure absolute error formula was intended to be extremely constraining when integrating through singularities. Once ||y 1 − y 2 || is computed, it is compared with a preset tolerance ∆. If the error exceeds 2∆, the step is rejected, and all calculations are repeated using a smaller stepsize h new , obtained from (h new /h) p+1 = ∆/||y 1 − y 2 ||, where p is the order of the method. Otherwise, the step is accepted, with the approximation to y(t + h) taken to be the extrapolated value (2 p y 2 − y 1 )/(2 p − 1). The stepsize h is passed on to the next step, unless ||y 1 − y 2 || < ∆/2, in which case it is updated to h new via the formula given above.
This stepsize control procedure should be sensitive to the problem of ill-conditioning in the matrices that need to be inverted to construct y i+1 from y i .
Problem 1: A constant coefficient example
As a first example we look at example 1 from [8] 
and we consider the problem on t > 0 with initial condition y(0) = 0 0 −1 0 . The exact solution is
In practice we consider integration over the interval 0 < t < 5; by t = 5 the solution is extremely close to its asymptotic value y(∞) = 1 .110 0 −.1 . The eigenvalues of the matrix A(t) given above are 10, 0, −1, −11. We considered using this A(t), and three other choices of A(t), translated by +10 I 4 , +20 I 4 , and −10 I 4 . Results, given as a log-log plot of number of steps used against inverse tolerance, are displayed in Figure 1 . In all cases the integration was found to be reliable over the large range of tolerances displayed, with the tolerance giving a good measure of the magnitude of global error. For tight tolerances all 4 methods showed the expected linear increase of the number of steps required with 1/(tolerance) 1/3 , with best performance by the original choice of A(t), for which the eigenvalues are most symmetrically placed about the origin. For broader tolerances there is a marked difference in behavior between the methods for which there are large negative eigenvalues (i.e. the initial choice of A(t), and the choice with A(t) shifted by −10 I 4 ) and the methods for which there are no large negative eigenvalues. For the former, there are signs of stiffness -stepsize choice becomes erratic, and the decrease of the number of steps as tolerance is broadened is not as rapid as expected, because stability issues, and not just accuracy issues, are relevant. So, as we have predicted, the question of which method is optimal depends on the desired tolerance; for low accuracy, stiff methods are best, for higher accuracy the choice of A(t) with eigenvalues symmetric about the origin is preferable. Of course, in the current example, where the negative eigenvalues are not particularly large, these effects are small, but they are most definitely present.
Problem 2: Dieci's knee problem
Here we consider example 3 from [8] , i.e. the scalar equatioṅ
for which
Here ǫ is a small positive number. We are given an initial condition at t = −1, and it is desired to integrate over the interval −1 < t < 1.
This is a difficult problem for numerical analysis. The ǫ dependence can be scaled out, and the solutions take the form y(t) = √ ǫY (t/ √ ǫ) where Y (T ) is plotted in Figure 2 . From this figure the general behavior can be seen: for t < 0 the solutions are attracted (possibly through a singularity) towards y(t) = t, which is an exact solution. For t > 0 the solution y(t) = t becomes unstable, and solutions are attracted towards an asymptotic solution
What is less evident from the figure, because of the rescaling, is just how rapidly solutions are pulled towards the stable asymptotic solutions in t < 0 and t > 0. If we take initial condition y(−1) = −1 − m, the exact solution takes the form
and from this |y(0)| ≤ |m| e −1/2ǫ .
For small ǫ and moderate m, this is very, very small, and, bearing in mind that whatever integration scheme we use has some error, y(0) will be essentially indistinguishable from 0. What this means is that once we reach t = 0, all information about the initial condition will have been lost. If all information about the initial condition has been lost, all that we can ask from a numerical method is qualitatively correct behavior, i.e. that for t > 0 it should reach the appropriate asymptotic solution y(t) = ǫ/t+O(ǫ 2 ). Now, from Figure 2 , we see that solutions with y(0) > 0 reach the asymptotic solution via a singularity, while solutions with y(0) < 0 do not. Since we have no control over whether y(0) > 0 or y(0) < 0, an apparent sine qua non for dealing with this problem is the ability to pass through singularities. In fact, the situation is a little better than this: any method, while integrating up the stable solution y(t) = t in t < 0, will have a systematic error, whose sign will be typically purely method dependent, i.e. not dependent on choice of stepsize/error tolerances. Should the systematic error be negative, the method will report y(0) < 0 and there will be no need to go through a singularity. Of course, it is doubtful that there exists a method not suited to dealing with singularities, which happens to correctly avoid the need to do so in all problems. The argument given here is an explanation of how methods that cannot handle singularities might still produce correct results in the current problem. It is certainly not a justification for their generally applicability.
Having established that we are only looking for qualitatively correct behavior in this problem, particularly in the presence of singularities, let us present results. We took initial condition y(−1) = −1.1, and considered 4 choices of A(t),
The "best" method has no negative eigenvalues, and agrees with the "goodleft" method for t < 0 and the "goodright"method for t > 0. The "symmetric" method has the two eigenvalues of A(t) symmetrically placed around the origin. Results for ǫ = 10 −3 and ǫ = 10 −5 are presented in Figure 3 . All methods except "best" cannot be reliably run for broad error tolerances. On the other hand, "best" gives excellent, reliable results in this region. To illustrate this, we present the runs for this method at tolerances 0.08, 0.09, 0.10, 0.11 for ǫ = 10 −5 in Table 1 . The method produces -to within the tolerance level -the correct behavior for both t < 0 and t > 0, with, in fact, surprising accuracy in the latter region. Bearing in mind the complexity of this problem, these are remarkable results. To demonstrate further the reliability of our method, in Table 2 we present a similar set of runs obtained for a modified Dieci knee problem [15] , the equationẏ Table 2 : Similar results for the modified Dieci knee problem (run with identical initial condition and ǫ = 10 −4 ), for which the stable solution for t < 0 takes the form y(t) = t + ǫ/t + . . . and the stable solution for t > 0 takes the form y(t) = ǫ 2 /t + . . .. Figure 3 deserve mention. First, at high accuracy, the "goodright" method outperforms the others substantially, in needing far fewer steps. This is a coincidence. A detailed analysis shows that for this method in the t < 0 region, the dominant systematic error term present for the other methods is absent. Consequently it integrates far better in this region if there are no stability problems. However there are stability problems for broad tolerances, for which a reliable integration could not be achieved. Of the other 3 methods, "symmetric" works best, as expected. Second, we note the strange behavior of the plots for the method "best" for broad tolerances. Despite the absence of stiffness, there is no reason to expect anything approaching linear behavior of the plot except in the region where the typical stepsize is substantially less than the natural scale of the problem, √ ǫ. In fact the onset of the linear regime in the plots we have obtained is perfectly within expectations. One contributory factor to the rapid increase in the number of steps as the tolerance is tightened is the fact that the solutions obtained with the method "best" go through a singularity to latch on to the correct asymptotic solution for t > 0. For the reasons we have explained, there is no reason why they should not do this.
Several other features of

Problem 3: A matrix time dependent example
Here we consider example 4 from [8] , for which and we integrate over the interval −1 < t < 1 with initial condition
Straightforward calculations show this equation has the following stable solutions:
The eigenvalues of A(t) as given above are
We therefore implemented our methods with two choices of A(t), the one given above, and the above shifted by (t/2ǫ)I 4 in the region t > 0. We note the latter choice leaves a negative eigenvalue −1/ √ ǫ for t < 0, but removes the much larger negative eigenvalue that appears for t > 0. We used ǫ = 10 −3 and ǫ = 10 −5 , and considered both the second order and fourth order methods given in Section 3. Results are displayed in Figure 4 , and are completely in line with expectations. Having left a moderate negative eigenvalue in even the shifted method, we found the broadest tolerance usable for the shifted method was not as low as in the example of the Dieci knee problem, but still we could get very fast, reliable low-accuracy integration for tolerance 10 −2 .
Problem 4: A large matrix example and (the absence of) stiffness
Finally, we consider example 1 from [7] (which is equivalent to example 6 from [8] ). Here y(t) is an N × N matrix, k is a positive real, and we consider the equatioṅ
The general solution is
We consider two choices of the matrix A(t) for this equation, both constant:
A 1 has eigenvalues ±k, each repeated N times, and A 2 has eigenvalues 0, 2k, each repeated N times. Applying our method with constant stepsize h gives the recursions
It is straightforward to diagonalize and compute powers of the matricesΓ 2,a (h), and thereby solve the recursions. For both a = 1, 2 the solution takes the form
The meaning of these results is that if the recursions were implemented exactly, their solutions follow the solution curves of the differential equation, but the propagation rate down the curve is not necessarily correct; the ratio of the observed rate to the correct rate is kh/kh. For small enough h (hk << 1), this is approximately 1, but for larger h it can be substantially less than 1. (Other Möbuis schemes allow the asymptotic solution to be approached faster than the real rate, for suitable values of h. For the second order Padé approximant method mentioned at the end of Section 3, we find kh = ln |(1 + hk/2)/(1 − hk/2)|, which can exceed kh.)
The above results do not automatically imply that Möbius schemes will be successful for equation (68) . Depending on the value of y(0), the exact solution curve can tend to a variety of limit points as t → ∞, but only one of these is stable (in the sense of section 3), the limit y → kI N , and a good integration scheme should always reach this limit. We numerically integrated (68) for the cases N = 10 and 50, k = 10 and 1000, over the interval 0 < t < 5, via method 1 (using A 1 ) and method 2 (using A 2 ), with the usual stepsize control technique. The initial condition chosen was y(0) = U diag(1, 2, . . . , N ) U −1 , where U was an N × N matrix of random numbers between 0 and 1. Correct limit behavior was always achieved, and results on the number of steps required are presented in Figure 5 .
In figure 5 , no signs of stiffness are evident, even for k = 1000 with method 1, for which the matrix A = A 1 has large negative eigenvalues. As was discussed in section 3, the true stiffness criterion for Möbius schemes is somewhat different, and in fact for the simple first order Möbius scheme the criterion of qualitatively correctness with the choice A = A 1 can easily be verified to be |(1 − hk)/(1 + hk)| < 1, which holds for all hk > 0. Figure 5 conceals one minor subtlety. For method 1, we see from Eq. (76) that hk is bounded as a function of hk; this means that irrespective of the stepsize chosen, we go no more than a certain distance down the solution curve. For method 2, this is not true. In particular, if given the option of taking a "giant" step, it can move directly, in one step, to the asymptotic solution, and stepsize control will not prevent this, as it is actually doing the correct thing. Thus the results for method 2 turned out to be dependent on the initial h fed to the stepsize routine. The results presented used a small initial h of 0.1; increasing the initial h over a certain threshold would make the integration finish in (essentially) one step.
Examples 2: Singular Solutions
In this section we illustrate integration through singularities, using two of the equations of the previous section.
First, we consider the Dieci knee problem, equation (58), with ǫ = 1, and initial condition y = 0 at t = −1. From Figure 2 , we see that the corresponding solution passes through a singularity at some positive t. Integrating numerically, using method "best" from Section 5.3, we found, for a wide range of tolerances, that the numerical solution reproduced the correct behavior; relevant data is reproduced in Table 3 : Numerical integration through a singularity in the Dieci knee problem that the numerical method got "stuck" in the sense that it took smaller and smaller step sizes as it approached the singularity, and failed to pass it. This can be attributed directly to the manner in which we we computed error estimates, viz. equation (56). An absolute error formula is too constraining when dealing with quantities of large magnitude. We made the decision to use absolute error estimates precisely to demonstrate that despite this we could integrate through singularities. Using relative error estimates (for large values of y) allows us to integrate even at tighter tolerance; we have tested tolerances down to 10 −13 . For smaller ǫ in the Dieci knee problem, the minimum tolerance permitted when using only absolute error estimates decreases (for ǫ = 10 −4 we could use tolerance 10 −11 without problem); this is because as ǫ is decreased the approach to singularity is more rapid.
At low tolerances we expect to get so close to the singularity that the issue of machine number handling may become relevant. This could cause failure of the method, or at the least a loss of accuracy. In practice we have yet to see this.
Moving to the problem of Section 5.5, equation (68), the exact solution (69) shows there are singularities whenever tanh kt = −k/λ, where λ is an eigenvalue of y(0). The singularity is a pole of order equal to the multiplicity of the corresponding eigenvalue λ. We ran method 1 from section 5.5 on this problem, taking N = 3, k = 10, and y(0) = U D U −1 , where U is a matrix of random numbers between 0 and 1, and D = diag(λ 1 , λ 2 , λ 3 ). We took (λ 1 , λ 2 , λ Table 4 . The tolerances used give an idea of when the method works despite the use of absolute error estimates; using relative errors it can be substantially extended. The effect of the order of the pole on the ease with which it can be passed is not currently clear to us.
Concluding Comments
In conclusion, there are some open issues we would like to mention. The underlying idea of this paper comes from group theory -that if a differential equation tells us that a function is evolving via infinitesimal group transformations of a certain type, the recursions used in numerical simulations should be group transformations of the same type. However, certain aspects of our implementation are not natural, in the group theoretic sense, in particular the error estimate and extrapolation procedure described in Section 5. 0.054930609 0.054930617 Table 4 : Numerical integration through singularities in Problem 4 section, the natural way to estimate the error in y 1 , y 2 is to estimate the minimal deviation from the identity element of those group elements transforming y 1 to y 2 . We intend to return to this issue. Similarly, extrapolation should be done in a group theoretic -not necessarily linear -way. In practice, we do not expect these issues to have very serious effect on the results of implementations, but they are of theoretical interest, not just for the numerical integration of Riccati equations, but also for the host of other equations for which symmetric methods are relevant.
It is also of interest to construct multistep or multivalue methods for Riccati equations, with the expectation that these may be computationally cheaper for higher order calculations. Presumably this involves exploitation of higher dimensional representations of Möbius transformations. Also, it is of interest to apply our methods to so-called symmetric Riccati equations, for which various different transformation groups are relevant.
