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LONG-TERM REGULARITY OF 3D GRAVITY WATER WAVES
FAN ZHENG
Abstract. We study a fundamental model in fluid mechanics–the 3D gravity water wave
equation, in which an incompressible fluid occupying half the 3D space flows under its own
gravity. In this paper we show long-term regularity of solutions whose initial data is small but
not localized.
Our results include: almost global wellposedness for unweighted Sobolev initial data and
global wellposedness for weighted Sobolev initial data with weight |x|α, for any α > 0. In the
periodic case, if the initial data lives on an R by R torus, and ǫ close to the constant solution,
then the life span of the solution is at least R/ǫ2(logR)2.
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I live upstream and you downstream
From night to night of you I dream
Unlike the strewam you’re not in view
Though we both drink from River Blue
—Chinese Song Lyrics by Li Zhi-yi [96]
1. Introduction
1.1. The equations in the Zakharov formulation. We consider the motion of an incom-
pressible irrotational inviscid fluid that occupies a domain
Ω(t) = {(x, z) ∈ R2 × R : z < h(x, t)} (1.1)
in the three dimensional space, with a free boundary
Γ(t) = {(x, h(x, t)) : x ∈ R2}. (1.2)
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In addition to the pressure, assumed to be 0 on the boundary Γ(t), the only external force
acting on the fluid is gravity, normalized to be (0, 0,−1).
Let v be the velocity of the fluid and p be its pressure. Within the domain Ω(t), the velocity
v satisfies
∇x,z · v = 0, (incompressibility)
∇x,z × v = 0, (irrotationality)
vt + v · ∇x,zv = −∇x,zp− (0, 0, 1). (the Euler equation)
The velocity of the fluid on the boundary Γ(t) dictates how it moves:
∂t + v · ∇x,z is tangent to (t,Γ(t)). (the boundary condition)
Since v is irrotational, there is a velocity potential Φ on Ω(t), uniquely determined up to an
additive constant, such that v = ∇x,zΦ. The incompressibility condition then translates into
the harmonicity of Φ on Ω(t). Therefore Φ is uniquely determined (at least assuming sufficient
regularity and decay of v at infinity) by its boundary value
φ(x, t) = Φ(x, h(x), t).
We can now reformulate the Euler equation and the boundary condition in the Zakharov
system, whose derivation can be found in Section 11.1.1 of [79] or Section 1.1.4 of [59].{
ht = G(h)φ,
φt = −h− 12 |∇φ|2 + (G(h)φ+∇h·∇φ)
2
2(1+|∇h|2)
(1.3)
where G(h)φ =
√
1 + |∇h|2∂nΦ is the Dirichlet-to-Neumann operator 1 associated to the do-
main Ω(t).
Note that the system (1.3) has a conserved energy (Proposition 2.1 of [40]):
E =
∫
R2
1
2
(φG(h)φ + h2)dx. (1.4)
Next we look at the evolution for the vorticity ω = ∇×v. Taking the curl of the Euler equation
we get its evolution equation
ωt = −(v · ∇)ω − ω(∇ · v).
Therefore the irrotationality assumption is preserved by the flow.
The trivial solution (h, φ) = (0, 0) is an equilibrium of the system (1.3). Our goal is to
investigate the long-term stability of this equilibrium.
To linearize the system (1.3), we define the Fourier multipliers |∇| and Λ.
Definition 1.1. Let F denote the Fourier transform. We define
F(|∇|u)(ξ) = |ξ|Fu(ξ), F(Λu)(ξ) =
√
|ξ|Fu(ξ), F(〈∇〉u)(ξ) =
√
1 + |ξ|2Fu(ξ).
Near the equilibrium (h, φ) = (0, 0), the Dirichlet-to-Neumann operator is, as a first order
approximation, G(h)φ = ∂zΦ, where Φ solves the Dirichlet problem in the half space {(x, z) :
z ≤ 0} with the boundary value φ on the surface {(x, z) : z = 0}, and the boundary condition
1It has become a convention in the water wave problem to put the factor of
√
1 + |∇h|2 in front of the usual
normal derivative.
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is ∇Φ → 0 uniformly as z → −∞. Using the Fourier transform, it is easy to see that the
Dirichlet problem has a unique solution given, in the frequency space, by
FxΦ(ξ, z) = ez|ξ|Fφ(ξ).
Hence
F [G(h)φ](ξ) = (Fx∂zΦ)(ξ, 0) = |ξ|Fφ(ξ)
or G(h)φ = |∇|φ, to the first order. Now the system (1.3) linearizes to{
ht = |∇|φ,
φt = −h,
which can then be written in matrix form as
d
dt
(
h
φ
)
=
(
0 |∇|
−1 0
)(
h
φ
)
and the eigenvalues of the matrix on the right-hand side are (formally)
±
√
−|∇| = ±i
√
|∇| = ±iΛ
with the corresponding eigenvectors
U∓ = h∓ iΛφ. (1.5)
Thus the system (1.3) is dispersive at the linear level. The full system however, is fully
nonlinear in terms of U because the right-hand side contains terms quadratic in ∇h and ∇φ.
To obtain a quasilinear evolution equation, we will make use of the Alinhac good unknown,
introduced in [11],
U˜± = h± i|∇|1/2(φ− T∂zΦh|z=h(x)), (1.6)
where T∂zΦh is a paraproduct, to be defined in section 3.2. Our main results are stated in
terms of the variable U˜ = U˜+. Note that by Proposition 5.2 below, U and U˜ are comparable
in terms of energy estimates.
1.1.1. The periodic setup. We will also show long-term wellposedness of the 3D gravity water
wave (GWW) equation on a torus of size R × R, which we denote by (R/RZ)2. Thus the
domain that the fluid occupies is now
Ω(t) = {(x, z) ∈ (R/RZ)2 × R : z < h(x, t)} (1.7)
with a free boundary
Γ(t) = {(x, h(x, t)) : x ∈ (R/RZ)2} (1.8)
on which we still assume the pressure is 0. Because gravitational acceleration has the dimension
[LT−2], it can still be normalized to (0, 0,−1) by reparametrizing the time variable.
As before, the flow is assumed to be incompressible and irrotational, satisfying the Euler
equation. The boundary moves according to the local velocity.
When we try to put the above system in the Zakharov formulation (1.3) however, there is one
notable difference: the velocity field always integrates to a velocity potential in the Euclidean
case, but not in the periodic one. There are cohomological obstructions to that, namely the
line integral of the velocity field along any homology class of the torus must be 0:∫
γ
v = 0, ∀γ ∈ H1((R/RZ)2,R).
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This is known as the zero momentum condition. It can always be ensured using a change
of variable (v˜ = v − v0, p˜(x, t) = p(x− v0t, t)). Under such a condition, the velocity potential
Φ can always be found such that v = ∇x,zΦ, and is uniquely determined by its boundary value
φ as before. In this setup, the GWW equation can still be put in the Zakharov formulation
(1.3), with the meaning of the variables unchanged.
The periodic GWW equation shares many of the conservation laws with the Euclidean one.
For example, the energy
E =
∫
(R/RZ)2
1
2
(φG(h)φ + h2) (1.9)
is still invariant under the flow. The fluid will remain irrotational if it is so initially. The zero
momentum condition is also preserved because vt is a gradient under the irrotationality
assumption, see (1.11) of [100] for example.
With the definition of the operators as given in Definition 1.1, the Zakharov system (1.3)
can still be linearized in terms of the variable U± given by (1.5). We will still use the Alinhac
good unknown U˜± as defined in (1.6).
Periodic solutions of nonlinear dispersive equations have been studied in the context of the
large box limit (see for example [24]), in which the equation is posed on a torus of size R, and
in the limit R→∞, it was observed that the behavior of the solution can be approximated by
a wave kinetic equation, known as the continuous resonance equation and believed to describe
weak turbulence. To initiate the study of weak turbulence for the GWW equation, it is necessary
to first obtain its long-term regularity on a large torus. Such a setting also fills in the gap
between the global wellposedness result in the Euclidean setting and cubic lifespan on the unit
torus, to be detailed later.
1.2. The main theorems. Now we can state the main results about the 3D gravity water
wave (GWW) equation in this paper. Throughout the paper N ∈ N and α ∈ (0, 1) are fixed,
and all implicit constants only depend on them unless stated otherwise. We also assume that
ǫ is sufficiently small.
Definition 1.2. In the Euclidean space we define
‖u‖Z = ‖(1 + |x|)α〈∇〉8u‖L2 .
On the R×R torus we define
‖u‖Z = ‖(1 + ‖x‖)2/3〈∇〉8u‖L2 , ‖x‖ = d(x, (RZ)2).
In other words, ‖x‖ is the geodesic distance from the center of the torus, fixed once and for all.
Theorem 1.3. If N ≥ 11 then there is a constant c > 0 such that if
‖h0‖HN+1/2 + ‖|∇|1/2φ0‖HN ≤ ǫ, (1.10)
then there is
Tǫ ≈ exp(c/ǫ) (1.11)
such that (1.3) has a unique solution with initial data (h0, φ0) that satisfies U˜ ∈ C([0, Tǫ],HN ).
Theorem 1.4. If N ≥ max(33/(α − α2), 8/α2), α ∈ (0, 1) and
‖h0‖HN+1/2 + ‖|∇|1/2φ0‖HN + ‖h0‖Z + ‖|∇|1/2φ0‖Z ≤ ǫ, (1.12)
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then (1.3) has a global unique solution with initial data (h0, φ0) such that U˜(t) is bounded and
continous in HN for all t ≥ 0.
Remark 1.5. (i) To the knowledge of the author, Theorem 1.3 is the first almost global well-
posedness result of the 3D GWW equation with nonlocalized Sobolev initial data. In 2D similar
arguments show a lifespan & ǫ(−4)+ for such initial data, an improvement over the ǫ−2 lifespan
in [8, 45, 50, 93].
(ii) Theorem 1.4 improves on the global wellposedness results of Germain–Masmoudi–Shatah
[40] and Wu [94] by reducing the weights on the initial data to an arbitrarily small polynomial
power.
(iii) The framework used to prove these theorems is very flexible, and applies to many other
nonlinear dispersive equations.
In the periodic case we also assume that the period R is sufficiently large.
Theorem 1.6. If N ≥ 11 then there is a constant c > 0 such that if 1 ≪ R ≤ exp(c/ǫ) and
(1.10) holds, then there is
TR,ǫ ≈ R/(ǫ2(logR)2) (1.13)
such that (1.3) has a unique solution with initial data (h0, φ0) that satisfies U˜ ∈ C([0, TR,ǫ],HN ).
Theorem 1.7. If N ≥ 41, R ≥ ǫ−3/5 and (1.12) holds, then there is
T ′R,ǫ ≈ R12/11−O(1/N)ǫ−6/11+O(1/N) (1.14)
such that (1.3) has a unique solution with initial data (h0, φ0) that satisfies U˜ ∈ C([0, TR,ǫ],HN ).
Remark 1.8. (i) For specific values of the constants in the exponents see Proposition 2.6.
(ii) If the assumption made on R and ǫ in Theorem 1.6 does not hold, then we have R & ǫ−100
(say), and Theorem 1.7 gives a better bound. Either lifespan is longer than R/ǫ, which is the
most one can hope for without using the normal form, for no decay can be expected of the L2
norm of the solution, giving a lower bound of & ǫ/R of its L∞ norm.
(iii) When R = 1, Theorem 1.6 gives a lifespan & ǫ−2, which matches what can be obtained
from the normal form transformation as used in [94, 40]. For larger R however, the normal form
transformation alone does not give a longer lifespan; there global wellposedness was obtained
from decay estimates, which requires localized initial data satisfying (1.12) instead of (1.10).
Scaling to R = 1 is not easy either, for the initial data would be rough due to spatial shrinking.
(iv) Unlike Faou-Germain-Hani [38] and Buckmaster–Germain–Hani–Shatah [24], our proofs
of Theorems 1.6 and 1.7 do not rely on the number-theoretic properties of the resonance set.
Hence it is straightforward to generalize our results to nonsquare tori with bounded aspect ratios.
1.3. Background. The water wave problem is central to the study of many fluid phenomena,
for example, the propagation of waves in the ocean. As such, it enjoys a long history of
active research, of which we will only mention a selected few, referring the interested reader to
[23, 52, 59] for more comprehensive references.
1.3.1. Local wellposedness. Local wellposedness of the water wave problem was first studied by
Nalimov [66], Shinbrot [75], Yosihara [97, 98] and Craig [31]. All these works assume that the
surface is close to a flat one, in which case the Rayleigh–Taylor sign condition [84]
∇n(x,t)p(x, t) < 0 (1.15)
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always holds, where n is the outward pointing unit normal to Ω(t).
A breakthrough came when Wu [91] showed that (1.15) always holds, as long as the surface
does not cross itself, thus extending the local wellposedness results to large initial data in 2
dimensions [91] and 3 dimensions [92].
After Wu’s breakthrough, local wellposedness of the water wave problem has been gener-
alized in many aspects: the motion of a drop (with vorticity in Christodoulou–Lindblad [29]
and Lindblad [62]; with capillarity in Beyer–Gu¨nther [17]; with both in Coutand–Shkoller [30]
and Shatah–Zeng [72]; with another surrounding fluid in Shatah–Zeng [73, 74]), the motion of
vortex sheets in Cheng–Coutand–Shkoller [26], irrotational gravity-capillary waves in Ambrose–
Masmoudi [12, 13], rotational gravity water waves in Zhang–Zhang [99], the existence of non-
trivial bottom topography in Lannes [58], Ming–Zhang [64] and Alazard–Burq–Zuily [4, 6],
the presence of an emerging bottom in de Poyferre´ [34], and the existence of angled crests in
Kinsey–Wu [55] and Wu [95].
All the results above are local in nature, that is, the lifespan of the solution, if calculated
explicitly, is no longer than the reciprocal of the size of the initial data. We now review results
yielding longer lifespans.
1.3.2. Almost global and global wellposedness. The first global wellposedness results for water
waves were obtained for 3D GWW, by Germain–Masmoudi–Shatah [40] and Wu [94]. Soon
afterwards, the corresponding result for 3D capillary water waves was obtained by Germain–
Masmoudi–Shatah [41], and for 3D gravity-capillary water waves by Deng–Ionescu–Pausader–
Pusateri [37]. In the presence of a flat bottom, wellposedness of the 3D gravity (resp. capillary)
water waves was shown by Wang [88, 89] (resp. [90]).
In two dimensions (i.e., one-dimensional surface), long-term wellposedness was first shown
by Wu [93] (see also [45]), who showed that the lifespan of 2D GWW is exponential in terms
of the reciprocal of the size of the initial data. Global wellposedness was later shown by
Ionescu–Pusateri [50], Alazard–Delort [8, 9] and Ifrim–Tataru [46]. Global wellposedness was
also shown for some solutions with infinite energy by Wang [87]. For 2D capillary water waves,
global wellposedness was shown by Ionescu–Pusateri [51] and Ifrim–Tataru [47] (assuming an
additional momentum condition).
We remark that all the results above assumed that the initial data is very localized. For
example, in Wu [94], the initial data is required to satisfy (schematically)∑
j≤l
‖Γj(initial data)‖L2 ≤ ǫ
for some l ≥ 17, where Γ is the one of the vector fields in the set
{∂1, ∂2, x1∂1 + x2∂2, x1∂2 − x2∂1}.
This amounts to putting a weight comparable to |x|17 in the Sobolev norm. In Germain–
Masmoudi–Shatah [40], the weight is smaller, but is still comparable to |x|.
It is therefore interesting to see from Theorems 1.3 and 1.4 that the weights can be reduced to
almost the minimum, so that the initial data can be made (almost) nonlocalized. For example,
if two small stirs appear far apart in the same body of water, a situation poetically portrayed
in the lead of this paper, the initial data is small in unweighted Sobolev spaces but large in
weighted ones, to which previous global wellposedness results are inapplicable, yet one expects
that the water will remain placid for a long time, because it will take long for the two stirs
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to significantly interact with each other, when they have already dispersed considerably. That
this is the case is shown by Theorem 1.3. Such “multi-bump” initial data was studied in the
context of quasilinear wave equations by Anderson–Pasqualotto [14].
1.3.3. Strichartz estimates. Strichartz estimates of quasilinear dispersive equations are also
attracting research. Pioneering work in quasilinear wave equations was done by Bahouri–
Chemin [16], Tataru [81, 82, 83] and Blair [22], with extensions to Schro¨dinger equations in
Staffilani–Tataru [80], Burq–Gerard–Tzvetkov [25] and Robbiano–Zuily [69] (see also Lebeau
[60]). For water waves, Strichartz estimates for 2D gravity-capillary waves were shown in
Christianson–Hur–Staffilani [28] in the infinite depth case, and Alazard–Burq–Zuily [5] in the
finite depth case. For 2D finite depth gravity water waves, Strichartz estimates were shown in Ai
[2] (which may be improved by techniques developed in [3]). In general dimensions, Strichartz
estimates were shown by Alazard–Burq–Zuily [7] (for better results see [1]) for gravity water
waves, and de Poyferre`–Ngyuen [35] and Ngyuen [68] for capillary-gravity water waves.
All previous results on Strichartz estimates for the water wave equation are local in time,
that is, they only hold for an unspecified time (depending on the norms of the initial data).
For example, [7] showed that (for 3D GWW) if initially the data (h0, φ0, V0, B0) ∈ Hs+1/2 ×
Hs+1/2 ×Hs ×Hs,2 where s is above some threshold, the Taylor sign condition (1.15) holds,
and the depth is bounded from below uniformly, then for r in some range depending on s, there
is T > 0 such that
(h, φ, V,B) ∈ C([0, T ]→ Hs+1/2 ×Hs+1/2 ×Hs ×Hs)
∩ L2([0, T ]→W r+1/2,∞ ×W r+1/2,∞ ×W r,∞ ×W r,∞).
Although this result is purely local, it does suggest the right space to bound the solution in,
namely the space L2W r,∞. This fits nicely into the quartic energy estimates, to be discussed
later. Therefore extension of such Strichartz estimates is crucial to the proof of the (almost)
global results in Theorem 1.3 and Theorem 1.4, though we will work at the level r = 6, much
higher than the sharp results cited above, because we are not aiming at optimal regularity in
this paper. Similar ideas were used to show long-term regularity of the periodic Euler–Poisson
equation in 2D by the author [100].
1.3.4. Nonlocalized initial data. As mentioned previously, local wellposedness of water waves
with initial data in (unweighted) Sobolev spaces is known. Local wellposedness is also known
for (horizontally) periodic data, that is, functions living on the torus (R/Z)n, see Schweizer
[70] and Kukavica–Tuffaha–Vicol [56] for the Euler equation in a domain with a flat bottom
and Ambrose–Masmoudi [12] for infinitely deep gravity-capillary water waves in 2D.
In the case of GWW, lifespans of solutions can be extended to “cubic”, that is, a time of
existence ≈ ǫ−2, where ǫ is the size of the initial data. Indeed, this is an immediate consequence
of the normal form transformation, to be discussed later, and can be derived from results in
[8, 45, 50, 93] for 2D GWW, and [94, 40] for 3D GWW, see also [46, 51, 48, 77] for 2D capillary
water waves and 2D GWW with constant vorticity and point vortices. Cubic lifespans for
GWW with more general nonlocalized data (Euclidean Sobolev + periodic Sobolev) were also
obtained by Su [78], in the context of modulation approximation. It was also shown for the
free boundary problem for incompressible self-gravitating fluids with zero or constant vorticity
by Bieri–Miao–Shahshahani–Wu [21].
2The meaning of these quantities will become clear later.
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In general, if the nonlinear terms are of degree d, conventional wisdom expects a lifespan
≈ ǫ1−d. If there is more algebraic structure that enables more iterations of the normal form
transformation, the lifespan can be longer (in the sense of a higher exponent), as shown by
Berti–Feola–Pusateri in [20] for 2D periodic GWW, and by Delort–Szeftel in [33] for nonlin-
ear Klein–Gordon equations on spheres. A certain genericity of parameters also allows more
iterations of the normal form transformation, as shown by Delort in [32] for quasilinear Klein–
Gordon equations on the circle, and Berti–Delort [19] for 2D periodic gravity-capillary water
waves. It is therefore surprising to know that the lifespan of the 3D GWW equation, even
without locality of initial data and genericity of parameters, can extend well beyond what its
algebraic form predicts.
1.4. Main Ideas. Starting from Shatah [71], Poincare´’s normal form method (see [15, 27] for
book reference) has proved successful in the study of long-term solutions of nonlinear evolutions.
The key observation is that, if the dispersion relation Λ is nonresonant, in the sense that
Λ(ξ)± Λ(η) ± Λ(ξ − η) 6= 0
for any frequencies ξ and η, and any choice of signs, then one can make a quadratic correction
to the solution or the energy (the details are very similar) so that the equation is transformed
into one with cubic nonlinearity, that is,
∂tU = N(U,U,U),
where the right-hand side is at least cubic in U . If the initial data is localized, and the
dispersion relation Λ is non-degenerate, then the L∞ norm of its evolution is expected to decay
like t−n/2 in Rn. For example, in 3D GWW the decay rate is t−1, so two factors of U on the
right-hand side bring an integrable decay rate of t−2; whence the global wellposedness results
of Germain–Masmoudi–Shatah [40] and Wu [94].
In the nonlocal setting, the normal form transformation also makes the nonlinearity cubic,
yet there is much less decay. so new ingredients are needed to show almost global and global
wellposedness. If one uses vector fields a la` Klainerman, their coefficients will introduce weights
in the Sobolev norm of the initial data. If one tries space-time resonance, the weight arises from
differentiation in the frequency space. Thus new ingredients are called for to treat nonlocal
initial data.
Following [100], we will take advantage of the absence of resonance in time, but will not care
about space resonance. The proof combines three parts.
(1) Quartic energy estimates to control high frequencies of the solution;
(2) Strichartz estimates to control the L∞ norm of low frequencies;
(3) The Z-norm estimates and interpolation with the Strichartz estimates.
We will also sketch how to generalize this framework to the periodic setting.
1.4.1. Quartic energy estimates. As discussed above, to perform the normal form transforma-
tion on the GWW equation, we need to check the nonresonance condition. This is almost true,
thanks to the concavity of the dispersion relation Λ(ξ) =
√
|ξ| away from ξ = 0, but fails when
one of ξ, η and ξ − η vanishes. This is not a problem however, thanks to a certain “null condi-
tion” present in the GWW equation, which implies that in such cases the multiplier m(ξ, η) in
the nonlinearity vanishes, so the contribution of zero (or more generally, very small) frequencies
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can be ignored (see (6.7) for a precise statement), and the normal form transformation works
the same way as if there were no resonance, to make the nonlinearity cubic.
For cubic nonlinearity, the energy estimate usually reads
d
dt
E . E‖U‖2W r,∞ ,
where r is an integer specific to the equation in question. To adapt such an estimate to
the quasilinear GWW equation, we need to fight against the loss of derivatives, both in the
equation itself and in the process of the normal form transformation; meanwhile we also need
to deal with the Dirichlet-to-Neumann operator, which is nonlocal in nature. Both tasks can
be fulfiiled using the paradifferential calculus established in [10, 4, 6].
1.4.2. Strichartz estimates. Using Gronwall’s inequality on the quartic energy estimate we get
E(t) ≤ E(0) exp
(
C
∫ t
0
‖U(s)‖2W r,∞ds
)
.
Hence the growth of the energy E is controlled by the L2W r,∞ norm of the solution, which is
exactly the natural spacetime norm produced by the Strichartz estimates of linear dispersive
equations in 2D. Such linear estimates have been extended to the full GWW equation in [7, 1].
For long-term regularity, however, we need to work out the time dependence of the implicit
constants. An estimate like
‖U‖L2([0,t])W r,∞ . ‖U(0)‖Hs
would fit perfectly into the energy estimate above to give global wellposedness. This, however,
is too good to be true, even for the linear Schro¨dinger equation in 2D, due to the notorious
endpoint failure, as shown by Keel–Tao [54]. Nevertheless we can save the day if we tolerate
some logarithmic loss. Indeed, repeating the classical TT ∗ argument shows that the endpoint
failure can be traced back to the divergence of the integral of 1/t near t = 0 and t =∞.
The divergence near t = 0 is due to the diminishing dispersive effect as t→ 0, which forces
us to rely increasingly on the derivative losing embedding H1+ ⊂ L∞. We solve this problem
by allowing some regularity gap between the energy estimates and the dispersive estimates.
Exactly how much gap is necessary has been worked out in [1, 2, 3], but for the purpose of
global wellposedness we care less about the sharp regularity threshold than the decay of solution
in time, so the argument is much easier.
Regarding the divergence of the integral of 1/t near t =∞, we simply accept the logarithmic
loss in the estimate, which then becomes (morally)
‖U‖L2([0,t])W r,∞ . (log t)‖U(0)‖Hs .
Put in the energy estimate, this gives
E(t) ≤ E(0) exp(C(log t)2ǫ2),
assuming that the size of the solution remains ǫ over the period during which we can still
control the solution. Thus to close the estimate we need
(log t)ǫ ≤ 1/C,
which then gives an almost global (exponential in 1/ǫ) lifespan of
Tǫ = exp(Cǫ
−1).
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For the nonlinear term N , by Duhamel’s formula, it suffices to bound its L1Hr+O(1) norm.
By Ho¨lder’s inequality and the Sobolev multiplication theorem, the multilinear estimate
L2L∞ × L2L∞ × L∞Hs → L1Hr+O(1) (1.16)
is possible. All three norms on the left-hand side can be bounded, the first two using the
Strichartz estimates, and the third one using the energy estimates. The loss of derivatives in
N is of no concern, again thanks to the gap between r and s.
The above argument exploits a different aspect of the Strichartz estimates than in the semi-
linear world. For semilinear equations we are more concerned with the regularity of the solu-
tion, and the Strichartz estimates reveal that the solution is more regular if we average over
time, without which we could be stuck at L2-type conservation laws. For quasilinear equations
however, regularity is less of a concern because the equation is usually too supercritical for
semilinear techniques to work. In such cases the Strichartz estimates are used to control the
decay rate of the solution. It suggests that if we average over time the solution decays more
than expected. Indeed, for the linear Schro¨dinger equation in 2D, if the initial data is of size 1
in the Sobolev space Hs for some s≫ 1, then at any fixed time t > 0, the best bound we have
of the L∞ norm of the solution is still 1, because the linear evolution is an isometry of Hs, and
the solution could refocus to a bump function at that time. The Strichartz estimates then say
that the refocusing, even if it happens, will not last long and the solution will quickly disperse
again, leading to an L2L∞ norm of size O(log t), instead of ≈ √t from trivial integration.
Incidentally, this “square root saving” is a hallmark of the TT ∗ machinery.
1.4.3. Interpolation with weighted Sobolev estimates of the profile. As noted above, unweighted
Sobolev data narrowly misses global lifespan, while weighted Sobolev data does have global
wellposedness (for example, in [40] the weight is |x|). In [100] the author reduced the weight to
|x|2/3 for a similar non-resonant dispersive equation using more careful decomposition of the
profile. Here the author combines that technique with an interpolation argument to further
reduce the weight to xα for any α > 0.
We assume that the following norm
‖U‖L∞Hs + ‖tα−/2U‖L2W r,∞ + ‖|x|αΥ‖L∞Hr′︸ ︷︷ ︸
=L∞Z−norm
is small, where Υ = eitΛU is the profile. We already have the quartic energy estimate
‖U(t)‖2Hs .s ‖U(0)‖2HseM , M .r
∫ t
0
‖U(τ)‖2W r,∞dτ . ‖tα−/2U‖2L2W r,∞.
For the second term, interpolation between
‖t0−U‖L2W r,∞ .r ‖Υ‖L∞Hr+O(1), (Strichartz estimates)
‖t0.5−U‖L2W r,∞ .r ‖|x|Υ‖L∞Hr+O(1) (1/t-decay estimates)
gives
‖tα−/2U‖L2W r,∞ .r ‖|x|αΥ‖L∞Hr+O(1) = ‖|x|αΥ‖L∞Hr′
if we let r′ = r +O(1). We are thus left with the Z-norm before closing the estimate.
Since extreme frequencies are easier to control, we can assume that all frequencies involved
are of unit size. Then after time t, the wave packets spread a distance comparable to t, so
‖|x|αΥ(t)‖Hr′ .r′ tα‖Υ(t)‖L2 = tα‖U(t)‖L2 .
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If we use (1.16), the estimate almost closes itself, except that we require tα/2 for the weight in
the L2W r,∞ norm, but we only have tα−/2 in the assumption.
We will use the technique in [100] to decompose the profile more carefully, with some adaption
to the new bootstrap assumption. Since N is trilinear in U , we put N = N(U,U,U). We
decompose only one (instead of all three in [100]) of the Υ factors: for some 0 < c < C we have
Υ(t) = Υ1(t) + Υ2(t), suppΥ1(t) ⊂ B(0, Ctβ), suppΥ2(t) ⊂ R2\B(0, ctβ).
Let N(t) = N1(t) +N2(t), where Nj(t) = N(U(t), U(t), e
−itΛΥj(t)), j = 1, 2. For N2 we use
‖N2(t)‖L2 . ‖U(t)‖2L∞‖e−itΛΥ2(t)‖HO(1) = ‖U(t)‖2L∞‖Υ2(t)‖HO(1) . t−αβ‖U(t)‖2L∞‖Υ2(t)‖Z .
For N1 we have, by the 1/t-decay estimates,
‖N1(t)‖L2 . ‖U(t)‖L∞‖U(t)‖HO(1)‖e−itΛΥ1(t)‖L∞ . t−1+(1−α)β‖U(t)‖L∞‖U(t)‖HO(1)‖Υ1(t)‖Z
where the factor t(1−α)β accounts for the difference between the L1 norm and the Z norm.
Then
‖tαN1(t)‖L1L2 . t(1−α)(β−1/2)+‖tα−/2U(t)‖L2L∞‖U(t)‖L∞HO(1)‖Υ1(t)‖L∞Z .
An optimal choice of β = (1−α)/2 produces a nontrivial saving and closes the Z-norm estimate.
1.4.4. The periodic setting. The proof in the periodic case has two differences compared to the
Euclidean proof. The first one is that on the torus the L∞ norm decays less because wave
packets can wrap around the torus. After time t, wave packets of unit frequency wrap around
the torus t/R times, both horizontally and vertically, adding an extra factor of (t/R + 1)2 to
linear dispersive estimates, see Lemma 8.1 for details. The second difference is that we now
aim to extend the lifespan of the solution rather than reduce the weights. To do so we fix
the weight at |x|2/3. For the Euler–Poisson equation considered in [100], this would imply a
decay rate of t−4/3 of the solution and a lifespan of R10/9/ǫ2/3 in the periodic case: both are
optimal within this framework, see the discussion in section 1.6 of [100] for details. The GWW
equation is more complicated, for the group velocity is |∇Λ(ξ)| = |ξ|−1/2/2, so low frequency
wave packets wrap around the torus more. As a result, the exponent of 2/3 is likely to be
slightly suboptimal, but the optimal choice is likely to lead to ugly fractions in the exponents
of R and ǫ, so the author sticks to the weight |x|2/3 for the sake of clear presentation.
1.5. Organization. The rest of the paper is organized as follows: In section 2 we establish
local wellposedness of the GWW system and state the main bootstrap propositions. In section 3
we introduce paradifferential calculus and derive the linear dispersive estimates and multilinear
paraproduct estimates to be used in the rest of the paper. In section 4 we paralinearize the
system and then obtain the quartic energy estimates in section 5. In section 6 we prove
Theorem 1.3, and in section 7 we prove Theorem 1.4. In section 8 we generalize Theorem 1.3
and Theorem 1.4 to the periodic setting. In the appendices we record technical estimates related
to the paralinearization process and the remainders of the Dirichlet-to-Neumann operator.
1.6. Notation. Here we introduce the notation to be used throughout this paper.
Let ϕ be a smooth cutoff function that is 1 on B(0, 3/4) and vanishes outside B(0, 3/2). Let
ϕj = ϕ(x/2
j)− ϕ(x/2j−1), ϕ≤j = ϕ(x/2j).
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Let Pk be the Littlewood-Paley projection onto frequency 2
k, so that
F(Pku) = ϕkFu, F(P≤ku) = ϕ≤kFu.
In the periodic setting, we define the Fourier transform Fu of a function u on (R/RZ)2 as
Fu(ξ) =
∫
(R/RZ)2
e−ix·ξu(x)dx, ξ ∈ (2πZ/R)2.
The inverse Fourier transform is then given by
F−1u(x) = R−2
∑
ξ∈(2πZ/R)2
eix·ξu(ξ), x ∈ (R/RZ)2.
Thus Pk vanishes if 2
k < 1/R. In particular Pk excludes the zero frequency. In both settings
we define the Ho¨lder–Zygmund norm for r > 0:
‖u‖Cr∗ = ‖P≤0u‖L∞ + sup
k>0
2kr‖Pku‖L∞ .
For decomposition in the Euclidean physical space, we define
Qju = ϕju (j ≥ 1), Q0 = id−
∑
j≥1
Qj.
In the periodic setting we define a similar decomposition, using the geodesic distance instead
of the Euclidean distance, i.e., we let
ϕRj (x) = ϕj(y), x ∈ (R/RZ)2, y ∈ R2, ‖x‖ := d(x, (RZ)2) = |y|.
We then let Qju = ϕ
R
j u, noting that Qj vanishes if 2
j >
√
2R. We finally define
k+ = max(k, 0), k− = min(k, 0).
We also state some facts about the Z norm. As a rough approximation, one can think of
the Z norm as W 8,
2
1+α
+.
Lemma 1.9. (i) Let 2/(1 + α) < p ≤ 2. For k ∈ Z we have
‖Pku‖W 8,p .p ‖u‖Z .
(ii) For k ∈ Z we have
‖(1 + |x|)αPku‖L2 . 2−8k
+‖u‖Z .
(iii) Calderon–Zygmund operators are bounded on Z.
(iv) ‖u‖Z ≈ ‖(1 + |x|)α‖〈∇〉8Pku‖ℓ2k‖L2 = ‖‖Pku‖Z‖ℓ2k .
Proof. Lemma 1.4 of [100] shows (i)–(iii) for the (essentially same) case of α = 2/3. To get
(iv) we use the vector-valued version of the Corollary to Theorem 2 in Section V.4 of [76], as
detailed in Section I.6.4 of loc. cit. 
In the periodic case, since the weight still belongs to the class A2, Lemma 1.9 carries over.
Moreover we have ‖u‖Z . R2/3‖u‖H8 , so the C6∗ and Z-norms are both automatically contin-
uous in time once we have local wellposedness.
1.7. Acknowledgements. The author wants to thank his advisor Alexandru Ionescu for his
constant help and unfailing encouragement throughout the completion of this work. He is also
grateful to the partial support of the ERC Advanced Grant 788250.
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2. Local wellposedness and bootstrap propositions
2.1. Local wellposedness. The local wellposedness of the 3D GWW equation was shown in
Theorem 7.1 of [92] and Theorem 1.2 of [6]. By the regularization argument in Section 6 of
[6], it then follows from the a priori energy estimate (2.2) that the 3D GWW equation is also
locally wellposed in the energy space of our choice. More precisely, we have
Proposition 2.1. Assume N ≥ 11 and (1.10) with ǫ sufficiently small. Then there is U˜ ∈
C([0, 1],HN ) ∩ C1([0, 1],HN−1) solving (1.3) with initial data U0.
It follows from Proposition 2.1 and the embedding H7 ⊂ C6∗ that
Proposition 2.2. If N ≥ 11, T > 0 and supt∈[0,T ] ‖U(t)‖HN is sufficiently small, then
‖U(t)‖C6∗ is finite and continuous on [0, T ].
In the periodic case, since the machinery of paradifferential calculus can be generalized
straightforwardly (see section 8.1), we know that the 3D GWW equation is locally wellposed
on the torus, in the energy space of our choice by the energy estimate (2.9). More precisely,
Propositions 2.1 and 2.2 continue to hold in the periodic case. The Z-norm is also bounded
and continuous because the weight . R2/3.
2.2. Bootstrap propositions. In this subsection we lay out the bootstrap propositions and
use them to show Theorems 1.3, 1.4, 1.6 and 1.7. Thoughout the paper we put
L = log(t+ 1), LR = logR.
We will use L in the Euclidean case and in subsection 8.5 of the periodic case, and LR in
subsections 8.1 and 8.4 of the periodic case.
In the Euclidean case the bootstrap propositions are the following:
Proposition 2.3. Fix N ≥ 11. Assume (1.10) holds with ǫ small enough. Also assume
‖U˜‖L∞([0,t])HN ≤ ǫ1,
‖U‖L2([0,t])C6∗ ≤ ǫ2,
(2.1)
with ǫ1, ǫ2 small enough. Then
‖U˜‖L∞([0,t])HN . ǫ+ ǫ3/21 +
√
L · ǫ1ǫ2, (2.2)
‖U‖L2([0,t])C6∗ . ǫ1(
√
L+ ǫ2). (2.3)
Proof of Theorem 1.3. We can choose ǫ1 ≈ ǫ, T0 ≈ exp(c/ǫ), and ǫ2 ≈
√
ǫ such that for
t ≤ T0, (2.2) and (2.3) give (2.1) with the strict inequality. Now the result follows from local
wellposedness (Proposition 2.1) and continuity of the C6∗ norm (Proposition 2.2). 
Proposition 2.4. Fix N ≥ max(33/(α− α2), 8/α2) and α ∈ (0, 1). Assume (1.12) holds with
ǫ small enough. Define the profile Υ(t) = eitΛU(t). Assume
‖U˜‖L∞([0,t])HN ≤ ǫ1,
‖(1 + s)(α−δ)/2PkU(s)‖L2([0,t])L∞ ≤ 2−(7−α)k
++k−/2ǫ1, k ∈ Z,
sup
[0,t]
‖Υ‖Z ≤ ǫ1,
(2.4)
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with ǫ1, δ > 0 small enough. Then
‖U˜‖L∞([0,t])HN . ǫ+ ǫ3/21 , (2.5)
‖(1 + s)(α−δ)/2PkU(s)‖L2([0,t])L∞ .δ 2−(7−α)k
++k−/2(ǫ+ ǫ21), k ∈ Z, (2.6)
sup
[0,t]
‖Υ‖Z . ǫ+ ǫ21. (2.7)
Proof of Theorem 1.4. We can choose ǫ1 ≈ ǫ such that for all t ≥ 0, (2.5) and (2.7) give (2.4)
with the strict inequality. Now the result follows from local wellposedness (Proposition 2.1),
continuity of the C6∗ norm (Proposition 2.2) and continuity of the Z norm, which can be shown
using a similar argument to Section 3 of [49]. 
In the periodic case the bootstrap assumptions are the following:
Proposition 2.5. Fix N ≥ 11. Assume (1.10) holds with ǫ small enough. Also assume
‖U˜‖L∞([0,t])HN ≤ ǫ1,
‖U‖L2([0,t])C6∗ ≤ ǫ2,
(2.8)
with ǫ1, ǫ2 small enough. Then (2.2) still holds. In addition we have
‖U˜‖L∞([0,t])HN . ǫ+ ǫ3/21 +
√
LR · ǫ1ǫ2, (2.9)
‖U‖L2([0,t])C6∗ . ǫ1(
√
LR(1 + t/R) + ǫ2). (2.10)
Proof of Theorem 1.6. We can choose ǫ1 ≈ ǫ, T0 ≈ R/(ǫ2(logR)2), and ǫ2 ≈ (logR)−1/2 such
that for t ≤ T0, (2.9) and (2.10) give (2.8) with the strict inequality. Then the proof is similar
to that of Theorem 1.3. Note that we need R ≤ exp(c/ǫ) to recover the L2C6∗ norm. 
Proposition 2.6. Fix N ≥ 41. Assume (1.12) holds with ǫ small enough. Define the profile
Υ(t) = eitΛU(t). Assume
‖U˜‖L∞([0,t])HN ≤ ǫ1,
‖(1 + s)1/3−δPkU(s)‖L2([0,t])L∞ ≤ 2−19k
+/3+k−/2ǫ2, k ∈ Z,
sup
[0,t]
‖Υ‖Z ≤ ǫ1,
t ≤ R2−δ.
(2.11)
with ǫ1, δ > 0 small enough (ǫ2 is not assumed to be small). Then
‖U˜‖L∞([0,t])HN . ǫ+ ǫ3/21 + t6/5ǫ21/R4/3, (2.12)
‖(1 + s)1/3−δPkU(s)‖L2([0,t])L∞ .δ 2−19k
+/3+k−/2(ǫ1ǫ2 + (t/R + 1)
3/2C(t, R)),
k ∈ Z, (2.13)
sup
[0,t]
‖Υ‖Z . C(t, R), (2.14)
where we put β = 5/(N − 8) and
C(t, R) = ǫ+ (t5/3+6/N/R2 + 1)ǫ21 + (t
11/3+13.6/N /R4 + 1)ǫ31
+ [(1 + t)−
2
3
+(t/R + 1)4/3]2(1−β)/3ǫ21ǫ
2
2.
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Proof of Theorem 1.7. We can choose ǫ1 ≈ ǫ, T0 ≈ R12/(11+40.8/N)ǫ6/(11+40.8/N) and ǫ2 ≈ (T0/R)3/2ǫ1 such
that for t ≤ T0, (2.12) and (2.14) give (2.11) with the strict inequality, and T0 ≤ R2−O(1/N).
Then the proof is similar to that of Theorem 1.4. Note that the cubic term in C(t, R) imposes
the most restrictions on R and ǫ. 
3. Linear dispersive and multilinear paraproduct estimates
3.1. Linear dispersive estimates. The first ingredient in the proof of global existence is
dispersive estimates. Here we only deal with the Euclidean case, relegating the periodic case
to section 8.
Lemma 3.1. For k ∈ Z, 1 ≤ p ≤ q ≤ ∞ with 1/p + 1/q = 1 we have 3
‖Pke−itΛu‖Lq . [(1 + 2k/2t)−122k]1/p−1/q‖u‖Lp (3.1)
. [(1 + t)−12(3k
++k)/2]1/p−1/q‖u‖Lp , (3.2)
‖Pke−itΛu‖L∞ . 2(3k++k)/2(1 + t)−(1/p−1/q)‖u‖Lp . (3.3)
Proof. To show (3.1), by interpolation and unitarity of e−itΛ we can assume p = 1 and q =∞.
Since Λ is homogeneous of degree 1/2, the evolution operator eitΛ is invariant under the
scaling (x, t) 7→ (2kx, 2k/2t). Hence we can assume k = 0.
Now, when t ≤ 1, the result follows from the Bernstein inequality and unitarity of eitΛ:
‖P0e−itΛu‖L∞ . ‖P0e−itΛu‖L2 = ‖P0u‖L2 . ‖P0u‖L1 . ‖u‖L1 .
When t > 1, 1 + t ≈ t, so the result follows from Theorem 1 (a) of [43].
To get (3.2) we simply use the inequality 1 + 2k/2t ≥ 2k−/2(1 + t).
To get (3.3) we also need the Bernstein inequality
‖Pke−itΛu‖L∞ . 22k/q‖Pke−itΛu‖Lq . (3.4)

Lemma 3.2. (i) For k ∈ Z we have
‖Pke−isΛu‖L2([0,t])L∞ . ck,t‖u‖L2 , ck,t = 23k/4(
√
k+ +
√
L).
(ii)
‖e−isΛu‖L2([0,t])W 6,∞ .
√
L‖u‖H7 .
Proof. Let
Tk : L
2
x → L2([0, t])L∞x , u 7→ Pke−isΛu.
Then
T ∗k : L
2([0, t])L1x → L2x, u 7→
∫ t
0
Pke
isΛu(s)ds.
3In the Euclidean case better bounds are possible, but we state them as is for better uniformity with the
periodic case.
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Then ‖Tk‖ = ‖T ∗k ‖ = ‖TkT ∗k ‖1/2, where
TkT
∗
k : L
2([0, t])L1x → L2([0, t])L∞x , u 7→
∫ t
0
P 2k e
i(s′−s)Λu(s′)ds′.
By (3.1),
‖P 2k ei(s
′−s)Λu(s′)‖L∞x . (1 + 2k/2|s′ − s|)−122k‖u(s)‖L1x .
Then by Young’s inequality,
‖TkT ∗k u‖L2([0,t])L∞x . ‖(1 + 2k/2| · |)−1‖L1([0,t])22k‖u‖L2([0,t])L1x
= 23k/2 log(1 + 2k/2t)‖u‖L2([0,t])L1x . c2k,t‖u‖L2([0,t])L1x ,
where in the last line we have used the bound 1 + 2k/2t ≤ 2k+/2(1 + t).
Summing (i) over k ∈ Z we get (ii). 
Lemma 3.3. (i) For k ∈ Z and α ∈ (0, 1) we have
‖Pke−itΛu‖L∞ . 2−(7−α)k++k−/2(1 + t)(−α)+‖u‖Z .
(ii)
‖e−itΛu‖W 6,∞ . (1 + t)(−α)+‖u‖Z .
(iii)
‖(1 + t)α−/2Pke−itΛu‖L2tL∞x . 2
−(6+6(1−α)/5)k++k−/2‖u‖Z .
Proof. The first bound follows from (3.2) and (3.4) (with q = 21−α− and p = 21+α+), after
distinguishing the cases k ≥ 0 and k < 0. To get (ii) we sum (i) over k ∈ Z. For (iii), note that
the endpoint cases α = 0 and 1 follow from Lemma 3.2 (i) and Lemma 3.3 (i) respectively. By
complex interpolation (iii) is obtained. 
3.2. Paradifferential calculus. We will use Weyl quantization of paradifferential operators
as laid out in Section 3.2 of [36] and Section A.1.2 of [37].
Definition 3.4. Given a symbol a = a(x, ζ) : R2 × (R2\0) → C, define the operator Ta using
the following recipe:
F(Taf)(ξ) = C
∫
ϕ≤−10
( |ξ − η|
|ξ + η|
)
Fxa
(
ξ − η, ξ + η
2
)
fˆ(η)dη,
where C is a normalization constant such that T1 = id.
Remark 3.5. With the inclusion of the factor ϕ≤−10, only low frequencies of a and high
frequencies of f are involved in Taf .
The next lemma follows directly from the definition.
Lemma 3.6. (i) If a is real valued, then Ta is self-adjoint.
(ii) If a(x,−ζ) = a(x, ζ) and f is real valued, so is Taf .
(iii) If a = P (ζ), then Taf = P (D)f is a Fourier multiplier.
(iv) For k ∈ Z we have PkTa(P≤k−2f) = 0.
(v) If a = a(x), then for k ∈ Z we have PkTP≤k−20af = Pk(P≤k−20a · f). 4
4Correcting a typo in the statement of this lemma in [100], which does not affact the proofs there.
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The following symbol norm will be used.
Definition 3.7. For p ∈ [1,∞] and m ∈ R define
|a|(x, ζ) =
∑
|I|≤9
|ζ||I||∂ζIa(x, ζ)|, ‖a‖Lpm = sup
ζ∈R2
(1 + |ζ|)−m‖|a|(x, ζ)‖Lpx .
Here m is the order of the symbol, in the sense of Ho¨rmander.
Lemma 3.8. A multiplier whose symbol is of class Sm1,0 has finite L∞m norm.
For functions independent of ζ, the Lpm norm agrees with the Lp norm.
Lemma 3.9. If a = a(x) and m ≥ 0, then ‖a‖Lpm = ‖a‖Lp . 4
The norm of the product of two operators can be bounded using Leibniz’s rule and Ho¨lder’s
inequality. The result is
Lemma 3.10. For fixed m ∈ R, p, q, r ∈ [1,∞] with 1/p = 1/q + 1/r we have
‖ab‖Lpm+n . ‖a‖Lqm‖b‖Lrn .
Paradifferential operators in Lqm act like differential operators of orderm with Lq coefficients.
Lemma 3.11. (i) For fixed m ∈ R, p, q, r ∈ [1,∞] with 1/p = 1/q + 1/r we have
‖PkTaf‖Lp . 2mk+‖a‖Lqm‖P[k−2,k+2]f‖Lr , k ∈ Z.
(ii) For fixed m, s ∈ R we have ‖Taf‖Hs . ‖a‖Lqm‖f‖Hs+m .
Proof. For (i) see Lemma 3.4 (i) of [36]. Note only 8 ζ-derivatives and no x-derivatives of the
symbol a is needed in the proof, and the restriction on the order of the symbol is unnecessary.
(ii) follows from (i) (with p = r = 2 and q =∞) after taking a weighted ℓ2 sum in k ∈ Z. 
Paradifferential operators extract the “quasilinear” part of products, leaving “semilinear”
remainders.
Definition 3.12. Given two functions f and g, define
H(f, g) = fg − Tfg − Tgf.
Lemma 3.13. (i) For fixed p, q, r ∈ [1,∞] with 1/p = 1/q + 1/r we have
‖PkH(f, g)‖Lp . ‖P>k−20f‖Lq‖P>k−20g‖Lr .
(ii) For fixed 1 < q, r ≤ ∞ and 1 < p <∞ with 1/p = 1/q + 1/r we have
‖H(f, g)‖Lp . ‖f‖Lq‖g‖Lr .
(iii) For fixed 0 ≤ m < s with m ∈ Z we have
‖H(f, g)‖Hs . ‖f‖Wm,∞‖g‖Hs−m .
Proof. For (i) see the proof of Lemma A.4 (i) of [36]. (ii) is the Coifman–Meyer theorem
(Theorem 3.7 of [65]). For (iii), taking a weighted ℓ2 sum over k ≥ 0 of (i) (with p = r = 2 and
q = ∞) and using ‖P>k−20f‖L∞ . 2−mk‖f‖Wm,∞ and
∑∞
k=0 2
(s−m)k‖P>k−20g‖2L2 . ‖g‖Hs−m
give the desired bound for ‖P≥0H(f, g)‖Hs . For ‖P<0H(f, g)‖Hs ≈ ‖P<0H(f, g)‖L2 the desired
bound comes from (ii). 
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Next we give Taylor expansions of compositions of paradifferential operators. First we state
their commutator estimates.
Definition 3.14. Given symbols a1, . . . , an, define the operator
E(a1, . . . , an) = Ta1 · · ·Tan − Ta1···an .
Roughly speaking, the operator E(a1, . . . , an) is one order smoother than either term on the
right, so it can be thought of as an “error term”.
Lemma 3.15. (i) For fixed mj ∈ R, p, qj, r ∈ [1,∞] (j = 1, . . . , n) with 1/p = 1/q1 + · · · +
1/qn + 1/r we have
‖PkE(a1, . . . , an)f‖Lp . 2(
∑n
j=1mj−1)k+
n∏
j=1
(‖aj‖Lqjmj + ‖∇xaj‖Lqjmj )‖P[k−2n,k+2n]f‖Lr .
(ii) For fixed s,mj ∈ R we have
‖E(a1, · · · , an)f‖Hs .
n∏
j=1
(‖aj‖Lqjmj + ‖∇xaj‖Lqjmj )‖f‖Hs+
∑n
j=1
mj−1 .
Proof. The proof of (i) is similar to, but easier than that of Lemma 3.15 of [100]. (ii) follows
from (i) as in Lemma 3.11. 
We need a more precise estimate for the commutator of two operators.
Definition 3.16. Given two symbols a and b, define their Poisson bracket
{a, b} = ∇xa∇ζb−∇ζa∇xb.
Define the operator
E1(a, b) = E(a, b)− i
2
T{a,b}.
Lemma 3.17 (Cf. Proposition A.5 of [37]). (i) For fixed m1,m2 ∈ R, p, q1, q2, r ∈ [1,∞] with
1/p = 1/q1 + 1/q2 + 1/r we have
‖PkE1(a, b)f‖Lp . 2(m1+m2−2)k+(‖a‖Lq1m1 + ‖∇xa‖Lq1m1 + ‖∇
2
xa‖Lq1m1 )
× (‖b‖Lq2m2 + ‖∇xb‖Lq2m2 + ‖∇
2
xb‖Lq2m2 )‖P[k−4,k+4]f‖Lr .
(ii) For fixed s,m1,m2 ∈ R we have
‖E1(a, b)f‖Hs . (‖a‖Lq1m1 + ‖∇xa‖Lq1m1 + ‖∇
2
xa‖Lq1m1 )
× (‖b‖Lq2m2 + ‖∇xb‖Lq2m2 + ‖∇
2
xb‖Lq2m2 )‖f‖Hs+m .
When a = a(x) and b = b(x) are independent of ζ, their Poisson bracket vanishes, so E(a, b) =
E1(a, b).
Roughly speaking, the operator E1(a, b) is two orders smoother than TaTb.
Proof. As before (ii) follows from (i). To show (i), note that as in the proof of Lemma 3.15 of
[100] we can assume k > 0, a = P≤k−20a and b = P≤k−20b, in which case we have
F(PkE1(a, b)f)(ξ) = C2
∫∫
Aˆ(ξ, η, ζ)fˆ (ζ)dηdζ,
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where
Aˆ = Fxa
(
ξ − η, ξ + η
2
)
Fxb
(
η − ζ, η + ζ
2
)
−Fxa
(
ξ − η, ξ + ζ
2
)
Fxb
(
η − ζ, ξ + ζ
2
)
− Bˆ,
Bˆ =
i
2
Fx(∇xa)
(
ξ − η, ξ + ζ
2
)
Fx(∇ζb)
(
η − ζ, ξ + ζ
2
)
− i
2
Fx(∇ζa)
(
ξ − η, ξ + ζ
2
)
Fx(∇xb)
(
η − ζ, ξ + ζ
2
)
= Fxa
(
ξ − η, ξ + ζ
2
)
η − ξ
2
· (∇ζFxb)
(
η − ζ, ξ + ζ
2
)
+ (∇ζFxa)
(
ξ − η, ξ + ζ
2
)
η − ζ
2
· Fxb
(
η − ζ, ξ + ζ
2
)
.
By Taylor’s theorem,
Aˆ =
∫ 1
0
R(t)(1 − t)dt,
where
R(t) =
d2
dt2
[
Fxa
(
ξ − η, ξ + ζ + t(η − ζ)
2
)
Fxb
(
η − ζ, ξ + ζ + t(η − ξ)
2
)]
= −1
4
(Fx∇2ζa)
(
ξ − η, ξ + ζ + t(η − ζ)
2
)
· (Fx∇2xb)
(
η − ζ, ξ + ζ + t(η − ξ)
2
)
− 1
2
(Fx∇ζ∇xa)
(
ξ − η, ξ + ζ + t(η − ζ)
2
)
· (Fx∇ζ∇xb)
(
η − ζ, ξ + ζ + t(η − ξ)
2
)
− 1
4
(Fx∇2xa)
(
ξ − η, ξ + ζ + t(η − ζ)
2
)
· (Fx∇2ζb)
(
η − ζ, ξ + ζ + t(η − ξ)
2
)
,
where the dot products denote contractions between two 2-tensors. Now (i) follows in the same
way as Lemma 3.15 of [100]. 
3.3. Multilinear paraproduct estimates. We also need to bound multilinear paraproducts.
For further reference the reader is referred to Section 3.1 of [36] and Section A.1.1 of [37].
Definition 3.18. If m is a Schwartz function on (R2)n, define
‖m‖S∞ = ‖Fm‖L1 ,
‖m‖S∞k1,··· ,kn;k = ‖ϕk(ξ1 + · · ·+ ξn)m(ξ1, · · · , ξn)ϕk1(ξ1) · · ·ϕkn(ξn)‖S∞ .
Straight from the definition, we get the embedding S∞ ⊂ L∞.
The next lemma allows us to estimate the S∞ norm of various symbols.
Lemma 3.19. (i) ‖m1m2‖S∞ ≤ ‖m1‖S∞‖m2‖S∞ .
(ii) For k1, . . . , kn, k ∈ Z we have
‖m · ⊗nj=1ϕkj‖S∞ .n
n+1∑
l=0
n∑
j=0
2lkj‖ϕ[kj−1,kj+1]∇ljm‖L∞ .
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Proof. For (i) and (ii), see (3.4) and Lemma 3.3 of [36], respectively. 
The Lp boundedness of a paraproduct of functions is well known.
Lemma 3.20. Fix p, pj ∈ [1,∞] (j = 1, . . . , n) and 1/p = 1/p1 + · · ·+ 1/pn. Let
Ff(ξ) =
∫∫∫
ξ1+···+ξn=ξ
m(ξ1, . . . , ξn)
n∏
j=1
Ffj(ξj).
Then
‖f‖Lp . ‖m‖S∞
n∏
j=1
‖fj‖Lpj .
Proof. See Lemma 5.2 (ii) of [50] for the case of n = 2, the general case being no different. 
4. Paralinearization of the Zakharov system
In this section we transform the fully nonlinear Zakharov system (1.3) to a quasilinear one.
4.1. Fixed-point formulation of the Dirichlet-to-Neumann operator. Recall that in
the Zakharov formulation (1.3), the problem is recast in terms of the height of the fluid h, and
the boundary value φ of the velocity potential Φ. The evolution of the height h is
ht = G(h)φ, (4.1)
where φ(x, t) = Φ(x, h(x, t), t) and
G(h)φ =
√
1 + |∇h|2∂nΦ (4.2)
is the Dirichlet-to-Neumann operator, which we now express in terms of paradifferential op-
erators acting on φ and h, plus a good error term. The process is similar to the case of
gravity-capillary waves done in Appendix B of [37].
We start from the velocity potential Φ, which is harmonic on
Ω(t) = {(x, z) ∈ R2 × R : z < h(x, t)}
and has the boundary value φ on
Γ(t) = {(x, h(x, t)) : x ∈ R2}.
In other words, it solves the Dirichlet problem

∆x,zΦ = 0 on Ω(t),
Φ(x, h(x, t), t) = φ(x, t),
Φ(x, z)→ 0 as z → −∞ in a sense to be clarified later.
(4.3)
The Dirichlet-to-Neumann operator can then be expressed as
G(h)φ = [∂zΦ−∇h · ∇xΦ]Γ = B −∇h · V, (4.4)
where B = [∂zΦ]Γ and V = [∇xΦ]Γ are vertical and horizontal components of the boundary
velocity, respectively.
Next we flatten the boundary Γ(t) using a change of variable. Let
u(x, y, t) = Φ(x, h(x, t) + y, t), (x, y) ∈ R2 × (−∞, 0),
i.e. Φ(x, z, t) = u(x, z − h(x, t), t), (x, z) ∈ Ω(t). (4.5)
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Then u solves the elliptic boundary value problem

(1 + |∇h|2)∂2yu+∆xu− 2∇h · ∂y∇xu−∆h∂yu = 0,
u(x, 0, t) = φ(x, t),
∇x,yu(x, y, t)→ 0 as y → −∞.
(4.6)
We have {
B = ∂yu|y=0,
V = [∇xu−∇h∂yu]y=0 = ∇φ−B∇h
(4.7)
and the Dirichlet-to-Neumann operator becomes
G(h)φ = [(1 + |∇h|2)∂yu−∇h · ∇xu]y=0. (4.8)
Here are some useful estimates of the solution u to (4.6), whose proofs can be found in
section 9.1.
Proposition 4.1. Fix s > j ≥ 1.
(i) If ‖∇h‖Hs < cs is sufficiently small then
‖∇jx,yu‖L2yHs−j+1x . ‖|∇|
1/2φ‖Hs .
(i’) If in addition we have s > j + 1 then ‖∇jx,yu‖Hs−jx → 0 as y → −∞.
(ii) If ‖∇h‖Hs+1/2 < cs is sufficiently small then
‖∇jx,yu‖L∞y Hs−j+1x . ‖|∇|
1/2φ‖Hs+1/2 .
Applying Proposition 4.1 (ii) to (4.7) and (4.8), under the same condition we have
‖B(h)‖Hs + ‖V (h)‖Hs + ‖G(h)φ‖Hs .s ‖|∇|1/2φ‖Hs+1/2 . ‖φ‖Hs+1 . (4.9)
We will also use Besov norms in our estimates. For r > 0 define
‖u‖Brp,q = ‖P<0u‖Lp + ‖2rk‖Pku‖Lp‖ℓqk≥0 .
Let Cr∗ = Br∞,∞ denote the Ho¨lder–Zygmund norm, and Xr denote the norm Br∞,2.
Proposition 4.2. Fix 1 ≤ j < r + 1. If ‖∇h‖Hr+1 < cr is small enough then:
(i) For any integer k < 0,
‖∇jx,yu‖L2yXr−j+1x . |k|‖|∇|
1/2φ‖Xr + 2k‖|∇|1/2φ‖L2 .
(i’) If r > j then ‖∇jx,yu‖Xr−jx → 0 as y → −∞.
(ii)
‖∇jx,yu‖L∞y Cr−j+1∗ . ‖|∇|
1/2φ‖
C
r+1/2
∗
.
Applying Proposition 4.2 (ii) to (4.7) and (4.8), under the same condition we have
‖B‖Cr∗ + ‖V ‖Cr∗ + ‖G(h)φ‖Cr∗ .r ‖|∇|1/2φ‖Cr+1/2∗ .r ‖φ‖Cr+1∗ . (4.10)
For future use we also need quadratic error bounds for u− ey|∇|φ.
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Proposition 4.3. Fix s > 1.
(i) If ‖∇h‖Hs < cs is sufficiently small then for any integer k < 0,
‖∇x,y(u− ey|∇|φ)‖L2yHsx . ‖∇h‖L∞‖|∇|1/2φ‖Hs + ‖∇h‖HsCk,1[|∇|1/2φ],
where
Ck,r[f ] = |k|‖f‖Cr∗ + 2k‖f‖L2 . (4.11)
(ii) If ‖∇h‖Hs+1/2 < cs is sufficiently small then for any integer k < 0,
‖∇x,y(u− ey|∇|φ)‖L∞y Hsx . ‖∇h‖L∞‖|∇|1/2φ‖Hs+1/2 + ‖∇h‖Hs+1/2Ck,1[|∇|1/2φ].
4.2. Paralinearization of the Zakharov system. Define
w = u− T∂yuh (4.12)
whose restriction to the boundary Γ is the “Alinhac good unknown”. Define the paradifferential
operator
Pu = T1+|∇h|2∂2yu+∆xu− 2T∇h∂y∇xu− T∆h∂yu. (4.13)
By (B.32) and (B.33) of [37] and the definition of E, the elliptic equation in (4.6) can be written
as
Pw = S0 + C0 (4.14)
where
S0 = S0[h, u] = 2H(∂y∇xu,∇h) +H(∂yu,∆h) (4.15)
is the semilinear term, and
C0 = −∂y(T|∇h|2T∂2yu − T|∇h|2∂2yu − 2(T∇hT∂y∇xu − T∇h·∂y∇xu)
− (T∆hT∂yu − T∆h∂yu))h+ 2(E(∇h, ∂2yu)− E(∂2yu,∇h))∇h
− T∂2yuH(∇h,∇h)−H(|∇h|2, ∂2yu)
(4.16)
is the cubic term.
First we factorize the paradifferential operator P modulo acceptable error. Let α = |∇h|2.
We use the ansatz
P ≈ (T√1+α∂y −A+B)(T√1+α∂y −A−B)
= T 2√
1+α
∂2y − (AT√1+α + T√1+αA+ [T√1+α, B])∂y +A2 −B2 + [A,B].
(4.17)
Let
A = iTa, B = Tb. (4.18)
Then
2a
√
1 + α+ {√1 + α, b} ≈ 2∇h · ζ,
a2 + b2 + {a, b} ≈ |ζ|2. (4.19)
Let further
a = a(1) + a(0), b = b(1) + b(0), (4.20)
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where a(j) and b(j) are symbols homogeneous of degree j in ζ. Then comparing homogeneous
parts of the symbols yields (see also the derivation after (B.34) in [37].)
2a(1)
√
1 + α = 2∇h · ζ,
2a(0)
√
1 + α+ {√1 + α, b(1)}ϕ≥0(ζ) = 0,
(a(1))2 + (b(1))2 = |ζ|2,
2a(1)a(0) + 2b(1)b(0) + {a(1), b(1)}ϕ≥0(ζ) = 0,
(4.21)
which can be satisfied by (see (B.35)–(B.38) of [37])
a(1) =
∇h · ζ√
1 + α
= ∇h · ζ(1 +M2(∇h)),
b(1) =
√
|ζ|2 − (a(1))2 = |ζ|(1 +M2(ζ,∇h)),
a(0) = −{
√
1 + α, b(1)}
2
√
1 + α
ϕ≥0(ζ) =M2(ζ,∇h,∇2h)ϕ≥0(ζ),
b(0) = − 1
2b(1)
(
−∇h · ζ
1 + α
{√1 + α, b(1)}+
{ ∇h · ζ√
1 + α
, b(1)
})
ϕ≥0(ζ)
= −
√
1 + α
2b(1)
{∇h · ζ
1 + α
, b(1)
}
ϕ≥0(ζ)
= b
(0)
1 +M3(ζ,∇h,∇2h)ϕ≥0(ζ),
b
(0)
1 = −
ζT (∇2h)ζ
2|ζ|2 ϕ≥0(ζ),
(4.22)
where Mk denotes a function that vanishes to order k near h = 0, that is homogeneous of
degree 0 in ζ, and that is smooth in all its arguments away from ζ = 0 (for example,
√
1 + α =
1 +M2(∇h), hence the first line.)
The ansatz (4.17) is an approximation in the following sense. By (B.39) of [37],
(T√1+α∂y −A+ B)(T√1+α∂y −A− B) = P +R1 +R2, (4.23)
where, according to (4.22),
R1 = −E(|ζ|, b(0)1 )− E(b(0)1 , |ζ|) + i[T∇h·ζ , T|ζ|] + T{∇h·ζ,|ζ|}ϕ≥0(ζ)
= −E(|ζ|, b(0)1 )− E(b(0)1 , |ζ|) + iE1(∇h · ζ, |ζ|)− T{∇h·ζ,|ζ|}ϕ≤−1(ζ)
(4.24)
is a paradifferential operator of order 0 with coefficients of degree 1 in h, and
R2 = E1(
√
1 + α,
√
1 + α)∂2y − i(E1(a,
√
1 + α) + E1(
√
1 + α, a))∂y
− ([T√1+α, b(0)] + E1(
√
1 + α, b(1))− E1(b(1),
√
1 + α) + iT{√1+α,b(1)}ϕ≤−1(ζ))∂y
− E1(a, a) − (E1(b, b) − E1(|ζ|, b(0)1 )− E1(b(0)1 , |ζ|))− T(a(0))2+(b(0))2
+ i([Ta, Tb]− [T∇h·ζ , T|ζ|] + (T{a(1),b(1)}ϕ≥0(ζ) − T{∇h·ζ,|ζ|}ϕ≥0(ζ))
(4.25)
is a paradifferential operators of order 0 with coefficients of degree ≥ 2 in h. The operator
norms of R1 and R2 can be controlled in a more precise way, see (9.8) for details.
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Now we paralinearize the Zakharov system (1.3). Define
Q(x, y) =
∫ y
−∞
e(y
′−y)|∇|R1[ey′|∇|φ](x, y′)dy′,
S(x, y) =
∫ y
−∞
e(y
′−y)|∇|S0[h, ey′|∇|φ](x, y′)dy′
= −H(h, ey|∇|∆φ)− |∇|H(h, ey|∇||∇|φ).
(4.26)
The third line follows from (4.15) after comparing the multipliers.
Proposition 4.4. For s ∈ R we have (here ‖f‖X∩Y denotes ‖f‖X + ‖f‖Y )
‖Q‖
L2yH
s+1
x ∩L∞y Hs+1/2x
+ ‖S‖
L2yH
s+1
x ∩L∞y Hs+1/2x
.s ‖∇h‖W 2,∞‖|∇|1/2φ‖Hs−1 .
Proof. Since P≤−3R1 = iP≤−3[T∇h·ζ , T|ζ|], R1 vanishes to degree 2 near ζ = 0, so we can
estimate in the frequency space, using Lemma 9.2 (ii), Lemma 3.15 and Lemma 3.17 applied
to (4.26) and (4.24), to get
‖Q‖
L2yH
s+1
x ∩L∞y Hs+1/2x
.s ‖|∇|−1R1[ey|∇|φ]‖L2yHs+1x
.s ‖∇h‖W 2,∞‖ey|∇||∇|φ‖L2yHs−1x
.s ‖∇h‖W 2,∞‖|∇|1/2φ‖Hs−1 .
Since the multiplier of S is (|η|−|ξ|)|η| and (ξ−η, η) 7→ (|η|−|ξ|)/|ξ−η| is a Mikhlin multipler,
Lemma 3.13 (iii) still allows us to transfer 2 derivatives from φ to h to get the bound for S. 
For the evolution equation for h, we put
λ = λ(1) + λ(0),
λ(1) = b(1)
√
1 + α = |ζ|(1 +M2(ζ,∇h)),
λ(0) = b(0)
√
1 + α+
1
2
(∆h− {√1 + α, a(1)})ϕ≥0(ζ)
=M1(ζ,∇h,∇2h)ϕ≥0(ζ).
(4.27)
The first equastion in (1.3) can be paralinearized in the following way.
Proposition 4.5. If s > 4 and ‖h‖Hs < cs is sufficiently small then
ht = Tλ(w|Γ)−∇ · TV h+Q|Γ + Sh + Ch, (4.28)
where Q is given by (4.26),
Sh = S|Γ −H(∇h,∇φ) (4.29)
and for any integer k < 0,
‖Ch‖Hs+1/2 .s ‖∇h‖W 3,∞(Ck,4[|∇|1/2φ]‖h‖Hs + ‖∇h‖W 3,∞‖|∇|1/2φ‖Hs−1),
where Ck,r is defined in (4.11).
Now we paralinearize the second equation in (1.3). By (4.7) and (4.8),
φt = −h− 1
2
|V +B∇h|2 + 1
2
(1 + |∇h|2)B2 = −h+ 1
2
(B2 − 2BV · ∇h− |V |2). (4.30)
Recall the Alinhac good unknown w|Γ = φ− TBh. Then we have
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Proposition 4.6.
wt|Γ = −Tah− TV · ∇(w|Γ) + Sw + Cw, (4.31)
a = 1 +Bt + V · ∇B, (4.32)
Sw = 1
2
(H(B,B)−H(V, V )). (4.33)
If s > 5/2 and ‖∇h‖Hs−1∩H5 < cs is sufficiently small, then
‖Cw‖Hs+1/2 .s ‖|∇|1/2φ‖C3∗ (‖∇h‖W 2,∞‖|∇|1/2φ‖Hs−1 + ‖|∇|1/2φ‖C4∗‖h‖Hs−3/2). (4.34)
Remark 4.7. Here a is defined in a different way than in (4.18). Hereafter a will be used in
the sense of (4.32) unless noted otherwise.
The proofs of both propositions can be found in Appendix 9.
4.3. Taylor expansion. For future use we need to Taylor expand various quantities and
estimate their remainders. We start with a, whose leading order is just 1.
To Taylor expand a− 1 further, we use the fundamental theorem of calculus:
G(h)φ = |∇|φ+
∫ 1
0
∂sG(sh)φds. (4.35)
By (2.6.8) of [9],
∂sG(sh)φ = −G(sh)[hB(sh)φ] −∇ · (hV (sh)φ), (4.36)
where (see (2.0.16) of [9])
B(h)φ =
G(h)φ +∇h · ∇φ
1 + |∇h|2 , V (h)φ = ∇φ− (∇h)B(h)φ. (4.37)
Proposition 4.8. (i) If ‖∇h‖Hr+2 < cr is sufficiently small then
‖(G(h)φ − |∇|φ,B − |∇|φ, V −∇φ)‖Cr∗ .r ‖h‖Cr+1∗ ‖|∇|
1/2φ‖
C
r+3/2
∗
. (4.38)
(ii) If ‖∇h‖Hr+2 < cr is sufficiently small then
‖a− 1‖Cr∗ .r ‖|∇|1/2φ‖2Cr+3/2∗ + ‖h‖Cr+1∗ , (4.39)
‖(a− 1 + |∇|h,√a− 1 + |∇|h/2)‖Cr∗ .r ‖|∇|1/2φ‖2Cr+3/2∗ + ‖h‖Cr+1∗ ‖|∇|
1/2h‖
C
r+3/2
∗
. (4.40)
(iii) If ‖∇h‖Hr+3 < cr is sufficiently small then
‖(at −∆φ, ∂t
√
a−∆φ/2)‖Cr∗ .r (‖|∇|1/2φ‖2Cr+5/2∗ + ‖h‖Cr+2∗ )‖|∇|
1/2φ‖
C
r+5/2
∗
. (4.41)
Proof. (i) This follows from (4.35), (4.36) and (4.10).
(ii) The first bound follows from the second one, which is shown in section 9.3.
(iii) This is also shown in section 9.3. 
We also need to Taylor expand B and G(h)φ to higher orders. By the first equation in the
second display after (2.6.8) of [9],
∂sB(sh)φ =
1
1 + s2|∇h|2 (∂sG(sh)φ+∇h · ∇φ− 2s|∇h|
2B(sh)φ) (4.42)
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with ∂sG(sh)φ as in (4.36). By the fundamental theorem of calculus and (4.37),
B = |∇|φ+
∫ 1
0
∂sB(sh)φds = B1 +B2 +B3, B1 = |∇|φ,
B2 = −|∇|(h|∇|φ)−∇ · (h∇φ) +∇h · ∇φ = −|∇|(h|∇|φ)− h∆φ,
B3 = −
∫ 1
0
(G(sh) − |∇|)[hB(sh)φ] + |∇|(h(B(sh) − |∇|)φ)ds
+
∫ 1
0
∇ · (sh(∇h)B(sh)φ) − 2s|∇h|2B(sh)φ− s2|∇h|2∂sB(sh)φds.
(4.43)
The term B3 is at least cubic. Now by (4.7) and (4.8),
G(h)φ = (1 + |∇h|2)B −∇h · ∇φ
= |∇|φ− |∇|(h|∇|φ) −∇ · (h∇φ) +B3 + |∇h|2B.
(4.44)
Proposition 4.9. (i) If r > 1 and ‖∇h‖Hr+3/2 < cr is sufficiently small then
‖(G(sh) − |∇|)φ‖Hr .r ‖h‖Hr+1‖|∇|1/2φ‖C1∗ + ‖h‖L∞‖|∇|1/2φ‖Hr+3/2 , (4.45)
‖(B(sh) − |∇|)φ‖Hr .r ‖h‖Hr+1‖|∇|1/2φ‖C1∗ + ‖h‖W 1,∞‖|∇|1/2φ‖Hr+3/2 . (4.46)
(ii) If r > 1 and ‖∇h‖Hr+5/2 < cr is sufficiently small then
‖B3‖Hr . ‖h‖Hr+2‖h‖C3/2∗ ‖|∇|
1/2φ‖C2∗ + ‖h‖2W 1,∞‖|∇|1/2φ‖Hr+5/2 . (4.47)
Proof. (i) By (4.9), (4.35), (4.36), the Sobolev multiplication theorem and (4.10),
‖(G(sh) − |∇|)φ‖Hr .r ‖(hB(sh)φ, hV (sh)φ)‖Hr+1
.r ‖h‖Hr+1‖(B(sh)φ, V (sh)φ)‖L∞ + ‖h‖L∞‖(B(sh)φ, V (sh)φ)‖Hr+1
.r ‖h‖Hr+1‖|∇|1/2φ‖C1∗ + ‖h‖L∞‖|∇|1/2φ‖Hr+3/2 .
Combining this bound with (4.37) we get the second bound.
(ii) By (4.43), (4.45), (4.10), Sobolev multiplication, (4.9), (4.46) and (4.38),
‖B3‖Hr .r sup
s∈[0,1]
‖h‖Hr+1‖|∇|1/2(hB(sh)φ)‖C1∗ + ‖h‖L∞‖|∇|1/2(hB(sh)φ)‖Hr+3/2
+ sup
s∈[0,1]
‖(h(B(sh) − |∇|)φ, h(∇h)B(sh)φ)‖Hr+1 + sup
s∈[0,1]
‖|∇h|2B(sh)φ‖Hr
. ‖h‖Hr+2‖h‖C3/2∗ ‖|∇|
1/2φ‖C2∗ + ‖h‖2W 1,∞‖|∇|1/2φ‖Hr+5/2 .
Note that the last term in the expression of B3 in (4.43) equals −|∇h|2B+
∫ 1
0 2s|∇h|2B(sh)φds,
which is dominated by the last term in the second line of (4.47). 
5. Quartic energy estimates
In this section we will obtain a quartic energy estimate of the form
E(t) = E(0) +
∫ t
0
E(s)‖U(s)‖2C6∗ds.
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5.1. Defining the quartic energy.
Definition 5.1. For an integer N ≥ 5 define
U = h+ i|∇|1/2φ, U˜ = h+ i|∇|1/2(w|Γ),
U = T√ah+ iT√λ(w|Γ), a = 1 +Bt + V · ∇B,
E = ‖P≥0U‖2HN , U+ = U, U− = U¯ , U+ = U , U− = U¯ .
We first show that ‖U‖2
HN
, ‖U˜‖2
HN
and E are close to each other.
Proposition 5.2. If s > 2 and ‖h‖Hs+1/2 < cs is sufficiently small then
‖U‖Hs ≈ ‖U˜‖Hs .
Proof. By (4.12), Lemma 3.11 (ii), Sobolev embedding and Proposition 4.1 (ii),
‖U − U˜‖Hs = ‖|∇|1/2TBh‖Hs .s ‖B‖L∞‖h‖Hs+1/2 .s cs‖B‖Hs−1
.s cs‖|∇|1/2φ‖Hs−1/2 .s cs‖U‖Hs .
(5.1)
When cs is sufficiently small, the result follows. 
Proposition 5.3. If ‖U‖H5 is sufficiently small, then
‖U − U˜‖HN . ‖U˜‖2HN .
Proof. By Lemma 3.11 (ii),
‖U − U˜‖HN . ‖
√
a− 1‖L∞‖h‖HN + ‖
√
λ/|ζ| − 1‖L∞0 ‖|∇1/2(w|Γ)‖HN . (5.2)
By (4.39) and the smallness of ‖∇h‖H7/2 + ‖|∇|1/2φ‖C∗3 . ‖U‖H9/2 ,
‖a− 1‖W 1,∞ . ‖a− 1‖C3/2∗ . ‖h‖C5/2∗ + ‖|∇|
1/2φ‖2C3∗ . ‖U‖C3∗ . (5.3)
By (4.27), λ vanishes to degree 1 near ζ = 0, so ‖
√
λ/|ζ|−1‖L∞0 . ‖
√
λ−|ζ|1/2‖L∞
1/2
, and since
λ = |ζ|(1 +M2(ζ,∇h)) +M1(ζ,∇h,∇2h),
‖
√
λ− |ζ|1/2‖L∞
1/2
+ ‖∇x
√
λ‖L∞
1/2
. ‖h‖W 3,∞ . ‖U‖C7/2∗ . (5.4)
Putting (5.3) and (5.4) into (5.2) we get
‖U − U˜‖HN . ‖U‖C7/2∗ ‖U˜‖HN . (5.5)
By Proposition 5.2, ‖U‖
C
7/2
∗
. ‖U‖H9/2 . ‖U˜‖H5 , where we have used N ≥ 5. 
The rest of this section is devoted to estimating dE/dt. By (4.28) and (4.31), the evolution
equation for U is
∂tU = T√aTλ(w|Γ)− T√a∇ · TV h+ T√a(Q|Γ + Sh + Ch)
− iT√λTah− iT√λTV · ∇(w|Γ) + iT√λ(Sw + Cw) + T∂t√ah+ iT∂t√λ(w|Γ).
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Hence
(∂t + iT√aλ)U = (−T√aE(
√
λ,
√
λ) + E(
√
a,
√
λ)T√λ)(w|Γ)
+ i(T√λE(
√
a,
√
a)− E(
√
λ,
√
a)T√a)h
− T√a∇ · TV h− iT√λTV · ∇(w|Γ) + T√a(Q|Γ + Sh + Ch)
+ iT√λ(Sw + Cw) + T∂t√ah+ iT∂t√λ(w|Γ). (5.6)
From (4.22) and (4.27) it follows that
λ = |ζ|(1 +M2(ζ,∇h,∇2h)) + b(0)1 +
(
1
2
∆h+M3(ζ,∇h,∇2h)
)
ϕ≥0(ζ).
Hence √
λ = [
√
λ]≤1 + |ζ|1/2M2(ζ,∇h,∇2h) + |ζ|−1/2M3(ζ,∇h,∇2h)ϕ≥0(ζ), (5.7)
where
[
√
λ]≤1 =
√
|ζ|+ [
√
λ]1, [
√
λ]1 =
(
b
(0)
1
2
√|ζ| + ∆h4√|ζ|
)
ϕ≥0(ζ)
is the first order approximation of
√
λ, i.e., if ‖h‖C4∗ is sufficiently small then
‖
√
λ− [
√
λ]≤1‖L∞
1/2
+ ‖∇x(
√
λ− [
√
λ]≤1)‖L∞
1/2
. ‖h‖2W 3,∞ . ‖h‖2C4∗ . (5.8)
The first order approximation of
√
a, ∂t
√
a and ∂t
√
λ are 1− |∇|h/2, ∆φ/2 and
[∂t
√
λ]≤1 = ∂t[
√
λ]1 =
(
ζT (∇2|∇|φ)ζ
2|ζ|5/2 +
∆|∇|φ
4
√|ζ|
)
ϕ≥0(ζ)
respectively: by (4.40), (4.41), (4.1), (4.10) and (4.38), if ‖U‖H6 is sufficiently small,
‖√a− 1 + |∇|h/2‖W 1,∞ + ‖∂t
√
a−∆φ/2‖L∞ + ‖∂t
√
λ− [∂t
√
λ]≤1‖L∞
1/2
. ‖U‖2C4∗ . (5.9)
Now by (5.6),
(∂t + iT√aλ + iTV ·ζ)U = Q|Γ + Q˜+ S˜ + C, (5.10)
where Q is given by (4.26),
Q˜ = −(E(
√
|ζ|, [
√
λ]1) + E([
√
λ]1,
√
|ζ|) + E(|∇h|/2,
√
|ζ|)|∇|1/2)(w|Γ)
+ iE(
√
|ζ|, |∇h|/2)h − iE(ζ,∇φ)h + E(
√
|ζ|,∇φ, ζ/
√
|ζ|)|∇|1/2(w|Γ)
+ T∆φ/2h+ iT[∂t
√
λ]≤1
(w|Γ),
S˜ = Sh + i|∇|1/2Sw = (4.29) + i|∇|1/2(4.33),
C = C˜1 + C˜2 + T√a−1(Q|Γ + Sh) + iT√λ−|ζ|1/2Sw + T√aCh + iT√λCw
+ T∂t
√
a−∆φ/2h+ iT∂t
√
λ−[∂t
√
λ]≤1
(w|Γ),
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C˜1 = [−T√a−1E(
√
λ,
√
λ)− E(
√
|ζ|,
√
λ− [
√
λ]≤1)− E(
√
λ− [
√
λ]≤1,
√
|ζ|)
− E(
√
λ−
√
|ζ|,
√
λ−
√
|ζ|) + E(√a− 1,
√
λ)T√λ−|ζ|1/2
+ E(
√
a− 1,
√
λ−
√
|ζ|)|∇|1/2 + E(√a− 1 + |∇h|/2,
√
|ζ|)|∇|1/2](w|Γ)
+ i[T√λE(
√
a− 1,√a− 1)− E(
√
λ,
√
a− 1)T√a−1
− E(
√
λ−
√
|ζ|,√a− 1)− E(
√
|ζ|,√a− 1 + |∇h|/2)]h,
C˜2 = −iT√a−1E(ζ, V )h− iE(ζ, V −∇φ)h+ i[TV ·ζ , T√a−1]h
+ T√λ−|ζ|1/2E(V, ζ)(w|Γ) + [T√λ−|ζ|1/2 , TV ·ζ ](w|Γ).
By Lemma 3.6 (i), T√aλ+V ·ζ is self-adjoint, so 〈T√aλ+V ·ζf, f〉 ∈ R. Now we can decompose
dE/dt accordingly:
d
dt
E = 2ℜ〈(∂t + iT√aλ + iTV ·ζ)P≥0〈∇〉NU , P≥0〈∇〉NU〉 = 2(EQ + EQ˜ + ES + E4),
where (note that [|∇|1/2, P≥0〈∇〉N ] = 0)
EQ = ℜ〈P≥0〈∇〉NQ|Γ, P≥0〈∇〉NU〉,
EQ˜ = ℜ〈[iT−|ζ|1/2|∇|h/2+[√λ]1+ζ·∇φ, P≥0〈∇〉
N ]U + P≥0〈∇〉NQ˜, P≥0〈∇〉NU〉,
ES = ℜ〈P≥0〈∇〉N S˜, P≥0〈∇〉NU〉,
E4 = ℜ〈P≥0〈∇〉N (Q|Γ + S˜), P≥0〈∇〉N (U − U)〉+ℜ〈P≥0〈∇〉NC, P≥0〈∇〉NU〉
+ ℜ〈[iT(√a−1)(√λ−|ζ|1/2)+(√a−1+|∇|h/2)|ζ|1/2+√λ−[√λ]≤1 , P≥0〈∇〉
N ]U , P≥0〈∇〉NU〉.
5.2. Bounding the quartic energy.
Proposition 5.4. If ‖h‖HN + ‖U‖H6 is sufficiently small then
|E4| . inf
k<0
Ck,4[U ]‖U‖C5∗‖U˜‖2HN ,
where Ck,4[·] is defined in (4.11).
Proof. By Proposition 5.2, ‖U‖HN−1/2 and ‖U˜‖HN−1/2 are interchangeable.
For the first term in E4, by (5.1) (with s = N − 1/2), (5.5) and (4.10) it suffices to show
‖P≥0(Q|Γ + S˜)‖HN+1/2 . ‖U‖C4∗‖U‖HN−1 . (5.11)
By Proposition 4.4 with s = N , this bound holds for (Q+ S)|Γ. By Lemma 3.13 (iii) with
m = 2, it also holds for H(∇h,∇φ), and hence for Sh by (4.29). By Lemma 3.13 (iii), (4.33),
(4.10) and (4.9),
‖Sw‖HN+1 . ‖(B,V )‖W 3,∞‖(B,V )‖HN−2
. ‖|∇|1/2φ‖C4∗‖|∇|1/2φ‖HN−3/2 . ‖U‖C4∗‖U‖HN−1
(5.12)
and the desired bound for Sw follows.
For the second term in E4, by (5.5) it suffices to show
‖P≥0C‖HN . inf
k<0
Ck,4[U ]‖U‖C5∗‖U˜‖HN . (5.13)
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The desired bound for C˜1 follows from Lemma 3.11 (ii), Lemma 3.15 (ii), (5.3), (5.4), (5.8) and
(5.9). To get the desired bound for C˜2, we also need (4.10) and (4.38) to control the W 1,∞
norms of V and V −∇φ.
The desired bound for T√a−1(Q+ S)|Γ follows from Lemma 3.11 (ii), (5.3) and the real part
of (5.11). The desired bound for T√λ−|ζ|1/2Sw follows from Lemma 3.11 (ii), (5.4) and (5.12).
The desired bound for T√aCh follows from Lemma 3.11 (ii), (5.3) and Proposition 4.5. The
desired bound for T√λCw follows from Lemma 3.11 (ii), (5.4) and (4.34). The desired bounds
for T∂t
√
a−∆φ/2h and T∂t
√
λ−[∂t
√
λ]≤1
(w|Γ) follow from Lemma 3.11 (ii) and (5.9). Now all the
terms in C have been controlled as desired.
Finally, the bound for the third term in E4 follows from Lemma 3.15 (ii), (5.3), (5.4), (5.8)
and (5.9). 
5.3. Bounding the semilinear energy.
Proposition 5.5. If ‖h‖HN is suffciently small then∣∣∣∣
∫ t
0
ES(s)ds
∣∣∣∣ . ‖U˜‖3L∞([0,t])HN + ‖U‖L2([0,t])C4∗‖ infk<0Ck,4[U ]‖L2([0,t])‖U˜‖2L∞([0,t])HN ,
where Ck,4[·] is defined in (4.11).
Proof. Again, ‖U‖HN−1/2 and ‖U˜‖HN−1/2 are interchangeable.
By (4.10), ‖(B,V )‖W 3,∞ . ‖(B,V )‖C7/2∗ . ‖U‖C4∗ . By Proposition 4.1 (ii), Proposition 4.3
(ii) and (4.7), for any integer k < 0,
‖(B − |∇|φ, V − φ)‖HN−3/2 . Ck,2[U ](‖|∇|1/2φ‖HN−1 + ‖∇h‖HN−1)
. Ck,2[U ]‖U˜‖HN (5.14)
so by Lemma 3.13 (iii) (with m = 3),
‖|∇|1/2(Sw − Sw[|∇|φ,∇φ])‖HN+1 . ‖U‖C4∗ infk<0Ck,2[U ]‖U˜‖HN .
Since we also have ‖U‖HN−1 . ‖U˜‖HN , we can replace Sw by Sw[|∇|φ,∇φ] in the expression
of S˜ with acceptable error.
Recall U+ = U and U− = U¯ . From the expression of S (see (4.15), (4.26), (4.29) and (4.33)),
it follows that ES is a linear combination of terms of the form ℜEµνS , where
EµνS = C2
∫∫
s(ξ1, ξ2)Uˆµ(ξ1)Uˆν(ξ2)〈ξ1 + ξ2〉2N Uˆ(ξ1 + ξ2)dξ1dξ2, µ, ν ∈ {+,−},
s(ξ1, ξ2) ∈
(
1− ϕ≤−10
( |ξ1|
|ξ1 + 2ξ2|
)
− ϕ≤−10
( |ξ2|
|ξ2 + 2ξ1|
))
n1(ξ1)n2(ξ2)n3(ξ1 + ξ2) (5.15)
× {1, |ξ1|p(ξ1, ξ2), |ξ2|p(ξ1, ξ2)},
p(ξ1, ξ2) = (|ξ2|+ |ξ1 + ξ2|)−1, (5.16)
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nj ∈ Smj1,0 (1 ≤ j ≤ 3),
∑3
j=1mj = 3/2 and suppn3 ⊂ suppϕ≥0. Let
Φµν(ξ1, ξ2) =
√
|ξ1 + ξ2| − µ
√
|ξ1| − ν
√
|ξ2|,
IµνS [f1, f2, f3] = C
2
∫∫
s(ξ1, ξ2)
Φµν(ξ1, ξ2)
fˆ1(ξ1)fˆ2(ξ2)〈ξ1 + ξ2〉2N fˆ3(ξ1 + ξ2)dξ1dξ2,
IµνS = I
µν
S [Uµ, Uν , U ].
By (4.1) and (4.30), the evolution equation for U is
Ut = −i|∇|1/2U +N, N = (G(h) − |∇|)φ+ i
2
|∇|1/2((1 + |∇h|2)B2 − |∇φ|2). (5.17)
Let N+ = N and N− = N¯ . Then
dIµνS
dt
= IµνS [(Uµ)t, Uν , U ] + I
µν
S [Uµ, (Uν)t, U ] + I
µν
S [Uµ, Uν , Ut]
= EµνS + IµνS [Nµ, Uν , U ] + IµνS [Uµ, Nν , U ] + IµνS [Uµ, Uν , N ].
Integration by parts in time gives∫ t
0
EµνS (s)ds = IµνS (t)− IµνS (0) (5.18)
−
∫ t
0
(IµνS [Nµ, Uν , U ] + I
µν
S [Uµ, Nν , U ])(s)ds (5.19)
−
∫ t
0
IµνS [Uµ, Uν , N ](s)ds. (5.20)
To bound IµνS , we need to control the norms of the symbols p, s and Φ
−1
µν .
Lemma 5.6. (i) For k1, k2, k3 ∈ Z we have
‖p‖S∞k1,k2;k3 . 2
−max(k1,k2), ‖s‖S∞k1,k2;k3 . 2
3max(k1,k2)/2.
(ii) For L ≥ 0 we have
|∇LΦ−1µν | .L min(|ξ1|, |ξ2|, |ξ1 + ξ2|)−L−1/2.
(iii) For k1, k2, k3 ∈ Z we have
‖Φ−1µν ‖S∞k1,k2;k3 . 2
−min(k1,k2,k3)/2.
(iii’) If in addition to (iii) we have k1 ≤ k2 − 3 and ν = − then
‖Φ−1µν ‖S∞k1,k2;k3 . 2
−k2/2.
Proof. See section 9.4. 
Now we bound (5.18), (5.19) and (5.20). By Lemma 3.20, Lemma 5.6 (i) and (iii),
|IµνS [Pk1f1, Pk2f2, Pk3f3]| . 22Nk
+
3 +3k2/2−k3/2‖Pk1f1‖L∞‖Pk2f2‖L2‖Pk3f3‖L2 .
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Thanks to the factors n3 and ϕ≤−10, this term vanishes unless k3 ≥ −1 and k1, k2 ≥ k3 − 20,
in which case, using Bernstein’s inequality, it can be bounded by
2−(N−1/2)|k2−k3|‖Pk1f1‖C2+m∗ ‖Pk2f2‖HN−1/2‖Pk3f3‖HN−1/2−m
.2−(N−1/2)|k2−k3|‖f1‖C2+m∗ ‖Pk2f2‖HN−1/2‖Pk3f3‖HN−1/2−m .
A similar bound with f1 and f2 swapped holds. The additive restriction of frequencies implies
|k1 − k2| = O(1), so summing over k1, k2 and k3 using the Cauchy–Schwarz inequality gives
|IµνS [f1, f2, f3]| . ‖f1‖C2+m∗
∑
k,l∈Z
2−(N−1/2)|l|‖Pk+lf2‖HN−1/2‖Pkf3‖HN−1/2−m
. ‖f1‖C2+m∗ ‖f2‖HN−1/2‖f3‖HN−1/2−m .
(5.21)
Recall that ‖U‖HN−1/2 ≈ ‖U˜‖HN−1/2 . By (5.21) with f1 = Uµ, f2 = Uν , f3 = U and m = 0,
|(5.18)| . ‖U(t)‖3
HN−1/2
+ ‖U(0)‖3
HN−1/2
. ‖U˜‖3L∞([0,t])HN .
By (5.17), (4.38) and (4.10), ‖N‖C2∗ . ‖U‖2C4∗ , so by (5.21) with f1 = Nµ, f2 = Uν , f3 = U and
m = 0 (and its symmetric version),
|(5.19)| . ‖U‖2L2([0,t])C4∗‖U˜‖
2
L∞([0,t])HN .
By Sobolev multiplication (applied to (5.17) and (4.4)), (5.14), (4.9) and (4.10),
‖N‖HN−2 . inf
k<0
Ck,2[U ]‖U˜‖HN . (5.22)
Then by (5.21) with f1 = Uµ, f2 = Uν , f3 = N and m = 3/2,
|(5.20)| . ‖U‖L2([0,t])C4∗‖ infk<0Ck,2[U ]‖L2([0,t])‖U˜‖
2
HN .
Combining the three bounds shows the claim. 
5.4. Bounding the quasilinear energy EQ.
Proposition 5.7. If N ≥ 6 and ‖h‖HN∩H7 is suffciently small then∣∣∣∣
∫ t
0
EQ(s)ds
∣∣∣∣ . ‖U˜‖3L∞([0,t])HN + ‖ infk<0Ck,6[U ]‖2L2([0,t])‖U˜‖2L∞([0,t])HN ,
where Ck,6[·] is defined in (4.11).
Proof. EQ is a linear combination of terms of the form ℜEµνQ , where
EµνQ = C2
∫∫
(pq)(ξ1, ξ2)Uˆµ(ξ1)Uˆν(ξ2)ϕ≥0(ξ1 + ξ2)〈ξ1 + ξ2〉2N−1/2Uˆ(ξ1 + ξ2)dξ1dξ2,
µ, ν ∈ {+,−} and
p(ξ1, ξ2) = (|ξ2|+ |ξ1 + ξ2|)−1,
q(ξ1, ξ2) = ϕ≤−10
( |ξ1|
|ξ1 + 2ξ2|
)
(|ξ1 + ξ2| − |ξ2|)2(|ξ1 + ξ2|+ |ξ2|)
2
×
(
2((ξ1 + ξ2) · ξ2 − |ξ1 + ξ2||ξ2|)
|ξ1 + 2ξ2|2 ϕ≥0
(
ξ1 +
ξ2
2
)
+ ϕ≤−1
(
ξ1 +
ξ2
2
))
, (5.23)
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where the expression of q comes from (B.42) of [37]. Let
IµνQ [f1, f2, f3] = C
2
∫∫
(pq)(ξ1, ξ2)
Φµν(ξ1, ξ2)
fˆ1(ξ1)fˆ2(ξ2)ϕ≥0(ξ1 + ξ2)〈ξ1 + ξ2〉2N−1/2fˆ3(ξ1 + ξ2)dξ1dξ2,
IµνQ = I
µν
Q [Uµ, Uν , U ].
Similarly integration by parts in time gives∫ t
0
EµνQ (s)ds = IµνQ (t)− IµνQ (0) (5.24)
−
∫ t
0
IµνQ [Nµ, Uν , U ](s)ds (5.25)
−
∫ t
0
(IµνQ [Uµ, Nν , U ] + I
µν
Q [Uµ, Uν , N ])(s)ds. (5.26)
To bound IµνS , we need a bound of the S
∞ norm of q.
Lemma 5.8. For k1, k2, k3 ∈ Z we have
‖q‖S∞k1,k2;k3 . 2
2k1+k2(22(k1−k2) + 1k2≤2)1k1≤k2−6 . 2
2(k1+k
+
1 )−|k2|1k1≤k2−6.
Proof. See section 9.4. 
Now we bound (5.24), (5.25) and (5.26). By Lemma 3.20, Lemma 5.6 (i) and (iii), and
Lemma 5.8, when k2 ≥ −2 and k1 ≤ k2 − 6 we have
|IµνQ [Pk1f1, Pk2f2, Pk3f3]| . 2(2N−1/2)k
+
3 +3k1/2+2k
+
1 −2k2‖Pk1f1‖L∞‖Pk2f2‖L2‖Pk3f3‖L2 .
By the additive restriction of frequencies, k3 = k2 +O(1) ≥ −O(1), so
|IµνQ [Pk1f1, Pk2f2, Pk3f3]| . 2(2N−5/2)k3+3k1/2+2k
+
1 ‖Pk1f1‖L∞‖Pk2f2‖L2‖Pk3f3‖L2 .
Summing over k3 = k2 +O(1) ≥ −O(1) and k1 ∈ Z gives
|IµνQ [f1, f2, f3]| . ‖f1‖C4∗‖f2‖HN−2‖f3‖HN−1/2 . (5.27)
A similar bound with f2 and f3 swapped holds.
By (5.27) with f1 = Uµ, f2 = Uν and f3 = U ,
|(5.24)| . ‖U(t)‖3
HN−1/2
+ ‖U(0)‖3
HN−1/2
. ‖U˜‖3L∞([0,t])HN .
By (5.17), (4.38) and (4.10),
‖N‖C4∗ . ‖U‖2C6∗ . (5.28)
so by (5.27) with f1 = Nµ, f2 = Uν and f3 = U ,
|(5.25)| . ‖U‖2L2([0,t])C6∗‖U˜‖
2
L∞([0,t])HN .
By (5.27) with f1 = Uµ, f2 = Nν and f3 = U (and its symmetric version) and (5.22), (5.26)
satisfies the same bound as (5.20).
Combining the three bounds shows the claim. 
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5.5. Bounding the quasilinear energy EQ˜.
Proposition 5.9. If ‖h‖HN + ‖U‖H6 is sufficiently small then∣∣∣∣
∫ t
0
EQ˜(s)ds
∣∣∣∣ . ‖U˜‖3L∞([0,t])HN + ‖U‖L2([0,t])C3∗‖U‖L2([0,t])C5∗‖U˜‖2L∞([0,t])HN .
Proof. By Proposition 5.3, ‖U‖HN and ‖U˜‖HN are interchangeable.
Up to a quartic error that can be bounded using Lemma 3.11 (ii), Lemma 3.15 (ii) and (5.5),
EQ˜ is a sum of the terms of the form EµνQ˜ , where
Eµν
Q˜
= ℜC2
∫∫
q˜(ξ1, ξ2)Uˆµ(ξ1)Uˆν(ξ2)Uˆ(ξ1 + ξ2)dξ1dξ2,
q˜(ξ1, ξ2) = ϕ≤−10
( |ξ1|
|ξ1 + 2ξ2|
)
n1(ξ1)n2(ξ2)n3(ξ1 + ξ2)
×
[
n4(ξ1 + ξ2)n5(ξ2)− n4
(
ξ1 + 2ξ2
2
)
n5
(
ξ1 + 2ξ2
2
)]
,
(5.29)
nj ∈ Smj1,0 (1 ≤ j ≤ 5),
∑5
j=1mj = 2N +3/2, m1 ≥ 1/2 and suppn2 ∪ suppn3 ⊂ suppϕ≥0. Let
Iµν
Q˜
[f1, f2, f3] = ℜC2
∫∫
q˜(ξ1, ξ2)
Φµν(ξ1, ξ2)
fˆ1(ξ1)fˆ2(ξ2)fˆ3(ξ1 + ξ2)dξ1dξ2,
Iµν
Q˜
= Iµν
Q˜
[Uµ,Uν ,U ].
Similarly integration by parts in time gives∫ t
0
Eµν
Q˜
(s)ds = Iµν
Q˜
(t)− Iµν
Q˜
(0) (5.30)
−
∫ t
0
Iµν
Q˜
[Nµ,Uν ,U ](s)ds (5.31)
−
∫ t
0
(Iµν
Q˜
[Uµ, (Uν)t + iΛUν ,U ] + IµνQ˜ [Uµ,Uν ,Ut + iΛU ])(s)ds. (5.32)
The bound then follows from the corresponding bounds for (5.30), (5.31) and (5.32), to be
shown in Proposition 5.11 and Proposition 5.12 below. 
To estimate Iµν
Q˜
, we need to bound the S∞ norm of the q˜ multiplier.
Lemma 5.10. For k1, k2, k3 ∈ Z we have
‖q˜‖S∞k1,k2;k3 . 2
2Nk+3 +3k1/21k1≤k2−6,
‖∇ξ2 q˜‖S∞k1,k2;k3 . 2
(2N−1)k+3 +3k1/21k1≤k2−6.
Proof. The factor 1k1≤k2−6 comes from the ϕ≤10 factor and is assumed to be nonzero thereafter.
The bound itself follows from the identity
n4(ξ1 + ξ2)n5(ξ2)− (n4n5)
(
ξ1 + 2ξ2
2
)
=
1
2
∫ 1
0
ξ1 · ∇(n4(ξt)n5(ηt))dt,
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where ξt = ((1 + t)ξ1 + 2ξ2)/2 and ηt = ((1 − t)ξ1 + 2ξ2)/2, and the fact that n1 ≥ 1/2. Then
we use Lemma 3.19 (i) and (ii) to bound the S∞ norm of the integrand. The bound on ∇ξ2q
follows in a similar way. 
Proposition 5.11. If ‖U‖H5 is sufficiently small then
|(5.30)| . ‖U˜‖3L∞([0,t])HN , |(5.31)| . ‖U‖2L2([0,t])C3∗‖U˜‖
2
L∞([0,t])HN .
Proof. By Lemma 5.6 (iii) and Lemma 5.10, ‖q˜/Φµν‖S∞k1,k2;k3 . 2
2Nk+3 +k1 . By the additive
restriction of the frequencies, |k2 − k3| ≤ 2, so by Lemma 3.20,
|Iµν
Q˜
[Pk1f1, Pk2f2, Pk3f3]| . 22Nk
+
3 +k11|k2−k3|≤2‖Pk1f1‖L∞‖Pk2f2‖L2‖Pk3f3‖L2 .
Summing over k1 ∈ Z and |k2 − k3| ≤ 2 using the Cauchy–Schwarz inequality gives
|Iµν
Q˜
[f1, f2, f3]| . ‖f1‖C3/2∗ ‖f2‖HN ‖f3‖HN . (5.33)
By (5.33) with f1 = Uµ, f2 = Uν , f3 = U , Proposition 5.2 and Proposition 5.3,
|(5.30)| . ‖U˜ (t)‖3HN + ‖U˜(0)‖3HN . ‖U˜‖3L∞([0,t])HN .
For the same reason as (5.28), ‖N‖
C
3/2
∗
. ‖U‖2C3∗ , so by (5.33) with f1 = Nµ, f2 = Uν , f3 = U
and Proposition 5.3, the bound for (5.31) follows as well. 
Proposition 5.12. If ‖h‖HN + ‖U‖H6 is sufficiently small then
|(5.32)| . ‖U‖L2([0,t])C3∗‖U‖L2([0,t])C5∗‖U˜‖2L∞([0,t])HN .
Proof. Recall that ‖U‖HN and ‖U˜‖HN are interchangeable.
By (5.10), the integrand of (5.32) becomes
Iµν
Q˜
[Uµ, (Q|Γ + Q˜+ S˜ + C)ν ,U ] + IµνQ˜ [Uµ,Uν ,Q|Γ + Q˜+ S˜ + C] (5.34)
−Iµν
Q˜
[Uµ, (iTV ·ζU)ν ,U ]− IµνQ˜ [Uµ,Uν , iTV ·ζU ] (5.35)
−Iµν
Q˜
[Uµ, (iT√aλ−|ζ|1/2U)ν ,U ]− IµνQ˜ [Uµ,Uν , iT√aλ−|ζ|1/2U ]. (5.36)
By (5.33), (5.11), (5.13), Lemma 3.8, Lemma 3.9, Lemma 3.10, Lemma 3.11 (ii), Lemma 3.15
(ii) and the fact that C−1,4[U ] . ‖U‖H5 is sufficiently small,
|(5.34)| . ‖U‖C1∗‖U˜‖HN ‖Q|Γ + Q˜+ S˜ + C‖HN
. ‖U‖C1∗‖U‖C5∗ (1 + C−1,4[U ])‖U˜‖2HN . ‖U‖C1∗‖U‖C5∗‖U˜‖2HN .
For (5.35), by Lemma 3.6 (ii), the operator iTV ·ζ maps real valued functions to real valued
functions, so (iTV ·ζU)ν = iTV ·ζUν . Taking the complex conjugation on the third slot of IµνQ˜
into account we have
− (5.35) = ℜC3
∫∫∫
irµν,j(ξ, η, θ)Uˆµ(ξ − η − θ)Uˆν(η)Uˆ(ξ)Vˆj(θ)dξdηdζ, (5.37)
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where
rµν,j(ξ, η, θ) =
2ηj + θj
2
× q˜(ξ − η − θ, η + θ)
Φµν(ξ − η − θ, η + θ)ϕ≤−10
( |θ|
|2η + θ|
)
− 2ξj − θj
2
× q˜(ξ − η − θ, η)
Φµν(ξ − η − θ, η)ϕ≤−10
( |θ|
|2ξ − θ|
)
.
We distinguish two cases to bound the S∞ norm of(
∂ξ2Φ
−1
µν
)
(ξ − η − θ, η + tθ) = ∇Λ(ξ − θ + tθ)− ν∇Λ(η + tθ)
Φµν(ξ − η − θ, η + tθ)2 .
Case 1: ν = −. By Lemma 5.6 (iii’), if q˜ 6= 0 we have ‖Φ−1µν ‖S∞k1,k2;k3 . 2
−k3/2. Since Λ is
homogeneous of degree 1/2, by Lemma 3.19 (i),
‖∂ξ2
(
Φ−1µν
)
(ξ − η − θ, η + tθ)‖S∞k1,k2;k3 . 2
−3k3/2. (5.38)
Case 2: ν = +. By Lemma 5.6 (iii), if q˜ 6= 0 we have ‖Φ−1µν ‖S∞k1,k2;k3 . 2
−k1/2. For the
numerator we have
‖numerator‖S∞k1,k2;k3 . 2
k1 sup
s∈[0,1]
‖∇2Λ(η + s(ξ − η − θ) + tθ)‖S∞k1,k2;k3 . 2
k1−3k3/2
so by Lemma 3.19 (i), (5.38) also holds.
Now we use the fundamental theorem of calculus as in Lemma 5.10 to obtain, for k4 ∈ N∪{≤
0} (we use the convention 2≤0 = 1),
‖rµν,j(ξ, η, θ)ϕk4(θ)‖S∞k1,k2;k3 . 2
2Nk+3 (22k1 + 2k1+k4)1k1,k4≤k3−5.
Using Lemma 3.20 and (4.10) and summing over k1, k4 ≤ k3 − 5 and k2 = k3 +O(1) give
|(5.35)| . ‖U‖C2∗‖U‖C3∗‖U˜‖2HN .
For (5.36) we distinguish two cases.
Case 1: ν = +. Then we can omit the subscript ν and get the same cancellation as in (5.35)
from the complex conjugation in the third slot of Iµ+
Q˜
. By (4.39),
∑
k∈N∪{≤0} 2
k‖Pk(
√
aλ −√|ζ|)‖L∞
1/2
. ‖a− 1‖
C
3/2
∗
+ ‖h‖C4∗ . ‖U‖C4∗ , so by Lemma 3.20,
|(5.36)| . ‖U‖C3∗‖U‖C4∗‖U˜‖2HN .
Case 2: ν = −. By Lemma 5.6 (iii’), if q˜ 6= 0 we have ‖Φ−1µν ‖S∞k1,k2;k3 . 2
−k3/2, so
‖q˜/Φµν‖S∞k1,k2;k3 . 2
(2N−1/2)k3+3k1/2.
This can be used to obtain the desired bound by recovering the loss of derivative in T√aλ−|ζ|1/2U .
By Lemma 3.11 (ii), (5.3) and (5.4),
‖T√aλ−|ζ|1/2U‖HN−1/2 . ‖U‖C4∗‖U˜‖HN .
Then Lemma 3.20 gives
|(5.36)| . ‖U‖C2∗‖U‖C4∗‖U˜‖2HN .
Combining the three bounds and integrating in time show the claim. 
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5.6. Quartic energy estimates. Recall from (1.4) that the energy
E =
∫
R2
1
2
(h2 + φG(h)φ)
is conserved. Now we can show quartic energy estimates (2.2) and (2.5).
Proof of (2.2). Recall U = h+ i|∇|1/2φ. By the Cauchy–Schwarz inequality,
|2E − ‖U‖2L2 | = |〈φ, (G(h) − |∇|)φ〉| ≤ ‖U‖L2‖(G(h) − |∇|)φ‖H˙−1/2 .
By (1.1.15) of [9], G(h) : H˙1/2 → H˙−1/2 is bounded, locally uniformly in h. Then by (4.35),
(4.36), Sobolev multiplication and (4.9),
‖(G(h) − |∇|)φ‖H˙−1/2 ≤ sup
s∈[0,1]
(‖G(sh)[hB(sh)φ]‖H˙−1/2 + ‖hV (sh)φ‖H1/2)
. sup
s∈[0,1]
(‖hB(sh)φ‖H1/2 + ‖hV (sh)φ‖H1/2)
. ‖h‖H2‖|∇|1/2φ‖H2 ≤ ‖U‖2H2 .
Hence
|2E − ‖U‖2L2 | . ‖U‖3H2 . (5.39)
By (1.10) we know that ‖U(0)‖H2 . ǫ. By (5.39) and conservation of energy, E(t) = E(0) . ǫ2.
By (2.1) and Proposition 5.2, ‖U(t)‖H2 . ǫ1, so by (5.39) again, ‖U(t)‖2L2 . ǫ2 + ǫ31. Then by
Sobolev multiplication and (4.9),
‖U˜(t)‖2
H−1/2
. ‖U(t)‖2L2 + ‖B(t)‖2L∞‖h(t)‖2L2 . (1 + ‖U(t)‖2H2)‖U(t)‖2L2 . ǫ2 + ǫ31.
By (1.10), Proposition 5.2 and Proposition 5.3, E(0) . ǫ2 and ‖P≥0U˜(t)‖2HN = E(t)+O(ǫ31).
By Proposition 5.4, Proposition 5.5, Proposition 5.7 and Proposition 5.9 we have
E(t) = E(0) +O(ǫ31 + ǫ21‖U‖L2([0,t])C6∗‖C−[log(1+s)]−1,6[U(s)]‖L2([0,t])).
Recalling (4.11) we have
‖C−[log(1+s)]−1,6[U(s)]‖L2([0,t]) . L‖U‖L2([0,t])C6∗ + ‖(1 + s)−1‖L2([0,t])‖U‖L∞([0,t])L2x
. ǫ1 + Lǫ2,
Since ‖U‖L2([0,t])C6∗ . ǫ2 is sufficiently small,
E(t) . ǫ2 + ǫ31 + ǫ31ǫ2 + Lǫ21ǫ22 . ǫ2 + ǫ31 + Lǫ21ǫ22
and the same bound holds for ‖P≥0U˜(t)‖2HN . Then
‖U˜(t)‖2HN . ‖P≥0U˜(t)‖2HN + ‖U˜(t)‖2H−1/2 . ǫ2 + ǫ31 + Lǫ21ǫ22.
Taking the square root gives (2.2). 
Proof of (2.5). The bound for ‖U˜(t)‖H−1/2 remains the same as above. For E(t), note that
‖C−[log(1+s)]−1,6[U(s)]‖L2([0,t]) . ‖ log(2 + 2s)U(s)‖L2([0,t])C6∗
+ ‖(1 + s)−1‖L2([0,t])‖U‖L∞([0,t])L2x .
Summing (2.4) in k ∈ Z we get ‖(1 + s)(α−δ)/2U(s)‖L2([0,t])C6∗ . ǫ1, so the left-hand side of the
above . ǫ1. Then E(t) . ǫ2 + ǫ31, and the same argument as above shows (2.5). 
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6. Strichartz estimates
This section is devoted to the proof of the Strichartz estimate (2.3), which is contained in
Proposition 6.3, Proposition 6.2 and Proposition 6.4 below.
6.1. Definition of the profile. Recall the evolution equation Ut + i|∇|1/2U = N , where (see
(5.17) and (4.44))
N = (G(h) − |∇|)φ+ i
2
|∇|1/2((1 + |∇h|2)B2 − |∇φ|2) = N2 +N3,
N2 = −|∇|(h|∇|φ)−∇ · (h∇φ) + i
2
|∇|1/2((|∇|φ)2 − |∇φ|2),
N3 = B3 + |∇h|2B + i
2
|∇|1/2(B2 − (|∇|φ)2 + |∇h|2B2).
(6.1)
N2 can be expressed as sums of the terms Nµν = Nµν [Uµ, Uν ], where µ, ν = ±,
FNµν(ξ) =
∫
ξ1+ξ2=ξ
mµν(ξ1, ξ2)Uˆµ(ξ1)Uˆν(ξ2)dξ1
and mµν(ξ1, ξ2) are linear combinations of multipliers in the set{
|ξ1 + ξ2||ξ2| − (ξ1 + ξ2) · ξ2√
|ξ2|
,
√
|ξ1 + ξ2| |ξ1||ξ2|+ ξ1 · ξ2√|ξ1||ξ2|
}
. (6.2)
By Duhamel’s formula,
U(t) = e−itΛU(0) + U2(t) + U3(t), Uj(t) =
∫ t
0
e−i(t−s)ΛNj(s)ds, j ∈ {2, 3}. (6.3)
Define the profile
Υ±(t) = e±itΛU±(t) and Υj(t) = eitΛUj(t), where Λ = |∇|1/2 and j ∈ {2, 3}.
Then the evolution equation for Υ := Υ+ is
Υt = e
itΛ(iΛU + Ut) = e
itΛN.
By Lemma 3.2 (ii) and (2.1),
‖e−isΛU(0)‖L2([0,t])C6∗ .
√
L · ǫ1.
To bound U2, we observe that Φµν(ξ1, ξ2) 6= 0 unless ξ1 or ξ2 or ξ1 + ξ2 = 0, in which case
mµν(ξ1, ξ2) = 0, so we can integrate Υ2 by parts in s to get
Υ2(t) =
∑
µ,ν=±
(
Wµν(t)−Wµν(0)−
∫ t
0
Hµν(s)ds
)
, (6.4)
FWµν(ξ, t) = C
∫
ξ1+ξ2=ξ
eitΦµν (ξ1,ξ2)
mµν(ξ1, ξ2)
iΦµν(ξ1, ξ2)
Υˆµ(ξ1, t)Υˆν(ξ2, t)dξ1, (6.5)
FHµν(ξ, t) = C
∫
ξ1+ξ2=ξ
eitΦµν (ξ1,ξ2)
mµν(ξ1, ξ2)
iΦµν(ξ1, ξ2)
× (Υˆµ(ξ1, t)eitνΛ(ξ2)Nˆν(ξ2, t) + eitµΛ(ξ1)Nˆµ(ξ1, t)Υˆν(ξ2, t))dξ1. (6.6)
We need to bound the S∞ norms of the multipliers in the equations above.
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Lemma 6.1. For k1, k2, k3 ∈ Z we have
‖mµν‖S∞k1,k2;k3 . 2
(k3+max kj+minkj)/2, (6.7)
‖mµν/Φµν‖S∞k1,k2;k3 . 2
(k3+max kj)/2. (6.8)
Proof. This is shown in section 9.4. 
Let mµνρ = mµσmνρ/Φµσ. Then by Lemma 6.1 and Lemma 3.19 (i), for k, kj , l ∈ Z we have
‖ϕl(ξ2 + ξ3)mµνρ(ξ1, ξ2, ξ3)‖S∞k1,k2,k3;k . 2
(k+l+3max kj)/2, (6.9)
Similar bounds hold if mµνρ = mσρmµν/Φσρ.
Using these bounds, we can estimate the L2([0, t])C6∗ norms of U2 (see Proposition 6.2 and
Proposition 6.4 below) and U3 (see Proposition 6.3 below). Putting them together we get a
proof of (2.3).
To set up the notation for later proofs, we rewrite (6.5) as
e−itΛ(ξ)Wˆµν(ξ, t) = C
∫
ξ1+ξ2=ξ
mµν(ξ1, ξ2)
iΦµν(ξ1, ξ2)
Uˆµ(ξ1, t)Uˆν(ξ2, t)dξ1. (6.10)
We view Nµν and Wµν as bilinear forms of Υµ and Υν , and decompose
Wµν =
∑
k1,k2∈Z
W µνk1,k2 , W
µν
k1,k2
=Wµν [Pk1Υµ, Pk2Υν ]. (6.11)
By symmetry we can assume k1 ≤ k2. Since by (6.8) and S∞ ⊂ L∞,
|(mµν/Φµν)(ξ1, ξ2)| .
√
|ξ1 + ξ2|(|ξ1|+ |ξ2|), (6.12)
we have
‖W µνk1,k2‖L2 . 2k2‖ϕk1FU‖L1‖ϕk2FU‖L2
. 2−(N−1/2)k
+
2 +k2+k1‖Pk1U‖L2‖Pk2U‖HN−1/2 , (6.13)
‖PkW µνk1,k2‖L2 . 2k‖FW
µν
k1,k2
‖L∞ . 2(k2+3k)/2‖Pk1U‖L2‖Pk2U‖L2
. 2−(N−1/2)k
+
2 +(k2+3k)/2‖Pk1U‖L2‖Pk2U‖HN−1/2 . (6.14)
6.2. Bounding the quadratic boundary terms Wµν .
Proposition 6.2. Assume N ≥ 9 and (2.1). Then
‖e−isΛ(Wµν(s)−Wµν(0))‖L2([0,t])C6∗ .
√
L · ǫ21 + ǫ1ǫ2.
Proof. SinceWµν loses only one derivative, by Theorem C.1 of [40], Sobolev embedding, Propo-
sition 5.2, (2.1) and the fact that N ≥ 9,
‖Wµν(0)‖H7 . ‖U(0)‖W 8,4‖U(0)‖L4 . ‖U(0)‖2H8.5 . ǫ21. (6.15)
Then by Lemma 3.2 (ii),
‖e−isΛWµν(0)‖L2([0,t])C6∗ .
√
L · ǫ21. (6.16)
Similarly to (6.15),
‖e−isΛWµν(s)‖C6∗ . ‖Wµν(s)‖H7 . ‖U(s)‖W 8,2.4‖U(s)‖L12 . (6.17)
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Since W 8,2.4 = F 82.4,2 ⊃ B82.4,2 (see Section 2.3.2 and 2.3.3 of [86]), which interpolates between
B6∞,∞ = C6∗ and B8.42,5/3 ⊃ H8.5, and L12 interpolates in the same way between L2 and L∞, we
have
‖e−isΛWµν(s)‖C6∗ . ‖U(s)‖C6∗‖U(s)‖H8.5 . (6.18)
Since N ≥ 9, by (2.1) and Proposition 5.2 we have ‖U(s)‖H8.5 . ǫ1. Then
‖e−isΛWµν(s)‖L2([0,t])C6∗ . ‖U(s)‖L2([0,t])C6∗ ǫ1 . ǫ1ǫ2. (6.19)
Combining (6.16) and (6.19) shows the claim. 
6.3. Bounding the cubic bulk term U3.
Proposition 6.3. Assume N ≥ 11 and (2.1). Then
‖U3‖L2([0,t])C6∗ .
√
Lǫ1ǫ22.
Proof. By Sobolev multiplication, (4.9), (4.38), (4.10), (4.46) and Proposition 5.2, if ‖h‖Hr+3 <
cr is sufficiently small then
‖B2 − (|∇|φ)2‖Hr+1/2
.r‖B + |∇|φ‖Hr+1/2‖B − |∇|φ‖L∞ + ‖B + |∇|φ‖L∞‖B − |∇|φ‖Hr+1/2
.r‖|∇|1/2φ‖Hr+2‖h‖C3/2∗ ‖|∇|
1/2φ‖C2∗ + ‖|∇|1/2φ‖2C1∗‖h‖Hr+3/2 . ‖U‖
2
C2∗
‖U˜‖Hr+5/2 .
Since ‖∇h‖L∞ . ‖h‖H3 . 1, the same bound applies to |∇h|2B and |∇h|2B2. Putting this
and (4.47) into (6.1) we know that, if r > 1 and ‖h‖Hr+7/2 < cr is sufficiently small then
‖N3‖Hr .r ‖U‖2C2∗‖U‖Hr+5/2 .r ‖U‖
2
C2∗
‖U˜‖Hr+3 . (6.20)
By Lemma 3.2 (ii), Bernstein’s inequality and N ≥ 11 we then have
‖U3‖L2([0,t])C6∗ ≤
∫ t
0
‖e−i(s−s′)ΛN3(s′)‖L2s([s′,t])C6∗ds′
.
√
L‖eis′ΛN3(s′)‖L1
s′
([0,t])H7
.
√
L‖U‖2L2([0,t])C2∗‖U˜‖L∞([0,t])H10
(6.21)
from which the result follows. 
6.4. Bounding the cubic bulk term Hµν.
Proposition 6.4. Assume N ≥ 11 and (2.1). Then∥∥∥∥e−isΛ
∫ s
0
Hµν(s
′)ds′
∥∥∥∥
L2s([0,t])C
6
∗
.
√
Lǫ1ǫ22.
Proof. A similar computation to that in (6.21) shows that it suffices to show
‖Hµν(s)‖L1s([0,t])H7 . ǫ1ǫ22. (6.22)
Since Wµν loses only one derivative, by Theorem C.1 of [40],
‖Hµν‖H7 . ‖N‖L22‖U‖W 8,2.2 + ‖U‖L22‖N‖W 8,2.2 . (6.23)
We have
‖N‖L22 ≤ ‖N‖1/11L2 ‖N‖
10/11
L∞ . (6.24)
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By (4.45) and Proposition 5.2, if r > 1 and ‖h‖Hr+5/2 < cr is small enough then
‖(G(h) − |∇|)φ‖Hr . ‖U‖C1∗‖U‖Hr+3/2 . ‖U‖C1∗‖U˜‖Hr+2 . (6.25)
By (4.10), (4.9) and Sobolev multiplication, the same bound holds for the second term of (5.17),
and hence N . Thus ‖N‖L2 . ǫ1‖U‖C1∗ . For the same reason as (5.28), ‖N‖L∞ . ‖U‖2C2∗ .
Putting these two bounds into (6.24) we get
‖N‖L22 . ǫ1/111 ‖U‖21/11C2∗ . (6.26)
By the same interpolation argument as used in (6.18),
‖U‖W 8,2.2 . ‖U‖1/11C6∗ ‖U‖
10/11
H8.2+
. ‖U‖1/11
C6∗
ǫ
10/11
1 . (6.27)
We have
‖U‖L22 ≤ ‖U‖1/11L2 ‖U‖
10/11
L∞ . ǫ
1/11
1 ‖U‖10/11L∞ . (6.28)
Similarly to (6.27) we have
‖N‖W 8,2.2 . ‖N‖1/11C4∗ ‖N‖
10/11
H8.4+
. ‖N‖1/11
C4∗
‖N‖10/11
H8.5
.
By (5.28), ‖N‖C4∗ . ‖U‖2C6∗ . By (6.25) and N ≥ 11, ‖N‖H8.5 . ‖U‖C1∗ ǫ1, so
‖N‖W 8,2.2 . ‖U‖12/11C6∗ ǫ
10/11
1 . (6.29)
Now putting (6.26), (6.27), (6.28) and (6.29) into (6.23) we get
‖Hµν‖H7 . ǫ1‖U‖2C6∗ .
Integrating in t gives the result. 
7. L2L∞ and Z-norm estimates
This section is devoted to the proof of the L2L∞ norm estimate (2.6) and the Z norm
estimate (2.7).
7.1. Integration by parts in phase space. To bound the Z norm we need a lemma to
integrate by parts in phase space.
Lemma 7.1 (Lemma 6.1 of [100]). Let 0 < ǫ ≤ 1/ǫ ≤ K. Suppose f , g : Rd → R satisfies
|∇f | ≥ 1supp g, and for all L ≥ 2, |∇Lf | .L ǫ1−L on supp g.
Then ∣∣∣∣
∫
eiKfg
∣∣∣∣ .d,L (Kǫ)−L L∑
l=0
ǫl‖∇lg‖L1 .
Lemma 7.2. Let r ≥ 2 and 0 < ǫ ≤ 1/ǫ ≤ r/2. Suppose f , g : Rd → R satisfies |∇f | ≤ r/2
on supp g, for all L ≥ 2, |∇Lf | .L rǫ1−L on supp g, and for all L ≥ 0, ‖∇Lg‖L1 .L Aǫ−L on
R
d. Let
K(x) =
∫
ei(x·ξ+f(ξ))g(ξ)dξ.
Then for all L ≥ 1 we have
‖K‖L1(Rd\B(0,r)) .L Ar−Lǫ−L−d.
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Proof. We have
x · ξ + f(ξ) = |x|
2
(
2x
|x| · ξ +
2f(ξ)
|x|
)
.
Suppose |x| ≥ r. Let K = |x|/2 ≥ r/2 ≥ 1/ǫ, and
F (ξ) =
2x
|x| · ξ +
2f(ξ)
|x| .
Then |∇F | ≥ 1 and for all L ≥ 2, |∇LF | .L ǫ1−L. By Lemma 7.1, for |x| ≥ r we have
|K(x)| .L A(|x|ǫ)−L.
The result follows from integrating this bound with L+ d in place of L. 
7.2. Bounding the quadratic boundary terms.
Proposition 7.3. Assume N ≥ max(9/(2 − 2α), 30), α < 1/2 and (2.4). Then
‖Wµν(t)‖Z . ǫ21.
Proof. We use the decomposition (6.11) and assume by symmetry k1 ≤ k2. We distinguish
several cases to estimate
‖Wµν‖Z ≈
∥∥2αj‖Qj〈∇〉8Wµν‖L2∥∥ℓ2j≥0
Case 1: k2 ≥ 1.5αj/N . We sum (6.13) over k2 in this range and k1 ∈ Z and use (9.5−N)k2 ≤
−2Nk2/3− k2/2 ≤ −(1 + 0.5/N)αj to get∥∥∥∥∥∥∥
∑
k1∈Z
k2≥1.5αj/N
2αj‖Qj〈∇〉8W µνk1,k2(t)‖L2
∥∥∥∥∥∥∥
ℓ2j≥0
.
∑
j≥0
2−0.5αj/N ǫ21 . ǫ
2
1.
Case 2: k1 ≤ −(1 + α)max(j,L)/2. We sum (6.13) with k1 in this range and k2 ∈ Z and
use N ≥ 10 to get∥∥∥∥∥∥
∑
k1≤−(α+1/3) max(j,L)
2αj‖Qj〈∇〉8W µνk1,k2(t)‖L2
∥∥∥∥∥∥
ℓ2j≥0
.
∑
j≥0
2αj−(1+α)max(j,L)/2ǫ21
. ǫ21.
Case 3: Pk3W
µν
k1,k2
for k3 ≤ −(1 + α)max(j,L)/2 < k1. We sum (6.14) with k3 in place of
k, k1 ∈ [k3, k2] and k2 ∈ Z to get the same bound as Case 2.
Case 4: κ := min ki > −(1 + α)max(j,L)/2 and k1, k2 < 1.5αj/N .
Case 4.1: j ≤ −κ/2 + L + 5. In this case either κ > −L or κ > (1 + α)(κ/2 − L − 5)/2.
In the latter case κ > −2+2α3−α (L + 5), which thus holds either way. Then j < 4(L + 5)/(3 − α)
and ki < 3αL/N +O(1).
We decompose
W µνk1,k2 =
∑
j1,j2≥0
W µνj1,k1,j2,k2 ,
W µνj1,k1,j2,k2 =Wµν [P[k1−1,k1+1]Qj1Pk1Υµ, P[k2−1,k2+1]Qj2Pk2Υν ],
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where we have used P[k−1,k+1]Pk = Pk.
Case 4.1.1: j2 > L. By Lemma 3.20, (6.8), (3.3), unitarity of eitΛ, Ho¨lder’s inequality and
Lemma 1.9 (ii) we have, for β ∈ [α− 1, α],
‖〈∇〉8Pk3W µνj1,k1,j2,k2(t)‖L2
.28k
+
2 +(k3+k2)/2‖e−itµΛP[k1−1,k1+1]Qj1Pk1Υµ(t)‖L∞‖e−itνΛQj2Pk2Υν(t)‖L2
.28k
+
2 +(k3+k2+3k
+
1 +k1)/2
1
(1 + t)α−β
‖Qj1Pk1Υ(t)‖L2/(1+α−β)‖Qj2Pk2Υ(t)‖L2
.2(k3+k2−|k1|)/2−βj1−αj2
ǫ21
(1 + t)α−β
.
Let β = 0+ and we can sum over j1 ∈ Z and j2 > L to get∑
j1∈Z
j2>L
‖〈∇〉8Pk3W µνj1,k1,j2,k2(t)‖L2 . 2(k3+k2−|k1|)/2
ǫ21
(1 + t)2α−
.
Case 4.1.2: j1 ≤ j2 − κ/2 and j2 ≤ L. Taking β = α− 1 in Case 4.1.1 we get
‖〈∇〉8Pk3W µνj1,k1,j2,k2(t)‖L2 . 2
∑
ki/2+(1−α)j1−αj2 ǫ
2
1
1 + t
.
Since (1 − α)j1 − αj2 ≤ (1 − 2α)j2 − (1 − α)κ/2 ≤ (1 − 2α)j2 − κ/2 + α(L + 5 − j), we sum
over j1 ≤ j2 − κ/2 and j2 ∈ L and use α < 1/2 to get∑
j1≤j2−κ/2,j2≤L
κ/2≤L+5−j
‖〈∇〉8Pk3W µνj1,k1,j2,k2(t)‖L2 . 2(
∑
ki−κ)/2−αj ǫ
2
1
(1 + t)α
.
Case 4.1.3: j1 > j2 − κ/2 and j2 ≤ L. Similarly to Case 4.1.2 we put L2 norm on the first
factor and L∞ norm on the second to get
‖〈∇〉8Pk3W µνj1,k1,j2,k2(t)‖L2 . 2(k3+3k
+
2 +2k2)/2+(1−α)j2−αj1 ǫ
2
1
1 + t
.
We sum over j1 > j2 − κ/2 ≥ j2 + j − L− 5, j2 ≤ L and use α < 1/2 to get∑
j1>j2−κ/2,j2≤L
κ/2≤L+5−j
‖〈∇〉8Pk3W µνj1,k1,j2,k2(t)‖L2 . 2(k3+3k
+
2 +2k2)/2−αj ǫ
2
1
(1 + t)α
.
Combining the 3 cases above and summing over −O(L) ≤ ki ≤ 3αL/N +O(1) we get∑
Case 4.1
‖〈∇〉8Pk3W µνk1,k2(t)‖L2 .
ǫ21
(1 + t)(2α−3α/N)−
+
2−αjLǫ21
(1 + t)α−9α/N
.
Then we sum over 0 ≤ j < 4(L + 5)/(3 − α) and use N ≥ max(9/(2 − 2α), 30) to get∥∥∥∥∥ ∑
Case 4.1
2αj‖Qj〈∇〉8Pk3W µνk1,k2(t)‖L2
∥∥∥∥∥
ℓ2
j<4(L+5)/(3−α)
.
ǫ21
(1 + t)
2α2(1−α)
3(3−α)
−
.
Case 4.2: j > −κ/2 + L+ 5. In this case t < 2κ/2+j−5. Since j > −κ/2 + L > −j/N + L,
we have L < (1 + 1/N)j.
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We decompose
W µνk1,k2 = A
µν
k1,k2
+Bµνk1,k2 ,
Aµνk1,k2 =Wµν [P[k1−1,k1+1]Q≥j−4Pk1Υµ, Pk2Υν ],
Bµνk1,k2 =Wµν [P[k1−1,k1+1]Q≤j−5Pk1Υµ, Pk2Υν ].
(7.1)
For A we have, by (6.13) and unitarity of eitΛ,
‖〈∇〉8Aµνk1,k2‖L2 . 2(8.5−N)k
+
2 +k2+k1‖Q≥j−4Pk1Υ‖L2‖U‖HN−1/2 .
We sum over j ≥ 0, k1, k2 ∈ Z and use N ≥ 10 and Lemma 1.9 (ii) to get∑
k1,k2∈Z
‖2αj‖Qj〈∇〉8Aµνk1,k2‖L2‖ℓ2j≥0 . ‖Υ‖Z‖U‖HN−1/2 . ǫ
2
1.
For B we have
〈∇〉8Pk3Bµνk1,k2(x, t) =
∫
G(x, y, z, t)Q≤j−5Pk1Υµ(y, t)Pk2Υν(z, t)dydz,
G(x, y, z, t) =
∫∫
eiφµν(ξ1,ξ2)〈ξ1 + ξ2〉8mµνk1,k2;k3(ξ1, ξ2)dξ1dξ2,
φµν(ξ1, ξ2) = (x− y) · ξ1 + (x− z) · ξ2 + tΦµν(ξ1, ξ2),
mµνk1,k2;k3(ξ1, ξ2) = ϕ[k1−1,k1+1](ξ1)ϕ[k2−1,k2+1](ξ2)
mµν(ξ1, ξ2)
iΦµν(ξ1, ξ2)
ϕk3(ξ1 + ξ2).
(7.2)
Since mµν are linear combinations of multipliers in the set (6.2), for L ≥ 0 we have
|∇Lmµν(ξ1, ξ2)| .L (|ξ1|+ |ξ2|)3/2min(|ξ1|, |ξ2|, |ξ1 + ξ2|)−L. (7.3)
By (7.3) and Lemma 5.6 (ii) then
|∇Lmµνk1,k2;k3(ξ1, ξ2)| .L 23max ki/2−(L+1/2) minki . 23k2/2−(L+1/2)κ. (7.4)
Using κ > −1+α2 max(j,L) > −(1+α2 + 1N )j > −βj, where β = 3+α4 , we have∥∥∥〈ξ1 + ξ2〉8mµνk1,k2;k3(ξ1, ξ2)∥∥∥WL,1 .L 28k+2 +2k1+3k2/2+2k3+βLj+j/2.
Since |∇Λ(ξ)| = |ξ|−1/2/2, we have |t∇Φµν(ξ1, ξ2)| < 2 · 2−κ/2t < 2j−3. Also, for L ≥ 2
we have |t∇LΦµν(ξ1, ξ2)| .L 2(1/2−L)κt . 2j+(1−L)βj . Hence by Lemma 7.2 (with A =
28k
+
2 +2k1+3k2/2+2k3+j/2, r = 2j−2, ǫ ≈ 2βj , d = 4 and L depending on N and β = 3+α4 ),
‖1|x−y|>2j−2G(x, y, z, t)‖L1y,z . 28k
+
2 +2k1+3k2/2+2k3−2j . (7.5)
When ϕj(x)ϕ≤j−5(y) > 0, we have |x− y| > 2j−2, so
‖ϕj(x)ϕ≤j−5(y)G(x, y, z, t)‖L1y,z . right-hand side of (7.5).
Combining this with Bernstein’s inequality ‖PkΥ‖L∞ . 2k‖PkΥ‖L2 = 2k‖PkU‖L2 we get
‖Qj〈∇〉8Pk3Bµνk1,k2‖L2 . 2j‖Qj〈∇〉8Pk3B
µν
k1,k2
‖L∞
. 28k
+
2 +3k1+5k2/2+2k3−j‖Pk1U‖L2‖Pk2U‖L2 .
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We sum over ki, j ∈ Z and use N ≥ 14 to get∥∥∥∥∥ ∑
Case 4.2
2αj‖Qj〈∇〉8Pk3Bµνk1,k2(t)‖L2
∥∥∥∥∥
ℓ2
j>NL/(N+1)
. ǫ21.
Combining Case 1 through Case 4 above shows the claim. 
7.3. Bounding the cubic bulk terms Hµν,3. Recall (6.1) and (6.6). Decompose Hµν =
Hµν,3 +Hµν,4, where for j ∈ {2, 3},
Hµν,j+1(t) =Wµν [Υµ(t), e
itνΛ(Nj)ν(t)] +Wµν [e
itµΛ(Nj)µ(t),Υν(t)]. (7.6)
The Z norm bounds of Hµν,3 and Hµν,4 are shown in Proposition 7.4 and Proposition 7.9
respectively.
Proposition 7.4. Assume N ≥ max(33/(α − α2), 8/α2) ≥ 132 and (2.4). Then∫ t
0
‖Hµν,3(s)‖Zds . ǫ31.
Proof. Decompose Hµν,3 into linear combinations of the terms Hµνρ, where
Hµνρ =
∑
l∈Z,σ=±
Hµνρσl ,
Hµνρσl [Υµ,Υν ,Υρ](t) =Wµσ [Υµ, Ple
itσΛNσνρ,2[Υν ,Υρ]]
+Wσρ[Ple
itσΛNσµν,2[Υµ,Υν ],Υρ]],
Hµνρσl =
∑
k1,k2,k3∈Z
Hµνρσk1,k2,k3,l,
Hµνρσk1,k2,k3,l = H
µνρσ
l [Pk1Υµ, Pk2Υν , Pk3Υρ].
(7.7)
We assume by symmetry k1 ≤ k2 ≤ k3. From (6.9) and S∞ ⊂ L∞ it follows in the same way
as (6.13) and (6.14) that
‖〈∇〉8Hµνρk1,k2,k3‖L2 . 2k1+k2+8k
+
3 +5k3/2‖Pk1U‖L2‖Pk2U‖L2‖Pk3U‖L2 , (7.8)
‖〈∇〉8Hµνρk1,k2,k3,l‖L2 . 22l+8k
+
3 +2k3+l/2‖Pk1U‖L2‖Pk2U‖L2‖Pk3U‖L2 , (7.9)
‖〈∇〉8Hµνρk1,k2,k3,l‖L2 . 2k1+k2+8k
+
3 +2k3+l/2‖Pk1U‖L2‖Pk2U‖L2‖Pk3U‖L2 . (7.10)
We distinguish several cases.
Case 1: k3 ≥ (j + 6L/5)/N . We sum (7.8) over k1, k2 ∈ Z, k3 in this range, and use
(11 −N)k3 ≤ −(N − 11)(j + 6L/5)/N ≤ −(1 + α)j/2 − 1.1L to get∥∥∥∥∥∥∥
∑
k1,k2∈Z
k3≥(j+6L/5)/N
2αj‖Qj〈∇〉8Hµνρk1,k2,k3(t)‖L2
∥∥∥∥∥∥∥
ℓ2j≥0
.
∑
j≥0
2(α−(1+α)/2)j
(1 + t)1.1
‖U(t)‖3
HN−1/2
.
ǫ31
(1 + t)1.1
.
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Case 2: k1 ≤ −2max(j,L)/(2 +α). By unitarity of eitΛ, Bernstein’s inequality, Lemma 1.9
(i) and (2.1),
‖PkU‖L2 = ‖PkΥ‖L2 . 2(α−)k−8k
+‖PkΥ‖
W
8, 21+α+
. 2(α−)k−8k
+
ǫ1. (7.11)
By Lemma 3.20, (6.9), Lemma 3.3 (i) and (7.11) we get
‖〈∇〉8Pk4Hµνρσk1,k2,k3,l(t)‖L2 . 28k
+
3 +(k4+l+3k3)/2‖Pk1U(t)‖L∞‖Pk2U(t)‖L∞‖Pk3U(t)‖L2
. 2(8.5−N)k
+
3 +(k4+l−|k2|+3k3)/2+(1+α−)k1 ǫ
3
1
(1 + t)α−
.
We sum over k4, l ≤ k3 + O(1), k2, k3 ∈ Z, k1 in the range above and j ≥ 0, and use N ≥ 12
to get
∥∥∥∥∥∥
∑
k1≤−2max(j,L)/(2+α)
∑
k2,k3∈Z
∑
l≤k3+O(1)
2αj‖Qj〈∇〉8Hµνρσk1,k2,k3,l(t)‖L2
∥∥∥∥∥∥
ℓ2j≥0
.
∥∥∥∥∥∥
∑
k1≤−2max(j,L)/(2+α)
2αj+(1+α−)k1
∥∥∥∥∥∥
ℓ2j≥0
ǫ31
(1 + t)α−
.
∑
j≥0
2αj−(2+2α−)max(j,L)/(2+α)
ǫ31
(1 + t)α−
.
ǫ31
(1 + t)(2+2α−)/(2+α)
.
Case 3: l ≤ −4max(j,L)/5. We sum (7.9) over k1, k2, k3 ∈ Z and l in that range and use
(7.11) and N ≥ 11 to get
∥∥∥∥∥∥
∑
l≤−4max(j,L)/5
∑
k1,k2,k3∈Z
2αj‖Qj〈∇〉8Hµνρσk1,k2,k3,l(t)‖L2
∥∥∥∥∥∥
ℓ2j≥0
.
∑
j≥0
∑
k1,k2,k3∈Z
2αj−2max(j,L)−(α−)(|k1|+|k2|)−|k3|ǫ31 .
ǫ31
(1 + t)2−α
.
Case 4: k4 ≤ −2max(j,L)/(2+α). By the Bernstein inequality, Lemma 3.20, (6.9), Lemma
3.3 (i) and (7.11) we get
‖〈∇〉8Pk4Hµνρσk1,k2,k3,l(t)‖L2 . 2k4‖Pk4H
µνρσ
k1,k2,k3,l
(t)‖L1
. 2(3k4+l+3k3)/2‖Pk1U(t)‖L∞‖Pk2U(t)‖L2‖Pk3U(t)‖L2
. 2(3k4+l+3k3−|k1|)/2+(α−)(k2+k3)−8(k
+
2 +k
+
3 )
ǫ31
(1 + t)α−
.
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We sum over l ≤ k3 +O(1), k1, k2, k3 ∈ Z and k4 in that range to get∥∥∥∥∥∥
∑
k4≤−2max(j,L)/(2+α)
∑
k1,k2,k3∈Z
∑
l≤k3+O(1)
2αj‖Qj〈∇〉8Pk4Hµνρσk1,k2,k3,l(t)‖L2
∥∥∥∥∥∥
ℓ2j≥0
.
∑
j≥0
∑
k1,k2,k3∈Z
2αj−3max(j,L)/(2+α)−|k1|/2−(α−)(|k2|+|k3|)
ǫ31
(1 + t)α−
.
ǫ31
(1 + t)
3
2+α
− .
Case 5: −α′max(j,L) < ki ,l ≤ (j + 6L/5)/N + O(1), 1 ≤ i ≤ 4, where α′ = max(2/(2 +
α), 4/5) ∈ (0, 1).
Case 5.1: j ≤ −min ki/2 + L + 5. In this case either l, min ki > −L or l, min ki > −j ≥
min ki/2 − L− 5. In the latter case l,min ki > −2(L + 5), which thus holds either way. Then
j < 2(L + 5), and ki, l ≤ 3.2L/N +O(1).
We decompose
Hµνρσk1,k2,k3,l = A
µνρσ
k1,k2,k3,l
+Bµνρσk1,k2,k3,l
Aµνρσk1,k2,k3,l = Hµνρσ[Pk1Υµ, Pk2Υν , P[k3−1,k3+1]Q>βjPk3Υρ],
Bµνρσk1,k2,k3,l = Hµνρσ[Pk1Υµ, Pk2Υν , P[k3−1,k3+1]Q≤βjPk3Υρ].
Note the absence of spatial cutoffs in the first two arguments, which enables us to use the L2L∞
norm assumption in (2.4).
To bound A, we use Lemma 3.20, (6.9), unitarity of eitΛ, Lemma 1.9 (ii) and ki, l ≤
3.2L/N +O(1) to get, for β := (1− α)/2,
‖〈∇〉8Pk4Aµνρσk1,k2,k3,l(t)‖L2 . 28k
+
3 +
k4+l+3k3
2 ‖Pk1U(t)‖L∞‖Pk2U(t)‖L∞‖Q>βjPk3Υ(t)‖L2
. 2
k−
4
2
− k
+
4
+|l|+|k3|
6
−αβj(1 + t)
48N
5 ‖Pk1U(t)‖L∞‖Pk2U(t)‖L∞ǫ1.
We integrate over t ≥ tj = (2j+min ki/2−5− 1)+ and use the L2L∞ norm assumption in (2.4) to
get ∫ t
tj
2αj‖Qj〈∇〉8Pk4Aµνρσk1,k2,k3,l(s)‖L2ds . (1 + tj)
10
N
−α2(α−αβ)j−
k+
4
+|l|+|k3|
6
− |k1|+|k2|−k
−
4
2 ǫ31
. 2(
10
N
−αβ)j2−
k+
4
+|l|+|k3|
6
− |k1|+|k2|−k
−
4
+(α−10/N)min ki
2 ǫ31.
Using αβ − 10/N and α− 10/N ∈ (0, 1) we sum over ki, l ≤ 3.2L/N +O(1) and j ≥ 0 to get∫ t
0
∥∥∥∥∥ ∑
Case 5.1
2αj‖Qj〈∇〉8Pk4Aµνρσk1,k2,k3,l(s)‖L2
∥∥∥∥∥
ℓ2j≥0
ds
.
∑
j≥0
∑
ki,l≤3.2L/N+O(1)
∫ t
tj
2αj‖Qj〈∇〉8Pk4Aµνρσk1,k2,k3,l(s)‖L2ds .
∑
j≥0
2(
10
N
−αβ)jǫ31 . ǫ
3
1.
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To bound B, we put L∞ norms on the first and third factors and use (3.2) to get
‖〈∇〉8Pk4Bµνρσk1,k2,k3,l(t)‖L2 . 28k
+
3 +(k4+l+3k3)/2‖Pk1U(t)‖L∞‖Pk2U(t)‖L2
× ‖e−itρΛP[k3−1,k3+1]Q≤βjPk3Υρ(t)‖L∞
. 210k
+
3 +(k4+l+3k3)/2(1 + t)−1‖Pk1U(t)‖L∞‖Pk2U(t)‖L2
× ‖Q≤βjPk3Υ(t)‖L1
. 2−
|k2|+|k4|
2
− |l|+|k3|
8
+(1−α)βj(1 + t)
84
5N
−1‖Pk1U(t)‖L∞ǫ21.
We integrate over t ≥ tj and use the L2L∞ norm assumption in (2.4) to get∫ t
tj
2αj‖Qj〈∇〉8Pk4Aµνρσk1,k2,k3,l(s)‖L2ds
.(1 + tj)
84
5N
− 1+α
2 2(α+(1−α)β)j−
|l|+|k3|
8
− |k1|+|k2|+|k4|
2 ǫ31
.2(
84
5N
−(1−α)( 1
2
−β))j2−
|l|+|k3|
8
− |k1|+|k2|+|k4|+((1+α)/2−16.8/N)min ki
2 ǫ31.
Since N ≥ 33/(α−α2), (1 +α)/2− 16.8/N and (1−α)(1/2− β)− 16.8/N ∈ (0, 1), so we sum
over ki, l ≤ 3.2L/N + O(1) and j ≥ 0 to get similar bounds to A. Combining the bounds for
A and B we conclude Case 5.1.
Case 5.2: j > −min ki/2 + L + 5. In this case j > −(j + 2L)/(2N) + L, which implies
j > (1 − 1.5/N)L and L < (1 + 2/N)j < 13j/12. Then ki, l > −(1 + 2/N)α′j and ki,
l ≤ (j + 6L/5)/N +O(1) ≤ 2.3j/N +O(1).
We further distinguish two cases.
Case 5.2.1: αj > 1.1L. We decompose
Hµνρσk1,k2,k3,l = A
µνρσ
k1,k2,k3,l
+Bµνρσk1,k2,k3,l,
Aµνρσk1,k2,k3,l = B
µνρσ
≥j−4,k1,≥j−4,k2,≥j−4,k3,l,
Bµνρσk1,k2,k3,l =
∑
I1,I2,I3∈{≥j−4,≤j−5}
∃Ii=“≤j−5”
BµνρσI1,k1,I2,k2,I3,k3,l,
BµνρσI1,k1,I2,k2,I3,k3,l = H
µνρσ
l [P[k1−1,k1+1]QI1Pk1Υµ, P[k2−1,k2+1]QI2Pk2Υν , P[k3−1,k3+1]QI3Pk3Υρ].
To bound A, by (7.10) and (2.4) we have
‖〈∇〉8Aµνρσk1,k2,k3,l‖L2 . 2k1+k2+8k
+
3 +2k3+l/2
3∏
i=1
‖Q≥j−4PkiΥ‖L2
. 2−|k1|−|k2|+(8.5−N)k
+
3 +2k3+l/2−2αjǫ31.
We sum over k1, k2 ∈ Z, l ≤ k3 +O(1), k3 ∈ Z and use N ≥ 12 to get∑
k1,k2,k3,l
2αj‖Qj〈∇〉8Aµνρσk1,k2,k3,l(t)‖L2 . 2−αjǫ31.
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Then we sum over αj > 1.1L to get∥∥∥∥∥∥
∑
k1,k2,k3,l
2αj‖Qj〈∇〉8Aµνρσk1,k2,k3,l(t)‖L2
∥∥∥∥∥∥
ℓ2αj>1.1L
.
ǫ31
(1 + t)1.1
.
To bound B, note that
∑
µ,ν,ρ,σ=±〈∇〉8Pk4BµνρσI1,k1,I2,k2,I3,k3,l(x, t) is a linear combination of∫
G(x, y, z, w, t)QI1Pk1Υµ(y, t)QI2Pk2Υν(z, t)QI3Pk3Υρ(w, t)dydzdw,
G(x, y, z, w, t) =
∫
eiφµνρ(ξ1,ξ2,ξ3)〈ξ1 + ξ2 + ξ3〉8mµνρk1,k2,k3,l;k4(ξ1, ξ2, ξ3)dξ1dξ2dξ3,
Φµνρ(ξ1, ξ2, ξ3) = Λ(ξ1 + ξ2 + ξ3)− µΛ(ξ1)− νΛ(ξ2)− ρΛ(ξ3),
φµνρ(ξ1, ξ2, ξ3) = (x− y) · ξ1 + (x− z) · ξ2 + (x− w) · ξ3 + tΦµνρ(ξ1, ξ2, ξ3)
and mµνρk1,k2,k3,l;k4 is a cutoff of mµνρ(ξ1, ξ2, ξ3) for |ξj | ≈ 2kj , j = 1, 2, 3, |ξ1+ ξ2+ ξ3| ≈ 2k4 and
|ξ2 + ξ3| (or |ξ1 + ξ2|) ≈ 2l.
From (7.3), (7.4), ∇L(ϕk(ξ)〈ξ〉8) .L 28k+−Lk and Lemma 5.6 (ii) it follows that∣∣∣∇L (〈ξ1 + ξ2 + ξ3〉8mµνρk1,k2,k3,l;k4(ξ1, ξ2, ξ3))∣∣∣ .L 28k+3 +3k3−(L+1/2) min(ki,l). (7.12)
Note that ki, l > −βj, with β = (1 + 2/N)α′ ∈ (0, 1) (since N > 4/α and N > 8), so
‖〈ξ1 + ξ2 + ξ3〉8mµνρk1,k2,k3,l;k4(ξ1, ξ2, ξ3)‖WL,1 .L 28k
+
3 +5k3+2k2+2k1+βLj+j/2.
Again |t∇Φµνρ(ξ1, ξ2, ξ3)| < 2j−3, and |t∇LΦµνρ(ξ1, ξ2, ξ3)| . 2j+β(1−L)j for L ≥ 2, so by
Lemma 7.2 (with A = 28k
+
3 +5k3+2k2+2k1+j/2, r = 2j−2, ǫ ≈ 2−βj , d = 6, and L = L(N,α)),
‖1max(|x−y|,|x−z|,|x−w|)>2j−2G(x, y, z, w, t)‖L1y,z,w . 28k
+
3 +5k3+2k2+2k1−3j.
Using N ≥ 15 and N ≥ 6/(1 − α) we argue as in Case 4.2 of Proposition 7.3 to get∥∥∥∥∥ ∑
Case 5.2.1
2αj‖Qj〈∇〉8Bµνρσk1,k2,k3,l(t)‖L2
∥∥∥∥∥
ℓ2
j>(1−1.5/N)L
.(1 + t)−(2−α)(1−1.5/N)ǫ31 ≤ (1 + t)−(2−α−3/N)ǫ31 ≤ (1 + t)−(3−α)/2ǫ31.
Case 5.2.2: αj ≤ 1.1L. We decompose
Hµνρσk1,k2,k3,l = A
µνρσ
k1,k2,k3,l
+Bµνρσk1,k2,k3,l
Aµνρσk1,k2,k3,l = H
µνρσ
l [Pk1Υµ, Pk2Υν, P[k3−1,k3+1]Q≥j−4Pk3Υρ],
Bµνρσk1,k2,k3,l = H
µνρσ
l [Pk1Υµ, Pk2Υν, P[k3−1,k3+1]Q≤j−5Pk3Υρ]
as in Case 5.1 in this proof.
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To bound A, by Lemma 3.20, (6.9), unitarity of eitΛ and ki, l ≤ 2.3j/N +O(1) we have
‖〈∇〉8Pk4Aµνρσk1,k2,k3,l(t)‖L2 . 28k
+
3 +(k4+l+3k3)/2‖P[k1−1,k1+1]U(t)‖L∞
× ‖P[k2−1,k2+1]U(t)‖L∞‖Q≥j−4Pk3Υ(t)‖L2
. 2−(|k4|+|l|+|k3|)/6−(α−7/N)j‖P[k1−1,k1+1]U(t)‖L∞
× ‖P[k2−1,k2+1]U(t)‖L∞ǫ1.
We integrate over t ≥ tj := (2αj/1.1 − 1)+, use the L2L∞ norm assumption in (2.4), sum over
ki, l ≤ 2.3L/N +O(1) and j ≥ 0 and use N ≥ 8/α2 to get∫ t
0
∥∥∥∥∥∥
∑
ki,l≤2.3L/N+O(1)
2αj‖〈∇〉8Pk4Aµνρσk1,k2,k3,l(s)‖L2
∥∥∥∥∥∥
ℓ2αj≤1.1L
ds
.
∑
j≥0
∑
ki,l∈Z
∫ t
tj
2αj‖〈∇〉8Pk4Aµνρσk1,k2,k3,l(s)‖L2ds
.
∑
j≥0
2α(10/N−α)j/1.1ǫ31 . ǫ
3
1.
The bound for B is similar to that in Case 5.2.1, and in fact easier, because in the kernel
G(x, y, z, w, t) we already have |x−w| > 2j−2.
Combining Case 1 through Case 5 above (with integration in t when necessary) shows the
result. 
7.4. Bounding the cubic bulk term N◦3 . Recall from (6.3) that
Υ3(t) =
∫ t
0
eisΛN3(s)ds.
We now bound the Z norm of Υ3 by expanding N3 to one order higher.
From (4.43) it follows that
B3 = B
◦
3 +B4,
B◦3 = |∇|(h|∇|(h|∇|φ)) +
1
2
[∇ · (h∇ · (h|∇|φ)) + |∇|(h∇ · (h∇φ))
− |∇|(h∇h · ∇φ) +∇ · (h(∇h)|∇|φ)] − |∇h|2|∇|φ
= |∇|(h|∇|(h|∇|φ)) + 1
2
(∆(h2|∇|φ) + |∇|(h2∆φ))− |∇h|2|∇|φ
(7.13)
and B4 is an integral of quartic terms in h and φ. Then from (6.1) it follows that
N3 = N
◦
3 +N4,
N◦3 = |∇|(h|∇|(h|∇|φ)) +
1
2
(∆(h2|∇|φ) + |∇|(h2∆φ))
− i|∇|1/2(|∇|φ)(|∇|(h|∇|φ) + h∆φ),
N4 = B4 + |∇h|2(B2 +B3) + i
2
|∇|1/2(2BB3 −B23 +B22 + |∇h|2B2).
(7.14)
THE 3D GRAVITY WATER WAVES 51
The Z norm bounds for N◦3 and N4 are shown in Proposition 7.5 and Proposition 7.7 respec-
tively.
Proposition 7.5. Assume N ≥ max(33/(α − α2), 8/α2) and (2.4). Then∫ t
0
‖eisΛN◦3 (s)‖Zds . ǫ31.
Proof. The multiplier of N◦3 is a linear combination of the multipliers
|ξ1 + ξ2 + ξ3||ξ2 + ξ3|
√
|ξ3|, |ξ1 + ξ2 + ξ3|2
√
|ξ3|, |ξ1 + ξ2 + ξ3||ξ3|3/2,√
|ξ1 + ξ2 + ξ3||ξ1||ξ3| · |ξ2 + ξ3| and
√
|ξ1 + ξ2 + ξ3||ξ1||ξ3|3.
The first one and the fourth one satisfy the bounds (6.9) (and its consequences (7.8), (7.9) and
(7.10)) and (7.12), so their bounds can be shown in the same way as Proposition 7.4.
Now we turn to the remaining three multipliers. They differ from the previous two in that
they do not contain a factor that is a power of the “intermediate frequency” |ξ2 + ξ3|. Thus
they are smooth near ξ2 + ξ3 = 0, and instead of (6.9) they satisfy the bound
‖mµνρ(ξ1, ξ2, ξ3)‖S∞k1,k2,k3;k . 2
k/2+2max kj
which still implies the bound (7.8). We don’t need the other two.
Now we go over the proof of Proposition 7.4 to show that it applies to the remaining three
multipliers. Case 1 remains unchanged. In Case 2, we omit dyadic decomposition according to
|ξ2 + ξ3|, and replace l with max kj in all the relevant bounds. Case 3 is not needed. Case 4
can be adapted in the same way as Case 2. For Case 5 we again omit dyadic decomposition in
|ξ2 + ξ3| and replace l with max kj in all the relevant bounds. The only necessary change is in
bounding A in Case 5.2.1, where instead of (7.10) we use (7.8) to get
‖〈∇〉8Aµνρσk1,k2,k3,l‖L2 . 2−|k1|−|k2|+(8.5−N)k
+
3 +5k3/2−2αjǫ31.
Then we sum over k1, k2 and k3 ∈ Z to obtain the same bound as before. 
7.5. Bounding the quartic bulk term N4. To bound the Z norm of∫ t
0
eisΛN4(s)ds
we first need to relate the Z-norm of the profile to that of the solution, as done in Section 8 of
[40].
Lemma 7.6. Fix α ∈ (0, 1). Then for t ≥ 0,
‖eitΛu‖Z . tα‖u‖W 8,4/(2+α) + ‖u‖Z .
Proof. By Lemma 1.9 (iv) and the square function estimates (see Section I.6.4 of [76]),
‖eitΛu‖Z ≈ ‖‖eitΛPku‖Z‖ℓ2k ,
‖‖Pku‖W 8,4/(2+α)‖ℓ2k ≤ ‖‖〈∇〉
8Pku‖ℓ2k‖L4/(2+α) ≈ ‖u‖W 8,4/(2+α) ,
‖‖Pku‖Z‖ℓ2k ≈ ‖u‖Z .
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Hence it suffices to show the result with Pku in place of u. Since ‖u‖W 8,4/(2+α) ≈ ‖〈∇〉8u‖L4/(2+α)
(see Theorem 2.3.3 of [86]), after replacing 〈∇〉8u with u it suffices to show
‖(1 + |x|)αeitΛPku‖L2 . tα‖Pku‖L4/(2+α) + ‖(1 + |x|)αPku‖L2 .
We distinguish two cases.
Case 1: 2k/2t ≤ 1. Note that for any integer L ≥ 0, ∇L(eitΛ) is a linear combination of
eitΛ∇n1(tΛ) · · · ∇nl(tΛ)
where 1 ≤ l ≤ L, ∑lj=1 nj = 1 and nj ≥ 1. Since |∇n(tΛ)(ξ)| .n t|ξ|1/2−n for n ≥ 0, when
|ξ| ≈ 2k we have
|∇L(eitΛϕk)(ξ)| .L Lmax
l=1
tl|ξ|l/2−L .L |ξ|−L
so eitΛ is a Calderon–Zygmund operator whose norm is uniformly bounded in t, so it is uniformly
bounded on weighted L2 spaces with A2 weights, and the second term on the right-hand side
suffices.
Case 2: 2k/2t > 1. Note that
‖(1 + |x|)αeitΛu‖L2 ≈ ‖2αj‖QjeitΛu‖L2‖ℓ2j≥0 .
We divide the sum into several parts and estimate them separately.
Part 1: 2j ≤ 22−k/2t. By unitarity of eitΛ and the Bernstein inequality,
‖2αj‖QjeitΛu‖L2‖ℓ2
2j≤22−k/2t
≤ ‖2αj‖u‖L2‖ℓ2
2j≤22−k/2t
. tα2−αk/2‖u‖L2
. tα‖u‖L4/(2+α) .
Part 2: 2j > 22−k/2t. We further decompose
‖QjeitΛu‖L2 ≤ ‖QjeitΛQ≥j−3u‖L2 + ‖QjeitΛQ≤j−4u‖L2 .
Part 2.1: Qje
itΛQ≥j−3u. By unitarity of eitΛ,
‖2αj‖QjeitΛQ≥j−3u‖L2‖ℓ2j≥0 ≤ ‖2
αj‖Q≥j−3u‖L2‖ℓ2j≥0
. ‖‖2αj‖Qj′u‖L2‖ℓ2
j≤j′+3
‖ℓ2
j′≥0
. ‖2αj′‖Qj′u‖L2‖ℓ2
j′≥0
≈ ‖(1 + |x|)αu‖L2 .
Part 2.2: Qje
itΛQ≤j−4u. We have
Qje
itΛQ≤j−4u(x) = ϕj(x)
∫
K(y)ϕ≤j−4(x− y)u(x− y)dy,
where
K(x) =
∫
ei(t|ξ|
1/2+x·ξ)ϕk(ξ)dξ.
By Lemma 7.2, with A ≈ 22k, r = 3 · 2j−3, ǫ ≈ 2k, L = 1 and d = 2,
‖K‖L1(R2\B(0,r)) . 22k−j−3k = 2−j−k.
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Since when ϕj(x)ϕ≤j−4(x−y) > 0 we have |x| > 2j−1 and |y| < 2j−3 so |x−y| > r, by Young’s
inequality and Bernstein’s inequality we then have
‖QjeitΛQ≤j−4u‖L2 . 2−j−k‖Q≤j−4u‖L2 ≤ 2−j−k‖u‖L2 . 2−j−k+αk/2‖u‖L4/(2+α) .
Hence
‖2αj‖QjeitΛQ≤j−4u‖L2‖ℓ2
2j>22−k/2t
. ‖2αj−j−k+αk/2‖ℓ2
2j>22−k/2t
‖u‖L4/(2+α)
. 2(α−1)(log t−k/2)−k+αk/2‖u‖L4/(2+α)
= tα−12−k/2‖u‖L4/(2+α) < tα‖u‖L4/(2+α) ,
where we have used the assumption 2k/2t > 1. 
Now we are ready to bound the Z norm of N4.
Proposition 7.7. Assume N ≥ 14 and (2.4). Then∫ t
0
‖eisΛN4(s)‖Zds . ǫ41.
Proof. From Lemma 7.6 it follows that
‖eitΛN4(t)‖Z . tα‖N4(t)‖W 8,4/(2+α) + ‖N4(t)‖Z . (7.15)
We bound the two terms on the right-hand side separately. By Proposition 10.7,
‖N4‖W 8,4/(2+α) . ‖U‖2W 2,∞‖U‖W 11,4/α‖U‖W 9,2 ,
‖N4‖Z . ‖U‖2W 2,∞‖U‖W 11,∞‖U‖Z .
(7.16)
By Sobolev embedding and Proposition 5.2, ‖U‖WN−2,∞ . ǫ1. Then by Sobolev interpolation
and Lemma 3.3 (ii) we have, for β := 5/(N − 8) ∈ (0, 1),
‖U(t)‖W 11,∞ . ‖U(t)‖1−βW 6,∞‖U(t)‖
β
WN−2,∞
. (1 + t)(−(1−β)α)+ǫ1,
‖U(t)‖W 11,4/α . ‖U(t)‖α/2H11‖U(t)‖
1−α/2
W 11,∞
. (1 + t)(−(1−α/2)(1−β)α)+ǫ1.
(7.17)
Also by Lemma 7.6 and the embedding H9 ⊂W 8,4/(2+α),
‖U(t)‖Z . tα‖U(t)‖W 8,4/(2+α) + ‖Υ(t)‖Z . (1 + t)αǫ1. (7.18)
Combining (7.16), (7.17), (7.18) and the L2L∞ norm assumption in (2.4) we get the desired
bound for the two terms on the right-hand side of (7.15). 
7.6. Bounding the quartic bulk terms Hµν,4. Recall from (7.6) that
Hµν,4(t) =Wµν [e
itµΛ(N3)µ(t),Υν(t)] +Wµν [Υµ(t), e
itνΛ(N3)ν(t)].
To bound Hµν,4, we need a weighted analog of Theorem C.1 of [40]. Recall the notation there:
FBm(ξ,η)[f, g](ξ) =
∫
m(ξ, η)f(η)g(ξ − η)dη.
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Lemma 7.8. Let α ∈ (0, 1) and 2 ≤ p, q, r <∞ with 1/p + 1/q = 1/r.
(i) There is c > 0 such that if m ∈ B0 and m is supported on {|η| < c|ξ|}, then
‖(1 + |x|)αBm[f, g]‖Lr .m,p,q ‖(1 + |x|)αf‖Lp‖g‖Lq
‖(1 + |x|)αBm[f, g]‖Lr .m,p,q ‖f‖Lp‖(1 + |x|)αg‖Lq .
(ii) Let mµν be one of the multipliers in (6.2). Let Φµν =
√
|ξ| − µ
√
|η| − ν
√
|ξ − η|. Then
for any integer k ≥ 0,
‖(1 + |x|)α∇kBmµν/Φµν [f, g]‖Lr .k,p,q ‖∇k+1f‖Lp‖(1 + |x|)αg‖Lq
+ ‖(1 + |x|)αf‖Lq‖∇k+1g‖Lp .
Proof. (i) We follow the proof of Theorem C.1 in [40]. First we write
m(ξ, η) =
M∑
k=0
|η|k/2
|ξ|k/2mk
(
η
|η| ,
ξ
|ξ|
)
+mM+1, (7.19)
where mM+1 ∈ B0 is a remainder which is smooth enough.
We claim that BmM+1 is a bilinear Calderon–Zygmund operator as defined in Section 2 of
[42]. Indeed, the boundedness of BM+1 : L
p×Lq → Lr is shown in Theorem C.1 (i) of [40]. To
show the necessary bounds (and derivative bounds) for the kernel, we argue as in the proof of
Proposition 2 of Section VI.4 of [76], noting that only finitely many derivatives of the symbol
is needed there.
Now we insert the weights. Since α ∈ (0, 1), the weights 1 and (1+ |x|)sα ∈ As for s ∈ {p, q}
(see for example, the discussion after Definition 1.4 of [57]). Then by Corollary 3.9 (i) of [61]
we get the bound for BmM+1 .
For the first M + 1 terms, as in [40] we can assume without loss of generality that mk = 1
and bound instead ∑
j
|∇|−k/2[P<j−C |∇|k/2fPjg]
for some constant C. Again since for s ∈ {p, q, r} we have (1 + |x|)sα ∈ As, by the square
function estimates (see Section I.6.4 of [76]) we get∥∥∥∥∥∥(1 + |x|)α
∑
j
|∇|−k/2[P<j−C |∇|k/2fPjg]
∥∥∥∥∥∥
Lr
≈
∥∥∥(1 + |x|)α‖2−jk/2P<j−C |∇|k/2fPjg‖ℓ2j
∥∥∥
Lr
,
‖(1 + |x|)αMf‖Lp ≈ ‖(1 + |x|)αf‖Lp ,
‖(1 + |x|)α‖Pjg‖ℓ2j ‖Lq ≈ ‖(1 + |x|)
αg‖Lq .
Then we can insert the weights in (C.1) of [40] to get∥∥∥∥∥∥(1 + |x|)α
∑
j
|∇|−k/2[P<j−C |∇|k/2fPjg]
∥∥∥∥∥∥
Lr
.min(‖(1 + |x|)αMf‖Lp‖‖Pjg‖ℓ2j ‖Lq , ‖Mf‖Lp‖(1 + |x|)
α‖Pjg‖ℓ2j ‖Lq)
from which the bound in (i) follows.
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(ii) We decompose the multiplier mµν/Φµν as
mµν
Φµν
= mLH +mHL +
0∑
j=−∞
mHH,j,
where mLH is supported on {|η| < c|ξ|}, mHL is supported on {|ξ − η| < c|ξ|}, and mHH,j is
supported on {2j−1 < |ξ|/(|ξ − η|+ |η|) < 2j+1}. Here c is the constant in (i).
By the definition of mLH , we know that the symbol |ξ|kmLH/|ξ − η|k+1 ∈ B0, so by (i),
‖(1 + |x|)α∇kBmLH [f, g]‖Lr . ‖(1 + |x|)αf‖Lq‖∇k+1g‖Lp .
Switching the roles of f and g we get a similar bound for mHL. For the remaining terms, by
(6.2), for any integer L ≥ 0, |∇LmHH,j(ξ, η)| . |ξ|1/2−L(|ξ − η| + |η|), so B|ξ|kmHH,j/|η|k+1 is a
bilinear Calderon–Zygmund operator whose norm is Ok(2
(k+1/2)j). Then by Corollary 3.9 (i)
of [61], ‖(1 + |x|)α∇kBmHH,j [f, g]‖Lr can be bounded by Ok(2(k+1/2)j)× the right-hand side.
Since
∑
j≤0Ok(2
(k+1/2)j) = Ok(1), the desired bound for the remaining terms also follows. 
Proposition 7.9. Assume N ≥ 17 and (2.4). Then∫ t
0
‖Hµν,4(s)‖Zds . ǫ41.
Proof. From Lemma 7.6 it follows that
‖Hµν,4(t)‖Z . tα‖e−itΛHµν,4(t)‖W 8,4/(2+α) + ‖e−itΛHµν,4(t)‖Z . (7.20)
We bound the two terms on the right-hand side separately.
In the first term, e−itΛHµν,4 is a bilinear operator whose multiplier m ∈ B1, as defined in
Appendix C of [40], acting on N3 and U . After decomposing m = m1+m2 where m1, m2 ∈ B˜1,
by Theorem C.1 (ii) in [40], (7.17), (6.20) and N ≥ 13 we get
‖e−itΛHµν,4(t)‖W 8,4/(2+α) . ‖N3(t)‖W 9,2‖U(t)‖W 9,4/α
. ‖N3(t)‖H9(1 + t)(−(1−α/2)(1−β)α)+ǫ1
. ‖U(t)‖2C2∗ (1 + t)
(−(1−α/2)(1−β)α)+ǫ21.
(7.21)
The bound for the first term follows from the L2L∞ norm assumption in (2.4).
For the second term, by Lemma 7.8 (ii) we have, for p ∈ (2,∞) to be determined later and
q = 2p/(p − 2),
‖e−itΛHµν,4(t)‖Z . ‖N3(t)‖W 9,p‖(1 + |x|)αU(t)‖Lq + ‖(1 + |x|)αN3(t)‖Lq‖U(t)‖W 9,p . (7.22)
By Proposition 10.7, (7.17) and the Gagliardo–Nirenberg interpolation (see [67]), with β :=
5/(N − 8) and β′ := (4− 2/p)/(N − 8), if p > (N − 7)/2 then
‖N3(t)‖W 9,p . ‖U(t)‖W 2,∞‖U(t)‖W 11,∞‖U(t)‖W 10,p
. ‖U(t)‖3−β−β′
W 6,∞
‖U(t)‖β
WN−2,∞
‖U(t)‖β′
WN−1,2
. ‖U(t)‖3−β−β′
W 6,∞
ǫβ+β
′
1 .
(7.23)
To bound ‖(1 + |x|)αU‖Lq , first note that for any x ∈ R2, we can find a smooth function χ
supported in B(x, 2) and equal to 1 on B(x, 1). Then by Sobolev embedding,
‖U‖Lq(B(x,1)) ≤ ‖χU‖Lq . ‖χU‖H2 . ‖U‖H2(B(x,2)). (7.24)
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We now insert the weight by covering R2 with balls {B(xn, 1)} of radius 1 such that each point
in R2 is covered by O(1) balls. Then each point in R2 is covered by O(1) balls in {B(xn, 2)},
so
‖(1 + |x|)αU‖Lq ≈ ‖(1 + |xn|)α‖U‖Lq(B(xn,1))‖ℓqn
≤ ‖(1 + |xn|)α‖U‖Lq(B(xn,1))‖ℓ2n , (since q > 2)
‖(1 + |xn|)α‖U‖H2(B(xn,2))‖ℓ2n ≈ ‖(1 + |xn|)α‖(U,∇U,∇2U)‖L2(B(xn,2))‖ℓ2n
≈ ‖(1 + |x|)α〈∇〉2U‖L2 .
(7.25)
Hence taking an ℓ2n sum of the local inequality (7.24) and using (7.18) we get
‖(1 + |x|)αU‖Lq . ‖(1 + |x|)α〈∇〉2U‖L2 . ‖U‖Z . (1 + t)αǫ1. (7.26)
By (7.26) and Proposition 10.7,
‖(1 + |x|)αN3‖Lq . ‖(1 + |x|)α〈∇〉2N3‖L2 . ‖U‖2W 5,∞(1 + t)αǫ1. (7.27)
By the Gagliardo–Nirenberg interpolation again, if p > 2(N−7)/3 then, for β′′ = (3−2/p)/(N−
8) ∈ (0, 1),
‖U‖W 9,p . ‖U‖1−β
′′
W 6,∞
‖U‖β′′
WN−1,2
. ‖U‖1−β′′
W 6,∞
ǫβ
′′
1 . (7.28)
Now we put (7.23), (7.26), (7.27) and (7.28) into (7.22). Note that (7.27) already has the factor
‖U‖2W 6,∞ . For (7.23) to have such a factor, we need β + β′ = (9 − 2/p)/(N − 8) < 1, which
is true for N ≥ 17. Thus we get a factor of ‖U‖2+
W 6,∞
in both terms on the right-hand side
of (7.22). Now the L2L∞ norm assumption in (2.4) gives the desired bound for the second
term. 
7.7. L2L∞ and Z-norm estimates.
Proof of (2.6) and (2.7). Recall Duhamel’s formula (6.3) for U . We bound the terms on the
right-hand side separately.
Part 1: The linear term. The Z-norm bound for U(0) is assumed in (1.12). The L2L∞
norm bound for eitΛU(0) then follows from Lemma 3.3 (iii).
Part 2: The quadratic terms. Proposition 7.3 shows their Z-norm bounds, and Lemma 3.3
(iii) shows the L2L∞ norm bound for e−itΛWµν(0).
To bound the L2L∞ norm of e−itΛWµν(t), we argue as in the proof of Proposition 6.2 to get
‖Pke−itΛWµν(t)‖L∞ . 2k−−7k+‖Wµν(t)‖H8 . 2k
−−7k+‖U(t)‖2W 9,4
. 2k
−−7k+‖U(t)‖C6∗ ‖U(t)‖H12.5 . 2k
−−7k+‖U(t)‖C6∗ ǫ1.
Integrating in t and using the L2L∞ norm assumption in (2.4) we get
‖(1 + s)(α−δ)/2Pke−isΛWµν(s)‖L2s([0,t])L∞ .δ 2−7k
++k−ǫ21.
Part 3: The cubic terms
e−itΛ
∑
µν
∫ t
0
Hµν,3(s)ds and U
◦
3 (t) = e
−itΛ
∫ t
0
eisΛN◦3 (s)ds.
Propositions 7.4 and 7.5 show their Z-norm bounds, and Lemma 3.3 (iii) shows their L2L∞
norm bounds.
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Part 4: The quartic (and higher) terms
e−itΛ
∑
µν
∫ t
0
Hµν,4(s)ds and U4(t) = e
−itΛ
∫ t
0
eisΛN4(s)ds.
Propositions 7.9 and 7.7 show their Z-norm bounds, and Lemma 3.3 (iii) shows their L2L∞
norm bounds. 
8. The periodic case
In this section we explain how Theorem 1.3 and Theorem 1.4 generalize to the periodic case.
Most part of the proof works in either case, which we only sketch here, emphasizing the new
features on the torus.
8.1. Linear and multilinear estimates. In this subsection we adapt the linear and multi-
linear estimates to periodic functions. We begin with linear dispersive estimates.
Lemma 8.1. For k ∈ Z, 1 ≤ p ≤ q ≤ ∞ with 1/p + 1/q = 1 we have
‖Pke−itΛu‖Lq . [(1 + 2k/2t)−1(2−k/2t/R+ 1)222k]1/p−1/q‖u‖Lp (8.1)
. [(1 + t)−1(t/R + 1)22(3k
++k)/2]1/p−1/q‖u‖Lp , (8.2)
‖Pke−itΛu‖L∞ . 2(3k++k)/2[(1 + t)−1(t/R + 1)2]1/p−1/q‖u‖Lp . (8.3)
Proof. By Poisson summation,
Pke
−itΛu(x) =
∫
Gk(x, y, t)u(y)dy, Gk(x, y, t) =
∑
z∈(RZ)2
Kk(x, y + z, t),
where Gk and Kk are the kernels for the operator Pke−itΛ on the torus and in the Euclidean
space, respectively, see Lemma 3.1 of [100]. It was also shown there that Kk(x, y + z, t) decays
faster than an integrable function in z when x − y − z is so large that x − y − z − t∇Λ(ξ)
never vanishes on the support of ϕk, e.g., when |x − y − z| > 2−k/2t. This holds for all but
O(2−k/2t/R+ 1)2 many values of z, so we can multiply (3.1) by this factor to get (8.1).
To get (8.2) we simply use the inequalities 1 + 2k/2t ≥ 2k−/2(1 + t) and 2−k/2t/R + 1 ≤
2−k−/2(t/R + 1).
To get (8.3) we also need the Bernstein inequality (3.4). 
Lemma 8.2. (i) For k ∈ Z we have
‖Pke−isΛu‖L2([0,t])L∞ . ck,t,R‖u‖L2 ,
ck,t,R = (2
3k/4
√
k+ + 2k
+/4+k/2
√
min(L,LR))
√
1 + t/R.
(ii)
‖e−isΛu‖L2([0,t])W 6,∞ .
√
LR(1 + t/R)‖u‖H7 .
Proof. (i) When t ≤ 2k/2R, ck,t . ck,t,R, so the result follows from the same TT ∗ argument
as in the proof of Lemma 3.2 (i). When t > 2k/2R, we can use unitarity of eitΛ to take an
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ℓ2 sum of time intervals of length 2k/2R. The number of such intervals is O(1 + 2−k/2t/R) =
O(2−k−/2(1 + t/R)), so
ck,t,R . ck,t
√
2−k−/2(1 + t/R) . (23k/4
√
k+ + 2k
+/4+k/2
√
LR)
√
1 + t/R.
To get (ii) we sum (i) over k ∈ Z, and add the constant component:
‖e−isΛ1‖L2([0,t])W 6,∞ =
√
t .
√
t/R ·R =
√
t/R‖1‖H7 .

Lemma 8.3. (i) For k ∈ Z we have
‖Pke−itΛu‖L∞ . 2−19k+/3+k−/2(1 + t)−
2
3
+(t/R + 1)4/3‖u‖Z .
(ii)
‖e−itΛu‖W 6,∞ . (1 + t)−
2
3
+(t/R + 1)4/3‖u‖Z .
(iii)
‖(1 + s) 13−Pke−isΛu‖L2([0,t])L∞ . 2−6.4k
++k−/2(t/R + 1)3/2‖u‖Z .
Proof. The proofs of (i) and (iii) are the same as the corresponding parts of Lemma 3.3. To
get (ii) we sum (i) over k ∈ Z, and add the constant component:
‖e−itΛ1‖W 6,∞ = 1 . (1 + t)−
2
3
+(t/R + 1)4/3R2/3 = (1 + t)−
2
3
+(t/R+ 1)4/3‖1‖Z .

Now we proceed to adapt the multilinear operators and their estimates. Much of the material
is already present in Sections 3.2 and 3.3 of [100], so we only state the results here, drawing
the reader’s attention to the differences from there.
Definition 8.4. Given a symbol a = a(x, ζ) : R2 × (R2\0) → C, define the operator Ta using
the following recipe:
F(Taf)(ξ) = C
R2
∑
η∈(2πZ/R)2
ϕ≤−10
( |ξ − η|
|ξ + η|
)
Fxa
(
ξ − η, ξ + η
2
)
fˆ(η),
where C is a normalization constant (independent of R) such that T1 = id.
Remark 8.5. When ξ + η = 0 (even when ξ = η = 0), the factor ϕ≤−10 is taken as 0, so
a(x, 0) will never be used. In particular Taf always has zero average.
Lemma 3.6 continues to hold, with the exception that (iii) should read
(iii’) If a = P (ζ), then Taf = P (D)f − P (0)R−2
∫
(R/RZ)2 f .
This is because in later proofs regarding the periodic GWW equation, the functions f being
operated on do not necessarily have zero average, so we have to subtract the mean to ensure
that Taf does have zero average.
Now we define the Lpm norm for periodic symbols as follows:
|a|(x, ζ) =
∑
|I|≤9
|ζ||I||∂ζIa(x, ζ)|, ‖a‖Lpm = sup
ζ∈R2\0
(1 + |ζ|)−m‖|a|(x, ζ)‖Lpx((R/RZ)2).
Lemmas 3.8, 3.9, 3.10 and 3.11 remain true. We still defineH(f, g) by the formula in Definition
3.12. Now we examine Lemma 3.13: (i) remains true. The nonzero frequencies of (ii) follows
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from the Coifman–Meyer theorem (Theorem 3.7 of [65]), which is also valid on the torus
(Problem 3.4 of [65]). The zero frequency of H(f, g) is simply that of fg, which also has the
desired bound by Ho¨lder’s inequality. The last part (iii) follows from (i) and (ii) as before.
The operators E and E1 are the same as those in Definitions 3.14 and 3.16, respectively. As
such, Lemmas 3.15 and 3.17 continue to hold.
Regarding multilinear paraproducts and their estimates, we still use Definition 3.18. As
such, Lemma 3.19 remains true. For the Lp bounds of paraproducts, we quote Lemma 3.19 of
[100]:
Lemma 8.6. Fix p, pj ∈ [1,∞] (j = 1, . . . , n) and 1/p = 1/p1 + · · ·+ 1/pn. Let
Ff(ξ) = 1
R2n−2
∑
ξj∈(2piZ/R)
2
ξ1+···+ξn=ξ
m(ξ1, . . . , ξn)
n∏
j=1
Ffj(ξj).
Then
‖f‖Lp . ‖m‖S∞
n∏
j=1
‖fj‖Lpj ,
5 where the Lp norms are taken on (R/RZ)2.
8.2. Paralinearization of the Zakharov system. We still define the function u by straight-
ening the boundary, see (4.5). The fixed-point formulation of ∇x,yu, given in section 4.1,
remains unchanged.
Now we check the validity of the estimates, starting with Lemma 9.2. When k < − logR,
Pkf vanishes so the bounds are trivial. We remark that thanks to the derivatives in the
operator K, the bounds are also trivially true if Pk is replaced with the operator extracting
the zero frequency (i.e., the mean). When k ≥ − logR, by the Poisson summation formula,
the convolution kernel Kk(y, y′, x) of K(y, y′) ◦ Pk is the sum of the Euclidean kernel over the
lattice (RZ)2, so it has the bound
|Kk(y, y′, x)| .L
∑
x′∈(RZ)2
23k(1 + 2k|x+ x′|+ 2kmin(|y + y′|, |y − y′|))−L
.L 2
3k(1 + 2k‖x‖+ 2kmin(|y + y′|, |y − y′|))−L.
Then all parts of Lemma 9.2 follow as before, which then shows that Propositions 4.1, 4.2 and
4.3 continue to hold, for their proofs boil down to applying various parts of Lemma 9.2 to the
fixed-point formulation, and the zero frequency has no contribution. Moreover, in the proof of
the L2yX
r
x bound in Proposition 4.2, the linear evolution e
y|∇|φ is decomposed into three parts:
P<ke
y|∇|φ, P[k,0]ey|∇|φ and P>0ey|∇|φ. If k = − logR, then the first part vanishes, and the
other two parts have their L2yX
r
x norms bounded by LR‖|∇|1/2φ‖Xr . Continuing the proof of
Proposition 4.2, we know that this is also a bound for ‖∇jx,yu‖L2yXr−j+1x in part (i). Continuing
the proof of Proposition 4.3, we know that the two bounds there still hold if Ck,r[f ] is replaced
with LR‖f‖Cr∗ .
Since we have similar Sobolev bounds for ∇x,yu and multilinear operator bounds for para-
products in the periodic case, the paralinearization of the Dirichlet-to-Neumann operator, and
5The factor R−(2n−2) is missing in [100]; the proofs there are not affected, however.
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hence the Zakharov system (1.3), is exactly the same, with the same error bounds. In par-
ticular, Propositions 4.5 and 4.6 remain true, and the constant Ck,r[f ] in the bounds can be
replaced with LR‖f‖Cr∗ .
Since the identities involving the quantities a, B, V , G(h)φ and their derivatives can be
derived formally, they carry over to the periodic case; hence all the estimates of their Taylor
remainders in section 9.3 continue to hold.
8.3. Quartic energy estimates. We still refer to section 5.1 for the defintion of the energy
E to be controlled and its decomposition into the parts E4, Es, EQ and EQ˜.
The estimates for E4 and Es, namely Propositions 5.4 and 5.5, remain mostly unchanged,
with the only modification being that the integral over the frequency variables in the definition
of Eµνs should be replaced with summation, suitably normalized. In the summation, the zero
frequencies are not included because the support of n3 ensures that |ξ1 + ξ2| & 1, and since ES
is a semilinear term, it further ensures that |ξ1| and |ξ2| & 1.
Next we examine the inclusion of the zero frequncies in EQ. Again the factor ϕ≥0(ξ1 + ξ2)
ensures that |ξ1 + ξ2| & 1, but since EQ is a quasilinear term, this only ensures that |ξ2| & 1,
which leaves open the possibility of ξ1 = 0. This however, is of no concern because in this case,
the multiplier q(ξ1, ξ2) vanishes. Hence the bound for EQ, namely Proposition 5.7, also stands.
We now turn to the last term EQ˜. As before the factors n2(ξ2) and n3(ξ1 + ξ2) in q˜ ensure
that |ξ2| and |ξ1 + ξ2| & 1. If ξ1 = 0 then the multiplier q˜ still vanishes, which leaves open the
possibility of θ = 0 on the right-hand side of (5.37). This however, is not a problem either,
because later we summed over k4 ∈ N∪ {≤ 0}, which includes the zero frequency of Vj. Hence
the bound for EQ˜, namely Proposition 5.9, also remains unchanged.
All told, the growth of E can be estimated in exactly the same way as in the Euclidean case.
Also the proofs of Proposition 2.1 of [40] and (1.1.15) of [9] carry over to the torus.
We are now ready to show the energy estimates in the bootstrap assumptions.
Proof of (2.2). This is exactly the same as before. 
Proof of (2.9). We use LR‖U‖C6∗ instead of C−L,6[U ], which then yields
E(t) = E(0) +O(ǫ31 + LRǫ21ǫ22) . ǫ2 + ǫ31 + LRǫ21ǫ22
and the same bound holds for ‖P≥0U˜(t)‖2HN , and hence for ‖U˜(t)‖2HN . Taking the square root
gives (2.9). 
Proof of (2.12). Integrate Lemma 8.3 (ii) in t and put it in (2.2) (not (2.9), which loses a factor
of
√LR). 
8.4. Strichartz estimates for small R. We still split N = N2 +N3 as in (6.1), decompose
U(t) = e−itΛU(0) + U2(t) + U3(t)
as in (6.3) and define the profiles Υ, Υ2 and Υ3 as before. Then we still have Υt = e
itΛN .
For Υ2 we still decompose it as in (6.4), where the multipliers are given by (6.2). In particular,
if either ξ1, ξ2 or ξ1+ ξ2 vanishes, so does mµν(ξ1, ξ2), so the zero frequency does not play any
role in the bilinear or trilinear terms. Apart from that, the multipliers still enjoy the bounds
stated in Lemma 6.1. The three bounds following the decomposition (6.11) also remain true.
We need to check that Theorem C.1 in [40] continues to hold in the periodic case. Since
the Coifman–Meyer theorem holds on the torus, we can still assume one of the frequencies, for
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example η, is small. Then the remainder of the Taylor expansion (7.19) is also good. For the
first few terms, it boils down to the Lp boundedness of the operator Z(∇/|∇|), where Z is a
spherical harmonic. Such boundedness can be seen by expanding
Z(∇/|∇|) =
∑
k≥− logR
ϕk(∇)Z(∇/|∇|)
and noting that the Euclidean kernel Kk for the k-th term is Calderon–Zygmund and decays
rapidly outside the ball of radius 2−k ≤ R, so by Poisson summation, the periodic kernel for
the k-th term
Gk(x) =
∑
x′∈(RZ)2
Kk(x+ x′)
has the same property, and hence the kernel for the left-hand side
G =
∑
k≥− logR
Gk
is also Calderon–Zygmund. Since the weight in the Z norm still belongs to the class A2, the
estimates in the equation (C.1) in [40] still go through, showing that part (i) of Theorem C.1
in [40] still holds. Part (ii) follows from part (i) as before.
Proof of (2.10). By Lemma 8.2 (ii) and (2.8),
‖e−isΛU(0)‖L2([0,t])C6∗ .
√
LR(1 + t/R) · ǫ1.
For Wµν , (6.15) still holds, and the periodic analog of (6.16) is
‖e−isΛWµν(0)‖L2([0,t])C6∗ .
√
LR(1 + t/R) · ǫ21.
The bound (6.19) for the other boundary term remains unchanged, so the two quadratic bound-
ary terms have the desired bound.
Since (6.20) and (6.21) still hold, U3 also has the desired bound.
Since (6.22) still holds, Hµν also has the desired bound. 
8.5. L2L∞ and Z-norm estimates for large R. We will still make use of Lemma 7.2 to
adapt Propositions 7.3, 7.4 and 7.5 to the periodic case. Note that now α = 2/3 ∈ (1/2, 1).
Proposition 8.7. Assume N ≥ 30 and (2.11). Then
‖Wµν(t)‖Z . (t5/3+6/N/R2 + 1)ǫ21.
Proof. We refer to the decomposition of Wµν in (6.11) and the case distinction in the proof of
Proposition 7.3.
Cases 1, 2 and 3 are the same, as they do not rely on dispersive estimates. We now focus
on Case 4.
Case 4: κ := min ki > −5max(j,L)/6 and k1, k2 < j/N .
Case 4.1: j ≤ −κ/2 + L + 5. In this case κ > −10(L + 5)/7, j < 12(L + 5)/7 and
ki ≤ 1.8L/N +O(1). The case distinction is easier than that of Proposition 7.3.
Case 4.1.1 j1 ≤ j2 − κ/2. When q =∞ and p = 1, (8.2) has an extra factor of (t/R + 1)2
compared to (3.2). Hence
‖〈∇〉8Pk3W µνj1,k1,j2,k2(t)‖L2 . 2
∑
ki/2+j1/3−2j2/3 (t/R + 1)
2
1 + t
ǫ21.
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We sum over j1 ≤ j2 − κ/2 and j2 ∈ Z and use κ/2 ≤ L+ 5− j to get∑
j1≤j2−κ/2,j2∈Z
κ/2≤L+5−j
‖〈∇〉8Pk3W µνj1,k1,j2,k2(t)‖L2 . 2(
∑
ki−κ)/2+2(L−j)/3 (t/R+ 1)
2
1 + t
ǫ21.
Case 4.1.2 j1 > j2 − κ/2. In this case we have
‖〈∇〉8Pk3W µνj1,k1,j2,k2(t)‖L2 . 2(k3+3k
+
2 +2k2)/2+j2/3−2j1/3 (t/R + 1)
2
1 + t
ǫ21.
We sum over j1 > j2 − κ/2 ≥ j2 + j − L− 5 and j2 ∈ Z to get∑
j1>j2−κ/2,j2∈Z
κ/2≤L+5−j
‖〈∇〉8Pk3W µνj1,k1,j2,k2(t)‖L2 . 2(k3+3k
+
2 +2k2)/2+2(L−j)/3 (t/R + 1)
2
1 + t
ǫ21.
Combining the two cases above and summing over −2(L+ 5) < ki ≤ 1.8L/N +O(1) we get∑
Case 4.1
‖〈∇〉8Pk3W µνk1,k2(t)‖L2 .
2−2j/3L(t/R+ 1)2
(1 + t)1/3−5.4/N
ǫ21.
Then we sum over 0 ≤ j . L+ 1 and use N ≥ 18 to get∥∥∥∥∥ ∑
Case 4.1
22j/3‖Qj〈∇〉8Pk3W µνk1,k2(t)‖L2
∥∥∥∥∥
ℓ0≤j.L+1
.(t5/3+6/N/R2 + (1 + t)−1/3+6/N )ǫ21 . (t
5/3+6/N/R2 + 1)ǫ21.
Case 4.2: j > −κ/2+L+5. Note that in the proof of the corresponding case of Proposition
7.3, no dispersive estimate is used, so the proof carries over to the periodic setting. 
Proposition 8.8. Assume N ≥ 41 and (2.11). Then∫ t
0
‖Hµν,3(s)‖Zds . (t11/3+13.6/N/R4 + 1)ǫ31.
Proof. Again since mµν(ξ1, ξ2) = 0 when ξ1, ξ2 or ξ1 + ξ2 = 0, Hµν,3 vanishes if any of the
“intermediate frequences” is zero (i.e., ki (1 ≤ i ≤ 4) or l = −∞ below). We refer to the
decomposition of Hµν,3 in (7.7) and the case distinction in the proof of Proposition 7.4. Also
note that the bounds (7.8), (7.9) and (7.10) still hold.
Cases 1 and 3 do not use dispersive estimates and are the same as before. The parameters
are slightly different, however. To get integrable decay in t in Case 1 we need k3 ≥ (j+1.4L)/N
and N ≥ 39. To get such decay in Case 3 we need l ≤ −3max(j,L)/4.
In Cases 2 and 4 we assume k1, resp. k4 ≤ −3max(j,L)/4. The extra factor (t/R+1)4/3 in
Lemma 8.3 compared to Lemma 3.3 gives a bound of
(t/R+ 1)4/3ǫ31
(1 + t)(5/4)−
for Case 2, and a larger bound of
(t/R+ 1)4/3ǫ31
(1 + t)(9/8)−
for Case 4. Now we focus on Case 5.
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Case 5: −3max(j,L)/4 < ki, l ≤ (j +1.4L)/N +O(1), 1 ≤ i ≤ 4. To get better bounds we
will treat this case in a slightly different way than the proof of Proposition 7.4.
Case 5.1: j ≤ −min ki/2 + L + 5. Similarly to Case 5.1 in that proof the worse case is l,
min ki > −3j/4 ≥ 3min ki/8−3(L+5)/4, which implies l, min ki > −6(L+5)/5, j < 8(L+5)/5,
and ki, l ≤ 3L/N +O(1).
We decompose
Hµνρσk1,k2,k3,l =
∑
j1,j2,j3
Hµνρσj1,k1,j2,k2,j3,k3,l
as in Case 4.1 in the proof of Proposition 7.3.
Case 5.1.1: j1 ≤ j3 −min ki/2 and j2 ≤ j3. By Lemma 8.6, (6.9), (8.3), unitarity of eitΛ,
Ho¨lder’s inequality and Lemma 1.9 (ii),
‖〈∇〉8Pk4Hµνρσj1,k1,j2,k2,j3,k3,l(t)‖L2 . 28k
+
3 +(k4+l+3k3)/2
×‖e−itµΛP[k1−1,k1+1]Qj1Pk1Υµ(t)‖L∞‖e−itνΛP[k2−1,k2+1]Qj2Pk2Υν(t)‖L∞‖Qj3Pk3Υ(t)‖L2
.28k
+
3 +(k4+l+3k3)/2+(3k
+
2 +k2+3k
+
1 +k1)/2
(t/R + 1)4
(1 + t)2
×‖Qj1Pk1Υ(t)‖L1‖Qj2Pk2Υ(t)‖L1‖Qj3Pk3Υ(t)‖L2
.2k3+(l+
∑
ki)/2+(j1+j2−2j3)/3 (t/R + 1)
4
(1 + t)2
vj1,k1(t)vj2,k2(t)vj3,k3(t),
where vj,k = 2
8k++2j/3‖QjPkΥ‖L2 . By the AM-GM inequality and Lemma 1.9 (ii),
vj1,k1vj2,k2vj3,k3 . v
3
j1,k1 + v
3
j2,k2 + v
3
j3,k3 ,
‖vj,k‖ℓ3j ≤ ‖vj,k‖ℓ2j . ‖Υ‖Z . ǫ1.
We sum over j1 ≤ j3 −min ki/2, j2 ≤ j3, j3 ∈ Z to get, when min ki/2 ≤ L+ 5− j,∑
j1≤j3−minki/2
j2≤j3,j3∈Z
‖〈∇〉8Pk4Hµνρσj1,k1,j2,k2,j3,k3,l(t)‖L2 . 2k3+(l+
∑
ki−minki)/2+2(L−j)/3
× (t/R+ 1)4(1 + t)−2ǫ31.
Case 5.1.2: j1 ≤ j2 − min ki/2 and j2 > j3. Similarly we put L∞ norms on the first and
third factors to get
‖〈∇〉8Pk4Hµνρσj1,k1,j2,k2,j3,k3,l(t)‖L2
.28k
+
3 +(k4+l+3k3)/2+(3k
+
3 +k3+3k
+
1 +k1)/2
(t/R+ 1)4
(1 + t)2
×‖Qj1Pk1Υ(t)‖L1‖Qj2Pk2Υ(t)‖L2‖Qj3Pk3Υ(t)‖L1
.23k
+
3 +(l+k4+k3+k1)/2+(j1+j3−2j2)/3 (t/R+ 1)
4
(1 + t)2
vj1,k1(t)vj2,k2(t)vj3,k3(t).
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We sum over j1 ≤ j2 −min ki/2, j3 < j2, j2 ∈ Z to get, when min ki/2 ≤ L+ 5− j,∑
j1≤j2−min ki/2
j3<j2,j2∈Z
‖〈∇〉8Pk4Hµνρσj1,k1,j2,k2,j3,k3,l(t)‖L2 . 23k
+
3 +(l+k4+k3+k1−minki)/2+2(L−j)/3
× (t/R+ 1)4(1 + t)−2ǫ31.
Case 5.1.3: j1 > max(j2, j3)−min ki/2. Similarly we put L∞ norms on the last two factors
to get
‖〈∇〉8Pk4Hµνρσj1,k1,j2,k2,j3,k3,l(t)‖L2
.28k
+
3 +(l+k4+3k
+
3 +4k3+3k
+
2 +k2)/2
(t/R+ 1)4
(1 + t)2
×‖Qj1Pk1Υ(t)‖L2‖Qj2Pk2Υ(t)‖L1‖Qj3Pk3Υ(t)‖L1
.2(l+k4+3k
+
3 +4k3)/2+(j2+j3−2j1)/3 (t/R + 1)
4
(1 + t)2
vj1,k1(t)vj2,k2(t)vj3,k3(t).
We sum over j1 > max(j2, j3)−min ki/2 ≥ max(j2, j3) + j − L− 5 and j2, j3 ∈ Z to get∑
j1>max(j2,j3)−minki/2
j2,j3∈Z
‖〈∇〉8Pk4Hµνρσj1,k1,j2,k2,j3,k3,l(t)‖L2 . 2(l+k4+3k
+
3 +4k3)/2+2(L−j)/3
× (t/R+ 1)4(1 + t)−2ǫ31.
Combining Case 5.1.1 through Case 5.1.3 and summing over −2(L+5) < ki, l ≤ 3L/N+O(1)
we get ∑
Case 5.1
‖〈∇〉8Pk4Hµνρσk1,k2,k3,l(t)‖L2 .
22(L−j)/3(t/R+ 1)4
(1 + t)2−13.5/N
ǫ31.
Then we sum over 0 ≤ j . L+ 1 and use N ≥ 41 to get∥∥∥∥∥ ∑
Case 5.1
22j/3‖Qj〈∇〉8PkHµνρσk1,k2,k3,l(t)‖L2
∥∥∥∥∥
ℓ2
0≤j.L+1
.(t8/3+13.6/N/R4 + (1 + t)−4/3+13.6/N )ǫ31
.(t8/3+13.6/N/R4 + (1 + t)−1.001)ǫ31.
Case 5.2: j > −min ki/2 + L + 5. In this case j > −(j + 2L)/(2N) + L, which implies
j > (1− 1.5/N)L and L < 1.1j (because N ≥ 16).
We decompose
Hµνρσk1,k2,k3,l = A
µνρσ
k1,k2,k3,l
+Bµνρσk1,k2,k3,l
as in Case 5.2.1 in the proof of Proposition 7.4.
For A we have, by (7.10), unitarity of eitΛ and Lemma 1.9 (ii),
‖〈∇〉8Aµνρσk1,k2,k3,l‖L2 . 2k1+k2+8k
+
3 +2k3+l/2
3∏
i=1
‖Q≥j−4PkiΥ‖L2
. 2−|k1|−|k2|+2k3+l/2−2jǫ31.
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We sum over k1, k2 ∈ Z, k3, l ≤ (j + 1.4L)/N + O(1) and j > (1 − 1.5/N)L and use N ≥ 32
to get ∥∥∥∥∥ ∑
Case 5.2
22j/3‖Qj〈∇〉8Aµνρσk1,k2,k3,l(t)‖L2
∥∥∥∥∥
ℓ2
j>(1−1.5/N)L
.
∑
j>(1−1.5/N)L
2(2.5/N−4/3)j(1 + t)3.5/N ǫ31
.(1 + t)−4/3+8/N ǫ31 . (1 + t)
−13/12ǫ31.
The bound for the term B is similar to that in Cases 5.2.1 and 5.2.2 in the proof of Proposition
7.4. Note that since two cases are taken together there is no need to compare αj and 1.1L.
Also note that the conditions N ≥ 15 and N ≥ 6/(1 − α) = 18 are both satisfied.
Combining Case 1 through Case 5 above (with integration in t when necessary) shows the
result. Note that Case 4 is dominated by Case 5.1. 
The term N◦3 has the same bound as Hµν,3, just as in the Euclidean case.
Proposition 8.9. Assume N ≥ 41 and (2.11). Then∫ t
0
‖eisΛN◦3 (s)‖Zds . (t11/3+13.6/N /R4 + 1)ǫ31.
To bound the Z-norms of the quartic bulk terms N4 and Hµν,4, we first observe that Lemma
7.6 remains true in the periodic case.
Proposition 8.10. Assume N ≥ 14, (2.11), t ≤ R2−γ and γ > 0. Then∫ t
0
‖eisΛN4(s)‖Zds .γ [(1 + t)−
2
3
+(t/R + 1)4/3]2(1−β)/3ǫ21ǫ
2
2, where β = 5/(N − 8).
Proof. Note that in addition to the two powers of ‖U‖W 6,∞ , whose L2L∞ norm is assumed in
(2.11), the first term on the right-hand side of (7.15) has 2(1 − β)/3 extra powers, and the
second has 1 − β extra powers. By Lemma 8.3 (ii), each factor of ‖U‖W 6,∞ is bounded by
(1 + t)−
2
3
+(t/R+ 1)4/3ǫ1 . 1. 
Finally we turn to Hµν,4. Lemma 7.8 remains true.
Proposition 8.11. Assume N ≥ 17, (2.11), t ≤ R2−γ and γ > 0. Then∫ t
0
‖eisΛHµν,4(s)‖Zds .γ [(1 + t)−
2
3
+(t/R + 1)4/3]min(2(1−β)/3,1−β
′)ǫ21ǫ
2
2,
where β = 5/(N − 8) and β′ = 9/(N − 8).
Proof. It suffices to note that in addition to the two powers of ‖U‖W 6,∞ , the first term on the
right-hand side of (7.20) has 2(1 − β)/3 extra powers, and the second term has 1 − β′ extra
powers. 
Remark 8.12. If N ≥ 25, then 1− β′ ≥ 2(1 − β)/3.
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Proof of (2.13) and (2.14). Recall Duhamel’s formula (6.3) for U . We bound the terms on the
right-hand side separately.
Part 1: The linear term. This follows from the assumption (1.12) and Lemma 8.3 (iii) as
before.
Part 2: The quadratic terms. Proposition 8.7 shows their Z-norm bounds.
Part 2.1: e−itΛWµν(0). Its L2L∞ norm bound follows from Lemma 8.3.
Part 2.2: e−itΛWµν(t). As before we have
‖Pke−itΛWµν(t)‖L∞ . 2k−−7k+‖U(t)‖C6∗ ǫ1.
Integrating in t and using the L2L∞ norm assumption in (2.11) we get
‖(1 + s)1/3−δPke−isΛWµν(s)‖L2s([0,t])L∞ .δ 2−7k
++k−ǫ21.
Part 3: The cubic terms. This follows from Propositions 8.8 and 8.9 and Lemma 8.3 (iii)
as before.
Part 4: The quartic terms. This follows from Propositions 8.11 and 8.10 and Lemma 8.3
(iii) as before. 
9. Appendix: Paralinearization and energy estimates
In this appendix we prove the estimates used in section 4.
9.1. Estimates of the solution to the Dirichlet problem. We use a fixed-point argument
to estimate the solution to (4.6), which can be written as

(∂2y +∆x)u = f = ∂yf1 + |∇x|f2,
u(x, 0, t) = φ(x, t),
∇x,yu(x, y, t)→ 0 as y → −∞.
(9.1)
where
f1 = −|∇h|2∂yu+∇h · ∇xu, f2 = |∇x|−1∇x · (∂yu∇h). (9.2)
First we show that for fixed f and φ, (9.1) has at most one solution. It suffices to show that
when f = 0 and φ = 0, (9.1) has only the zero solution, which follows from the lemma below.
Lemma 9.1. Let Ω be the region in R3 below the graph of a continuous function. Let u ∈ C(Ω¯)
be harmonic in Ω, vanish on Γ = ∂Ω, and grow slower than |z| as z → −∞. Then u = 0 on Ω.
Proof. Let ǫ > 0 and uǫ = u+ ǫz. Because u grows slower than |z|, we know that uǫ → −∞ as
z → −∞. Since uǫ is continuous in Ω¯, its maximum is attained. Since uǫ is harmonic in Ω, its
maximum is attained on Γ. Since uǫ ≤ ǫ suph on Γ, so is it on Ω. Letting ǫ→ 0 we know that
u ≤ 0 on Ω. Similarly u ≥ 0 on Ω, and hence u = 0 on Ω. 
When f1 = 0 and φ = 0, the solution to (9.1) is, by the method of image,
u(x, y) =
1
2
∫ 0
−∞
e(y+y
′)|∇x|f2(x, y′)dy′ − 1
2
∫ 0
−∞
e−|y−y
′||∇x|f2(x, y′)dy′
provided that it does satisfy the boundary condition at −∞, i.e., the third line in (9.1).
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When f2 = 0 and φ = 0, we replace f2 with |∇x|−1∂yf1 in the right-hand side of the above
and integrate by parts to get
u(x, y) = −1
2
∫ 0
−∞
e(y+y
′)|∇x|f1(x, y′)dy′ +
1
2
∫ 0
−∞
e−|y−y
′||∇x| sgn(y − y′)f1(x, y′)dy′
with the same proviso.
Since ey|∇|φ is harmonic on {y < 0}, has the boundary value φ on {y = 0}, and satisfies the
boundary condition at −∞, the solution to (9.1) is (see also (B.5) of [87] or (B.21) of [37])
u(x, y, t) = ey|∇|φ(x, t) +
1
2
∫ 0
−∞
e(y+y
′)|∇x|(−f1(x, y′, t) + f2(x, y′, t))dy′
+
1
2
∫ 0
−∞
e−|y−y
′||∇x|(sgn(y − y′)f1(x, y′, t)− f2(x, y′, t))dy′
whose gradient is (see also (B.7)–(B.9) of [87] or (1.1.20)–(1.1.21) of [9])
(∇xu, ∂yu)T (x, y, t) = ey|∇|(∇φ, |∇|φ)T (x, t)
+
∫ 0
−∞
K(y, y′)M(∇h)(∇xu, ∂yu)T (x, y′, t)dy′
+ [0, f1(x, y, t)]
T ,
(9.3)
where the operator (which collects all the Fourier multipliers)
K(y, y′) = e
(y+y′)|∇x|
2
(−|∇x| ∇x
∇x |∇x|
)
+
e−|y−y′||∇x|
2
( |∇x| sgn(y′ − y)∇x
sgn(y − y′)∇x |∇x|
)
(9.4)
and the multiplicative factor (which captures the coefficients)
M(∇h) =
(
0 ∇h
−∇h |∇h|2
)
(9.5)
provided that the solution does satisfy the boundary condition at −∞.
To bound the Hs norm of the solution in terms of the initial data, we use
Lemma 9.2. Fix 1 ≤ p1 ≤ p2 ≤ ∞ and 1 ≤ q1 ≤ q2 ≤ ∞.
(i) For any k ∈ Z we have∥∥∥∥
∫ 0
−∞
K(y, y′)Pkf(y′)dy′
∥∥∥∥
L
q2
y L
p2
x
. 2(2/p1−2/p2+1/q1−1/q2)k‖Pkf‖Lq1y Lp1x .
(ii) For fixed s ∈ R and q ≥ 2 we have∥∥∥∥|∇|1/q−1/2
∫ 0
−∞
K(y, y′)f(y′)dy′
∥∥∥∥
LqyHsx
. ‖f‖L2yHsx .
(iii) If (p1, q1) 6= (p2, q2) then for any k ∈ Z we have∥∥∥∥
∫ 0
−∞
K(y, y′)P<kf(y′)dy′
∥∥∥∥
L
q2
y L
p2
x
. 2(2/p1−2/p2+1/q1−1/q2)k‖P<kf‖Lq1y Lp1x .
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Proof. (i) We have∫ 0
−∞
K(y, y′)Pkf(y′)dy′ =
∫ 0
−∞
∫
R2
Kk(y, y′, x− x′)f(x′)dx′dy′
where the convolution kernel is
Kk(y, y′, x) = C
∫
R2
eixξ+(y+y
′)|ξ|
(−|ξ| iξ
iξ |ξ|
)
ϕk(ξ)dξ
+ C
∫
R2
eixξ−|y−y
′||ξ|
( |ξ| i sgn(y′ − y)ξ
i sgn(y − y′)ξ |ξ|
)
ϕk(ξ)dξ.
Integrating by parts in ξ for L times, we get
|Kk(y, y′, x)| .L 23k(1 + 2k|x|+ 2kmin(|y + y′|, |y − y′|))−L.
Then (i) follows from Ho¨lder’s inequality.
Taking a weighted ℓ2 sum of (i) over k ∈ Z and using Minkowski’s inequality we get (ii).
Taking an ℓ1 sum of (i) over frequencies . 2k we get (iii). 
Now we show Propositions 4.1, 4.2 and 4.3, which we restate here.
Proposition 9.3. Fix s > j ≥ 1.
(i) If ‖∇h‖Hs < cs is sufficiently small then
‖∇jx,yu‖L2yHs−j+1x . ‖|∇|
1/2φ‖Hs .
(i’) If in addition we have s > j + 1 then ‖∇jx,yu‖Hs−jx → 0 as y → −∞.
(ii) If ‖∇h‖Hs+1/2 < cs is sufficiently small then
‖∇jx,yu‖L∞y Hs−j+1x . ‖|∇|
1/2φ‖Hs+1/2 .
Proof. We first show the bound for j = 1. We estimate the three terms on the right of (9.3)
separately. For (i), the first term can be bounded in the frequency space directly. By Lemma
9.2 (ii), the second term is bounded by ‖M(∇h)(∇xu, ∂yu)T ‖L2yHsx . Clearly the third term is
bounded by ‖f1‖L2yHsx . By (9.2), (9.5), s > 1 and the Sobolev multiplication theorem then,
‖∇x,yu‖L2yHsx .s ‖|∇|1/2φ‖Hs + (cs + c2s)‖∇x,yu‖L2yHsx .
If cs is small enough, the second term on the right-hand side can be absorbed in the left-hand
side, which shows (i) for j = 1.
For j = 1, (ii) follows in the same way as (i), except that when bounding the second term
on the right of (9.3), we set q =∞ in Lemma 9.2 (ii).
Taking derivatives in x and using (4.6), Sobolev multiplication and ‖(∇h,∆h)‖Hs−1 < cs
give the desired bounds for ∂2yu and all terms for j ≥ 2 by induction.
For (i’) we have ‖∇j+1x,y u‖L2yHs−jx <∞ by (i). Integrating in y and using the Cauchy–Schwarz
inequality then show that ‖∇jx,yu‖Hs−jx is uniformly continuous in y. Combining this with
‖∇jx,yu‖L2yHs−jx <∞ gives (i’). 
Remark 9.4. If s > 2, then Hs−1 embeds in C0, so u is continuous on {y ≤ 0} and satisfies
the boundary condition at −∞ in (9.1).
THE 3D GRAVITY WATER WAVES 69
Recall the Besov norms, which for r > 0 is
‖u‖Brp,q = ‖P<0u‖Lp + ‖2rk‖Pku‖Lp‖ℓqk≥0 .
Also recall that Cr∗ = Br∞,∞ and Xr = Br∞,2. Clearly, C
r+∗ ⊂ Xr ⊂ Cr∗ . Also Hr+1 ⊂ Cr∗ ∩Xr.
For r ∈ N+, both Cr+∗ and Xr+ ⊂ W r,∞. By [85], Theorem 2 (i), for r > 0, both Cr∗ and Xr
are closed under multiplication.
Proposition 9.5. Fix 1 ≤ j < r + 1. If ‖∇h‖Hr+1 < cr is small enough then:
(i) For any integer k < 0,
‖∇jx,yu‖L2yXr−j+1x . |k|‖|∇|
1/2φ‖Xr + 2k‖|∇|1/2φ‖L2 .
(i’) If r > j then ‖∇jx,yu‖Xr−jx → 0 as y → −∞.
(ii)
‖∇jx,yu‖L∞y Cr−j+1∗ . ‖|∇|
1/2φ‖
C
r+1/2
∗
.
Proof. First we show the bound for j = 1. We estimate the three terms on the right-hand side
of (9.3) separately. For both (i) and (ii), the first term is the convolution of (∇φ, |∇|φ) with
the kernel of ey|∇|, so by Young’s inequality,
‖∇x,yey|∇|φ‖L∞y Cr∗ .
∑
l<0
2l/2‖|∇|1/2φ‖L∞ + sup
l≥0
2(r+1/2)l‖Pl|∇|1/2φ‖L∞ ,
‖∇x,yey|∇|φ‖L2yXrx .
∑
l<k
2l‖|∇|1/2φ‖L2 +
∑
k≤l<0
‖Pl|∇|1/2φ‖L∞ + ‖2rl+‖Pl|∇|1/2φ‖L∞‖ℓ2l≥0 .
Both terms have their desired bounds.
By Lemma 9.2 (iii) and (i), the second term of (9.3) in LpyBr∞,p (p ∈ {2,∞})
. ‖P<0M(∇h)(∇xu, ∂yu)T ‖LpyL2x + ‖M(∇h)(∇xu, ∂yu)T ‖LpyBr∞,p
. ‖∇h‖L2(1 + ‖∇h‖L∞)‖∇x,yu‖LpyL∞x + (‖∇h‖Br∞,p + ‖∇h‖2Br∞,p)‖∇x,yu‖LpyBr∞,p
. (cr + c
2
r)‖∇x,yu‖LpyBr∞,p .
The third term satisfies the same bound because it is the second component ofM(∇h)(∇xu, ∂yu)T .
When cr is small enough we can absorb the right-hand side in the left-hand side and the bound
for j = 1 follows.
Taking derivatives in x and using (4.6) and the bound ‖(∇h,∆h)‖Xr−1∩Cr−1∗ . ‖∇h‖Hr+1
give the desired bounds for j ≥ 2 by induction.
Finally, the implication (i) → (i’) is similar to that in Proposition 4.1. 
Proposition 9.6. Fix s > 1.
(i) If ‖∇h‖Hs < cs is sufficiently small then for any integer k < 0,
‖∇x,y(u− ey|∇|φ)‖L2yHsx . ‖∇h‖L∞‖|∇|1/2φ‖Hs + ‖∇h‖HsCk,1[|∇|1/2φ],
where
Ck,r[f ] = |k|‖f‖Cr∗ + 2k‖f‖L2 .
(ii) If ‖∇h‖Hs+1/2 < cs is sufficiently small then for any integer k < 0,
‖∇x,y(u− ey|∇|φ)‖L∞y Hsx . ‖∇h‖L∞‖|∇|1/2φ‖Hs+1/2 + ‖∇h‖Hs+1/2Ck,1[|∇|1/2φ].
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Proof. This follows from Lemma 9.2 (ii) applied to (9.3), the Sobolev multiplication theorem,
Proposition 4.1 (i), Proposition 4.2 (i) and the embedding C1∗ ⊂ X0+. 
9.2. Paralinearization of the Zakharov system. Now we bound various terms appearing in
the process of paralinearization. First recall S0 and C0, defined in (4.15) and (4.16) respectively.
Proposition 9.7. If s > 2 and ‖∇h‖Hs−1∩H3+ is sufficiently small then
‖S0‖L2yHsx .s ‖∇h‖W 2,∞‖|∇|1/2φ‖Hs−1 , (9.6)
‖C0‖L2yHsx .s ‖∇h‖W 1,∞Ck,3[|∇|1/2φ]‖h‖Hs (k < 0), (9.7)
where Ck,r[·] is defined as above.
Proof. For S0, (9.6) follows from Lemma 3.13 (iii) (with m = 2) and Proposition 4.1 (i).
For C0, by Lemma 3.9, Lemma 3.11 (ii), Lemma 3.13 (iii) (with s > m = 1), Lemma 3.15
(ii) and the smallness of ‖∇h‖L∞ . ‖∇h‖H2 ,
‖C0‖L2yHsx .s ‖∇h‖W 1,∞(‖∂3yu‖L2yL∞x + ‖∂2yu‖L2yW 1,∞x )‖h‖Hs .
Then (9.7) follows from Proposition 4.2 (i) and the embedding C3∗ ⊂ X2+. 
Then we show operator norms of R1 and R2, defined in (4.24) and (4.25) respectively.
Proposition 9.8. If s > 4 and ‖h‖Hs < cs is sufficiently small then for j ∈ {1, 2},
‖Rjw‖L2yHsx .s ‖∇h‖
j
W 3,∞
‖|∇|1/2φ‖Hs−1 . (9.8)
Proof. By Lemma 3.11 (ii), Lemma 3.15 (ii) and Lemma 3.17 (ii), applied to (4.12), (4.22) and
(4.25),
‖Rjw‖L2yHsx .s ‖∇h‖
j
W 3,∞
(‖∂2yw‖L2yHs−2x + ‖∇x,yw‖L2yHs−1x )
.s ‖∇h‖jW 3,∞(‖∂2yu‖L2yHs−2x + ‖∇x,yu‖L2yHs−1x
+ (‖∂3yu‖L2yL∞x + ‖∂2yu‖L2yL∞x + ‖∂yu‖L2yW 1,∞x )‖h‖Hs).
By Proposition 4.1 (i) and s > 2, ‖∇jx,yu‖L2yHs−jx .s ‖|∇|
1/2φ‖Hs−1 for j ≤ 2. By Sobolev
embedding and s > 4, ‖∇jx,yu‖L2yL∞x .s ‖|∇|1/2φ‖Hs−1 for j ≤ 3. Since ‖h‖Hs is small, the last
two terms are bounded by the first two, and (9.8) follows. 
Next we paralinearize ∂yw. Recall A, B from (4.18) through (4.22), and Q and S from
(4.26).
Proposition 9.9. If s > 4 and ‖h‖Hs < cs is sufficiently small then
T√1+α∂yw = (A+ B)w +Q+ S + C2, (9.9)
where, for any integer k < 0,
‖C2‖L∞y Hs+1/2x .s ‖∇h‖W 3,∞(Ck,4[|∇|
1/2φ]‖h‖Hs + ‖∇h‖W 3,∞‖|∇|1/2φ‖Hs−1). (9.10)
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Proof. Let
W = (T√1+α∂y −A− B)w. (9.11)
Then C2 =W −Q− S. From (4.14) and (4.23) it follows that
(T√1+α∂y −A+ B)W = S0 +R1w + C0 +R2w.
Let σ = (b− ia)/√1 + α. Then B −A = Tσ√1+α. Let W ′ = T 4√1+αW . Then
(∂y + Tσ)W
′ = S0 +R1w + C1,
C1 = T1/ 4√1+α−1(S0 +R1w) + T1/ 4√1+α(C0 +R2w) +R′2W,
R′2 = TσT 4√1+α − T1/ 4√1+αTσ√1+α.
(9.12)
Let β = 4
√
1 + α. Since {σ, β} = −∇ζσ · ∇β = ∇(1/β)∇ζ(σβ2) = {1/β, σβ2}, R′2 is a paradif-
ferential operator of order −1 with coefficients at least degree 2 in h, so
‖R′2W‖L2yHsx .s ‖∇h‖2W 3,∞‖W‖L2yHs−1x .s ‖∇h‖
2
W 3,∞‖|∇|1/2φ‖Hs−1 . (9.13)
By (9.6), (9.8), (9.7) and (9.13), ‖C1‖L2yHsx .s the right-hand side of (9.10).
We can rewrite (9.12) as
(∂y + Tσ)W
′ = R1[ey|∇|φ] + S0[h, ey|∇|φ] + C′1, (9.14)
where, by Lemma 3.11 (ii), Lemma 3.13 (iii), Lemma 3.15 (ii), Lemma 3.17 (ii), Proposition
4.1 (i) and Proposition 4.3 (i), applied to (4.12), (4.15) and (9.11),
C′1 = C1 +R1[w − ey|∇|φ] + S0[h, u − ey|∇|φ]
satisfies the same bound as C1. (9.14) can be further rewritten as
(∂y + |∇x|)W ′ = (|∇x| − Tσ)W ′ +R1[ey|∇|φ] + S0[h, ey|∇|φ] + C′1.
Put W ′′ =W ′ −Q− S. Then
(∂y + |∇x|)W ′′ = (|∇x| − Tσ)W ′′ + C′′1 ,
C′′1 = C′1 + (|∇x| − Tσ)(Q+ S).
(9.15)
By Lemma 3.11 (ii) and Proposition 4.4, C′′1 satisfies the same bound as C1,
As y → −∞, by Proposition 4.1 (i’), Proposition 4.2 (i’) and the embedding Xr+ ⊂ W r,∞,
we know ‖∂2yu‖L∞x , ‖∂yu‖W 1,∞x and ‖∇x,yu‖H2x → 0, so by Lemma 3.11 (ii) applied to (4.12)
and (9.11), ∇x,yw, W and henceW ′ = T 4√1+αW → 0 in H2x. By Proposition 4.4, ‖Q+ S‖H2x .
‖ey|∇||∇|1/2φ‖
H
1/2
x
→ 0, so W ′′ = W ′ −Q− S → 0 in H2x. Thus we can integrate (9.15) from
y = −∞ to get
W ′′(x, y) =
∫ y
−∞
e(y
′−y)|∇x|[(|∇x| − Tσ)W ′′ + C′′1 ](x, y′)dy′.
By Lemma 9.2 (ii) and Lemma 3.11 (ii) then,
‖∇xW ′′‖L2yHsx + ‖W ′′‖L∞y Hs+1/2x .s ‖(|∇x| − Tσ)W
′′ + C′′1‖L2yHsx
.s ‖∇h‖W 1,∞‖∇xW ′′‖L2yHsx + ‖C′′1‖L2yHsx .
After absorbing the first term on the right-hand side in the left-hand side, we know that W ′′
satisfies the bound (9.10). By Lemma 3.11 (ii), T1/ 4
√
1+αW
′′ = W − T1/ 4√1+α(Q+ S) has the
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same bound. By Lemma 3.11 (ii) and Proposition 4.4, T1/ 4
√
1+α−1(Q+ S) has the same bound,
so does C2 =W −Q− S, the sum of the two. 
Then we paralinearize the Dirichlet-to-Neumann operator (4.8).
Proposition 9.10. If s > 4 and ‖h‖Hs < cs is sufficiently small then
G(h)φ = [T 2√
1+α
∂yw − T∇h∇xw −∇ · TV h−H(∇h,∇xu) + C3]Γ,
where ‖C3|Γ‖Hs+1/2 .s the right-hand side of (9.10).
Proof. By the display after (B.54) of [37], the left-hand side equals
T1+α∂yw − T∇h∇xw − T∇xu∇h+ T∇hT∂yu∇h−H(∇h,∇xu) + C′3,
where
C′3 = T1+αT∂2yuh+ T∂yuα− 2T∇hT∂yu∇h− T∇hT∇x∂yuh+H(α, ∂yu).
Recall B = [∂yu]Γ and V = [∇xu − B∇h]Γ are horizontal and vertical components of the
boundary velocity. Then we obtain the claimed identity, with
C3 = C′3 + T∇·V h+ E(∇h, ∂yu)∇h− E1(
√
1 + α− 1,√1 + α− 1)∂yw
= (T1+αT∂2yu − T∇hT∇x∂yu + T∇·V )h+ T∂yuα− 2T∇hT∂yu∇h+ E(∇h, ∂yu)∇h
+H(α, ∂yu)− E1(
√
1 + α− 1,√1 + α− 1)∂yw,
C3|Γ = (E(α, ∂2yu|Γ)− E(∇h,∇B))h+ 2E1(B,∇h)∇h− E1(∇h,B)∇h
+ TBH(∇h,∇h) +H(α,B)− E1(
√
1 + α− 1,√1 + α− 1)(B + T∂2yu|Γh).
Note that we have used the fact that h is independent of y, and the fact that the elliptic
equation in (4.6) satisfied by u takes the form
(1 + α)∂2yu−∇h · ∇B +∇ · V = 0
when restricted to Γ. By Lemma 3.9, Lemma 3.11 (ii), Lemma 3.13 (iii), Lemma 3.15 (ii) and
Lemma 3.17 (ii),
‖C3|Γ‖Hs+1/2 .s ‖∇h‖W 2,∞(‖∂2yu‖L∞y W 1,∞x + ‖B‖W 2,∞)‖h‖Hs−1/2
+ ‖∇h‖2W 2,∞(‖B‖Hs−3/2 + ‖∂2yu‖L∞x,y‖h‖Hs−3/2).
Then the desired bound follows from Proposition 4.1 (ii) and Proposition 4.2 (ii). Note that
the last term is dominated by the first one. 
Now we can paralinearize the Zakharov system (1.3). Recall λ from (4.27).
Proposition 9.11. If s > 4 and ‖h‖Hs < cs is sufficiently small then
ht = Tλ(w|Γ)−∇ · TV h+Q|Γ + Sh + Ch,
where Q is given by (4.26),
Sh = S|Γ −H(∇h,∇φ)
and ‖Ch‖Hs+1/2 .s the right-hand side of (9.10).
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Proof. Let α˜ =
√
1 + α− 1. Putting (9.9) into Proposition 9.10 gives
G(h)φ = [T√1+α((A+ B)w +Q+ S + C3)− T∇h∇xw −∇ · TV h+ C2
−H(∇h,∇xu)]Γ
= [T√1+α(A+ B)w − T∇h∇xw −∇ · TV h+Q+ Sh + Ch1]Γ,
Ch1 = C2 + Tα˜(Q+ S) + T√1+αC3.
(9.16)
By Lemma 3.11 (ii), Proposition 4.4 and (9.10), Ch1|Γ satisfies the desired bound.
We also have
T√1+αBw = Tb√1+αw +
i
2
T{α˜,b}w + E1(α˜, b)w = Tb√1+αw +
i
2
T{α˜,b(1)}ϕ≥0(ζ)w + Ch2,
Ch2 = i
2
T{α˜,b(1)}ϕ<0(ζ)+{α˜,b(0)}w + E1(α˜, b)w.
(9.17)
Note that near ζ = 0, the operator in Ch2 is i2T{α˜,b(1)} + E1(α˜, b) = E(α˜, b), which vanishes to
degree 1. Hence by Lemma 3.11 (ii), Lemma 3.17 (ii) and Proposition 4.1 (ii) applied to (4.12)
and (4.22), Ch2|Γ satisfies the desired bound. Also, since
T√1+αA− T∇h ◦ ∇x = Ti∇h·ζ − T∇h ◦ ∇x + iTa(0)√1+α −
1
2
T{α˜,a} + iE1(α˜, a)
=
1
2
T∆h + iTa(0)
√
1+α −
1
2
T{α˜,a} + iE1(α˜, a),
we have
(T√1+αA− T∇h∇x)w = iTa(0)√1+αw +
1
2
T(∆h−{α˜,a(1)})ϕ≥0(ζ)w + Ch3,
Ch3 = 1
2
T(∆h−{α˜,a(1)})ϕ<0(ζ)−{α˜,a(0)}w + iE1(α˜, a)w.
(9.18)
For the same reason, Ch3|Γ satisfies the desired bound.
From the third line of (4.22), we know that the second term in T√1+αBw and the first term
in T√1+αA− T∇h∇xw cancel, so putting (9.17) and (9.18) in (9.16) we get
G(h)φ =
[
Tb
√
1+αw + Ch2 +
1
2
T(∆h−{α˜,a(1)})ϕ≥0(ζ)w + Ch3 −∇ · TV h+Q+ Sh + Ch1
]
Γ
= Tλ(w|Γ)−∇ · TV h+Q|Γ + Sh + Ch,
where Ch = [
∑3
j=1 Chj]Γ satisfies the desired bound. 
We now show the paralinearization of the second equation in (1.3).
Proposition 9.12.
wt|Γ = −Tah− TV · ∇(w|Γ) + Sw + Cw,
a = 1 +Bt + V · ∇B,
Sw = 1
2
(H(B,B)−H(V, V )).
If s > 5/2 and ‖∇h‖Hs−1∩H5 < cs is sufficiently small, then
‖Cw‖Hs+1/2 .s ‖|∇|1/2φ‖C3∗ (‖∇h‖W 2,∞‖|∇|1/2φ‖Hs−1 + ‖|∇|1/2φ‖C4∗‖h‖Hs−3/2).
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Proof. By (4.12), (1.3), (4.30) and (4.4),
wt|Γ = φt − TBth− TBht
= −T1+Bth+
1
2
(B2 − 2BV · ∇h− |V |2)− TBB + TB(∇h · V )
= −T1+Bth− T∇h·VB − TV · V + Sw −H(B,∇h · V ).
By Definition 3.16 and (4.7),
T∇h·VB + TV V = TV · (T∇hB + V )− E1(V,∇h)B
= TV · ∇φ− E1(V,∇h)B − TV · TB∇h− TV ·H(B,∇h)
= TV · ∇(w|Γ) + TV · T∇Bh− E1(V,∇h)B − TV ·H(B,∇h)
= TV · ∇(w|Γ) + TV ·∇Bh+ E1(V,∇B)h− E1(V,∇h)B − TV ·H(B,∇h)
so
wt|Γ = −Tah− TV · ∇(w|Γ) + Sw + Cw
where
Cw = E1(V,∇h)B − E1(V,∇B)h+ TV ·H(B,∇h)−H(B,V · ∇h).
By Lemma 3.11 (ii), Lemma 3.13 (iii) and Lemma 3.17 (ii),
‖Cw‖Hs+1/2 .s ‖V ‖W 2,∞(‖∇h‖W 2,∞‖B‖Hs−3/2 + ‖∇B‖W 2,∞‖h‖Hs−3/2).
Then the result follows from Proposition 4.1 (ii) and Proposition 4.2 (ii). 
9.3. Taylor expansion. Here we bound the remainders of various Taylor expansions. Recall
from (4.32) that a = 1+Bt+V ·∇B, so its first order approximation is a ≈ 1+|∇|φt ≈ 1−|∇|h,
and at ≈ −|∇|ht = ∆φ.
Proposition 9.13. (i) If ‖∇h‖Hr+2 < cr is sufficiently small then
‖(G(h)φ − |∇|φ,B − |∇|φ, V −∇φ)‖Cr∗ .r ‖h‖Cr+1∗ ‖|∇|
1/2φ‖
C
r+3/2
∗
. (9.19)
(ii) If ‖∇h‖Hr+2 < cr is sufficiently small then
‖a− 1‖Cr∗ .r ‖|∇|1/2φ‖2Cr+3/2∗ + ‖h‖Cr+1∗ , (9.20)
‖(a− 1 + |∇|h,√a− 1 + |∇|h/2)‖Cr∗ .r ‖|∇|1/2φ‖2Cr+3/2∗ + ‖h‖Cr+1∗ ‖|∇|
1/2h‖
C
r+3/2
∗
. (9.21)
(iii) If ‖∇h‖Hr+3 < cr is sufficiently small then
‖(at −∆φ, ∂t
√
a−∆φ/2)‖Cr∗ .r (‖|∇|1/2φ‖2Cr+5/2∗ + ‖h‖Cr+2∗ )‖|∇|
1/2φ‖
C
r+5/2
∗
. (9.22)
Proof. (i) follows from (4.35), (4.36) and (4.10). The first line of (ii) follows from the second
one. For the second line, we only show the bound of a− 1 + |∇|h, the other one being similar.
We first show an expression for a. By (1.3), (4.30) and (4.4),
φt −Bht = −h+ 1
2
(B2 − 2BV · ∇h− |V |2)−B(B −∇h · V ) = −h− 1
2
(B2 + |V |2) (9.23)
so by (A.3.10) of [9],
∂tG(h)φ = G(h)[φt −Bht]−∇ · (htV ) = −1
2
G(h)[B2 + |V |2 + 2h] −∇ · (htV ). (9.24)
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For V we have, by (4.7), (4.30), (4.1) and (4.4),
Vt = ∇φt −Bt∇h−B∇ht
= −∇h+B∇B − V · ∇V − (V · ∇h)∇B −B∇(V · ∇h)−Bt∇h−B∇B +B∇(V · ∇h)
= −∇h− V · ∇V − (V · ∇h)∇B −Bt∇h
= −V · ∇V − a∇h+ (V · ∇B)∇h− (V · ∇h)∇B.
(9.25)
For B we have, by (4.4), (9.24), (4.1) and (9.25),
Bt = ∂tG(h)φ + (∇h · V )t
= −1
2
G(h)[B2 + |V |2 + 2h]− (G(h)φ)∇ · V
−∇h · (V · ∇V + a∇h+ (V · ∇B)∇h− (V · ∇h)∇B).
(9.26)
Recall from (4.32) that a = 1 +Bt + V · ∇B, so
a =
1
1 + |∇h|2
(
1 + a˜− 1
2
G(h)[B2 + |V |2 + 2h]
)
, (9.27)
a˜ = V · ∇B − (G(h)φ)∇ · V −∇h · (V · ∇V )− (V · ∇B)|∇h|2 + (V · ∇h)(∇B · ∇h). (9.28)
By (4.10), if ‖∇h‖Hr+2 < cr is sufficiently small then
‖a˜‖Cr∗ .r ‖|∇|1/2φ‖2Cr+3/2∗ , (9.29)
‖G(h)[|V |2 +B2]‖Cr∗ .r ‖|V |2 +B2‖Cr+1∗ .r ‖|∇|
1/2φ‖2
C
r+3/2
∗
. (9.30)
By (9.27), (9.29) and (9.30) we get (ii).
(iii) Similarly we only show the bound for at −∆φ. We differentiate (9.27) with respect to
t, and note that
Bt = a− 1− V · ∇B. (9.31)
By (ii) and (9.25), if ‖∇h‖Hr+2 < cr is sufficiently small then
‖Bt‖Cr∗ + ‖Vt‖Cr∗ .r ‖|∇|1/2φ‖2Cr+3/2∗ + ‖h‖Cr+1∗ , (9.32)
‖∂t(|V |2 +B2)‖Cr∗ .r (‖|∇|1/2φ‖2Cr+3/2∗ + ‖h‖Cr+1∗ )‖|∇|
1/2φ‖
C
r+1/2
∗
. (9.33)
Hence if ‖∇h‖Hr+3 < cr is sufficiently small then
‖∂ta˜‖Cr∗ .r (‖|∇|1/2φ‖2Cr+5/2∗ + ‖h‖Cr+2∗ )‖|∇|
1/2φ‖
C
r+3/2
∗
. (9.34)
Now we bound ∂tG(h)[|V |2 +B2]. By (4.10), if ‖∇h‖Hr+1 < cr is sufficiently small then
‖B(h)h‖Cr∗ + ‖V (h)h‖Cr∗ .r ‖h‖Cr+1∗ (9.35)
and if ‖∇h‖Hr+2 < cr is sufficiently small then
‖(B(h), V (h))[|V |2 +B2]‖Cr∗ .r ‖|V |2 +B2‖Cr+1∗ .r ‖|∇|
1/2φ‖2
C
r+3/2
∗
. (9.36)
Then by (4.10) and (9.35), under the same condition we have
‖∂tG(h)h‖Cr∗ .r ‖(ht, htB(h)h, htV (h)h)‖Cr+1∗ .r ‖|∇|
1/2φ‖
C
r+3/2
∗
. (9.37)
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By (9.24), (4.10), (9.33) and (9.36), if ‖∇h‖Hr+3 < cr is sufficiently small then
‖∂tG(h)[|V |2 +B2]‖Cr∗ .r ‖(∂t(|V |2 +B2), (htB(h), htV (h))[|V |2 +B2]‖Cr+1∗
.r right-hand side of (9.34). (9.38)
By (9.27), (9.34), (9.38), (4.10), (9.37) and (ii), under the same condition we have
‖∂t(a+G(h)h)‖Cr∗ .r
∥∥∥∥ 11 + |∇h|2
∥∥∥∥
Cr∗
∥∥∥∥∂ta˜− 12∂tG(h)[|V |2 +B2] + ∂t(|∇h|2G(h)h)
−2a∇h · ∇ht
1 + |∇h|2
∥∥∥∥
Cr∗
.r right-hand side of (9.34).
By (4.10), (9.24) and (9.35), if ‖∇h‖Hr+2 < cr is sufficiently small then
‖∂tG(h)h −G(h)2φ‖Cr∗ = ‖∂tG(h)h −G(h)ht‖Cr∗ .r ‖h‖Cr+2∗ ‖|∇|
1/2φ‖
C
r+3/2
∗
.
By (4.10) and (i), if ‖∇h‖Hr+3 < cr is sufficiently small then
‖G(h)2φ+∆φ‖Cr∗ ≤ ‖G(h)[G(h)φ − |∇|φ]‖Cr∗ + ‖(G(h) − |∇|)|∇|φ‖Cr∗
.r ‖h‖Cr+2∗ ‖|∇|
1/2φ‖
C
r+5/2
∗
.
Hence under the same condition we obtain (iii). 
9.4. Estimates on the norms of multipliers. Here we bound the norms of the multipliers
s, p, q, q˜ and mµν , defined in (5.15), (5.16), (5.23), (5.29) and (6.2) respectively.
Lemma 9.14. (i) For k1, k2, k3 ∈ Z we have
‖p‖S∞k1,k2;k3 . 2
−max(k1,k2), ‖s‖S∞k1,k2;k3 . 2
3max(k1,k2)/2.
(ii) For L ≥ 0 we have
|∇LΦ−1µν | .L min(|ξ1|, |ξ2|, |ξ1 + ξ2|)−L−1/2.
(iii) For k1, k2, k3 ∈ Z we have
‖Φ−1µν ‖S∞k1,k2;k3 . 2
−min(k1,k2,k3)/2.
(iii’) If in addition to (iii) we have k1 ≤ k2 − 3 and ν = − then
‖Φ−1µν ‖S∞k1,k2;k3 . 2
−k2/2.
Proof. (i) To bound p, after a change of variables it suffices to show that ‖(|ξ1|+|ξ2|)−1‖S∞k1,k2;k3 .
2−max(k2,k3). Since |∇L(|ξ1| + |ξ2|)−1| .L (|ξ1| + |ξ2|)−L−1, Lemma 3.19 (ii) gives a bound of
2−max(k1,k2). To finish the proof note that max(k1, k2) = max(k2, k3) +O(1).
The bound for s follows from that for p, ‖ϕk(ξ)|ξ|‖S∞ . 2k and Lemma 3.19 (i).
(ii) We first show a lower bound of Φµν . Indeed, by convexity of |ξ|1/2 we get
|Φµν | & min(|ξ1|, |ξ2|, |ξ1 + ξ2|)1/2. (9.39)
This shows the claim for L = 0. For L > 0 we use induction on L, the identity ∇L(ΦµνΦ−1µν ) = 0.
and the bound |∇LΦµν | .L min(|ξ1|, |ξ2|, |ξ1 + ξ2|)1/2−L.
(iii) and (iii’) Without loss of generality we assume k1 ≤ k2 ≤ k3.
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Case 1: k1 ≥ k2 − 2. Then the bound follows from (ii) and Lemma 3.19 (ii). It can also be
derived from the homogeneity of |ξ|1/2.
Case 2: k1 ≤ k2 − 3. We still have |ξ1|L|∇Lξ1Φµν | .L |ξ1|1/2 . |Φµν | (L > 0). For ∇Lξ2Φµν
(L > 0) we further have two cases.
Case 2.1: ν = +. Since ∇Lξ2Φµ+ = ∇LΛ(|ξ1 + ξ2|)−∇LΛ(|ξ2|) we have
|∇Lξ2Φµ+| ≤ |ξ1| sup
t∈[0,1]
|∇∇LΛ(|tξ1 + ξ2|)| .L |ξ1||ξ2|−L−1/2
so |ξ2|L|∇Lξ2Φµ+| .L |ξ1|1/2. By (9.39) and induction on L then, |ξ2|L|∇Lξ2Φ−1µ+| .L |ξ1|−1/2,
and the bound follows from Lemma 3.19 (ii).
Case 2.2: ν = −. Then |ξ2|L|∇Lξ2Φµ−| .L |ξ2|1/2 . Φµ−, so by (9.39) and Lemma 3.19 (ii),
the bound can be improved to ‖φ−1µ−‖S∞k1,k2;k3 . 2
−k3/2. 
Lemma 9.15. For k1, k2, k3 ∈ Z we have
‖q‖S∞k1,k2;k3 . 2
2k1+k2(22(k1−k2) + 1k2≤2)1k1≤k2−6 . 2
2(k1+k
+
1 )−|k2|1k1≤k2−6.
Proof. The factor 1k1≤k2−6 comes from the ϕ≤10 factor and is assumed to be nonzero thereafter.
Since ||ξ1 + ξ2| − |ξ2|| ≤ |ξ1| . 2k1 , |ξ1 + 2ξ2| ≈ |ξ2| and |ξ1 + ξ2/2| > |ξ2|/4, it suffices to show
that D := |ξ1+ ξ2||ξ2| − (ξ1+ ξ2) · ξ2 satisfies ‖D‖S∞k1,k2;k3 ≈ 2
2k1 . Indeed, this follows from the
identity
D =
det(ξ1 + ξ2, ξ2)
2
|ξ1 + ξ2||ξ2|+ (ξ1 + ξ2) · ξ2 =
det(ξ1, ξ2)
2
|ξ1 + ξ2||ξ2|+ (ξ1 + ξ2) · ξ2 .

Lemma 9.16. For k1, k2, k3 ∈ Z we have
‖mµν‖S∞k1,k2;k3 . 2
(k3+max kj+minkj)/2,
‖mµν/Φµν‖S∞k1,k2;k3 . 2
(k3+max kj)/2.
Proof. The second bound follows from the first one, Lemma 3.19 (i) and Lemma 5.6 (iii). Now
we show the first bound. Since mµν is homogeneous of total degree 3/2, if k1, k2 and k3 are
within O(1) of each other the bound is trivial. Now we assume the contrary. Recall that mµν
is a linear combination of
m1 =
|ξ1 + ξ2||ξ2| − (ξ1 + ξ2) · ξ2√
|ξ2|
, m2 =
√
|ξ1 + ξ2| |ξ1||ξ2|+ ξ1 · ξ2√|ξ1||ξ2|
whose asymptotics are (see also Section 3 of [40])
• If |ξ2|/|ξ1| is sufficiently small, then m1 =
√|ξ2| · (|ξ1+ ξ2|− (ξ1+ ξ2) ·ξ2/|ξ2|), so m1/√|ξ2|
is a smooth function of ξ2/|ξ2| and ξ1.
• If |ξ1 + ξ2|/|ξ1| is sufficiently small, then similarly m1/|ξ1 + ξ2| is a smooth function of
(ξ1 + ξ2)/|ξ1 + ξ2| and ξ2.
• If |ξ1|/|ξ2| is sufficiently small, then
|ξ1 + ξ2||ξ2| − (ξ1 + ξ2) · ξ2
|ξ1|2 =
det(ξ1/|ξ1|, ξ2)2
|ξ1 + ξ2||ξ2|+ (ξ1 + ξ2) · ξ2
is a smooth function of ξ1/|ξ1|, |ξ1| and |ξ2|, so m1/|ξ1|2 is also such a function.
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Similarly for m2 we have
• If |ξ1|/|ξ2| is sufficiently small, then m2/
√
|ξ1| =
√
|ξ1 + ξ2|(|ξ2|+ ξ2 · ξ1/|ξ1|) is a smooth
function of ξ2, ξ1/|ξ1| and |ξ1|.
• If |ξ2|/|ξ1| is sufficiently small, then m2/
√
|ξ2| is a smooth function of ξ1, ξ2/|ξ2| and |ξ2|.
• If |ξ1 + ξ2|/|ξ1| is sufficiently small, then m2/|ξ1 + ξ2|5/2 is a smooth function of (ξ1 +
ξ2)/|ξ1 + ξ2|, |ξ1 + ξ2| and ξ1.
Now it is easy to verify the desired bounds. 
10. Appendix: Remainder estimates of G(h)φ
In this section we show weighted Sobolev estimates for the remainder of the Taylor expansion
of G(h)φ. The argument closely follows Appendix F of [40], with necessary modifications to
adapt to the weights in the norms. We first introduce some notation for the anticipated types
of bounds.
Definition 10.1. Let n ≥ 1 be an integer. We say f = OZ(hn · g) if f satisfies
‖f‖Z .α ‖h‖n−1W 2,∞‖h‖W 11,∞‖g‖Z .
Let k ≥ 0 be another integer, 1 < p < ∞, 1 < q ≤ ∞ and 1/r = 1/p + 1/q. We say
f = OW (h
n · g) if f satisfies
‖f‖W k,r . ‖h‖n−1W 2,∞‖h‖W k+3,q‖g‖W k,p .
We say f = O(hn · g) if both f = OZ(hn · g) and f = OW ;k,p,q(hn · |∇|1/2g).
Remark 10.2. If the implicit constant depends on any other variable, they are listed in sub-
scripts.
We need to bound the Z norm of a product, as done in Lemma F.3 of [40].
Lemma 10.3. Let α ∈ (0, 1) and A, B1, . . . , Bn ≥ 0 be integers. Then
‖(1 + |x|)α∇A|∇|f∇B1g1 · · · ∇Bngn‖L2
≤CnA+B1+···+Bn‖|∇|1/2f‖WA+B1+···+Bn+1,∞‖(1 + |x|)αg1‖L2‖g2‖L∞ · · · ‖gn‖L∞
+‖(1 + |x|)α|∇|1/2f‖L2
n∑
i=1
‖gi‖WA+B1+···+Bn+1,∞
∏
j 6=i
‖gj‖L∞ .
Proof. We only show the case n = 1, B1 = B; the general case being similar.
We decompose
∇A|∇|f∇Bg =
∑
k∈Z
∇A|∇|Pkf∇BP<kg +∇A|∇|P≤kf∇BPkg.
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For the first term, by Lemma 1.9 (iii) we have∥∥∥∥∥(1 + |x|)α∑
k∈Z
∇A|∇|Pkf∇BP<kg
∥∥∥∥∥
L2
≤
∑
k∈Z
‖(1 + |x|)α∇A|∇|Pkf∇BP<kg‖L2
≤
∑
k∈Z
‖∇A|∇|Pkf‖L∞‖(1 + |x|)α∇BP<kg‖L2
.A,B
∑
k∈Z
2k
−/2−(B+1/2)k+‖|∇|1/2f‖WA+B+1,∞ · 2Bk‖(1 + |x|)αg‖L2
.A,B‖|∇|1/2f‖WA+B+1,∞‖(1 + |x|)αg‖L2 .
Similarly the second term is bounded by ‖(1 + |x|)α|∇|1/2f‖L2‖g‖WA+B+1 . 
Now we show the analog of Claim F.2 in [40]. By (F.3) in [40] we can write
Φ(x, z) =
1
2π
∫
R2
ρ(y)
(|x− y|2 + |z − h(y)|2)1/2 dy (10.1)
on Ω(t). Then
|∇|φ = ρ+
∞∑
n=1
1
2π
(−1/2
n
)
Knρ, (10.2)
where
Knρ(x) = |∇|
∫
R2
ρ(y)
|h(x) − h(y)|2n
|x− y|2n+1 dy. (10.3)
This can be inverted using Von Neumann’s series to give
ρ = |∇|φ+
∞∑
N=1
∑
m1,...,mN≥1
cm1,...,mNKm1 · · ·KmN |∇|φ (10.4)
where |cm1,...,mN | ≤ Cm1+···+mN . We now bound all the terms in this series.
As in (F.8) of [40], we decompose Kn into two parts. Let χ≥1 and χ<1 be a partition of unity
supported in R2\B(1) and B(2), respectively. For ι ∈ {≥ 1, < 1} let Γn,ι(x) = χι(x)/|x|2n+1,
and
Kn,ιρ(x) = ∇
∫
R2
ρ(y)|h(x) − h(y)|2nΓn,ι(x− y)dy. (10.5)
Then Kn = −|∇|−1∇ · (Kn,≥1 +Kn,<1). By Lemma 1.9, the operator |∇|−1∇ is bounded on
W k,r and Z spaces, so it suffices to bound Kn,≥1 and Kn,<1 separately.
Lemma 10.4. For any integer n ≥ 1,
Kn,<1ρ = C
n
k,p,qOW (h
2n · ρ).
80 FAN ZHENG
Proof. By Taylor’s formula,
h(y)− h(x) = ∇h(x) · (y − x)︸ ︷︷ ︸
L(x,y)
+
∫ 1
0
(1− t)(y − x)T∇2h(x+ t(y − x))(y − x)dt︸ ︷︷ ︸
R(x,y)
(10.6)
so Kn,<1 = Kn,<1,L +Kn,<1,R, where
Kn,<1,Lρ(x) = ∇
∫
R2
Γn,<1(x− y)(∇h(x) · (x− y))2nρ(y)dy
= ∇
∫
R2
Γn,<1(y)(∇h(x) · y)2nρ(x− y)dy.
Part 1: Kn,<1,Lρ. We only pass k derivatives to the integrand to write ∇kKn,<1,Lρ as a
sum of 22n+k terms like
∇
(
∇lx(∂I1h(x) · · · ∂I2nh(x))
∫
R2
Γn,<1(y)yI1 · · · yI2n∇k−lρ(x− y)dy
)
,
where I1, . . . , I2n ∈ {1, 2}. We put the derivatives of (∇h)⊗2n in Lq, and the integral and its
derivative in Lp, noting that the convolution kernel is homogeneous of degree −1 or −2 near the
origin, so convolution with it is bounded on Lp for p ∈ (1,∞). Then by Sobolev multiplication,
‖∇kKn,<1,Lρ‖Lr ≤ Cnk ‖(∇h)⊗2n‖W k+1,q‖integral‖Lp ≤ Cnk,p,q‖h‖2n−1W 1,∞‖h‖W k+2,q‖ρ‖W k,p .
Note that if one keeps track of the constants, one finds that it is at most exponential in n.
Part 2: Kn,<1,Rρ. This is a sum of 2
k(4n − 1) terms like
∇
∫
R2
Γn,<1(y)∇lx(L(x, x− y)2n−jR(x, x− y)j)︸ ︷︷ ︸
F (x,y)
∇k−lρ(x− y)dy
=∇
∫
R2
Γn,<1(x− y)F (x, x− y)∇k−lρ(y)dy
=
∫
R2
∇Γn,<1(x− y)F (x, x− y)∇k−lρ(y)dy
+
∫
R2
Γn,<1(x− y)(∇1F (x, x− y) +∇2F (x, x− y))∇k−lρ(y)dy
=
∫
R2
∇Γn,<1(y)F (x, y)∇k−lρ(x− y)dy
+
∫
R2
Γn,<1(y)(∇xF (x, y) +∇yF (x, y))∇k−lρ(x− y)dy.
Since Γn,<1(y)|y|2n+1 and its gradient are in L1, with the norm polynomial in n, it suffices to
bound, uniformly in |y| ≤ 2,
|y|−2n−1‖(F,∇F )(x, y)∇k−lρ(x− y)‖Lrx ≤ |y|−2n−1‖(F,∇F )(x, y)‖Lqx‖ρ‖W k,p .
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From the expressions (10.6) of L and R it follows that
L(x, x− y) = −∇h(x) · y,
R(x, x− y) =
∫ 1
0
(1− t)yT∇2h(x− ty)ydt
so by the Kato–Ponce inequality (Lemma X.4 of [53]),
‖(F,∇F )(x, y)‖Lqx ≤ C‖L(x, x− y)2n−jR(x, x− y)j‖W k+1,q
≤ Cnk,q‖h‖2n−1W 2,∞‖h‖W k+3,q .
Combining the two parts shows the claim. 
Lemma 10.5. For any integer n ≥ 1,
Knρ = C
nOZ(h
2n · ρ), Kn|∇|φ = CnOZ(U2n · U).
Proof. As before it suffices to bound Kn,≥1 and Kn,<1 separately.
Part 1: Kn,≥1. Using the binomial formula for (h(x) − h(y))2n we decompose Kn,≥1 as a
sum of 4n terms like
Kn,≥1,jρ = ∇(hj(Γn,≥1 ∗ ρh2n−j)).
For 0 ≤ k ≤ 8 we have ∇kKn,≥1,jρ is a sum of 2k+1 terms like
∇l(hj)(∇k+1−lΓn,≥1 ∗ ρh2n−j) (10.7)
so it suffices to bound (10.7). We have
|(1 + | · |)αf ∗ g| . |(1 + | · |)αf | ∗ |g|+ |f | ∗ |(1 + | · |)αg|.
For l ≥ 0 we have ∇lΓn,≥1(x) . nl(1 + |x|)−2n−1−l, so (1 + |x|)α∇lΓn,≥1 ∈ L1 as α < 1, with
the norm polynomial in n. Hence
‖(1 + |x|)α(∇k+1−lΓn,≥1 ∗ ρh2n−j)‖L2 ≤ Cnk ‖(1 + |x|)αρh2n−j‖L2
≤ Cnk ‖(1 + |x|)αρ‖L2‖h‖2n−jL∞ .
(10.8)
Since ∇l(hj) expands into O(nl +1) terms, each bounded by ‖h‖j−1L∞ ‖h‖W k+1,∞ , it follows that
‖(1 + |x|)α∇kKn,≥1,jρ‖L2 ≤ Cnk ‖h‖2n−1L∞ ‖h‖W k+1,∞‖(1 + |x|)αρ‖L2 . (10.9)
Summing over 0 ≤ k ≤ 8, 0 ≤ j ≤ 2n we get the desired bound for Kn,≥1ρ.
For Kn,≥1|∇|φ, the right-hand side of (10.8) becomes
Cnk ‖(1 + |x|)α|∇|φ‖L2‖h‖2n−jL∞ . Cnk ‖|∇|1/2φ‖Z‖h‖2n−jL∞
by Lemma 1.9 (iii), so the desired bound also follows.
Part 2: Kn,<1. We bound Kn,<1|∇|φ first. For 0 ≤ k ≤ 8 we have ∇kKn,<1|∇|φ(x) is a
sum of 2k+1 terms like∫
R2
Γn,<1(y)∇lx(h(x)− h(x− y))2n∇k+1−l|∇|φ(x− y)dy. (10.10)
By Taylor’s formula,
h(x)− h(x− y) =
∫ 1
0
y · ∇h(x− ty)dt.
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Since Γn,<1(y)|y|2n ∈ L1, with the norm polynomial in n,
‖(1 + |x|)α(10.10)‖L2 . sup
|y|≤2
tj∈[0,1]
‖(1 + |x|)α∇lx
(⊗2nj=1∇h(x− tjy))∇k+1−l|∇|φ(x− y)‖L2x .
Since for |y| ≤ 2 and t ∈ [0, 1], 1+ |x| ≈ 1+ |x− tjy|, by Lemma 10.3, the above is bounded by
Cnk ‖∇h‖2n−1L∞ (‖|∇|1/2φ‖W k+2,∞‖(1 + |x|)α∇h‖L2 + ‖(1 + |x|)α|∇|1/2φ‖L2‖∇h‖W k+2,∞)
≤Cnk ‖U‖2n−1W 1,∞‖U‖W k+3,∞‖U‖Z .
Summing over 0 ≤ k ≤ 8 gives the desired bound.
For Kn,<1ρ, by Lemma 10.4 we have
‖Kn,<1ρ‖H8 ≤ Cn‖h‖2n−1W 2,∞‖h‖W 11,∞‖ρ‖H8 .
Since Γn,<1 is supported in B(0, 2), we can improve this to
‖Kn,<1ρ‖H8(B(x,1)) ≤ Cn‖h‖2n−1W 2,∞‖h‖W 11,∞‖ρ‖H8(B(x,3)).
Using the same argument as (7.25), we can insert the weight in the H8 norm and get the
desired bound for Kn,<1ρ. 
We also need the analog of Lemma 10.5 with no weights involved.
Lemma 10.6. For any integer n ≥ 1,
Knρ = C
n
k,p,qOW (h
2n · ρ).
Proof. As before it suffices to bound Kn,≥1ρ and Kn,<1ρ separately.
Part 1: Kn,≥1ρ. Referring back to the proof of Lemma 10.5 we have
‖(10.7)‖Lr ≤ Cnk ‖hj‖W k+1,q‖ρh2n−j‖Lp ≤ Cnk,q‖h‖2n−1L∞ ‖h‖W k+1,q‖ρ‖Lp .
The first inequality is the consequence of the L1 norm bound on the kernel, derived in the
proof of Lemma 10.5, while the second one follows from repeated application of the Sobolev
multiplication theorem, with a constant at most exponential in n.
Part 2: Kn,<1ρ. This was covered by Lemma 10.4. 
Now we are ready to show the weighted Sobolev bounds for the Taylor remainders Bj and
Nj , j = 2, 3, 4, as defined in (4.43), (6.1), (7.13) and (7.14).
Proposition 10.7. If all the Sobolev norms of U appearing in Definition 10.1 are sufficiently
small, then for j = 2, 3, 4 we have Bj and Nj = O(U
j−1 · U).
Proof. By Lemma 10.5, Lemma 10.6 and (10.2),
|∇|φ = ρ− 1
4π
K1ρ+O(h
4 · ρ) (10.11)
so by (10.4),
ρ = |∇|φ+ 1
4π
K1|∇|φ+O(U4 · U). (10.12)
THE 3D GRAVITY WATER WAVES 83
Note that the constants in Lemma 10.5 and Lemma 10.6 depend exponentially on n, so the
series (10.4) converges if the corresponding norm of U is sufficiently small. Using the identity
|∇|φ(y) · |h(x)− h(y)|2 = |∇|φ(y) · (h(x)2 − 2h(x)h(y) + h(y)2)
= h(x)2(|∇|φ(y) − |∇|φ(x))
− 2h(x)(h(y)|∇|φ(y) − h(x)|∇|φ(x))
+ h(y)2|∇|φ(y)− h(x)2|∇|φ(x)
and the expression for the Riesz potential
|∇|f(x) = 1
2π
p.v.
∫
R2
f(x)− f(y)
|x− y|3 dy
we obtain
1
4π
K1|∇|φ = −1
2
|∇|(h2|∇|2φ− 2h|∇|(h|∇|φ) + |∇|(h2|∇|φ)) = B◦3 + |∇h|2|∇|φ,
see (7.13), so
ρ = |∇|φ+B◦3 + |∇h|2|∇|φ+O(U4 · U).
Now by (F.4) of [40], modulo a sign flip,
G(h)φ = ρ+
1
2π
∫
R2
|∇|φ(y)∇h(x) · (x− y) + h(y)− h(x)|x− y|3 dy +O(U
3 · U).
Using the identity
|∇|φ(y) · (h(y) − h(x)) = (h(y)|∇|φ(y) − h(x)|∇|φ(x)) + h(x)(|∇|φ(x) − |∇|φ(y))
and the expression for the Riesz transform
∇φ = ∇|∇||∇|φ =
1
2π
p.v.
∫
R2
y − x
|x− y|3 |∇|φ(y)dy
we obtain
G(h)φ = ρ−∇h · ∇φ− |∇|(h|∇|φ) + h|∇|2φ+O(U3 · U)
= |∇|φ−∇ · (h∇φ)− |∇|(h|∇|φ) +B◦3 + |∇h|2|∇|φ+O(U3 · U).
(10.13)
Comparing (4.44) and (10.13) we get
B4 + |∇h|2(B − |∇|φ) = O(U3 · U).
By (7.13), B◦3 = O(U
2 · U), so by (10.13), G(h)φ − |∇|φ = O(U1 · U). By (4.37),
B − |∇|φ = G(h)φ − |∇|φ+∇h · ∇φ− |∇h|
2|∇|φ
1 + |∇h|2 = O(U
1 · U)
so |∇h|2(B − |∇|φ) = O(U3 · U); hence the bound for B4. Now (7.13) and (4.43) give the
bounds for B3 and B2; (7.14) and (6.1) give the bounds for N3 and N2. 
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10.1. Remainder estimates of G(h)φ on the torus. In this subsection we show how to
generalize the single layer potential representation (10.1) to the periodic case. By Section 3(b)
of [63], the Green function on the torus (R/RZ)2 can be written as G(x1 − x′1, x2 − x′2, z − z′),
where
G(x1, x2, z) = − 1
4πr0,0
− 1
4π
∑
(m,n)6=(0,0)
(
1
rm,n
− 1
R
√
m2 + n2
)
+ CR
with CR being a constant explicitly computable from R (see (3.32) and (3.33) of [63]), and
rm,n =
√
(x1 −mR)2 + (x2 − nR)2 + z2.
This Green function has the same local behavior as the Euclidean one, but as z →∞, by (3.30)
of [63],
G(x1, x2, z) =
|z|
2R2
+ oR(1) (10.14)
uniformly in x1 and x2.
Now we expand
2|∇|
∫
(R/RZ)2
ρ(y1, y2)G(x1 − y1, x2 − y2, h(x1, x2)− h(y1, y2))dy1dy2
into a Taylor series with respect to h, to get an expression similar to (10.2), which can then
be inverted to give a series expansion of ρ similar to (10.4). Thus, if we define ρ using (10.4),
then (10.2) holds. Acting |∇|−1 on both sides of (10.2) we see that
Φ(x1, x2, z) = 2
∫
(R/RZ)2
ρ(y1, y2)G(x1 − y1, x2 − y2, z − h(y1, y2))dy1dy2 + C (10.15)
holds on the boundary Γ, where C is a constant. We now show that it holds everywhere.
We will use the maximum principle to identify both sides. To that end we first extract their
common properties.
Proposition 10.8. Both sides of (10.15) are:
(i) continuous in Ω(t),
(ii) harmonic in Ω(t), and
(iii) equal on Γ(t) = ∂Ω(t). Also they
(iv) grow slower than |z| as z → −∞.
Proof. (i) To show the continuity of Φ, we recall the change of variable (4.5) relating Φ and
u. Then it suffices to show the continuity of u on {y ≤ 0}. Indeed, by Lemma 4.2 (i),
‖∂yu‖L2yL∞x < ∞. Integrating in y using Cauchy–Schwarz, we infer that u(x, y) is continuous
in y, uniformly in x. Since for each fixed y, u(x, y) ∈ H2x is also continuous, we conclude that
u is continuous on {y ≤ 0}. Turning to the right-hand side of (10.15), we note that ρ ∈ H2
is continuous by (10.12). Then its single layer potential, i.e., the right-hand side of (10.15), is
continuous by an argument similar to the proof of Theorem 3.28 of [39].
(ii) Φ is harmonic in Ω(t) by (4.3), so is the right-hand side of (10.15) because the Green
function G is harmonic and the charge ρ ∈ L2 ⊂ L1.
(iii) This has already been shown previously.
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(iv) For Φ, it suffices to show that u(x, y) grows slower than |y| as y → −∞. Indeed, this
follows from integrating ‖∂yu‖L2yL∞x < ∞ in y using Cauchy–Schwarz. Turning to the other
side, by (10.14) we have, as z → −∞,
right-hand side of (10.15) =
∫
(R/RZ)2
ρ(y)
( |z − h(y)|
R2
+ oR(1)
)
dy
= R−2|z|ρˆ(0) +O(‖ρ‖L∞‖h‖L∞) + oR(‖ρ‖L1)
is bounded because ρˆ(0) = 0 by its definition (10.4). 
Taking the difference of the two sides we know that (10.15) holds everywhere thanks to
Lemma 9.1, which extends easily to the periodic case. Since only |∇|1/2φ instead of φ is
included in U , the difference by a constant is immaterial, so Proposition 10.7 carries over.
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