Recent advances in thermochromic liquid crystal (TLC) thermography have improved its usefulness as a very effective temperature and heat transfer measurement technique. One of the approaches to determine the local heat transfer coefficient, known as the transient technique, is to monitor the temporal evolution of surface temperature in conjunction with the solution of a transient heat conduction model penetrating to the wall substrate. The local heat transfer coefficient resulted from•such a transient test, by nature, has its reference temperature based on the inlet temperature of the test rig, rather than the local bulk mean temperature. The latter during a transient test varies with both time and strerunwise location. The heat transfer coefficient based on the inlet temperature presents difficulty in data interpretation in designs of turbine cooling passages, particularly for passages with large length-to-diameter ratios. This study evaluates four different approaches and theoretical background associated for determining the local bulk mean temperature and the sensible local heat transfer coefficient. Using a test model of an internal cooling passage with delta-wing shaped vortex generators mounted on one of the passage walls, the magnitudes of the sensible heat transfer coefficient resulted from various approaches vary as much as 40%. Validated with the experimental data, two of the four methods yield superb data accuracy. Nevertheless, one of them stands out as the best choice, as it requires much less post-processing time and implementation effort.
time and strerunwise location. The heat transfer coefficient based on the inlet temperature presents difficulty in data interpretation in designs of turbine cooling passages, particularly for passages with large length-to-diameter ratios. This study evaluates four different approaches and theoretical background associated for determining the local bulk mean temperature and the sensible local heat transfer coefficient. Using a test model of an internal cooling passage with delta-wing shaped vortex generators mounted on one of the passage walls, the magnitudes of the sensible heat transfer coefficient resulted from various approaches vary as much as 40%. Validated with the experimental data, two of the four methods yield superb data accuracy. Nevertheless, one of them stands out as the best choice, as it requires much less post-processing time and implementation effort. The use of thermochromic liquid crystal (TLC) thermography has become a very effective means for measuring local surface temperature and heat transfer. With a prescribed wall haet flux, the distribution of local surface heat transfer coefficient can be obtained by mapping the pre-programmed liquid crystal temperatures. This procedure is the so-called steady state technique (Hippensteele et al., 1983 ). An alternative, known as the transient technique (Ireland and Jones, 1985; Saabas et al., 1987; Vedula and Metzger, 1991; Yu and Chyu, 1996) , is to monitor the temporal evolution of test surface temperature in conjunction with the solution of a transient heat conduction model penetrating to the wall substrate. In an actual transient test, heated gas of a known mass flow rate and temperature is suddenly induced over the test section, and the time required for the surface coated liquid crystals to reach a designated color or intensity is measured. This information coupled with the thermophysical properties of the test wall (typically Plexiglas), and the initial temperature permits the determination of local heat transfer coefficients. Such an approach, in principle, can be used with any surface coating which reveals visual or optical variations with temperature within an active range, such as thermal paint (Metzger and Larson, 1986) and thermographic phosphor (Bizzak and Chyu, 1994) . While the local bulk mean temperature, Tb, is a sensible reference temperature to define a local heat transfer coefficient for internal flows, a convenient reference for both steady and transient methods is the temperature at the inlet of the test rig. For turbine internal cooling or other heat exchanger applications, a heat transfer coefficient based on a reference other than the bulk temperature can be problematic. The transformation of inlet reference temperature to bulk temperature is relatively straightforward for the steady state method, which can be accomplished by performing energy balance marching along the streamwise direction. However, it becomes a complex issue when the test is transient. The main complication is that the bulk temperature varies with both location and time. To actually measure the bulk temperature over the entire test section and test duration is not only difficult but also unrealistic; thus, determination of bulk temperature has to be pursued in a posttest process fashion. This is especially the case when the test section is relatively long in size. The main scope of this study is to examine the theoretical background of such an issue of bulk temperature associated with a transient technique. To meet practical needs for TLC-based cooling passage tests, a special focus is placed on identifying viable means that can transform the heat transfer coefficient based originally on the rig inlet temperature to that based on the bulk mean temperature. Four different approaches that can either yield Tb or transform h. to hb are proposed, evaluated, and compared. The comparison among these methods makes use of a test model of internal cooling pAcgage with delta-wing shaped vortex generators attached to one of the passage walls. The heat transfer coefficient is expected to be highly non-uniform over all the participating walls. More relevant to the present study is that the heat transfer coefficient will eventually exhibit a periodic pattern as a thermally developed regime is reached. Since a perfect periodicity can only occur when the reference temperature is truly the bulk mean temperature in the system, this fact provides a basis for comparison among the different approaches.
NOMENCLATURE

ONE-DIMENSIONAL TRANSIENT MODEL
The data reduction of a liquid crystals transient test generally uses a transient one-dimensional heat conduction model over a semi-infinite solid ( Figure I ). he assumption of semi-infinite domain is considered to be practically valid provided that the Fourier number based on the test wall thickness is less than unity. The temperature field in the solid, t(c,z), is governed by the following equation and boundary and initial conditions. 82T3 (r,Z) aTs(T,Z)
If T, is constant when t 0, the equation yields a closed form solution (Carslaw and Jaeger, 1954) , and the temperature at the surface of convective boundary condition, T., = Tw(t), is:
If T, is varying with time, Duhamel's theorem is applicable, since the above equation is linear in temperature. According to Eq. (2), the heat transfer coefficient h can be defined as he, if T,=T" the test inlet temperature, or hb, if Tr = Tb. Since the transient liquid crystals technique reveal T w(r) for a given surface location, the heat transfer coefficient, h., can be obtained hot air 
METHODS BASED ON MEASURED TEMPERATURES Method 0: Using Inlet Temperature as Reference Temperature
As mentioned earlier, the heat transfer coefficient based on the inlet flow temperature, h., is the most readily available via a transient test and data reduction. However, it is considered to be inconvenient or even unsuitable for cooling pa-sage designs and inconsistent with internal heat transfer data available in the literature. Because of its practical advantage, this approach is treated as a baseline case, Method 0, for comparison.
Method 1: Interpolation from Measured Inlet and Outlet Temperatures
This method determines the local bulk temperature at an streamwise location by interpolation of the temperatures at the inlet and exit of the test section. Since Tb is essentially unknown, linear interpolation is a reasonable, but somewhat uncertain, choice. In practice, the history of flow temperature at the channel exit, as well as the inlet, can be measured in a transient test. Since the measurement is often made at the geometric center of a cross-section, the result is questionably the actual bulk mean temperature at that location. Although such a concern may be insignificant for the inlet, it can be troublesome at the exit, especially when the flow pattern there is complex and unknown. However, this method posts a substantial advantage in actual implementation and post-processing time over those methods based on the principle of energy-balance (to be elaborated below). This advantage is particularly true when the domain of interest is only a portion of the entire channel or a part of constituting heat transfer surface.
METHODS BASED ON PRINCIPLE OF ENERGY BALANCE
If some form of local heat transfer, such as h , is known, it is possible to determine the local bulk mean temperature based on the principle of thermal energy balance. Similarly, the same principle applied in the differential domain yields
One term neglected in the above equations is concerned with the rate of internal energy variation due to temperature inside the control volume, This term is arguably small in magnitude compared with other terms. Another important point worthy of mentioning is that to solve for lb (X, t) from either Eq. (6) or (7), one needs a full knowledge of the heat transfer coefficient over the entire wet surface at or up to the streamwise location, x. Therefore, due mainly to limited viewing angle, multiple tests on all the participating walls may be neftessary. In addition, to integrate all the test data from different surfaces can be tedious.
Method 2: Steady-State Marching
One way to simplify the energy balance equation is by assuming that the temporal variation of the bulk temperature and the wall temperature is negligible; i.e., Tb (X, = Tb00 and TwOc, y, t) = T,,(x, y). The method can be implemented by the steps given below.
1. Begin with time-averaged entrance temperature as the bulk mean temperature at the inlet, and calculate the local heat transfer coefficient, hs(0,y), using equation (5) for the first (most upstream) streantwise location. 2. Calculate the bulk mean temperature of the next streamwise location, T b(x+dx), using the local timeaveraged bulk mean temperature, s(x) and the hb(x,y) (7) available. The calculation uses a time-averaged version of energy balance (PC p )g UM% (X) (x dX)) J = hboc,yx-7,(x)--i-woc,YDdydx 3 Calculate hb(x+dx) using equation (5) with I' b(x+dx) as the reference temperature, T. 4 Repeat steps 2 and 3, marching along the streamwise direction until the channel exit.
The exclusion of time-varying effects is expected to introduce certain errors. In addition, the actual values of "i b(x) and w(x,y) may depend on the specific way of averaging over the control volume. Despite these deficiencies, this method may still be viable since it is relatively straightforward to implement and requires little post-processing time. This method involving detailed time-evolution in the system is expected to be more accurate than its steady-state counterpart. However, actual implementation of the method can be quite tedious and time consuming. Such disadvantage is more serious when the test channel has more than one surface subjected to heat transfer. The values of T w (r,x,y) for all the participating surfaces as well as their individual contributions to the bulk mean temperature has to be evaluated. This method typically requires a processing time about one order of magnitude greater than those of other approaches proposed in the present study. 
-
(C -1)T + -CT,/ (T -T)
= c -11
liquid crystal thermographic imaging processing system
Outputs' local surface heat • transfer coefficients For forced convection situation applicable to gas turbines, C generally has a reasonably large value, say greater than 5 in the fully developed regime and even higher near the entrance._ In addition, the value of (TT) is considerably larger than ( T w-T,.,) in a transient liquid crystal test. Hence the second term within the bracket is arguably small, which leads to
Equation (16) represents a means of direct conversion from the heat transfer coefficient based on the inlet temperature to that based on the local bulk mean temperature. One distinct feature of this approach is that, unlike the other methods, an explicit evaluation of the bulk mean temperature is unnecessary. In a typical heat transfer study, the heat transfer coefficient is generally a more desirable result than the bulk mean temperature, thus Eq. (16) is very useful and convenient in practice. One can, in fact, evaluate the bulk mean temperature with ease after hb(x,y) is known.
While this method retains the transient effects inherited in the system, the only variable involved in the conversion is the factor C that is independent of any time-varying temperatures. Since Ti e is readily available after a transient test, the value of C becomes a function of flow conditions and geometry only and can be determined algebraically without marching or iteration. Consequently, the computing time required to process Eq. (16) is very nominal, much shorter than that of Method 3. Such a feature marks one of the major advantages of this method. The assumption of invariant local heat flux which leads to Eq. (10) was first introduced by Metzger and Larson (1986) in measuring the surface heat transfer in a smooth channel with a 90-degree bend using the melting paint method. Recently Gillespie et al. (1996) extended method to correct the heat transfer coefficient in a smooth duct within a film cooling hole. Although these methods have led to virtually the same result as Eq. (16), they differ from the present approach by imposing a critical assumption: wall temperature is spatially uniform over the entire test section at any given instant; i.e., T w(r,x,y) = T.,(t). This implies that the second term of Eq. (15) never exists in their models, since ( T w-T"), by definition, is identically zero. Only under this limited condition, the approximation in Eq. (16) becomes an equality. The isothermal assumption may be acceptable for some special cases, e.g, smooth channel with relatively small test section. While Metzger and Larson (1986) claimed that the uncertainty in their case is about 5%, this figure by all means can be greater when the test channel involves complex geometry that induces substantial thermal nonuniformity. The test case to be demonstrated below certainly falls into such a category. The analyses presented in this section based on the principle of energy balance, represent the first attempt to establish a complete, theoretical foundation of several post-processing methods for the determination of a sensible heat transfer coefficient in transient tests. The relative efficacy among these methods will be directly compared by applying them to the same test configuration involving a long and complex channel.
DEMONSTRATION RESULTS AND COMPARISON
To facilitate a comparison, all four methods are applied to calculate the sensible heat transfer coefficient of a long cooling passage in which one of the walls is roughened by an array of delta-wing-typed vortex generators. Figure 3 shows the geometry of the test pecesge and the vortex generators. The passage has an oval cross-section made of two 50.8 mm wide flat plate (top and bottom) and two semi-circular pieces of 25.4 mm in diameter (side). The trailing surface of the vortex generator forms a equilateral triangle, 25.4 mm wide and 10.2 mm high. The total passage length is about 0.75 m which is approximately 20 times the hydraulic diameter of the passage. Over the passage length, there are 15 pairs of vortex generators mounted on one of the flat walls with a pitch about twice the element's width between adjacent pairs. Although the entire study involves a wide range of Reynolds number and test parameters, the present paper is not intended to discuss the detailed heat transfer results. Hence the Figure 4 shows a schematic of the entire test system with transient liquid crystal imaging. Air flow, introduced from an inhouse compressor, was heated by an adjustable heater to the desired flow temperature before it enters the test section. A CCD color camcorder was positioned upright above the test secfion. The lighting condition was carefully adjusted so adequate illumination on the test surface, while avoiding the undesired light reflection, could be achieved. The temperature of the mainstream air flow at the passage inlet was measured by a Kt/pc thermocouple. The test began by heating the compressed air while diverting it away from the test section through a three way ball valve. When the air flow diverted reached steady state in both temperature and flow rate, the three-way valve was suddenly opened and directed the heated air into the test section. The image and temperature recording started simultaneously. The video output from the camcorder was recorded in a VCR during the experiment. Later, via a frame grabber, the video recorded in the VCR is digitized and transmitted to the hard disk of a computer which, along with a custom developed software, serves as the imaging processing system for the transient test.
One of the immediate outputs from the imaging processing system is the local heat transfer distribution based on the passage inlet temperature. Comparison with Method 3 temperature, i.e., h e. As mentioned earlier, Method 0 is the most convenient from the practical standpoints, as it requires no postprocessing effort. The reference for Fig. 5(b) is Method 3 which is based on transient marching and deemed to be the most accurate approach in getting the heat transfer coefficient based on the bulk mean temperature, hb. A viable method that can lead to hb effectively and accurately must be able to exhibit special features in both entrance and fully-developed regimes. The values of hb near the paqsage inlet should be relatively higher than those in the downstream region where hb becomes periodic with a constant magnitude in average. According to both plots in Figure 5 , it is evident that Method 0 and its resulting heat transfer coefficient reveal a poor characteristic in the periodic regime, as the value of h e continues to decline toward downstream. However, the elevated values in he are clearly seen near the pagene entrance. As a sharp contrast, Method 1 overpredicts the values of heat transfer coefficient near the fully developed regime, as h e shows an increasing trend toward downstream. Similar to Method 0, Method 1 works well near the passage inlet. As a steady-state version of the energy balance approach, Method 2 exhibits the worst performance overall. It fails substantially in preserving the entrance effect. Although the heat transfer coefficient sufficiently away from the pa qcage inlet displays a periodic patient, its value falls consistently below that of Method 3. This observation implies that the time-dependent feature inherited in the system has to be taken into account for evaluating the sensible heat transfer coefficient. As one of the most significant findings in this study, Method 4 reveals an hb matched nearly perfectly with that of Method 3, as shown in Fig. 5(b) . The important characteristics in both near entrance and fully developed regimes are justly featured. From the standpoint of process complexity and computing time, Method 4 appears to be far better choice than Method 3. With a comparable level of process effort, Method 4 offers the best data accuracy compared to Method 0, 1, and 2. The advantage of Method 4 is further evident by examining the area-averaged heat transfer coefficient over the entire test domain, which is 88. 3, 129.2, 87.3, 110.5, and 105.8 for Method 0 to 4, respectively. The deviation relative to the result from Method 3 is 20%, 17%, 21%, and 4% for Method 0, I, 2, and 4, respectively. Although the absolute magnitudes of these figures may vary with different flow regime (i.e., Reynolds number), fluid properties (i.e. Prandtl number), and test geometry, the relative performance standing among these methods is expected to be the same. The thermally developed condition, which represents the basis of comparison in the present study, will always occur provided that the channel is sufficiently long, regardless of the magnitudes of the Reynolds number.
SUMMARY
Using a test case of internal heat convection with repeated vortex generators mounted on one of channel walls, this study has systematically evaluated the theoretical aspects and performance of different approaches for determining the sensible local heat transfer coefficients based on a transient test. This is an issue of practical and timely importance, as the transient liquid crystal technique has been becoming a popular way of testing surface heat transfer with convection. One significant finding revealed from the present study is that the magnitudes of heat transfer coefficient may differ substantially, as much as 40%, depending on the method of evaluation and choice of reference temperature. Such uncertainty may be intolerable from the thermal design standpoint. Among the four methods evaluated, two of them produce superb data over the entirety of the test channel, from the flow inlet to the fully developed regime. However, one method based on the concept of invariant local heat flux at any given instant stands out as the best choice, as it requires very little post-processing time and implementation effort. Neither the use of interpolation between the measured temperatures at the passage inlet and outlet nor the employment of the steady-state energy balance is capable of rendering accurate results. According to the present data, the uncertainty of either approach is around 20%.
