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ABSTRACT 
A remote sensing assisted water quality modeling framework is developed in this 
dissertation for nowcasting and forecasting recreational water quality of Holly Beach in 
Louisiana, USA. The modeling framework is composed of four models/systems: (1) an Artificial 
Neural Network (ANN) model (Model 1) and an US EPA Virtual Beach (VB) Program-based 
model for predicting early morning enterococci (ENT) levels in beach waters; (2) an ANN model 
(Model 2) and an VB model for predicting early morning Fecal Coliform (FC) levels in beach 
waters; (3) a remote sensing assisted modeling system (Model 3) for predicting near real time 
ENT levels during daytime; and (4) a hybrid probabilistic/deterministic modeling approach 
(Model 4) for predicting the probability of beach water quality violation.  
New findings from Model 1 include (1) the identification of 7 explanatory variables and 
various combinations of the 7 variables responsible for the ENT level in coastal beach waters; 
and (2) Model 1 with Linear Correlation Coefficient (LCC) of 0.857 performs consistently better 
than the VB model with LCC of 0.320. A major finding from Model 2 is that a total of 6 
independent environmental variables along with 8 different combinations are capable of 
explaining about 76% of variation in FC levels for model training data and 44% for independent 
data. Major new contributions made in Model 3 include (1) development of remote sensing 
algorithms for turbidity using Terra and Aqua satellite data; (2) development of an enhanced 
ANN model for predicting ENT levels at sunrise time by taking into account the cumulative 
effect of solar radiation on ENT inactivation; (3) development of a real-time model for predicting 
ENT level during the daytime by considering the turbidity effect on ENT inactivation. A novel 
feature of Model 4 (hybrid model) is the combination of advantages of a deterministic ANN 
model and a probabilistic Bayesian model. The hybrid model is capable of reproducing 86.25% 
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of historical beach water quality advisories with 6.39% of false positive predictions and 7.36% of 
false negative predictions over the past 7-years.  
Applications of the models will improve the management of recreational beaches and the 
protection of public health.   
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 CHAPTER 1
INTRODUCTION 
1.1. Background 
The U.S. federal BEACH (Beaches Environmental Assessment and Coastal Health) Act 
requires beach managers to monitor bacterial water quality indicators and issue swimming 
advisories when water quality standards are exceeded. However, 24 – 48 hours are required by 
the current beach monitoring programs (Moore et al., 2004) between the sampling and issuing a 
swimming advisory. It is commonly known that there is significant spatial and temporal 
variability in fecal indicator bacteria due to the complicated dynamic processes on the beach 
(Reeves et al., 2004; Kim et al., 2004), this 24-48 hours presents not only a challenge to beach 
managers, but also a risk to beachgoers who may be exposed to microbial pollutants during the 
time between sample collection and laboratory results (Chigbu et al., 2005; Clark et al., 2007).  
A considerable number of studies have been conducted to improve current beach 
monitoring programs and thereby enhance the implementation of the BEACH Act by developing 
predictive models for nowcasting and forecasting the level of fecal indicator bacteria in beach 
waters (Heberger et al., 2008; Kay et al., 1994; Kelsey et al., 2004; Lin et al., 2008; Sanders et al., 
2005). Hou et al. (2006) presented a Dynamic Partial Least Square Regression (DPLSR) model 
for predicting Enterococci levels at the Huntington State Beach (HSB) and the Huntington City 
Beach (HCB), California using parameters such as storm water discharge, rainfall, sea surface 
temperature, upwelling index, wind velocity, wave height and direction, visitor number, 
atmospheric pressure, solar insolation, sampling time, tide level and range, and rainfall. Frick et 
al. (2008) proposed Virtual Beach (VB) model, which is a multiple linear regression (MLR) 
model, to predict bacteria levels in beach waters. Variables used in the VB model included air 
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temperature, dew point temperature, cloud cover, precipitation potential, wave height, wind 
direction, wind speed, alongshore wind component, and cross-shore wind component. He and He 
(2008) introduced artificial neural network models for predicting fecal indicator bacterial 
concentrations at the Torrey Pines State Beach and the San Elijo State Beach in southern 
California.  
In spite of progresses made in modeling and predicting beach water quality, there are still 
some gaps between predictive tools and practical needs for beach management and use: (1) 
There is no useful model at all for many state beach monitoring programs, including Louisiana 
Beach Monitoring Program, for managing beach water quality due to the lack of fundamental 
understanding of mechanisms/processes and associated environmental variables responsible for 
the variation in bacterial level in beach waters. The identification of explanatory variables for 
beach water quality is crucial; (2) Predictive models currently used by beach management 
programs are generally developed using bacteriological data collected by sunrise time while 
beach use commonly occurs during the daytime. Therefore, models for predicting bacterial levels 
during the daytime are needed; and (3) The current bacteriological data are based on water 
samples collected at sparse sampling stations while reliable models require high resolution data 
or even spatially distributed data (such as remote sensing data). For example, there are only 6 
water sample sites along Holly Beach that extends approximately 3 miles. In addition, taking 
grab samples and subsequent laboratory analysis are time-consuming and labor-intensive. 
Sensor-based monitoring technologies should be utilized in beach water quality management. .  
Water quality monitoring via remote sensing is an emerging technology that the U.S. 
Environmental Protection Agency's Ecological Exposure Research Division is working to 
develop. Its perspective is that resource managers and stakeholders will be able to view the full 
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distributions of a suite of water quality parameters across an entire water body in near real time. 
It will cost less money than field-based monitoring, allow water bodies to be sampled frequently, 
and provide the means to sample on large spatial scales as well 
(http://www.epa.gov/eerd/RemoteSensing.htm). NASA Terra/Aqua MODIS (Moderate 
Resolution Imaging Spectroradiometer) sensors are particularly suitable for monitoring coastal 
beach waters. The Terra (formally EOS AM) spacecraft crosses the equator at 10:30 AM local 
time (descending node), and the Aqua (formally EOS PM) spacecraft crosses at 1:30 PM local 
time (ascending node), thereby potentially providing two views of a given area each day. 
MODIS data are available without charge from several data archive and distribution centers 
(http://modis.gsfc.nasa.gov/index.php). Due to the cost-effectiveness and synoptic views of large 
spatial scale (area) of the Terra/Aqua data, they have been widely used in monitoring water 
quality in coastal and estuarine waters (Kahru et al., 1993, 2000; Kahru, 1997; Esaias et al., 
1998). The Terra/Aqua data are also utilized in this dissertation to develop a remote sensing 
assisted water quality modeling framework that is demonstrated with the data collected from the 
study area. 
1.2. Study Area 
The study area selected for this dissertation project is Holly Beach that is located in 
Cameron Parish along the southwest Louisiana shoreline, as shown in Figure 1.1. Holly Beach 
stretches along the Gulf of Mexico from the Calcasieu River Outlet in the East towards the 
Sabine River Outlet in the West in the Calcasieu River Basin, Louisiana, US. There are four 
national wildlife refuges (NWR) close to the Holly Beach in the Calcasieu River Basin. Six 
water quality sampling sites at the Holly Beach are shown in Figure 1.1 and their coordinates are 
listed in Table 1-1. 
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Figure 1.1 - Location of Holly beach and six sample sites and four national wildlife refuges 
around Holly beach 
Table 1-1 Six sampling sites along Holly Beach 
Sampling Site Latitude Longitude 
Holly 1 29.7689 -93.4375 
Holly 2 29.7692 -93.4442 
Holly 3 29.7694 -93.4494 
Holly 4 29.7694 -93.4542 
Holly 5 29.7694 -93.4594 
Holly 6 29.7697 -93.4642 
 
The use of Holly Beach is very high during the swimming season from May - October, 
with approximately 150 people using the beach on a typical weekday, 1,000 people on a typical 
weekend, and 6,000 people on a typical holiday for swimming and camping. Figure 1.2 shows a 
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typical weekday of Holly beach.  The poor water quality of Holly beach, raising a serious threat 
to the health of swimmers and other beach visitors, while no swimming advisory was issued 
because the laboratory result for the water samples collected in previous week showed good 
water quality and no sampling results are available for the current water quality condition. In fact, 
a decision on Holly Beach water quality is currently made on a weekly basis since water samples 
are collected weekly. People swimming during the time between sample collection and testing 
results may be unnecessarily exposed to microbial pollutants at peak contamination times. 
 
Figure 1.2 – A typical weekday of Holly Beach 
1.3. Scope of the Study  
Modeling and predicting the level of fecal indicator bacteria (FIB) in recreational beach 
waters is important to the efficient and effective implementation of the BEACH Act. While a 
number of fecal indicator bacteria are commonly used, the Enterococci (ENT) may be the most 
appropriate single indicator (Noble et al. 2003). The US Environmental Protection Agency (US 
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EPA) also recommended that ENT be used as the primary indicator for ocean water bacterial 
monitoring in its national guidance documents for marine waters (USEPA 1986). In addition, 
Fecal Coliforms (FC) are also regularly monitored by state beach monitoring programs to ensure 
that water bodies meet established sanitary standards for recreational activities (Noble and 
Fuhrman, 2001). Therefore, this study focuses on ENT and FC.  More specifically, this study 
focuses on the development of  modeling tools for predicting ENT and FC levels in coastal beach 
waters. No laboratory analyses of water samples were conducted in this study. 
All the ENT and FC sampling data used in this dissertation were collected and provided 
by the Beach Monitoring Program of Louisiana Department of Health and Hospitals (LDHH).  
Remote sensing data for this project were obtained directly from the NASA EOS Data Gateway 
(EDG) and processed at LSU Earth Scan Lab. Some other online data (such as tide and solar 
radiation data) were obtained from NOAA tidal stations and weather stations. 
1.4. Overall Goal and Objectives   
The overall goal of this study is to provide a simple yet effective modeling framework for 
beach monitoring programs to make a decision on whether bacterial levels in beach waters meet 
water quality standards and thereby issue beach advisories, protecting public health in a more 
efficient and effective way, as shown in Figure 1.3. To that end, the specific objectives of this 
study are (1) to develop a predictive model for determining early-morning ENT levels in beach 
waters; (2) to develop a predictive model for determining early-morning FC levels in beach 
waters; (3) to develop a predictive model for determining daytime bacteria levels in beach waters; 
and (4) to develop a predictive model for determining the probability of water quality violations 
at coastal beaches.  
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In order to achieve the overall goal and objectives, this dissertation presents four 
nowcasting and forecasting models/systems: (1) Artificial Neural Network (ANN) model and US 
EPA Virtual Beach (VB) Program model for predicting early morning enterococci (ENT) levels 
in beach waters; (2) ANN model and VB model for forecasting early morning Fecal Colifrom 
(FC) levels in beach waters; (3) remote sensing assisted models for predicting near real time 
ENT levels during daytime; and (4) Hybrid probabilistic/deterministic approach for predicting 
the probability of beach water quality violation. Predictions from the models will assist with 
beach management and protecting public health in a more efficient and effective way (Figure 
1.3).  
1.5. Organization of the Dissertation  
To achieve the goal and objectives, this dissertation is organized into six chapters, as 
shown in Figure 1.4. 
Chapter 1 is intended to provide an overview of this dissertation and introduce the study 
area and the scope of present study, as well as define the overall goal and objectives of this study. 
Chapter 2 and 3 are intended to address objectives (1) and (2) of this study, respectively. Chapter 
2 and 3 mainly describe the development of predictive models for ENT and FC in beach waters, 
respectively. These predictive models are specially applied for early morning since early 
morning predictions of bacteria level are needed by beach monitoring programs. Although all 
water samples are taken in early morning by the Beach Monitoring Program of Louisiana 
Department of Health and Hospitals (LDHH), the actual beach use time is the time between 
sunrise and sunset. Therefore, chapter 4 is intended to achieve objective (3) of this study. In 
chapter 4, remote sensing assisted nowcasting and forecasting models for ENT are developed. 
These nowcasting and forecasing models enable the prediction of near real time ENT levels in 
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beach waters during the daytime.  The common numerical modeling tool used in Chapter 2, 3 
and 4 is the ANN. The ANN is one of the most commonly used deterministic modeling tools.  
 
Figure 1.3 Nowcasting and forecasting models would assist with beach management and 
protecting public health in a more efficient and effective way 
9 
 
 
Figure 1.4- Structure of the present research 
 
Deterministic models are good for helping understand the physical processes and environmental 
factors that affect FIB levels in beach water. However, since bacterial levels in recreational 
waters are highly variable and are commonly measured using the most probable number (MPN), 
reliable models are rarely available for determining the MPN. Therefore, a hybrid 
probabilistic/deterministic approach is developed in Chapter 5 for beach water quality 
assessment by combining a probabilistic model and a deterministic model together. It would not 
only help estimate and determine the uncertainty of advisories for recreational beach waters, but 
also enable easy interpretation of ENT level and advisories by presenting probability-based 
predictions of ENT level in beach waters.  Chapter 5 is intended to achieve the objective (4). 
Chapter 6 summarizes major findings of this dissertation.  
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 CHAPTER 2
DEVELOPMENT OF PREDICTIVE MODELS FOR DETERMINING 
ENTEROCOCCI LEVELS AT GULF COAST BEACHES
1
 
2.1. Introduction 
As described in chapter 1, many studies have proved that ENT is the most appropriate 
single indicator; US EPA also recommended that ENT be used as the primary indicator for ocean 
water bacterial monitoring in its national guidance documents for marine waters.  
The US federal BEACH (Beaches Environmental Assessment and Coastal Health) Act 
requires beach managers to monitor bacterial water quality and issue swimming advisories when 
water quality criteria are violated. The main problem with the current beach monitoring program 
is that the level of water quality indicators like enterococci (ENT) may change between the time 
of sampling and reporting of results because current analysis methods commonly require an 
incubation step of 24-48 h. This incubation step makes protective actions such as preemptive 
beach closures impossible. This time lag of 24-48 h can lead to beach advisories and closures 
that cause unwarranted loss of valuable recreation access or to permitswimming when conditions 
present an unacceptable level of risk. People swimming during the time between sample 
collection and test results may be unnecessarily exposed to microbial pollutants at peak 
contamination times. Essentially, the efficacy of current beach monitoring procedure, called 
persistence model, generally depends on steadiness of bacterial concentration in beach water 
while the steady condition rarely occurs in coastal beach waters (Kim et al., 2004; Boehm et al., 
2005; Hou et al., 2006; Heberger et al., 2008). Therefore, an alternative model is needed to meet 
the BEACH Act requirements. 
                                                 
1
 This chapter was published in the journal Water Research, reprinted with the permission of the publisher. 
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Extensive efforts have been made to develop predictive models for nowcasting and 
forecasting the level of fecal indicator bacteria in beach waters (Heberger et al., 2008; Lin et al., 
2008; Sanders et al., 2005; Kelsey et al., 2004; Kay et al., 1994). Hou et al. (2006) presented a 
Dynamic Partial Least Square Regression (DPLSR) model for predicting ENT levels at the 
Huntington State Beach (HSB) and the Huntington City Beach (HCB), California. Parameters 
involved in the DPLSR model included storm water discharge, rainfall, sea surface temperature, 
upwelling index, wind velocity, wave height and direction, visitor number, atmospheric pressure, 
solar insolation, sampling time, tide level and range, and rainfall. A total of 703 sets of ENT and 
environmental data from October 1999 through December 2000 (one swimming season) were 
used. Results showed that the DPLSR model performed better than the persistence model. Frick 
et al. (2008) proposed a multiple linear regression (MLR) model, called Virtual Beach (VB) 
model. Variables used in the VB model included air temperature, dewpoint temperature, cloud 
cover, precipitation potential, wave height, wind direction, wind speed, alongshore wind 
component, and cross-shore wind component. The adjusted coefficient of determination of the 
VB model for Escherichia coli nowcasting for a 42 day swimming period in the summer 2006 
was about 0.40. He and He (2008) introduced artificial neural network models for predicting 
fecal indicator bacterial concentrations at the Torrey Pines State Beach and the San Elijo State 
Beach in southern California. Model variables involved temperature, conductivity, pH, turbidity, 
river flow, rainfall, and time lapse after a rainstorm. A total of 184 data sets collected from 
March 15 to April 14, 2003 were used to train, validate, and test the models. Results showed that 
the linear correlation coefficients for training, validation, and testing of the models were 0.883, 
0.878, and 0.789, respectively. No independent data were used to test the ANN models. In 
addition, typical coastal water parameters (such as tide level and type) were not included in the 
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ANN models. It is generally recognized that statistical models should be based on longterm data 
(Nevers and Whitman, 2005; Francy and Darner, 2006). However, most existing beach water 
quality models were trained and tested using the same data collected in a single/short swimming 
period. Few existing models were tested against beach water quality data observed over two 
swimming seasons, making it difficult for beach monitoring programs to find a reliable 
predictive model especially for coastal beaches with unknown bacterial sources. Therefore, more 
modeling efforts are needed to improve beach monitoring programs and to implement the 
BEACH Act. 
The overall goal of this study was to enhance beach monitoring programs by finding a 
more reliable model for predicting the level of fecal indicator bacteria in coastal beach waters 
impaired frequently by unknown bacterial sources. The US Environmental Protection Agency 
(US EPA) recommended that the enterococci (ENT) be used as a bacteriological water quality 
indicator for marine waters (USEPA, 1986). Therefore, specific objectives of this study were (1) 
to develop an ANN model for nowcasting and forecasting the ENT level at the Holly Beach, 
Louisiana, USA, (2) to construct a VB model using the linear transformation and another VB 
model using the nonlinear transformation for the same purpose, and (3) to compare the three 
models against the same data series and thereby to find and recommend a more reliable model to 
meet the BEACH Act requirements under different environmental conditions. While exhibiting 
typical features of coastal beaches, the Holly Beach also has some unique characteristics. Unique 
features of the models developed in this study include: (1) they are developed using a relatively 
long time series of data observed over three swimming seasons; (2) they are further tested 
through a hindcast procedure using additional three years of independent data which are not used 
in the model development; (3) bacterial sources to the Holly Beach are unknown; and (4) annual 
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average bacterial level at the Holly Beach keeps increasing or displays a dynamic behavior. Due 
to the unique features and highly variable and dynamic bacterial levels, no existing models are 
applicable to the Holly Beach. 
2.2. Study Area and Data Collection 
2.2.1. Study area 
The Holly Beach is located in the Cameron Parish along the southwest Louisiana 
shoreline, as shown in Figure. 2.1. The Holly Beach stretches along the Gulf of Mexico from the 
Calcasieu River Outlet in the East toward the Sabine River Outlet in the West in the Calcasieu 
River Basin, Louisiana, US. There are three national wildlife refuges (NWR) close to the Holly 
Beach in the Calcasieu River Basin. The use of Holly Beach is very high during the swimming 
season from May - October, with approximately 150 people using the beach on a typical 
weekday, 1000 people on a typical weekend, and 6000 people on a typical holiday. Six water 
quality sampling sites at the Holly Beach are shown in Figure 2.1. 
A field survey was conducted in 2008 by the Louisiana BEACH Monitoring Program and 
the Louisiana Department of Environmental Quality to investigate bacterial sources to the Holly 
Beach (LDHH, 2009). Results of the survey indicates that the ENT levels in both the Calcasieu 
River and the offshore water are lower than those at the six beach sites, implying that the primary 
bacterial sources are from neither the river nor the offshore oil platforms in the Gulf of Mexico. 
The population in the Cameron Parish has decreased since 2005 due to the destruction caused by 
Hurricane Katrina to the area. However, the annual average ENT level at the Holly Beach keeps 
increasing, as shown in Figure 2.2.  It is not clear what sources cause the increasing bacterial 
level at the Holly Beach. The three wildlife refuges may be potential sources but there are no  
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Figure 2.1- Holly Beach and beach shed containing three national wildlife refuges (NWR) and 
six sampling sites (Holly 1-Holly 6) (Modified from LDHH, 2009) 
known flow connections between the beach and the wildlife refuges, making the bacterial 
sources to the Holly Beach unknown. The trend line in Figure 2.2 can best be described by the 
following regression equation: 
Ln(ENT) = 0.3113×(Year) – 620.77  (R2 = 0.8612)                                                                     (1) 
Figure 2.2 shows that beach water quality may exhibit a long-term variation trend and 
this long-term trend can only be found with at least multiple years of data. It is impossible to 
make predictions of beach water quality with a model developed using the data collected in one 
swimming season or even a shorter sampling period. The long-term variation trend in beach 
water quality models should be developed using long-term monitoring data. 
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Figure 2.2 - Variation trend in annual log-mean ENT levels at Holly Beach (Standard deviations 
of LnENT for 2005-2010 were 4.5005, 5.8327, 5.2475, 5.5667, 6.0359, and 6.9855, respectively) 
2.2.2. Gathering and processing of beach water quality data 
The data used in this chapter include ENT data and the data for 15 environmental 
variables. The ENT data for the period of May 2005-October 2010 were provided by the Beach 
Monitoring Program of Louisiana Department of Health and Hospitals (LDHH), US. Water 
samples have been collected by LDHH from the six sites at Holly Beach (Figure 2.1) on a 
weekly basis during the swimming season May 1-October 31 since 2005. Samples were analyzed 
for fecal indicator bacteria (including ENT) using US EPA standard methods. 
The environmental data include the time series of 15 independent variables including 
salinity, water temperature, wind speed type (6 categories), tide type (9 categories), tide type (3 
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categories), tide water level, weather type (sunny Y/N), wind direction (off/on shore), daily 
rainfall, rainfall one day before, rainfall two days before, rainfall three days before, rainfall in 
last 48 h, rainfall in last 72 h, and rainfall in last 96 h. It should be pointed out that the tide type 
(9 categories) is used to describe the effect of individual tide categories (extremely high-9, high 
rising-8, high-7, high falling-6, normal-5, low rising-4, low-3, low falling-2, and extremely low-
1) on bacterial transport while the tide type (3 categories: high-3, normal- 2, and low-1) 
represents the cumulative effect of the individual tide categories. The tide type (3 categories) is 
similar to the cumulative rainfall parameters (rainfall in last 48 h, rainfall in last 72 h, and 
rainfall in last 96 h) while the tide type (9 categories) is similar to the antecedent rainfall in an 
individual day such as rainfall 1 day before and rainfall 2 days before. The data for salinity, 
water temperature, wind speed, wind direction, tide, and weather were obtained from LDHH 
along with the ENT data. Rainfall data were obtained from NOAA National Weather Service 
website (http://water. weather.gov/precip/) for the Holly Beach. Tidal water level data were 
obtained from the NOAA website for Tides and Currents (http://tidesandcurrents.noaa.gov/) for 
Calcasieu Pass, LA (station ID: 8768094). The 15 variables were selected based on the results of 
our analyses of processes and variables controlling ENT variations in beach waters, including 
principal component analysis and stepwise regression analysis. 
2.3. Variables Controlling Bacterial Transport and Survival 
2.3.1. Processes and mechanisms responsible for bacterial transport and survival 
Due to the uncertainty in bacterial sources to Holly Beach, it is essential to understand all 
potential processes and mechanisms along with parameters responsible for the transport and 
survival of ENT in coastal beach waters so that important environmental variables affecting ENT 
levels can be included in the models. The variation in ENT levels in coastal beach waters may be 
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affected by various physical and biogeochemical processes (Grant and Sanders, 2010) such as 
ENT transport (advection and dispersion), growth and inactivation processes. Transport 
processes may include the processes in coastal waters due to wind/wave-induced currents and the 
washing-off processes on beach due to tides/rainfalls. Dominant transport mechanisms vary with 
location in the marine environment (Mill et al., 2006). Beach sand/sediment is a natural filter that 
traps environmental particulates, organic matter and microorganisms (Ahammed and Chaudhuri, 
1996; Hua et al., 2003; Bonilla et al., 2007; Halliday and Gast, 2011). The large surface area of 
beach on the shore provides microbes with the unique microhabitat within the cracks and 
crevices and a variety of potentially suitable environments for growth and enhanced survival 
(USEPA, 1999). Beach sand accumulates microorganisms from humans and animals (including 
bird droppings) when it naturally filters water washing ashore by waves or from the land after 
rain events (Papadakis et al., 1997; Elmir et al., 2007). 
The ENT can persist and potentially multiply in tropical soil and sand as well (Carrillo et 
al., 1985; Davies et al., 1995; Byappanahalli and Fujioka, 1998; Solo-Gabriele et al., 2000; Craig 
et al., 2004; Anderson et al., 2005). Therefore, beach sand acts as an important reservoir for 
microbial contaminants (USEPA, 1999). When there is a rain and/or tide event, the ENT will be 
washed off from the beach sand into the beach water. Rainfall can also cause overflow of sewage 
from septic tanks or soak away pits which are the best accommodation for fecal indicator 
bacteria (Chambers et al., 2008). ENT levels in beach water also vary due to the mixing across 
the width and depth of the surf zone driven by wave-induced turbulence, parallel transport to the 
shore by wave-driven long shore currents, and dilution by rip cell exchange of ocean water 
between the surf zone and offshore (Boehm et al., 2005). Onshore wind may also prevent ENT 
from dispersing from the beach while offshore wind forces this dispersion. In addition, strong 
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wind may produce a high tide. Onshore wind may bring the effluent from a nearby submarine 
outfall to the beach, implying that tide type, tide level, wind speed, and wind direction are 
important factors for the wash-off process of bacteria. 
Strong tides and winds (An et al., 2002; Obiri-Danso and Jones, 2000) as well as 
rainfall/storm events may also cause change in ENT levels in beach waters through bottom 
sediment re-suspension (Davies et al., 1995; Crabill et al., 1999; An et al., 2002). The ENT can 
attach to fine particles and flocs and settle-out of the water column to form a semi-permanent 
store on seabed. Bottom sediment particles may also coat and protect the ENT cells (Roper and 
Marshall, 1978). Thus, ENT can often accumulate in bottom sediment (Crabill et al., 1999; 
Irvine and Pettibone, 1993; Fries et al., 2006). The bottom sediment re-suspension can release 
the ENT attached to sediment particles. 
ENT growth is controlled by many factors such as water temperature, salinity, and 
nutrients. ENT activities increase with water temperature, and there is a positive correlation 
between the ENT level and water temperature at coastal beaches. Low salinity favors ENT 
growth. The salinity of coastal waters usually varies around 33 ppt, and it may drop to below 10 
ppt after a heavy rainfall due to freshwater input. Therefore, the low salinity in coastal waters is 
commonly an indication of the freshwater discharge carrying high levels of bacteria and nutrients 
and thereby enhances population growth and/or survival of ENT in beach waters (Evanson and 
Ambrose, 2006). 
ENT inactivation happens when ENT experience mutation, lysis, dwarfing, or oxidative-
damage due to environmental stress (Nystro m¨, 2004). Temperature, salinity, solar radiation, and 
lack of nutrients can cause the environmental stress and thus contribute to inactivation of ENT in 
natural waters (Noble et al., 2004; Hanes and Fragala, 1967; Boehm et al., 2002). Previous 
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studies showed that solar radiation has significant effect on ENT inactivation (Burkhardt et al., 
2000; Davies and Evison, 1991; Davies-Colley et al., 1994, 1997, 1999; Dura n´ et al., 2002; 
Evison, 1988; Fujioka et al., 1981; Gameson and Gould, 1975; McGuigan et al., 1998; 
Pommepuy et al., 1992; Sinton et al., 1999, 2002). However, the solar radiation parameter was 
not explicitly included in our models because all ENT data used in this study were based on the 
samples taken in the early morning by 9:00AM. 
2.3.2. Statistical analyses 
An important step involved in the development of the predictive models is the selection 
of explanatory variables for the ENT level based on the variables involved in the processes and 
mechanisms responsible for the transport and survival of ENT in coastal beach waters. To that 
end, a principal component analysis and a stepwise regression analysis were conducted to 
identify the environmental parameters controlling the ENT transport and survival processes. The 
statistical analyses were performed using the SAS system. Results of the statistical analyses 
show that the natural log-transformed ENT (LnENT) is significantly correlated with the 15 
parameters listed in Section 2.2. Based on results of Principle Component Analysis, it was 
noticed that most of the 15 parameters are uncorrelated except tide type (9 categories) and tide 
type (3 categories) as they use the same raw data. The seven rainfall parameters are also 
correlated to each other with a correlation coefficient greater than 0.5. In fact, among the 15 
variables seven are derived from various combinations of antecedent rainfalls and three are 
related to the tide. Therefore, the rainfall is by far the most important physical driver of ENT 
concentrations at Holly Beach, followed by the tide. 
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2.4.  Development of Predictive Models 
2.4.1. Artificial neural network (ANN) model 
The artificial neural network (ANN) analysis has been found to be able to describe 
nonlinear relationships between independent and dependent variables and provide a much higher 
accuracy than multiple linear regression analysis (Keiner and Yah, 1998). The role of ANN 
model is to develop a response by assigning weights in such a way that it represents the true 
relationship that really exists between model inputs and output (Zakiuddin and Modak, 2010). 
Therefore, a feed forward ANN model with the back propagation training algorithm was 
presented for prediction of ENT level in beach waters. The ANN model architecture consists of 
one input layer, five hidden layers consisting of 20 hidden neurons, and one output layer, as 
shown in Figure 2.3. The model output is predicted ENT levels (Ln(ENT)) in the beach water. 
The input layer requires values for the 15 explanatory variables. The MATLAB Neural Network 
Toolbox (V. 7) was used for training, validation, and testing of the ANN model. 
A total of 514 data sets (each data set consists of the data for enterococci levels and for 
the 15 model input parameters measured on a specific day) collected in 2007, 2008, and 2009 
were employed as the input data and split into three data groups for training (Group-1: 60% or 
308 308 data sets), validation (Group-2: 20% or 103 data sets), and testing (Group-3: 20% or 103 
data sets).  
 
Figure 2.3 - ANN model architecture 
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The MATLAB Program randomly selects the data sets from the 514 data sets for each 
group based on the percentage predefined by the modeler, and then trains, validates, and tests the 
ANN model. The training, validation, and testing results are displayed in terms of linear 
correlation coefficient (LCC) and mean squared error (MSE), as shown in Table 2-1. 
Table 2-1 ANN model performance for training, validation and testing data 
 Samples number MSE LCC 
Training 308 0.321 0.921 
Validation 103 0.401 0.908 
Testing 103 0.500 0.902 
 
The ANN model may be trained numerous times until the overall performance of the 
model is satisfactory. It should be pointed out that the model with the highest LCC values or the 
lowest MSE values is not necessarily the best model when it is employed to nowcast or forecast 
ENT levels using new independent data. In this study, the model with the highest LCC values or 
the lowest MSE values is shown in Table 2-1. However, we finally selected another model, 
called model 0.893, with the linear correlation coefficient of 0.893 (LCC value for training), 
0.811 (LCC value for validation), and 0.866 (LCC value for testing) as this model with lower 
LCC values actually performs better than the model with the highest LCC values when they are 
applied to additional data collected in 2005, 2006, and 2010. Figure 2.4 shows the performance 
of the finally selected ANN model for the 2007 – 2009 data sets. The figure indicates that the 
Ln(ENT) levels predicted with the model 0.893 are very close to observed ones with a RMSE 
value of 0.336. The finally selected ANN model was then saved as a MATLAB project and can 
be used as a predictive tool for nowcasting and forecasting ENT levels in beach waters using the 
sim function in the MATLAB. 
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Figure 2.4 -  Comparison between the Ln(ENT) levels predicted using the trained ANN model 
with R= 0.893 and observed in swimming seasons 2007-2009 (1-197 are data from 2007 
swimming season; 198-354 from 2008; and 355-514 from 2009) 
2.4.2. Virtual Beach (VB) models 
Virtual Beach (VB) is a free and open-source software package developed by US EPA to 
assist beach managers in constructing site-specific Multiple Linear Regression (MLR) models 
for the prediction of levels of fecal indicator bacteria at recreational beaches 
(http://www.epa.gov/ceampubl/swater/vb2/). An advantage of the VB program is that it enables 
automated selection of model input variables from a wide array of explanatory variables. In this 
study, the 15 input variables used in the development of ANN model were provided for the VB 
program. The VB program includes exhaustive and genetic algorithm (GA) search routines for 
finding the ‘best’ models from a large array of possible choices (various combinations of the 15 
25 
 
input variables through MLR equations). In fact, the VB program only selected 5 – 7 variables 
from the 15 input variables for both the linear and the nonlinear transformation options. 
2.4.2.1. Linear transformation-based VB model 
For the linear transformation option, the VB program found 8 ‘best’ models with 
comparable RMSEs varying in the range from 1.3022 – 1.3026. The linear VB model (Model 1) 
with the lowest RMSE (1.3022) and the highest LCC (0.230) is written as: 
 Ln(ENT) = 4.2615 – 0.032254[SAL] + 0.13297[WSTy] + 0.082758[WDTyOnShore] + 
0.39407[RFlag3] – 0.53395[RF48] + 0.18879[OWL]                               (2) 
where Ln(ENT) = natural log transformed enterococci level, SAL = salinity, WSTy = wind 
speed type (6 categories), WDTyOnShore = wind direction (off/on shore), RFlag3 = rainfall 3 
days before, RF48 = Rainfall in last 48 hours, and TWL = tidal water Level. While Models 2 – 8 
may involves different variables, their performances are similar to that of Model 1, as shown in 
Figure 2.5.  
2.4.2.2. Nonlinear transformation-based VB model 
The nonlinear transformation option in the VB program is intended to describe nonlinear 
relationships between dependent and independent variables and is often accomplished through 
the use of square, square root, inverse, log10, natural log, and polynomial transformations. In 
order to develop a nonlinear VB model for the Holly Beach, all nonlinear transformations 
available in the VB program were tried for the same data sets used in the development of the 
ANN model. The best nonlinear VB model with the lowest RMSE (1.205) and the highest LCC 
(0.337) is of the following form:  
Ln(ENT) = -7.4999-0.02921×[SAL]+0.099795×[WSTy]+0.81877×[POLY[TdHNLOrd]] + 
1.0582× [POLY[RF]] + 1.0870× [POLY[RFlag3]]                               (3) 
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where POLY = polynomial transformation, TdHNLOrd = tide type (3 categories), and RF = 
daily rainfall. 
 Both the RMSE (1.205) and the LCC (0.337) values for the nonlinear VB model show a 
smaller error than the corresponding values for the linear VB model with RMSE = 1.3022 and 
LCC = 0.230, indicating the improvement in the performance of the nonlinear VB model over 
the linear VB model. Figure 2.5 shows a comparison between the Ln(ENT) levels predicted 
using Eqs. (2) and (3) and observed in swimming seasons 2007, 2008 and 2009.  
While the nonlinear VB model indeed shows a quantitative improvement over the linear 
VB model in terms of RMSE and LCC, it is very hard to see the difference between the two VB 
models visually in Figure 2.5. However, it is clear from Figure 2.5 that both VB models under-
predict the observed variability of ENT concentrations. 
 
Figure 2.5 - Comparison between the Ln(ENT) levels predicted using the best linear and 
nonlinear VB models and observed in swimming seasons 2007-2009 (1-197 are data from 2007 
swimming season; 198-354 from 2008; and 355-514 from 2009) 
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2.5. Results 
In order to assess the nowcasting and forecasting performance of the ANN and VB 
models developed using the data from 2007 – 2009, the models were utilized to hindcast ENT 
levels in 2005, 2006, and 2010. The Ln(ENT) levels predicted with the three models are 
compared against the observed one in Figure 2.6. The model predicted Ln(ENT) values were 
multiplied by the annual factor 1.00 for 2005, 1.09 for 2006, and 1.46 for 2010 to take into 
account. The annual factors were determined by dividing the annual averaged Ln(ENT) values 
(for 2005, 2006, and 2010) calculated from Eq. (1) with that of 2005. As shown in Figure 2.6, 
The ENT levels predicted by the ANN model fit the observed ones reasonably well, as compared 
to the performance of the linear and nonlinear VB models. Table 2-2 lists statistical measures 
including mean, standard deviation (SD), and skewness of the Ln(ENT) values for the observed 
data (2005, 2006, and 2010)  and predicted values from the ANN and VB models. Table 2-2 
clearly shows that the ANN model produces the smallest errors among the three models in terms 
of the two most important statistical measures (mean and standard deviation).  
In order to further understand the performance of the ANN model for individual beaches, 
Figure 2.7 shows a comparison between the Ln(ENT) values observed in 2005, 2006, and 2010 
at the six sampling sites along Holly Beach and predicted by the ANN model. Figure 2.7 also 
shows that the ANN model is capable of capturing both the seasonal and the annual variation 
trends in the ENT level. 
2.6. Conclusions 
The chapter presents three predictive models, an ANN model and two VB models, for 
nowcasting and forecasting enterococci levels at coastal beaches. The models were tested using a 
total of 944 sets of environmental and bacteriological data collected over 6 swimming seasons. 
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Figure 2.6 - Comparison between adjusted Ln(ENT) levels from ANN and VB models against 
observed Ln(ENT) level for swimming seasons 2005, 2006 and 2010 (1-157 are data from 2005 
swimming season; 158-256 from 2006; and 257-430 from 2010). 
 
Table 2-2 Comparison between ANN and VB models against statistical measures 
Model 
 
Statistical parameters 
Mean 
% error of 
mean 
Standard 
deviation 
% error of 
SD 
Skewness 
% error of 
skewness 
Observed data 4.256 0 1.729 0 0.374 0 
ANN model 4.600 -8.083 1.796 -3.892 0.010 97.269 
Linear VB 
model 
4.826 -13.379 1.221 29.372 0.100 73.222 
Non-linear 
VB model 
5.534 -30.016 1.132 34.508 0.319 14.786 
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Findings from the development and applications of the models can be summarized as 
follows: 
(1) The ANN model with 15 input parameters has an average linear correlation 
coefficient (LCC) of 0.857 and a Root Mean Square Error (RMSE) of 0.336 for a total of 514 
sets of data used in model training, validation, and testing. The best linear VB model with 6 input 
variables has an LCC of 0.230 and an RMSE of 1.302 while the best nonlinear VB model with 5 
input variables has an LLC of 0.337 and an RMSE of 1.205 for the same data sets used in the 
ANN model. 
(2) The ANN model is capable of predicting enterococci levels at the Holly Beach sites over 
additional three years (2005, 2006, and 2010) with an LCC of 0.320 and an RMSE of 0.803. The 
nonlinear VB model has the highest LCC value (0.521) among the three models but it also 
produces the highest errors in the mean and the standard deviation of predicted ENT 
concentrations for 2005, 2006, and 2010. The ANN model is able to capture both seasonal and 
annual variation trends in enterococci levels but it requires more input data as compared to the 
VB models. While the VB models only require 5-7 input variables, their predictive performance 
is not so good due to the less variability in predicted ENT levels as compared to the high 
variability in observed ENT levels in coastal beach waters. 
(3) The predictive models (especially ANN model) in combination with readily available 
real time environmental and weather forecast data can be utilized to nowcast and forecast beach 
water quality, greatly reducing the potential risk of contaminated beach waters to human health 
and providing an efficient and effective tool for beach management and use. 
(4) While the ANN and VB models were specifically developed for the Holly Beach, 
Louisiana, the methods used in this chapter are generally applicable to other coastal beaches. 
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Figure 2.7 - Comparison between simulated and observed ENT levels at six sites along Holly 
Beach for swimming seasons 2005, 2006 and 2010 (Holly 1: 1~24 are data from 2005, 25~38 
from 2006, 39~66 from 2010; Holly 2: 1~25 are data from 2005, 26~41 from 2006, 42~69 from 
2010; Holly 3: 1~22 are data from 2005, 23~44 from 2006, 45~72 from 2010; Holly 4: 1~26 are 
data from 2005, 27~43 from 2006, 44~72 from 2010; Holly 5: 1~29 are data from 2005, 30~48 
from 2006, 49~76 from 2010; Holly 6: 1~27 are data from 2005, 28~42 from 2006, 43~75 from 
2010) 
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       Figure 2.7 continued 
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 CHAPTER 3
MODELING FECAL COLIFORM BACTERIA LEVELS AT GULF COAST 
BEACHES 
3.1. Introduction 
Under the US Beaches Environmental Assessment and Coastal Health (BEACH) Act of 
2000, beach monitoring programs have been established in US coastal and Great Lakes states, 
territories, and eligible tribes for monitoring beach water quality and notifying the public of 
water quality conditions. Similar regulations, such as the Bathing Water Directive of European 
Commission of Environment and the Australian Guidelines for Managing Risks in Recreational 
Water, are also implemented in many other countries. The current beach monitoring programs 
commonly require a laboratory incubation step of 24 – 48 hours (Moore et al. 2004) between the 
sampling and issuing a swimming advisory. Considering the significant spatial and temporal 
variability in fecal coliform bacteria in the nearshore (Kim et al. 2004; López et al. 2013; Reeves 
et al. 2004), the incubation step presents not only a challenge to beach managers, but also a 
potential health risk to beachgoers who are exposed to microbial pollutants during the time 
between sample collection and test results (Chigbu et al. 2005; Clark et al. 2007; Kurissery et al. 
2012).  
In order to address the problem in current beach monitoring programs and to implement 
the BEACH ACT or other regulations in a more effective and efficient way, increasing efforts 
have been made to develop predictive models for assessing fecal pollution of beach waters 
(Chigbu et al. 2005; López et al. 2013; Pandey et al. 2012). Grant and Sanders (2010) proposed a 
conceptual and mathematical framework, called the “beach boundary layer model”, for 
understanding and quantifying the relative impact of beach-side and bay-side sources of fecal 
pollution on nearshore water quality. The beach boundary layer model provides a fundamental 
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basis for the selection of model parameters and the construction of site-specific models. Lin et al. 
(2008) proposed an integrated hydrodynamic and Artificial Neural Network (ANN) modeling 
approach to predicting fecal coliform levels in estuarine receiving waters. The multiple linear 
regression (MLR) method has also been widely used in modeling and prediction of beach 
bacteria concentrations (Ge and Frick 2007). Based on the MLR method and least-squares 
fitting, Frick et al. (2008) proposed a powerful modeling tool, called Virtual Beach (VB). A 
number of site-specific beach water quality models have been built using the VB program in the 
US, such as VB-based models for Great Lakes beaches, and marine beaches  
(http://www.epa.gov/ceampubl/swater/vb2/).   
Process-based models are commonly developed based on physical and biological 
processes that affect the fate and transport of fecal coliform bacteria (Boehm et al. 2005; Ge et 
al. 2012; Kashefipour et al. 2002; López et al. 2013; Thupaki et al. 2010; Zhu et al. 2011). Most 
physical processes, such as advection, dispersion, and sediment transport, have been well studied 
and modeled. However, biological processes controlling the growth and decay of fecal coliform 
bacteria in coastal beach waters remain poorly understood or even unknown. In fact, about half 
of all beach advisories in the US are caused by unknown sources of contamination (Zhang et al. 
2012; http://water.epa.gov/type/oceb/beaches/sanitarysurvey_index.cfm). Due to unknown 
sources, it is challenging to predict beach water quality with a process-based model alone. This 
may explain why existing process-based models are generally tested with relatively short time 
series data, ranging from a few days to a couple of months (Boehm et al. 2005; Ge et al. 2012; 
Kashefipour et al. 2002). One way to incorporate unknown processes into models and thereby to 
predict fecal coliform levels more accurately is to use ANN models.  Zhang et al. (2012) found 
39 
 
that ANN models are capable of taking into account unknown processes by model training and 
predicting beach water quality with relatively high performance. 
Beach management decisions are generally made based on levels of both enterococci and 
fecal coliform (FC) bacteria in beach waters and this is particularly true for the Louisiana Beach 
Monitoring Program, Louisiana, USA (http://dhh.louisiana.gov/index.cfm/page/291). Therefore, 
FC bacteria are also monitored regularly for beach waters (Noble and Fuhrman 2001; US EPA 
2000). Zhang et al. (2012) proposed an effective predictive model for nowcasting and forecasting 
enterococci levels in beach waters. This study focuses on modeling and predicting FC levels in 
beach waters.   
The overall goal of this study is to provide an effective and efficient tool for the 
implementation of beach monitoring programs and thereby to help minimize the health risk of 
FC contamination to beachgoers. The goal is achieved by developing and comparing two 
different predictive models and then selecting a more reliable model for predicting the level of 
FC bacteria in coastal beach waters. To that end, specific objectives of this study are (1) to 
develop an ANN model for nowcasting and forecasting the FC bacteria level at the Holly Beach, 
Louisiana, USA, (2) to construct a MLR model using the Virtual Beach (VB) program for the 
same purpose, and (3) to compare the models against the same data series and thereby to find and 
recommend a more reliable model for better managing and using coastal beaches.    
3.2. Study Area and Data Collection 
3.2.1. Study area 
The Holly Beach is on the Louisiana Gulf Coast, located to the east of the Sabine River 
and the west of the Calcasieu River within Cameron Parish, Louisiana, USA, as shown in Figure 
3.1.  Public use of Holly Beach is high during the swimming season from May - October. Six 
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water quality sampling sites (Holly 1-Holly 6) are established along the Holly Beach and shown 
in Figure 3.1. The latitude of the six sites varies in the range from 29.7689 to 29.7697 and the 
longitude from -93.4642 to -93.4375. Four national wildlife refuges are located in the Holly 
Beach drainage basin and two of them are shown in Figure 3.1. The Holly Beach is parallel to 
Highway 82 that is connected to Highway 27 passing through the Calcasieu River watershed (the 
drainage basin of Holly Beach). A drainage channel connecting flows in the watershed is 
constructed along Highways 27 and 82. Bacterial counts found at the six beach sites are 
generally higher than those detected in the two rivers and offshore water, negating the hypothesis 
that sources of fecal coliform bacteria are the rivers or offshore oil platforms in the Gulf of 
Mexico. A field survey conducted through this study found a few culvert outfalls under Highway 
82. The outfalls connect bacteria-laden flow in the drainage channel to the Holly Beach. In 
general, the bacteria source of Holly Beach is unknown, the wildlife refuges and the drainage 
channel could be the potential bacteria sources. 
3.2.2. Data collection 
The Beach Monitoring Program of Louisiana Department of Health and Hospitals 
(LDHH) has been collecting environmental and bacteriological data at the six sampling sites of 
Holly Beach (Figure 3.1) every Monday morning (by 9:00AM) during the swimming season 
from May 1 to October 31 since 2005. Samples are analyzed for enterococci bacteria and FC 
bacteria using US EPA standard methods.  FC bacteria data applied in the study were collected 
in the period of 2005 to 2010. 
Original data used in the development and testing of the ANN and MLR models are time 
series data for 6 independent environmental variables, including salinity, water temperature, 
wind, weather type, rainfall, and tide. To provide data for model input variables that are selected  
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Figure 3.1 - Map of Holly beach showing six sampling sites and two national wildlife refuges 
(NWR) 
according to results from a principal component analysis and a stepwise regression analysis, the 
rainfall data are reorganized to form 6 combinations of antecedent rainfalls. Likewise, the tide 
type data are also reclassified into 2 subsets. As a results of the data reorganization, a total of 14 
environmental parameters along with their data are produced, which include salinity, water 
temperature, wind speed type (6 categories), wind direction (off/on shore), tide type (9 
categories), tide type (3 categories), tide water level, weather type (sunny Y/N), rainfall one day 
before, rainfall two days before, rainfall three days before, rainfall in last 48 hours, rainfall in last 
72 hours, and rainfall in last 96 hours. The tide type (9 categories) represents the effect of 
individual tide categories (extremely high-9, high rising-8, high-7, high falling-6, normal-5, low 
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rising-4, low-3, low falling-2, and extremely low-1) on bacterial transport while the tide type (3 
categories: high-3, normal-2, and low-1) represents the cumulative effect of the individual tide 
categories. The environmental data for salinity, water temperature, wind speed, wind direction, 
tide and weather are obtained from LDHH Beach Monitoring Program along with the 
bacteriological data. All rainfall data are downloaded from NOAA National Weather Service 
website (http://water.weather.gov/precip/). Tidal water level data are gathered from the NOAA 
website for Tides and Currents (http://tidesandcurrents.noaa.gov/) for Calcasieu Pass, LA 
(station ID: 8768094).  
3.3. Environmental Factors and Processes Affecting FC Bacteria in Beach Waters 
FC bacteria in beach waters may be controlled by various biological and physical factors 
and processes. The advection process due to point source discharges of bacteria-laden water from 
rivers, streams, and outfalls may transport bacteria produced in the beach-shed to beach water. 
However, point source discharges are commonly regulated by issuing discharge permits under 
the US Clean Water Act. Point source discharges may reduce the salinity of beach water due to 
the freshwater input. Therefore, salinity is an important water quality parameter that represents 
the effect of the advection process due to point source discharges. Wash-off of beach 
sand/sediment is another important physical process affecting bacterial counts in beach waters. 
Beach sand/sediment has been found to be a major nonpoint source of fecal indicator bacteria to 
beach waters (Ahammed and Chaudhuri 1996; Anderson et al. 2005; Chenier et al. 2012; Elmir 
et al. 2007; Fries et al. 2006; Ge et al. 2012; Haller et al. 2009; Halliday et al. 2011; Hua et al. 
2003; Crabill et al. 1999; USEPA 1999; Papadakis et al. 1997). Bacteria can persist and 
potentially multiply in nutrient-enriched beach sediment under favorable environmental 
conditions like high temperature (Anderson et al. 2005; Carrillo et al. 1985; Craig et al. 2004; 
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Solo-Gabriele et al. 2000). The bacteria in beach sand/sediment are transported into beach waters 
through the wash-off process that may be caused by rainfall runoff, high tides, and wind-induced 
waves (Chambers et al. 2008; Chenier et al. 2012; Evanson and Ambrose 2006; Roper and 
Marshall 1977). Therefore, temperature, rainfall, tide, and wind are also important factors 
controlling beach water quality.  
Bacterial levels in beach water may also be affected by inactivation of FC (Burkhardt et 
al. 2000; Chenier et al. 2012; Davies and Evison 1991; Davies-Colley et al. 1994; Davies-Colley 
et al. 1999; Durán et al. 2002; Evison 1988; Fujioka et al. 1981; Gameson and Gould 1975; 
McGuigan et al. 1998; Pommepuy et al. 1992; Sinton et al. 1999; Sinton et al. 2002) and 
sediment resuspension. Strong tides and winds (An et al. 2002; Obiri-Danso and Jones 2000) can 
cause the resuspension of bottom sediment and subsequent release of the bacteria, accumulated 
in fine bottom sediment, to beach waters (Crabill et al. 1999; Davies et al. 1995; Haller et al. 
2009). Therefore, tide and wind are responsible for bacterial release from bottom sediment. 
Onshore wind may bring the effluent that contains FC bacteria from a nearby submarine outfall 
to the beach. Onshore wind also prevents FC pollutants from dispersing from the beach, while 
offshore wind enforces the dispersion. Besides, when the tide level is high, the swimming zone is 
moved onshore, washing off greater beach area containing bacteria and thus increasing the FC 
level in beach water. FC inactivation refers to FC senescence and death and it happens when FC 
experience mutation, lysis, dwarfing, or oxidative-damage due to environmental stress (Nyström 
2004). Temperature, salinity, and lack of nutrients can create the environmental stress and thus 
contribute to inactivation of FC in natural waters (Boehm et al. 2002; Hanes and Fragala 1967; 
Noble et al. 2004). Solar radiation may vary with cloud cover and time. All beach water samples 
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used in this study were collected in the early morning before 9:00AM. Therefore, we only 
consider weather type (sunny Y/N) as the factor affecting solar inactivation of bacteria.   
To further confirm the environmental parameters, a principal component analysis and a 
stepwise regression analysis were performed. Results of the statistical analyses indicated that the 
natural log-transformed FC (LnFC) is significantly correlated with the 14 environmental 
parameters listed in the previous section. The data for the 14 parameters are thus utilized for the 
development of mathematical models. 
3.4. Mathematical Models for Predicting FC Bacteria Levels in Beach Waters 
In order to present a reliable model, two types of predictive models, including ANN 
model and MLR model, are presented for nowcasting and forecasting FC bacteria levels at the 
Holly Beach. 
3.4.1. ANN model development 
The artificial neural network (ANN) in MATLAB Toolbox was utilized for the 
development of the ANN model. A total of 520 datasets collected in 2007, 2008, and 2009 for 
the 14 environmental parameters were employed as input data for the ANN model. The datasets 
were divided into three subsets for training (Subset-1: 60% or 312 datasets), validation (Subset-2: 
20% or 104 datasets), and testing (Subset-3: 20% or 104 datasets). The output of the ANN model 
is the log-transformed concentration of FC bacteria (Ln(FC)). The ANN Program randomly 
selects the datasets from the 520 datasets for each subset according to the modeler-defined 
percentages, and then trains, validates, and tests the ANN model. Due to the random selection 
and combination of datasets, a large number of dataset combinations and thus ANN models may 
be constructed. The training, validation, and testing results for each model are displayed in terms 
of linear correlation coefficient (LCC) and mean squared error (MSE), as shown in Table 3-1. It 
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should be pointed out that the best model with the highest correlation coefficient or the lowest 
error, constructed during the model development, is not necessarily the best model for additional, 
independent data which are not used in the model development. 
The finally selected ANN model is the one with R = LCC = 0.826 for training, R = LCC 
= 0.634 for validation, and R = LCC = 0.681 for testing, as shown in Table 3-1. The selected 
model is called “Model R = 0.826”. Figure 3.2 shows the performance of model R = 0.826 for 
the 520 datasets collected in 2007, 2008, and 2009 and used in the model development. Figure 
3.2 indicates that the FC levels predicted by the ANN model follow the overall variation trend in 
the observed ones. 
Table 3-1 Performance of ANN model R = 0.826 during development (training, validating, and 
testing) 
 Samples number MSE LCC 
Training 312 0.451 0.826 
Validation 104 0.118 0.634 
Testing 104 0.779 0.681 
 
3.4.2. MLR model development 
The US EPA Virtual Beach (VB) program (http://www.epa.gov/ceampubl/swater/vb2/) 
was employed to develop the MLR model for the comparison with the ANN model in terms of 
the prediction of FC levels at Holly Beach. The VB Program includes exhaustive and genetic 
algorithm (GA) search routines for finding the “best” models from a large array of possible 
combinations of input variables. Among all the MLR models generated by the VB program, the 
linear model with the highest linear correlation coefficient (LCC) can be written as follows:  
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Figure 3.2 - Comparison between the FC levels predicted with the ANN model and observed in 
swimming seasons of 2007-2009 
Ln(FC) = 0.7182 - 0.0294×[Salinity] + 0.0173×[Water Temperature] + 0.0898×[Tide type(9 
categories)] -0.3006×[Weather type] + 0.8903×[Rainfall 1 day before] - 0.5421×[Rainfall in last 
48 hours] + 0.1213×[Rainfall in last 96 hours]                                                                             (1) 
where Ln(FC) = natural log transformed FC level. 
The correlation coefficient LCC for this model is 0.324. Figure 3.3 shows the difference 
between observed and predicted FC levels for the model development period of 2007 - 2009. It 
can be seen from Figure 3.3 that the MLR model underpredicts the variability in the observed FC 
concentrations. The value of Ln(FC) predicted with the MLR model varies from about 1 to 3 
while the observed data scattered from 0.588 up to 6.292, far surpassing the range of the MLR 
model predictions.  
47 
 
3.5. Results and Discussion 
In order to further examine and compare performances of the ANN model and the MLR 
model in reproducing independent FC data which were not used in the model development, the 
two models were run for the three swimming seasons in 2005, 2006, and 2010.  
The log-transformed FC levels, predicted with the ANN model and the MLR model, are 
plotted in Figure 3.4 against the independent data which were not used in the model 
development. The LCC values of the ANN model and the MLR model are 0.437 and 0.120, 
respectively, for the independent data, indicating that the ANN model performs much better than 
the MLR model.  
 
Figure 3.3 - Comparison between FC levels predicted with the MLR model and observed in 
swimming seasons of 2007-2009 
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The new results are consistent with those from the model development shown in Figure 
3.2, 3.3 and 3.4 also indicates that the ANN model is capable of capturing the overall variation 
trend in the observed data and particularly the extremes around the sampling event number 180, 
demonstrating the efficacy of the ANN model.  
To further compare the performance of the ANN model and the MLR model against the 
observed data, Table 3-2 lists statistical measures, including mean, standard deviation (SD), and 
skewness, for the model predicted and observed Ln(FC) values. Table 3-2 illustrates that all the 
three statistical measures of the ANN model predictions are closer to the corresponding values of 
the observed data than those of the MLR model. 
 
Figure 3.4 -  Comparison between the FC levels predicted with the ANN model and the  MLR 
model against the independent data observed in swimming seasons 2005, 2006, and 2010 
(samples 1~157 are data from 2005 swimming season; 158~256 from 2006; and 257~430 from 
2010) 
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While the mean values for the data, ANN model, and MLR model are very close, the 
standard deviation of the MLR model predictions is much smaller than those of the data and the 
ANN model predictions, indicating the much less variability in the MLR model predictions, as 
confirmed in Figure 3.3. The ANN model performs consistently better than the MLR model. To 
better understand the errors involved in the predictions of the ANN model and the MLR model, 
Figure 3.5 shows the Probability Density Functions (PDF) for the ANN model errors (Figure 
3.5a) and the MLR model errors (Figure 3.5b), where the errors are the differences between 
ANN or MLR model simulated Ln(FC) levels and observed Ln(FC) levels (errors = simulated 
Ln(FC) level – observed Ln(FC) level).  
Table 3-2 Statistical measures for ANN model, MLR model, and data observed in 2005, 2006, 
and 2010 
Model/Data Statistical Measures 
 
Mean 
% error 
of mean 
Standard 
deviation 
% error 
of SD 
Skewness 
% error of 
skewness 
Observed data 1.829 0 1.470 0 1.341 0 
ANN model 1.848 -1.024 1.688 -14.775 3.380 -152.094 
MLR model 1.852 -1.258 0.398 72.949 -0.895 166.741 
 
The errors are annualized using the Easyfit software. A total of 23 different distribution 
(PDFs) were tried to fit ANN model errors, including Cauchy distribution, Laplace distribution, 
Error distribution, Student’s t distribution, Hypersecant distribution, Logistic distribution, 
Normal distribution, and so on. Among all these PDFs, the errors of ANN model best fits the 
Cauchy distribution with a mean µ = 0.04477 and a standard deviation σ = 0.81454.  The Cauchy 
PDF for the ANN model errors (X) can be expressed as:     
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                              (a)                                                                          (b) 
Figure 3.5 -  Probability density functions for errors of ANN model (a) and MLR model (b) 
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To find the best fitting PDF for MLR model errors, 36 different PDFs were tested, 
including Johnson SB distribution, General Extreme Value distribution, Dagum (4P) distribution, 
Beta distribution, Pert distribution, Power Function distribution, and so on. Among all these 
distributions, it was found that the errors of MLR model best fit the Johnson SB distribution with 
shape parameters γ = -2.4608 and δ = 1.1354, scale parameter λ = 15.064, and location parameter 
ξ = -13.085. The Johnson SB PDF for the MLR model errors can be written as:                     
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where  )(  xz .  
It can be seen from Figure 3.5 that the errors from the ANN model concentrate around 
the mean of 0.04477 that is very close to zero, implying that the ANN model errors are roughly 
symmetric around zero possibly due to errors in field sampling and/or laboratory analysis. The 
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MLR model errors, however, are highly skewed, indicating potential errors in the model 
structure due to the nonlinear nature of the variation in FC levels in response to dynamic 
environmental conditions. While the performance of MLR model is not so good as compared 
with the ANN model, the MLR model requires one less independent variable and thus data. 
Consequently, the ANN model is recommended if the required data are available. Otherwise, the 
MLR model may be utilized as an alternative tool.  
The performance of the ANN model R=0.826 can be further confirmed by a comparison 
with other models. He and He (2008) introduced artificial neural network models for predicting 
fecal indicator bacterial concentrations in southern California. A total of 184 data sets, collected 
from March 15 to April 14, 2003, were used to train, validate, and test the models. While LCC 
values for training (0.883), validation (0.878), and testing (0.789) of the models were high, no 
independent data were used to test the ANN models. In addition, typical coastal water parameters, 
such as tide level and type, were not included in the ANN models. A similar problem was 
involved in the process-based model developed by Lin et al. (2008). The process-based model 
was calibrated and tested with the data collected in only 50 hours from the bathing water of the 
Ribble Estuary, UK. While the process-based model performed well for the calibration data, no 
independent data could confirm the performance. In short, most existing process-based models 
are incomplete in terms of the processes due to our limited understanding of the diverse 
processes responsible for the transport and fate of FC in beach waters. This may partially explain 
why existing process-based models were rarely tested with independent data. The ANN model 
R=0.826 developed in this chapter provides new insights into potential environmental processes 
responsible for the variation in levels of FC in coastal beach waters in terms of the inclusion of 
cumulative effects of rainfall (RFlag2, RFlag3, RF48, RF72, RF96) and tide (TdHNLOrd, 
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TdTyOrd). More efforts are needed to express the cumulative effects into mathematical 
descriptions of additional processes, such as wash-off process of up to four-day antecedent 
rainfalls, influencing FIB dynamics in beach waters.  
3.6. Conclusions  
Predictive models are presented for nowcasting and forecasting FC levels at Holly Beach 
using 6 swimming seasons of environmental and bacteriological data and two software 
programs: the artificial neural network (ANN) in MATLAB Toolbox and the US EPA Virtual 
Beach (VB) Program. Based on the model test results, the following conclusions can be drawn:  
(1) Predictive models should be tested with independent data which are not used in model 
development.  
(2) The ANN model with 14 (6 independent) input variables performs consistently better 
than the MLR model in terms of linear correlation coefficient, mean, standard deviation, and 
skewness of predicted FC levels. The errors in the ANN model follow a Cauchy distribution with 
a mean µ = 0.04477 close to zero. The errors in the MLR model are highly skewed and follow a 
Johnson SB distribution. The MLR model also significantly underpredicts the variability in 
observed FC levels. Therefore, the ANN model is recommended for prediction of FC level in 
coastal beach waters. 
(3) The MLR model requires less input data as compared with the ANN model. In 
addition, the mean of MLR model predictions is also very close to that of ANN model and the 
data. Therefore, the MLR model may be employed as an alternative tool for predicting mean FC 
level when data availability is limited. 
(4) Although the models developed in this study are only applicable to the Holly Beach, 
USA, the methodology presented in this chapter is generally applicable to other beaches. 
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 CHAPTER 4
MODELING SYSTEM FOR NOWCASTING AND FORECASTING 
ENTEROCOCCI LEVELS AT HOLLY BEACH  
4.1. Introduction 
The US Beaches Environmental Assessment and Coastal Health (BEACH) Act of 2000 
requires all coastal and Great Lakes states to develop programs for effective water quality 
monitoring and public notification at recreational beaches. Many other countries have also 
implemented similar regulations, such as the Bathing Water Directive of European Commission 
of Environment and the Australian Guidelines for Managing Risks in Recreational Water. 
According to the BEACH Act and regulations, water samples are commonly taken in early 
morning (6:00 – 10:00AM). Laboratory analysis of the samples generally requires an incubation 
step of 18 – 48 hours to get results and to notify the public of water quality conditions. It means 
that the decision made for current day is based on the laboratory results of the water samples 
collected at least one day before. As a result, beaches are often closed or placed under advisory 
too late to protect the health of beachgoers or are closed unnecessarily. In order to better 
implement the BEACH Act and regulations, increasing efforts have been made to develop 
modeling tools for predicting bacterial concentrations in beach waters using the publicly 
available data collected by beach monitoring programs.  
Frick et al. (2008) proposed a Multiple Linear Regression (MLR) model for nowcasting 
and forecasting E. coli levels at Huntington Beach on Lake Erie using the US EPA Virtual Beach 
(VB) program (http://www2.epa.gov/exposure-assessment-models/virtual-beach-vb) and the data 
sampled from about 8:00AM to 10:00AM in a three month period. The MLR model was then 
periodically updated with new data, producing a series of updated models, called dynamic 
models. The dynamic MLR models achieved adjusted coefficients of determination of about 0.40. 
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The dynamic model concept is useful for beach monitoring programs to update their site-specific 
models. Brooks et al. (2013) proposed the method of partial least squares for efficient modeling 
of fecal indicator bacteria using data collected at Great Lakes beaches during the summer of 
2010. Zhang et al. (2012) presented an artificial neural network (ANN) model for predicting 
enterococci (ENT) levels at Holly Beach, Louisiana, USA, using environmental and 
bacteriological data collected in six swimming seasons. Hindcasting results showed that the 
ANN model was capable of predicting ENT levels with an adjusted Root Mean Square Error of 
0.803 for independent data. Deng et al. (2013) developed a decision support system for 
managing and using recreational beaches, including a MLR model constructed with the VB 
program for predicting ENT counts at Holly Beach, LA. The MLR model was capable of 
correctly predicting over 80% of no advisory events and over 88% of beach advisories issued in 
six swimming seasons. In spite of the improved predictive performance and simplicity, a 
common issue involved in the above-mentioned models is that their applications are limited to 
the prediction of bacterial levels in the early morning as the data used in the development of the 
models were collected by beach monitoring programs in the early morning. Obviously, there is a 
gap between the existing beach monitoring program-based models and the practical need for 
nowcasting and forecasting bacterial levels during the daytime since beach use commonly occurs 
during the daytime. 
Process-based models have the potential to provide predictions of bacterial levels during 
the daytime. As a result, more and more efforts have been made in the development of process-
based models (Kashefipour et al., 2002; Sanders et al., 2005; Hipsy et al., 2008; Thupaki et al., 
2010; Zhu et al., 2011; Ge et al., 2012; Feng et at., 2013; López et al., 2013; Thupaki et al., 
2013). While process-based models are capable of predicting bacterial levels at any time, 
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predictive models commonly used by beach monitoring programs are statistical models 
(Olyphant and Whitman, 2004; Nevers and Whitman, 2005; Zimmerman  2008; Frick et al., 
2008; Francy et al. 2013) due to simplicity as compared to processes-based models. Therefore, a 
more practical approach to the prediction of beach water quality during the daytime is to use a 
relatively simple yet effective modeling tool. 
The overall objective of this chapter is to provide such a relatively simple yet effective 
modeling tool for beach monitoring programs to make more informed, near real-time decisions 
on beach water quality and thereby informing beachgoers of real-time water quality conditions. 
The proposed strategy is to develop a new modeling system for nowcasting and forecasting ENT 
counts at any time during the day. The modeling system consists of (1) an artificial neural 
network (ANN) model for predicting ENT levels at the sunrise time, (2) a clear-sky solar 
radiation and turbidity correction to the ANN model for predicting ENT counts during the 
daytime, (3) remote sensing algorithms for turbidity, and (4) near real-time nowcasting data from 
space-borne satellite remote sensing and ground-based in-situ sensing and forecasting data. The 
modeling system could be included in a web-based, automated decision support system for 
managing and using recreational beaches (Deng et al. 2014). 
4.2. Study Area and Data Collection  
4.2.1. Study area  
The study area is Holly Beach in southwest Louisiana to the east of the Sabine River 
Outlet and to the west of the Calcasieu River Outlet into the Gulf of Mexico, USA, as shown in 
Figure 4.1. Holly Beach is one of the most frequently impaired Louisiana beaches due to 
unknown bacterial sources (Zhang et al., 2012; Deng et al., 2013).  
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There are six sampling sites (Holly 1, Holly 2, Holly 3, Holly 4, Holly 5, and Holly 6) 
along Holly Beach for water quality monitoring (Figure 4.1). Their coordinates are listed in 
Table 4-1. 
Table 4-1 Six sampling sites along Holly Beach 
Sampling Site Latitude Longitude 
Holly 1 29.7689 -93.4375 
Holly 2 29.7692 -93.4442 
Holly 3 29.7694 -93.4494 
Holly 4 29.7694 -93.4542 
Holly 5 29.7694 -93.4594 
Holly 6 29.7697 -93.4642 
 
 
Figure 4.1 - Map of Holly Beach and six sampling sites 
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4.2.2. Data collection  
Data on ENT levels, daily sunrise and sunset time, environmental variables, and satellite 
remote sensing images were collected from various sources. Sunset and sunrise time data were 
obtained from the website (http://www.sunrisesunset.com/). ENT data were provided by 
Louisiana Department of Health and Hospitals (LDHH) Beach Monitoring Program. The 
Louisiana Beach Monitoring Program has collected and analyzed water samples from the six 
sampling sites of Holly Beach every Monday morning in the swimming season (May 1 - October 
31) since May 2006.  The ENT level data used in this chapter were from May 2006 to June 2012.  
Environmental variables involve eight independent parameters, including salinity, water 
temperature, wind (including speed type (6 categories) and direction (off/on shore)), water level, 
tide, weather conditions (sunny Y/N), rainfall, and solar radiation. Rainfall data were 
downloaded from NOAA National Weather Service website (http://water.weather.gov/precip/) 
for Holly Beach. Water level data were obtained from the NOAA website for Tides and Currents 
(http://tidesandcurrents.noaa.gov/) for Calcasieu Pass, LA (station ID: 8768094). Solar radiation 
data were downloaded from Louisiana Agriclimatic Information System website 
(http://weather.lsuagcenter.com/charts.aspx?r=2). Data for the other independent variables were 
provided by the Louisiana Beach Monitoring Program. Some of the environmental data were 
reorganized to take into account antecedent conditions of the variables and cumulative effect of 
the antecedent conditions on ENT. More specifically, tide type was further classified into two 
sub-variables, including 9-category tide and 3-category tide (Zhang et al., 2012). The 9-category 
tide type represents the effect of individual tide categories (extremely high-9, high rising-8, high-
7, high falling-6, normal-5, low rising-4, low-3, low falling-2, and extremely low-1) on bacterial 
transport while the 3-category tide type (high-3, normal-2, and low-1) represents the cumulative 
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effect of the individual tide categories. Rainfall data were reorganized into seven sub-variables, 
including daily rainfall parameters (rainfall for current day, rainfall one day before, rainfall two 
days before, rainfall three days before) and cumulative rainfall parameters (rainfall in last 48 
hours, rainfall in last 72 hours, and rainfall in last 96 hours). Likewise, solar radiation data were 
further divided into seven sub-variables, including daily solar radiation parameters (solar 
radiation one day before, solar radiation two days before, solar radiation three days before, solar 
radiation four days before) and cumulative rainfall parameters (solar radiation in last 48 hours, 
solar radiation in last 72 hours, and solar radiation in last 96 hours). Rainfall (or solar radiation) 
one day before, rainfall (or solar radiation) two days before, rainfall (or solar radiation) three 
days before are antecedent rainfall (or solar radiation) data in an individual day. Rainfall (or solar 
radiation) in last 48 hours, rainfall (or solar radiation) in last 72 hours, and rainfall (or solar 
radiation) in last 96 hours are cumulative rainfall (or solar radiation) parameters. The 
reorganization of data for the 8 independent environmental variables resulted in 22 sub-variables 
or model input parameters which were selected through the principal component analysis and 
stepwise regression analysis. It should be pointed out that wind effects indirectly describe wave 
effects since waves in swimming (clear) days are primarily driven by wind.   
In addition to the early morning data collected by the Louisiana Beach Monitoring 
Program, our NASA beach project team also collected water samples on Monday afternoon 
(around 2:00PM) in 2010 and 2011 for analysis of ENT levels and turbidity (Chenier et al., 2012) 
and for calibration of remote sensing data. The remote sensing data include Terra and Aqua 
MODIS reflectance data from channels 1 - 7. The MODIS images were downloaded from the 
NASA LAADS Web (http://ladsweb.nascom.nasa.gov/). The products selected on LAADS Web 
were MOD021KM, MOD02HKM, MOD02QKM and MOD03. A total of 216 Aqua images and 
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244 Terra images were downloaded for this study. After image processing (decompressing, 
atmospheric and aerosol correcting, format conversion, bowtie effect removing, and land mask 
and sampling), cloud free images of the study area included 90 Aqua and 114 Terra images. The 
remote sensing data are important to near real-time prediction of ENT levels in beach waters 
during the daytime.   
4.2.3. Selection of explanatory variables 
All the variables, mentioned in the previous section, are initially selected based on the 
variables involved in the processes and mechanisms responsible for the transport, survival 
inactivity of ENT in coastal beach waters.    
In order to confirm the selection of the variables, a principle component analysis and a 
step wise regression analysis were conducted to identify explanatory parameters. Results of the 
statistical analyses showed that natural log-transformed ENT level is significantly correlated to 
the 22 parameters mentioned in section 2.2. The results also showed that rainfall and solar 
radiation are the two most important physical drivers of ENT level at Holly beach. The second 
most important factor is tide. 
4.3. Development of Nowcasting and Forecasting Models 
4.3.1. Sunrise-time model  
A sunrise-time model is defined as the predictive model developed with the data 
collected in early morning. While the solar radiation in early morning is relatively weak, it was 
found in this study that cumulative effect of antecedent solar radiation plays an important role in 
determining the ENT level on the current day. It is, therefore, essential to include the effect of 
solar radiation and particularly the cumulative effect of antecedent solar radiation. To that end, 
the seven parameters involving various combinations of solar radiation, mentioned in the 
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previous section, are included in the input variables of the sunrise-time model. This is the major 
difference between the new sunrise-time model (containing 22 input variables in total) and the 
ANN model (containing 15 input variables in total) constructed by Zhang et. al (2012). While the 
effect of current solar radiation on ENT inactivation was taken into account in previous studies 
(Burkhardt et al., 2000; Davies and Evison, 1991; Davies-Colley et al., 1994, 1997, 1999; Duran 
et al., 2002; Evison, 1988; Fujioka et al., 1981; Gameson and Gould, 1975; McGuigan et al., 
1998; Pommepuy et al., 1992; Sinton et al., 1999, 2002), the cumulative effect of antecedent 
solar radiation on ENT inactivation has not yet been included in existing models, making the 
new sunrise-time model unique and more effective.  
The ANN toolbox in the MATLAB program was utilized to construct the sunrise-time 
model. The output of the ANN model is the natural log-transformed concentration of ENT 
(Ln(ENT)). A total of 490 datasets, collected in 2007, 2008, and 2009, were utilized as input data 
for the ANN model. The 490 datasets were randomly divided into three groups, including 294 
datasets (60% of the 490 datasets) for model training, 98 datasets (20% of the 490 datasets) for 
model validation, and the remaining 98 datasets for model testing during the model development, 
according to the modeler-defined percentages for each group. Due to the random nature of the 
dataset selection, numerous models were produced. The performance of each model is measured 
with the linear correlation coefficient (LCC) and the mean squared error (MSE).  By considering 
the performance of each model during both the model development and independent testing 
phases, the finally selected ANN model, named as Sunrise-Time Model, is the one with R = LCC 
= 0.883 for training, R = LCC = 0.820 for validation, and R = LCC = 0.819 for testing, as shown 
in Table 4-2. The calculated RMSE for this model is 0.686. Figure 4.2 shows the performance of 
the sunrise-time model for the 490 datasets used in the model development. The figure indicates 
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that the ENT levels predicted with the ANN-based sunrise-time model follow the overall 
variation trend in the observed data very well. The sunrise-time model was then saved as a 
MATLAB project, which can be used as a predictive tool for nowcasting and forecasting ENT 
levels in beach waters using the ‘sim’ function of MATLAB.   
Table 4-2 ANN model performance for training, validation and testing data 
 Samples number 
MSE (Mean 
Square Error) 
LCC (Linear Correlation 
Coefficient) 
Training 294 0.403 0.883 
Validation 98 0.601 0.820 
Testing 98 0.534 0.819 
 
 
Figure 4.2 - Comparison between the Ln(ENT) levels predicted using the sunrise-time model 
with R = 0.883 and observed in swimming seasons 2007-2009 (1~182 are data from 2007 
swimming season; 183~335 are data from 2008 swimming season; and 336~490 are data from 
2009 swimming season) 
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In order to verify the performance of the sunrise-time model developed using the data 
from 2007 – 2009, the sunrise-time model was applied to hindcast ENT levels in the four 
swimming seasons 2006, 2010, 2011, and 2012 (May-June). The hindcasted ENT levels were 
then compared with the corresponding independent ENT data which were not used in the model 
development phase, as shown in Figure 4.3. It can be seen from Figure 4.3 that the ENT levels 
predicted with the sunrise-time model fit the observed ENT levels reasonably well with a LCC of 
0.441 and a RMSE of 1.837. It should be noted that the intention of using the 2006 data was to 
test whether the new sunrise-time model is able to describe the annual variation trend in the ENT 
level at Holly Beach (Zhang et. al 2012). 
 
Figure  4.3 - Comparison between the Ln(ENT) levels predicted using the sunrise-time model 
with R = 0.883 and observed in swimming seasons 2006, 2010, 2011 and 2012 (May and June) 
(1~40 are data from 2006 swimming season; 41-214 are data from 2010 swimming season; 
215~419 are data from 2011 swimming season; and 420-467 are data from May and June 2012) 
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To compare ANN model predictions and observed data, Table 4-3 lists statistical 
measures including mean, standard deviation (SD), and skewness of the Ln(ENT) values for 
ANN model development (2007-2009 data) and additional ANN model test ( 2006 and 2010-
2012 data). The table clearly shows that the mean, standard deviation, and skewness of the ANN 
model predictions are close to the corresponding ones of observed ENT levels. The results 
indicate that the ANN model is able to simulate the measured variability in ENT levels and to 
serve as a predictive tool for beach water quality management. 
In terms of beach management, it is very important for a beach water quality model to be 
able to correctly predict the “advisory” or “no advisory” which is determined by comparing a  
Table 4-3 Comparison between Observed ENT level and ANN model predicted ENT level 
against statistical measures 
Stages Data 
Statistical parameters 
Mean 
% error 
of mean 
Standard 
deviation 
% error 
of SD 
Skewness 
% error 
of 
skewness 
Model 
development 
Observed 
ENT level 
4.08 0 1.33 0 0.15 0 
ANN model 
predicted 
ENT level 
4.06 0.51 1.18 11.09 0.13 11.17 
Additional 
model test 
Observed 
ENT level 
4.76 0 1.71 0 0.11 0 
ANN model 
predicted 
ENT level 
4.25 10.64 1.67 2.27 0.10 8.28 
 
five day geometric mean with a water quality criterion. The measured 5-day geometric mean is 
calculated for each sampling location using laboratory analysis results of a water quality sample 
collected commonly on Monday during the classification week and four other Monday samples 
collected in the preceding four weeks (once a week). Figure 4.4 shows a comparison between 
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predicted five day geometric means, calculated from sunrise-time model predictions for the 
swimming seasons from May 2006-June 2012, and measured five day geometric means that are 
commonly used for issuing advisories by Louisiana Beach Monitoring Program. Also shown in 
the figure is the geometric mean water quality criterion (the straight line). It is clear from the 
figure that the predicted five day geometric means are reasonably close to the corresponding 
measured geometric means. In fact, the sunrise-time model is able to correctly reproduce 82.63% 
of the advisories actually issued by Louisiana Beach Monitoring Program, demonstrating the 
high performance of the new ANN model in predicting ENT levels at the sunrise time.  A 
revision is needed to the sunrise-time model in order to predict ENT levels during the daytime. 
The revision can be made using either ground truth (in-situ) turbidity data or remote sensing data, 
depending on the availability of the data. 
 
Figure  4.4 - Comparison between five day geometric means calculated using sunrise-time model 
predictions and the ENT data measured in swimming seasons from May 2006-June 2012 
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4.3.2. Daytime model based on ground truth turbidity data 
Beach use commonly occurs during the daytime while most existing models, used by 
beach monitoring programs, were constructed using bacteriological data collected in early 
morning (6:00 – 10:00AM), limiting the application of predictive models essentially to the early 
morning.  
It is, therefore, crucial to revise the sunrise-time model to predict ENT levels in the 
daytime. In terms of ENT inactivation the primary difference between the daytime and the 
sunrise-time lies in the solar radiation. While the solar radiation effect and particularly the 
cumulative effect of solar radiation have been taken into account in the sunrise-time model, the 
solar radiation effect may also be affected by other factors such as cloud cover and turbidity. 
Since the cloud cover effect for the current day has been include in the new sunrise-time model 
through the weather conditions (one of the eight model input variables), the revision to the 
sunrise-time model focuses on the inclusion of turbidity.  
Turbidity is not only a significant indicator for high ENT level due to the wave-induced 
resuspension of sediment and associated ENT (Ge et al. 2012, Feng et al. 2013 and Thurpaki et 
al. 2013), but also an important factor controlling the inactivation of bacteria in beach waters 
(Burton et al., 1987; Davies et al., 1995; Sinton et al., 1999; Sinton et al., 2002; Whitman et al., 
2004; Rippy et al., 2013). More specifically, increased turbidity may hinder the effect of solar 
radiation and thereby enhance the persistence of high ENT concentration in beach waters 
(Chenier et al., 2012). 
 In order to account for the turbidity effect on sunlight inactivation of ENT and to predict 
ENT levels during the daytime, the sunrise-time model was revised as follows:   
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where ENT(t) is the ENT level at time t during the day while ENTrise is the ENT level at sunrise 
time determined from the sunrise-time ANN model; S(t) represents a clear-sky solar inactivation 
correction function defined in Eq. (1d); trise and tset are sunrise and sunset times; Tu denotes 
turbidity; f(Tu) is a function showing the turbidity-enhanced persistence of ENT, defined in Eq. 
(1b); D(t) is a function of time during the day, defined in Eq. (1c); and the parameter a is a 
calibration constant.  
It should be noted that Eq. (1) is a new model, presented in this chapter, for determining 
the ENT level at any time (t) during the daytime. The daytime model should be used in 
combination with the sunrise-time model. If ground truth turbidity data (in-situ measurements of 
turbidity) are used, the value of parameter a can be set as a = 1. Otherwise, the value of 
parameter depends on specific algorithms for turbidity.  
Turbidity in coastal waters can be efficiently and cost-effectively determined using 
NASA MODIS Terra and Aqua remote sensing data (Miller et al., 2004). While a number of 
remote sensing algorithms have been proposed for turbidity estimation (Miller et al., 2004), the 
algorithms are site-specific and thus cannot be directly applied to Holly Beach. It is, therefore, 
necessary to construct remote sensing algorithms for estimation of turbidity at Holly Beach. The 
NASA MODIS Terra and Aqua satellites provide useful data for the construction of remote 
sensing algorithms. The MODIS Terra (formally EOS AM) and the Aqua (formally EOS PM) 
space crafts overpasses are at 09:30 (AM) and 2:00 (PM) local time, thereby potentially 
providing two views of the study area each day and making it possible to predict beach water 
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quality at near real-time if remote sensing algorithms are available. However, only 12 sets of 
turbidity and cloud-free Terra data and 10 sets of turbidity and cloud-free Aqua data are 
available to this study. 
4.3.2.1. Remote sensing algorithm for turbidity based on Terra data  
It was found from the remote sensing data and the in-situ measurements of turbidity (Tu) 
that the turbidity is directly related to the reflectance values of bands 1, 2, 3 and 5 of the Terra 
spacecraft, as shown in Eq. (2). 
                  5
2
3
2
21 3669.879180425085.649/9689.38099.100 BBBB TTTTTu              (2) 
where TB1=Terra band 1 reflectance, TB2=Terra band 2 reflectance, TB3=Terra band 3 
reflectance, and TB5= Terra band 5 reflectance. The R squared value of Eq. (2) is 0.9932, 
indicating excellent fitting of Eq. (2) to observed turbidity data.  
Figure 4.5 shows a comparison between observed turbidity and the turbidity estimated 
with Eq. (2), confirming the excellent performance of Eq. (2). Figure 4.6 shows the turbidity 
retrieved from MODIS Terra data on May 19, 2008. The image was processed using Eq. (2) and 
the land area was masked.  
It can be seen from Figure 4.6 that the nearshore turbidity is higher than offshore one. 
This may be attributed to the effect of discharges from the rivers into the Gulf of Mexico and 
wind/wave-induced nearshore sediment resuspension. In addition, winds and tides may also 
promote beach water wash-off of the beach sand, increasing nearshore turbidity. It appears that 
the high turbidity in nearshore areas coincides with the beach waters containing high ENT 
concentrations (2), confirming that high turbidity prevents ENT from being exposed to solar 
radiation and creates a favorable environment for the persistence of ENT and thereby facilitates 
high ENT levels. 
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 Replacing the turbidity (Tu) in Eq. (1) with Eq. (2) and changing the constant a to 1.5738 
leads to a nowcasting and forecasting model, based on Terra data, for predicting ENT levels at 
any time during the day.   
4.3.2.2. Remote sensing algorithm for turbidity based on Aqua data  
The morning turbidity estimated using Eq. (2) may be updated with afternoon data from 
Aqua spacecraft. To that end, another remote sensing algorithm, based on Aqua data, is needed 
for turbidity. It is found from Aqua satellite data and ground truth data that the turbidity is also 
related to the reflectance values of Aqua bands 1, 2, 5, 6, and 7, as shown in Eq. (3).
 7652221 /0238.09416.3/0254.04116.76561.375049.6 BBBBB AAAAAExpTu     (3) 
where AB1 = Aqua band 1 reflectance, AB2 = Aqua band 2 reflectance, AB5 = Aqua band 5 
reflectance, AB6 = Aqua band 6 reflectance, and AB7 = Aqua band 7 reflectance. 
 
Figure 4.5 - Comparison between ground truth turbidity levels and the turbidity level estimated 
with Terra data and associated algorithm in Eq. (2) 
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Figure 4.6 - Turbidity map created using Eq. (2) and MODIS Terra data on May 19, 2008 for 
Holly Beach 
The R squared value of the Aqua algorithm is 0.9978, indicating excellent fitting of Eq. 
(3) to observed turbidity data. Figure 4.7 shows a comparison between the observed (ground 
truth) turbidity and the turbidity estimated with the Aqua algorithm.  
It can be seen from Figure 4.7 that the estimated turbidity fits the observed one almost 
perfectly, confirming the excellent performance of the Aqua algorithm. Figure 4.8 shows the 
turbidity retrieved from MODIS Aqua data on May 12, 2005. The image was processed using Eq. 
(3) and the land area was masked.  
It can be seen from Figure 4.8 that the nearshore turbidity is higher than that in the 
offshore area. This result is consistent with Figure 4.6. Replacing the turbidity (Tu) in Eq. (1) 
with Eq. (3) and changing the constant a to 2.0288 yields another nowcasting and forecasting 
model, based on Aqua data, for predicting ENT levels at any afternoon time (after 2:00PM) 
during the day.  
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Figure 4.7 - Comparison between ground truth turbidity levels and the turbidity level estimated 
with Aqua data and associated algorithm in Eq. (3) 
 
Figure 4.8 - Turbidity map constructed using Eq. (3) and MODIS Aqua data on May 12, 2005 for 
Holly Beach 
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4.4. Results and Discussion 
In order to test the performance of the daytime model, given in Eq. (1), and to see the 
difference between the sunrise-time model and the daytime model, the average value of all 
available ENT concentration data, observed around 8:00AM (or sunrise time in principle), and 
the ENT concentration data, observed around 2:00PM, are plotted in Figure 4.9 and compared 
with model predictions. The three model prediction curves, shown in Figure 4.9, are constructed 
using the daytime model (Eq. (1)) with three different data sources for turbidity, including 
ground truth data, Terra algorithm estimates, and Aqua algorithm estimates. It should be pointed 
out that an average turbidity value is employed for each curve. As the Aqua satellite overpass 
time for Holly Beach is around 2:00 PM, the model prediction curve based on the Aqua 
algorithm just shows model-predicted ENT levels after 1:00PM in Figure 4.9.  
It can be seen from Figure 4.9 that the three daytime model prediction curves fit each 
other very well, indicating that the model predictions, based on different data sources, are 
comparable and accurate. The daytime model prediction curves pass through the triangle point 
representing the average ENT level observed around the sunrise time or early morning (8:00AM), 
further confirming that the daytime model produces the same ENT level as that from the sunrise-
time model. 
While the ENT levels observed around 2:00PM scattered around the daytime model 
prediction curves, most observations are very close to the model predictions and the average 
value (green triangle) of the 2:00PM observations almost coincides with the three daytime model 
prediction curves. It means that the daytime model performance is confirmed by the ENT data 
observed around 2:00PM.  It is worth mentioning that the prediction of daytime ENT levels 
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using Eq. (1) primarily requires the sunrise-time ENT level from the ANN model and turbidity 
data. 
While there are three different options, including in-situ sensing data or Terra/Aqua data, 
for determining turbidity, the remote sensing data may be the first option to consider due to low 
cost and high spatial coverage. The Terra data may be used for updating beach water quality 
from the sunrise time to 2:00PM and then the Aqua data from 2:00PM to the sunset time if both 
Terra and Aqua data are available on a day. Remote sensing data collected for Holly Beach 
indicated that there were less cloud-free Aqua images than those from the Terra satellite. In the 
case without Aqua data due to cloud cover, the Terra data may also be employed for the 
afternoon. For a cloudy or even rainy day without any remote sensing data, the sunrise time ENT 
level, calculated from the ANN model, may be used for the whole day. Potential higher than 
normal model prediction errors during cloudy or even rainy days would not produce high health 
level, calculated from the ANN model, and may be used for the whole day. Potential higher than 
normal model prediction errors during cloudy or even rainy days would not produce high health 
risks to the public as few people like to visit beaches during rainy or cloudy days. 
 It is expected that the combined application of the modeling system, including the 
sunrise-time ANN model, daytime model in Eq. (1), remote sensing algorithms in Eqs. (2) – (3) 
and remote sensing data, and other near real-time and forecasting data, would greatly improve 
the efficiency and effectiveness of beach monitoring programs and thereby better protect the 
public health. Based on near real-time beach water quality conditions predicted from the 
modeling system, beach managers are able to determine where and when exposure to beachgoers 
is significant while beachgoers may better plan for beach vacations. It should also be noted that 
the cumulative effect of antecedent solar radiation is much more important than the models. 
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Figure 4.9 - Comparison between the ENT levels predicted using the daytime model with three 
different types of turbidity data (ground truth data, Terra algorithm and data, and Aqua algorithm 
and data) and observed in the early morning (average ENT level observed around 8:00AM) and 
afternoon (around 2:00PM) 
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The modeling system could be used as a major component of an automated decision 
support system for beach water quality. Additional efforts are needed to develop the automated 
decision support system. While the modeling system is specifically developed for Holly Beach, 
Louisiana, USA, the methods presented in this chapter are generally applicable to other coastal 
beaches.  
4.5. Conclusions 
This chapter presents a novel daytime modeling system, supported by space-borne remote 
sensing data and ground-based in-situ sensing data, for predicting enterococci levels in coastal 
beach waters. The modeling system is characterized by the following unique features:  
(1) The modeling system consists of (1) an ANN model for predicting the enterococci 
level at sunrise time, (2) a solar radiation and turbidity correction to the ANN model, and (3) 
remote sensing algorithms for turbidity.  
(2) The modeling system is capable of predicting enterococci levels in coastal beach 
waters at any time during the day. The sunrise-time ANN model has a high prediction accuracy 
of 82.63% confirmed with seven years of beach water quality advisories. 
(3) The modeling system is able to describe the temporal variability in enterococci levels 
in beach waters, ranging from hourly changes to daily cycles and further to seasonal and annual 
trends.  
(4) Applications of the modeling system will lead to the better protection of public health 
from unnecessary exposure to microbial contamination and thus better management of coastal 
recreational beaches. 
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 CHAPTER 5
DEVELOPMENT OF HYBRID PROBABILISTIC/DETERMINISTIC 
APPROACH FOR BEACH WATER QUALITY ASSESSMENT  
5.1. Introduction   
Extensive efforts have been made to develop predictive models for determining fecal 
indicator bacteria (FIB) levels in recreational beach waters and thereby for issuing swimming 
advisories in case of bacterial water quality violation (Chigbu et al., 2005; López et al., 2013; 
Pandey et al., 2012; Heberger et al., 2008; Lin et al., 2008; Sanders et al., 2005; Kelsey et al., 
2004; Kay et al., 1994; Chapra, 2003; Reckhow, 2003; Jakeman and Letcher, 2003). Grant and 
Sanders (2010) presented a conceptual and mathematical framework, called beach boundary 
layer model, for predicting beach water quality. Ge and Frick (2007) proposed a multiple linear 
regression (MLR) method for modeling and prediction of beach bacteria concentrations. Based 
on the MLR method and the least-squares fitting technique, Frick et al. (2008) developed a 
powerful modeling tool, called Virtual Beach (VB), for constructing predictive beach water 
quality models. Lin et al. (2008) proposed an integrated hydrodynamic and Artificial Neural 
Network (ANN) modeling approach to predicting fecal coliform levels in estuarine receiving 
waters. Zhang et al. (2012) also proposed an artificial neural network (ANN) model for 
predicting enterococci (ENT) levels in coastal beach waters. More recent modeling efforts 
focused on the development of process-based models based on physical and biological processes 
controlling the fate and transport of fecal indicator bacteria (FIB) (Ge et al., 2012; Kashefipour et 
al., 2002; López et al., 2013; Thupaki et al., 2010; Zhu et al. 2011). In spite of diversity, a 
common feature of the models mentioned above is that a deterministic level of FIB is predicted. 
Advantages of deterministic models include but are not limited to (1) descriptions of underlying 
mechanisms or processes responsible for the fate and transport of FIB and (2) allowing a large 
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number of model input variables describing the mechanisms or processes. However, coastal 
recreation waters generally display a random nature in bacterial levels. As a result, measured 
bacterial levels are commonly expressed as “Most Probable Number (MPN)” from a wide range 
of probable numbers or counts of measured bacteria. It is, therefore, more reasonable to describe 
FIB levels in recreation waters in a probabilistic fashion. In fact, probabilistic models have been 
increasingly applied in recreational water quality management.  
One of the most commonly used probabilistic models is Bayesian inference (McBride 
and Ellis, 2001; Borsuk et al., 2002; Gibbons, 2003; Newham et al., 2004; Brouwer and De Blois, 
2008; Patil and Deng 2011). Gronewold et al. (2008) demonstrated how compliance with 
concentration-based fecal coliform standards could be inferred from traditional CFU and MPN 
values using a Bayesian inference procedure. Gronewold et al. (2009) proposed an innovative 
approach to evaluating the predictive performance of three calibrated bacterial water quality 
models using a leave-one-out cross-validation procedure and assessing the probability 
distributions of the resulting Bayesian posterior predictive p-values. Schoen et al. (2010) 
proposed a Bayesian model for prediction of in-stream bacterial concentration distribution as an 
alternative to more data-intensive models for sites with sparse monitoring datasets. Using a 
truncated bivariate normal likelihood function and readily available observations of flow and 
bacterial concentration, the Bayesian model propagates the uncertainty in the model 
parameterization to the final predictions of in-stream bacterial concentration. Consequently, a 
major advantage of probabilistic models is the explicit recognition and quantitative description of 
uncertainty in predicted levels of FIB, complying with field observations of FIB. Probabilistic 
predictions of beach water quality (particularly water quality violations) are also similar to 
weather forecasts and thus easy to understand by the general public. Major limitations to the 
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probabilistic approach include but are not limited to (1) a small number of random variables, (2) 
a large amount of historical data for determining probability density functions of the variables, 
and (3) daily bacteriological data if daily advisories on recreational water quality are needed. The 
daily advisories, on whether a recreational water quality standard is violated, are critical to the 
protection of public health but rarely available currently. The main reason is that beach use 
generally takes place daily during a swimming season while bacteriological data are commonly 
collected by beach monitoring programs on weekly or even biweekly basis, making daily 
advisories impossible using existing data and probabilistic models. 
The primary objective of this chapter is to provide a relatively simple yet effective 
predictive tool for assisting beach monitoring programs to make a decision daily on whether a 
swimming advisory should be issued. The best approach to achieving the objective is to combine 
the advantages of both deterministic and probabilistic approaches and thereby to develop a 
hybrid approach to determining the risk of recreational water quality violation in a probabilistic 
fashion similar to weather forecasts. The proposed approach is demonstrated in this chapter by (1) 
developing a deterministic model for prediction of enterococci (ENT) levels at the Holly Beach, 
Louisiana, USA, using readily available daily data, and (2) constructing a Bayesian inference-
based probabilistic model for updating the probability of ENT standard violation using daily 
predictions of ENT level from the deterministic model, avoiding the collection of daily 
bacteriological data while informing beachgoers of daily water quality conditions and reducing 
the risk of fecally contaminated beach waters to public health 
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5.2. Study Area and Data Collection 
5.2.1. Study area 
The Holly Beach is located in the Cameron Parish along the southwest Louisiana 
shoreline, as shown in Figure 5.1. The Holly Beach stretches along the Gulf of Mexico from the 
Calcasieu River Outlet to the East towards the Sabine River Outlet to the West in the Calcasieu 
River Basin, Louisiana, USA. There are four national wildlife refuges (NWR) close to the Holly 
Beach in the Calcasieu River Basin. The use of Holly Beach is very high during the swimming 
season from May - October, with approximately 150 people using the beach on a typical 
weekday, 1,000 people on a typical weekend, and 6,000 people on a typical holiday. Six water 
quality sampling sites are set at the Holly Beach for water sampling. The latitude of the six sites 
is in the range from 29.7689 to 29.7697 and the longitude varies from -93.4642 to -93.4375.  
 
 
Figure 5.1 - Location of Holly beach and six sample sites  
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5.2.2. Collection of Beach Water Quality Data  
The Beach Monitoring Program of Louisiana Department of Health and Hospitals 
(LDHH) collects water samples from the six sampling sites every Monday morning throughout 
the swimming season (May 1 - October 31) each year.  ENT levels were derived from laboratory 
analysis results of the water samples following the US EPA standard methods. The ENT data 
used in this chapter were collected from May 2005 to June 2012. In addition to the ENT data, the 
data for weather (including wind, rainfall, and cloud cover), water temperature, salinity, tide type, 
and swimming advisories are also provided by LDHH Beach Monitoring Program for the eight 
swimming seasons. Water level data were downloaded from the NOAA website 
(http://tidesandcurrents.noaa.gov/) for Calcasieu Pass, LA (station ID: 8768094). 
5.3. Model Development 
5.3.1. Deterministic Approach-ANN Model Development 
Zhang et al. (2012) presented a deterministic model for prediction of ENT level at the 
Holly Beach using the artificial neural network (ANN) toolbox in the MATLAB program. The 
ANN model included 7 independent variables (including salinity, water temperature, wind, tide 
type, water level, weather type (sunny Y/N), and rainfall) and 8 different combinations of the 
variables (such as rainfall one day before, rainfall two day before, rainfall three days before, and 
rainfall in last 96 hours). The ANN model is further enhanced in this chapter by incorporation of 
solar radiation effect into the model as the 8
th
 independent input variable. More specifically, 
seven different combinations of antecedent solar radiation and its cumulative effect, including 
daily solar radiation, solar radiation one day before, solar radiation two days before, solar 
radiation three days before, solar radiation in last 48 hours, solar radiation in last 72 hours, and 
solar radiation in last 96 hours, are included in the ANN model as additional model input 
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variables. While the current or daily solar radiation has been found to have a significant effect on 
ENT inactivation (Burkhardt et al., 2000; Davies and Evison, 1991; Davies-Colley et al., 1994, 
1997, 1999; Duran et al., 2002; Evison, 1988; Fujioka et al., 1981; Gameson and Gould, 1975; 
McGuigan et al., 1998; Pommepuy et al., 1992; Sinton et al., 1999, 2002), the antecedent solar 
radiation and particularly the cumulative effect of antecedent solar radiation are rarely taken into 
account in previous studies. Therefore, a novel feature of the enhanced ANN model is the 
incorporation of the cumulative effect of antecedent solar radiation.  
The enhanced ANN model was constructed using a total of 490 complete datasets 
collected in 2007, 2008, and 2009. Each complete dataset includes data for the ENT level (the 
dependent/output variable) and for 7 independent (model input) variables as well as 15 different 
combinations (model input variables) of the 7 independent variables. The 490 datasets were split 
into three groups with Group 1 consisting of 294 datasets (60% of 490 datasets), Group 2 
consisting of 98 datasets (20% of 490 datasets), and Group 3 consisting of the remaining 98 
datasets (20% of 490 datasets) for model training, validation and testing, respectively, during 
model development. By comparing the overall performance of various models produced during 
the model development, the model with the linear correlation coefficient (LCC) = 0.883 for 
training, LCC = 0.820 for validation, and LCC = 0.819 for testing was finally selected as the 
enhanced ANN model. The calculated RMSE (Root Mean Squared Error) for this model was 
0.686.  
In order to further verify the predictive performance of the enhanced ANN model with 
independent data, the enhanced ANN model was utilized to hindcast ENT levels in the Holly 
Beach water using additional 467 independent datasets obtained in 2006, 2010, 2011 and 2012 
(May-June). The independent data were not used in the model development phase. The 
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hindcasting results showed that the ENT levels predicted with the enhanced ANN model fit 
observed ENT levels reasonably well with a LCC of 0.441 and a RMSE of 1.837, as shown in 
Figure 5.2.  
 
Figure 5.2 - Comparison between the Ln(ENT) levels predicted using the enhanced ANN model 
and those observed in the 2006 – June 2012 swimming seasons (1-41 are data from the 2006 
swimming season; 42-223 are from the 2007 swimming season; 224-376 are from the 2008 
swimming season; 377-531 are from the 2009 swimming season; 532-705 are from the 2010 
swimming season; 706-910 are from the 2011 swimming season; 911-957 are from May-June 
2012) 
The enhanced ANN model predictions follow the overall variation trend in observed ENT 
levels, demonstrating the efficacy of the enhanced ANN model in simulating observed ENT 
levels in recreational beach waters. The ANN model predictions were employed to find 5 day 
geometric means of ENT and the means were then compared with the recreational water quality 
standard for 5 day geometric means of ENT level, producing the swimming advisories predicted 
with the enhanced ANN model. When compared to actual advisories issued by the Louisiana 
Beach Monitoring Program during the 2006 to June 2012 swimming seasons, the enhanced ANN 
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model predictions were able to reproduce 82.63% of the actual advisories issued over the six 
years from 2006 – 2012, confirming the utility of the enhanced ANN model as a deterministic 
model in beach water quality management.   
5.3.2. Probabilistic Approach - Bayesian Model Development  
According to Bayes’ theorem (http://en.wikipedia.org/wiki/Bayes_factor), the posterior 
probability of a model prediction B given data A can be defined as: 
                                             
)(
)()(
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                                                               (1)  
where A and B represents observed ENT level and ANN model predicted ENT level, 
respectively; P(B|A) is the Posterior Probability; P(A|B) is the likelihood function; P(B) is the 
prior distribution function; the denominator P(A) is a normalization factor ensuring that the 
integration of the posterior probability results to 1 (Moradkhani, 2008).                                                                                     
5.3.2.1. Likelihood function development 
The likelihood function was set up with the goal of determining the probability of 
observed ENT levels violating beach water quality standard based on enhanced ANN model 
predicted ENT level. It conveys the overall discrimination of the model predicted ENT level and 
observed ENT level (Luo et al., 2006). The likelihood function was estimated from the historical 
model predictions based on hindcasts. Figure 5.3 illustrates observed ENT levels in 2007-2009 
versus ANN model predictions. A relatively robust linear regression was generated using these 
data, as shown in Figure 5.3.   
Based on the linear regression, the relationship between observed ENT level (A) and 
ANN model predicted ENT level (B) could be summarized as (Coelho et al., 2003, 2004): 
                                                       BA
'
                                                                    (2) 
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AA                                                                         (3) 
where A’ represents the calculated ENT levels obtained through the linear regression. The 
parameters α and β are the intercept and the slope, respectively, and α = 0.966 and β = 0.1577 
come from the linear regression between the observed ENT level and the enhanced ANN model 
predictions. The variable ε is the residual of the linear regression and its variance σε
2 
reflects the 
efficiency of the regression.  
 
Figure 5.3 - Scatterplot and regression of observed ENT level against the enhanced ANN model 
predicted ENT level from 2007 to 2009 
According to Eqs. (2) and (3), residual ε of the linear regression can be calculated as 
below: 
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For each pair of observed ENT level and enhanced ANN model predicted ENT level, a 
residual was calculated. Then, all the residuals were analyzed to find proper PDF through Easyfit 
software. Figure 5.4 shows that the residuals of the linear regression follows a normal 
distribution where mean µ=0 and variance σε
2
=0.04655
2
.  
With the linear model as Eq. (2) and normally distributed residual with zero-mean,  A’ 
follows a normal distribution, 
                                                                                                 (5) 
 
Figure 5.4 - PDF for the residual of the linear regression between model forecasts and 
observations 
),( ~)
'
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The variance σB
2 
of the enhanced ANN model predicted ENT level (B) is assumed to be 
independent of the long-term weighted linear regression error σε
2
. Considering Eqs. (2) and (3) 
and basic properties of the variance, the likelihood function P(A|B) can be written as: 
                                         ) ,BN( ~)(
222
  BBAP                                         (6) 
where    α=0.966, β=0.1577, α2σB
2
 =  1.39871, σε
2 
= 0.00205.                                
5.3.2.2. Prior distribution function development 
The enhanced ANN model predicted ENT levels during the 2006 to June 2012 swimming 
seasons. A total of 957 datasets were used to generate the prior distribution. This data was also 
imported to Easyfit software in order to find the best fitted PDF. A total of 65 different 
distributions (PDFs) were analyzed to fit the enhanced ANN model predicted ENT levels, 
including Nakagami distribution, Log-Logistic distribution, Johnson SB distribution, Gamma 
distribution, Hypersecant distribution, Logistic distribution, Normal distribution, and so on. 
Among all these PDFs, three best fitted PDFs were selected for the ANN model predicted ENT 
levels during 2006 to June 2012 swimming seasons.  
Figure 5.5 shows the three best fitted PDFs for the prior distribution. The distribution 
functions and their respective estimates of parameters are expressed in Eqs. 7, 8 and 9. These 
three PDFs were all used in the further model development and model calculations.  
Normal Distribution: 
    , where σ=1.4238, µ=4.3788                (7) 
Since the observed ENT level varied from 2 MPN/100ml to 11124 MPN/100 ml and 
many ENT levels had small values, their low values are relatively close (the lowest ENT level 
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was 5 MPN/100ml while the rest varies from 10 MPN/100ml, 20 MPN/100ml, to 31 
MPN/100ml.  
The difference between low-range ENT levels were relatively small, especially when 
compared to the higher-range ENT levels, which varied from 2005 MPN/100ml to 11124 
MPN/100ml. For the convenience of data analysis, natural log transforms were taken for each 
ENT level in our study. 
For example, x=ln(ENT) in equation 7. if the original ENT level is needed as x for the 
prior distribution development, then the distribution becomes a log-normal distribution.  
 
Figure 5.5 - Best fitted PDFs for prior distribution 
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5.3.3. Combination of deterministic and probabilistic models - Hybrid 
Probabilistic/Deterministic Model 
5.3.3.1. Hybrid Probabilistic/Deterministic Model 
Using the Likelihood Function and three different Prior Distributions, a hybrid 
probabilistic/deterministic model was generated. It can be written as below:  
                 
 
 
 
     (10) 
where µL and σL represent the mean and standard deviation of Likelihood function while i=1, 2, 
3, corresponds to three different Prior functions.  The posterior probability P(B|A)i represents 
the probability of beach water quality standard violation for the predicted ENT level.  
The value of the normalization factor in the model is 0.4406 for Normal Distribution, 
0.4482 for Nakagami Distribution, and 0.6174 for Logistic Distribution. Theoretically, the upper 
limit for integration of Posterior Probability Density should be positive-infinity. However, in our 
actual calculations, it was found that there were certain upper limits for three different Hybrid 
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Probabilistic/Deterministic Approach models.  This means that the integrations of Posterior 
Probability Density from the lower-limit (nature log transform of beach water quality standard) 
to these upper-limits are quite close to the integrations from lower-limit to positive-infinity. 
These upper limits (7.96642, 7.85786 and 8.3501) correspond to those of the Normal 
Distribution, Nakagami Distribution and Logistic Distribution as Prior Functions.  
5.3.3.2. Development and application of Hybrid Probabilistic/Deterministic model 
The deterministic ANN model and the probabilistic Bayesian model are combined to 
develop the Hybrid Probabilistic/Deterministic model. Details about the combination process to 
develop and apply the Hybrid Probabilistic/Deterministic model are shown in Figure 5.6. The 
enhanced ANN model was applied as deterministic method in our study and the predicted ENT 
levels were obtained through this method. These predicted ENT levels were then used to develop 
the Prior Distribution. The likelihood Function was derived from both the enhanced ANN model 
predicted ENT levels and observed ENT levels. The normalization factor that ensures that the 
integration of the posterior probabilities results to 1 was also calculated. After all components 
required for the Hybrid Probabilistic/Deterministic model were accomplished, the five day 
geometric means calculated from the enhanced ANN model predictions were substituted into the 
Hybrid Probabilistic/Deterministic model and predicted probabilities for the violation of beach 
water standards were calculated. Thus, Hybrid Probabilistic/Deterministic model predictions 
were acquired. The next step is to determine proper thresholds for three Hybrid 
Probabilistic/Deterministic models with different Prior Distribution Functions in order to 
improve the prediction performance of the models. With these proper probability thresholds for 
the models in place, the advisories based on predictions from the Hybrid 
Probabilistic/Deterministic models can be determined. In order to produce better estimates from 
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the Hybrid Probabilistic/Deterministic Approach models, further calculations were performed. 
After predicted advisories were obtained through Hybrid Probabilistic/Deterministic models, 
these advisories were compared to LDHH reported advisories, which were obtained according to 
five day geometric means of observed ENT levels. The accuracy, measured with false negative 
and false positive rates of corresponding Hybrid Probabilistic/Deterministic Approach model 
predictions were calculated through the comparison of two sets of advisory results.  
 
Figure 5.6 - Flow chart for the development and application of Hybrid 
Probabilistic/Deterministic Approach model 
5.4. Results and Discussion 
According to the Decision Rule Detail by LDHH’s Weekly Report, ENT steady-state 
geometric means are calculated for each sampling location based on water quality sampling 
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results obtained during the classification week and all other samples are collected in the 
preceding four weeks (a total of five weeks). These geometric means are then compared against 
the criteria set by Louisiana’s BEACH Program. If any of the steady-state criteria are exceeded, 
the sampling location will be classified as “out of compliance”, and will be coded as “1”. If none 
of the steady-state criteria is exceeded, then the sampling location will be classified as “in 
compliance”, and will be coded as “0”. The sampling location will remain classified as “out of 
compliance” until all steady-state conditions are less than or equal to the maximum criteria 
(LDHH, 2011). The water quality criteria used for Louisiana’s BEACH Program is set at 35 
MPN/100ml for the steady state criteria geometric mean maximum. The natural log transformed 
of this water quality criterion equals to 3.5553. In order to compare the model results to the 
LDHH report results, ENT steady-state geometric means were used in the model for the final 
calculation of probability of violation of the beach water quality standard. The enhanced ANN 
model prediction geometric means were calculated for each sampling location based on 
enhanced ANN model perdition results during the classification week, as well as all predicted 
ENT levels in the preceding four weeks. These weeks are the same five weeks used in LDHH’s 
report. As a result, a total of 829 geometric means are used for the model final calculation and 
prediction.  
As for the predictions of the Hybrid Probabilistic/Deterministic model where Normal 
Distribution, Logistic Distribution and Nakagami Distribution were used as the prior distribution, 
their prediction performances were very similar. In order to improve the model’s predictions, 
further analysis was done to determine the threshold of the model at which there exists a near 
100% certainty that the beach water standard is violated.  
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Various threshold values for each Hybrid Probabilistic/Deterministic model were 
analyzed. Table 5-1 lists some of best threshold values for each model among all analyzed values. 
Among the threshold values in table 5-1, one notices that the middle threshold values for each 
Hybrid Probabilistic/Deterministic model have the highest accuracy and lowest false negative 
and false positive rates when comparing to LDHH’s reported advisory results.  
As shown in table 5-1, when Normal Distribution is applied as Prior Distribution in the 
Hybrid Probabilistic/Deterministic model, the beach water quality criteria will be exceeded once 
the probabilities predicted by Hybrid Probabilistic/Deterministic model exceeds 0.1727. The 
accuracy of this Hybrid Probabilistic/Deterministic model is as high as 86.25% when compared 
to LDHH’s advisory reports. The thresholds for Logistic and Nakagami distribution are 0.1784 
and 0.1686, respectively. Their model accuracies are nearly identical at 86.13% when compared 
to LDHH’s advisory reports. When five day geometric mean calculated from the enhanced ANN 
model predictions were compared to the water quality criteria used for Louisiana’s BEACH 
Program, advisory results calculated by the enhanced ANN model predictions were obtained. 
Comparing these advisories with advisories in LDHH’s report, the enhanced ANN model was 
consistent in 82.63% of the time (as mentioned in section 3.1). The accuracies of all three Hybrid 
Probabilistic/Deterministic model were higher than 82.63% with the proper threshold applied, as 
shown in table 5-1. This means that the Hybrid Probabilistic/Deterministic model improves the 
overall prediction performance.  
There were 55 sampling events out of 829 that should have been classified as "No 
advisory" per the observed ENT level that were incorrectly classified as "Advisory". This 
misclassification occurred per Hybrid Probabilistic/Deterministic Approach model prediction 
results with Normal Distribution applied as Prior Distribution and a threshold value of 0.1727. 
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This condition can be defined as a false positive event. The false positive rates for the model 
prediction when compared to observed data was 6.63%. By contrast, there were 59 sampling 
events classified as “No advisory” that should have been classified as "Advisory" according to 
the observed water sample results. This occurred on the basis of the Hybrid 
Probabilistic/Deterministic Approach model prediction results with Normal Distribution applied 
as Prior Distribution and using threshold value 0.1727. This condition can be defined as a false 
negative event. As a result, the false negative rate for model prediction was 7.12%. The false 
positive rates for Bayesian prediction with Logistic and Nakagami distributions as Prior 
Distributions and proper threshold values applied is 6.39% and 7.24%, respectively. Meanwhile, 
their false negative rates are 7.48% and 6.23% respectively.  
Table 5-1 Threshold analysis results for Hybrid Probabilistic/Deterministic Approach model with 
different prior distributions 
PDF Probability 
Based on 
advisories on 
the report of 
LDHH 
False 
positive rate 
False 
negative rate 
  Threshold 
Accuracy 
(%) 
% % 
Normal 
0.1390 85.0422 11.8215 3.1363 
0.1727 86.2485 6.6345 7.1170 
0.2152 82.6297 2.6538 14.7165 
Logistic 
0.1436 86.0072 10.2533 3.7394 
0.1784 86.1279 6.3932 7.4789 
0.2162 82.5090 2.6538 14.8372 
Nakagami 
0.1357 84.6803 13.0277 2.2919 
0.1686 86.1279 7.2376 6.6345 
0.2166 82.3884 10.2533 2.2919 
 
Since the model prediction performance of three Hybrid Probabilistic/Deterministic 
Approach models when Normal Distribution, Logistic Distribution and Nakagami Distribution 
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were used as the prior distribution are relatively close, and the accuracy of Normal Distribution 
used as the prior distribution is slightly higher than the other two, as well as that Normal 
Distribution is the most simple and convenient distribution. Therefore, the Hybrid 
Probabilistic/Deterministic model with Normal Distribution as prior distribution would be the 
most ideal model for the actual applications. The most ideal Hybrid Probabilistic/Deterministic 
Approach models can be written as below: 
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where µL and σL represent the mean and standard deviation of Likelihood function while µP 
and σP  represent the mean and standard deviations of Prior functions, which is a Normal 
Distribution.  
Figure 5.7 shows the Hybrid Probabilistic/Deterministic Approach model prediction 
results calculated with Normal Distribution. Applying the threshold value of 0.1727 for advisory 
prediction of Hybrid Probabilistic/Deterministic Approach model with Normal distribution as 
Prior Distribution, when this threshold was exceeded, then the advisories were issued with code 
“1”, otherwise, “0” was issued. Table 5-2 shows the comparison results among the LDHH report, 
calculated advisories with the enhanced ANN predictions and Hybrid Probabilistic/Deterministic 
Approach models with Normal distribution as Prior Distribution predicted advisories with 
corresponding applied threshold for Holly 5 during the 2007 to 2010 swimming seasons. As 
shown in Table 5-2, it is obvious that some data sets of the deterministic enhanced ANN model 
predictions underestimate ENT levels. These underestimations result in false beach advisories 
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that are given as “0” under the model predictions, when the actual advisories should be “1” per to 
the LDHH report. Table 5-2 also indicates that most of these wrong “0” advisories were 
effectively corrected by the Hybrid Probabilistic/Deterministic Approach model. This further 
proves that the Hybrid Probabilistic/Deterministic Approach model has a better prediction 
performance than the enhanced ANN model prediction. Deterministic method and Probabilistic 
method combination improves the prediction accuracy.   
 
Figure 5.7 - Probability Density Function of Hybrid Probabilistic/Deterministic Approach model 
predictions results calculated with Normal Distribution as Prior Distribution 
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Table 5-2  All advisories results comparison among LDHH report, calculated advisories with 
ANN predictions and proposed Hybrid Probabilistic/Deterministic Approach model predicted 
advisories with corresponding applied thresholds for Holly 5 during 2007 to 2010 swimming 
seasons (“0” for “in compliance” and “1”  for “out of compliance”) 
Date 
Measured data 
based advisories 
Deterministic 
ANN model 
prediction 
Probabilistic Advisories ( Normal 
Distribution as Prior Distribution) 
 Probability 
Advisories 
results when 
using threshold 
0.1727 
5/7/2007 0 0 0.1727 0 
5/14/2007 0 0 0.1522 0 
5/22/2007 0 1 0.2542 1 
5/29/2007 0 1 0.2676 1 
6/6/2007 1 0 0.2148 1 
6/11/2007 1 1 0.2241 1 
6/18/2007 1 0 0.1927 1 
6/25/2007 1 0 0.1784 1 
7/2/2007 1 0 0.1706 0 
7/9/2007 1 1 0.4136 1 
7/16/2007 1 1 0.4130 1 
7/23/2007 1 1 0.2804 1 
7/30/2007 1 1 0.2704 1 
8/6/2007 1 0 0.1809 1 
8/13/2007 0 0 0.1360 0 
8/20/2007 0 0 0.1262 0 
8/27/2007 1 0 0.1736 1 
9/4/2007 0 0 0.1267 0 
9/10/2007 1 0 0.1971 1 
9/17/2007 1 0 0.2001 1 
9/24/2007 1 0 0.1656 0 
10/1/2007 1 0 0.1700 0 
10/8/2007 1 1 0.2162 1 
10/22/2007 1 1 0.2252 1 
5/5/2008 1 0 0.2018 1 
5/12/2008 1 1 0.3057 1 
5/19/2008 1 1 0.4395 1 
5/27/2008 1 1 0.5404 1 
6/3/2008 1 1 0.7038 1 
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(Table 5-2 continued) 
Date 
Measured data 
based advisories 
Deterministic 
ANN model 
prediction 
Probabilistic Advisories ( Normal 
Distribution as Prior Distribution) 
 Probability 
Advisories 
results when 
using threshold 
0.1727 
6/9/2008 1 1 0.7739 1 
6/16/2008 1 1 0.7968 1 
6/23/2008 1 1 0.5621 1 
6/30/2008 1 1 0.4891 1 
7/7/2008 1 1 0.4654 1 
7/14/2008 1 1 0.6159 1 
7/21/2008 1 1 0.4365 1 
7/28/2008 1 1 0.5410 1 
8/4/2008 1 1 0.4886 1 
8/11/2008 1 1 0.5106 1 
8/18/2008 1 1 0.3196 1 
8/25/2008 1 1 0.3543 1 
9/10/2008 1 0 0.1835 1 
9/29/2008 0 0 0.1441 0 
10/7/2008 0 0 0.1229 0 
10/13/2008 1 0 0.1495 0 
10/20/2008 1 0 0.1221 0 
10/27/2008 0 0 0.1608 0 
5/4/2009 0 0 0.1998 1 
5/11/2009 1 1 0.2764 1 
5/18/2009 1 1 0.4090 1 
5/26/2009 1 1 0.8113 1 
6/1/2009 1 1 0.6713 1 
6/8/2009 1 1 0.8107 1 
6/15/2009 1 1 0.7378 1 
6/22/2009 1 1 0.5536 1 
6/29/2009 1 1 0.3709 1 
7/6/2009 1 1 0.4607 1 
7/13/2009 1 1 0.3029 1 
7/21/2009 1 1 0.3065 1 
7/27/2009 0 1 0.2303 1 
8/10/2009 1 0 0.1970 1 
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(Table 5-2 continued) 
Date 
Measured data 
based advisories 
Deterministic 
ANN model 
prediction 
Probabilistic Advisories ( Normal 
Distribution as Prior Distribution) 
 Probability 
Advisories 
results when 
using threshold 
0.1727 
8/17/2009 1 0 0.2085 1 
8/24/2009 1 1 0.3234 1 
8/31/2009 1 1 0.3039 1 
9/8/2009 1 1 0.3873 1 
9/14/2009 1 1 0.5772 1 
9/21/2009 1 1 0.5897 1 
9/28/2009 1 1 0.5245 1 
10/6/2009 1 1 0.4304 1 
10/12/2009 1 1 0.4271 1 
10/19/2009 1 1 0.3844 1 
10/26/2009 1 1 0.3191 1 
5/3/2010 1 0 0.1835 1 
5/10/2010 1 1 0.2219 1 
5/17/2010 1 1 0.2390 1 
5/24/2010 1 1 0.2237 1 
6/1/2010 1 1 0.3526 1 
6/7/2010 1 1 0.7864 1 
6/14/2010 1 1 0.7644 1 
6/21/2010 1 1 0.9164 1 
6/28/2010 1 1 0.7602 1 
7/6/2010 1 1 0.3452 1 
7/12/2010 1 1 0.2990 1 
7/19/2010 1 1 0.3455 1 
7/26/2010 1 1 0.2692 1 
8/2/2010 1 1 0.3924 1 
8/9/2010 1 1 0.5590 1 
8/16/2010 1 1 0.9489 1 
8/23/2010 1 1 0.4841 1 
8/30/2010 1 1 0.4532 1 
 9/7/2010 1 1 0.4852 1 
9/13/2010 1 1 0.4199 1 
9/20/2010 1 0 0.1509 0 
9/27/2010 1 1 0.2433 1 
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(Table 5-2 continued) 
Date 
Measured data 
based advisories 
Deterministic 
ANN model 
prediction 
Probabilistic Advisories ( Normal 
Distribution as Prior Distribution) 
 Probability 
Advisories 
results when 
using threshold 
0.1727 
10/4/2010 1 1 0.2519 1 
10/11/2010 1 0 0.2098 1 
10/18/2010 1 1 0.2194 1 
10/25/2010 1 1 0.5950 1 
 
5.5. Conclusion 
This chapter presents four Hybrid Probabilistic/Deterministic models with three different 
Prior distributions and common Likelihood function and the normalizations factors for 
forecasting the probabilities of enterococci level violations in coastal beach waters. Three Prior 
Distributions (including Normal Distribution, Logistic Distribution, Nakagami Distribution) 
were developed from 957 ENT level data sets predicted by a well-developed ANN model. Five 
day geometric mean values of ENT levels were calculated and used for testing the Hybrid 
Probabilistic/Deterministic Approach models. Appling proper thresholds, advisories predicted 
from the three Hybrid Probabilistic/Deterministic Approach models were compared to the 
advisories from the LDHH beach reports. They are also compared to calculated advisory results 
from the enhanced ANN model predictions. Findings from the development and applications of 
the models can be summarized as follows:   
(1) Three applicable Hybrid Probabilistic/Deterministic Approach models were 
developed.   
(2) When Normal distribution is used as prior distribution and the threshold 0.1727 is 
applied, the model accuracy is 86.25%. When Logistic distribution is used as prior distribution 
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and the threshold 0.1784 is applied, the model accuracy is 86.13%. When Nakagami distribution 
is used as prior distribution and the threshold 0.1686 is applied, the model accuracy is 86.13%. 
Compared to the accuracies of deterministic method-ANN model (accuracy=82.63%), Hybrid 
Probabilistic/Deterministic Approach models significantly increase the prediction accuracy. 
(3) Hybrid Probabilistic/Deterministic Approach model with Normal Distribution as prior 
distribution would be the most ideal model for the actual applications since the accuracy is 
slightly higher when Normal Distribution is applied for Prior Distribution. Additionally, Normal 
distribution is simple, convenient and easy to understand in actual applications.  
(4) The Hybrid model in combination with readily available environmental and weather 
forecast data can be utilized to predict the risk of beach water quality violation in a probabilistic 
fashion.  The probabilistic prediction of beach water quality violation is similar to weather 
forecasts and thus easy to understand by the general public, greatly reducing the potential risk of 
contaminated beach waters to human health and providing an efficient and effective tool for 
beach monitoring programs. 
(5) While these Hybrid Probabilistic/Deterministic Approach models were specifically 
developed for Holly Beach, Louisiana, the methods used in this chapter are applicable to other 
coastal beaches. 
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 CHAPTER 6
SUMMARY OF MAJOR FINDINGS AND DISCUSSION 
6.1. Summary of Major Findings 
A remote sensing assisted water quality modeling framework is developed in this 
dissertation for nowcasting and forecasting recreational water quality of Holly Beach in 
Louisiana, USA. This modeling framework is composed of four models/systems: (1) an Artificial 
Neural Network (ANN) model (Model 1) and US EPA Virtual Beach (VB) Program-based 
models for predicting early morning ENT levels in beach waters; (2) an ANN model (Model 2) 
and an VB model for predicting early morning FC levels in beach waters; (3) a remote sensing 
assisted modeling system (Model 3) for predicting near real time ENT levels during daytime; and 
(4) a hybrid probabilistic/deterministic modeling approach (Model 4) for predicting the 
probability of beach water quality violation.  
New findings from Model 1 (Chapter 2) include (1) the identification of 7 explanatory 
variables (water temperature, salinity, tide type, water level, rainfall, wind, and weather type) 
and various combinations of the 7 variables responsible for the ENT level in coastal beach 
waters; and (2) Model 1 with Linear Correlation Coefficient (LCC) of 0.857 performs 
consistently better than the VB model with LCC of 0.320. Model 2 (Chapter 3) provides new 
insights into environmental processes responsible for the variation in FC levels in coastal beach 
waters. It was found that a total of 7 independent environmental variables along with 8 different 
combinations were capable of explaining about 76% of variation in FC levels for model training 
data and 44% for independent data. Major new contributions made in Model 3 (Chapter 4) 
include (1) development of remote sensing algorithms for turbidity using NASA Terra and Aqua 
satellite data; (2) development of an improved ANN model for predicting ENT levels at sunrise 
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time by taking the cumulative effect of solar radiation on ENT inactivation into account; (3) 
development of a real-time model for predicting ENT level during the daytime by considering 
the turbidity effect on ENT inactivation. Testing results showed that the sunrise-time model 
correctly reproduced 82.63% of the advisories issued in the past seven years. A novel feature of 
Model 4 (Chapter 5) is the combination of advantages of the deterministic real-time ANN model 
and a probabilistic method. The hybrid model is capable of reproducing 86.25% of historical 
beach water quality advisories with 6.39% of false positive predictions and 7.36% of false 
negative predictions over the past 7-years.  
Applications of the models will improve the management of recreational beaches and the 
protection of public health. While the modeling framework is specifically developed for Holly 
Beach, Louisiana, USA, the new methods/approaches (particularly the hybrid modeling approach 
and remote sensing assisted real-time ENT modeling approach) and explanatory variables 
(especially the cumulative effects of solar radiation and rainfall) presented in this dissertation are 
generally applicable to other coastal beaches.  
6.2. Future Work 
All these models developed in this dissertation provide a modeling framework for 
building a novel beach monitoring and management system, additional work is needed to apply 
these nowcasting and forecasing models to establish reliable and real-time automated online 
decision support system for recreational beach management and utilization.   
Additional efforts are also needed to build an online probability-based beach water 
quality forecasting tool like weather forecast tools to provide the instantaneous water quality 
information for beachgoers. 
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