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第1章 序論
1.1 英語の必要性と多様化
英語は世界の共通語としての役割が強く，英語を理解する人口は 10億人を超え，世界
最大の使用人口を誇る言語である．この英語人口の増加はこれからも続き，10年後には
世界人口の半分に近い約 30億人になると言われている [1]．これに加え，インターネット
の発展や通信回線の高速化による音声・動画コンテンツの普及により，文字だけではなく
音声の英語に接する機会が増え，英語音声の必要性がさらに拡大している．
一方，英語人口の増加により，英語は多様化し，さまざまな種類の英語が誕生している．
日本をはじめとして多くの国々はイギリス・アメリカ英語を標準英語とし，それから外れ
たものを極力排除してきた．しかし最近では，多様な英語をそのまま受け入れようとい
う傾向が一般的になってきている [2]．これにより，主に方言という形で英語のバリエー
ションが広がっている．この現状は，英語の運用能力を測るTOEICやTOEFL試験の傾
向にも表われている．リスニング試験に使われる英語は，以前はアメリカ英語のみに絞ら
れていたが，現行の試験ではアメリカ・イギリス・カナダ・オーストラリアの 4つの英語
を均等に出題することになっている．
このように，多様な英語を受け入れることにより，聞き取りにくい英語が増えてしまっ
ている．Royらの研究によれば，アメリカに 1年以上在住している者にとって，標準アメ
リカ英語に比べその他の方言英語は聞き取りにくく，英語を第一言語としていてもそうで
なくても同じ傾向が表れることがわかっている [3]．日本人においては，受けてきた英語
教育が主にアメリカ英語であるため，それ以外の英語は聞き取りにくい傾向にある．
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1.2 音声翻訳の利用と問題点
英語が聞き取りにくく理解が困難な場合，それを母国語に翻訳する音声翻訳システム
の利用が考えられる．最近の音声翻訳システムの一例としては ATRで研究されている
Multilingual Speech-to-Speech Translation (S2ST) systemが挙げられる [4]．本システム
は携帯電話のアプリケーションとしても応用され，すでに実用化されている．その他，講
義やプレゼンテーションの翻訳を行うLecture Translator，天気予報の翻訳を行うDARPA
GALE，講演や演説の翻訳を行う EC TC-STARなどが挙げられる [5],[6]．
しかし，音声翻訳システムを利用する場合，話し言葉翻訳の精度は，相手に自分の言っ
たことが最低限伝わるレベルで約 55%程度となり，必ずしも高いとは言えない [7]．また
新しい言語に対して音声翻訳システムを完成させるためには大量のデータベースが必要
であり，すべての言語に対応する音声翻訳を作ることは困難である [5]．このように，多
様な英語に対して，音声翻訳ではまだ高い精度で問題を解決することは難しいと言える．
1.3 母国語の異なる人々間の会話コミュニケーションに関す
る調査
音声翻訳に代わる問題の新しい解決方法を模索するため，母国語の異なる人々間で会話
コミュニケーションを取る必要があるとき，そこにどのような問題が発生するかをアン
ケート形式で調査を行った．
1.3.1 調査方法
実際に調査に用いたアンケートを付録Aに示す．まず被験者は個人情報として年齢，性
別，職種，海外在住経験を差し支えない程度に記入する．さらに被験者の外国語知識を知
るため，学習した外国語の種類や期間，取得した資格などを記入してもらった．
次に，外国人と話す時どのような不便を感じるかを「英語が使えない場合」と「使える
場合」に分けて答えてもらった．英語が使えない場合では，「自分が言いたいことが言葉
で伝わらない点」と「相手の言っている言葉が理解できない点」を比較し，どちらが重大
な問題と思うか，を調査した．また英語が使える場合では，「相手の言っていることを日
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表 1.1: アンケートの被験者
性別 男性 19名，女性 8名
職業 大学生 18名，社会人 9名
国籍 日本 20名，韓国 7名
本語に翻訳するシステム」と「自分のわかる程度にまで易しい英語にするシステム」を比
較し，どちらが便利かを調査した．さらに，英語の方言がコミュニケーションに影響する
かどうかも調査した．
アンケートは紙媒体もしくは電子メールを用いて収集し，27名から回答を得た．被験
者の詳しい内容を表 1.1に示す．
1.3.2 調査結果
図 1.1は母国語が使えないコミュニケーションにおいて，より重大と感じる問題の割合
を示す．多くの被験者が自分が言いたいことを言葉で伝えられないことより，相手が言っ
ている言葉が理解できないことの方が重大な問題と感じている．さらに多くの被験者がボ
ディランゲージのような非言語情報が有効であることを挙げている．非言語情報の利用は
自分が言いたいことの助けにできるが，相手が非言語情報を利用しない場合，相手の言い
たいことを読み取る手段が無い．
英語を使ったコミュニケーションに関して，図 1.2は英語の方言の違いがコミュニケー
ションに影響するかどうかの割合を示す．多くの被験者が英語の方言の違いはコミュニ
ケーションに影響すると感じている．被験者が挙げた例の中で，最も影響するだろうと感
じる要素は発音の違いであった．例えば，アメリカ英語とオーストラリア英語では単語
todayを発音するときに明らかな違いがあり，事前に知識が無いと区別ができないことを
指摘する被験者もいた．
最後に，図 1.3は英語のコミュニケーションにおいて，「相手の言っていることを日本語
に翻訳するシステム」と「自分のわかる程度にまで易しい英語にするシステム」を比較
し，便利と感じる被験者の割合を示す．ほとんどの被験者が日本語に翻訳するよりも易し
い英語にした方が良いと答えている．英語があまり得意ではないと感じる被験者は日本語
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に翻訳して欲しいと考える傾向にあるが，多くの被験者は英語によるコミュニケーション
であれば英語で理解するべきであり，理解ができるなら日本語である必要が無いと答えて
いる．
これらの結果から，コミュニケーションにおける母国語の違いを克服するための手段は
翻訳だけではないと言える．1.1でも述べたように，英語は世界の共通語として使用する
人口が増えていると同時に，主に方言という形で多様化している．もしも英語の方言の違
いを克服でき，さらにユーザにとって易しい英語に変換するようなシステムがあるなら
ば，この問題を解決する 1つの手段となり得る．
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図 1.2: 英語の方言の違いはコミュニケーションに影響するか
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図 1.3: 英語コミュニケーションに便利なツール
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1.4 研究目的
1.3の結果を受け，本研究では聞き取りにくい英語音声を聞き取りやすい英語へ音声変
換する手法を提案する．この手法を取ることにより，対象とする言語が英語のみに限定さ
れるため，音声翻訳において考慮しなければならない言語の組み合わせを考える必要がな
く，英語を解する者であれば母国語に左右されずに誰でも利用できるという利点がある．
さらに筆者は，ユーザが聞き取りやすいと感じる英語の特性は，ユーザ自身の英語音声
そのものに現れると考えた．そこで，本研究ではユーザの発話する英語の特性を音声変換
モデルとして学習し，新たに得られた聞き取りにくい英語音声を音声変換モデルを利用
してユーザの発話特性に近づけることで，聞き取りやすい英語に変換することを考える．
このようにすることで個人に対する適応が可能になり，ネイティブ・ノンネイティブに関
係なく利用することができる．
関連研究として，日本語と英語の音響的特徴に注目し，その中で 1単語の音節数の違い
とリズムの違いに着目して聞き取りやすい英語音声へ補正する研究がある [8]．本研究で
は，各単語それぞれに注目するのみではなく，単語の繋がりや文全体の音響的特徴に注目
する．
1.5 本論文の構成
本論文は 4章で構成されている．
まず第 2章では被験者が英語を聞いた時に聞き取りにくいと感じた要因，およびそれら
の個人性について調査する．またそれらの要素について聞き取りにくい英語音声をユーザ
の発話音声で置換し，聞き取りやすい英語に変換されるかを調べ，ユーザの発話音声を利
用することが有効であることを示す．
第 3章ではユーザの無音区間挿入特性に注目し，句構造を利用した Support Vector Ma-
chineによる音声変換モデルを作成して変換を行うことで，新たな英語音声に対しても聞
き取りやすい英語が生成されることを示す．
最後に，第 4章では結論と今後の課題を述べる．
第2章 聞き取りにくさに関与する要素
聞き取りにくい英語を聞き取りやすい英語に変換するためには，何が原因で聞き取りに
くくなってしまったかを分析しておく必要がある．またその傾向には個人性があり，統一
できないことも考えられる．ここでは，スピーチレートやパワー，f0遷移などの韻律的要
素に注目し，被験者が英語を聞いた時に聞き取りにくいと感じた要因，およびそれらの個
人性について行った調査について述べる．
さらにわかった要素について，聞き取りにくい英語音声と同じ文章を発話したユーザの
英語音声で置換して聞き取りやすさの変化を評価することで，ユーザの英語音声を利用す
ることが聞き取りやすい英語を生成するのに有効であることを示す．
2.1 要素の調査
まず被験者に様々な英語音声を聞いてもらい，聞き取りやすさを評価してもらった．さ
らに音声の様々な韻律的要素と被験者による評価の関係を見ることで，聞き取りにくさに
関与する要素を調査する．
2.1.1 データ収集と音声の分析
被験者には異なる英文 10個それぞれについて異なる 4人が読み上げた音声を合計 40個
聞いてもらい，聞きやすさを次の 5段階で評価してもらった．
1. 聞き取りにくい
2. 少し聞き取りにくい
3. どちらでもない
4. 少し聞き取りやすい
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表 2.1: 実験に利用した英文
英文番号 文章
1 This was easy for us.
2 Is this elevator going up or down?
3 Please take this dirty table cloth to the cleaners for me.
4 Of course you can have another tunash sandwich.
5 They are running fast.
6 Should giraes be kept in small zoos?
7 Isn't it wonderful weather!
8 According to my interpretation of the problem, two lines must
be perpendicular.
9 She put everything into a large bag.
10 How long have you been waiting?
5. 聞き取りやすい
使用した音声は「日本人学生による読み上げ英文音声データベース」から選んだもので，
日本人およびアメリカ人が発話した英語を収録したものである [9]．英文番号 8を除きな
るべく平易な英文を選び，それぞれの英文につき日本人男性，日本人女性，アメリカ人男
性，アメリカ人女性の英語を 1つずつランダムに選んだ．使用した英文を表 2.1に示す．
英語音声における韻律的要素の分析には，音声分析変換合成法 STRAIGHTを用いて行
う [10]．音声区間は STRAIGHTが出力したパワーを元に，初めて-60dBを越えた地点か
ら最後に-60dBを下回った地点とする．またパワーや f0値との関係をみるためにそれぞ
れの分散値を算出するが，f0は有声音区間にのみ表れ，無声音区間は 0となるため，無声
音区間を除外した分散値を求めることにする．
また最後に，被験者にとって聞きにくい英語とは何かを自由記述してもらった．
以上の方法で，日本人学生 9人に評価してもらった．
2.1.2 調査結果と考察
「聞き取りにくい英語とは何か」に対する自由記述によって得られた回答を意見数と合
わせて表 2.2に示す．速く発音されると何を言っているかわからなくなるという意見が一
2.1 要素の調査 10
番多く，次いで単語が繋がって発音された場合という意見が多かった．
音声のスピーチレートに対して各評価ごとに平均値を求め，さらに被験者全体での平均
値と標準偏差を求めたものを図 2.1に示す．概ねスピーレートが下がるにつれ評価が上が
る傾向にある．標準偏差の値が評価 5に比べ評価 1の方が大きいことから，スピーチレー
トが小さいほど聞き取りやすいという傾向は被験者全体に表れるが，聞き取りにくいと感
じ始めるスピーチレートが被験者によって異なっていると言える．
音声のパワー値に対して各評価ごとに分散を求め，さらに被験者全体での平均値と標準
偏差を求めたものを図 2.2に示す．値は概ね一定となり，大きな特徴を得ることはできな
かった．
音声の f0値に対して各評価ごとに分散を求め，さらに被験者全体での平均値と標準偏
差を求めたものを図 2.3に示す．評価 1と評価 5の標準偏差値が非常に大きく，また f0分
散値も大きいことがわかる．これは評価 3付近の中間は被験者全体であまり差はないが，
聞き取りにくい・聞き取りやすい英語に大きな個人性が表れていることを意味している．
図 2.4は結果に特徴的な傾向が現れた被験者 2名の結果を表す．被験者 aは f0分散値が高
いほど聞き取りやすいと感じるが，被験者 bは逆に聞き取りにくいと感じる傾向があるこ
とがわかる．f0分散値は音声の抑揚の度合と考えることができることから，抑揚のあり・
なしは聞き取りやすさに影響していると考えられる．
最後に，各被験者ごとのアメリカ人英語と日本人英語の平均評価を表 2.3に示す．評価
の平均値はアメリカ人英語より日本人英語が評価が高い．中でも被験者 dおよび被験者 f
は評価の差が大きく開いており，明らかに傾向が表れている．
以上の結果から，英語音声の聞き取りやすさに関係する要素はスピーチレートおよび
f0値の遷移であるといえる．スピーチレートは自由記述の結果で速い英語は聞きにくい
という結果が一番多かったことからも頷ける要素である．また f0値の遷移は聞き取りや
すさの傾向が被験者によって異なっていたことから，個人性を考慮する必要がある．また
STRAIGHTを用いた分析では調べることができなかったが，自由記述から単語が繋がっ
て発音された場合に聞き取りにくいという意見が多くみられたことから，これも今後考慮
すべき要素であると言える．
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表 2.2: 「聞きにくい英語とは何か」に対する回答
意見数 回答
5 速い
4 単語が繋がって発音される
3 難しい単語の存在
3 はっきり発音しない
1 抑揚がない
1 たどたどしい
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図 2.1: スピーチレートの平均値と評価の関係 (± SD)
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図 2.2: パワー分散の平均値と評価の関係 (± SD)
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図 2.3: f0分散の平均値と評価の関係 (± SD)
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表 2.3: 各被験者ごとのアメリカ人英語 (AE)と日本人英語 (JE)の平均評価
被験者 AE評価平均 JE評価平均
a 4.00 3.95
b 2.90 3.85
c 3.35 3.15
d 2.80 4.70
e 3.35 3.50
f 2.40 4.05
g 2.50 2.85
h 3.60 4.10
i 3.65 3.40
平均 3.17 3.73
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図 2.4: f0分散の平均値と評価の関係（被験者 2名を抜粋）
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2.2 音声置換実験
2.1の調査から，英語音声の聞き取りやすさに関係する要素がわかった．ここではそれ
らの要素について，聞き取りにくい英語音声と同じ文章を発話したユーザの英語音声で置
換して聞き取りやすさの変化を評価することで，ユーザの英語音声を利用することが聞き
取りやすい英語を生成するのに有効であることを示す．
2.2.1 音声収録とデータベース
本実験は被験者を日本人の 20代女性 1人に限定して行った．英文は 2.1で用いた英文
10個を用いた．被験者には事前に英文を黙読してもらい，発音がわからない単語が無い
かどうかを確認した上で，被験者自身が自然に発話できたと判断できるまで繰り返し収録
を行った．
聞き取りにくい英語音声は 2.1の調査において一番低い評価をしたものを選んだ．ここ
で，同じ評価が複数ある場合はその中でランダムに選択した．
2.2.2 音声の生成
聞き取りにくいと評価した音声のスピーチレートや f0値，ポーズの位置を，同じ英文
を発話した被験者自身の音声で置換する．音声変換には STRAIGHTのモーフィング機能
を用いる [10]．本機能は 2つの音声の基本周波数 f0，スペクトログラムのレベル，非周期
性指標，時間周波数座標を分析し，それぞれの項目についてどちらかの音声に合わせた
り，混合率を設定して混合音声を作成することができる．本実験では基本周波数 f0およ
び時間周波数座標を操作する．時間周波数座標を操作することにより，スピーチレートを
置換することができる．
モーフィングを行う際は時間軸の整合を行うことが重要である．本実験では単語ごとに
整合を行い，単語境界は手動で設定することにする．f0を置換する場合，f0平均値が変化
すると異なる話者の声に聞こえてしまうため，次式で置換目標の音声の f0値 faを f 0aへ変
換してから置換を行うことにする．
f 0ai = fai  
 
fa   fb

(i = 1;    ; N) (2.1)
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ここで，faiは faの iフレーム目，N は faの総フレーム数，fbは変換対象の音声の f0値，
fa; fbは fa; fbの平均値を表す．
スピーチレートを置換した音声について，無音区間の挿入を行った音声も作成する．無
音区間の挿入は被験者自身の音声においてパワーが-50 dBを下回った部分をすべて 0に
置き換える．こうすることで，被験者がポーズをとった部分は無音区間となる．
音声置換の流れを図 2.5に示す．
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図 2.5: 音声置換の流れ
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2.2.3 実験結果と考察
音声置換により作成した音声を被験者に聞いてもらい，原音声と比べどのくらい聞き取
りやすくなったかを次の 5段階で評価してもらった．
-2. 聞き取りにくくなった
-1. 少し聞き取りにくくなった
0. あまり変わらない
1. 聞き取りやすくなった
2. 少し聞き取りやすくなった
表 2.4に変換パターンを，図 2.6に各変換パターンの評価平均値を示す．
実験結果より，すべての変換パターンにおいて評価平均がプラスになり，聞き取りにく
くなってしまったものはなかった．このことから，ユーザが発話した音声のスピーチレー
ト，f0遷移，およびポーズ位置を利用することは有効であるといえる．しかし，評価平均
が一番高いものはスピーチレートのみを置換したA，および f0遷移のみを置換したBで
あり，2つの要素を合わせて置換したCはA，Bよりも評価が下がってしまっている．こ
のことから，聞き取りにくい音声のスピーチレートや f0を操作する際は，組み合わせに
注意を払わなければならない，と考えられる．
無音区間の挿入を行った D，Eは，無音区間の挿入を行わなかった Aに比べ評価平均
が下がっていることから，この結果のみからは無音区間の挿入の効果は見えない．しかし
被験者からのヒアリングより，無音区間が挿入されることで単語境界ははっきりしたが，
音声が途切れた印象になり不自然であったという意見が得られた．このことから，句のよ
うな言語としてのまとまりを失わないような無音区間の挿入を行えば，聞き取りやすくで
きると考えられる．
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表 2.4: 音声置換の変換パターン
変換パターン スピーチレート f0遷移 無音区間挿入
A ● - -
B - ● -
C ● ● -
D ● - ●
E ● ● ●
-2
-1.5
-1
-0.5
0
0.5
1
1.5
2
A B C D E
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図 2.6: 変換方法の違いに対する聞き取りやすさの評価結果
第3章 無音区間挿入特性の適応による音
声変換
第 2章の置換実験から，ユーザが発話した音声のスピーチレート，f0遷移，およびポー
ズ位置を利用することは聞き取りやすい英語を生成するのに有効であることがわかった．
本章ではこの中でポーズの位置に注目する．ユーザの無音区間挿入特性を音声変換モデル
として学習し，このモデルを用いて新たに得られた聞き取りにくい音声を聞き取りやすい
音声へと変換する手法を述べる．
さらに被験者の発話音声から音声変換モデルを作成し，新たに英語音声を生成する実験
を行うことで，本手法の有効性を確かめる．
3.1 音声変換手法
一般的に無音区間を挿入する位置は，副詞句などの特定の句の前や，句構造における上
層部の分かれ目など，句構造を意識して行われていると考えられる．そこで本研究では，
英文の句構造を特徴量として用いて無音区間処理のモデル化を行う．
音声変換全体の流れを図 3.1に示す．まず，あらかじめ用意した英文を元に，ユーザの
音声を収録する．ユーザの音声からは無音区間分析により無音区間の位置，英文からは句
構造分析により句構造を取得し，単語境界ごとに音声変換モデルの学習を行う．新たに聞
き取りにくい英語音声が得られると，まず音声認識にかけテキスト文に書き起こし，句
構造解析により句構造を取得する．音声変換においては，前もって作られた音声変換モデ
ル，句構造をもとに無音区間の操作を行い，聞き取りやすい英語音声を生成する．
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図 3.1: 音声変換全体の流れ
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3.1.1 無音区間分析
ユーザの発話音声から無音区間の位置を識別するために音響分析を行う．まず，予め手
動によりユーザの単語境界を設定しておく．次に，音響分析により単語境界周辺部のパ
ワー遷移を分析する．収録された音声のサンプル値 xi (i = 1;    ;M)について
yi =
r

x2
xi (3.1)
とすることでパワーを全体で正規化する．ただし， x2は発話全体の各サンプル値を二乗
したものの平均値，は微小量を表す．またパワー遷移 pi (i = 1;    ;M)を
pi = log(y
2
i + ) (3.2)
とし，さらに 10msの窓で移動平均をとり平滑化を行う．
文章に含まれる単語境界それぞれについて，周辺部で-12dBを下回る部分を無音とする．
Cenozの研究によれば，第二言語で英語を用いる人が silent pauseを挿入する場合，200ms
以上であることを示している [11]．本研究では第一言語で英語を運用する人にも適応する
ことを考えるため，少し条件を緩め 150ms以上の無音が続いた場合，そこに無音区間が
挿入されているものと判断する．
3.1.2 句構造分析
英文から句構造解析を解析するツールとして，本研究ではLink Grammar Parser（以下
Link Grammar）を用いた [12]．Link Grammarは英文を与えると，Link Grammar理論に
基づきその英文の依存文法および構造木を得ることができる．本研究では，Link Grammar
が返す構造木を利用する．ただし，Link Grammarは句構造のみを返し，葉ノードは単語
をそのまま返す．ここでは単語の直前の親ノードにおける句構造 indexに文字Wを追加
したものをその単語の品詞として利用し，それを単語の親ノードとして追加して利用す
る．また本研究では句構造を反映させ，それぞれの単語の影響を排除するため，葉ノード
をすべてアスタリスク (*)に変換する．例として英文 This was easy for us. の構造木を図
3.2に示す．
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NP VP
NPW
*
(This)
VPW
*
(was)
ADJP
ADJPW PP
PPW*
(easy)
NP
*
(for)
NPW
*
(us)
SW
*
(.)
図 3.2: 句構造木の例
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3.1.3 無音区間の操作と音声出力
新たに入力された聞き取りにくい英語音声に対しては，無音区間があるかどうかを学
習によって作成された音声変換モデルにより推定し，無音区間の操作を行い音声を出力す
る．無音区間があると推定された場合は，その場所に 200msの無音区間を挿入し音声を
出力する．ただし，すでに単語境界周辺に-12dBを下回るパワー遷移区間がある場合，そ
の分を引いた長さの無音区間を挿入することにする．また単純に音声波形に 0を挿入する
と音声が途切れた印象になってしまうため，無音区間周辺でフェードイン・フェードアウ
トを行う．無音区間が挿入される単語境界において，前半 50msをフェードアウト，後半
50msをフェードインさせることにする．逆に，無音区間が無いと推定されたが，音声に
200ms以上の無音区間がすでに存在していた場合は，無音区間が 200msになるように単
語境界周辺を短縮することにする．
無音区間の操作前と操作後の音声波形の例を図 3.3に示す．上段が操作前，下段が操作
後の音声波形である．音声の発話内容はBricks are an alternative.であり，464msにある
Bricksと areの単語境界および 702msにある areと anの単語境界に無音区間が挿入され
ている．
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図 3.3: 音声Bricks are an alternative.における無音区間の操作例
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3.2 音声変換モデル
音声変換モデルは，英文の単語境界それぞれについて無音区間の有無を特徴付けでき
るような特徴量を英文の句構造を変形することで生成し，識別器を用いて学習，識別を
行う．ここでは，特徴量として句構造を変形することにより得られる 4つの構造木を用い
る．今後，これを特徴木と呼ぶことにする．また，識別器には無音区間が挿入されるかさ
れないかを出力する Support Vector Machineを用い，カーネルにCollinsの木カーネルを
用いることで特徴量として木構造を扱えるようにする．
音声変換モデルの構成を図 3.4に示す．
3.2.1 特徴木
ある英文がN個の単語で構成されているとき，i番目の単語の直後の無音区間の有無を
表す特徴木 4つは以下のようにして導出する．
1. i+ 1番目の単語を最左終端ノードとする最大の部分木
2. 英文全体の根ノードから出発し，1番目から i番目の単語を導出する部分木
3. 英文全体の根ノードから出発し，i番目から i+ 1番目の単語を導出する部分木
4. 英文全体の根ノードから出発し，i+ 1番目からN 番目の単語を導出する部分木
例として，図 3.2において i = 3として 3番目の単語 easyの直後に無音区間があるかどう
かを表すための特徴木 4つを図 3.5に示す．特徴木 1により，ユーザの特定の句の前で無
音区間を挿入するかどうかをモデル化することができ，それ以外の特徴木により文章全
体，および無音区間が挿入される位置をモデル化することができる．
これらの特徴木に対し，ユーザが実際に無音区間を挿入した場合には 1，しない場合に
は 1をラベルとして付与し，次に述べる木カーネルを用いた SVMの学習に用いる．音
声変換時は，聞き取りにくい音声の単語境界それぞれに対して特徴木を生成し SVMに与
え，無音区間の有無を推定する．なお，SVMの詳しい仕組みについては付録Bを参照さ
れたい．
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図 3.4: 音声変換モデルの構成
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図 3.5: 特徴木の例
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3.2.2 Collinsの木カーネル
無音区間の有無を表す特徴に構造木を利用するため，カーネル関数にCollinsの木カー
ネルを用いた SVMを用いる [13]．木カーネルは，簡単に言えば 2つの構造木に共通する
部分木の数を返すカーネル関数である．ただし，ここでの部分木は葉ノードを含まない部
分木までを扱う．これらを subset tree (SST)と呼び，その一例を図 3.6に示す．枠で囲ま
れた木の SSTは，その木自身を含め，全部で 10個である．
木カーネルによる計算を具体的に述べる．任意の木の SSTの集合を ff1; f2;    g = F
とし，ノード nが fiの祖先として支配する場合に 1，それ以外なら 0を返す関数 Ii(n)を
定義する．この時，2つの木 T1; T2に対するカーネル関数K(T1; T2)は
K(T1; T2) =
X
n12NT1
X
n22NT2
(n1; n2) (3.3)
と表せる．このとき，NT1およびNT2はそれぞれ木 T1; T2に含まれるノードの集合であり，
関数は次式により定義される．
(n1; n2) =
jFjX
i=1
Ii(n1)Ii(n2) (3.4)
この関数は，次のように再帰的に計算を行うことができる．
1. ノード n1と n2の子ノードが異なる場合
(n1; n2) = 0 (3.5)
2. ノード n1と n2の子ノードが同じで，それらがどちらも葉ノードの場合
(n1; n2) =  (3.6)
3. 1にも 2にも当てはまらない場合
(n1; n2) = 
nc(n1)Y
j=1
(1 + (cjn1 ; c
j
n2
)) (3.7)
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図 3.6: subset trees (SSTs)の例
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nc(n1)はノード n1における子ノード数を表し，cjnはノード nの j番目の子ノードを表す．
また は 0 <   1の値をとる減衰係数であり，値が 1に近いほど葉ノードの影響力が強
くなる．
ここで，木カーネルを 2つの木の類似度として扱う場合，次のように計算することで 0
から 1までの値で正規化することができる．
K 0(T1; T2) =
K(T1; T2)p
K(T1; T1)K(T2; T2)
(3.8)
さらに，1つのデータに複数の構造木および数値ベクトルを合わせて利用する場合，個々
のカーネルを足し合わせて新たなカーネルを作成する．データOiが n個の構造木 T とm
個の数値ベクトル vで構成されているとき，
Oi =
n
T
(1)
i ;    ; T (n)i ;v(1)i ;    ;v(m)i
o
(3.9)
と表され，2つのデータO1;O2に対するカーネルKsは，木カーネルをKt，数値ベクト
ルに用いるカーネル関数をKvとすると，次のように表される．
Ks(O1;O2) =  
X
i=1; ;n
Kt

T
(i)
1 ; T
(i)
2

+
X
i=1; ;m
Kv

v
(i)
1 ;v
(i)
2

(3.10)
ただし， は構造木と数値ベクトルのカーネルに対する依存度を調整するパラメータで
ある．
本研究では 4つの特徴木を 1つのデータとして扱い，また英文構造の類似性によって無
音区間の有無を判定するため，式 (3.8)で正規化を行い，式 (3.10)によって 4つの木カー
ネルを足し合わせ，SVMのカーネル関数として用いて学習，識別を行う．
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3.3 実験
被験者の発話音声から音声変換モデルを作成し，モデルにどのような特徴が現れるかを
調べた．また，新たな英語音声を音声変換モデルにかけ，聞き取りやすい英語に変換され
たかを評価してもらい，どのように変換が行われるかを調べた．
3.3.1 使用音声とSVMの準備
本実験は 20代男性の日本人大学生 2人A，Bを対象に行った．Aは英語圏での在住経
験はなく，日本で一般的な英語教育を受けている人，Bは英語圏での在住経験があり，ほ
ぼ問題なく英語を運用することができる人である．英文は「日本人学生による読み上げ英
語音声データベース [9]」で用いられたものの中で，なるべく平易な英文を 96個選び発話
してもらった．使用した英文は付録Cに示した．
被験者には事前に英文を黙読してもらい，発音がわからない単語が無いかどうかを確認
した上で，被験者自身が自然に発話できたと判断できるまで繰り返し収録を行った．本収
録により，被験者の無音区間に対する発話特徴データを 555集めることができた．
聞き取りにくいとする英語音声は，TIMIT データベースのうち，The phonetically-
compact sentencesの中からランダムに選出した 30個の音声を利用した [14]．これらの
音声は音声認識などを利用して単語境界や発話された英文を得る必要がある．本実験では
TIMITに付属する英文や単語境界を利用することで，英文および単語境界が完全に認識
されたものとして扱う．
音声変換モデルとして用いる SVMは，Moschittiらによって作成された SVM-LIGHT-
TK 1.2を利用する [15]．
3.3.2 音声変換モデルの評価方法
作成される音声変換モデルがどのようにユーザの発話特徴を反映できているかを調べ，
音声変換モデルを評価した．得られた 555データについて，木カーネルに用いる減衰係数
を 0.1から 1まで 0.1刻みで動かしながら 5-fold cross validationを行い，無音区間識別
率および非無音区間識別率を調べ，さらにその平均が最大となる を調べた．
3.3 実験 31
3.3.3 変換された音声の評価方法
音声変換モデルを元に新たに作成された音声が，実際に聞き取りやすくなったかを被験
者に評価してもらった．
まず，評価に用いる英語音声 30個を 10個ずつ 3つのグループに分割し，次のように音
声を生成する．
 そのままの音声
 提案する音声変換手法により生成された音声
 単語間すべてに無音区間を挿入した音声
変換を行わない音声と比較するだけではなく，すべての単語間に無音区間を挿入した音声
とも比較することで，ユーザの無音区間挿入特性を利用して無音区間を挿入することに対
する有効性を検証する．
被験者には客観評価として，まず dictation（英文の書き取り）を行ってもらった．た
だし，あまり多く繰り返し聞いてしまうと聞き取れなかった単語のみに注力してしまう恐
れがあるため，試聴回数は 2回に限定して行った．また，被験者の未知単語が評価に影響
することを避けるため，dictationが終了した後に用いた英語音声に登場する英単語をす
べて確認してもらい，知らない単語や聞いても書き取れそうにない単語をチェックしても
らった．チェックされた単語は後の dictation評価の対象から省くことにする．
dictationの評価は Individual word scoringおよび Content word scoringを用いて行う
[16]．Individual word scoringは音声の総単語数のうち，聞き取れた単語数の割合を示し，
Content word scoringは単語を内容語のみに限定した場合の割合である．ただし，単に
割合を計算するだけでは単語の挿入誤りが評価に反映できないため，音声認識の評価に用
いられる単語正解精度を用いて評価を行う．全単語数をN，dictation結果内での脱落誤
り数をD，置換誤り数を S，挿入誤り数を Iとすると，単語正解精度Acは
Ac =
N  D   S   I
N
(3.11)
内容語とは事物の名称，性質，動作，状況などを表現する語であり，ここでは前置詞，接続詞，冠詞，
助動詞を除いた単語を指す．内容語に限定することで，被験者の意味内容の理解度が反映することができ
る．
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と算出される．
同時に，主観評価として音声の聞き取りやすさを 5段階で評価してもらった．5段階の
指標は
1. 聞き取りにくい
2. 少し聞き取りにくい
3. どちらでもない
4. 少し聞き取りやすい
5. 聞き取りやすい
を用いて行った．評価時は本研究の研究目的に合わせるため，聞き取りやすいの基準を
「自分にとって英文内容を理解しやすいような発話をしているかどうか」であり，「理解でき
るかは別として，流暢な英語に聞こえる」という基準ではないことを明確に伝えて行った．
3.3.4 音声変換モデルの評価結果と考察
作成される音声変換モデルについて，5-fold cross validationにより得られた最適な減衰
係数 の値と，その時の無音区間識別率と非無音区間識別率の値を表 3.1に示す．無音区
間識別率および非無音区間識別率については 2人の被験者間での差異はあまり無く，平均
をとると無音区間識別率（無音区間を無音ありと識別する割合）が 55.7%，非無音区間識
別率（非無音区間を無音なしと識別する割合）が 77.2%であった．
最適な減衰係数は英語が堪能な被験者Bは値が低く，逆に被験者Aは高い値を示して
いる．減衰係数は木構造の葉ノードに近い部分木をどれほどモデルに反映させるかを設定
するパラメータであるため，この値が高いと単語 1つ 1つの影響力が高いと言える．この
ことから，英語が堪能な人ほど文の句構造を意識した発話が行われていると考えられる．
識別率の数値からは，一般的な識別器の精度と比べると必ずしも良い結果とは言えな
い．しかし，本研究は人の発話特性を反映させていることから，被験者の無音区間を挿入
するときの規則を 60%程度反映できれば，聞き取りやすい音声が生成できると考えるこ
ともできる．また，聞き取りやすい音声を生成するには無音区間を挿入することによって
3.3 実験 33
行うことが多く，削除されることで聞き取りやすくなるとはあまり考えられない．本実験
の結果では非無音区間識別率が 80%近くあることから，多めに無音区間が挿入されるこ
とはあっても，あったことで聞きやすかった無音区間が誤って削除される危険性が少ない
と言える．
3.3.5 変換された音声の評価結果と考察
変換された音声に対する 5段階評価による主観評価の結果を図 3.7に示す．さらに，dic-
tationによる客観評価について，被験者Aの結果を図 3.8に，被験者Bの結果を図 3.9に
示す．
主観評価の結果からは，変換を行わないものよりも行ったものの方が若干評価が下がっ
ているものの，顕著な差は表れていない．しかし，単語間すべてに無音区間を挿入した場
合には大きく評価が下がっていることがわかる．また，dictationの結果は被験者A,B共
にモデルを用いて変換を行った音声が単語正解精度が一番高いことがわかる．これらよ
り，モデルを使ってユーザの無音区間挿入特性を学習に用いる手法の有効性が示されてい
るといえる．
被験者A,B間の違いとしては，単語間すべてに無音区間が挿入された場合，被験者A
は変換なしの音声よりも dictation精度が少し向上しているものの，被験者Bは逆に悪く
なっている．主観評価の値も Bの方が単語間すべてに挿入された場合の評価の下がり具
合が顕著である．ここから，英語が堪能な場合，英語音声を単語単位ではなくフレーズな
どのまとまった単位で理解している傾向があり，単語単位で分割を行うと聞き取りにくく
なってしまうと考えられる．
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表 3.1: 音声変換モデルの評価結果
被験者 減衰係数  無音区間識別率 非無音区間識別率
A 0.9 56.4% 80.4%
B 0.4 54.9% 74.0%
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図 3.7: 5段階評価による変換音声の主観評価結果
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図 3.8: 被験者Aの dictation結果
0
0.1
0.2
0.3
0.4
0.5
0.6
0.7
0.8
0.9
1
 


Indivisual
Content

	 



ﬀﬁﬂﬃ 
図 3.9: 被験者Bの dictation結果
第4章 結論
本研究ではユーザの発話音声を利用し，聞き取りやすい英語音声が生成できることを示
した．
まず，多くの被験者に様々な英語音声の聞き取りやすさを評価してもらい，それと音声
の様々な韻律的要素との関係を調査することで，英語が聞き取りにくいと感じる要素には
スピーチレート・f0遷移・無音区間の有無があることがわかった．またこれらの要素につ
いて聞き取りにくい英語音声をユーザの発話音声で置換した音声が聞き取りやすくなる
ことから，ユーザの発話音声を利用することは聞き取りやすい英語音声の生成に有効であ
ることを示した．さらにユーザの無音区間挿入特性に注目し，句構造を利用した SVMに
よる音声変換モデルを作成して変換を行うことで，新たな英語音声に対しても聞 き取り
やすい英語が生成されることを示した．
今後は，無音区間のみに注目せず，スピーチレートや f0の遷移など，その他の要素を用
いて聞き取りやすい音声を生成することを考える必要がある．これらの手法においても，
句構造を利用した SVMによる音声変換モデルを作成して変換を行う手法が応用できると
考えられる．例えば，スピーチレートのモデル化においては，ユーザの発話の平均スピー
チレートに合わせた後で，「速くする」「遅くする」といったラベルを付け，特徴木を用い
て学習することが可能である．また f0遷移については，急激に上がる・急激に下がるなど
様々なパターンを用意し，特徴的な部分について学習するといった手法が考えられる．た
だし，無音区間の場合は「あり」「なし」ではっきりと 2分することができるが，スピー
チレートや f0の遷移の場合ははっきりと 2分することができないため，適切な閾値を設
定して行う必要がある．
また，実用化を考えるとユーザに適応する手法についても改善する必要がある．本研
究における手法ではユーザの発話音声を収録するために 96個の英語例文を使用しており，
これはユーザにとって大きな負担となる．もしすでに構築した一般の音声変換モデルを少
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ない発話データを用いて個人適応する手法が確立できれば，負担は軽減することができる
と考えられる．
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付録A　アンケート用紙
第一言語の異なる人々間の会話コミュニケーションに関する調査
早稲田大学大学院，基幹理工学研究科，情報理工学専攻，白井克彦研究室，修士 1年の
小柴侑一と申します．私は，自分の第一言語（一般的には母国語と呼ばれています）を運
用して会話が成り立たない相手（外国人など）とコミュニケーションを取りたいとき，そ
こに生じる問題点を克服し，円滑な会話をサポートできるようなシステムの開発などを目
的にした研究をしています．この研究を進めるにあたり，実際にこのような場面に遭遇し
た時，皆さんがどのような点で困難を感じるか，またどのような技術やシステムがあった
ら助かるかを調査したく，協力をお願いしました．研究目的以外で本調査の内容を使用す
ることはありません．ご協力お願いいたします．
1 個人情報
あなたのことについて教えてください．ご記入は差し支えない程度で結構です．
1.1 年齢，性別，職種，海外在住経験があれば教えてください．
1.2 外国語は何を勉強したことがありますか．何語を，いつからいつまでかを教えてくだ
さい．
1.3 語学の資格は何か取得されていますか．TOEICなどの点数制のものもあれば教えて
ください．
2 言葉が通じない人との会話コミュニケーション
自分が勉強したことのない言語でしか話せない相手と会話をしなければならない場面の
ことを考えてください．
2.1 どんな時にこういった場面に遭遇すると思いますか．
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2.1 どちらの方が重大な問題と思うか，○をつけてください．その理由があれば教えてく
ださい．
（　　）自分が言いたいことが言葉で伝わらない点
（　　）相手の言っている言葉が理解できない点
2.3 2.2以外でも重大だと思う問題があれば教えてください．経験談などもあれば是非．
2.4 話していることがわからなくても，相手の話す言葉の種類（ロシア語なのか，ドイツ
語なのか，など）だけでもわかれば，それは有益な情報であると思いますか．
2.5 「こういうとき，こんなツール（携帯端末，携帯電話のアプリなど）があったらいい
のに」と思うものは何かありますか．
3 英語を使った会話コミュニケーション
世界の共通語として，英語を用いて会話をしなければならない場面のことを考えてくだ
さい．
3.1 英語には，アメリカ英語，イギリス英語，インド英語などの方言があります．方言の
違いはコミュニケーションに影響すると思いますか．理由もあれば教えてください．
3.2 どちらのシステムがいいと思いますか．○をつけて，理由もあれば教えてください．
（　　）時間はかかるけど，相手の言っている英語を完全に日本語に翻訳してくれるシス
テム
（　　）相手の言っている英語を自分のわかる程度に易しくしてくれるシステム
3.3 その他，「こういうツールがあったらいいのに」などあれば教えてください．
以上です．ご協力ありがとうございました．
付録B　Support Vector Machine
SVMの基本
N 個の訓練データ x1;    ;xN と，それぞれに対応する目標値 t1;    ; tN(tn 2 f 1; 1g)
があるとする．ここに，特徴空間変換関数 (x)を用いた線形識別関数
y(x) = wT(x) + b (4.1)
を用いて，新たに得られた未知データxを y(x)の符号によって分類することを考える．た
だし，訓練データは識別関数によって完全に分類可能であるとする．このとき，境界面は
y(x) = 0となる．
訓練データを完全に分類できるような境界面は少なくとも 1つは存在するので，パラ
メータ x; bは無数にある場合がある．SVMではマージン最大化という指標によってパラ
メータを定める．マージンとは境界面と訓練データ間の距離を表し，これを最大化するこ
とによって汎化性能の高い境界面を決定することができる．図 4.1に特徴空間変換関数が
2次元の場合，すなわち (x) = (x01; x02)における例を示す．(a)のように，境界面は無数
に存在するが，マージンを最大とする境界面は (b)となり，一意に定まる．
すべての訓練データは tny(xn) > 0が成り立つため，境界面から点 xまでの距離は
jy(x)j
jjwjj =
tn(w
T(x) + b)
jjwjj (4.2)
であり，これを最大化するようなw; bを求める．ここで，wは nに依存しないことから，
次のような最適化問題を解けば良い．
argmax
w;b

1
jjwjj minn [tn(w
T(x) + b)]

(4.3)
ここで，パラメータw; bは定数倍しても訓練データと境界面の距離は変化しないことか
ら，すべての訓練データに対して
tn(w
T(xn) + b)  1 (4.4)
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(a) (b)
図 4.1: マージン最大化の原理
を成立させることができる．これを式 (4.3)の最適化問題に適応すると，jjwjj 1を最大化
する問題に帰着できる．これは
argmin
w;b
1
2
jjwjj2 (4.5)
を式 (4.4)という制約の下で解くことと等価である．
この制約つき最適化問題を解くために，ラグランジュ乗数法を用いる．式 (4.4)の制約
式をラグランジュ乗数 an( 0)として適応したラグランジュ関数 L(w; b; a)は
L(x; b; a) =
1
2
jjwjj2  
NX
n=1
anftn(wT(xn) + b)  1g (4.6)
である．ただし，a = (a1;    ; aN)T である．この式のwおよび bについての偏微分から，
停留点では
w =
NX
n=1
antn(xn) (4.7)
0 =
NX
n=1
antn (4.8)
が成立し，これらの式を式 (4.6)に代入しw; bを消去すると，新たな目的関数
~L(a) =
NX
n=1
an   1
2
NX
n=1
NX
m=1
anamtntm(xn)
T(xm) (4.9)
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を得ることができ，これを aについて最大化すれば良い．ただし，aは以下の制約条件を
満たす．
an  0 (4.10)
NX
n=1
antn = 0 (4.11)
学習したモデルを用いて新たな特徴ベクトル xを分類するには，y(x)の符号を見れば
良い．wを式 (4.7)で置き換えると
y(x) =
NX
n=1
antn(x)
T(xn) + b (4.12)
となる．さらにKarush-Kuhn-Tucker条件（KKT条件）から
an  0 (4.13)
tny(xn)  1  0 (4.14)
anftny(x)n   1g = 0 (4.15)
という 3式が導かれる．これはすべての訓練データについて an = 0もしくは tny(xn) = 1
のいずれかが成り立つことを意味している．an = 0が成り立つ訓練データについては式
(4.12)中の和の項に出現しないことと等価であるため，新たな特徴ベクトルの識別には影
響を与えない．すなわち残りの tny(xn) = 1を満たすデータのみ影響し，これらは特徴空
間のマージン上に存在するデータである．これらをサポートベクトルと呼ぶ．
最後に bは，任意のサポートベクトル xnは tny(xn) = 1を満たすことを式 (4.12)に用
いることで求められる．
b =
1
jSj
X
n2S
 
tn  
X
m2S
amtm(xn)
T(xm)
!
(4.16)
ここで Sはサポートベクトルの添字集合である．
ソフトマージン
今まで訓練データは識別面によって完全に分離できると仮定していたが，実際の問題で
はこのような例は少ない．このため一部の訓練データの誤分類を許すような SVMに修正
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図 4.2: ソフトマージンにおけるスラック変数
し，汎化能力を高めることを考える．このようなマージンの与え方をソフトマージンと呼
び，逆に誤分類を許さない与え方をハードマージンと呼ぶ．
データがマージン内に侵入した場合，マージン境界からの距離に比例するようにペナ
ルティを与え，「間違った側」に分類されることを許すように修正を加える．そのために，
スラック変数 n( 0)を各訓練データに対して導入し，データがマージンから間違った方
向へ分類された場合の距離を
n = jtn   y(xn)j (4.17)
とし，そうでない時を n = 0とする．このとき，境界面 y(x) = 0上のデータは n = 1，
誤分類されたデータは n > 1となる．図 4.2に (x) = (x01; x02)におけるスラック変数の
例を示す．
スラック変数の導入により，識別関数は次のように修正される．
tn(w
T(xn) + b)  1  n (4.18)
さらに目的関数は次のようになり，これを最小化する最適化問題を考えれば良い．
C
NX
n=1
n +
1
2
jjwjj2 (4.19)
46
ここでC(> 0)はスラック変数によるペナルティとマージンの大きさとの間の影響力を制
御するパラメータである．この最小化問題を解くためのラグランジュ関数は
L(w; b; ; a; ) = C
NX
n=1
n +
1
2
jjwjj2  
NX
n=1
anftny(xn)  1 + ng  
NX
n=1
nn (4.20)
ここで an( 0); n( 0)はラグランジュ乗数であり，KKT条件は以下のようになる．
an  0 (4.21)
tny(xn)  1 + n  0 (4.22)
an(tny(xn)  1 + n) = 0 (4.23)
n  0 (4.24)
n  0 (4.25)
nn = 0 (4.26)
ここから，w; b; について停留点では
w =
NX
n=1
antn(xn) (4.27)
0 =
NX
n=1
antn (4.28)
an = C   n (4.29)
が成立し，これをラグランジュ関数に代入すると
~L(a) =
NX
n=1
an   1
2
NX
n=1
NX
m=1
anamtntm(xn)
T(xm) (4.30)
という新たな目的関数を得ることができる．ただし，aは以下の制約条件を満たす．
0  an  C (4.31)
NX
n=1
antn = 0 (4.32)
ハードマージン同様，an = 0となるデータは識別関数に影響を与えないため，それ以
外のサポートベクトルのみに影響される．このとき，サポートベクトルは次の等式が成り
立つ．
tny(xn) = 1  n (4.33)
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さらに an < Cが成り立つ場合は停留点の条件からn > 0; n = 0であるので，これはマー
ジン境界上に存在する．同様に an = Cが成り立つ場合はマージン内に侵入し，n  1で
は正しく分類され，n > 1の場合は誤分類されることになる．
最後に bは，0 < an < Cとなる訓練データに対して n = 0が成り立ち，tny(xn) = 1が
成立することを利用すると
b =
1
NM
X
n2M
 
tn  
X
m2M
amtm(xn)
T(xm)
!
(4.34)
で求められる．ただしMは 0 < an < Cを満たす訓練データの添字集合である．
カーネルトリック
ここまで，データ xを特徴空間変換関数を用いて (x)に変換し，その空間で線形識別
を行うことを考えてきた．一般に精度の良い識別器を得るためには特徴空間変換による
次元数が非常に多くなりがちであり，さらにデータ数が増えることで計算量が膨大になっ
てしまうという問題が発生する．しかし，SVMでは識別関数や目的関数の計算において
(x)の内積のみに依存した形になっている．このことから，もしも 2つのデータx1;x2の
内積が
(x1)
T(x2) = K(x1;x2) (4.35)
という形で表されるなら，複雑な内積計算を避けられる可能性がある．このような関数K
をカーネルと呼び，カーネルの計算によって識別関数や目的関数を構築することをカーネ
ルトリックという．カーネルトリックによって識別関数や目的関数は以下のようになる．
y(x) =
NX
n=1
antnK(x;xn) + b (4.36)
~L(a) =
NX
n=1
an   1
2
NX
n=1
NX
m=1
anamtntmK(xn;xm) (4.37)
カーネルトリックには様々な種類が考えられるが，計算が容易なものを用いることが望
ましい．代表的なカーネルには以下のようなものがある．
 linear: K(x1;x2) = xT1 x2
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 polynomial: K(x1;x2) = (xT1 x2 + r)d;  > 0
 radial basis function (RBF): K(x1;x2) = exp( jjx1   x2jj2);  > 0
 sigmoid: K(x1;x2) = tanh(xT1 x2 + r)
ここで用いられている ; r; dはカーネルのパラメータである．このうちどのカーネルを利
用するべきか，またカーネルのパラメータの値は何が最適かについての明確な方針はな
く，多くの試行によって最適なものを見つけていかなければならない．一般的には cross
validationによりモデルの評価を繰り返し，最良の結果を得られるカーネルおよびパラメー
タを選択する．
また，カーネルは数値ベクトルのみに適応できる手法ではない．カーネルは 2つのデー
タの内積を計算しているので，類似度を算出していると見ることもできる．もしも 2つの
データに対して類似度が設定できるのであれば，これを利用して SVMの構築を行うこと
ができる．このように，カーネルトリックを用いることで計算量を減らす効果の他に，数
値ベクトルでは表せないデータ構造に対する問題を解けるという利点がある．
付録C　英語音声収録スクリプト
1. This was easy for us.
2. Those thieves stole thirty jewels.
3. Jane may earn more money by working hard.
4. She is thinner than I am.
5. Nothing is as oensive as innocence.
6. Where were you while we were away?
7. He will allow a rare lie.
8. Swing your arm as high as you can.
9. Before Thursday's exam, review every formula.
10. The museum hires musicians every evening.
11. A roll of wire lay near the wall.
12. Carl lives in a lively home.
13. When all else fails, use force.
14. Although always alone, we survive.
15. Only lawyers love millionaires.
16. Did dad do academic bidding?
17. Help Greg to pick a peck of potatoes.
18. Coconut cream pie makes a nice dessert.
19. Only the most accomplished artists obtain popularity.
20. Critical equipment needs proper maintenance.
21. Young people participate in athletic activities.
22. Stimulating discussions keep students' attention.
23. Biblical scholars argue history.
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24. Elderly people are often excluded.
25. Basketball can be an entertaining sport.
26. Catastrophic economic cutbacks neglect the poor.
27. Her classical repertoire gained critical acclaim.
28. Even a simple vocabulary contains symbols.
29. The eastern coast is a place for pure pleasure and excitement.
30. We experience distress and frustration obtaining our degrees.
31. The legislature met to judge the state of public education.
32. Chocolate and roses never fail as a romantic gift.
33. Any contributions will be greatly appreciated.
34. Regular attendance is seldom required.
35. Challenge each general's intelligence.
36. Last year's gas shortage caused steep price increases.
37. Upgrade your status to reect your wealth.
38. Did you eat lunch yesterday?
39. Spring Street is straight ahead.
40. An ocial deadline cannot be postponed.
41. Doctors prescribe drugs too freely.
42. It's impossible to deal with bureaucracy.
43. Good service should be rewarded by big tips.
44. My instructions desperately need updating.
45. Cooperation along with understanding alleviate dispute.
46. Cement is measured in cubic yards.
47. Hispanic costumes are quite colorful.
48. Primitive tribes have an upbeat attitude.
49. Flying standby can be practical if you want to save money.
50. The Thinker is a famous sculpture.
51. A large household needs lots of appliances.
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52. Cut a small corner o each edge.
53. Youngsters love corn candy as a treat.
54. Guess the question from the answer.
55. Project development was proceeding too slowly.
56. Special task forces rescue hostages from kidnappers.
57. Call an ambulance for medical assistance.
58. Few people live to be a hundred.
59. The best way to learn is to solve extra problems.
60. His sudden departure shocked the cast.
61. Combine all the ingredients in a large bowl.
62. Westchester is a county in New York.
63. Articial intelligence is for real.
64. The emperor had a mean temper.
65. He ate four extra eggs for breakfast.
66. We plan to build a new beverage plant.
67. Publicity and notoriety go hand in hand.
68. December and January are nice months to spend in Miami.
69. Scientic progress comes from the development of new techniques.
70. The clumsy customer spilled some expensive perfume.
71. Too much curiosity can get you into trouble.
72. Correct execution of my instructions is crucial.
73. The previous speaker presented ambiguous results.
74. Orange juice tastes funny after toothpaste.
75. The water contained too much chlorine and stung his eyes.
76. The government sought authorization of his citizenship.
77. They remained lifelong friends and companions.
78. Employee layos coincided with the company's reorganization.
79. She encouraged her children to make their own Halloween costumes.
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80. Why else would Danny allow others to go?
81. They often go out in the evening.
82. Who authorized the unlimited expense account?
83. Destroy every le related to my audits.
84. Withdraw all phony accusations at once.
85. Straw hats are out of fashion this year.
86. Why buy oil when you always use mine?
87. Would you allow acts of violence?
88. Young children should avoid exposure to contagious diseases.
89. How much allowance do you get?
90. Even I occasionally get the Monday blues!
91. Military personnel are expected to obey government orders.
92. Only the best players enjoy popularity.
93. I gave them several choices and let them set the priorities.
94. The news agency hired a great journalist.
95. The small boy put the worm on the hook.
96. Put the butcher block table in the garage.
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