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licly owned and managed networks. Any network connected  to  the  Internet must  run  the  IP protocol 
and conform to certain naming and addressing conventions.  Internet  is  indispensible  for the  following 
reasons:  
1. Communication: Exchanging  information by overcoming  the barriers of distance and  time has 
been made possible by the Internet. Besides, data transfer has become extremely fast and reli‐
able. The world becoming a global village can be  largely attributed to the  Internet and  its ser‐
vices.  



















the  Internet‐protocol  suite.  Transmission  Control  Protocol  (TCP)  is  one  of  the  core  protocols  of  the 
Internet protocol suite. It provides reliable, connection‐oriented data transfer, byte‐stream service and 
3 
is a  full‐duplex protocol. The TCP  functions  include  flow control  [41], congestion control  [40];  reliable 
data transfer along with multiplexing/demultiplexing. TCP is an end‐to‐end protocol. That is, TCP turns a 
host‐to‐host packet delivery service, provided by IP, into a process‐to‐process communication.  






















































































ous  infrastructures  like high‐speed, optical networks,  satellites, wired  and wireless networks. 
Eventually, to recognize the TCP performance issues, find out the proposed solutions/ improve‐
ments and suggest other ways of increasing TCP performance  












the  rapid growth of  the  Internet population, user demand  for diversified services has  increased. Also, 
the rise of wireless and mobile computing has further increased the challenges. Some of these applica‐
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link  failures.  In mobile Ad‐Hoc networks  (MANET),  frequent  link breakages due to mobility are one of 
the major factors degrading TCP performance. When link breakage happens, TCP sender will encounter 
continuous packet  losses over an extended period.  Its congestion window  is  reduced and  the TCP  re‐








to notify  the TCP  sender about  the network  condition. When one  intermediate node detects a  route 






the same data packet,  just double  the RTO  the  first  timeout, and keep  the same value  for  the subse‐
quent  timeouts.  Through  simulation  experiments,  the  authors  show  that  with  fixed‐RTO,  TCP  can 
achieve  throughput  comparable  to  that of  the ELFN mechanism  [4]. However, ELFN  requires  support 
from the intermediate nodes, while fixed‐RTO is a pure end‐to‐end mechanism. 
  However, there  is a complication  in the above schemes;  if  link failures happen frequently, TCP 
will still suffer significant performance degradation even when the above schemes are applied, since the 
TCP  sender may go  to  the  frozen  state  repeatedly and  simply wait  for  route  reestablishment without 









work stack slightly. ATCP [10]  is one such approach. Here, a thin  layer between  Internet protocol and 
standard TCP greatly  increases the end‐to‐end TCP throughput. ATCP basically uses the feedback from 

















  TCP Vegas greatly  increases performance as compared  to TCP Reno  in wireless environments. 
Enhancements to TCP Vegas (modifying the congestion avoidance mechanism of the TCP Vegas) further 































tion  threshold – a key  control parameter  in TCP  ‐ according  to  the perceived congestion  level of  the 




rently  running Reno  connections  (unlike  TCP‐Vegas).  In  addition  to wireless networks, Veno  can  also 
achieve better improvement relative to Reno in high‐latency networks (e.g., networks including satellite 



















2. Forward ACK  is  evoked when packet  loss  is detected.  The  Forward ACK uses  SACK  (Selective 









long round  trip times  (RTTs), not negligible packet error rates  (PER), and very  large bandwidths. How‐
ever, as most proposals aim to address different  impairments, they result  in optimizations  for specific 
network  environments.  Therefore,  given  the  increasing  level  of  heterogeneity  of  present  and  future 
networks, the choice of TCP enhancement seems a quite irresolvable problem, depending on the char‐
acteristics of the specific connections. The TCP adaptive‐selection concept, aims to circumvent this prob‐
lem by providing an alternative approach  that  challenges at  the  root  the  idea  that only one TCP en‐
hancement must be adopted, not only on  the whole network  in general, but also on  the same server 







congestion and  route  failures without  the  intervention of  intermediate nodes.  In  the  latter  schemes, 
however, some messages like explicit route failure and route recovery notification or explicit congestion 
notification are used to allow a TCP sender to be notified and to manage its congestion window size ac‐
cordingly. Other approaches use  the delayed ACK  technique efficiently or  they  restrict  the size of  the 
congestion window to a small value so as to avoid excessive channel contention and interferences. 
















  Auto‐zoom back off algorithm  is also proposed  to  further  improve  the access performance.  In 





























A  less researched problem  in  low‐mobility networks  is caused as a result of the  interplay between the 






















































and wired networks  integrated together.  In short, modeling short‐lived TCP flows  in wireless networks 
constitutes an important axis of research. 
  Proposals are made especially  for  short‐lived  flows. These wireless TCP  schemes are of  three 
types: end‐to‐end schemes, split connection schemes, and local retransmission schemes. It is difficult to 
illustrate the models in detail but experiments have shown that the proposed model provides a satisfac‐





































TCP  selective acknowledgments enable a TCP  receiver  to  inform  the  sender of what  specific  seg‐
ments were lost so that the TCP sender can retransmit them.  
2.3.2  IPSEC over Satellite Links: A New Flow Identification Method [54] 






























the  splitting  the  TCP  connection  in  two  or more  segments with  one  segment  connecting  terrestrial 
nodes across the satellite network is implemented. 
  An evolution of this idea: placing a TCP proxy on board the satellite that further subdivides the 













ranging  from architectural modifications  to changes  in  the TCP protocol. Among  these, one approach 
requiring minimal modifications involves splitting the TCP connection in two or more segments with one 
segment connecting terrestrial nodes across the satellite network. Evolution of this basic idea would be 
to place a TCP proxy on board  the  satellite  that  further  subdivides  the end‐to‐end  connection  into 
separate TCP connections between ground and space; this is the main principle of the spilt TCP for sat‐
ellites. The main contributions of  this protocol are:  the on‐board split proxy concept,  the buffer man‐
agement strategy, and enhancement of TCP performance. 
  Split TCP explanation: The classical “split” TCP concept is extended to a solution where the split 








Recent  studies have pointed out  that existing  schemes have a  severe RTT unfairness problem, where 
competing  flows with different RTTs can consume considerable unfair bandwidth shares. Burstiness  is 
one of the main reasons behind such problems. As the congestion window achieved by a high‐speed TCP 














feedbacks proportional  to  their  round‐trip  time  values  so  that  the  system  converges  to optimal  effi‐
ciency and  fairness. Feedbacks are  signaled  to TCP  sources  through  the  receiver's advertised window 









  [68] Proposes  to utilize  the already existing TTL  field  in  IP header  to  improve TCP  fairness. A 
three‐dimensional  two‐category classifier  is designed by extending our previous work and based‐hops 
[46]  [60]  [61]  fairness enhancement algorithm  (BHFE)  for AQM  is developed. Simulation  results  show 
that  it  is not only effective to enhance TCP fairness  in multiple congested routers but also very well to 
27 


















vent  fast  retransmission and  recovery algorithms  from being effective. This  implies  that  sophisticated 









(2)  The dynamic  recovery  algorithm, which  replaces  the  fast  recovery  algorithm  [47]  [50]  to  recover 







  Results show that the proposed scheme achieves: at  least as much performance  improvement 
as TCP SACK and consistently outperforms TCP New‐Reno. Furthermore, since it requires neither selec‐














that allow TCP  to  increase  the data  transmission rate without overwhelming  the network. TCP Reno’s 
congestion avoidance mechanism is referred to as AIMD (Additive Increase, Multiplicative Decrease). In 





be too drastic. This results  in  inefficient  link utilization. Therefore,  in order to utilize the existing band‐
width more  efficiently  the AIMD  principle  needs  to  be modified  for more  aggressive  probing  of  the 
bandwidth. This  led to the development of PIPD (Polynomial Increase Polynomial Decrease) family and 
the MIMD  (Multiplicative  Increase  and Multiplicative  Decrease)  of  algorithms.  These  new  classes  of 
nonlinear congestion control algorithms are especially useful for applications such as Internet audio and 
video that does not react well to rate reductions, because the rate reduction technique used for these 
applications will  result  into  the degradation  in user‐perceived.  In  this  subsection, we discuss  the  two 
models namely, MIMD‐Poly and PIPD‐Poly in detail. 
In  theses algorithms  the window adjustment policy  is only one  component of  the  congestion 







networks.  It  is based on TCP Vegas  instead of Reno TCP. The key difference  is  that  it uses an 
equation based window control approach  rather  than  the AIMD algorithm of TCP Reno. Also, 
unlike TCP Reno, it uses queuing delay and packet loss as the congestion measures rather than 
just packet loss [8] [30]. 
• BIC‐TCP: BIC‐TCP  is another variant of  the TCP congestion control algorithm designed  for high 
speed networks with  large delays.  Like TCP Reno, BIC‐TCP uses packet  loss as  the  congestion 
measure. However,  it uses  the binary  search  technique  to  increase  the congestion window  in 
the congestion avoidance phase. 
• Scalable TCP  (STCP) [86]: Scalable TCP  involves a simple sender side change to TCP Reno. The 
legacy window size lwnd as the maximum window size that can be achieved by TCP Reno. Asso‐
ciated with  this window  size  is  the  legacy  loss  rate pl which  is  the maximum packet  loss  rate 


















































2.6.1 End‐To‐End  Protocol  Solutions  for  Infrastructured  Wireless  High‐Speed  Networks 
TCP Westwood [5] [37] [43] 
TCP Westwood  (TCPW)  [37] does not  rely on  the  traditional additive  increase multiplicative decrease 







TCP‐Jersey not only addresses  the problem of noncongestion  random  loss, but also attempts  to deal 
with  the congestion  loss more efficiently. To explicitly differentiate between  the congestion and non‐
congestion loss, TCPJersey uses two fundamentally different and separate mechanisms: 












less  loss. One basic concept used  in JTCP  is the  interarrival jitter. It  is defined as the time difference of 
two packets on the sender side and the time difference of the same two packets on the receiver side. If 
the  interarrival  jitter  is greater than zero that means that the second packet traveled through the net‐
work longer than the first one. Thus, some time was lost in the queues of the network routers. A second 
important concept  is the  jitter ratio (Jr). Note that  if the arrival rate of packets at the router  is greater 
than its service rate, a queue is going to form at that router. Jitter ratio can be defined as the variance of 
the queue  length and provides  for  the ability  to detect whether  the packets are being queued at  the 
router or not. JTCP uses the jitter ratio in combination with the traditional loss events to determine the 
37 









available bandwidths of  the  end‐to‐end network path.  The bandwidth  information  is obtained by  an 
inline network measurement  technique we have previously developed. Using  the bandwidth  informa‐











Many  high  performance  distributed  applications  require  high  network  throughput  but  are  able  to 
achieve only a small fraction of the available bandwidth. A common cause of this problem is improperly 
tuned network  settings. Tuning  techniques,  such as  setting  the correct TCP buffers and using parallel 
streams, are well known in the networking community, but outside the networking community they are 
infrequently applied. Proposals are made for a tuning daemon that uses TCP instrumentation data from 


















performance. Hence, packet pacing was  introduced  for burst  loss avoidance. Packet pacing  is a  tech‐






The  paper  [65]  proposed  B‐Reno,  a  new  TCP  implementation  designed  for  TCP  over”Optical 




A novel  congestion  control  scheme  for  TCP over OBS networks,  called  Statistical Additive  In‐
crease  Multiplicative  Decrease  (SAIMD)  was  proposed  in  2007  [77].  SAIMD  aims  to  improve  the 
throughput performance for high‐bandwidth TCP flows in OBS networks by solving the false congestion 
detection problem.  It also  significantly outperforms  the conventional TCP counterparts without  losing 
fairness. An analytical model and extensive simulations proved the improvement in throughput. 
An alternate approach was used  in  [80].  Instead of coming up with new protocols  there were 
modifications made  to  the network  architecture.  The  TCP protocol  implementation was done over  a 
novel OBS network architecture implementing a specific contention resolution scheme based on wave‐
40 
length  conversion,  burst  segmentation,  and  optical  buffering.  For  better  performances,  segment  re‐
transmission scheme in which segments lost in case of contention resolution failure are retransmitted at 







Number Threshold  (RNT), Traffic  load Threshold  (TlT) and Total hop Threshold  (ThT), are proposed  to 
limit the unnecessary retransmission in the OBS layer. If any of the thresholds is exceeded, the retrans‐
mission will be handed over to the upper layer, the TCP layer, which will be more cost‐effective. 














and TCP  studies. The basic  idea of  the parallel  transmission  technique  is  to  send data  simultaneously 
over multiple virtual channels for faster transmission. This technique is also related to the “virtual layer” 
concept on which our proposed TCP is designed. However, as it will be described in next chapter, there 
is an  important distinction between the two techniques:  in parallel transmission data  is sent simulta‐









time  for choosing a tradeoff between  fairness and the effectiveness of network usage.  In  [73] the au‐
thors describe pTCP, a scheme for managing the striped TCP connections that could take different net‐
work paths. However, all the above mentioned schemes use a fixed number of parallel connections and 
choosing  the  optimal  number  of  flows  to maximize  the  performance without  affecting  the  fairness 
properties is a significant challenge. 
































the  same  source  and  destination)  can  improve  aggregate  bandwidth  over  using  a  single  TCP 
stream.  GridFTP  supports  parallel  data  transfer  through  FTP  command  extensions  and  data 
channel extensions. 
• Striped data transfer: Data may be striped or  interleaved across multiple servers, as  in a DPSS 
network disk cache. GridFTP includes extensions that initiate striped transfers, which use multi‐




























When different  services  are offered on  Internet with  fairness  and  cost  consideration,  the  concept of 
“weighted  proportional  fairness”  comes  into  picture.  One  such  implementation  of  this  concept  is 
MulTCP. MulTCP  is a TCP that behaves as  if  it was a collection of multiple virtual TCPs. To prevent the 
network from collapsing when congestion occurs, TCP has been provided with mechanisms that will re‐
duce  its throughput when  losses are detected. Throughput of a single TCP connection  is  inversely pro‐
portional to both the square root of its loss rate p and to its round trip time R: 
  












acknowledgements being  received  and 2N packets being  sent out  after one RTT. The  same behavior 
could be achieved by MuITCP if it sent out N packets at startup and then two packets for every acknowl‐
edgement received. This, however, leads to very bursty patterns if N is large. Burst may result in bursts 











Linear  increase: When  the  congestion window  reaches  ssthresh  a  TCP  increases  its window  by  one 
packet per RTT. N TCPs increase their window by N packets per RTT. 
Multiplicative decrease: When a TCP notices congestion through the  loss of a packet  it halves  its con‐
gestion window, sets ssthresh to the new value of  the congestion window and goes back  to  linear  in‐
crease. When N TCPs are sending data and one packet is lost, only one TCP will halve its window. Thus 





























































The problems  that arise due  to bandwidth differences can be  solved by making  sure  that  the 
data‐striping  ratio  is  the  same as  the  ratio of  the bandwidths of  the different paths. Solutions  to  the 
above mentioned problems are provided by pTCP which are explained as below: 
i) Decoupling of Functionalities: pTCP decouples functionalities associated with per‐path characteristics 
from  those  that pertain  to  the  aggregate  connection. The  component  in pTCP  that handles per‐path 
functionalities is called TCP‐v (TCP‐virtual). TCP‐v is a modified version of TCP that deals only with virtual 













strategy  further ensures that all bound packets are already  in transit  in the network. However, during 
congestion when packets are  lost  in  the network,  the reduction of  the congestion window by a TCP‐v 


































• BitTorrent makes many  small data  requests over different TCP  sockets, while web‐browsers 
typically make a single HTTP GET request over a single TCP socket. 
• BitTorrent downloads  in a random or  in a "rarest‐first" approach that ensures high availabil‐
ity, while HTTP downloads in a sequential manner. 
  Taken  together,  these differences allow BitTorrent  to achieve much  lower cost  to  the content 








  In general, BitTorrent's non‐contiguous download methods have prevented  it  from supporting 

















In  this  chapter  we  presented  a  survey  of  the  protocols/techniques  based  on  parallel  transmis‐
sion/connection. The  important proposals discussed are GridFTP, Bittorrent, pTCP and MulTCP. These 
protocols/applications increase the network performance to a great extent when compared to the con‐













  This chapter  is organized  in the following manner. We first describe the motivation for coming 
up with Stratified TCP. The working principle, algorithm, and  the  implementation are described  in  the 























As we  see above,  these  three problems are of  considerable  concern. Therefore,  the develop‐


























There  are  two  scenarios  namely  the  “high‐window”  (83000 MSS)  and  the  “low window”  (38 
















The congestion control  is  implemented  in two phases namely, the “slow start” and the congestion 
avoidance phase. The value  for the slow‐start phase  is calculated by doubling the window size  for 
every RTT, which makes the increase behavior aggressive. 
3. “Increase parameter (α)” calculation for the “congestion avoidance” phase 
















































































1. For  increased network adaptability  there  is a neglible overhead of calculating certain network 
parameters frequently. But these calculations make the protocol more dynamic. 
2. The concept of multi‐flows with varying RTT values is not considered at this stage to keep things 
simple.The  idea  is  to  first  investigate  if  the basic principle would  improve  the performance as 

































Analysis of  the delay:  In Figure 20,  the variation of  the average delay with  respect  to  the number of 
sources is shown. STCP and LTCP show similar behavior but they exhibit greater delays when compared 
to conventional TCP. The  increase  in delay  in STCP can be attributed to the aggressive usage of band‐
width which may increase the queue size to a considerable extent causing queuing delay in the network. 
The congestion window and the throughout graphs show that STCP is an improvement over the conven‐


















Avg  per  flow  through‐
put(Mbps) 
Min  per  flow  through‐
put(Mbps) 
Max  per  flow  through‐
put(Mbps) 
Jain Fairness Index 
2  466.48  445.53  487.43  0.9979 
4  233.27  218.21  259.77  0.9954 














Interaction  with  UDP  Traffic:  The  UDP  does  not  respond  to  congestion  and  hence  is  called  "non‐
interactive" traffic. The effect of the CBR/UDP traffic on STCP was also observed in our experiments. The 
CBR agent at about 500 Mbps (half of the bottleneck link capacity) was started and stopped at regular as 






agents and  the  receivers are denoted by Sx and Rx where  ‘x’  is  the node  identifier. The STCP  source 
agents and receiver agents are denoted by Ssx and Srx respectively. At  first the network has only TCP 
and STCP agents. The values for throughput, average delay and the congestion window rate are calcu‐






























Srx SRTATIFIED RECEIVER 
OR LTCP RECEIVER




OR LTCP SOURCE 
(WHERE X IS THE NODE-
NUMBER)
Sx TCP SOURCE (WHERE X IS THE NODE- NUMBER)
1 Gbps, 40 ms link












Source agent identifier for TCP Throughput (Mbps) Average throughput(Mbps) 
    
Source 0 183.52246153846153  
               188.8149 Source 1 247.6039384615384 





Source agent identifier for STCP Throughput (Mbps) Average throughput(Mbps) 
    
Source 0 504.68824615384614  
 
                555.8052 
Source 1 938.46043076923081
Source 2 508.2107076923076 
Source 3 271.86141538461538
 




Source agent identifier for TCP Throughput (Mbps) Average throughput(Mbps) 
    
Source 0 190.25772307692307  












Source agent identifier for LTCP Throughput (Mbps) Average throughput(Mbps) 
    
Source 0 489.65390769230771  
 























The  literature survey of the schemes related to TCP  indicates that TCP  is a highly effective protocol for 
reliable data  transfer. However, due  to  the  growing demand  for  increased data‐transmission‐speeds, 
there is a need for better techniques which transfer huge amounts of data at great speeds under differ‐
ent network scenarios. In this work, a number of these schemes have been described in detail, carefully 
weighing  their pros and cons. A new algorithm, known as Stratified TCP  (STCP)  is also suggested and 
implemented, which upholds the basic‐working‐principle of TCP and slightly modifies its congestion con‐
trol algorithm to perform considerably better than TCP in high speed networks in terms of throughput. 
The STCP  is based on  the  “virtual  layer” principle which has already been proved  to be  successful  in 
high‐speed networks. 
STCP uses the TCP sending rate equation to calculate the current congestion window. It is highly 
responsive  to  the  changes  in  the network because  it adapts dynamically  to  the  changing RTT values, 
which  is  an  indicator  of  network‐congestion.  To  further  prove  this  point,  α  (increase)  parameter‐
variation with  respect  to RTT values  is also  studied. The  “α” value also depends on  the  “packet‐loss‐
rate”. If the packet‐loss rate is well under the threshold‐ value, as described in the previous chapter (in 
























changes  to  respond  to dynamic  conditions of  the  network.  Protocols  like  LTCP  lack  the  capability  to 
adapt to the changing network conditions and STCP  is a clear  improvement over such protocols. STCP 
also emphasizes the concept of “strata or layers” which is a proven method to meet the increasing data‐
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/* -*- Mode:C++; c-basic-offset:8; tab-width:8; indent-tabs-mode:t -*- */ 
/* 
 * Copyright (c) 1991-1997 Regents of the University of California. 
 * All rights reserved. 
 * 
 * Redistribution and use in source and binary forms, with or without 
 * modification, are permitted provided that the following conditions 
 * are met: 
 * 1. Redistributions of source code must retain the above copyright 
 *    notice, this list of conditions and the following disclaimer. 
 * 2. Redistributions in binary form must reproduce the above copyright 
 *    notice, this list of conditions and the following disclaimer in the 
 *    documentation and/or other materials provided with the distribution. 
 * 3. All advertising materials mentioning features or use of this software 
 *    must display the following acknowledgement: 
 * This product includes software developed by the Computer Systems 
 * Engineering Group at Lawrence Berkeley Laboratory. 
 * 4. Neither the name of the University nor of the Laboratory may be used 
 *    to endorse or promote products derived from this software without 
 *    specific prior written permission. 
 * 
 * THIS SOFTWARE IS PROVIDED BY THE REGENTS AND CONTRIBUTORS ``AS IS'' AND 
 * ANY EXPRESS OR IMPLIED WARRANTIES, INCLUDING, BUT NOT LIMITED TO, THE 
 * IMPLIED WARRANTIES OF MERCHANTABILITY AND FITNESS FOR A PARTICULAR PURPOSE 
 * ARE DISCLAIMED.  IN NO EVENT SHALL THE REGENTS OR CONTRIBUTORS BE LIABLE 
 * FOR ANY DIRECT, INDIRECT, INCIDENTAL, SPECIAL, EXEMPLARY, OR CONSEQUENTIAL 
 * DAMAGES (INCLUDING, BUT NOT LIMITED TO, PROCUREMENT OF SUBSTITUTE GOODS 
 * OR SERVICES; LOSS OF USE, DATA, OR PROFITS; OR BUSINESS INTERRUPTION) 
 * HOWEVER CAUSED AND ON ANY THEORY OF LIABILITY, WHETHER IN CONTRACT, STRICT 
 * LIABILITY, OR TORT (INCLUDING NEGLIGENCE OR OTHERWISE) ARISING IN ANY WAY 
 * OUT OF THE USE OF THIS SOFTWARE, EVEN IF ADVISED OF THE POSSIBILITY OF 
 * SUCH DAMAGE. 
 * 
 * @(#) $Header: /nfs/jade/vint/CVSROOT/ns-2/tcp/tcp.h,v 1.107 2003/02/12 04:16:10 





CODE MODIFIFED BY: RANJITHA SHIVARUDRAIAH 
OBJECTIVE:       TO IMPLEMENT STRATIFIED TCP( STCP) 
COURSE:       MS THESIS  
       (A STUDY OF PARALLEL TRANSPORT TECHNIQUES 
   FOR HIGH-SPEED NETWORKS) 
 
CODE DESCRIPTION: "tcp.h" contains the declarations for all the TCP variants that have 
been tested/implemented by sfloyd and group. In this file, the variables needed for 
the implementation of the Stratified TCP protocol are added. The modifications are 













struct hdr_tcp { 
#define NSA 3 
 double ts_;             /* time packet generated (at source) */ 
 double ts_echo_;        /* the echoed timestamp (originally sent by 
                            the peer) */ 
 int seqno_;             /* sequence number */ 
 int reason_;            /* reason for a retransmit */ 
 int sack_area_[NSA+1][2]; /* sack blocks: start, end of block */ 
 int sa_length_;         /* Indicate the number of SACKs in this  * 
                          * packet.  Adds 2+sack_length*8 bytes   */  
 int ackno_;             /* ACK number for FullTcp */ 
 int hlen_;              /* header len (bytes) for FullTcp */ 
 int tcp_flags_;         /* TCP flags for FullTcp */ 
 int last_rtt_;  /* more recent RTT measurement in ms, */ 
    /*   for statistics only */ 
 
 static int offset_; // offset for this header 
 inline static int& offset() { return offset_; } 
 inline static hdr_tcp* access(Packet* p) { 
  return (hdr_tcp*) p->access(offset_); 
 } 
 
 /* per-field member functions */ 
 double& ts() { return (ts_); } 
 double& ts_echo() { return (ts_echo_); } 
 int& seqno() { return (seqno_); } 
 int& reason() { return (reason_); } 
 int& sa_left(int n) { return (sack_area_[n][0]); } 
 int& sa_right(int n) { return (sack_area_[n][1]); } 
 int& sa_length() { return (sa_length_); } 
 int& hlen() { return (hlen_); } 
 int& ackno() { return (ackno_); }   
 int& flags() { return (tcp_flags_); } 
 int& last_rtt() { return (last_rtt_); } 
}; 
 
/* these are used to mark packets as to why we xmitted them */ 
#define TCP_REASON_TIMEOUT 0x01 
#define TCP_REASON_DUPACK 0x02 
#define TCP_REASON_RBP  0x03   // used only in tcp-rbp.cc 
#define TCP_REASON_PARTIALACK   0x04 
 
/* these are reasons we adjusted our congestion window */ 
 
#define CWND_ACTION_DUPACK 1 // dup acks/fast retransmit 
#define CWND_ACTION_TIMEOUT 2 // retransmission timeout 
#define CWND_ACTION_ECN  3 // ECN bit [src quench if supported] 
 
/* these are bits for how to change the cwnd and ssthresh values */ 
 
#define CLOSE_SSTHRESH_HALF 0x00000001 
#define CLOSE_CWND_HALF  0x00000002 
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#define CLOSE_CWND_RESTART 0x00000004 
#define CLOSE_CWND_INIT  0x00000008 
#define CLOSE_CWND_ONE  0x00000010 
#define CLOSE_SSTHRESH_HALVE 0x00000020 
#define CLOSE_CWND_HALVE 0x00000040 
#define THREE_QUARTER_SSTHRESH  0x00000080 
#define CLOSE_CWND_HALF_WAY  0x00000100 
#define CWND_HALF_WITH_MIN 0x00000200 
 
/* 
 * tcp_tick_: 
 * default 0.1, 
 * 0.3 for 4.3 BSD,  
 * 0.01 for new window algorithms, 
 */ 
 
#define NUMDUPACKS 3  /* This is no longer used.  The variable */ 
    /* numdupacks_ is used instead. */ 
#define TCP_MAXSEQ 1073741824   /* Number that curseq_ is set to for */ 
    /* "infinite send" (2^30)            */ 
 
#define TCP_TIMER_RTX  0 
#define TCP_TIMER_DELSND 1 
#define TCP_TIMER_BURSTSND 2 
#define TCP_TIMER_DELACK 3 
#define TCP_TIMER_Q         4 




class RtxTimer : public TimerHandler { 
public:  
 RtxTimer(TcpAgent *a) : TimerHandler() { a_ = a; } 
protected: 
 virtual void expire(Event *e); 
 TcpAgent *a_; 
}; 
 
class DelSndTimer : public TimerHandler { 
public:  
 DelSndTimer(TcpAgent *a) : TimerHandler() { a_ = a; } 
protected: 
 virtual void expire(Event *e); 
 TcpAgent *a_; 
}; 
 
class BurstSndTimer : public TimerHandler { 
public:  
 BurstSndTimer(TcpAgent *a) : TimerHandler() { a_ = a; } 
protected: 
 virtual void expire(Event *e); 




class TcpAgent : public Agent { 
public: 
 TcpAgent(); 
        virtual void recv(Packet*, Handler*); 
 virtual void timeout(int tno); 
 virtual void timeout_nonrtx(int tno); 
 int command(int argc, const char*const* argv); 
 virtual void sendmsg(int nbytes, const char *flags = 0); 
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 void trace(TracedVar* v); 
 virtual void advanceby(int delta); 
protected: 
 virtual int window(); 
 virtual double windowd(); 
 void print_if_needed(double memb_time); 
 void traceAll(); 
 virtual void traceVar(TracedVar* v); 
 virtual int headersize();   // a tcp header 
 
 virtual void delay_bind_init_all(); 




  * State encompassing the round-trip-time estimate. 
  * srtt and rttvar are stored as fixed point; 
  * srtt has 3 bits to the right of the binary point, rttvar has 2. 
  */ 
 TracedInt t_seqno_; /* sequence number */ 
#define T_RTT_BITS 0 
 TracedInt t_rtt_;       /* round trip time */ 
 int T_SRTT_BITS;        /* exponent of weight for updating t_srtt_ */ 
 TracedInt t_srtt_;      /* smoothed round-trip time */ 
 int srtt_init_;  /* initial value for computing t_srtt_ */ 
 int T_RTTVAR_BITS;      /* exponent of weight for updating t_rttvar_ */  
 int rttvar_exp_;        /* exponent of multiple for t_rtxcur_ */ 
 TracedInt t_rttvar_;    /* variance in round-trip time */ 
 int rttvar_init_;       /* initial value for computing t_rttvar_ */ 
 double t_rtxcur_; /* current retransmit value */ 
 double rtxcur_init_;    /* initial value for t_rtxcur_ */ 
 TracedInt t_backoff_; /* current multiplier, 1 if not backed off */ 
 virtual void rtt_init(); 
 virtual double rtt_timeout(); /* provide RTO based on RTT estimates */ 
 virtual void rtt_update(double tao); /* update RTT estimate */ 
 virtual void rtt_backoff();  /* double multiplier */ 
 
 double ts_peer_;        /* the most recent timestamp the peer sent */ 
 
 /* connection and packet dynamics */ 
 virtual void output(int seqno, int reason = 0); 
 virtual void send_much(int force, int reason, int maxburst = 0); 
 virtual void newtimer(Packet*); 
 virtual void dupack_action();  /* do this on dupacks */ 
 virtual void send_one();  /* do this on 1-2 dupacks */ 
 double linear(double x, double x_1, double y_1, double x_2, double y_2); 
 /* the "linear" function is for experimental highspeed TCP */ 
 void opencwnd(); 
  
 void slowdown(int how);   /* reduce cwnd/ssthresh */ 
 void ecn(int seqno);  /* react to quench */ 
 virtual void set_initial_window(); /* set IW */ 
 double initial_window();  /* what is IW? */ 
 void reset(); 
 void newack(Packet*); 
 void tcp_eln(Packet *pkt); /* reaction to ELN (usually wireless) */ 
 void finish(); /* called when the connection is terminated */ 
 void reset_qoption(); /* for QOption with EnblRTTCtr_ */ 
 void rtt_counting(); /* for QOption with EnblRTTCtr_ */ 
 int network_limited(); /* Sending limited by network? */ 
 double limited_slow_start(double cwnd, double max_ssthresh, double increment); 
    /* Limited slow-start for high windows */ 
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 virtual int numdupacks(double cwnd);  /* for getting numdupacks_ */ 
 virtual void processQuickStart(Packet *pkt); 
 virtual void endQuickStart(); 
 
 /* Helper functions. Currently used by tcp-asym */ 
 virtual void output_helper(Packet*) { return; } 
 virtual void send_helper(int) { return; } 
 virtual void send_idle_helper() { return; } 
 virtual void recv_helper(Packet*) { return; } 
 virtual void recv_newack_helper(Packet*); 
 virtual void partialnewack_helper(Packet*) {}; 
 
 /* Timers */ 
 RtxTimer rtx_timer_; 
 DelSndTimer delsnd_timer_; 
 BurstSndTimer burstsnd_timer_; 
 virtual void cancel_timers() { 
  rtx_timer_.force_cancel(); 
  burstsnd_timer_.force_cancel(); 
  delsnd_timer_.force_cancel(); 
 } 
 virtual void cancel_rtx_timer() { 
  rtx_timer_.force_cancel(); 
 } 
 virtual void set_rtx_timer(); 
 void reset_rtx_timer(int mild, int backoff = 1); 
 int timerfix_;  /* set to true to update timer *after* */ 
    /* update the RTT, instead of before   */ 
 int rfc2988_;  /* Use updated RFC 2988 timers */ 
 double boot_time_; /* where between 'ticks' this sytem came up */ 
 double overhead_; 
 double wnd_; 
 double wnd_const_; 
 double wnd_th_;  /* window "threshold" */ 
 double wnd_init_; 
 double wnd_restart_; 
 double tcp_tick_; /* clock granularity */ 
 int wnd_option_; 
 int wnd_init_option_;   /* 1 for using wnd_init_ */ 
    /* 2 for using large initial windows */ 
 double decrease_num_;   /* factor for multiplicative decrease */ 
 double increase_num_;   /* factor for additive increase */ 
 double k_parameter_;     /* k parameter in binomial controls */ 
 double l_parameter_;     /* l parameter in binomial controls */ 
 int precision_reduce_;  /* non-integer reduction of cwnd */ 
 int syn_;  /* 1 for modeling SYN/ACK exchange */ 
 int delay_growth_;   /* delay opening cwnd until 1st data recv'd */ 
 int tcpip_base_hdr_size_;  /* size of base TCP/IP header */ 
 int ts_option_size_;    // header bytes in a ts option 
 int bug_fix_;  /* 1 for multiple-fast-retransmit fix */ 
 int less_careful_; /* 1 for Less Careful variant of bug_fix_, */ 
    /*  for illustration only  */ 
 int ts_option_;  /* use RFC1323-like timestamps? */ 
 int maxburst_;  /* max # packets can send back-2-back */ 
 int maxcwnd_;  /* max # cwnd can ever be */ 
        int numdupacks_; /* dup ACKs before fast retransmit */ 
 int numdupacksFrac_; /* for a larger numdupacks_ with large */ 
    /* windows */ 
 double maxrto_;  /* max value of an RTO */ 
 double minrto_;         /* min value of an RTO */ 
 int old_ecn_;  /* For backwards compatibility with the  
     * old ECN implementation, which never 
     * reduced the congestion window below 
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     * one packet. */  
 FILE *plotfile_; 
 /* 
  * Dynamic state. 
  */ 
 TracedInt dupacks_; /* number of duplicate acks */ 
 TracedInt curseq_; /* highest seqno "produced by app" */ 
 int last_ack_;  /* largest consecutive ACK, frozen during 
     *  Fast Recovery */ 
 TracedInt highest_ack_; /* not frozen during Fast Recovery */ 
 int recover_;  /* highest pkt sent before dup acks, */ 
    /*   timeout, or source quench/ecn */ 
 int last_cwnd_action_; /* CWND_ACTION_{TIMEOUT,DUPACK,ECN} */ 
 TracedDouble cwnd_; /* current window */ 
 double base_cwnd_; /* base window (for experimental purposes) */ 
 double awnd_;  /* averaged window */ 
 TracedInt ssthresh_; /* slow start threshold */ 
 int count_;  /* used in window increment algorithms */ 
 double fcnt_;  /* used in window increment algorithms */ 
 int rtt_active_; /* 1 if a rtt sample is pending */ 
 int rtt_seq_;  /* seq # of timed seg if rtt_active_ is 1 */ 
 double rtt_ts_;  /* time at which rtt_seq_ was sent */ 
 TracedInt maxseq_; /* used for Karn algorithm */ 
    /* highest seqno sent so far */ 
 int ecn_;  /* Explicit Congestion Notification */ 
 int cong_action_; /* Congestion Action.  True to indicate 
       that the sender responded to congestion. */ 
        int ecn_burst_;  /* True when the previous ACK packet 
     *  carried ECN-Echo. */ 
 int ecn_backoff_; /* True when retransmit timer should begin 
          to be backed off.  */ 
 int ect_;        /* turn on ect bit now? */ 
        int eln_;               /* Explicit Loss Notification (wireless) */ 
        int eln_rxmit_thresh_;  /* Threshold for ELN-triggered rxmissions */ 
        int eln_last_rxmit_;    /* Last packet rxmitted due to ELN info */ 
 double firstsent_; /* When first packet was sent  --Allman */ 
 double lastreset_; /* W.N. Last time connection was reset - for */ 
    /* detecting pkts from previous incarnations */ 
 int slow_start_restart_; /* boolean: re-init cwnd after connection  
        goes idle.  On by default. */ 
 int restart_bugfix_;    /* ssthresh is cut down because of 
       timeouts during a connection's idle period. 
       Setting this boolean fixes this problem. 
       For now, it is off by default. */  
 int closed_;            /* whether this connection has closed */ 
        TracedInt ndatapack_;   /* number of data packets sent */ 
        TracedInt ndatabytes_;  /* number of data bytes sent */ 
        TracedInt nackpack_;    /* number of ack packets received */ 
        TracedInt nrexmit_;     /* number of retransmit timeouts  
       when there was data outstanding */ 
        TracedInt nrexmitpack_; /* number of retransmited packets */ 
        TracedInt nrexmitbytes_; /* number of retransmited bytes */ 
        TracedInt necnresponses_; /* number of times cwnd was reduced 
          in response to an ecn packet -- sylvia */ 
        TracedInt ncwndcuts_;  /* number of times cwnd was reduced  
       for any reason -- sylvia */ 
 int trace_all_oneline_; /* TCP tracing vars all in one line or not? */ 
 int nam_tracevar_;      /* Output nam's variable trace or just plain  
       text variable trace? */ 
 int first_decrease_; /* First decrease of congestion window.  */ 
    /* Used for decrease_num_ != 0.5. */ 
        TracedInt singledup_;   /* Send on a single dup ack.  */ 
 int noFastRetrans_; /* No Fast Retransmit option.  */ 
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 int oldCode_;  /* Use old code. */ 
 int useHeaders_; /* boolean: Add TCP/IP header sizes */ 
 
 int timeout_count_ ;  /* count of num timeouts */ 
  
 /* for experimental high-speed TCP */ 
 /* These four parameters define the HighSpeed response function. */ 
 int low_window_; /* window for turning on high-speed TCP */ 
 int high_window_; /* target window for new response function */ 
 double high_p_;  /* target drop rate for new response function */ 
 double high_decrease_; /* decrease rate at target window */ 
 /* The next parameter is for Limited Slow-Start. */ 
 int max_ssthresh_; /* max value for ssthresh_ */ 
  
 // LTCP Variables 
 int ltcp_num_layer_;  // layer number  
 double ltcp_frac_layer_; // fractional layer 
 double ltcp_min_rtt_; // minimum RTT seen so far 
 double ltcp_est_rtt_; // current estimate of RTT 
 double ltcp_rtt_fact_; // RTT compensation Factor for ltcp 
 double ltcp_rtt_comp_fact_const_; // value of constant for RTT compensation 
factor  
 
 int ltcp_win_thresh_ ; // Thresh at which layer 2 is added 
        double ltcp_alpha_ ; // stepsize_k = ltcp_alpha_ * stepsize_k-1  
        double ltcp_beta_ ; // design param for loss in util  
 double ltcp_win_[100];   // win for 100 layers - enough for upto 10Gbps 
 void init_ltcp_vars(); // initialisation  
  
 /*********************  
 STCP_ADDITIONS BEGINS 
 **********************/ 
 
 //Stratified  TCP Variables 
 int stcp_num_layer_;  // STCP layer number  
 double stcp_frac_layer_; //STCP fractional layer 
 double stcp_min_rtt_; // STCPminimum RTT seen so far 
 double stcp_est_rtt_; //STCP current estimate of RTT 
 double stcp_rtt_fact_; //STCP RTT compensation Factor for stcp 
 double stcp_rtt_comp_fact_const_; //STCP value of constant for RTT compensation 
factor  
 int stcp_win_thresh_l ; // Thresh at which layer 2 is added 
    double stcp_alpha_ ; // stepsize_k = stcp_alpha changed and is different from LTCP 
    int stcp_win_thresh_h ; 
 double stcp_beta_ ; // design param for loss in util  
 double stcp_win_[100];   // win for 100 layers - enough for upto 10Gbps 
 void init_stcp_vars(); // initialisation  
 double getThresholdAlpha(int currWin);  
  
 /*********************  





 /* These three functions are just an easy structuring of the code. */  
 double increase_param();  /* get increase parameter for current cwnd */ 
 double decrease_param();  /* get decrease parameter for current cwnd */ 
 double compute_p(); /* compute p for calculating parameters */ 
  
 /* The next three parameters are for CPU overhead, for computing */ 
 /*   the HighSpeed parameters less frequently.  A better solution */ 
  /*   might be just to have a look-up array.  */ 
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 double cwnd_last_; /* last cwnd for computed parameters */ 
    double increase_last_; /* increase param for cwnd_last_ */ 
 double cwnd_frac_; /* for determining when to recompute params. */ 
    /* end of section for experimental high-speed TCP */ 
 
 /* for Quick-Start, experimental. */ 
 int rate_request_; /* Rate request in pps, for QuickStart. */ 
 int qs_enabled_; /* to enable QuickStart. */ 
 int qs_requested_; 
 int qs_approved_; 
 int ttl_diff_; 
        /* end of section for Quick-Start. */ 
 
        /* support for event-tracing */ 
        //EventTrace *et_; 
        void trace_event(char *eventtype); 
 
 /* these function are now obsolete, see other above */ 
 void closecwnd(int how); 
 void quench(int how); 
 
 void process_qoption_after_send() ; 
 void process_qoption_after_ack(int seqno) ; 
 
 int QOption_ ; /* TCP quiescence option */ 
 int EnblRTTCtr_ ; /* are we using a corase grained timer? */ 
 int T_full ; /* last time the window was full */ 
 int T_last ; 
 int T_prev ; 
 int T_start ; 
 int RTT_count ; 
 int RTT_prev ; 
 int RTT_goodcount ; 
 int F_counting ; 
 int W_used ;  
 int W_timed ; 
 int F_full ;  
 int Backoffs ; 
 
 int control_increase_ ; /* If true, don't increase cwnd if sender */ 
    /*  is not window-limited.  */ 
 int prev_highest_ack_ ; /* Used to determine if sender is */ 
    /*  window-limited.  */ 
}; 
 
/* TCP Reno */ 
class RenoTcpAgent : public virtual TcpAgent { 
 public: 
 RenoTcpAgent(); 
 virtual int window(); 
 virtual double windowd(); 
 virtual void recv(Packet *pkt, Handler*); 
 virtual void timeout(int tno); 
 virtual void dupack_action(); 
 protected: 
 int allow_fast_retransmit(int last_cwnd_action_); 
 unsigned int dupwnd_; 
}; 
 
/* TCP New Reno */ 




 virtual void recv(Packet *pkt, Handler*); 
 virtual void partialnewack_helper(Packet* pkt); 
 virtual void dupack_action(); 
 protected: 
 int newreno_changes_; /* 0 for fixing unnecessary fast retransmits */ 
    /* 1 for additional code from Allman, */ 
    /* to implement other algorithms from */ 
    /* Hoe's paper, including sending a new */ 
    /* packet for every two duplicate ACKs. */ 
    /* The default is set to 0. */ 
 int newreno_changes1_;  /* Newreno_changes1_ set to 0 gives the */ 
    /* Slow-but-Steady variant of NewReno from */ 
    /* RFC 2582, with the retransmit timer reset */ 
    /* after each partial new ack. */   
    /* Newreno_changes1_ set to 1 gives the */ 
    /* Impatient variant of NewReno from */ 
    /* RFC 2582, with the retransmit timer reset */ 
    /* only for the first partial new ack. */ 
    /* The default is set to 0 */ 
 void partialnewack(Packet *pkt); 
 int allow_fast_retransmit(int last_cwnd_action_); 
 int acked_, new_ssthresh_;  /* used if newreno_changes_ == 1 */ 
 double ack2_, ack3_, basertt_; /* used if newreno_changes_ == 1 */ 
 int firstpartial_;  /* For the first partial ACK. */  
 int partial_window_deflation_; /* 0 if set cwnd to ssthresh upon */ 
           /* partial new ack (default) */ 
           /* 1 if deflate (cwnd + dupwnd) by */ 
           /* amount of data acked */ 
           /* "Partial window deflation" is */ 
           /* discussed in RFC 2582. */ 
 int exit_recovery_fix_;  /* 0 for setting cwnd to ssthresh upon */ 
     /* leaving fast recovery (default) */ 
     /* 1 for setting cwnd to min(ssthresh, */ 
     /* amnt. of data in network) when leaving */ 
}; 
 
/* TCP vegas (VegasTcpAgent) */ 




 virtual void recv(Packet *pkt, Handler *); 
 virtual void timeout(int tno); 
protected: 
 double vegastime() { 
  return(Scheduler::instance().clock() - firstsent_); 
 } 
 virtual void output(int seqno, int reason = 0); 
 virtual void recv_newack_helper(Packet*); 
 int vegas_expire(Packet*);  
 void reset(); 
 void vegas_inflate_cwnd(int win, double current_time); 
 
 virtual void delay_bind_init_all(); 
 virtual int delay_bind_dispatch(const char *varName, const char *localName, 
TclObject *tracer); 
 
 double t_cwnd_changed_; // last time cwnd changed 
 double firstrecv_; // time recv the 1st ack 
 
 int    v_alpha_;     // vegas thruput thresholds in pkts 
 int    v_beta_;         
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 int    v_gamma_;     // threshold to change from slow-start to 
    // congestion avoidance, in pkts 
 
 int    v_slowstart_;    // # of pkts to send after slow-start, deflt(2) 
 int    v_worried_;      // # of pkts to chk after dup ack (1 or 2) 
 
 double v_timeout_;      // based on fine-grained timer 
 double v_rtt_;   
 double v_sa_;   
 double v_sd_;  
 
 int    v_cntRTT_;       // # of rtt measured within one rtt 
 double v_sumRTT_;       // sum of rtt measured within one rtt 
 
 double v_begtime_; // tagged pkt sent 
 int    v_begseq_; // tagged pkt seqno 
 
 double* v_sendtime_; // each unacked pkt's sendtime is recorded. 
 int*   v_transmits_; // # of retx for an unacked pkt 
 
 int    v_maxwnd_; // maxwnd size for v_sendtime_[] 
 double v_newcwnd_; // record un-inflated cwnd 
 
 double v_baseRTT_; // min of all rtt 
 
 double v_incr_;  // amount cwnd is increased in the next rtt 
 int    v_inc_flag_; // if cwnd is allowed to incr for this rtt 
 
 double v_actual_; // actual send rate (pkt/s; needed for tcp-rbp) 
 












/* -*- Mode:C++; c-basic-offset:8; tab-width:8; indent-tabs-mode:t -*- */ 
/* 
 * Copyright (c) 1991-1997 Regents of the University of California. 
 * All rights reserved. 
 * 
 * Redistribution and use in source and binary forms, with or without 
 * modification, are permitted provided that the following conditions 
 * are met: 
 * 1. Redistributions of source code must retain the above copyright 
 *    notice, this list of conditions and the following disclaimer. 
 * 2. Redistributions in binary form must reproduce the above copyright 
 *    notice, this list of conditions and the following disclaimer in the 
 *    documentation and/or other materials provided with the distribution. 
 * 3. All advertising materials mentioning features or use of this software 
 *    must display the following acknowledgement: 
 * This product includes software developed by the Computer Systems 
 * Engineering Group at Lawrence Berkeley Laboratory. 
 * 4. Neither the name of the University nor of the Laboratory may be used 
 *    to endorse or promote products derived from this software without 
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 *    specific prior written permission. 
 * 
 * THIS SOFTWARE IS PROVIDED BY THE REGENTS AND CONTRIBUTORS ``AS IS'' AND 
 * ANY EXPRESS OR IMPLIED WARRANTIES, INCLUDING, BUT NOT LIMITED TO, THE 
 * IMPLIED WARRANTIES OF MERCHANTABILITY AND FITNESS FOR A PARTICULAR PURPOSE 
 * ARE DISCLAIMED.  IN NO EVENT SHALL THE REGENTS OR CONTRIBUTORS BE LIABLE 
 * FOR ANY DIRECT, INDIRECT, INCIDENTAL, SPECIAL, EXEMPLARY, OR CONSEQUENTIAL 
 * DAMAGES (INCLUDING, BUT NOT LIMITED TO, PROCUREMENT OF SUBSTITUTE GOODS 
 * OR SERVICES; LOSS OF USE, DATA, OR PROFITS; OR BUSINESS INTERRUPTION) 
 * HOWEVER CAUSED AND ON ANY THEORY OF LIABILITY, WHETHER IN CONTRACT, STRICT 
 * LIABILITY, OR TORT (INCLUDING NEGLIGENCE OR OTHERWISE) ARISING IN ANY WAY 
 * OUT OF THE USE OF THIS SOFTWARE, EVEN IF ADVISED OF THE POSSIBILITY OF 






CODE MODIFIFED BY: RANJITHA SHIVARUDRAIAH 
OBJECTIVE:       TO IMPLEMENT STRATIFIED TCP( STCP) 
COURSE:       MS THESIS  
   (A STUDY OF PARALLEL TRANSPORT TECHNIQUES 
      FOR HIGH-SPEED NETWORKS) 
CODE DESCRIPTION: "tcp.cc" contains the implementation for all the TCP variants that 
have been tested/implemented by sfloyd and group. We have made additions/modifications 
to this file  in order to implement the algorithm for Stratified TCP( STCP).Each TCP 
variant is implemented in a "switch" case statement. The case number used for STCP is 
"100". The case numbers are also known as the window option variables which can be 
added in the TCL script in order to execute and test a particular  
protocol in this code. 




static const char rcsid[] = 
    "@(#) $Header: /nfs/jade/vint/CVSROOT/ns-2/tcp/tcp.cc,v 1.144 2003/02/12 04:16:09 
















static class TCPHeaderClass : public PacketHeaderClass { 
public: 
        TCPHeaderClass() : PacketHeaderClass("PacketHeader/TCP", 
          sizeof(hdr_tcp)) { 




static class TcpClass : public TclClass { 
public: 
 TcpClass() : TclClass("Agent/TCP") {} 
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 TclObject* create(int , const char*const*) { 




TcpAgent::TcpAgent() : Agent(PT_TCP),  
 t_seqno_(0), t_rtt_(0), t_srtt_(0), t_rttvar_(0),  
 t_backoff_(0), ts_peer_(0),  
 rtx_timer_(this), delsnd_timer_(this),  
 burstsnd_timer_(this),  
 dupacks_(0), curseq_(0), highest_ack_(0), cwnd_(0), ssthresh_(0),  
 count_(0), fcnt_(0), rtt_active_(0), rtt_seq_(-1), rtt_ts_(0.0),  
 maxseq_(0), cong_action_(0), ecn_burst_(0), ecn_backoff_(0), 
        ect_(0), lastreset_(0.0), 
        restart_bugfix_(1), closed_(0), nrexmit_(0), 
 first_decrease_(1), qs_requested_(0), qs_approved_(0),  
 ltcp_win_thresh_(50), ltcp_beta_(0.15), ltcp_rtt_comp_fact_const_(0.5), 
 /*********************  
 STCP_ADDITIONS BEGINS 
 **********************/ 
 stcp_win_thresh_l(50),stcp_win_thresh_h(83000), stcp_beta_(0.10), 
stcp_rtt_comp_fact_const_(0.5) 
 /*********************  




#else /* ! TCP_DELAY_BIND_ALL */ 
 // not delay-bound because delay-bound tracevars aren't yet supported 
 bind("t_seqno_", &t_seqno_); 
 bind("rtt_", &t_rtt_); 
 bind("srtt_", &t_srtt_); 
 bind("rttvar_", &t_rttvar_); 
 bind("backoff_", &t_backoff_); 
 bind("dupacks_", &dupacks_); 
 bind("seqno_", &curseq_); 
 bind("ack_", &highest_ack_); 
 bind("cwnd_", &cwnd_); 
 bind("ssthresh_", &ssthresh_); 
 bind("maxseq_", &maxseq_); 
        bind("ndatapack_", &ndatapack_); 
        bind("ndatabytes_", &ndatabytes_); 
        bind("nackpack_", &nackpack_); 
        bind("nrexmit_", &nrexmit_); 
        bind("nrexmitpack_", &nrexmitpack_); 
        bind("nrexmitbytes_", &nrexmitbytes_); 
        bind("necnresponses_", &necnresponses_); 
        bind("ncwndcuts_", &ncwndcuts_); 






 // Initialization of LTCP variables 
 ltcp_num_layer_ = 1; 
 ltcp_frac_layer_ = 0; 
 ltcp_win_[0] = ltcp_win_[1] = 0; 
 ltcp_win_[2] = ltcp_win_thresh_; 
 for(int i=3; i < 100; i++) 
 { 
  ltcp_alpha_ = (double)(i+1)/(double)(i-2); 
  ltcp_win_[i] = (double) ltcp_alpha_ * ltcp_win_[i-1]; 
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        } 
 
 ltcp_min_rtt_ = (int(t_srtt_) >> T_SRTT_BITS)*tcp_tick_*1000;  
 ltcp_rtt_fact_ = (double)(ltcp_rtt_comp_fact_const_*(pow(ltcp_min_rtt_, 
0.333)));  
 ltcp_rtt_fact_ = (ltcp_rtt_fact_ > 1) ? ltcp_rtt_fact_ : 1; 
 //printf("LTCP variables: winthresh: %d, beta: %f, num_layer: %d, frac_layer: 
%f, rtt_fact_:%f\n", 







/*Code description : This is the initialization function which will be executed  





    { 
          // Initialization of STCP variables 
          stcp_num_layer_ = 1; 
          stcp_frac_layer_ = 0; 
          stcp_win_[0] = stcp_win_[1] = 0; 
          stcp_win_[2] = stcp_win_thresh_l; 
    for(int i=3; i < 100; i++){ 
              stcp_alpha_ = (double)(i+1)/(double)(i-2); 
              stcp_win_[i] = (double) stcp_alpha_ * stcp_win_[i-1]; 
          } 
          stcp_min_rtt_ = (int(t_srtt_) >> T_SRTT_BITS)*tcp_tick_*1000; 
          stcp_rtt_fact_ = (double)(stcp_rtt_comp_fact_const_*(pow(stcp_min_rtt_, 
0.333))); 
          stcp_rtt_fact_ = (stcp_rtt_fact_ > 1) ? stcp_rtt_fact_ : 1; 
          printf("Stratified LTCP variables: winthresh: %d, beta: %f, num_layer: %d, 
frac_layer: %f, rtt_fact_:%f\n", 











        // Defaults for bound variables should be set in ns-default.tcl. 
        delay_bind_init_one("window_"); 
        delay_bind_init_one("windowInit_"); 
        delay_bind_init_one("windowInitOption_"); 
 
        delay_bind_init_one("syn_"); 
        delay_bind_init_one("windowOption_"); 
        delay_bind_init_one("windowConstant_"); 
        delay_bind_init_one("windowThresh_"); 
        delay_bind_init_one("delay_growth_"); 
        delay_bind_init_one("overhead_"); 
        delay_bind_init_one("tcpTick_"); 
        delay_bind_init_one("ecn_"); 
        delay_bind_init_one("old_ecn_"); 
        delay_bind_init_one("eln_"); 
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        delay_bind_init_one("eln_rxmit_thresh_"); 
        delay_bind_init_one("packetSize_"); 
        delay_bind_init_one("tcpip_base_hdr_size_"); 
 delay_bind_init_one("ts_option_size_"); 
        delay_bind_init_one("bugFix_"); 
 delay_bind_init_one("lessCareful_"); 
        delay_bind_init_one("slow_start_restart_"); 
        delay_bind_init_one("restart_bugfix_"); 
        delay_bind_init_one("timestamps_"); 
        delay_bind_init_one("maxburst_"); 
        delay_bind_init_one("maxcwnd_"); 
 delay_bind_init_one("numdupacks_"); 
 delay_bind_init_one("numdupacksFrac_"); 
        delay_bind_init_one("maxrto_"); 
 delay_bind_init_one("minrto_"); 
        delay_bind_init_one("srtt_init_"); 
        delay_bind_init_one("rttvar_init_"); 
        delay_bind_init_one("rtxcur_init_"); 
        delay_bind_init_one("T_SRTT_BITS"); 
        delay_bind_init_one("T_RTTVAR_BITS"); 
        delay_bind_init_one("rttvar_exp_"); 
        delay_bind_init_one("awnd_"); 
        delay_bind_init_one("decrease_num_"); 
        delay_bind_init_one("increase_num_"); 
 delay_bind_init_one("k_parameter_"); 
 delay_bind_init_one("l_parameter_"); 
        delay_bind_init_one("trace_all_oneline_"); 
        delay_bind_init_one("nam_tracevar_"); 
 
        delay_bind_init_one("QOption_"); 
        delay_bind_init_one("EnblRTTCtr_"); 


















 // out because delay-bound tracevars aren't yet supported 
        delay_bind_init_one("t_seqno_"); 
        delay_bind_init_one("rtt_"); 
        delay_bind_init_one("srtt_"); 
        delay_bind_init_one("rttvar_"); 
        delay_bind_init_one("backoff_"); 
        delay_bind_init_one("dupacks_"); 
        delay_bind_init_one("seqno_"); 
        delay_bind_init_one("ack_"); 
        delay_bind_init_one("cwnd_"); 
        delay_bind_init_one("ssthresh_"); 
        delay_bind_init_one("maxseq_"); 
        delay_bind_init_one("ndatapack_"); 
        delay_bind_init_one("ndatabytes_"); 
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        delay_bind_init_one("nackpack_"); 
        delay_bind_init_one("nrexmit_"); 
        delay_bind_init_one("nrexmitpack_"); 
        delay_bind_init_one("nrexmitbytes_"); 
        delay_bind_init_one("necnresponses_"); 
        delay_bind_init_one("ncwndcuts_"); 








TcpAgent::delay_bind_dispatch(const char *varName, const char *localName, TclObject 
*tracer) 
{ 
        if (delay_bind(varName, localName, "window_", &wnd_, tracer)) return TCL_OK; 
        if (delay_bind(varName, localName, "windowInit_", &wnd_init_, tracer)) return 
TCL_OK; 
        if (delay_bind(varName, localName, "windowInitOption_", &wnd_init_option_, 
tracer)) return TCL_OK; 
        if (delay_bind_bool(varName, localName, "syn_", &syn_, tracer)) return TCL_OK; 
        if (delay_bind(varName, localName, "windowOption_", &wnd_option_ , tracer)) 
return TCL_OK; 
        if (delay_bind(varName, localName, "windowConstant_",  &wnd_const_, tracer)) 
return TCL_OK; 
        if (delay_bind(varName, localName, "windowThresh_", &wnd_th_ , tracer)) return 
TCL_OK; 
        if (delay_bind_bool(varName, localName, "delay_growth_", &delay_growth_ , 
tracer)) return TCL_OK; 
        if (delay_bind(varName, localName, "overhead_", &overhead_, tracer)) return 
TCL_OK; 
        if (delay_bind(varName, localName, "tcpTick_", &tcp_tick_, tracer)) return 
TCL_OK; 
        if (delay_bind_bool(varName, localName, "ecn_", &ecn_, tracer)) return TCL_OK; 
        if (delay_bind_bool(varName, localName, "old_ecn_", &old_ecn_ , tracer)) 
return TCL_OK; 
        if (delay_bind(varName, localName, "eln_", &eln_ , tracer)) return TCL_OK; 
        if (delay_bind(varName, localName, "eln_rxmit_thresh_", &eln_rxmit_thresh_ , 
tracer)) return TCL_OK; 
        if (delay_bind(varName, localName, "packetSize_", &size_ , tracer)) return 
TCL_OK; 
        if (delay_bind(varName, localName, "tcpip_base_hdr_size_", 
&tcpip_base_hdr_size_, tracer)) return TCL_OK; 
 if (delay_bind(varName, localName, "ts_option_size_", &ts_option_size_, 
tracer)) return TCL_OK; 
        if (delay_bind_bool(varName, localName, "bugFix_", &bug_fix_ , tracer)) return 
TCL_OK; 
        if (delay_bind_bool(varName, localName, "lessCareful_", &less_careful_ , 
tracer)) return TCL_OK; 
        if (delay_bind_bool(varName, localName, "timestamps_", &ts_option_ , tracer)) 
return TCL_OK; 
        if (delay_bind_bool(varName, localName, "slow_start_restart_", 
&slow_start_restart_ , tracer)) return TCL_OK; 
        if (delay_bind_bool(varName, localName, "restart_bugfix_", &restart_bugfix_ , 
tracer)) return TCL_OK; 
        if (delay_bind(varName, localName, "maxburst_", &maxburst_ , tracer)) return 
TCL_OK; 
        if (delay_bind(varName, localName, "maxcwnd_", &maxcwnd_ , tracer)) return 
TCL_OK; 
 if (delay_bind(varName, localName, "numdupacks_", &numdupacks_, tracer)) return 
TCL_OK; 
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 if (delay_bind(varName, localName, "numdupacksFrac_", &numdupacksFrac_, 
tracer)) return TCL_OK; 
        if (delay_bind(varName, localName, "maxrto_", &maxrto_ , tracer)) return 
TCL_OK; 
 if (delay_bind(varName, localName, "minrto_", &minrto_ , tracer)) return 
TCL_OK; 
        if (delay_bind(varName, localName, "srtt_init_", &srtt_init_ , tracer)) return 
TCL_OK; 
        if (delay_bind(varName, localName, "rttvar_init_", &rttvar_init_ , tracer)) 
return TCL_OK; 
        if (delay_bind(varName, localName, "rtxcur_init_", &rtxcur_init_ , tracer)) 
return TCL_OK; 
        if (delay_bind(varName, localName, "T_SRTT_BITS", &T_SRTT_BITS , tracer)) 
return TCL_OK; 
        if (delay_bind(varName, localName, "T_RTTVAR_BITS", &T_RTTVAR_BITS , tracer)) 
return TCL_OK; 
        if (delay_bind(varName, localName, "rttvar_exp_", &rttvar_exp_ , tracer)) 
return TCL_OK; 
        if (delay_bind(varName, localName, "awnd_", &awnd_ , tracer)) return TCL_OK; 
        if (delay_bind(varName, localName, "decrease_num_", &decrease_num_, tracer)) 
return TCL_OK; 
        if (delay_bind(varName, localName, "increase_num_", &increase_num_, tracer)) 
return TCL_OK; 
 if (delay_bind(varName, localName, "k_parameter_", &k_parameter_, tracer)) 
return TCL_OK; 




        if (delay_bind_bool(varName, localName, "trace_all_oneline_", 
&trace_all_oneline_ , tracer)) return TCL_OK; 
        if (delay_bind_bool(varName, localName, "nam_tracevar_", &nam_tracevar_ , 
tracer)) return TCL_OK; 
        if (delay_bind(varName, localName, "QOption_", &QOption_ , tracer)) return 
TCL_OK; 
        if (delay_bind(varName, localName, "EnblRTTCtr_", &EnblRTTCtr_ , tracer)) 
return TCL_OK; 
        if (delay_bind(varName, localName, "control_increase_", &control_increase_ , 
tracer)) return TCL_OK; 
        if (delay_bind_bool(varName, localName, "noFastRetrans_", &noFastRetrans_, 
tracer)) return TCL_OK; 
        if (delay_bind_bool(varName, localName, "precisionReduce_", 
&precision_reduce_, tracer)) return TCL_OK; 
 if (delay_bind_bool(varName, localName, "oldCode_", &oldCode_, tracer)) return 
TCL_OK; 
 if (delay_bind_bool(varName, localName, "useHeaders_", &useHeaders_, tracer)) 
return TCL_OK; 
 if (delay_bind(varName, localName, "low_window_", &low_window_, tracer)) return 
TCL_OK; 
 if (delay_bind(varName, localName, "high_window_", &high_window_, tracer)) 
return TCL_OK; 
 if (delay_bind(varName, localName, "high_p_", &high_p_, tracer)) return TCL_OK; 
 if (delay_bind(varName, localName, "high_decrease_", &high_decrease_, tracer)) 
return TCL_OK; 
 if (delay_bind(varName, localName, "max_ssthresh_", &max_ssthresh_, tracer)) 
return TCL_OK; 
 if (delay_bind(varName, localName, "cwnd_frac_", &cwnd_frac_, tracer)) return 
TCL_OK; 
 if (delay_bind_bool(varName, localName, "timerfix_", &timerfix_, tracer)) 
return TCL_OK; 
 if (delay_bind_bool(varName, localName, "rfc2988_", &rfc2988_, tracer)) return 
TCL_OK; 
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        if (delay_bind(varName, localName, "singledup_", &singledup_ , tracer)) return 
TCL_OK; 
        if (delay_bind(varName, localName, "rate_request_", &rate_request_ , tracer)) 
return TCL_OK; 




 // not if (delay-bound delay-bound tracevars aren't yet supported 
        if (delay_bind(varName, localName, "t_seqno_", &t_seqno_ , tracer)) return 
TCL_OK; 
        if (delay_bind(varName, localName, "rtt_", &t_rtt_ , tracer)) return TCL_OK; 
        if (delay_bind(varName, localName, "srtt_", &t_srtt_ , tracer)) return TCL_OK; 
        if (delay_bind(varName, localName, "rttvar_", &t_rttvar_ , tracer)) return 
TCL_OK; 
        if (delay_bind(varName, localName, "backoff_", &t_backoff_ , tracer)) return 
TCL_OK; 
 
        if (delay_bind(varName, localName, "dupacks_", &dupacks_ , tracer)) return 
TCL_OK; 
        if (delay_bind(varName, localName, "seqno_", &curseq_ , tracer)) return 
TCL_OK; 
        if (delay_bind(varName, localName, "ack_", &highest_ack_ , tracer)) return 
TCL_OK; 
        if (delay_bind(varName, localName, "cwnd_", &cwnd_ , tracer)) return TCL_OK; 
        if (delay_bind(varName, localName, "ssthresh_", &ssthresh_ , tracer)) return 
TCL_OK; 
        if (delay_bind(varName, localName, "maxseq_", &maxseq_ , tracer)) return 
TCL_OK; 
        if (delay_bind(varName, localName, "ndatapack_", &ndatapack_ , tracer)) return 
TCL_OK; 
        if (delay_bind(varName, localName, "ndatabytes_", &ndatabytes_ , tracer)) 
return TCL_OK; 
        if (delay_bind(varName, localName, "nackpack_", &nackpack_ , tracer)) return 
TCL_OK; 
        if (delay_bind(varName, localName, "nrexmit_", &nrexmit_ , tracer)) return 
TCL_OK; 
        if (delay_bind(varName, localName, "nrexmitpack_", &nrexmitpack_ , tracer)) 
return TCL_OK; 
        if (delay_bind(varName, localName, "nrexmitbytes_", &nrexmitbytes_ , tracer)) 
return TCL_OK; 
        if (delay_bind(varName, localName, "necnresponses_", &necnresponses_ , 
tracer)) return TCL_OK; 




        return Agent::delay_bind_dispatch(varName, localName, tracer); 
} 
 
/* Print out all the traced variables whenever any one is changed */ 
void 
TcpAgent::traceAll() { 
 double curtime; 
 Scheduler& s = Scheduler::instance(); 
 char wrk[500]; 
 int n; 
 
 curtime = &s ? s.clock() : 0; 
 sprintf(wrk,"time: %-8.5f saddr: %-2d sport: %-2d daddr: %-2d dport:" 
  " %-2d maxseq: %-4d hiack: %-4d seqno: %-4d cwnd: %-6.3f" 
  " ssthresh: %-3d dupacks: %-2d rtt: %-6.3f srtt: %-6.3f" 
  " rttvar: %-6.3f bkoff: %-d", curtime, addr(), port(), 
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  daddr(), dport(), int(maxseq_), int(highest_ack_), 
  int(t_seqno_), double(cwnd_), int(ssthresh_), 
  int(dupacks_), int(t_rtt_)*tcp_tick_,  
  (int(t_srtt_) >> T_SRTT_BITS)*tcp_tick_,  
  int(t_rttvar_)*tcp_tick_/4.0, int(t_backoff_));  
 n = strlen(wrk); 
 wrk[n] = '\n'; 
 wrk[n+1] = 0; 
 if (channel_) 
  (void)Tcl_Write(channel_, wrk, n+1); 




/* Print out just the variable that is modified */ 
void 
TcpAgent::traceVar(TracedVar* v)  
{ 
 double curtime; 
 Scheduler& s = Scheduler::instance(); 
 char wrk[500]; 
 int n; 
 
 curtime = &s ? s.clock() : 0; 
 if (!strcmp(v->name(), "cwnd_") || !strcmp(v->name(), "maxrto_"))  
  sprintf(wrk,"%-8.5f %-2d %-2d %-2d %-2d %s %-6.3f", 
   curtime, addr(), port(), daddr(), dport(), 
   v->name(), double(*((TracedDouble*) v)));  
 else if (!strcmp(v->name(), "minrto_"))  
  sprintf(wrk,"%-8.5f %-2d %-2d %-2d %-2d %s %-6.3f", 
   curtime, addr(), port(), daddr(), dport(), 
   v->name(), double(*((TracedDouble*) v)));  
 else if (!strcmp(v->name(), "rtt_")) 
  sprintf(wrk,"%-8.5f %-2d %-2d %-2d %-2d %s %-6.3f", 
   curtime, addr(), port(), daddr(), dport(), 
   v->name(), int(*((TracedInt*) v))*tcp_tick_);  
 else if (!strcmp(v->name(), "srtt_"))  
  sprintf(wrk,"%-8.5f %-2d %-2d %-2d %-2d %s %-6.3f", 
   curtime, addr(), port(), daddr(), dport(), 
   v->name(),  
   (int(*((TracedInt*) v)) >> T_SRTT_BITS)*tcp_tick_);  
 else if (!strcmp(v->name(), "rttvar_")) 
  sprintf(wrk,"%-8.5f %-2d %-2d %-2d %-2d %s %-6.3f", 
   curtime, addr(), port(), daddr(), dport(), 
   v->name(),  
   int(*((TracedInt*) v))*tcp_tick_/4.0);  
 else 
  sprintf(wrk,"%-8.5f %-2d %-2d %-2d %-2d %s %d", 
   curtime, addr(), port(), daddr(), dport(), 
   v->name(), int(*((TracedInt*) v)));  
 n = strlen(wrk); 
 wrk[n] = '\n'; 
 wrk[n+1] = 0; 
 if (channel_) 
  (void)Tcl_Write(channel_, wrk, n+1); 





TcpAgent::trace(TracedVar* v)  
{ 
 if (nam_tracevar_) { 
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  Agent::trace(v); 
 } else if (trace_all_oneline_) 
  traceAll(); 
 else  




// in 1-way TCP, syn_ indicates we are modeling 
// a SYN exchange at the beginning.  If this is true 
// and we are delaying growth, then use an initial 
// window of one.  If not, we do whatever initial_window() 






 if (syn_ && delay_growth_) 
  cwnd_ = 1.0;  
 else 






 int now = (int)(Scheduler::instance().clock()/tcp_tick_ + 0.5); 
 
 T_start = now ;  
 RTT_count = 0 ;  
 RTT_prev = 0 ;  
 RTT_goodcount = 1 ;  
 F_counting = 0 ;  
 W_timed = -1 ;  
 F_full = 0 ; 







 rtt_seq_ = -1; 
 /*XXX lookup variables */ 
 dupacks_ = 0; 
 curseq_ = 0; 
 set_initial_window(); 
 
 t_seqno_ = 0; 
 maxseq_ = -1; 
 last_ack_ = -1; 
 highest_ack_ = -1; 
  
 // Initialize STCP variables 
 if (wnd_option_ == 100) 
  init_stcp_vars(); 
   
 ssthresh_ = int(wnd_); 
  
 if (max_ssthresh_ > 0 && max_ssthresh_ < ssthresh_)  
  ssthresh_ = max_ssthresh_; 
 wnd_restart_ = 1.; 
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 awnd_ = wnd_init_ / 2.0; 
 recover_ = 0; 
 closed_ = 0; 
 last_cwnd_action_ = 0; 
 boot_time_ = Random::uniform(tcp_tick_); 
 first_decrease_ = 1; 
 /* W.N.: for removing packets from previous incarnations */ 
 lastreset_ = Scheduler::instance().clock(); 
 
 /* Now these variables will be reset  
    - Debojyoti Dutta 12th Oct'2000 */ 
  
 ndatapack_ = 0; 
 ndatabytes_ = 0; 
 nackpack_ = 0; 
 nrexmitbytes_ = 0; 
 nrexmit_ = 0; 
 nrexmitpack_ = 0; 
 necnresponses_ = 0; 
 ncwndcuts_ = 0; 
 
        cwnd_last_ = 0.0; 
 
 if (control_increase_) { 
  prev_highest_ack_ = highest_ack_ ;  
 } 
 
 if (QOption_) { 
  int now = (int)(Scheduler::instance().clock()/tcp_tick_ + 0.5); 
  T_last = now ;  
  T_prev = now ;  
  W_used = 0 ; 
  if (EnblRTTCtr_) { 
   reset_qoption(); 









 t_rtt_ = 0; 
 t_srtt_ = int(srtt_init_ / tcp_tick_) << T_SRTT_BITS; 
 t_rttvar_ = int(rttvar_init_ / tcp_tick_) << T_RTTVAR_BITS; 
 t_rtxcur_ = rtxcur_init_; 





 double timeout; 
 if (rfc2988_) { 
 // Correction from Tom Kelly to be RFC2988-compliant, by 
 // clamping minrto_ before applying t_backoff_. 
  if (t_rtxcur_ < minrto_) 
   timeout = minrto_ * t_backoff_; 
  else 
   timeout = t_rtxcur_ * t_backoff_; 
 } else { 
  timeout = t_rtxcur_ * t_backoff_; 
  if (timeout < minrto_) 
105 
   timeout = minrto_; 
 } 
 
 if (timeout > maxrto_) 
  timeout = maxrto_; 
 
        if (timeout < 2.0 * tcp_tick_) { 
  if (timeout < 0) { 
   fprintf(stderr, "TcpAgent: negative RTO!  (%f)\n", 
    timeout); 
   exit(1); 
  } 
  timeout = 2.0 * tcp_tick_; 
 } 




/* This has been modified to use the tahoe code. */ 
void TcpAgent::rtt_update(double tao) 
{ 
 double now = Scheduler::instance().clock(); 
 if (ts_option_) 
  t_rtt_ = int(tao /tcp_tick_ + 0.5); 
 else { 
  double sendtime = now - tao; 
  sendtime += boot_time_; 
  double tickoff = fmod(sendtime, tcp_tick_); 
  t_rtt_ = int((tao + tickoff) / tcp_tick_); 
 } 
 if (t_rtt_ < 1) 
  t_rtt_ = 1; 
 
 // 
 // srtt has 3 bits to the right of the binary point 
 // rttvar has 2 
 // 
        if (t_srtt_ != 0) { 
  register short delta; 
  delta = t_rtt_ - (t_srtt_ >> T_SRTT_BITS); // d = (m - a0) 
  if ((t_srtt_ += delta) <= 0) // a1 = 7/8 a0 + 1/8 m 
   t_srtt_ = 1; 
  if (delta < 0) 
   delta = -delta; 
  delta -= (t_rttvar_ >> T_RTTVAR_BITS); 
  if ((t_rttvar_ += delta) <= 0) // var1 = 3/4 var0 + 1/4 |d| 
   t_rttvar_ = 1; 
 } else { 
  t_srtt_ = t_rtt_ << T_SRTT_BITS;  // srtt = rtt 
  t_rttvar_ = t_rtt_ << (T_RTTVAR_BITS-1); // rttvar = rtt / 2 
 } 
 // 
 // Current retransmit value is  
 //    (unscaled) smoothed round trip estimate 
 //    plus 2^rttvar_exp_ times (unscaled) rttvar.  
 // 
 t_rtxcur_ = (((t_rttvar_ << (rttvar_exp_ + (T_SRTT_BITS - T_RTTVAR_BITS))) + 








 if (t_backoff_ < 64) 
  t_backoff_ <<= 1; 
 
 if (t_backoff_ > 8) { 
  /* 
   * If backed off this far, clobber the srtt 
   * value, storing it in the mean deviation 
   * instead. 
   */ 
  t_rttvar_ += (t_srtt_ >> T_SRTT_BITS); 





 * headersize: 
 *      how big is an IP+TCP header in bytes; include options such as ts 




        int total = tcpip_base_hdr_size_; 
 if (total < 1) { 
  fprintf(stderr, 
    "TcpAgent(%s): warning: tcpip hdr size is only %d bytes\n", 
    name(), tcpip_base_hdr_size_); 
 } 
 if (ts_option_) 
  total += ts_option_size_; 
        return (total); 
} 
 
void TcpAgent::output(int seqno, int reason) 
{ 
 int force_set_rtx_timer = 0; 
 Packet* p = allocpkt(); 
 hdr_tcp *tcph = hdr_tcp::access(p); 
 hdr_flags* hf = hdr_flags::access(p); 
 hdr_ip *iph = hdr_ip::access(p); 
 int databytes = hdr_cmn::access(p)->size(); 
 tcph->seqno() = seqno; 
 tcph->ts() = Scheduler::instance().clock(); 
 tcph->ts_echo() = ts_peer_; 
 tcph->reason() = reason; 
 tcph->last_rtt() = int(int(t_rtt_)*tcp_tick_*1000); 
 
 if (ecn_) { 
  hf->ect() = 1; // ECN-capable transport 
 } 
 if (cong_action_) { 
  hf->cong_action() = TRUE;  // Congestion action. 
  cong_action_ = FALSE; 
        } 
 /* Check if this is the initial SYN packet. */ 
 if (seqno == 0) { 
  if (syn_) { 
   databytes = 0; 
   curseq_ += 1; 
   hdr_cmn::access(p)->size() = tcpip_base_hdr_size_; 
  } 
  if (ecn_) { 
   hf->ecnecho() = 1; 
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//   hf->cong_action() = 1; 
   hf->ect() = 0; 
  } 
  if (qs_enabled_) { 
   hdr_qs *qsh = hdr_qs::access(p); 
       if (rate_request_ > 0) { 
    // QuickStart code from Srikanth Sundarrajan. 
    qsh->flag() = QS_REQUEST; 
    Random::seed_heuristically(); 
    qsh->ttl() = Random::integer(256); 
    ttl_diff_ = (iph->ttl() - qsh->ttl()) % 256; 
    qsh->rate() = rate_request_; 
    qs_requested_ = 1; 
       } else { 
    qsh->flag() = QS_DISABLE; 
   } 
  } 
 } 
 else if (useHeaders_ == true) { 
  hdr_cmn::access(p)->size() += headersize(); 
 } 
        hdr_cmn::access(p)->size(); 
 
 /* if no outstanding data, be sure to set rtx timer again */ 
 if (highest_ack_ == maxseq_) 
  force_set_rtx_timer = 1; 
 /* call helper function to fill in additional fields */ 
 output_helper(p); 
 
        ++ndatapack_; 
        ndatabytes_ += databytes; 
 send(p, 0); 
 if (seqno == curseq_ && seqno > maxseq_) 
  idle();  // Tell application I have sent everything so far 
 if (seqno > maxseq_) { 
  maxseq_ = seqno; 
  if (!rtt_active_) { 
   rtt_active_ = 1; 
   if (seqno > rtt_seq_) { 
    rtt_seq_ = seqno; 
    rtt_ts_ = Scheduler::instance().clock(); 
   } 
      
  } 
 } else { 
         ++nrexmitpack_; 
  nrexmitbytes_ += databytes; 
 } 
 if (!(rtx_timer_.status() == TIMER_PENDING) || force_set_rtx_timer) 
  /* No timer pending.  Schedule one. */ 




 * Must convert bytes into packets for one-way TCPs. 
 * If nbytes == -1, this corresponds to infinite send.  We approximate 
 * infinite by a very large number (TCP_MAXSEQ). 
 */ 
void TcpAgent::sendmsg(int nbytes, const char* /*flags*/) 
{ 
 if (nbytes == -1 && curseq_ <= TCP_MAXSEQ) 
  curseq_ = TCP_MAXSEQ;  
 else 
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  curseq_ += (nbytes/size_ + (nbytes%size_ ? 1 : 0)); 
 send_much(0, 0, maxburst_); 
} 
 
void TcpAgent::advanceby(int delta) 
{ 
  curseq_ += delta; 
 if (delta > 0) 
  closed_ = 0; 




int TcpAgent::command(int argc, const char*const* argv) 
{ 
 if (argc == 3) { 
  if (strcmp(argv[1], "advance") == 0) { 
   int newseq = atoi(argv[2]); 
   if (newseq > maxseq_) 
    advanceby(newseq - curseq_); 
   else 
    advanceby(maxseq_ - curseq_); 
   return (TCL_OK); 
  } 
  if (strcmp(argv[1], "advanceby") == 0) { 
   advanceby(atoi(argv[2])); 
   return (TCL_OK); 
  } 
  if (strcmp(argv[1], "eventtrace") == 0) { 
   et_ = (EventTrace *)TclObject::lookup(argv[2]); 
   return (TCL_OK); 
  } 
  /* 
   * Curtis Villamizar's trick to transfer tcp connection 
   * parameters to emulate http persistent connections. 
   * 
   * Another way to do the same thing is to open one tcp 
   * object and use start/stop/maxpkts_ or advanceby to control 
   * how much data is sent in each burst. 
   * With a single connection, slow_start_restart_ 
   * should be configured as desired. 
   * 
   * This implementation (persist) may not correctly 
   * emulate pure-BSD-based systems which close cwnd 
   * after the connection goes idle (slow-start 
   * restart).  See appendix C in 
   * Jacobson and Karels ``Congestion 
   * Avoidance and Control'' at 
   * <ftp://ftp.ee.lbl.gov/papers/congavoid.ps.Z> 
   * (*not* the original 
   * '88 paper) for why BSD does this.  See 
   * ``Performance Interactions Between P-HTTP and TCP 
   * Implementations'' in CCR 27(2) for descriptions of 
   * what other systems do the same. 
   * 
   */ 
  if (strcmp(argv[1], "persist") == 0) { 
   TcpAgent *other 
     = (TcpAgent*)TclObject::lookup(argv[2]); 
   cwnd_ = other->cwnd_; 
   awnd_ = other->awnd_; 
   ssthresh_ = other->ssthresh_; 
   t_rtt_ = other->t_rtt_; 
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   t_srtt_ = other->t_srtt_; 
   t_rttvar_ = other->t_rttvar_; 
   t_backoff_ = other->t_backoff_; 
   return (TCL_OK); 
  } 
 } 














 * Try to send as much data as the window will allow.  The link layer will  
 * do the buffering; we ask the application layer for the size of the packets. 
 */ 
void TcpAgent::send_much(int force, int reason, int maxburst) 
{ 
 send_idle_helper(); 
 int win = window(); 
 int npackets = 0; 
 
 if (!force && delsnd_timer_.status() == TIMER_PENDING) 
  return; 
 /* Save time when first packet was sent, for newreno  --Allman */ 
 if (t_seqno_ == 0) 
  firstsent_ = Scheduler::instance().clock(); 
 
 if (burstsnd_timer_.status() == TIMER_PENDING) 
  return; 
 while (t_seqno_ <= highest_ack_ + win && t_seqno_ < curseq_) { 
  if (overhead_ == 0 || force) { 
   output(t_seqno_, reason); 
   npackets++; 
   if (QOption_) 
    process_qoption_after_send () ;  
   t_seqno_ ++ ; 
   if (qs_approved_ == 1) { 
    // delay = effective RTT / window 
    double delay = (double) t_rtt_ * tcp_tick_ / win; 
    delsnd_timer_.resched(delay); 
    return; 
   } 
  } else if (!(delsnd_timer_.status() == TIMER_PENDING)) { 
   /* 
    * Set a delayed send timeout. 
    */ 
   delsnd_timer_.resched(Random::uniform(overhead_)); 
   return; 
  } 
  win = window(); 
  if (maxburst && npackets == maxburst) 
   break; 
 } 






 * We got a timeout or too many duplicate acks.  Clear the retransmit timer.   
 * Resume the sequence one past the last packet acked.   
 * "mild" is 0 for timeouts and Tahoe dup acks, 1 for Reno dup acks. 
 * "backoff" is 1 if the timer should be backed off, 0 otherwise. 
 */ 
void TcpAgent::reset_rtx_timer(int mild, int backoff) 
{ 
 if (backoff) 
  rtt_backoff(); 
 set_rtx_timer(); 
 if (!mild) 
  t_seqno_ = highest_ack_ + 1; 




 * Set retransmit timer using current rtt estimate.  By calling resched(),  








 * Set new retransmission timer if not all outstanding 
 * or available data acked, or if we are unable to send because  
 * cwnd is less than one (as when the ECN bit is set when cwnd was 1). 
 * Otherwise, if a timer is still outstanding, cancel it. 
 */ 
void TcpAgent::newtimer(Packet* pkt) 
{ 
 hdr_tcp *tcph = hdr_tcp::access(pkt); 
 /* 
  * t_seqno_, the next packet to send, is reset (decreased)  
  *   to highest_ack_ + 1 after a timeout, 
  *   so we also have to check maxseq_, the highest seqno sent. 
  * In addition, if the packet sent after the timeout has 
  *   the ECN bit set, then the returning ACK caused cwnd_ to 
  *   be decreased to less than one, and we can't send another 
  *   packet until the retransmit timer again expires. 
  *   So we have to check for "cwnd_ < 1" as well. 
  */ 
 if (t_seqno_ > tcph->seqno() || tcph->seqno() < maxseq_ || cwnd_ < 1)  
  set_rtx_timer(); 
 else 




 * for experimental, high-speed TCP 
 */ 
double TcpAgent::linear(double x, double x_1, double y_1, double x_2, double y_2) 
{ 
 // The y coordinate factor ranges from y_1 to y_2 
 //  as the x coordinate ranges from x_1 to x_2. 
 double y = y_1 + ((y_2 - y_1) * ((x - x_1)/(x_2-x_1))); 





 * Limited Slow-Start for large congestion windows. 
 * This is only used when max_ssthresh_ is non-zero. 
 */ 
double TcpAgent::limited_slow_start(double cwnd, double max_ssthresh, double 
increment) 
{ 
 int round = int(cwnd / (double(max_ssthresh)/2.0)); 
 double increment1 = 1.0/(double(round));  
 if (increment < increment1) 
  increment = increment1; 




 * For retrieving numdupacks_. 
 */ 
int TcpAgent::numdupacks(double cwnd) 
{ 
        int cwndfraction = (int) cwnd/numdupacksFrac_; 
 if (numdupacks_ > cwndfraction) { 
    return numdupacks_; 
        } else { 









 double p; 
 double low_p = 1.5/(low_window_*low_window_); 
 p = exp(linear(log(cwnd_), log(low_window_), log(low_p), log(high_window_), 
log(high_p_))); 








 double decrease; 
 decrease = linear(log(cwnd_), log(low_window_), 0.5, log(high_window_), 
high_decrease_); 








 double increase, decrease, p, answer; 
 /* extending the slow-start for high-speed TCP */ 
 
 /* for highspeed TCP -- from Sylvia Ratnasamy, */ 
 /* modifications by Sally Floyd and Evandro de Souza */ 
  // p ranges from 1.5/W^2 at congestion window low_window_, to 
 //    high_p_ at congestion window high_window_, on a log-log scale. 
        // The decrease factor ranges from 0.5 to high_decrease 
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 //  as the window ranges from low_window to high_window,  
 //  as the log of the window.  
 // For an efficient implementation, this would just be looked up 
 //   in a table, with the increase and decrease being a function of the 
 //   congestion window. 
 
       if (cwnd_ <= low_window_) {  
  answer = 1 / cwnd_; 
         return answer;  
       } else if (cwnd_ >= cwnd_last_ && cwnd_ < cwnd_frac_ * cwnd_last_ ) { 
  answer = increase_last_ / cwnd_; 
                return answer; 
       } else {  
  p = compute_p(); 
  decrease = decrease_param(); 
  increase = (cwnd_ * cwnd_ *2.0* decrease * p)/(2.0 - decrease);  
  //      double max_increase = 157.8; 
  // if (increase > max_increase) {  
  //  increase = max_increase; 
  // }  
  answer = increase / cwnd_; 
  cwnd_last_ = cwnd_; 
  increase_last_ = increase; 
         return answer; 








 double increment; 
 int lim_slowstart_flag = 0; // used by LTCP 
 /*********************  
 STCP_ADDITIONS BEGINS 
 *********************/ 
 int stcp_lim_slowstart_flag = 0; // used by STCP 
 /*********************  
 STCP_ADDITIONS ENDS 
 **********************/ 
  
 if (cwnd_ < ssthresh_) { 
  /* slow-start (exponential) */ 
  cwnd_ += 1; 
 } else { 
  /* linear */ 
  double f; 
  switch (wnd_option_) { 
  case 0: 
   if (++count_ >= cwnd_) { 
    count_ = 0; 
    ++cwnd_; 
   } 
   break; 
 
  case 1: 
   /* This is the standard algorithm. */ 
   increment = increase_num_ / cwnd_; 
   if ((last_cwnd_action_ == 0 || 
     last_cwnd_action_ == CWND_ACTION_TIMEOUT)  
     && max_ssthresh_ > 0) { 
    increment = limited_slow_start(cwnd_, 
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      max_ssthresh_, increment); 
   } 
   cwnd_ += increment; 
   break; 
 
  case 2: 
   /* These are window increase algorithms 
    * for experimental purposes only. */ 
   f = (t_srtt_ >> T_SRTT_BITS) * tcp_tick_; 
   f *= f; 
   f *= wnd_const_; 
   f += fcnt_; 
   if (f > cwnd_) { 
    fcnt_ = 0; 
    ++cwnd_; 
   } else 
    fcnt_ = f; 
   break; 
 
  case 3: 
   f = awnd_; 
   f *= f; 
   f *= wnd_const_; 
   f += fcnt_; 
   if (f > cwnd_) { 
    fcnt_ = 0; 
    ++cwnd_; 
   } else 
    fcnt_ = f; 
   break; 
 
                case 4: 
                        f = awnd_; 
                        f *= wnd_const_; 
                        f += fcnt_; 
                        if (f > cwnd_) { 
                                fcnt_ = 0; 
                                ++cwnd_; 
                        } else 
                                fcnt_ = f; 
                        break; 
  case 5: 
                        f = (t_srtt_ >> T_SRTT_BITS) * tcp_tick_; 
                        f *= wnd_const_; 
                        f += fcnt_; 
                        if (f > cwnd_) { 
                                fcnt_ = 0; 
                                ++cwnd_; 
                        } else 
                                fcnt_ = f; 
                        break; 
                case 6: 
                        /* binomial controls */  
                        cwnd_ += increase_num_ / (cwnd_*pow(cwnd_,k_parameter_));                 
                        break;  
   case 8:  
   /* high-speed TCP */ 
   increment = increase_param(); 
   if ((last_cwnd_action_ == 0 || 
     last_cwnd_action_ == CWND_ACTION_TIMEOUT)  
     && max_ssthresh_ > 0) { 
    increment = limited_slow_start(cwnd_, 
      max_ssthresh_, increment); 
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   } 
   cwnd_ += increment; 
                        break; 
  case 100: 
  /*********************  
  STCP_ADDITIONS BEGINS 
  **********************/ 
   stcp_est_rtt_ = (int(t_srtt_) >> T_SRTT_BITS)*tcp_tick_*1000;  
   if ((stcp_min_rtt_ > stcp_est_rtt_) || (stcp_min_rtt_ == 0)) { 
    stcp_min_rtt_ = stcp_est_rtt_; 
    stcp_rtt_fact_ = 
(double)(stcp_rtt_comp_fact_const_*(pow(stcp_min_rtt_, 0.333))); 
    printf("IN CASE 100: the rtt_comp_fact calculated is 
%lf\n",stcp_rtt_fact_);  
    stcp_rtt_fact_ = (stcp_rtt_fact_ > 1) ? stcp_rtt_fact_ : 1; 
    printf("IN CASE 100: the FINAL FINAL rtt_comp_fact 
calculated is %lf\n",stcp_rtt_fact_);                          
 
   } 
   printf("IN CASE 100: the stcp_min_rtt_ calculated is 
%lf\n",stcp_min_rtt_); 
   printf("IN CASE 100: the stcp_est_rtt_ calculated is 
%lf\n",stcp_est_rtt_); 
   increment = (stcp_rtt_fact_ * (stcp_num_layer_ + 
stcp_frac_layer_))/cwnd_; 
   if ((last_cwnd_action_ == 0 || 
    last_cwnd_action_ == CWND_ACTION_TIMEOUT)  
    && max_ssthresh_ > 0) { 
    increment = limited_slow_start(cwnd_, 
    max_ssthresh_, increment); 
    stcp_lim_slowstart_flag = 1; 
   } 
   cwnd_ += increment; 
      if (!stcp_lim_slowstart_flag){ 
        int numLayers =0; 
     stcp_min_rtt_ = (int(t_srtt_) >> T_SRTT_BITS)*tcp_tick_*1000; 
            stcp_rtt_fact_ = (double)(stcp_rtt_comp_fact_const_*(pow(stcp_min_rtt_, 
0.333))); 
     stcp_rtt_fact_ = (stcp_rtt_fact_ > 1 ) ? stcp_rtt_fact_ : 1; 
     //additions made to write the RTT and the alpha values into a 
file and plot the resulting graph.  
     RTT_file  = fopen("RTT_file.txt","a+");  
     fprintf(RTT_file,"",stcp_rtt_fact_);    
     fprintf(RTT_file,"","SOMETHIN "); 
     fclose(RTT_file);  
     printf("IN CASE 100: value of RTT_fact after recalculating : 
%lf\n", stcp_rtt_fact_);  
              if(cwnd_ > 83000){ 
           stcp_alpha_  =(double) (stcp_win_thresh_h*stcp_win_thresh_h * 
stcp_rtt_fact_*stcp_rtt_fact_ ) /6166;  
      } 
               else if(cwnd_ >=  38){ 
     stcp_alpha_  =(double) 
(stcp_win_thresh_l*stcp_win_thresh_l * stcp_rtt_fact_*stcp_rtt_fact_ )/6166;  
      }   
      ALPHA_file  = fopen("ALPHA_file.txt","a+");  
               fprintf(ALPHA_file,"%lf\t%lf\n",stcp_rtt_fact_,stcp_alpha_); 
               fclose(ALPHA_file);  
      printf("IN CASE 100: the value of ALPHA after recalculating the 
number of flows is ===== %lf\n",stcp_alpha_);  
      for(int i=3; i < 100; i++){ 
             stcp_win_[i] = (double) stcp_alpha_ * stcp_win_[i-1]; 
               } 
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     while (cwnd_ > stcp_win_[stcp_num_layer_ + 1 ]){ 
      stcp_num_layer_++; 
     } 
     stcp_frac_layer_= (cwnd_ - stcp_win_[stcp_num_layer_])/ 
                                (stcp_win_[stcp_num_layer_+1] - 
stcp_win_[stcp_num_layer_]); 
   
      } 
     break; 
 /*********************  
 STCP_ADDITIONS ENDS 
 **********************/ 
  default: 
#ifdef notdef 
   /*XXX*/ 
   error("illegal window option %d", wnd_option_); 
#endif 
   abort(); 
  } 
 } 
 // if maxcwnd_ is set (nonzero), make it the cwnd limit 
 if (maxcwnd_ && (int(cwnd_) > maxcwnd_)) 








 double decrease;  /* added for highspeed - sylvia */ 
 double win, halfwin, decreasewin; 
 int slowstart = 0; 
 ++ncwndcuts_;  
 // we are in slowstart for sure if cwnd < ssthresh 
 if (cwnd_ < ssthresh_)  
  slowstart = 1; 
        if (precision_reduce_) { 
  halfwin = windowd() / 2; 
                if (wnd_option_ == 6) {          
                        /* binomial controls */ 
                        decreasewin = windowd() - (1.0-
decrease_num_)*pow(windowd(),l_parameter_); 
                } else if (wnd_option_ == 8 && (cwnd_ > low_window_)) {  
                        /* experimental highspeed TCP */ 
   decrease = decrease_param(); 
   //if (decrease < 0.1)  
   // decrease = 0.1; 
   decrease_num_ = decrease; 
                        decreasewin = windowd() - (decrease * windowd()); 
                } else if (wnd_option_ == 100) 
  { 
                      /*********************  
       STCP_ADDITIONS BEGINS 
       **********************/ 
                         decrease_num_ = (1 - stcp_beta_); 
                         double stcp_decrease_ = stcp_beta_ * (double)windowd() ; 
                         decreasewin  = windowd() - stcp_decrease_ ; 
                         // Recalculate num_of_flows_ 
                          while (decreasewin <stcp_win_[stcp_num_layer_]) 
                          { 
                                 stcp_num_layer_ -= 1; 
                          } 
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                          stcp_frac_layer_ = (decreasewin - 
stcp_win_[stcp_num_layer_])/ 
                                                         (stcp_win_[stcp_num_layer_+1] 
- stcp_win_[stcp_num_layer_]); 
          /*********************  
       STCP_ADDITIONS ENDS 
       **********************/ 
  
  } else { 
    decreasewin = decrease_num_ * windowd(); 
  } 
  win = windowd(); 
 } else  { 
  int temp; 
  temp = (int)(window() / 2); 
  halfwin = (double) temp; 
                if (wnd_option_ == 6) { 
                        /* binomial controls */ 
                        temp = (int)(window() - (1.0-
decrease_num_)*pow(window(),l_parameter_)); 
                } else if ((wnd_option_ == 8) && (cwnd_ > low_window_)) {  
                        /* experimental highspeed TCP */ 
   decrease = decrease_param(); 
   //if (decrease < 0.1) 
                        //       decrease = 0.1;   
   decrease_num_ = decrease; 
                        temp = (int)(windowd() - (decrease * windowd())); 
                } else if (wnd_option_ == 100) { 
   /*********************  
   STCP_ADDITIONS BEGINS 
   **********************/ 
   decrease_num_ = (1 - stcp_beta_); 
      double stcp_decrease_ = stcp_beta_ * windowd() ; 
                        temp = (int) (windowd() - stcp_decrease_) ; 
    
   // Recalculate num_of_flows_ 
   while (temp < stcp_win_[stcp_num_layer_]) 
   { 
    stcp_num_layer_ -= 1; 
   } 
    
   stcp_frac_layer_ = (temp - stcp_win_[stcp_num_layer_])/ 
       (stcp_win_[stcp_num_layer_+1] - 
stcp_win_[stcp_num_layer_]); 
 
   /*********************  
   STCP_ADDITIONS ENDS 
   **********************/ 
  } else { 
    temp = (int)(decrease_num_ * window()); 
  } 
  decreasewin = (double) temp; 
  win = (double) window(); 
 } 
 if (how & CLOSE_SSTHRESH_HALF) 
  // For the first decrease, decrease by half 
  // even for non-standard values of decrease_num_. 
  if (first_decrease_ == 1 || slowstart || 
   last_cwnd_action_ == CWND_ACTION_TIMEOUT) { 
   // Do we really want halfwin instead of decreasewin 
  // after a timeout? 
   ssthresh_ = (int) halfwin; 
  } else { 
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   ssthresh_ = (int) decreasewin; 
  } 
        else if (how & THREE_QUARTER_SSTHRESH) 
  if (ssthresh_ < 3*cwnd_/4) 
   ssthresh_  = (int)(3*cwnd_/4); 
 if (how & CLOSE_CWND_HALF) 
  // For the first decrease, decrease by half 
  // even for non-standard values of decrease_num_. 
  if (first_decrease_ == 1 || slowstart || decrease_num_ == 0.5){ 
   cwnd_ = halfwin; 
       /*********************  
  STCP_ADDITIONS BEGINS 
     **********************/ 
      if(wnd_option_ == 100){ 
             // STCP When getting out of slowstart 
for the first time set window to halfwin 
       // calculate stcp_num_layer_  
                            stcp_num_layer_ = 1; 
       while (cwnd_ > 
stcp_win_[stcp_num_layer_ + 1]){ 
           stcp_num_layer_++; 
          } 
       stcp_frac_layer_ = (cwnd_ - 
stcp_win_[stcp_num_layer_])/ 
       (stcp_win_[stcp_num_layer_+1] - 
stcp_win_[stcp_num_layer_]); 
                        } 
 
  }  
  /*********************  
  STCP_ADDITIONS ENDS 
  **********************/ 
   
  else cwnd_ = decreasewin; 
        else if (how & CWND_HALF_WITH_MIN) { 
  // We have not thought about how non-standard TCPs, with 
  // non-standard values of decrease_num_, should respond 
  // after quiescent periods. 
                cwnd_ = decreasewin; 
                if (cwnd_ < 1) 
                        cwnd_ = 1; 
 } 
 else if (how & CLOSE_CWND_RESTART)  
  cwnd_ = int(wnd_restart_); 
 else if (how & CLOSE_CWND_INIT) 
  cwnd_ = int(wnd_init_); 
 else if (how & CLOSE_CWND_ONE) 
  cwnd_ = 1; 
 else if (how & CLOSE_CWND_HALF_WAY) { 
  // cwnd_ = win - (win - W_used)/2 ; 
  cwnd_ = W_used + decrease_num_ * (win - W_used); 
                if (cwnd_ < 1) 
                        cwnd_ = 1; 
 } 
 if (ssthresh_ < 2) 
  ssthresh_ = 2; 
 if (how & (CLOSE_CWND_HALF|CLOSE_CWND_RESTART|CLOSE_CWND_INIT|CLOSE_CWND_ONE)) 
  cong_action_ = TRUE; 
 
 fcnt_ = count_ = 0; 
 if (first_decrease_ == 1) 
  first_decrease_ = 0; 
 // for event tracing slow start 
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 if (cwnd_ == 1 || slowstart)  
  // Not sure if this is best way to capture slow_start 
  // This is probably tracing a superset of slowdowns of 
  // which all may not be slow_start's --Padma, 07/'01. 










 * Process a packet that acks previously unacknowleged data. 
 */ 
void TcpAgent::newack(Packet* pkt) 
{ 
 double now = Scheduler::instance().clock(); 
 hdr_tcp *tcph = hdr_tcp::access(pkt); 
 /*  
  * Wouldn't it be better to set the timer *after* 
  * updating the RTT, instead of *before*?  
  */ 
 if (!timerfix_) newtimer(pkt); 
 dupacks_ = 0; 
 last_ack_ = tcph->seqno(); 
 prev_highest_ack_ = highest_ack_ ; 
 highest_ack_ = last_ack_; 
 
 if (t_seqno_ < last_ack_ + 1) 
  t_seqno_ = last_ack_ + 1; 
 /*  
  * Update RTT only if it's OK to do so from info in the flags header. 
  * This is needed for protocols in which intermediate agents 
  * in the network intersperse acks (e.g., ack-reconstructors) for 
  * various reasons (without violating e2e semantics). 
  */  
 hdr_flags *fh = hdr_flags::access(pkt); 
 if (!fh->no_ts_) { 
  if (ts_option_) 
   rtt_update(now - tcph->ts_echo()); 
 
  if (rtt_active_ && tcph->seqno() >= rtt_seq_) { 
   if (!ect_ || !ecn_backoff_ ||  
    !hdr_flags::access(pkt)->ecnecho()) { 
    /*  
     * Don't end backoff if still in ECN-Echo with 
      * a congestion window of 1 packet.  
     */ 
    t_backoff_ = 1; 
    ecn_backoff_ = 0; 
   } 
   rtt_active_ = 0; 
   if (!ts_option_) 
    rtt_update(now - rtt_ts_); 
  } 
 } 
 if (timerfix_) newtimer(pkt); 
 /* update average window */ 
 awnd_ *= 1.0 - wnd_th_; 






 * Respond either to a source quench or to a congestion indication bit. 
 * This is done at most once a roundtrip time;  after a source quench, 
 * another one will not be done until the last packet transmitted before 
 * the previous source quench has been ACKed. 
 * 
 * Note that this procedure is called before "highest_ack_" is 
 * updated to reflect the current ACK packet.   
 */ 
void TcpAgent::ecn(int seqno) 
{ 
 if (seqno > recover_ ||  
       last_cwnd_action_ == CWND_ACTION_TIMEOUT) { 
  recover_ =  maxseq_; 
  last_cwnd_action_ = CWND_ACTION_ECN; 
  if (cwnd_ <= 1.0) { 
   if (ecn_backoff_)  
    rtt_backoff(); 
   else ecn_backoff_ = 1; 
  } else ecn_backoff_ = 0; 
  slowdown(CLOSE_CWND_HALF|CLOSE_SSTHRESH_HALF); 
  ++necnresponses_ ; 





 *  Is the connection limited by the network (instead of by a lack 
 *    of data from the application? 
 */ 
int TcpAgent::network_limited() { 
 int win = window () ; 
 if (t_seqno_ > (prev_highest_ack_ + win)) 
  return 1; 
 else 
  return 0; 
} 
 
void TcpAgent::recv_newack_helper(Packet *pkt) { 
 //hdr_tcp *tcph = hdr_tcp::access(pkt); 
 newack(pkt); 
 if (!ect_ || !hdr_flags::access(pkt)->ecnecho() || 
  (old_ecn_ && ecn_burst_)) { 
  /* If "old_ecn", this is not the first ACK carrying ECN-Echo 
   * after a period of ACKs without ECN-Echo. 
   * Therefore, open the congestion window. */ 
  /* if control option is set, and the sender is not 
    window limited, then do not increase the window size */ 
   
  if (!control_increase_ ||  
     (control_increase_ && (network_limited() == 1)))  
         opencwnd(); 
 } 
 if (ect_) { 
  if (!hdr_flags::access(pkt)->ecnecho()) 
   ecn_backoff_ = 0; 
  if (!ecn_burst_ && hdr_flags::access(pkt)->ecnecho()) 
   ecn_burst_ = TRUE; 
  else if (ecn_burst_ && ! hdr_flags::access(pkt)->ecnecho()) 
   ecn_burst_ = FALSE; 
 } 
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 if (!ect_ && hdr_flags::access(pkt)->ecnecho() && 
  !hdr_flags::access(pkt)->cong_action()){ 
  ect_ = 1; 
 } 
 /* if the connection is done, call finish() */ 
 if ((highest_ack_ >= curseq_-1) && !closed_) { 
  closed_ = 1; 
  finish(); 
 } 
 if (QOption_ && curseq_ == highest_ack_ +1) { 











 // init_option = 1: static iw of wnd_init_ 
 // 
 if (wnd_init_option_ == 1) { 
  return (wnd_init_); 
 } 
        else if (wnd_init_option_ == 2) { 
  // do iw according to Internet draft 
   if (size_ <= 1095) { 
   return (4.0); 
   } else if (size_ < 2190) { 
   return (3.0); 
  } else { 
   return (2.0); 
  } 
 } 
 // XXX what should we return here??? 
 fprintf(stderr, "Wrong number of wnd_init_option_ %d\n",  
  wnd_init_option_); 
 abort(); 




 * Dupack-action: what to do on a DUP ACK.  After the initial check 
 * of 'recover' below, this function implements the following truth 
 * table: 
 * 
 * bugfix ecn last-cwnd == ecn action 
 * 
 * 0 0 0   tahoe_action 
 * 0 0 1   tahoe_action [impossible] 
 * 0 1 0   tahoe_action 
 * 0 1 1   slow-start, return 
 * 1 0 0   nothing 
 * 1 0 1   nothing  [impossible] 
 * 1 1 0   nothing 




 * A first or second duplicate acknowledgement has arrived, and 
 * singledup_ is enabled. 
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 * If the receiver's advertised window permits, and we are exceeding our 





 if (t_seqno_ <= highest_ack_ + wnd_ && t_seqno_ < curseq_ && 
  t_seqno_ <= highest_ack_ + cwnd_ + dupacks_ ) { 
  output(t_seqno_, 0); 
  if (QOption_) 
   process_qoption_after_send () ; 
  t_seqno_ ++ ; 








 int recovered = (highest_ack_ > recover_); 
 if (recovered || (!bug_fix_ && !ecn_)) { 
  goto tahoe_action; 
 } 
 
 if (ecn_ && last_cwnd_action_ == CWND_ACTION_ECN) { 
  last_cwnd_action_ = CWND_ACTION_DUPACK; 
  slowdown(CLOSE_CWND_ONE); 
  reset_rtx_timer(0,0); 
  return; 
 } 
 
 if (bug_fix_) { 
  /* 
   * The line below, for "bug_fix_" true, avoids 
   * problems with multiple fast retransmits in one 
   * window of data.  
   */ 




 // we are now going to fast-retransmit and willtrace that event 
 trace_event("FAST_RETX"); 
 
 recover_ = maxseq_; 







 * When exiting QuickStart, reduce the congestion window to the 




 qs_approved_ = 0; 
 int new_cwnd = maxseq_ - last_ack_; 
 if (new_cwnd > 1 && new_cwnd < cwnd_) { 
   cwnd_ = new_cwnd; 
  if (cwnd_ < initial_window())  
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void TcpAgent::processQuickStart(Packet *pkt) 
{ 
 // QuickStart code from Srikanth Sundarrajan. 
 hdr_tcp *tcph = hdr_tcp::access(pkt); 
 hdr_qs *qsh = hdr_qs::access(pkt); 
 double now = Scheduler::instance().clock(); 
 int app_rate; 
 
        // printf("flag: %d ttl: %d ttl_diff: %d rate: %d\n", qsh->flag(), 
 //     qsh->ttl(), ttl_diff_, qsh->rate()); 
 qs_requested_ = 0; 
 qs_approved_ = 0; 
 if (qsh->flag() == QS_RESPONSE && qsh->ttl() == ttl_diff_ &&  
            qsh->rate() > 0) { 
                app_rate = (int) (qsh->rate() * (now - tcph->ts_echo())) ; 
  printf("Quick Start approved, rate %d, window %d\n",  
         qsh->rate(), app_rate); 
                if (app_rate > initial_window()) { 
                        wnd_init_option_ = 1; 
                        wnd_init_ = app_rate; 
                        qs_approved_ = 1; 
                } 
        } else { // Quick Start rejected 
                printf("Quick Start rejected\n"); 





 * main reception path - should only see acks, otherwise the 
 * network connections are misconfigured 
 */ 
void TcpAgent::recv(Packet *pkt, Handler*) 
{ 
 hdr_tcp *tcph = hdr_tcp::access(pkt); 
 if (qs_approved_ == 1 && tcph->seqno() > last_ack_)  
  endQuickStart(); 
 if (qs_requested_ == 1) 
  processQuickStart(pkt); 
#ifdef notdef 
 if (pkt->type_ != PT_ACK) { 
  Tcl::instance().evalf("%s error \"received non-ack\"", 
          name()); 
  Packet::free(pkt); 
  return; 
 } 
#endif 
 /* W.N.: check if this is from a previous incarnation */ 
 if (tcph->ts() < lastreset_) { 
  // Remove packet and do nothing 
  Packet::free(pkt); 
  return; 
 } 
 ++nackpack_; 
 ts_peer_ = tcph->ts(); 
 int ecnecho = hdr_flags::access(pkt)->ecnecho(); 
 if (ecnecho && ecn_) 
  ecn(tcph->seqno()); 
 recv_helper(pkt); 
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 /* grow cwnd and check if the connection is done */  
 if (tcph->seqno() > last_ack_) { 
  recv_newack_helper(pkt); 
  if (last_ack_ == 0 && delay_growth_) {  
   cwnd_ = initial_window(); 
  } 
 } else if (tcph->seqno() == last_ack_) { 
                if (hdr_flags::access(pkt)->eln_ && eln_) { 
                        tcp_eln(pkt); 
                        return; 
                } 
  if (++dupacks_ == numdupacks_ && !noFastRetrans_) { 
   dupack_action(); 
  } else if (dupacks_ < numdupacks_ && singledup_ ) { 
   send_one(); 
  } 
 } 
 
 if (QOption_ && EnblRTTCtr_) 




  * Try to send more data. 
  */ 




 * Process timeout events other than rtx timeout. Having this as a separate  
 * function allows derived classes to make alterations/enhancements (e.g., 
 * response to new types of timeout events). 
 */  
void TcpAgent::timeout_nonrtx(int tno)  
{ 
 if (tno == TCP_TIMER_DELSND)  { 
  /* 
   * delayed-send timer, with random overhead 
   * to avoid phase effects 
   */ 




void TcpAgent::timeout(int tno) 
{ 
 /* retransmit timer */ 
 if (tno == TCP_TIMER_RTX) { 
 
  // There has been a timeout - will trace this event 
  trace_event("TIMEOUT"); 
 
         if (cwnd_ < 1) cwnd_ = 1; 
  if (qs_approved_ == 1) qs_approved_ = 0; 
  if (highest_ack_ == maxseq_ && !slow_start_restart_) { 
   /* 
    * TCP option: 
    * If no outstanding data, then don't do anything.   
    */ 
    // Should this return be here? 
    // What if CWND_ACTION_ECN and cwnd < 1? 
    // return; 
  } else { 
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   recover_ = maxseq_; 
   if (highest_ack_ == -1 && wnd_init_option_ == 2) 
    /*  
     * First packet dropped, so don't use larger 
     * initial windows.  
     */ 
    wnd_init_option_ = 1; 
   if (highest_ack_ == maxseq_ && restart_bugfix_) 
          /*  
    * if there is no outstanding data, don't cut  
    * down ssthresh_. 
    */ 
    slowdown(CLOSE_CWND_ONE); 
   else if (highest_ack_ < recover_ && 
     last_cwnd_action_ == CWND_ACTION_ECN) { 
          /* 
    * if we are in recovery from a recent ECN, 
    * don't cut down ssthresh_. 
    */ 
    slowdown(CLOSE_CWND_ONE); 
   } 
   else { 
    ++nrexmit_; 
    last_cwnd_action_ = CWND_ACTION_TIMEOUT; 
    slowdown(CLOSE_SSTHRESH_HALF|CLOSE_CWND_RESTART); 
   } 
  } 
  /* if there is no outstanding data, don't back off rtx timer */ 
  if (highest_ack_ == maxseq_ && restart_bugfix_) { 
   reset_rtx_timer(0,0); 
  } 
  else { 
   reset_rtx_timer(0,1); 
  } 
  last_cwnd_action_ = CWND_ACTION_TIMEOUT; 
  send_much(0, TCP_REASON_TIMEOUT, maxburst_); 
 }  
 else { 





 * Check if the packet (ack) has the ELN bit set, and if it does, and if the 
 * last ELN-rxmitted packet is smaller than this one, then retransmit the 
 * packet.  Do not adjust the cwnd when this happens. 
 */ 
void TcpAgent::tcp_eln(Packet *pkt) 
{ 
        //int eln_rxmit; 
        hdr_tcp *tcph = hdr_tcp::access(pkt); 
        int ack = tcph->seqno(); 
 
        if (++dupacks_ == eln_rxmit_thresh_ && ack > eln_last_rxmit_) { 
                /* Retransmit this packet */ 
                output(last_ack_ + 1, TCP_REASON_DUPACK); 
                eln_last_rxmit_ = last_ack_+1; 
        } else 
                send_much(0, 0, maxburst_); 
 
        Packet::free(pkt); 





 * This function is invoked when the connection is done. It in turn 























 * THE FOLLOWING FUNCTIONS ARE OBSOLETE, but REMAIN HERE 
 * DUE TO OTHER PEOPLE's TCPs THAT MIGHT USE THEM 
 * 
 * These functions are now replaced by ecn() and slowdown(), 




 * Respond either to a source quench or to a congestion indication bit. 
 * This is done at most once a roundtrip time;  after a source quench, 
 * another one will not be done until the last packet transmitted before 
 * the previous source quench has been ACKed. 
 */ 
void TcpAgent::quench(int how) 
{ 
 if (highest_ack_ >= recover_) { 
  recover_ =  maxseq_; 
  last_cwnd_action_ = CWND_ACTION_ECN; 





 * close down the congestion window 
 */ 
void TcpAgent::closecwnd(int how) 
{    
 static int first_time = 1; 
 if (first_time == 1) { 
  fprintf(stderr, "the TcpAgent::closecwnd() function is now deprecated, 
please use the function slowdown() instead\n"); 
 } 
 switch (how) { 
 case 0: 
  /* timeouts */ 
  ssthresh_ = int( window() / 2 ); 
  if (ssthresh_ < 2) 
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   ssthresh_ = 2; 
  cwnd_ = int(wnd_restart_); 
  break; 
 
 case 1: 
  /* Reno dup acks, or after a recent congestion indication. */ 
  // cwnd_ = window()/2; 
  cwnd_ = decrease_num_ * window(); 
  ssthresh_ = int(cwnd_); 
  if (ssthresh_ < 2) 
   ssthresh_ = 2;   
  break; 
 
 case 2: 
  /* Tahoe dup acks     
   * after a recent congestion indication */ 
  cwnd_ = wnd_init_; 
  break; 
 
 case 3: 
  /* Retransmit timeout, but no outstanding data. */  
  cwnd_ = int(wnd_init_); 
  break; 
 case 4: 
  /* Tahoe dup acks */ 
  ssthresh_ = int( window() / 2 ); 
  if (ssthresh_ < 2) 
   ssthresh_ = 2; 
  cwnd_ = 1; 
  break; 
 
 default: 
  abort(); 
 } 
 fcnt_ = 0.; 




 * Check if the sender has been idle or application-limited for more 
 * than an RTO, and if so, reduce the congestion window. 
 */ 
void TcpAgent::process_qoption_after_send () 
{ 
 int tcp_now = (int)(Scheduler::instance().clock()/tcp_tick_ + 0.5); 
 int rto = (int)(t_rtxcur_/tcp_tick_) ;  
 /*double ct = Scheduler::instance().clock();*/ 
 
 if (!EnblRTTCtr_) { 
  if (tcp_now - T_last >= rto) { 
   // The sender has been idle. 
    slowdown(THREE_QUARTER_SSTHRESH) ; 
   for (int i = 0 ; i < (tcp_now - T_last)/rto; i ++) { 
    slowdown(CWND_HALF_WITH_MIN); 
   } 
   T_prev = tcp_now ; 
   W_used = 0 ; 
  } 
  T_last = tcp_now ; 
  if (t_seqno_ == highest_ack_+ window()) { 
   T_prev = tcp_now ;  
   W_used = 0 ;  
  } 
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  else if (t_seqno_ == curseq_-1) { 
   // The sender has no more data to send. 
   int tmp = t_seqno_ - highest_ack_ ; 
   if (tmp > W_used) 
    W_used = tmp ; 
   if (tcp_now - T_prev >= rto) { 
    // The sender has been application-limited. 
    slowdown(THREE_QUARTER_SSTHRESH); 
    slowdown(CLOSE_CWND_HALF_WAY); 
    T_prev = tcp_now ; 
    W_used = 0 ; 
   } 
  } 
 } else { 





 * Check if the sender has been idle or application-limited for more 
 * than an RTO, and if so, reduce the congestion window, for a TCP sender 
 * that "counts RTTs" by estimating the number of RTTs that fit into 





        int tcp_now = (int)(Scheduler::instance().clock()/tcp_tick_ + 0.5); 
 int rtt = (int(t_srtt_) >> T_SRTT_BITS) ; 
 
 if (rtt < 1)  
  rtt = 1 ; 
 if (tcp_now - T_last >= 2*rtt) { 
  // The sender has been idle. 
  int RTTs ;  
  RTTs = (tcp_now -T_last)*RTT_goodcount/(rtt*2) ;  
  RTTs = RTTs - Backoffs ;  
  Backoffs = 0 ;  
  if (RTTs > 0) { 
   slowdown(THREE_QUARTER_SSTHRESH) ; 
   for (int i = 0 ; i < RTTs ; i ++) { 
    slowdown(CWND_HALF_WITH_MIN); 
    RTT_prev = RTT_count ;  
    W_used = 0 ; 
   } 
  } 
 } 
 T_last = tcp_now ; 
 if (tcp_now - T_start >= 2*rtt) { 
  if ((RTT_count > RTT_goodcount) || (F_full == 1)) { 
   RTT_goodcount = RTT_count ;  
   if (RTT_goodcount < 1) RTT_goodcount = 1 ;  
  } 
  RTT_prev = RTT_prev - RTT_count ; 
  RTT_count = 0 ;  
  T_start  = tcp_now ; 
  F_full = 0; 
 } 
 if (t_seqno_ == highest_ack_ + window()) { 
  W_used = 0 ;  
  F_full = 1 ;  
  RTT_prev = RTT_count ; 
 } 
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 else if (t_seqno_ == curseq_-1) { 
  // The sender has no more data to send. 
  int tmp = t_seqno_ - highest_ack_ ; 
  if (tmp > W_used) 
   W_used = tmp ; 
  if (RTT_count - RTT_prev >= 2) { 
   // The sender has been application-limited. 
   slowdown(THREE_QUARTER_SSTHRESH) ; 
   slowdown(CLOSE_CWND_HALF_WAY); 
   RTT_prev = RTT_count ;  
   Backoffs ++ ;  
   W_used = 0; 
  } 
 } 
 if (F_counting == 0) { 
  W_timed = t_seqno_  ; 




void TcpAgent::process_qoption_after_ack (int seqno) 
{ 
 if (F_counting == 1) { 
  if (seqno >= W_timed) { 
   RTT_count ++ ;  
   F_counting = 0 ;  
  } 
  else { 
   if (dupacks_ == numdupacks_) 
    RTT_count ++ ; 




void TcpAgent::trace_event(char *eventtype) 
{ 
 if (et_ == NULL) return; 
 int seqno = t_seqno_; 
 char *wrk = et_->buffer(); 
 char *nwrk = et_->nbuffer(); 
 if (wrk != 0) 
  sprintf(wrk, 
   "E "TIME_FORMAT" %d %d TCP %s %d %d %d", 
   et_->round(Scheduler::instance().clock()),   // time 
   addr(),                       // owner (src) node id 
   daddr(),                      // dst node id 
   eventtype,                    // event type 
   fid_,                         // flow-id 
   seqno,                        // current seqno 
   int(cwnd_)                         //cong. window 
   ); 
  
 if (nwrk != 0) 
  sprintf(nwrk, 
   "E -t "TIME_FORMAT" -o TCP -e %s -s %d.%d -d %d.%d", 
   et_->round(Scheduler::instance().clock()),   // time 
   eventtype,                    // event type 
   addr(),                       // owner (src) node id 
   port(),                       // owner (src) port id 
   daddr(),                      // dst node id 
   dport()                       // dst port id 












#SCRIPT WRITTEN BY: RANJITHA SHIVARUDRAIAH 
#OBJECTIVE:  TO SIMULATE A DUMBELL TOPOLOGY AND TEST STRATIFIED TCP( STCP) 
#COURSE:  MS THESIS  
#    (A STUDY OF PARALLEL TRANSPORT TECHNIQUES 
#      FOR HIGH-SPEED NETWORKS) 
#CODE DESCRIPTION:  This TCL script is used to simulate the dumbell topology and test 
#                   the stcp implementation. 
#   In order to execute the STCP the following line should be added in 
#                   the beginning:   
#   "Agent/TCP set windowOption_ 100". 100 indicates the case number  
#                   in tcp.cc  
#   where Stratified TCP is implemented. 
 
# Create a simulator object 
 
set ns [new Simulator] 
 
set numFlows 0 
set snumFlows 6 
set bw 1000 
set bdelay 40  
#congestion avoidance algorithm in case 100 of tcp.cc 
Agent/TCP set windowOption_ 100 
set f [open out.tr w] 
$ns trace-all $f 
 
set nf [open out.nam w] 
$ns namtrace-all $nf 
 
set tcpStart 0 
set txEnd 65  
 
set buffer [expr ($bw*$bdelay*1000)/([Agent/TCP set packetSize_]*8)]  
Queue set limit_ $buffer 
set util [open result.tr w] 
 
# Source Nodes 
for {set i 0} {$i < $numFlows } {incr i} { 
 set s($i) [$ns node] 
} 
 
# Receiver nodes 
for {set i 0} {$i < $numFlows } {incr i} { 
 set r($i) [$ns node] 
} 
 
# Stratified LTCP Source Nodes 
for {set i 0} {$i < $snumFlows } {incr i} { 




#Stratified Receiver nodes 
for {set i 0} {$i < $snumFlows } {incr i} { 




# Bottle neck nodes 
set R1 [$ns node] 
set R2 [$ns node] 
 
# connect source/reciever to Router 
for {set i 0} {$i < $numFlows } {incr i} { 
 $ns duplex-link $s($i) $R1 2.4Gb 10ms DropTail 
 $ns duplex-link $R2 $r($i) 2.4Gb 10ms DropTail 
 set rtt [expr 2*(10+10+$bdelay)] 
 puts "RTT of TCP source$i: $rtt (ms)" 
 puts $util "RTT of TCP source$i: $rtt (ms)" 
} 
 
# connect Layered source/receiver to Router 
for {set i 0} {$i < $snumFlows } {incr i} { 
 $ns duplex-link $ls($i) $R1 2.4Gb 10ms DropTail 
 $ns duplex-link $R2 $lr($i) 2.4Gb 10ms DropTail 
 set rtt [expr 2*(10+10+$bdelay)] 
 puts "RTT of Stratified source$i: $rtt (ms)" 




#Setup a  UDP connection and add the UDP agent 
set udp_s [new Agent/UDP] 
set cbr0 [new Application/Traffic/CBR] 
$cbr0 attach-agent $udp_s 
$ns attach-agent $R1 $udp_s 
set null0 [new Agent/Null] 
$ns attach-agent $R2 $null0 
$ns connect $udp_s $null0 
$ns at 0.0 "$cbr0 start" 
$ns at 50.0 "$cbr0 stop" 
$ns at 100.0 "$cbr0 start" 
$ns at 150.0 "$cbr0 stop"  
$udp_s set packetSize_ 500 
$cbr0 set interval_ 5 
$cbr0 set rate_ 500Mb 
$udp_s set fid_ 3 
 
# Bottleneck 
$ns duplex-link $R1 $R2 [expr $bw]Mb [expr $bdelay]ms DropTail 
 
# Source/Receiver Agent 
for {set i 0} {$i < $numFlows } {incr i} { 
     
    set tcp($i) [new Agent/TCP/Sack1] 
    $ns attach-agent $s($i) $tcp($i) 
    $tcp($i) set window_ 1000000000 
    set ftp($i) [new Application/FTP] 
    $ftp($i) attach-agent $tcp($i) 
    set rcvr($i) [new Agent/TCPSink/Sack1] 
    $ns attach-agent $r($i) $rcvr($i) 
 




#Stratified TCP Source Agent 
for {set i 0} {$i < $snumFlows } {incr i} { 
     
    set stcp($i) [new Agent/TCP/Sack1] 
    $ns attach-agent $ls($i) $stcp($i) 
    $stcp($i) set window_ 1000000000 
    $stcp($i) set windowOption_ 100 
    set sftp($i) [new Application/FTP] 
    $sftp($i) attach-agent $stcp($i) 
    $sftp($i) set fid 0 
    set srcvr($i) [new Agent/TCPSink/Sack1] 
    $ns attach-agent $lr($i) $srcvr($i) 
 
    $ns connect $stcp($i) $srcvr($i) 
} 
 
# Start the agents  
for {set i 0} {$i < $numFlows } {incr i} { 
  $ns at $tcpStart "$ftp($i) start" 
  $ns at $txEnd "$ftp($i) stop" 
} 
for {set i 0} {$i < $snumFlows } {incr i} { 
  $ns at 0.01 "$sftp($i) start" 
  $ns at $txEnd "$sftp($i) stop" 
} 
 
for {set i 0} {$i < $numFlows } {incr i} { 
  set initLPktCnt($i) 0  
} 
 
for {set i 0} {$i < $snumFlows } {incr i} { 




# flow mon object 
set slink [$ns link $R1 $R2] 
set fmon [$ns makeflowmon Fid] 
$ns attach-fmon $slink $fmon 
set fm [open flow.tr w] 
$fmon attach $fm 
$ns at 100 "$fmon dump" 
$ns at 300 "$fmon dump" 
$ns at 800 "$fmon dump" 
$ns at $txEnd "$fmon dump" 
 
 
set qmon [$ns monitor-queue $R1 $R2 ""] 
set initLPkt 0 
set initLDrop 0  
 
set ftotw [open aggwin.tr w ] 
set ftotr [open aggrate.tr w ] 
 
for {set i 0} {$i < $snumFlows } {incr i} { 
 set flw($i) [open layerwin$i.tr w] 




for {set i 0} {$i < $numFlows } {incr i} { 
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 set ftw($i) [open tcpwin$i.tr w] 
 set ftr($i) [open tcprate$i.tr w] 
} 
 
puts "Bottleneck Bandwidth: $bw (Mb); Bottleneck delay: $bdelay (ms); Buffer Size: 
$buffer" 
puts $util "Bottleneck Bandwidth: $bw (Mb); Bottleneck delay: $bdelay (ms); Buffer 
Size: $buffer" 
 
$ns at [expr ($tcpStart+100)] "getInitVal" 
$ns at $txEnd "calculate" 
$ns at $txEnd "finish" 
 
set initTime 0  
set calculateTime 0 
 
proc getInitVal {} { 
 global ns initLPktCnt initLLPktCnt initLPkt initLDrop tcp qmon numFlows 
snumFlows initTime stcp 
  
 set initTime [$ns now] 
  
        for {set i 0} {$i < $numFlows } {incr i} { 
      set initLPktCnt($i) [$tcp($i) set ack_] 
 } 
         
 for {set i 0} {$i < $snumFlows } {incr i} { 
      set initLLPktCnt($i) [$stcp($i) set ack_] 
 } 
 
 set initLDrop [$qmon set pdrops_] 




proc calculate {} { 
 global ns initLPktCnt initLLPktCnt initLDrop initLPkt util qmon tcp stcp 
numFlows snumFlows 
 global initTime calculateTime 
  
 set calculateTime [$ns now] 
 set curTp 0 
        set scurTp 0 
 set throughput 0 
 set sthroughput 0 
 set interval [expr ($calculateTime - $initTime)] 
    for {set i 0} {$i < $numFlows } {incr i} { 
         set curPktCnt [expr [$tcp($i) set ack_] - $initLPktCnt($i)] 
         set throughput [expr (double($curPktCnt) * [$tcp(0) set packetSize_] * 8 / 
($interval * 1000000))] 
 puts $util "TCP Throughput of source$i : $throughput ($curPktCnt)" 
         set curTp [expr $curTp + $curPktCnt] 
         set throughput [expr (double($curTp) * [$tcp(0) set packetSize_] * 8 / 
($interval * 1000000))] 
    } 
    for {set i 0} {$i < $snumFlows } {incr i} { 
         set curLPktCnt [expr [$stcp($i) set ack_] - $initLLPktCnt($i)] 
         set sthroughput [expr (double($curLPktCnt) * [$stcp(0) set packetSize_] * 8 / 
($interval * 1000000))] 
         puts $util " STCP Throughput of source$i : $sthroughput ($curLPktCnt)" 
   set scurTp [expr $scurTp + $curLPktCnt] 
         set sthroughput [expr (double($scurTp) * [$stcp(0) set packetSize_] * 8 / 
($interval * 1000000))] 
133 
    } 
    set congDrop [expr (double ([$qmon set pdrops_] - $initLDrop)/([$qmon set 
parrivals_] - $initLPkt))*100] 
} 
 
proc finish {} { 
 global ns flw flr ftotw ftotr ftw ftr util tcp stcp numFlows snumFlows *f* *nf* 
*nq* 
 
 $ns flush-trace 
 
 for {set i 0} {$i < $snumFlows } {incr i} { 
    close $flw($i) 
    close $flr($i) 
 }    
 close $ftotw 
 close $ftotr 
  
 for {set i 0} {$i < $numFlows } {incr i} { 
          close $ftw($i) 
          close $ftr($i) 
 } 
        close $util 
  puts "running nam..." 
        exec nam out.nam & 
  
  exit 0 
} 
 
for {set i 0} {$i < $numFlows } {incr i} { 
  set lastTput($i) 0 
} 
 
for {set i 0} {$i < $snumFlows } {incr i} { 
  set slastTput($i) 0 
} 
 
proc recordThruput {} { 
 global ns 
 global tcp stcp flr ftotr ftr numFlows snumFlows  
  global lastTput slastTput  
  
 set thrutime 0.1 
 set now [$ns now] 
 set totrate 0  
  
 for {set i 0} {$i < $snumFlows } {incr i} { 
    set curLPktCnt [expr ([$stcp($i) set ack_])] 
    set scurTput [expr (double($curLPktCnt) * [$stcp($i) set packetSize_] * 8 / 
($thrutime * 1000000))] 
    set sthroughput [expr ($scurTput - $slastTput($i))] 
    set slastTput($i) $scurTput 
    puts $flr($i) "$now $sthroughput" 
    set totrate [expr $totrate + $sthroughput] 
        } 
  
 for {set i 0} {$i < $numFlows } {incr i} { 
    set curPktCnt [expr ([$tcp($i) set ack_])] 
    set curTput [expr (double($curPktCnt) * [$tcp($i) set packetSize_] * 8 / 
($thrutime * 1000000))] 
    set throughput [expr ($curTput - $lastTput($i))] 
    set lastTput($i) $curTput 
    puts $ftr($i) "$now $throughput" 
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    set totrate [expr $totrate + $throughput] 
 } 
        
 puts $ftotr "$now $totrate" 
 $ns at [expr $now+$thrutime] "recordThruput" 
} 
 
proc record {} { 
 global ns 
 global tcp stcp flw ftotw ftw util numFlows snumFlows 
 
 set time 0.1 
 set now [$ns now] 
 
 set totwin 0   
puts "Simulation time: [format %.2f $now] " 
 puts $util "Simulation time: [format %.2f $now] " 
 for {set i 0} {$i < $snumFlows } {incr i} { 
      set swin [$stcp($i) set cwnd_] 
       set totwin [expr $totwin + $swin] 
   puts $flw($i) "$now $swin" 
 } 
 
 for {set i 0} {$i < $numFlows } {incr i} { 
      set win [$tcp($i) set cwnd_] 
       set totwin [expr $totwin + $win] 
      puts $ftw($i) "$now $win" 
 } 
 
 puts $ftotw "$now $totwin" 
  
 $ns at [expr $now+$time] "record" 
} 
 
$ns at 0.2 "recordThruput" 
$ns at 0.1 "record" 




#SCRIPT WRITTEN BY:    RANJITHA SHIVARUDRAIAH 
#LANGUAGE USED:    awk  
#OBJECTIVE:     TO READ FROM A TRACE FILE AND MEASURE THE DELAY OF STCP/TCP 
#COURSE:     MS THESIS  
#      (A STUDY OF PARALLEL TRANSPORT TECHNIQUES 
#       FOR HIGH-SPEED NETWORKS) 
#CODE DESCRIPTION:     This awk script reads from the trace file generated by the        
#                      simulations.  
#      The trace file is generated by the "trace-all()" function and    
#                      follows a certain 
#      order in which the parameters are displayed. This principle is  
#                      used to find the individual 
#      values of the arguments and calculate the delay from these  










action = $1; 
 
time = $2; 
 
from = $3; 
 
to = $4; 
 
type = $5; 
 
pktsize = $6; 
 
flow_id = $8; 
 
src = $9; 
 
dst = $10; 
 
seq_no = $11; 
 
packet_id = $12; 
 






if ( packet_id > highest_packet_id ) 
highest_packet_id = packet_id; 
 
if ( start_time[packet_id] == 0 ) 
start_time[packet_id] = time; 
 
if ( flow_id == 0  && action != "d" ) { 
 
 if ( action == "r" ) { 
 
  end_time[packet_id] = time; 
 } 
 
} else { 
 
 end_time[packet_id] = -1; 
 




for ( packet_id = 0; packet_id <= highest_packet_id; packet_id++ ) { 
 
 start = start_time[packet_id]; 
 
 end = end_time[packet_id]; 
 
 packet_duration = end - start; 
 
 if ( start < end ) {  
































BitTorrent client:  It  is any program  that  implements  the BitTorrent protocol. Each client  is capable of 
preparing, requesting, and transmitting any type of computer file over a network, using the protocol.  
 
