Abstract. Indirect interactions have been shown to be of interest in multiagent systems, in the simulation area as well as in real applications. The environment is also emerging as a first-order abstraction. Intuitively, the environment being a common medium for the agents, it should be a suitable paradigm to provide a support of indirect interactions. However, it still lacks of a consensus on how the two relates to each other, and how the environment can support effectively notions as communication or awareness. We propose a general and operational model, Environment as Active Support of Interaction, that answers the question of the interaction in an efficient way. Then, we show how the model enables to enforce regulation and to extend the classical means of interaction.
Introduction
The environment is emerging as a first-order abstraction in MAS [16] , thus opening many challenges in terms of modelling, methodology and engineering, but also of autonomy and awareness of the agents [12, 13] . In those works, it has been shown that it is possible to take advantage of the environment in order to improve the interactions, and that it notably supposes to provide both observability of the entities in this environment and the sharing of the interactions. It extends the traditionnal means and models of interaction. However, we note that few of the proposed models are based on an efficient implementation. Early work [1] featured the sharing of the communications via the environment. This modelling allows flexibility and shows low computation and communication costs [18] . The Environment as Active Support of Interaction (EASI) model extends these principles to cover all the interactions between the agents, the objects and the environment itself. Thus, one objective is to introduce a model which enables awareness, and which is implementable at low cost.
An important part of the solicitations in real-life situations come from other means than direct transmissions [4] , and are allowed by a particular state of the participants, the awareness. Awareness has long been considered as an undergone state. We consider that awareness is an active state, and not only the result of a stimuli. Works in the fields of psychology and sociology have discussed whether awareness is only the result of external stimuli, or if there has to be an active participation of the "perceiver". For example, Heath [7] says that awareness is not only a state of availability to the environment, but that it is also an ability to "filter relevant information which is of particular significance". Moreover, even at the physiological level, Warren [15] highlights that hearing combines a receptive activity with, right from the lowest level, action decisions. Based on this, we propose a model that enables the agents to control their perceptions, and thus that affords awareness, by means of the environment. Section 2 details the EASI model and its benefits in term of active perception. Section 3 exploits this formalization to allow the environment to regulate the MAS and achieve interactional awareness. Section 4 explores the related works, and finally, section 5 draws general conclusions and perspectives.
The EASI model
EASI proposes an environment modelling that enables to share every interaction, and especially enables the agents to choose which messages it will receive. The problem when all the interactions are in common is to give to the agents an efficient way of finding the interesting messages, i.e. only those that are potentially needed. To find useful information within a very large data set, we have grounded our model on the symbolic data analysis (SDA). This theory is aimed at discovering data by modelling both qualitative and quantitative data grouped into symbolic objects. In our research, we consider that the environment contains symbolic descriptions of the elements (agent, message or object) that can be used to interact. The agents will use these descriptions to adapt the potential interactions to their needs.
Symbolic Data Analysis
Let us introduce basic SDA definitions [3] . A symbolic object is a triple s = (a, R, d) where R is a comparison operator between descriptions, d is a description (d ⊂ D, with D the set of descriptions) and a is a mapping from Ω (set of individuals, also called entities) in L (L = {true, f alse} or L = [0, 1]). In this paper, we consider only the first case (L is boolean). An assertion is a special case of a symbolic object and is written as follows:
where y i (w) is the value of the individual w for the symbolic variable y i . When an assertion is asked of any particular entity w ∈ Ω, it assumes a value true (as(w) = 1) if that assertion holds for that entity, or false (as(w) = 0) if not. If a symbolic object is the intention definition of entities according to a relation set between their own description and a description set d, the extension definition of a symbolic object (in this case an assertion) will be noted E(s) = {w ∈ Ω | as(w) = T }.
For ADS, the research of pertinent sets of entities is an objective, but in multiagent systems they are generally given by the problem analysis. For instance, a particular type of agent is a subset of entities. More generally, the set of entities representing a MAS is:
Definition 1 (Set of Entities) The set of entities is Ω = A ∪ IO, where:
-A is the set of agents.
-IO (Interaction Object) is the set of subjects of interaction (in a broad sense) and is defined as IO = M ∪ O where M is the set of messages, and O the set of objects.
The basic component of our model is an entity. This abstraction level is necessary to model every kind of interaction : An entity is described by symbolic variables and a particular interaction is a subset of entities that are identified through the required symbolic variables description. An interaction puts together at least an agent and an IO, and optionally other agents, IOs, or objects such as traces. In this paper, we have focused our model description on the subpart of Ω = IO ∪ A cognitive . Our agents are communicative agents using Interaction Objects to interact. For each of these entities subsets, a description, noted respectively D IO and D A , is given. If I = [1, p] is the set of indices of symbolic variables, then I IO ⊂ I and I A ⊂ I are the subsets related to IO and A. In order to facilitate the notation for the multiagent community, the application description y from SDA is renamed P v, which stands for visible Property. If an entity does not have a value for a given P v (this property is not defined for the entity) then the default value is null, if the property exists but does not have a value, the default value is unknown. A subset of entities is defined as the extension of an assertion verifying the existence of a subset of P v. If d e is the description set of the subset e (d e ⊂ D), P v e its application description and I e the subset of indices then e is the extension of the assertion as(w) = ∧ i∈Ie [P v i = null].
Interaction Model: Basic definitions
In this part, we define the components of the EASI model.
An agent is defined as the member of a subset of A. This subset is named category of agent. In our model, only what is useful for interaction -from the viewpoint of the environment -is taken into account. This can be seen as the public part of the agents, which is independent from their private part (such as its knowledge or its internal architecture). This definition implies that, from the interaction viewpoint, the agents that have an identical description are similar: they could receive the same messages. The categories of agents are not a partition of A, so that an agent may belong to several categories.
M L is a subset of M and corresponds to an Agent Communication Language as defined in the community. The advantage of this definition is that our model enables the use of multiple languages in the same MAS. Each of them can be normalized, like KQML, or dedicated to a specific MAS.
These general definitions are the framework to define the agents and messages in EASI. For an operational use, specific visible properties are added.
Definition 4 (Agent Identifier) ∀ a ∈ A, P v identif ier (a) = null with P v identif ier : A → N.
This definition implies that P v identif ier is a "minimal" property for an agent: The existence and visibility of this property is mandatory for every agent. The minimal properties of the messages are useful for the interaction process but are not related to a specific language. That means that if M KQM L is the description of KQML these two properties will be added. If the agents do not have the knowledge -or the will -to give values to these properties, they receive the default value unknown.
We have seen that in ADS an assertion puts together entities according to a description. To model an interaction, more than one kind of entity have to be gathered. That is why a filter is defined as a composition of assertions. A filter has to connect at least a description of an agent to the other components of the interaction. Thus, the general definition of a filter is:
In this definition a is the description of the agent(s) concerned; and C is the context, i.e. the conditions on descriptions of the other interaction components. The visible state of an agent, the exchange of a message between agents, the presence of a particular object or the combination of these instances can be used to define a particular context. As the assertions, the filters can take two values, T rue or F alse, which induce whether the agent(s) that fulfill the description will be affected by the action associated to the filter -case T rue, the filter holdsor not -case F alse-. In the following definitions, let F be the set of filters in the environment.
In the case of interaction filters, the perception of an Interaction Object is imposed. This is formalized by introducing the primitive perceive(a, IO), which means the perception of the Interaction Object IO by the agent(s) described by a:
In this definition, which is a specialization of the previous one, an IO transmission is imposed to define an interaction. C is still the context of the interaction and is optional. A communication filter is the intersection of at least two assertions. The first is related to the receiver and the second is related to the IO.
The use of filters enable the agents to choose the Interaction Objects they will perceive. Furthermore, the author of a filter -the entity thats adds it in the environment-attach a priority level to it.
Definition 8 (Filter Priority) ∀f ∈ F, ∃k ∈ IP, priority : F → IP, f → k where IP is an interval on N that gives the importance of the filter for its author.
We illustrate these definitions with the figure 1. There are agents that sell or buy items. Every agent has at least two visible properties, their identifier and their role, whether they are seller or client. In addition, the clients have a third P v, "interest", which allows them to show what kind of item interests them.
Thus, we can give some examples of filters. Basically, the agents can communicate via their identifier. The corresponding filter holds(f 1 (a, m, C)) → perceive(a, m) with f 1 (a, m, C) = [pv identif ier (a) = P v receiver (m)] provides dyadic interaction: a 2 will receive m01 because of this filter. However, the message passes through the environment and can be perceived by other agents. For example, if A 4 is temporiraly interested in films, it can add a filter to receive the messages concerning this kind of item:
Until its removal, A 4 will receive every message that has "film" for theme, such as m01. This can also be used by the sender to select particular receivers for one of its own messages: holds(f 3 (a, m, C)) → perceive(a, m) with f 3 (a, m, C) = [P v identif ier (m)
will allow the message m02 to be dispatched to every client that has books for interest, here a 4 . In a generic way, in order to allow the automatic matching between the theme of the messages and the interests of the agents, we could add: holds(f 4 (a, m, C)) → perceive(a, m) → perceive(a, m) with f 4 (a, m, C) = [P v interest (a) = P v theme (m)], which would provoke the perception of m02 by A 3 .
Further Definitions
The perception domain of a filter according to an agent or a message is an extension of the assertions.
Definition 9 (Perception Domain of a Filter) For a filter f(a, m, C):
These subsets contain the descriptions of entities that a filter gathers to produce an interaction and are used by the agents to compose their interactional domain. It verifies that the agents and messages have the corresponding visible properties, but it does not verify their values. Thus, if E(P f a ) = null or E(P f m ) = null, it means that there are currently no agent (respectively message) wich correspond to the descriptions, and so that the filter is either badly conceived, or has expired. Axiom 1 (Percept of an Agent) ∀a ∈ A, percept a = {f ∈ F |a ∈ E(P F a )} F is the set of filters that are used by the agents. For an agent a, percept a is composed of the filters added by the agent itself and for each of these filters, E(P F a ) and E(P F m ) concern the receiver needs. But percept a contains also the filters given by other agents, but which concern it. In this case E(P F a ) and E(P F m ) represents the needs of the sender. percept a is the "interface" to interact with an agent. This interface evolves according to the needs of the agent itself and those of the agents wanting to interact with it. The perception domain of an agent corresponds to the set of messages that it perceives thanks to these filters. This set is defined as follows:
Axiom 2 (Perception Domain of an Agent) P erception a = {m ∈ M |∃f ∈ percept a , m ∈ E(P F m )} If percept a is empty then a is "deaf". It can be a choice; this agent has a task to perform and does not need to receive messages, and no agent wants to interact with it. Because this set is dynamically updated, it may be a temporary choice. Nevertheless, this agent can send messages and therefore it is not isolated from an interactional viewpoint. If percept a is not empty but P erception a is, it means that percept a does not match the "language" that the other agents use: it uses visible properties that currently do not exist in any message description.
On the same way, EASI proposes to analyse the link between a message and the potential interactions.
Axiom 3 (Channels of a Message) ∀m ∈ M, channel m = {f ∈ F |m ∈ E(P F m )} If channel m is empty, then no agent will receive this message, because there is no filter that match it. In this case, the sender has either to create a new filter or to modify the message. The perception domain of a message corresponds to the set of its receivers.
Axiom 4 (Perception Domain of a Message) Receiver a = {a ∈ A|∃f ∈ channel m , a ∈ E(P F a )} If channel m is not empty and Receiver m is, it means that the description of the receiver is not correct and the filters in channel m have to be modified. As the definition of a filter includes the context of the interaction as well as the description of other entities, these sets only represent potential interaction.
Environment and Rules
The model we have described so far enables the agents to act on their own interaction percepts to match their needs. It is sufficient for cooperative agents, but as the compliance to the potential rules of the environments is entrusted in the agents, it is not sufficient for open or heterogeneous systems. For example, in a simulation where distance would be relevant, an agent could cheat and listen to agents that are not in the communication range, by putting the corresponding filter. We propose to complete the model in order to deal with this problem.
Origin of a filter
Firstly, we attribute filters to the environment for the management of the MAS. This leads us to split the filters in two categories, depending on their author: the environment, or an agent. Thus, F = F E ∪ F A , with F E the set of filters added by the environment and F A the set of filters added by the agents. The author of a filter will be noted as superscript, f e for the environment and f ax for an agent a x . In this way, the environment can add percepts to the agents, which will receive messages that would not have been received otherwise, in case they would not have put the filter. The filters are the rules of the environment, they define the interactional politics of the MAS, for example a standard transmission behavior for certain kinds of messages. The advantages of this approach are (i) to enable the existence of the rules inside the environment itself, and not externally (by monitoring, for example), what enables to regulate the MAS by controling in real-time the actions instead of doing it a posteriori and (ii) to unburden the agents of this task.
In order to provide an intuitive understanding of our model, we will build up an example as the model goes along to illustrate how the filters can be used. We use the metaphor of a physical environment to instantiate the model. We focus our example on the message transmission rules, for cognitive agents. In the example 2 (figure 2), the agents are situated on a 2D grid. To begin with, we only consider distance as the determining criteria. The filters of the environment induce a partition of the space for each agent. The first filter manages proximity: under a certain distance, the agents always perceive the messages that are sent by other agents, e.g. a 1 perceives the messages from a 2 as long as they stay at the same distance, and reversely a 2 perceives the messages from a 1 . Let the agents have two visible properties, P v x and P v y for their position on the grid, d the maximal distance at which a message is always perceived. The filter of the environment is holds(f e 1 (a, m, C)) → perceive(a, m) with f
Negative filters and priority
The filters put by the environment provoke the perception even if the agents did not want to perceive it. To support the opposite case -the environment blocks the perception -, we must also be able to put negative filters, which means that when the filter holds, the concerned IO is not perceived by the concerned agent(s):
Let us continue the previous example. The second filter of the environment will be a negative filter: an agent can not receive a message emitted from further than a specified distance: for example a 1 will not be able to receive any message from the agents in the third zone. Let D be the distance from where on a message can not be perceived. The corresponding filter of the environment is:
The agents are free to add filters concerning the intermediate zone, and thus to focus their attention toward particular interactions of interest (cf section 2.2).
Both the agents and the environment can add negative filters. If the interest of negative filters for the environment is obvious, let us explain the interest for the agents by a metaphor: When someone has no particular task to accomplish, he is "actively" aware, which means he focusses his attention on what is going on around. If there is a conversation around, he will overhear it. Yet, if he becomes busy, e.g. his chief asked an urgent piece of work, he will focus straight on his current task, and thus reduce his perceptions on what he has to do. The conversations around will not be heard. So, we give the agents the same ability to act on their own percepts, not only in a positive way, by increasing their awareness, but also in a negative way, by limiting their perceptions. In real life situation, we control and limit our perceptions according to our weariness, occupancy, will, and EASI offers to the agents the same choices.
We did not mention previously the relative priorities of the filters of the environment and of the agents, because the filters of the one could only add percepts to the others. Now that the effects of the filters can be contradictory, it is necessary to introduce different priorities according to both the author of the filters and the type of the filters. As we emphasize the regulation by the environment to comply with the rules of the MAS, the filters added by the environment are stronger than those added by the agents, which means that the priority of the environment filters is higher, and that the inference relation of highest priority disables those of lower priority for every agent/interaction object couples holding:
Axiom 5 (Relative Priorities (environment and agents)) ∀f
To complete the disambiguation, in case of conflict between two filters which have the same priority, a negative filter is stronger than a positive one:
Axiom 7 (precedence (negative and positive filters)) ∀a ∈
With this new partition of the filters -between the environment and the agents -and the introduction of the negative filters, we must study the different cases of co-presence in the environment of conflicting filters. The perception (or not) of the interactions will be determined according to the priorities. The table in figure 3 sums up the different cases of absence and /or presence of filters added by the environment and the agents. IO) perceive(a, IO) ¬perceive(a, IO)   Fig. 3 . In a particular context, the truth value of the perception is determined according to the holding filters of the environment and the agents
In the previous example, if a 1 wants to overhear a 3 and a 4 , it will put the following filter:
. a 1 will receive the messages from a 3 (figure 3, case (A) (2)), but as long as f e N 2 holds, it will not perceive the messages emitted by a 4 (case (C) (2)). If their position change and a 4 enters one of the two first zones of a 1 , a 1 will begin to perceive its messages.
Undesirable Behavior
We also study the case of conflicts between the agents, of undesirable behavior, or of poor design of the filters. In the case where there is no filter issued by the environment,( figure 3, case (A) ), if the sole priority is the one of the environment on the agents, an agent could easily block every filter of the other agents by putting a negative filter generic enough to cover every agent and every message, or inversely "flood" them with messages. In order to tackle this problem, we emphasize a particular kind of filter: the personal filters.
Definition 11 (Personal filter) f is a personal filter iff
When an agent adds a filter for itself, it is a personal filter. More precisely, personal filters provoke the perception (or not perception) of an IO only for its author. This is determined thanks to its P v identif ier . We note F AP ⊂ F A the set of personal filters in the environment. In this way, we distinguish filters that implicate only their owner from filters that implicate -exclusively or not -other agents. In order to counter the threat of an agent putting filters to prejudice other agents, the personal filters have a higher priority than the others: Axiom 8 (Relative Priorities (personal and standard filters))
This means that the agents can overrule the filters they did not add personally in the environment, except of course for the rules of the environment. For example, if the agent a 4 does not want a 1 to perceive any message, it will put
However, both the filters of the environment and the filters added by a 1 will overrule a 4 's filter: a 1 will continue to receive the messages emitted nearby thanks to f e 1 , and it will also perceive the messages emitted by a 3 (and eventually a 4 ) thanks to f a1 3 , which is a personal filter. That means that a 4 can not block a 1 against its will.
This priority allows the agents to thwart other agents misbehaviors, intentional or not. Thus, we can prevent an agent to block the standard behavior of our model. When the filters are added, the environment checks that the priority given to the filter by the agent is compliant with this order, by detecting whether the filter is personal or not. Depending on the politics of the MAS, the filters which are not compliant with their standard level of priority are whether refused or corrected.
The priority levels of the different kinds of filters, according to their author and nature, allow to implement a "natural" order of precedence: all the agents must comply with the rules of the environment, then under these compulsory rules, they define their own interactions and stimuli, and finally they may perceive other sollicitations. In the following part, we will introduce a few more examples of filters to show how it is possible to modulate the interaction rules according to the previous definitions and axioms.
Flexibility and Design
To begin with, we complexify the rules of the MAS, by allowing the agents to shout. In this case, the delimitation of the zones of perceptions are modified. As it modifies the behavior of the environment, we have to change the filters F E . We suppose the messages exhibit a visible property tagged "intensity", which can take two values, "speak" or "shout", and the range modification is of 1, 5. The filter f 1 becomes:
Then, we add an other filter in order to deal with the "shout" case:
In the same way, we modify the negative filters. With this design, it is possible to easily add other intensities by adding the corresponding filters. It is also possible to temporiraly add or remove the filters concerning a particular behavior, for instance "shout", and thus to allow the agents to shout only during specific periods.
In order to extend the scope of our examples, we now leave the specific domain of situated agents. Easi allows the coexistence of traditional means of interactions (cf example 1, dyadic interaction), and of indirect interactions. The filters can be used to instantiate loose environmental rules, for instance by having F E = ∅ , as well as strict rules, for instance by forbidding overhearing holds(f From the viewpoint of the agent, it is also simple to modify its perceptions: For instance, when the agent a x is idle, it will perceive messages in the limit of the environmental rules F E and of the agent filters F A . If it is an agent that provides services, it can try to overhear request messages: holds(f 
As f ax N 7 belongs to the set of personal filter F P A , it overrules every filter of a y that contains a x as perceiver (a y cannot add a personal filter for a x because of the definition 11, so the filters of a y belong to F A \ F AP , and the axiom 8 applies). When a x has loads of computation to execute, it can further restrict its perceptions: , and thus create an "opening" to communicate with it. Finally, we note that it can dynamically remove these two last filters when its workload decreases, thus returning to its idle behavior.
These examples show how it is possible to easily design the rules of a both the MAS and the agents, and how this can be modified, either statically at design time, or dynamically at runtime. The designer only needs to foresee which properties could induce an effect on the behavior of the environment, and thus should be rendered visible.
related works
Some applications have instantiated the concept of awareness, and notably of overhearing. For instance, in the context of teams of autonomous agents the coherence of the team increases significantly thanks to the use of a protocol based on overhearing [9] . Overhearing has also been used in several works to monitor MASs, as in STEAM [8] . These systems highlight the usefulness of the concept of overhearing, but their implementation using massive broadcast or subscription limits their usableness. The built-up of awareness involves two phases, the effective sending and the filtering. In broadcast based implementations, the filtering is realized in every agents, thus increasing both communication costs -every agent receive every message-and computation cost -every agent has to filter every message-. With our method, the filtering is done before the actual sending of the messages, and therefore avoids those extra costs.
Channelled multicast [2] proposes a focused broadcast, by means of dedicated channels of communication. However, because of a publish and suscribe system, it is still the sender which assume the transmitting task. Furthermore, the more specialized (and thus the more close to the needs of the agents) the channels are, the more complex the system becomes, when our model delegates to the environment the transmission and allows to pick up the interesting interactions in the same environment. MIC* [6] is an agent formal environment which represents interactions as Interaction Objects (IO). These IOs, once produced, are separate from the agents and managed by the environment. They belong to Interaction Spaces (IS), in which they are propagated. The IS are composable, according to their physical and formal location. However, in MIC* the receivers are still passive in the choice of their communication, even though the environment does play a role in the perception of the IOs.
Distributed environments like Javaspaces 3 or LIME [10] are close to our system. For example, LIME proposes communication spaces that are dynamically shared according to their accessibility. These communication spaces are tuple spaces built on the tuples of each agents and reconstructed at each reading. Javaspaces does not allow multiple template matching, and LIME do not assure the consistency of the tuple space. We can also mention TuCSon, which is based on programmable tuple-centres and deals with coordination artifacts. Viroli [13] and the artifacts are the closest to our approach. However, though the artifacts are interesting to manage indirect interactions via non-agent entities, it does not deal directly with the treatment of the messages.
About the models, Weyns [17] proposes an interesting framework for active perception. However, the subject is treated from the viewpoint of the agents, and not of the environment. This models seems also restricted as it does not include the problem of the message management. Tummolini [14] defines the concept of Behavioral Implicit Communication (BIC), within the framework of cooperative systems for task achievement, as the set of every interaction that can be observed in an implicit way, i.e. information conveyed by actions or communications of the other agents. However, the properties that are required to fulfill BICs, like the observability of the actions and their results, the ability for the agents to infer the right information (and possibly an action), and the ability for the agents to anticipate the effects of their own actions on the other agents, present several limits and make this framework hardly useable in real applications. Platon's model of overhearing [11] is the most generic to our knowledge, as it considers overhearing independently of the domain of the application. The introduction of the T-compound as design pattern permits a graphical representation of overhearing to model the interactions, based on existing works in the field of object computing. Platon has recently extended his model to over-sensing [12] . The agents have soft-bodies that have public states, which are verified (both in visibility and modifications) by the environment. The modifications of the public states are spread in the environment. However, the model doesn't mention the case of the messages, and even if the agents are provided observability, the model does not address the question of the exploitation of the environment by the agents. This work has also not yet been implemented.
The EASI model has already been applied to real applications, for example in the domain of a traveler Information System [18] . We use an expert system [5] to manage the activity of the environment. In the rule engine, the entities are represented by the facts and the filters by the rules. The technology of expert systems is mature, and we take profit of efficient algorithms like Rete.
Conclusions and Future Directions
We have introduce EASI and drawed its main features, such as flexible management of the interaction and MAS regulation. Our model provides a common channel for the interactions, and the primitives that permit the agents to modulate their perceptions, both in positive and negative ways. It also provides a structure of regulation of the interactional politics of the MAS, by putting together environmental rules, personal choices and context-aware perception and transmission. The design of the agents is simplified, thanks to the delegation to the environment of the tasks that conceptually belong to it.
Furthermore, EASI can be used to support awareness, by enabling both external stimuli managed by the environment and an active control of its perceptions thanks to the filters. These mechanisms imply an increase of potential perceptions of interactions, while this model remains implementable, using mature technologies such as expert systems. We intend to take advantage of this modelling of awareness in order to work on opportunistic behaviors.
By permitting the agents to choose their interactions and foci, we also extended its autonomy. The next step is to propose an ontology of the available interactions in the environment, in order to propose to the agents entry-points to the systems. We also intend to study more closely the effects of EASI on the protocols, notably how an agent can take advantage of the information perceived and how it can compose its interactions in this framework.
