An index coding problem arises when there is a single source with a number of messages and multiple receivers each wanting a subset of messages and knowing a different set of messages a priori. The noiseless Index Coding Problem is to identify the minimum number of transmissions (optimal length) to be made by the source through noiseless channels so that all the receivers can decode their wanted messages using the transmitted symbols and their respective prior information. Recently [4], it is shown that different optimal length codes perform differently in a noisy channel. Towards identifying the best optimal length index code one needs to know the number of optimal length index codes. Preliminary results on this have been presented in [7] . In this paper we present more results on the number of optimal linear index codes for unicast index coding problems. Specifically we obtain the exact number of optimal linear index codes for two classes of unicast index coding problems: (i) Single-unicast uniprior problems, and (ii) Single-uniprior unicast problems. For the case of single-unicast single-uniprior problems a more general proof is provided for the number of optimal linear index codes. A method to identify the optimal length codes which lead to minimum-maximum probability of error is also presented.
I. INTRODUCTION
A general unicast index coding problem can be formulated as follows: There are n messages, x 1 , x 2 , . . . , x n and m receivers. Each receiver R i wants a subset of messages, W i and knows a subset of messages K i , with W i ∩ W j = ∅, for i = j. Unicast index coding problems are classified as follows [1] - [3] : 1) Single-unicast single-uniprior problems: K i ∩ K j = ∅ for i = j and |W i | = |K i | = 1 for all i. 2) Single-unicast uniprior problems: K i ∩K j = ∅ for i = j and |W i | = 1 for all i. 3) Unicast single-uniprior problems: K i ∩K j = ∅ for i = j and |K i | = 1 for all i. An algebraic representation of network codes in terms of matrices representing the input mixing, topology and the output mixing operations was given by Koetter and Medard in [6] . In [7] a similar algebraic characterization of a single unicast IC problem after reducing it to an equivalent network code is presented.
For a given index code a receiver may not use all the transmissions from the source. In fact, different receivers may use different number of transmissions of the source. It has been shown in [4] that there can be several linear optimal index codes in terms of the lowest number of transmissions for an IC problem, but among them one needs to identify a linear optimal index code which minimizes the maximum number of transmissions that is required by any receiver in decoding its desired message. The motivation for this comes from the fact that each of the transmitted symbols is error prone in a wireless scenario and lesser the number of transmissions used in decoding the desired message, lesser will be its probability of error. Hence among all the codes with the same length, the one for which the maximum number of transmissions used by any receiver is the minimum, will have minimummaximum error probability. This has already been discussed in [4] for single uniprior IC problems where a method to find a best linear solution in terms of minimum-maximum error probability among all codes with the optimal length is given.
The contributions of this paper may be summarized as follows:
• The lower bound on the number of optimal length codes for any single unicast index coding problem obtained in [7] is shown to be exact for the following special cases: (i) Single uniprior single unicast IC problems, (ii) Single uniprior unicast IC problems and (iii) Single unicast uniprior IC problems. • For single uniprior unicast problems and single unicast uniprior problems, we obtain the length of optimal linear ICs by reducing the problem to that of single uniprior single unicast IC problem. • A criterion for optimal linear index codes with minimummaximum probability of error is presented in terms of the component matrices for any single unicast problem. The remaining content is organized as follows: In Section II the equivalence of index coding problem to network coding problem and the input-mixing matrix, transfer matrix and the output-mixing matrices used in [7] are reviewed. The number of codes with optimal length is discussed in Section III. In Section IV a method to identify optimal codes with minimummaximum error probability is described and simulation results are presented. Concluding remarks constitute Section IV.
II. PRELIMINARIES AND BACKGROUND RESULTS
Throughout the paper we assume that the operations are over the finite field with two elements F 2 . But the results easily carry over to other finite fields. Any single unicast problem can be represented by an equivalent network coding problem as in Fig. 1 . This was proposed by El Rouayheb et. al. in [5] . Suppose the length of the index code, not necessarily optimal, be c. Each of the messages x 1 , x 2 , . . . , x n is represented by a source node, g 1 , g 2 , . . . , g c represent the broadcast channel and l 1 , l 2 , . . . , l c , l ′ 1 , l ′ 2 , . . . , l ′ c represent the intermediate nodes. The minimum possible value of c among all linear solutions of an IC problem is the optimal length. The dashed lines represent the connection between a receiver node and a source message node whose message is known to the receiver apriori. For every single unicast problem, we can find a graph like the one given in Fig. 1 . We can get a transfer matrix M n×n such that Z = [z 1 z 2 . . . z n ] T , the vector of output messages from all the receivers, can be expressed as
where X = [x 1 x 2 . . . x n ] T , the vector of input messages. Hence, the considered index code of length c gives a solution in c number of transmissions if M is the identity matrix. For a general single unicast problem, we can find a matrix M n×n in (1) such that M is a product of three matrices as M = B F A where the matrix A relates the input messages and the messages flowing through the outgoing edges of all the source nodes, the matrix F relates to the messages sent in the broadcast channel and the side information possessed by the receivers, and the matrix B describes the decoding operations done at the receivers. All these three matrices can be partitioned into two parts one corresponding to the broadcasted index codeword transmission (with subscript BC) and the other corresponding to only the side information (with subscript SI) as shown below.
The matrix A is of order (nc + n i=1 | K i |) × n and it can be split in the form A = A BC A SI , where A BC is of order nc × n and A SI is of order
A BC is a matrix formed by row-concatenation of matrices A i , i = 1, . . . n where each A i is a c × n matrix in which all elements in the i-th column are ones and the rest all are zeros as given in (3).
. . 
The matrix A SI has only one non-zero element (which is one) in each row. This matrix corresponds to the side information possessed by the receivers and each successive set of | K i | rows corresponds to the side information possessed by R i for i = 1 to n. In each set of | K i | rows, each row is distinct and has only one non-zero element which occupies the respective column position of one of the messages in the prior set of R i . Notice that matrix A is fixed for a fixed c and does not depend on the index code except on its length. The matrix F which relates the message symbols to the transmission symbols sent in the broadcast channel and the side information possessed by the receivers is of order
| K i |) and can be split into four block matrices as F = F BC 0 0 I . The Matrix F BC is a square matrix of order nc which is of the form given in (2) and I is the identity matrix of size n i=1 |K i |. The elements β Xi,lj , ∀i = 1, . . . , n and j = 1, . . . , c belong to F 2 .
The matrix B that describes the decoding operations done at the receivers is of order n × (nc + n i=1 | K i |) and can be split into two block matrices as B = B BC B SI , where B BC is a matrix of order n × nc and in every row only c elements are non-zero and the non-zero elements correspond to whether or not R i uses that particular transmission to decode its wanted message. The matrix B SI is of order n×
It relates to the side information possessed by the receivers. In this matrix all elements except the i-th element in every successive set of | K i | columns are zeros, for all i = 1 to n. The rest of the elements are either one or zero and it depends on the messages used by a receiver to decode its wanted message. The matrix B BC is as in (4) . The elements ǫ l ′ j ,Ri for j = 1, . . . , c and i = 1, . . . , n belong to F 2 . We have
An index coding problem is solvable with c number of transmissions if we can find variables βs in F BC which define the code and the variables ǫs in B BC which define the decoding operations such that M is an identity matrix.
The following theorem from [7] gives the number of optimal length codes: Theorem 1. The number of index codes possible with the optimal length c, denoted by N OIC , for a single unicast IC
problem is given by
where µ is the number of distinct row spaces of c−ranked matrix I − B SI A SI obtainable from all possible choices of B SI matrices out of the 2 n P i=1 |Ki| possible ones.
III. NUMBER OF OPTIMAL LINEAR INDEX CODES FOR

SOME UNICAST PROBLEMS
In this section we present our contributions of this paper. 1 Consider a single unicast-single uniprior problem with n receivers and n messages. By construction, B SI = xI n×n , which is a diagonal matrix with entries x each one of which can take values from {0, 1}. Since the i th receiver does not know x i a priori, (i, i) th element in A SI is 0 ∀i ∈ {1, 2, . . . , n}. The matrix A SI is a permutation matrix which has no 1s on the diagonal. It permutes the columns of B SI such that j th column in B SI A SI is not identical to the j th column of B SI for any j ∈ {1, 2, . . . , n}. So, the matrix B SI A SI has 0s on its diagonal. This implies that the n × n matrix I − B SI A SI has 1s along its diagonal. Its i th row corresponds to the i th receiver R i and i th column corresponds to the message 1 The proof given here is more general than made available for [7] x i . In a given row r i , there are at most two 1s. The 1 on the diagonal corresponds to the message x i wanted by R i and the other 1 (say (i, j) th position) corresponds to the message x j known a priori by R i .
Theorem 2. For single unicast single uniprior IC problems
Information flow graph G on n nodes can be constructed as follows. By convention, node i corresponds to the receiver that knows message x i . It has one incoming edge (j, i) originating from the node j where x j is the message wanted by the receiver R i and known by the receiver R j . It has one outgoing edge (i, k) terminating at node k where x i is the message wanted by the receiver R k and known by R i .
Identify the receiver that knows x 1 . Suppose i th row has x in the 1 st column. This means R i knows x 1 . Draw arc (i, 1). Search along the 1 st row to identify the message known a priori by R 1 . Suppose it is x j . Draw arc (1, j). Now, search along the j th row to identify the message known a priori by R j . Since the problem is single unicast, it can be either x k or x 1 . If x k , draw arc (j, k) else draw arc (j, 1). Each node has only one incoming edge since every receiver wants a unique message. Each node has only one outgoing edge as the message known a priori by the corresponding receiver is demanded by some other node. Since there are a finite number of nodes, n we can conclude that the information-flow graph G for a single unicast-single uniprior problem will be either one cycle of n nodes or a set of disjoint cycles.
It was shown in [1] that for any single-uniprior problem represented by an information-flow graph G(V, A), after executing the Pruning Algorithm, we have
where l * (G) is the optimal length of the index code,
. When G consists of only cycles, A(G ′ \G ′ sub ) = 0. Thus, for a Single Unicast-Single Uniprior problem, the optimal length is given by
Suppose that in the B SI matrix any 1 is replaced with 0, i.e., the corresponding side information is not used in decoding. This means a node is removed from the graph G. The resulting graph G will have arcs apart from cycles. Consequently, A(G ′ \ G ′ sub ) component will be non-zero. This will increase the value of l * (G) which is the minimum number of transmissions required. Hence, we conclude that every side information bit must be used. Thus there is only one possible choice of B SI matrix in which all x take value 1. So µ = 1.
Note that we can easily compute the optimal length of the single unicast-single uniprior problem without going into the pruning algorithm of [1] . This is done by inspecting the 'cycles' of G from I − B SI A SI matrix as described in the proof. Thus we have a simpler way of finding the optimal length c for a Single Unicast-Single Uniprior IC problem.
There is yet another way of finding the optimal length c for a single unicast-single uniprior problem using the appropriate permutation corresponding to A SI of the given problem. We know that A SI is a permutation matrix that permutes the n columns of B SI . Every permutation on a finite set can be written as a cycle or as a product of disjoint cycles. Once we have the cycle decomposition of the permutation corresponding to A SI , let l 1 , l 2 , . . . , l k be the lengths of its disjoint cycles. The optimal length is given by c = k i=1 (l i − 1).
This means that for Single-Unicast Single-Uniprior problems all the information is available in A SI . These advantages are illustrated in the following two examples. where x can take values from {0, 1} independently. The permutation corresponding to the A SI matrix is 1 2 3 4 5 2 3 1 5 4
which in terms of cycles is (1 2 3)(4 5) from which we get the optimal length to be 3.
The information-flow graph obtained from the I − B SI A SI matrix for this problem is shown in Figure 2 . The optimal length of the linear index code, from the information flow graph is c =
The number of optimal index codes
Table I lists these 28 linear index codes with optimal length, c = 3. Note that every set of c basis vectors of the row space of I − B SI A SI matrix gives an optimal index code. Theorem 3. For a single unicast-uniprior problem µ = 1 and the number of optimal index codes is given by
where c is the optimal length given by (8). Proof. Let the number of messages be n. Since the problem is single unicast the number of receivers is also n. Let the receiver R i want the message x i . In a uniprior case, K i ∩ K j = φ. When a receiver R j does not have any sideinformation, the message demanded by it must be transmitted explicitly. In other words, if there is only one 1 in row r j (say) of the I − B SI A SI matrix, the message x j demanded by the corresponding receiver R j must be transmitted as such. We denote the number of receivers having no side-information to begin with by λ 1 .
Once transmitted, x j becomes available to all the remaining receivers. Since the problem is unicast, no other receiver wants x j except for the j th one. Knowledge of x j to the remaining n − 1 receivers is thus useless and hence both the receiver R j as well as the message x j are removed from further consideration. Note that the receiver that previously had x j ∈ K i for some i = j now has only | K i | −1 messages.
We get a new index coding problem with n − λ 1 receivers and n − λ 1 messages. This process can be continued till we arrive at a single unicast-single uniprior IC problem. Assuming it took k stages to arrive at a single unicast-single uniprior problem with number of receivers = number of messages = m, we can express the minimal length of the original single unicast-uniprior problem as follows:
where the summation term corresponds to the single uniprior single unicast problem with m messages and receivers. We know from Theorem 3 that µ = 1 for Single Unicast-Single Uniprior IC problem. This completes the proof. Table II with number of messages and the number of receivers n = 10. The optimal length for this problem can be computed in multiple stages as shown in Table II . The minimal length of the single unicast single uniprior problem in STAGE 3 is 3. The optimal length of the Single Unicast-Uniprior problem, c = 3 + k=2 i=1 λ i = 3 + 3 + 2 = 8. The number of optimal index codes,
Example 2. Consider the Single Unicast-Uniprior problem given in
Theorem 4. For a single uniprior-unicast problem, µ = 1 and the number of optimal index codes is given by
Proof. Let the number of messages be n and the number of receivers be m. Let receiver R i know a single unique message x i a priori. Clearly m ≤ n. If m < n, then there are n − m messages which are not known to any of the receivers apriori and hence these messages need to be transmitted individually. We assume that this is done and after this, the remaining problem reduces to that of the case where m = n = n 1 . Now, let the receiver R i want W i messages. STAGE: 1 m = n = 10 λ 1 = 3
x 4 x 5 ,x 7 ,x 8 R 5
x 5 x 4 ,x 6 R 6
x 6
x 9 R 7
x 7 x 10 R 8
x 8 φ R 9
x 9 φ R 10
x 10 φ STAGE: 2 n = 7
x 4 x 5 R 5
x 5 x 4 Since the problem is unicast, unless each W i has only one element, there will be receivers having apriori information but not wanting any message. Such receivers can be removed from further consideration. After removing such receivers let the number of receivers in the problem be m 1 . Now if m 1 = n 1 then we have a problem of single uniprior single unicast for which µ = 1. On the contrary, if m 1 < n 1 , then we repeat the process and eventually we will end up with a single uniprior single unicast problem and will have µ = 1 by Theorem 2. This completes the proof. Table III with number of messages, n = 10 and number of receivers, m = 8.
Example 3. Consider the Single Uniprior-Unicast problem given in
The messages x 10 and x 9 have to be transmitted explicitly since they are not part of any receiver's side-information. Once done, the receiver R 7 can be eliminated from further consideration as its demand has been met. The problem reduces to STAGE:2 with m = 7 receivers and n = 8 messages. Again, since x 7 is not part of any side-information it has to be transmitted explicitly. The problem now reduces to Single Unicast-Single Uniprior case with n = m = 7. The optimal length of this IC is c = 2+1+4 = 7 and the number of optimal index codes, N OIC = 1 7! 6 i=0 (2 7 − 2 i ) = 3.251 × 10 10 . STAGE: 1 m = 8, n = 10 λ 1 = 2
x 5 ,x 10 x 4 R 5
x 4 x 5 R 6
x 8 x 6 R 7
x 9 x 7 R 8
x 7 ,x 6 x 8 STAGE: 2 m = 7, n = 8
x 5 x 4 R 5
x 8
x 8 x 6 R 8
x 8 
IV. OPTIMAL CODES WITH MINIMUM-MAXIMUM ERROR PROBABILITY
A linear solution for an IC problem given Z = M X exists if we have M = BF A = I n . Since the rows of I n lie in the row space of A, there exists at least one left inverse of A which of course depends on the code length c. See [7] for a detailed treatment. Let us denote the set of all left inverses of A which are of the form BF by S(c).
There can be several linear optimal solutions in terms of least bandwidth for an IC problem but among them we try to identify the index code which minimizes the maximum number of transmissions that is required by any receiver in decoding its desired message. The motivation for this is that each of the transmitted symbols is error prone and the lesser the number of transmissions used for decoding the desired message, lesser will be its probability of error. Hence among all the codes with the same length of transmission, the one for which the maximum number of transmissions used by any receiver is the minimum, will have minimum-maximum error probability amongst all the receivers. We give a method to find the best linear solution in terms of minimum-maximum error probability among all the receivers and among all codes with the optimal length c opt . For simplicity, throughout the rest of this section, the length c will mean the optimal length. Each T ∈ S(c) corresponds to a unique pair of encoding-decoding operations. For the same index code there can be more than one way of decoding at each receiver. For each set of decoding operations at the receivers, T matrix differs. For a T ∈ S(c), the corresponding matrix T BC has n rows and nc columns. Let t i , i = 1, 2, · · · n, denote the i−th row of T BC . Denoting this i th row as [r i,1 r i,2 .....r i,nc ], we define t i,use for this row as
where I z is the indicator function which is one when event z occurs. Note that t i,use is the number of transmissions that are used by the i−th receiver R i out of c transmissions. Also define t max (T ) = max i t i,use and
Note that T minmax is not unique; there may be several such matrices in S(c).
Theorem 5.
For the optimal length c, any matrix T minmax in S(c) gives an IC with the minimum-maximum error probability among all the receivers. Also, the matrix formed by taking every n-th row of the corresponding F BC matrix is an optimal linear solution in terms of minimum-maximum error probability using c number of transmissions.
Proof. For the fixed optimal length c, B BC matrix will be as given in (4) . For any T ∈ S(c), the number of transmissions used by the i-th receiver is given by the number of non-zero entries in i-th row of B BC . When for example t-th ǫ element in the i-th row of B BC is zero, the i-th element of every (t+(k −1)c)-th column for k = 1 to n, in T BC turns 0. Hence the number of transmissions used by it is proportional to t i,use . Therefore, our claim is proved. Moreover the corresponding F BC is the matrix which decides the message flowing in the broadcast channels. So the matrix formed by taking every n-th row of F BC is the corresponding Index code . From Theorem 5 it is clear that to minimize the maximum probability of error among the receivers one needs to pick that T ∈ S(c) for which the maximum number of nonzeros in a row of the corresponding B BC matrix is minimized.
Example 4. Consider the IC problem given in Example 1.
The optimal length c = 3 and the 28 optimal index codes are listed in Table I . We use BPSK modulation in a Rayleigh fading channel for transmission. Even though all these 28 codes are optimal in terms of minimum number of transmissions required in the forward channel, they differ in error performance. This can be illustrated by considering C 1 and C 16 . If and from (9) we get, t 1,use = 1, t 2,use = 1, t 3,use = 2, t 4,use = 1, t 5,use = 1. Also t max (T 1 ) = max i t i,use = 2. and using (9) we get, t 1,use = 3; t 2,use = 2; t 3,use = 1;t 4,use = 2; t 5,use = 2.
t max (T 16 ) = 3
In this example as c = 3 and t max (T 16 ) = 3, we can safely conclude that
Note that there exists optimal codes other than C 1 that requires the use of only two transmissions in decoding at a single receiver. Hence the T minmax given by (11) is not the only one that gives min-max probability of error while decoding. For a given SNR the worst case performance of C 1 is better than that of C 16 (refer Fig. 3 ).
V. CONCLUSION
Out of the many possible linear solutions possible for an index coding problem, the one which requires minimal number of transmissions is the optimal index code. There can be more than one solutions with optimal length. We have given the total number of optimal index codes for three classes of IC problem (i) Single Unicast-Single Uniprior (ii)Single Unicast-Uniprior (iii) Single Uniprior-Unicast. The error performance considerations while transmitting over a quasi-static Rayleigh fading wireless channel led us to the optimal code with minimum-maximum probability of error. For any receiver, the probability of error is minimum when the least number of transmissions is used for decoding. We have provided a method to find out that optimal length index code which gives the minimum-maximum error probability among all the receivers.
