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[1] In bedded sedimentary or mechanically anisotropic rocks, joints often occur in

laterally persistent, parallel sets with distinctive spacing attributes. Three of those
attributes include a positively skewed distribution of joint spacings, a positive correlation
between median spacing and mechanical layer thickness, and the tendency for rocks to
appear saturated with joints and to show a ratio of layer thickness to median joint spacing
near one. We identify total applied strain, mechanical interaction, joint propagation
velocity, and flaws as key variables in the progressive jointing process, and we use a
one-dimensional model of mechanically interacting joints to characterize the specific
influence on joint spacing, of the number, sizes, and size distributions of flaws in rock.
For a given flaw size distribution, the mode flaw size has no effect on spacing
distribution shape, median spacing, or saturation. Layers with fewer flaws approach
saturation more slowly and reach it with fewer joints and larger median joint spacing.
The joint spacing distributions in these layers have variance and skewness that may
be 1–3 orders of magnitude larger than in layers with greater numbers of flaws. Flaw
size range affects the rate at which a jointing layer approaches saturation but not the
number of joints at saturation. Resulting spacing distributions are similar, although
narrow flaw size ranges tend to promote greater numbers of closely spaced joints.
The skewness of a flaw size distribution affects the rate at which layers approach
saturation, as well as the shape of the resulting joint spacing distribution at saturation.
Negatively skewed flaw size distributions promote close joint spacing and create spacing
distributions with greater variance and skewness.
Citation: Fischer, M. P., and A. Polansky (2006), Influence of flaws on joint spacing and saturation: Results of one-dimensional
mechanical modeling, J. Geophys. Res., 111, B07403, doi:10.1029/2005JB004115.

1. Introduction
[2] Joints in bedded sedimentary rocks frequently occur
in laterally persistent, parallel, planar, systematic sets
(Figure 1). In many of these sets, one dimension of the
joints is constant because all the joints terminate at some
significant strength anisotropy, such as bedding or a preexisting set of systematic joints [e.g., Gross, 1993; Gillespie et
al., 1999; Tindall and Davis, 2003]. Individual joints in
these sets have blade-like geometries, with the longest
dimension oriented parallel to the confining anisotropy
and the intermediate dimension perpendicular to it
(Figure 2). In mechanically confined, parallel joint sets, it
is often observed that the perpendicular spacing between
joints is proportional to the distance between the confining,
mechanical layer boundaries [e.g., Price, 1966; McQuillan,
1973; Ladeira and Price, 1981; Huang and Angelier, 1989;
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Narr and Suppe, 1991; Gross, 1993; Gross et al., 1995; Ji
and Saruwatari, 1998; Ruf et al., 1998; Gillespie et al.,
2001; Billi, 2005], and within a given jointed layer that is
undisturbed by localized faulting or folding, the average or
median joint spacing is regularly 0.7 to 1.3 times the layer
thickness [Becker and Gross, 1996; Gross et al., 1997; Ji
and Saruwatari, 1998; Bai and Pollard, 2000]. The persistence of this ratio has led some workers to suggest that it
represents a state of fracture saturation [e.g., Narr and
Suppe, 1991; Rives et al., 1992; Wu and Pollard, 1995],
where the number of joints in the layer is the maximum
number that can occur under conditions of low to moderate,
homogeneous strain.
[3] Various researchers have used numerical, analytical,
or physical models to investigate the growth of parallel joint
networks [e.g., Segall, 1984; Wu and Pollard, 1991; Rives et
al., 1992; Olson, 1993; Renshaw and Pollard, 1994; Olson,
2004]. Much of this work has been aimed at understanding
the variables that affect characteristics such as the spatial
density, length distribution, average spacing and clustering
of joints, because these attributes significantly affect the
hydrological and engineering properties of rocks. Although
many variables have been identified, four have emerged as
key: total applied stress or strain, joint propagation velocity,
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Figure 1. Systematic, parallel joints confined to a silty limestone bed in the Permian-Triassic section of
east central Utah. A closely spaced joint set strikes down the dip of local bedding. A more widely spaced
second set, possibly reactivated in shear, strikes parallel to local bedding strike. Geologist R. Bullerdick
for scale. Photo by D. P. Keating.
mechanical interaction among joints, and flaws in rock. In
the following paragraphs we briefly review the significance
of each of these variables, and the manner in which they
have been shown to influence the characteristics or growth
of joint networks.
[4] It is intuitive that total strain should play an important
role in jointing. Because jointing relieves applied stress and
weakens the fractured rock mass [Walsh, 1965; Segall,
1984; Kemeny and Cook, 1986], development of joint
networks requires progressively increasing driving stress
[Pollard and Segall, 1987] or extensional strain. If new
joints initiate and existing joints continue to grow during
progressive extension, then it is logical that larger strains
should lead to greater numbers of joints, progressively
decreasing joint spacing and increasing average joint length.
Physical models by Rives et al. [1992] and Wu and Pollard
[1995] exactly duplicate this behavior.
[5] Theoretical and experimental fracture mechanics
delineates three general classes of crack propagation velocity: subcritical, quasi-static and dynamic [Atkinson, 1984;
Atkinson and Meredith, 1987]. These classes are defined by
the mode I stress intensity at the crack tip (KI) during
propagation and respectively correspond to conditions
where KI is less than, equal to, or greater than a critical
value (KIc), called the fracture toughness of the rock [Broek,
1986]. Because joint growth relieves driving stress, contin-

uous quasi-static and dynamic crack propagation can only
be achieved under a rapidly applied or increasing load.
Consequently, in typical geological environments, where
loads are applied over much longer timescales, most joints

Figure 2. Schematic geometry of blade-shaped, mechanically confined, parallel joints in bedded sedimentary rock.
Joint height is equal to layer thickness, and joint length is
equal to the trace length of the joint on bedding.
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are interpreted to have grown subcritically, or by periodic,
quasi-static increments [e.g., Lacazette and Engelder, 1992;
Schultz, 2000; Savalli and Engelder, 2005]. During subcritical crack growth propagation velocity varies as KnI , where n
is an experimentally derived subcritical velocity exponent
that depends on temperature, rock type and fluid chemistry
near the crack tip [Atkinson and Meredith, 1987]. Numerical
models by Olson [1993, 2004] and Renshaw and Pollard
[1994] show that during subcritical crack growth the spatial
density, average length and spacing of joints all depend on
the crack propagation velocity.
[6] The mechanical interaction of joints is rooted in the
stress perturbations they create. Depending on the shape and
size of the joint, the material properties of the encompassing
rocks, the loading conditions, and the geometry of the
fractured rock mass, joints may increase, decrease or change
the sign of stresses in their vicinity [e.g., Irwin, 1957;
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Segall, 1984; Pollard and Segall, 1987; Wu and Pollard,
1991; Olson, 1993; Fischer et al., 1995; Gross et al., 1995;
Bai and Pollard, 2000; Germanovich and Astakhov, 2004].
As a set of joints grows, the combined effects of their
localized stress perturbations will not only decrease or
increase the driving stress available for each individual
joint, but also determine the propagation path that each
joint takes [e.g., Tuckwell et al., 2003]. It has long been
suggested that the layer thickness-joint spacing relation
occurs because adjacent to an open joint, the crack driving
stress is reduced over a distance proportional to the height
of the joint, creating a stress shadow that inhibits the nearby
initiation of new joints [Lachenbruch, 1961; Hobbs, 1967;
Pollard and Segall, 1987]. Of a variety of interaction
mechanisms tested, only numerical models employing interacting stress shadows have yielded positive correlations
between shadow zone size and median joint spacing, as
well as realistic, nonnormal, positively skewed joint spacing
distributions [Narr and Suppe, 1991; Rives et al., 1992;
Fischer, 1994; Rabinovitch and Bahat, 1999].
[7] Field evidence overwhelmingly shows that joints in
rock initiate from flaws. These flaws vary in size from
millimeters to centimeters, and may be a variety of features
such as bed forms, trace fossils, fossil fragments, concretions, intraclasts, grain boundaries, pores and microcracks
[e.g., Engelder, 1987; Pollard and Aydin, 1988;
McConaughy and Engelder, 2001; Weinberger, 2001a;
Hatzor and Palchik, 1997]. Flaws are the initiation sites
for joints because they perturb and concentrate the far-field
stress to a point where it locally exceeds the fracture
resistance of the rock. Because the local stress perturbation
around a flaw depends on the flaw’s size, shape, orientation
and material properties, the tensile strength of rock is
spatially heterogeneous over scales larger than a few meters.
Consequently, when rocks are subjected to uniform and
progressively increasing stresses or strains, joints will
sequentially initiate at locations that are related to the spatial

Figure 3. Schematic illustration of the conceptual model
of sequential, parallel jointing in the single, central rock
layer in the three-layer system of Figure 2. Bounding layers
are present at all stages of the process but are removed from
the diagram for visual clarity. (a) The layer is initially
subjected to uniform extension (exx). Spheres of different
size represent flaws of different size, shape and orientation,
r
)
and shading represents uniform remote tensile stress (sxx
throughout the layer. The same extension is applied to the
bounding layers. (b) The first joint initiates from the flaw
with the smallest fracture stress and rapidly grows as a disk
or penny-shaped crack until it reaches the layer boundaries.
(c) After reaching the layer boundaries the joint height is
fixed but the length increases, creating a blade-shaped joint
that extends completely across the model before initiation of
the next joint. (d) The geometry of the stress reduction
shadow around a joint in the central layer is shown by
varying degrees of shading. Lighter shading in the layer
indicates a lower local tensile stress (sxx) relative to the
r
) that develops in response to the applied
remote stress (sxx
uniform extension. To improve the visual clarity of the
illustration, flaws are not shown in this stage of the process.
3 of 14
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specifically address mechanically confined, parallel joint
sets that interact through stress shadows.

2. Simplified Model for Parallel
Joint Set Development

Figure 4. Conceptual simplification of the 3-D parallel
jointing process in the central layer of a three-layer system.
(a) The simplification begins with a joint and its associated
stress shadow in the central layer. (b) In two dimensions an
isolated joint and stress shadow are represented as a slit and
a symmetric zone of reduced layer-parallel tensile stress
(sxx), shown schematically by lighter shading. Circles of
different sizes in this diagram represent flaws of different
size, shape, material properties, and orientation that are
randomly distributed throughout the 3-D central layer and
projected into the 2-D observation plane. (c) Reducing the
central layer of the model to one dimension effectively
projects all the flaws to the centerline of the jointed layer.
By calculating layer-parallel stress (sxx) only along this
centerline, we ignore the 2-D shape of the stress contours in
the layer.

distribution, shape, size, orientation and material properties
of available flaws [e.g., Weinberger, 1999, 2001b; Tuckwell
et al., 2003]. Numerical subcritical crack growth models by
Renshaw and Pollard [1994] showed that the spatial density, length, and average spacing of joints depended on the
initial number of initial flaws in their model. The models did
not incorporate variable flaw sizes.
[8] Although the last decade of research has revealed
much about the effects of total applied strain, propagation
velocity and mechanical interaction on the characteristics
and growth of parallel joint networks, far less is known
about the effects of flaws. Researchers have generally
acknowledged that joints initiate from flaws, and typically
incorporate flaws in their models, but few have systematically addressed the effects that flaws might have in controlling persistent traits such as the layer thickness-spacing
relation and apparent saturation of joints. This paper follows
the work of Narr and Suppe [1991] and Rives et al. [1992]
and examines in detail how variable flaw sizes and numbers
may create or modify these two common characteristics. We

[9] Our concept of mechanically confined, parallel jointing begins with a system of three rock layers. The layers
exhibit a linear elastic, brittle rheology, and are perfectly
bonded to one another so that no slip occurs between them.
The central layer of rock contains randomly distributed
flaws of various sizes, shapes, material properties and
orientations. The layers are subjected to a progressive
extensional strain that creates a macroscopically uniform
and progressively increasing tensile stress in each layer
(Figure 3a). As deformation continues the stress in the
central layer increases until the local stress at some flaw
exceeds the fracture resistance of the rock, initiating a joint
(Figure 3b). We presume that the joint grows instantaneously across the thickness of the layer, but that it does
not cross the layer boundaries (Figure 3c). Consequently, as
the joint propagates laterally within the layer, it develops a
blade-like geometry, so that the associated stress shadow
scales not with the joint length, but with the height
(Figure 3d). Hereafter we examine only the behavior of the
central layer; the bounding layers do not fracture and serve
only to transfer stress into the jointed central layer. Joints are
presumed to initiate sequentially and propagate one at a time,
so that the entire joint network grows by a process of
sequential infilling [Gross, 1993]. This behavior is compatible with joints that grow quasi-statically, or subcritically,
with a velocity exponent, n > 15 [Olson, 1993, 2004].

Figure 5. Probability density of the Johnson bounded
distribution for example values of g and d.
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Figure 6. Starting configuration of an example model with 1000 flaws. Vertical bars of varying height
are located at the positions of the flaws. Height of each bar is directly proportional to the fracture stress of
the flaw and inversely proportional to the flaw size. Note that the model is split into two parts that
actually connect end to end.

[10] Our mechanical model is conducted from the point of
view of a layer-normal observation plane oriented perpendicular to the joints. As joints initiate and grow, they will
sequentially intersect this plane, creating a pattern similar to
what one might see in a cross section through a jointed bed
in sedimentary rock. Because each joint propagates in
sequence through the observation plane, the lateral growth
of each individual joint does not need to be explicitly
included in the model, and instead we only need to track
the initiation of each joint. The first joint in the model
always initiates at the largest flaw, and thereafter the
sequential initiation of other joints is determined by the
positions, shapes, material properties, orientations and sizes
of remaining flaws, as well as the geometry of overlapping
stress shadows surrounding all previous joints in the model.
Because each stress shadow exhibits a constant geometry in
the y direction, we can reduce the model to two dimensions,
effectively projecting the three-dimensional (3-D) position
of all the flaws in the layer into our observation plane
(Figure 4). By only examining the stress distribution and
mechanical interaction along the centerline of this observation plane, we reduce the model to only one dimension. We
recognize that reducing the problem to one dimension in
this fashion will affect our model joint spacings because the
growth of flaws that are both very near to existing joints and
bed boundaries will not be accurately represented. However,
as noted by Gross et al. [1995], only a small fraction of 3-D,
randomly distributed flaws fall into this category. We
consequently expect that the general behavior of the model
will be representative of the behavior of the natural system,

but that specific joint spacing values must be interpreted
with caution.
2.1. Numerical Model
[11] We begin the numerical model by generating a
predefined number of flaws that follow a specific size
distribution. Because of its flexibility in controlling the
upper and lower limits, as well as the skewness of this
distribution, we used the Johnson bounded distribution
[Johnson, 1949] to describe the available flaw sizes in our
models. The probability density of the Johnson distribution
over the range 0  x  1, is given by
f ð xÞ ¼

d
xð1  xÞð2pÞ1=2


 x 2 
1
exp  g þ d log
;
2
1x

ð1Þ

where d and g are parameters that control the distribution
shape (Figure 5). Our model uses a standard location-scale
transformation [e.g., Casella and Berger, 2002, section 3.5]
to scale the domain of this distribution to any defined range
of flaw sizes.
[12] To relate the size of a flaw to the local rock strength,
we use a common fracture mechanics criterion that defines
the fracture stress (s) at a flaw as
KIc
s ¼ pﬃﬃﬃﬃﬃ ;
Y pc

ð2Þ

where tensile stress is positive, c describes the size of the
flaw, Y describes the shape of the flaw, and KIc is the critical

Figure 7. Configuration of the model after formation of the first joint. Tensile stress (sxx), shown by the
thin black line, is constant throughout the model but must diminish to zero at the joint. Vertical gray lines
show the position and fracture stress of remaining flaws in the model. A flaw will grow into a joint only
when the tensile stress at that flaw exceeds the flaw’s fracture stress.
5 of 14
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Figure 8. Geometry of one-dimensional stress reduction
shadow around a joint subjected to a uniform remote
tensile stress (srxx) in a homogeneous, isotropic, infinite
elastic medium. This is the variation in stress that would
occur away from the joint along the layer centerline in
Figure 4c.

mode I stress intensity required to make the flaw grow into a
joint [Gross et al., 1995]. We make the simplifying
assumption that all the flaws are blade-shaped and oriented
with their long axes perpendicular to the layer, so that c is
the half length of the flaw in the vertical dimension and Y =
1. We set KIc = 1 MPa m1/2. To establish the initial state of
the model, the generated flaws are randomly distributed
along our observation line and at the position of each flaw,
the layer is assigned a strength equal to the fracture stress of
that flaw (Figure 6).
[13] After distributing flaws in the model, remote tensile
stress (srxx) is applied to all three layers of the model, and

Figure 10. General relationship between remote tensile
stress and progressive jointing in the model. Jointing occurs
rapidly for the first 5– 10 MPa of applied stress and
thereafter progressively decreases. The thick gray line is the
average of five models, each with different starting flaw
positions. The error bars show one standard deviation of
stress at a given number of joints in each of those five
models. Inset plot schematically shows the flaw size
distribution used for the model.

gradually increases until it reaches the fracture stress of the
largest flaw in the central layer of the model. When this
happens a joint is added to the model at the position of the
activated flaw and a stress shadow develops around the joint
(Figure 7). To describe the stress reduction around the joint,
we use the work of Pollard and Segall [1987], who defined
the variation of local, joint-normal tensile stress (sxx) with
distance (x) away from a joint in a homogeneous, isotropic,
elastic medium as
h 
3=2 i
sxx ¼ srxx þ srxx x3  x2 þ a2
1 ;

Figure 9. General variation in active flaw size with
increasing remote tensile stress in the model. The thin line is
the average of five models, each with different starting flaw
positions, whereas the thick gray line is the active flaw size
for the same five models over a 10 MPa running average.
Inset schematically shows the flaw size distribution used for
the model.

ð3Þ

where 2a is the height of the joint (Figure 8). As each
successive joint appears in the model, the one-dimensional
distribution of tensile stress in the central layer is
determined by the linear superposition of overlapping stress
shadows. The local perturbation of stress by flaws is
considered negligible in comparison with that caused by
joints and is therefore not included in the model.
Progressive jointing is consequently controlled by the
spatial distribution and size of flaws, as well as the
mechanical interaction among the existing joints. Although
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in layered media it is well known that the stress reduction
around joints depends on the contrast in elastic moduli
between adjacent layers [e.g., Hobbs, 1967], numerical
modeling of layered systems by Gross et al. [1995] suggests

B07403

that equation (3) is sufficient to accurately simulate the
general behavior of interacting stress shadows in these
systems.
2.2. On Stress Shadows and Joint-Normal
Compression Between Closely Spaced Joints
[14] Bai and Pollard [2000] demonstrated that for two
mechanically confined joints, the joint-normal stress between them cannot be described by superposition of stress
shadows if the joints are spaced more closely than their
height. In such circumstances the joint-normal stress between the joints becomes compressive, with greater degrees
of compression occurring at closer joint spacings. Superposition of overlapping stress shadows like that in our model
cannot reproduce this local compressive stress, and instead
can only reduce local joint-normal stress to zero. Because
our model does not incorporate the existence of jointnormal compression between joints that are spaced more
closely than their height, it does not accurately capture this
mechanical aspect of the natural system. However, it is
important to note that when viewed in the context of
progressive jointing, the results of Bai and Pollard’s
[2000] static stress analysis do not require that all joints
must be separated by distances greater than their height; a
second joint may initiate very close to an existing joint as
long as the existing joint is more than one joint height away
from both of the neighboring joints on either side of it.
Many joints must be present in a rock layer before this
condition exists at a significant number of joints. By the
time this occurs in our model, the stress reduction caused by
overlapping stress shadows is so great, that even without the
explicit inclusion of joint-normal compression, new joints
are highly unlikely to form between joints that are spaced
less than one joint height from each other. Consequently,
although we do not explicitly include compression between
closely spaced joints in our model, the combined effects of
overlapping stress shadows sufficiently recreates the same
basic behavior, namely, that new joints are effectively
excluded from forming between pairs of joints that are
spaced more closely than the joint height.

3. General Behavior and Viability of the Model
[15] Viable models must reproduce the behavior or characteristics of the natural systems they represent. Since the
precise process of natural jointing is unknown and impossible to directly observe, we cannot absolutely validate
whether any model accurately reproduces the true mechanical behavior of a network of parallel joints. Therefore,
given a sound set of underlying mechanical principles to

Figure 11. General evolution of joint spacing distributions
during the later stages of jointing in the model. Each
histogram combines the spacings obtained for five models,
each with different starting flaw positions, and stopped at
80, 90, 100, 110, and 120 joints. Histogram bin size is 2 cm,
or one tenth the thickness of the jointed layer in the model.
This particular model consistently reached saturation near
120 joints. Inset plot in the top histogram schematically
shows the flaw size distribution used for the model.
7 of 14
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Figure 12. Thickness-spacing relation derived from models run at six different bed thicknesses. Each data point is
the average median joint spacing for five models run at the
same bed thickness, but each with different starting flaw
positions. Numbers next to each data point show the
number of joints at which saturation typically occurred in
each model. In order to ensure that each model contained at
least 50 joints, the models at 100 and 200 cm bed
thicknesses were run with 200 m long beds containing
2000 flaws. Models at 5, 10, 20, and 50 cm bed thicknesses
were run with 100 m long beds containing 1000 flaws. Error
bars representing one standard deviation of the median
spacing at saturation are too small to appear at this scale.
Inset plot schematically shows the flaw size distribution
used for the model.

describe the behavior of the system, the viability of a
jointing model is proven largely on its ability to generate
joint networks whose physical characteristics are similar to
those of natural systems. Three of the most common
characteristics of mechanically confined, parallel joint networks are that rocks tend to appear saturated with joints,
that the median spacing of joints is directly proportional to
the thickness of the layer containing them, and that 1-D
joint spacing distributions are commonly positively skewed
and nonnormal. We conducted a variety of tests to determine whether our model could produce parallel joint
systems with these same characteristics, and here summarize the results of those tests with one example. The
example model used a 20 cm thick, 100 m long bed
containing 1000 flaws between 2 mm and 3 cm in size
(2c in equation (2)). The flaw sizes followed a symmetric
Johnson distribution with g = 0 and d = 1.0 (Figure 5). In
presenting this summary of the model behavior, we note that
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the ability of a model to generate natural-looking output
does not prove the model is ‘‘correct,’’ only that its
simplified version of the jointing process is plausible.
[16] Jointing begins in the model when the remote stress
reaches the fracture stress of the largest flaw. Subsequently,
over the next 3 – 5 MPa increase in remote tensile stress,
there is a general, progressive decrease in the size of the
flaw from which each successive joint initiates (i.e., the
active flaw). Thereafter, increasingly large fluctuations in
active flaw size begin to occur (Figure 9). This transition in
behavior is triggered by the onset of mechanical interaction
among stress shadows around each of the model joints,
which creates an irregular and continually changing distribution of local tensile stress throughout the model. With
continued interaction as more joints form, the remote stress
to initiate each new joint begins to increase rapidly, suggesting the onset of fracture saturation (Figure 10). For our
models we arbitrarily define saturation as the point where
the rate of remote stress increase per joint exceeds 1 MPa.
Soon after reaching this point it becomes ever more difficult
to form new joints in the model, and remote stresses
increase at a rapidly increasing rate. Like natural data sets,
the distribution of joint spacing is nonnormal and positively
skewed throughout all but the early phases of the jointing
process (Figure 11). By running a model to saturation at
different layer thicknesses, we were able to test whether the
median spacing at saturation is proportional to the thickness
of the layer containing the model joints. As shown in
Figure 12, a positive but nonlinear correlation was
discovered, similar to that reported in field data by
Ladiera and Price [1981] and laboratory experiments
by Mandal et al. [1994]. This result, combined with the
model’s ability to accurately reproduce naturally shaped

Figure 13. Effects of mode flaw size on fracture
saturation. Each line is the average number of joints at a
given normalized stress in five models, each conducted with
different starting flaw positions. Error bars show one
standard deviation of normalized stress required to reach a
r
) is
given number of joints. Remote tensile stress (sxx
normalized by the fracture stress of the largest flaw in the
model (sfmin), which is the minimum stress required to
initiate a joint. Inset plots schematically show the flaw size
distributions used for each model.
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models that follow, bed length is set at 100 m, and the stress
shadow is scaled to a bed thickness (i.e., joint height) of
20 cm. With the exception of models described in
section 4.2, each model began with 1000 initial flaws spread
randomly along the layer.
4.1. Influence of Mode Flaw Size
[18] To determine whether joint spacing and saturation
are affected by the absolute magnitude of fracture stress, we
conducted two models with flaw size distributions of the
same shape and range, but with significantly different
modes. Figure 13 illustrates that the rate and manner in
which each model approaches saturation is unaffected by
the mode flaw size in the model. The joint spacing distribution at saturation is likewise unaffected, having a similar
shape and fundamental statistical parameters that are essentially indistinguishable (Figure 14). Both models consistently reach saturation near 120 joints, and display layer
thickness to median spacing ratios (i.e., fracture spacing
ratios, FSR [Gross, 1993]) near 0.25.

Figure 14. Effects of mode flaw size on joint spacing
distribution at saturation. Each plot combines the spacings
from the same five models used to generate the lines in
Figure 13. Bin size in each histogram is 2 cm. Schematic
illustrations of the flaw size distributions used for each
model are shown in the inset plots of Figure 13. Specific
methods to calculate skewness and kurtosis are described by
Casella and Berger [2002, p. 79].

4.2. Influence of Flaw Density
[19] To examine the impact on the model results of
different numbers of initial flaws, we defined flaw density
as the number of flaws per unit model bed length, and
conducted several models at different flaw densities. As
shown in Figure 15, models with flaw densities less than 3
approach saturation more slowly and reach it with lower
numbers of joints and at normalized stresses of only 4 – 5.
Models with flaw densities of 8 or higher approach saturation more rapidly, reach it with 30– 40% more joints, and at
normalized stresses of 8 –10. Consequently, for any given
normalized remote tensile stress, joints are on average more
closely spaced in models with higher flaw density, as

spacing distributions and saturation behavior, indicates
that our modeling procedure is a plausible recreation of
the natural jointing process.

4. Sensitivity Analysis
[17] We conducted a series of models to determine how
the number of flaws and distribution of flaw sizes affected
the 1-D spacing and saturation of parallel joints. In this
analysis it is important to recognize that although we frame
our discussion in the specific context of flaws, the key
variable we are analyzing is in reality fracture stress. By
focusing the investigation around flaws, we are not implying that flaws in rock come in certain sizes, shapes, or size
distributions but that rock fracture stress varies over the
scale of tens of meters. It is the effect of this variable
fracture stress that we are attempting to elucidate. Our
choice of flaw size distribution, ranges, and bounds is
therefore somewhat arbitrary and is meant only to impart
a desired distribution of rock fracture stresses. In all of the

Figure 15. Effects of flaw density on fracture saturation.
Each line is the average number of joints at a given
normalized stress in five models, each conducted with
different starting flaw positions. Error bars show one
standard deviation of normalized stress required to reach a
given number of joints. Remote tensile stress (sxxr ) is
normalized by the fracture stress of the largest flaw in the
model (sfmin), which is the minimum stress required to
initiate a joint. Inset plot schematically shows the flaw size
distribution used for each model.
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greater than at higher flaw densities (i.e., >8). Spacing
distributions at low flaw density are also much more
positively skewed than those at higher flaw density, displaying skewness and kurtosis values that are 1 – 2 orders of
magnitude greater. To eliminate the effect of flaw density on
any of the models that we discuss in sections 4.3 and 4.4,
we conducted each of them at flaw densities of 10.

Figure 16. Effects of flaw density on joint spacing
distribution at saturation. Each plot combines the spacings
from the same five models used to generate the corresponding lines in Figure 15. Note that because of differences in
saturation behavior, the models could not be run to the same
number of joints. Consequently, the histogram for a flaw
density of 1.25 shows the distribution of spacings between a
total of 375 joints combined from five models, each
reaching saturation at 75 joints. The histogram for a flaw
density of 10 shows the distribution of spacings between a
total of 600 joints combined from five models, each
reaching saturation at 120 joints. Bin size in each histogram
is 3 cm. A schematic illustration of the flaw size distribution
used for each model is shown in the inset plot of Figure 15.
Specific methods to calculate skewness and kurtosis are
described by Casella and Berger [2002, p. 79].

demonstrated by the saturation FSR of 0.17 for the model
with flaw density of 1.25 and 0.24 for the model with a flaw
density of 10. The effect of flaw density diminishes with
increasing flaw density, however, and above flaw densities
of 8 – 10, the saturation behavior of the models is essentially
indistinguishable.
[20] As illustrated in Figure 16, joint spacing distributions
are also significantly affected by flaw density. All of the
fundamental statistical parameters we examined are higher
for fracture spacing distributions developed at lower flaw
density (i.e., <3). At low flaw density, there is a greater
number of more widely spaced joints, and the variance of
the fracture spacing distribution is an order of magnitude

4.3. Influence of Flaw Size Range
[21] We investigated the influence of flaw size range on
joint spacing and saturation by conducting two models with
identical flaw size distribution shapes and modes but
different upper and lower bounds. Noting again that the
range in fracture stress is significant here, not the absolute
value of the flaw size, we arbitrarily chose to compare
extremely different flaw size ranges of 1 cm and 50 cm.
Figure 17 illustrates the saturation behavior of these models,
and shows that although both models reach saturation near
120 joints, they approach saturation at different rates. When
the flaw size range is large the models approach saturation
more slowly, and therefore consistently contain fewer joints
than the models with a narrow flaw size range. Consequently, if jointing were to stop prior to saturation, at
values of normalized stress between 1.5 and 3, models with
a narrower range of flaw sizes would consistently have
more joints and lower median joint spacing than those with
a larger range of flaw sizes.
[22] The joint spacing distribution at saturation is not
dramatically affected by differences in initial flaw size range
(Figure 18). Distribution variance is substantially larger
when the flaw size range is small, but the median and
standard deviation of the distributions are essentially the
same. The difference in distribution variance, skewness, and

Figure 17. Effects of flaw size range on fracture
saturation. Each line is the average number of joints at a
given normalized stress in five models, each conducted with
different starting flaw positions. Error bars show one
standard deviation of normalized stress required to reach a
given number of joints. Remote tensile stress (srxx) is
normalized by the fracture stress of the largest flaw in the
model (sfmin), which is the minimum stress required to
initiate a joint. Inset plots schematically show the flaw size
distribution used for each model.
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any given normalized remote tensile stress, and should
therefore display larger FSRs at any given point in the
history of jointing. This difference in FSR is greatest at
normalized stress values less than 5 and diminishes thereafter. Although there is a slight difference in the saturation
behavior of models with left-skewed and symmetric flaw
size distributions, this difference is usually less than the
typical model variability.
[24] Model joint spacing distributions display subtle but
intriguing changes in response to the skewness of the initial
flaw size distribution (Figure 20). Although the median
spacing at saturation is essentially identical, suggesting FSR
would not be influenced by flaw size distribution skewness,
the joint spacing distributions become less positively
skewed as the flaw size distribution moves from strongly
left-skewed to strongly right-skewed. For left-skewed flaw
size distributions the joint spacing distribution is positively
skewed and there is a greater number of joints spaced fewer
than 50 cm apart. For right-skewed flaw size distributions
there are far fewer joints spaced closer than 50 cm apart and
the joint spacing distribution is nearly symmetric. Each
spacing distribution shows a strong mode near 75 cm, and
it could easily be argued that a second mode is present near
110 cm in the joint spacing distribution that developed from
the left-skewed flaw size distribution (Figure 20).

5. Summary of Modeling Results

Figure 18. Effects of flaw size range on joint spacing
distribution at saturation. Each plot combines the spacings
from the same five models used to generate the lines in
Figure 17. Bin size in each histogram is 2 cm. Schematic
illustrations of the flaw size distributions used for each
model are shown in the inset plots of Figure 17. Specific
methods to calculate skewness and kurtosis are described by
Casella and Berger [2002, p. 79].

kurtosis all appear to be related, at least in part, to the fact
that at narrow flaw size ranges there are many more joints
spaced less than 50 cm.
4.4. Influence of Flaw Size Distribution Skewness
[23] We conducted three models to determine the influence of flaw size distribution skewness on the saturation
behavior and joint spacing in our models. Flaw sizes were
generated between constant upper and lower bounds, but
were forced to follow one of three Johnson distributions
corresponding to a right skewed, left-skewed or symmetric
shape (Figure 5). As shown in Figures 19 and 20, the
skewness of the flaw size distribution had a noticeable affect
on both the saturation behavior of the models, as well as the
joint spacing distributions at saturation. Models with rightskewed flaw size distributions consistently approached
saturation more slowly, and generally reached it at lower
values of normalized stress than models with either leftskewed or symmetric flaw size distributions. Models with
right-skewed flaw size distributions contain fewer joints at

[25] Our models suggest that both the variability and
range of rock fracture stress play a significant and, as yet,
underappreciated role in determining the spacing and apparent saturation of sets of mechanically confined, parallel
joints. Because the fracture stress for jointing is directly
related to the sizes, shapes, orientations, and material
properties of the flaws from which joints initiate, the spatial
distribution, range, and distribution of flaw sizes in a rock
are important variables in the progressive jointing process.
Although certainly an oversimplification of the natural
jointing process, our 1-D models reasonably reproduce three
of the key attributes of natural joint networks, and indicate
that flaws affect the saturation and spacing of parallel joint
networks in the following ways.
[26] Mode flaw size has no impact on either the saturation
behavior or spacing of parallel joints. Lower flaw densities
lead to lower FSRs and spacing distributions with a larger
variance, median, skewness, and kurtosis. Beds with lower
initial flaw densities will preserve a greater number of more
widely spaced joints, and even when saturated with joints,
may appear unsaturated when compared with beds with
greater flaw density. Flaw size range affects the rate at
which a layer approaches saturation but not the typical
median joint spacing at saturation. Beds with narrow flaw
size ranges approach saturation more rapidly than those
with large ranges, and therefore will exhibit higher FSR
values throughout the early and middle stages of jointing.
The skewness of a flaw size distribution affects both the
saturation and spacing of parallel joints. Layers with positively (i.e., right) skewed flaw size distributions approach
saturation more slowly than layers with negatively skewed
or symmetric flaw size distributions. Consequently, beds
with positively skewed flaw size distributions are expected
to exhibit significantly lower FSR values throughout the
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Figure 19. Effects of flaw size distribution skewness on fracture saturation. Each line is the average
number of joints at a given normalized stress in five models, each conducted with different starting flaw
positions. Error bars show one standard deviation of normalized stress required to reach a given number
of joints. Remote tensile stress (srxx) is normalized by the fracture stress of the largest flaw in the model
(smin
f ), which is the minimum stress required to initiate a joint. Inset plots schematically show the flaw
size distribution used for each model.

early and middle stages of jointing, but only slightly lower
values near saturation. The effect of flaw size skewness on
joint spacing is subtle and probably difficult to detect in
nature. As a flaw size distribution changes from negatively
to positively skewed, fracture spacing distributions at saturation change from positively skewed to more symmetric,
with decreasing numbers of closely spaced joints and
progressively decreasing variance.

6. Discussion and Conclusions
[27] Although we have demonstrated that flaws have a
discernable effect on the spacing and saturation behavior of
joints, it is improbable that these effects can be unambiguously resolved in natural data sets. A set of mechanically
confined, parallel joints will display spatial density, lengths,
spacings and clustering that reflect the combined effects
during the progressive jointing process, of at least the four
key variables we identify. Determining the specific effect of
any one of these variables in a natural data set will
consequently be difficult until we have improved our
understanding of the progressive jointing process. Rather
than using our results to attempt to distinguish the effects of
flaws on a particular set of data, we instead suggest that our
results be used to guide future mechanical models of
progressive jointing, and to focus the investigation on key
shortcomings of existing models. One such shortcoming
involves the inability of models to generate output that
recreates the persistent observation that in areas of low to
moderate, homogeneous strain, FSRs in rocks are often

near 1. Although this value is commonly taken to
represent a state of fracture saturation, an explanation
remains elusive as to why rocks become saturated with
joints at this particular FSR.
[28] Despite reporting that they discovered an explanation
for fracture spacing in rocks, Bai and Pollard [2000] and
Bai et al. [2000] in fact discovered that previous models
inaccurately described the stress distribution between
closely spaced fractures. This discovery was an important
improvement in our understanding of the mechanical interaction among joints, but it is unclear how these static results
should be incorporated into models of progressive jointing.
The simple 1-D models we conducted clearly reached
saturation, yet did not explicitly include compression between closely spaced joints. Moreover, the typical median
joint spacing in our models was 4 – 5 times the joint height
(FSR = 0.15– 0.25), so that in any model only a few joints
might even have compression between them. In fact, except
for the models with very narrow flaw size ranges, almost all
of the joints in our models were spaced more than twice
the joint height, suggesting that joint-normal compression
is unnecessary for saturation. The reason for this is
unclear, but it suggests that existing conceptual models
of the progressive jointing process are still inaccurate or
incomplete.
[29] The inability of our models to produce realistic
saturation FSRs is disconcerting, but places us in good
company. With the possible exception of Olson [2004], who
because of computational demands had only six joints in his
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effects in a mechanical model of progressive jointing. Our
results suggest that when attempting such tests, future progressive jointing models will more closely capture the characteristics of natural joint networks if they incorporate
variable flaw sizes (i.e., fracture stress) along with total
applied stress or strain, joint propagation velocity, and mechanical interaction.
[30] Acknowledgments. We thank David Keating and I. Camilo
Higuera-Diaz for their useful review comments on an early version of this
manuscript. Two anonymous reviewers and Associate Editor Gideon Rosenbaum are thanked for their constructive criticism.
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