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Abstract
We present a constructivist neural network that
closely models the performance of agrammatic apha-
sics on German participle inflection. The network con-
structs a modular architecture leading to a double disso-
ciation between regular and irregular verbs, and lesion-
ing the trained network accounts for data obtained from
aphasic subjects [6]. We analyze the internal struc-
ture of the network with respect to the representation
of regular and irregular verbs and argue that the con-
structivist neural network presents a more plausible ac-
count of verb inflection than a recently proposed dual-
mechanism theory.
1 Introduction
Recently there has been much research and con-
troversy about the representation of inflectional
morphology in the mind which has mainly ad-
dressed acquisition of the English past tense.
It has become clear, however, that the English
past tense confounds the issues of regularity, fre-
quency and affixation: regular past tense forms
have a higher frequency than irregulars, and they
are the only forms that have an inflectional ending
(-ed). Interest has therefore shifted to the Ger-
man participle in which all verbs show separable
endings and where the regular case is not the most
frequent one.
In this paper we present a constructivist neural
network that models the performance of agram-
matic aphasics with the German participle, and
we compare this model with a dual-mechanism
theory of verb inflection. We show that the model
can account for detailed human data, and that it
presents a more successful and plausible account
of verb inflection than the dual-mechanism the-
ory.
Below, we first review the structure of the Ger-
man participle, the dual-mechanism theory of in-
flection, and agrammatic aphasia. We then de-
scribe the constructivist neural network, the data
used for the simulations, and the training regime.
We analyze the network in terms of the inter-
nal representation it develops, and then report de-
tailed results from experiments with lesioning of
the trained network. Finally, we discuss the im-
plications of the modelling results for the dual-
mechanism theory of inflection and for the suit-
ability of constructivist neural networks in the
modelling of verb inflection.
1.1 The German Participle
German participles are comparable in usage to the
English past tense in describing an event in the
past. There are three groups of participles: Reg-
ular participles are formed by a (prosodically de-
termined) prefix ge-, the verb stem, and the end-
ing -t, e.g., sagen (say) →gesagt (said), lachen
(laugh) →gelacht (laughed). Irregular partici-
ples take the ending -en, e.g., geben (give) →
gegeben (given) and they may also change the
verb stem, e.g., gehen (go) →gegangen (gone),
nehmen (take) →genommen (taken). The third
group are mixed verbs that take the regular end-
ing -t but change their stems like irregulars: wis-
sen (know) →gewusst (known), denken (think)
→gedacht (thought).
The distribution of these verb groups in the
German language is given in table 1.
type token
Regular 1936 (64.71%) 40196 (46.89%)
Irregular 956 (31.95%) 41276 (48.16%)
Mixed 100 (3.34%) 4243 (4.95%)
Sum 2992 (100.00%) 85715 (100.00%)
Table 1: Distribution of the different verb groups
in German (analyzed from the CELEX database).
The numbers are participle frequencies.
In contrast to English, German does not have
a majority of regular tokens1, and the majority of
types2 is less pronounced than in English.
German verbs are often formed by modifying
other existing verbs with a prefix or separable
particle, e.g., in the CELEX database the sim-
plex verb fahren (drive) occurs in 28 composite
forms such as hinausfahren, losfahren, fortfahren
etc. (drive out, drive off, continue). Since a pre-
fix or particle do not alter the way in which the
participle of a simplex verb is formed, we com-
bined all composite forms into one simplex form,
e.g., the 28 types made from fahren were com-
bined into the single type fahren. This simplifica-
tion increased the proportion of regular types in
the corpus, indicating that most of the composite
types that were lost in the simplex version were
irregulars. Since there are many rare verbs in the
CELEX database, we further removed all verbs
1each verb counted according to how often it occurs
2each verb counted just once
with a token frequency of less than ten, resulting
in a corpus of 484 simplex types.
1.2 The Dual-Mechanism Theory of
Inflection
Recently, a dual-mechanism theory of inflection
has been proposed in response to homogeneous-
architecture connectionist accounts [1, 3, 7].
The dual-mechanism theory of participle in-
flection postulates two qualitatively distinct path-
ways for the production of regular and irregular
participles. While irregular forms are stored in
an associative memory, regular forms are con-
structed each time they are produced by the ap-
plication of a mental rule (for German: “add -t
to the verb stem”). There are different theories
of how these two pathways interact, the Blocking
Principle [see e.g., 3] being the most prominent
one: when a participle is to be produced, the asso-
ciative memory is first searched for a correspond-
ing entry and the retrieval of such an entry blocks
activation of the rule-path. If no entry is found,
however, the (default) rule is applied.
Westermann [9] argued for a middle position
between homogeneous connectionist and dual-
mechanism theories of verb inflection, describ-
ing a constructivist neural network that grows a
modular architecture based on a single processing
mechanism. The network successfully modelled
human data and it developed specialized path-
ways for different participles, but in contrast to
the dual-mechanism theory there was no qualita-
tive distinction in the processing of regular and
irregular verbs.
In this paper we use a similar constructivist
neural network for modelling the performance
of agrammatic aphasic subjects described in [6].
Comparing the results of our model with the hu-
man aphasic performance and investigating the
internal structure of the network model can lead
to insights into the human processing mechanisms
for inflectional morphology.
1.3 Agrammatic Aphasia
Agrammatic Broca’s aphasia is a language disor-
der that is generally caused by a stroke predom-
inantly affecting anterior parts of the left hemi-
sphere. One of the characteristic symptoms of
Broca’s aphasia is the tendency to omit or con-
fuse inflections [4]. Investigating the precise na-
ture of these deficits can therefore lead to in-
sights into the internal representation of inflec-
tional morphology. Penke et al. [6] analyzed data
from eleven aphasic subjects who each produced
39 regular and 39 irregular participles in a sen-
tence completion task with respect to regular and
irregular errors, overregularizations and irregular-
izations, frequency effects, and effects of ablaut-
patterns on error rates.
2 Network Model
For the simulations described in this paper, a
modified version of the constructivist Supervised
Growing Neural Gas (SGNG) network [2] was
used. This model has previously been success-
fully applied to modelling the acquisition of the
English past tense [9]. The SGNG algorithm con-
structively builds the hidden layer of a radial basis
function (RBF) network. Each hidden unit has a
Gaussian activation function and thus acts as a re-
ceptive field (rf) for an area of the input space.
The problem in building RBF networks is to de-
cide on the number and positions of the hidden
units. The SGNG algorithm solves this problem
by constructing the hidden layer during learning,
adding units when and where they are needed.
The network starts with just two units in the hid-
den layer, each covering roughly half of the input
space (see figure 1). The network tries to learn
the task with this architecture (by adjusting the
weights with e.g., quickprop), and when learning
no longer improves performance, a new unit is in-
serted. The place where the new unit is inserted
is determined by the classification error resulting
from treating inputs within one rf as similar: the rf
that previously caused the highest error is shrunk
and the new unit is inserted next to it. The idea
here is that a unit which produces a high output
error is inadequate, and therefore more structural

































































Figure 1: Receptive fields covering the input
space at the beginning (left) and the end (right)
of learning.
Figure 1 shows a hypothetical start and end
state in a two-dimensional input space. While ini-
tially only two rfs cover the whole of the space,
later hidden units have been inserted with differ-
ent densities across the space to account for the
specific learning task.
Figure 2 shows the network architecture. The
input layer takes a phonological representation of
the verb infinitive, and the output layer has one
unit for each possible output class (see below).
The hidden layer initially consists of only two
units but is grown during learning. There are
direct connections from the input to the output
layer, and each hidden unit is fully connected to
the output layer.
3 Data
The 484 verbs (see section 1.1) were classified ac-
cording to the way in which their participles are
formed (i.e., type of stem change and inflectional
ending), resulting in a total of 21 classes, one of
which was the regular class, four were for mixed
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Figure 2: The initial architecture of the network.
Each phoneme was represented by a 7-bit fea-
ture vector with features such as fricative, plosive,
voiced etc. for consonants, and front, high, open
etc. for vowels. Presence of a feature was encoded
with 1 and absence with -1.
For the training of the network, the phono-
logical representation of the infinitive of each
verb was then inserted into a template consisting
of three syllables: XCCCVVCC-XCCCVVCC-
XCCCVVCC; C stands for consonant, V for
vowel, and X for whether the syllable is stressed
or not. Since the endings of verbs are significant
for the determination of the participle class, the
verbs were right-aligned in this template. Table 2






Table 2: Template representation of the verb in-
finitives.
The resulting network had 150 input units
(three syllables with seven phonemes each repre-
sented by seven features, plus one stress-bit per
syllable), and 21 output units for the 21 inflection
classes.
4 Training
The task to be learned by the network was the
mapping from the phonological representation of
the verb infinitive to the class of its participle.
Viewing the learning of the participle as a classifi-
cation task avoids confounding it with phonolog-
ical details such as different pronunciation of reg-
ular forms depending on the last stem phoneme
(holen →geholt vs. landen →gelandet).
From the corpus of 484 simplex verbs 20,000
verb tokens were randomly extracted according
to their frequency. To ensure that each verb oc-
curred at least once, all verb types which had not
been randomly selected were added onto the re-
sulting corpus with a token frequency of one (this
concerned just one verb).
The structure of the resulting training corpus is
shown in table 3.
The constructivist network was trained on this
corpus as outlined in section 2. After 5411
epochs, performance on the training data reached
100% and all verbs were classified correctly for
their participle class.
type token
Regular 358 (73.97%) 9128 (45.64%)
Irregular 117 (24.17%) 9104 (49.18%)
Mixed 9 (1.86%) 1769 (5.18%)
Sum 484 (100.00%) 20001 (100.00%)
Table 3: Structure of the training corpus.
4.1 Developed Network Structure
The final structure of the network consisted of 318
hidden nodes (receptive fields, rfs), which cor-
responds to an average of 1.52 verbs per node.
However, a closer investigation of how receptive
fields responded to individual verbs revealed a
significant distinction between regular and irreg-
ular verbs: while 220 rfs responded to regular
verbs, 109 responded to irregulars (some rfs re-
sponded to both regulars and irregulars). Given
the ratio of regulars and irregulars in the corpus,
this means that on average, each regular verb used
60% of an rf while each irregular used 93%. In
other words, regular verbs shared a receptive field
with other verbs, while each irregular used almost
a whole receptive field. For example, the four
regular verbs malen, baden, bahnen, and bannen
were all covered by the same rf, whereas there
were never more than two irregulars covered by
the same rf.
Numerical evidence for the uneven distribution
of the rfs in input space comes from computing
the mean and standard deviation of the average
distance from each unit to its nearest neighbour,
and comparing the result with a random distribu-
tion of units in input space. For the trained net-
work the mean distance from a hidden unit to its
nearest neighbour was d = 8.70 with a standard
deviation σ = 7.22. This result was compared
with averaging over 100 trials with 318 randomly
distributed units which yielded d = 75.08 and
σ = 4.22. d being significantly smaller in the
network than in the random distribution indicates
that the units populate only a subspace of the in-
put space, while the higher variance shows a non-
homogeneous distribution in this subspace.
The uneven distribution of resources indicates
one advantage of constructivist learning, namely,
the allocation of structure where it is needed to
enhance learning, in this case, for the more diffi-
cult irregular verbs.
5 Lesioning Experiments
In order to model the results obtained from
agrammatic aphasics [6] the network model was
lesioned in different ways. It was assumed that
the removal of weights in the network model cor-
responds to the destruction of neural tissue in the
brain by a stroke.
The output in the network was produced
through two routes or pathways: the direct con-
nections between the input and the output layer
that existed prior to the training of the network,
and the connections from the growing receptive
field layer to the output layer. We investigated the
role of these two pathways by lesioning them in-
dividually and by randomly lesioning the whole
network to different degrees.
5.1 Lesioning of pathways
Lesioning the individual pathways resulted in a
double dissociation between regular and irregular
verbs in the network, with mixed verbs behaving
like irregulars. Figure 3 shows that when the di-
rect input-output connections were removed, per-
formance for the regular verbs was significantly
worse than for irregulars. By contrast, lesioning
of the hidden-output pathway lead to the oppo-
site effect: performance for the regular verbs was
hardly affected at all, while there was a marked
decrease in performance for irregulars. This result
corresponds to the findings reported in [6]: eight
of the eleven tested aphasic subjects made signifi-
cantly more errors with irregular verbs (41%) than
with regulars (9%), the other three showed no sig-
nificant differences between regular and irregular
errors. Lesioning the connections from the re-
ceptive fields to the output layer in the network





















Figure 3: Double dissociation between regular
and irregular (and mixed) verbs when lesioning
the two pathways in the network.
Based on this result we investigated the perfor-
mance of the lesioned network with respect to the
more detailed results described in [6].
One of these results concerned the types of er-
rors made by the aphasics: all subjects who made
more errors on irregulars than on regulars over-
generalized the regular ending -t to irregular
verbs, but they only rarely irregularized regular
verbs. The same result was found in the network
model: 65.2% of the irregular/mixed errors were
overregularizations, but only 16.4% of the errors
with regulars were irregularizations.
Another result obtained from the aphasic sub-
jects was a frequency effect: based on the dual-
mechanism hypothesis that regular forms are pro-
duced on the fly while irregular forms are fully
stored in a lexicon, Penke et al. [6] predicted that
the token frequency of irregular verbs would have
an effect on the error rate with the more frequent
irregulars being more robust, while no such effect
should exist for regular verbs (since both frequent
and infrequent regular participles are produced on
the fly and thus not affected by a memory deficit).
This prediction was confirmed in their experi-
ments: the error rate for infrequent irregular par-
ticiples was significantly higher than for frequent
ones, while no such effect occurred for regulars.
Again, we were able to model this result in the le-
sioned network (see figure 4): when tested on the
same verbs as the aphasic subjects, frequent irreg-
ulars showed fewer suffixation-errors than infre-
quent ones, whereas error rates for frequent and

































































C C D DE E mean participle frequencyerror rates
infrequent frequent infrequent frequent
irregular participles regular participles
Figure 4: Frequency distribution of suffixation
errors with regular and irregular participles in
the neural network model. The lines shown are
the mean participle frequencies, based on the
CELEX-database. The columns show the distri-
bution of errors for infrequent and frequent irreg-
ular and regular participles.
Based on a neural network model of the acqui-
sition of the German participle, Westermann [8]
had argued that regularity and irregularity are two
ends of a continuum: a regular verb can be said to
be “very regular” if it is similar to other regulars
and dissimilar to irregulars. It can be said to be
“less regular” if it is dissimilar to other regulars
but similar to irregulars. The reverse is true for
irregulars.
A regularity continuum would predict that “less
regular” regulars, being more similar to irregu-
lars, should be more error prone than “very reg-
ular” regulars. Penke et al. [6] analyzed the distri-
bution of verbs with respect to stem vowels and
found that for the stem vowel <e>, irregulars
outnumber regulars, whereas for the stem vowels
<au>, <o¨>, <a¨> and <u¨>, regulars outnum-
ber irregulars. Therefore, regular verbs with <e>
should have a higher error rate because they are
similar to irregulars. For irregular verbs, more
overregularizations should occur for verbs with
<au>, <o¨>, <a¨> and <u¨> than for those with
<e>, because they are “less irregular”.
This prediction was confirmed in the analysis
of the aphasic data: all regular suffixation errors
occurred with <e>-regulars. For infrequent ir-
regulars, significantly more errors were made for
verbs with <au>, <o¨>, <a¨> and <u¨> com-
pared with <e>.
We tested our lesioned network model for the
same effect and found the same results: the er-
ror rate for <e> regulars was 78.9% compared
with an average error rate for the four other stem
types of 1.38%, indicating that <e>-regulars are
more irregular than others. For irregulars the re-
sults were opposite: <e> forms had an error rate
of 75% whereas the other forms were all wrong
(100%).
5.2 Global Lesioning
The results reported so far indicate that the spe-
cific lesioning of the receptive field pathway in
the network model can account for details of the
morphological impairment in agrammatic apha-
sia. However, such selective lesioning would sug-
gest that the pathways are locally distinct and that
a stroke would always affect one but not the other
pathway. In this case it is hard to explain why
often in agrammatic aphasia regular inflection is
selectively spared while irregular inflection is im-
paired, whereas it is not clear that the reverse case,
i.e. the selective sparing of irregular inflection, oc-
curs at all.
We therefore investigated the effects of glob-
ally lesioning the network to different degrees,
without making a distinction between the input-
output and the hidden-output pathways. Over 100
trials, the network was lesioned in 5%-steps by
randomly removing weights from both pathways.























Distribution of 2000 regular/irregular error pairs
Figure 5: Performance on regulars vs. irregu-
lars for 100 lesioning trials at 20 lesioning steps
each. Greyscale indicates degree of lesioning
(from dark to light). Data for the aphasic subjects
are marked by circles.
Although the average tendency of the lesioned
networks was to perform better on regulars than
on irregulars, there were significant differences
between individual trials and degrees of lesion-
ing. Figure 5 shows the performance on regular
vs. irregular participles for 100 random lesion-
ing trials with 20 lesioning steps each (0%–100%
in 5%-intervals). The data for the eleven apha-
sic subjects from [6] are also displayed. The fig-
ure shows that in the model the degree of lesion-
ing (indicated by the greyscale) is only a rough
predictor of performance. For example, selective
sparing of regulars with almost total breakdown
for irregulars (bottom right corner of the plot) oc-
curs for a wide range of degrees of lesioning.
However, all aphasic data are well within the
range of performance predicted by the simula-
tions, and at the same time the model predicts
that a selective sparing of irregulars (top left cor-
ner of the plot) should occur only very rarely or
never at all. This result shows that although there
is considerable variability in the performance of
agrammatic aphasics, different lesioned networks
can yet model the performance of each of them.
The model is not over-general, however: like in
aphasic subjects, a selective sparing of irregulars
with a breakdown of regular inflection did not oc-
cur in any of the lesioning trials.
Why does global lesioning lead towards a se-
lective impairment of irregulars while regulars are
more or less spared? The answer could lie in
the fact that each verb, regular and irregular, ac-
tivates a receptive field in the hidden layer which
contributes to the production of the correct out-
put class. However, only the regular verbs are
produced correctly even without the hidden layer
pathway (section 5.1). Therefore, when connec-
tions in both pathways are lesioned, there is a
higher probability for regular verbs to retain one
intact pathway, leading to a correct production
of the participle in more cases than for irregular
verbs.
Connections from the receptive fields to the
output layer are highly specific: there are often
strong connections to the one output unit which
represents the inflection class of the verb covered
by a particular rf, and most of the other connec-
tions have very small weights. The loss of such a
specialized connection will lead to the production
of a wrong participle for that verb.
6 Discussion
The processing in the two pathways of the net-
work model could be viewed as distinct: the direct
input-output pathway operates on the structure,
that is, the phonological representation of the in-
put verb. By contrast, a receptive field constitutes
a localist representation where one activated unit
represents a whole verb. While this type of net-
work might at first sight correspond to the dual-
mechanism theory proposed in [1, 3, 7], a closer
look reveals that there are significant differences:
although the network develops two pathways to
produce the correct participle of all verbs, it does
not employ two distinct mechanisms in the pro-
duction of regular and irregular forms. Instead,
through the single mechanism of activation propa-
gation and weight adaptation, each verb produces
activation in each of the pathways, and the path-
ways collaborate to produce the correct participle
class.
Furthermore, the constructivist network does
not correspond to the principle of the dual-
mechanism model which maintains that the par-
ticiples of irregular verbs are stored as full forms
whereas regular participles are produced by a rule
mechanism: in the model, no full participle forms
are stored; instead, they are produced through
transformations of two different representations
(distributed phonological and localist receptive
field) of the verb infinitive.
The neural network model avoids many of the
problem associated with the dual-mechanism the-
ory of inflection:
• The collaboration between both pathways for
every verb makes unnecessary an explanation
of which pathway becomes active under which
circumstances such as the Blocking Principle
(see section 1.2). An implementation of this
principle [5] showed that it does not improve
the performance of a single-mechanism model.
• Mixed verbs which combine an (irregular) stem
change with a (regular) -t ending do not fit
into a dual-mechanism model that postulates
encapsulated pathways without interaction, and
they are generally ignored in dual-mechanism
treatments of verb inflection [1, 3]. Further,
the dual-mechanism theory cannot account for
a regularity continuum which implies associa-
tive effects even for regulars. In the network
model, however, the regularity continuum is
natural and the integration of mixed verbs is
straightforward: the degree of (ir)regularity is
determined by the activation of each of the two
paths.
• A dual-mechanism theory cannot easily ac-
count for the fact that agrammatic aphasia pro-
files in which irregular verbs are selectively
spared but regulars are impaired seem to oc-
cur only very rarely. Such a profile would arise
from a stroke affecting only the rule-path. On
the other hand, the observed selective impair-
ment of irregulars can in the dual-mechanism
theory only be explained by a stroke affecting
specifically the associative memory, which im-
plies a local distinction between the two path-
ways. These strong assumptions, that the path-
ways are locally distinct but only one of them
is ever selectively affected by a stroke, are un-
necessary in the constructivist network model:
the profiles observed in aphasics arise from the
global lesioning of the whole system without
a local distinction between pathways based on
the fact that regulars can employ two represen-
tations of the system input and are therefore
more robust than irregulars which rely on one
highly specialized representation alone.
• In the network model, different lesioning tri-
als lead to different performance profiles which
nevertheless fall within the range observed in
human aphasic data. The network model can
therefore account simultaneously for the con-
siderable variability between aphasic subjects
and for the general absence of certain profiles
(selective irregular sparing).
7 Conclusions
In this paper we have presented a constructivist
neural network model that accounts for detailed
results from the study of agrammatic aphasic pro-
cessing of the German participle. Such results
have often been used as arguments against “con-
nectionist” accounts of morphological processing
[1, 3], but these criticisms have confounded the
issues of a single processing mechanism and a ho-
mogeneous network architecture. We have argued
elsewhere [9] that constructivist neural networks
growing a modular architecture avoid many of the
shortcomings of fixed-architecture, homogeneous
networks, and the results presented in this paper
give further evidence for the claim that construc-
tivist modular neural networks constitute plausi-
ble models of human morphological processing.
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