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The decays of B-hadrons have been reconstructed using the charged particles recorded in the DELPHI silicon 
microstrip detector. The sum of the charges of the secondaries determines the charge of the B-hadron parent. Some 
232 114 multihadronic Z ° decays recorded uring the 1991 run of LEP at centre-of-mass energies between 88.2 GeV 
and 94.2 GeV yield 253 B-hadron candidates with well-measured charge. From these the mean lifetimes of neutral 
and charged B-hadrons are found to be 1.44 -4- 0.21(stat.) + 0.14(syst.) ps and 1.56 + 0.19(stat.) + 0.13(syst.) ps 
respectively. The ratio of their lifetimes is 1.09_+°1238 (star.) -4-0.11 (syst.). Under some assumptions on the abundance 
and lifetime of the A ° and B ° states, the B ° and B + lifetimes are inferred. 
1. Introduction 
The aim of this analysis is to measure the charged 
and neutral B-hadron lifetimes using the event opol- 
ogy, without explicit identification of the final states. 
The method is entirely dependent upon finding the 
production and decay vertices using the charged parti- 
cle tracks, and therefore relies largely upon the vertex 
detector of DELPHI to identify which charged parti- 
cles come from a secondary vertex, and hence to en- 
sure that the B charge #1 is well estimated. 
According to the spectator model [ 1 ], the light con- 
stituents are expected to play a passive role in weak 
decays of hadrons composed of a heavy quark and 
light quarks. This model predicts that the lifetimes 
of all weak decays with a heavy quark are equal and 
are determined by the lifetime of the heavy quark. 
However, the lifetime differences between charmed 
particles clearly indicate corrections to the spectator 
model. 
A brief description of the detector can be found in 
section 2. Section 3 details the event selection proce- 
dure and section 4 describes the fit technique. The B 
lifetime results are presented in section 5. 
#1 The symbol B means charged or neutral B-hadron. 
2. The apparatus 
The DELPHI detector has been described in detail 
elsewhere [2]. Only the properties relevant o this 
analysis are summarized here. 
In the barrel region, charged particles are measured 
by a set of cylindrical tracking detectors whose z axes 
are common with the beam direction and with the 
axis of the solenoidal magnet which produces a 1.23 T 
field. The coordinate system is defined by the az- 
imuthal angle ~b and the radius R from the axis, and 
either the polar angle 0 to the electron beam direc- 
tion, or the z distance along that direction. 
The Time Projection Chamber (TPC) is the main 
tracking device. Charged particles tracks are recon- 
structed in three dimensions for radii between 30 cm 
and 122 cm with up to 16 space points for polar an- 
gles between 390 and 141 ° , and four or more space 
points for polar angles between 21 ° and 39 ° and be- 
tween 141 ° and 159 ° . 
Additional measurements are provided by the inner 
and outer detectors. The inner detector (ID) is a cylin- 
drical drift chamber covering radii between 12 cm 
and 28 cm and 0 between 29 ° and 151 °. A central 
jet chamber giving up to 24 R~b coordinates i sur- 
rounded by five layers of proportional chambers pro- 
viding both R~b and z coordinates. The outer detector 
has five layers of drift cells at radii between 198 cm 
and 206 cm and 0 between 42 ° and 138 °. 
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The vertex detector (VD) [3] used in this analysis 
consisted of two independent half shells of silicon mi- 
crostrip detectors inserted between the beam pipe an 
the ID. Each half shell had three concentric and over- 
lapping layers of silicon microstrip detectors located 
at average radii 6.3 cm, 8.8 cm and 10.9 cm. The over- 
lap between detectors in a layer was about 10%; the 
split between the two half-shells also had this overlap. 
The vertex detector measured three R~b coordinates 
for particles with polar angle between 43 ° and 137 °. 
The intrinsic precision of the microstrip detectors was 
measured to be 6/~m and the precision of a R~b mea- 
surement on a charged particle was 8 /zm. A three- 
dimensional survey of the sensitive lements (with a 
precision in R~b of 20 ~m) provided the alignment 
prior to installation. The final alignment used Z ° de- 
cays into muon pairs or hadronic final states. Parti- 
cles passing through the overlapping VD layers were 
used as a cross-check on this alignment. Fibre op- 
tic and capacitive devices monitored the stability of 
the detector during the data-taking and showed the 
maximum movements of the detector to be less than 
10/~m. 
To measure charged particle tracks accurately 
needed a combination of VD, ID, TPC and OD de- 
tectors. In particular the vertex detector precision 
alone was not sufficient to measure accurately the 
particle momenta, or even the charges. Tracks from 
one detector were thus associated to the next compo- 
nent, a procedure which in general started from the 
TPC tracks, and an overall track fit was applied to 
each particle. 
The position and size of the LEP beam was found on 
a run by run basis, as described in ref. [4]. The mean 
intersection point of charged particle trajectories with 
this beam spot was checked and showed negligible 
residual systematics. 
3. Event analysis 
3.1. Hadronic event selection 
Only charged particles measured in the tracking 
chambers and with a momentum p above 0.1 GeV/c,  
a measured track length over 50 cm and an angle to 
the beam axis exceeding 25 ° were used in this analy- 
sis. 
The sum of the energies of these charged particles in 
each of the forward and backward hemispheres (with 
respect o the beams) was required to exceed 3 GeV, 
and the total energy had to be more than 15 GeV, as- 
suming the pion mass for each particle. Furthermore, 
at least six charged particles were required with mo- 
menta over 0.2 GeV/c. These cuts selected 232 114 
events as hadronic Z ° decays. 
After this hadronic event selection, the JADE jet 
clustering algorithm [5] was applied with a scaled 
invariant mass squared cut of 0.04. The mean number 
of jets per event was 2.39. 
3.2. Charged particle selection 
The charged particles from light hadron decays or 
from secondary interactions can confuse an attempt 
to find a secondary vertex close to the beam spot. To 
reduce this problem all pairs of oppositely charged 
particles were combined to see if they were consistent 
with a Ks ° decay or 7 conversion. About 0.1 Ks ° and 
0.25 7 per event were identified and the charged par- 
ticles tagged so that they were not considered further. 
After the jet finding and pair rejection, only charged 
particles with momentum over 0.5 GeV/c and lying 
within 40 ° of the jet axis were used in the subsequent 
analysis. Only jets with at least three such charged 
particles were accepted. All selected particles in the jet 
were required to have hits on at least wo (of the three) 
different layers of the vertex detector, in order to be 
considered to be reliably measured. Only one jet in 
five met this requirement. Over half the loss of jets was 
due to purely geometric effects coming from the finite 
size of the vertex detector. The remaining loss was 
attributed to interactions in the material beyond the 
silicon, vertex detector inefficiencies and track fitting 
problems. 
The effect of these two requirements on the data 
sample is listed in the first three rows of table 1. Also 
shown are the results of a full Monte Carlo simula- 
tion, starting from Z ° decays generated by the pro- 
gram JETSET 7.3 [6] and including particle interac- 
tions in materials and detector esolutions [7]. The 
fractions of the four dominant B species assumed in 
this simulation can be seen in table 3 below; their life- 
times were all taken to be 1.2 ps except for the A~ 
whose lifetimes was set at 1.3 ps. 
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Table 1 
Cumulative ffect of each selection on the 232 114 data and 369 609 simulated selected hadronic events. 
5 August 1993 
Selection Number of jets 
data simulation ratio 
initial jet sample 
>/ 3 charged panicles per jet 
each particle with >/ 2 VD hits 
not all from primary vertex 
clear secondary vertex 
554484 878285 0.63 
499178 793053 0.63 
96659 187199 0.52 
41941 72147 0.58 
6528 11502 0.57 
It can be seen in table 1 that the requirement of 2 
vertex detector hits on each charged particle was not 
well reproduced by the Monte Carlo simulation. This 
probably reflected the difficulty of reproducing par- 
ticle reinteractions and track association. The proba- 
bility of having two hits on any given particle track 
in the data was 96% to 99% of that in the simulation 
for momenta below 20 GeV/c; this fraction was lower 
for particles of higher momentum. 
3.3. Calibration of track extrapolation errors 
The assignment of particles to the primary vertex 
or B-hadron used the extrapolated track positions in 
the plane perpendicular to the beam direction. An ac- 
curate knowledge of the uncertainty on this extrapo- 
lation was therefore ssential. The z coordinate was 
much less precise than R~b, therefore the vertex recon- 
struction used only the R~b projection of the charged 
particle tracks with the z coordinate used to resolve 
ambiguities. 
There were two contributions to the extrapolation 
error: the intrinsic measurement resolution (ameas) 
and the multiple scattering (trscat). The track extrap- 
olation error, trR~, was parameterized by 
2 O'scat aRC = O'meas + ~ , ( 1 ) 
p2 sin 3 0 
where p is the particle momentum in GeV/c and 
0 is its polar angle. The coefficients O'meas and ascat 
were determined using the same charged particles as 
were used in the analysis. In all jets with at least four 
charged particles, the three particles of highest mo- 
mentum and the three particles of lowest momentum 
were each taken to form a vertex, and the Z2 prob- 
ability, P(Z2), that all three come from a common 
point was found. This Z 2 probability was required 
to be greater than 0.2. The coefficients (arneas) and 
(ascat) were varied until a flat distribution was ob- 
tained for both the high and low momentum triplets. 
The high momentum distribution was more sensitive 
to the asymptotic uncertainty, and the low momen- 
tum distribution to the multiple scattering. The values 
obtained, O'meas ----- 30 ± 3 / tm and tr~a, = 70 + 4 ~m, 
represent an average over different classes of track, 
and are slightly larger than those in ref. [ 3 ], for which 
hits in all three silicon layers were required on each 
charged particle. 
3.4. Secondary vertex identification 
Particles had to be assigned to the correct vertex in 
order to determine the charge of the B-hadron. Each 
jet was examined independently. If  produced by a b- 
quark it will in general contain several vertices: the 
primary interaction, b decay, c decay and perhaps 
decay. However, in order to simplify the analysis, the 
jet was assumed to contain only the primary vertex 
and a single decay vertex. The flight distance of sec- 
ondary charmed hadrons from B decay was thus ig- 
nored. 
A vertex was formed from all selected particles in 
the jet constrained to pass through the measured beam 
spot, which was assumed to have a size of 150/tm 
by 10/~m. If there was a resolvable secondary vertex, 
then the Z 2 probability that all charged particle tracks 
come from a single vertex consistent with the beam 
spot was very small. Therefore, if  the jet vertex had a 
Z 2 probability greater than 1% it was not considered 
further. 
Next all the particles within the same jet were di- 
vided into two groups, with all possible permutations 
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being tried. One group was used to make a vertex 
which was constrained by the beam spot, while a sec- 
ondary vertex was formed using the particles in the 
other group with no such constraint. At least two par- 
ticles were required in the secondary vertex. The com- 
bined Z 2 probability, for which the number of degrees 
of freedom is the number of particles minus two, was 
required to exceed 1%. If there was one and only one 
combination which satisfied this requirement, a satis- 
factory secondary vertex was considered to have been 
found. Jets with more possible combinations were re- 
garded as ambiguous, and rejected. 
3.5. Secondary vertex selection 
After these requirements (see table 1 ), the invari- 
ant mass at the secondary vertex, M~s, was calculated, 
assuming that all charged particles were pions. Fig. 1 
shows the mass distribution for data and Monte Carlo 
simulation, after all other selections have been ap- 
plied, and with the simulated events subdivided into 
different quark flavours. A K ° peak can be seen, be- 
cause the criteria for their prior removal were very 
tight. The observed mass was less than the true mass 
~ 225 
~ 175 b- 
125 k- 
100 
75 
DELPHI 
• Data 
50 
25 
Mass (GeV/c 2) 
Fig. 1. The reconstructed mass, Mv~ s, for data and Monte 
Carlo simulation, with the cut at 2.2 GeV/c 2 indicated by the 
dashed line. The simulation has been weighted to correspond 
to a B lifetime of 1.5 ps and normalized to the same number 
of selected vertices as the data. All selections have been 
made except for the missing charged particle search and the 
mass cut. A residual peak of Ks ° can be seen, because the 
rejection criteria were conservative. 
because of the unused neutral particles and missing 
charged particles. On the basis of the observed is- 
tribution of the different quark flavours in the sim- 
ulated sample, B decays were selected by requiring 
that M~s be greater than 2.2 GeV/c 2. The absence of 
events above the kinematic limit at about the B ° mass 
is consistent with the expectation of a correct assign- 
ment of particles to the vertices. 
Table 2 shows this and the other selections ex- 
plained below. It has two columns for the simulation 
in which generated B particles lifetimes were 1.2 ps 
except for the A ° which was 1.3 ps. The first column, 
labelled unweighted, counts vertices in a straightfor- 
ward manner, while in the second they are weighted 
to simulate a B-hadron lifetime of 1.5 ps. This weight 
is W = ( tg / t r )exp( t /Zg  - t / t , ) ,  where tg is the 
generated lifetime, Zr is the required lifetime and t 
is the proper time of the B decay. This procedure 
demonstrates the consistency of the selections if the 
mean B lifetime is around 1.5 ps. 
The transverse distance between the two vertices, 
IR~, was calculated, and its uncertainty, at, was de- 
rived from the vertex errors. The vertices were used 
only if this uncertainty was less than 600/~m, to re- 
move configurations with nearly parallel charged par- 
ticle tracks. This rejected few B candidates, as their 
typical uncertainty was 190/tm. 
Next, the vector sum of the momenta of all the 
particles assigned to the secondary vertex was found, 
and its azimuthal angle, ~bmom, obtained. Taking the 
azimuthal angle, ~bgeom, of the vector joining the pri- 
mary and secondary vertices, the difference ~b = 
~bmorn - ~bgeom was computed. This was expected to be 
near zero for B candidates because the momentum 
will point in the same direction as the line of flight. 
However, ~bmom did not coincide with the B momen- 
tum, mostly due to the momentum carried by neu- 
tral particles. Furthermore, the measurement of the 
primary and secondary vertices produced an error on 
8~b which decreases with increasing decay length. The 
error, ar~, was parameterized from the Monte Carlo 
simulation as V/0.0332 + (140/tm/ln~) 2. Only ver- 
tices with ,~/ar¢~ less than three were accepted. 
A comparison of these quantities and their errors 
in real and simulated ata indicates that they are well 
modelled by the Monte Carlo simulation, as might be 
inferred from table 2. The following additional crite- 
ria were applied: 
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Table 2 
Cumulated effect of each selection applied to the vertices. See section 3.5 for a discussion of the weighting procedure. 
Selection Number of vertices 
data unweighted weighted 
simulation ratio simulation ratio 
initial vertex sample 6528 
mass > 2.2 GeV/c 2 544 
at < 600 /~m 514 
~¢/a~ < 3 455 
number of jets ~< 3 451 
IR~. < 4 cm 436 
l~  n > 5a! 428 
P(X 2) > 0.10 265 
no missing charged particle 253 
11502 0.57 11881 0.55 
744 0.73 935 0.58 
706 0.73 898 0.57 
612 0.74 804 0.57 
601 0.75 791 0.57 
568 0.77 758 0.58 
566 0.76 756 0.57 
360 0.74 496 0.53 
341 0.74 473 0.53 
- The number of jets in the event was required to be 
three or less, which reduced the chance of assigning 
the charged particles from a B decay to more than 
one jet. Note that if this happened the particle would 
have been ignored, and the charge would almost cer- 
tainly be wrong. This rejected 1% of the events. 
- The decay length, IR~, was required to be less than 
4 cm, well inside the beam pipe. This rejected 3% of 
events. 
- The minimum acceptable decay length (see sec- 
tion 4.2.1 ) was more than 5 at. 
- The Z 2 probabil ity of the accepted vertex combina- 
tion was required to be greater than 10%, while pre- 
serving the previous criterion that no other combina- 
tion should have a probabil ity over 1%. A fiat prob- 
ability distribution is not expected for the correct as- 
signment in B events, because of the decay length 
of the charmed hadrons. By requiring this large dif- 
ference in probability, the chance of associating the 
wrong particles to the secondary vertex has been min- 
imized. 
The decay length distribution for the vertices finally 
selected is shown in fig. 2. The mean charged multi- 
plicity of the accepted secondary vertices was 3.75 + 
0.08 for the data and 3.60 + 0.07 for the Monte Carlo 
simulation. This showed agreement between simula- 
tion and data, but is not the mean charged particle 
multiplicity in B decay, which was 5.1 in the simula- 
tion. The difference is due to bias in the selections, 
not to losing 1.5 tracks per jet. 
E 
50 
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30 
20 
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4 8 12 16 20 24 28 la. ~ (mm) 
Fig. 2. The R~b decay lengths of the accepted events in Monte 
Carlo simulation and data. 
3.6. Missing charged particle search 
The analysis requires a good estimate of the charge 
of the decaying B-hadron, and so the loss of charged 
particles must be minimized. Hits in the vertex detec- 
tor compatible with being produced by a particle com- 
ing from the B decay, but not associated to any par- 
ticle track reconstructed by the main tracking cham- 
bers, are an indication of inefficiencies in the tracking 
system or interactions before the TPC. To avoid in- 
troducing an error in the measured charge, jets which 
contained such hits were removed as follows. 
The vertex detector was searched for unassociated 
hits in all three layers which form a circle consistent 
with coming from the B decay point. The errors on 
the individual silicon points were considerably arger 
than the 8 #m previously stated since the z of the hy- 
pothetical particle was unknown, and the detector el- 
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ements were not perfectly parallel to the z axis. This 
led to an extrapolation precision, based on the vertex 
detector alone, of around 400/~m. A candidate parti- 
cle formed in this way was therefore regarded as com- 
patible with the B decay point if its distance of clos- 
est approach to that point was less than 1 ram. To be 
accepted it had to be within 40 ° in ~b of the jet direc- 
tion with a momentum to the beam direction, Pr, of 
more than 0.5 GeV/c. 
The accuracy with which such a particle track was 
measured was not sufficient for it to be used in the 
analysis, and so if any were found the jet was dis- 
carded. This procedure rejected 5% of the jets, as can 
be seen in table 2. 
4. Lifetime fitting procedure 
4. I. Charge estimation 
In order to extract he charged and neutral B life- 
times, it is important to estimate the charge at the de- 
tected secondary vertex as accurately as possible. A 
correction was made for undetected charged particles 
from B decays using the fraction of doubly and triply 
charged secondary vertices found. The procedure as- 
sumes the quark model prediction that there are no 
multiply-charged B-hadrons. The probabil ity of get- 
ting the charge of the decaying particle wrong was fit- 
ted as 
3.7. Selected sample composition 
The composition of the simulated events passing all 
the selections i listed in table 3. The fraction of B jets 
is estimated to be 98%. There is evidence of an en- 
hancement in the selection of B + with respect o B ° 
mesons. This could come from a variety of different ef- 
fects, such as the longer D + lifetime as discussed later 
and the variation of efficiency with charged multiplic- 
ity, which peaks at a multiplicity of three and could 
favour charged B-hadrons. There must be a small en- 
hancement in A ° selection efficiency in the simula- 
tion arising from its longer lifetime, but this has been 
neglected throughout. 
Table 3 
The composition of the selected event sample in the Monte 
Carlo simulation, where all the B-hadron lifetimes are 1.2 ps 
the A 0, which is 1.3 excep  ps. 
O 
Type  Fraction of Initial fraction 
selected vertices of B-hadrons 
(%) (%) 
B + 53 + 4 40.1 
B ° 30 ± 3 40.1 
B o 9±2 11.9 
A 2 6 ± 2 7.9 
background 2 ± 1 
p(q ~ Q) = 791Q_qb 1 - 79 
1 + 79' (2) 
where q is the true charge, Q is the observed charge 
and 79 is a free parameter, which for small 79 is the 
probabil ity of measuring a charge difference of one in 
either direction. This can be seen to be a reasonable 
description, as shown in fig. 3a. The charge was mea- 
sured correctly in 71 ± 3% of the simulated events, 
and the numbers of multiply-charged vertices, shown 
in fig. 3b, were used to estimate the parameter 79 in 
the data (see table 4 below). 
4.2. Proper time estimation 
The B lifetime is fitted from the proper time dis- 
tribution of the reconstructed decays. This requires a
knowledge of the decay length and the B-hadron ve- 
locity. The former was found from the positions of 
the primary and secondary vertices; the latter was cal- 
culated from the measured momentum and invariant 
mass. 
,o2 - o Mo..ear,o I,oo o 
"8 ~ ', 80 • Data 
6o lO 
20 $' 
I [ 0 I , I , I - • - J. 
0 1 2 3 4 0 1 2 3 4 
Error  in reconsmlcted B charge Measured charge magnitude 
Fig. 3. (a) The modulus of the difference between the true 
charge and the reconstructed charge in Monte Carlo simu- 
lation, fitted using eq. (2). (b) The measured charge mag- 
nitude distribution including charged B-hadrons. 
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4.2.1. Decay length measurement 
The measured ecay length, ln~, is a convolution of 
the decay length of the B-hadron with that due to the 
subsequent decays of B decay products, particularly 
D-mesons. 
One of the selection criteria was that all particles 
assigned to the B should be compatible with coming 
from a single vertex and this requirement acted as a 
bias against he longer lived D-hadrons, particularly 
the D +. The results of the simulation imply that the 
mean shift of the reconstructed vertex away from the 
real B decay point was 220+ 30/zm and 3205:60/tin 
for D O and D + mesons, respectively. This should be 
contrasted with a factor 2.5 difference in the D life- 
times. 
In fact, in order to extract he lifetime, the excess 
decay length,/~ cess, beyond the minimum required to 
rain identify the vertex, lR,, was used rather than the full 
decay length, lR~. The charged particle tracks identi- 
fied as coming from the decay were moved back to- 
wards the primary interaction vertex without chang- 
ing their relative positions. The point at which the de- 
cay vertex could just be distinguished with the proce- 
dure described above was found individually for each 
decay. The next best vertex combination has a prob- 
ability of exactly 1% at this point. The distance to 
the primary vertex was then the minimum acceptable 
decay length, and the time distribution of the decay- 
ing particles beyond this point was just given by their 
lifetime. 
While the change in the calculated proper time due 
to the finite decay time of the secondary D-hadrons is 
not completely removed for individual events, in this 
method it is significantly reduced. More important 
is that the influence of the D lifetime is not only to 
increase the apparent proper time of the events which 
would have been accepted in any case, but also to 
allow some events to be seen which would otherwise 
not have been accepted. 
The minimum acceptable decay length of each 
event, as defined above, was required to be greater 
than 5 standard eviations at. This selection ensures 
that an excess decay time distribution where resolu- 
tion effects can be neglected and where the accep- 
tance is constant is obtained. The excess decay time 
distribution can then be described by an exponential 
with a slope given by the B lifetime to a very good 
approximation #2. 
The excess three dimensional decay length, /excess, 
was found from this excess length in the R~b plane, 
excess  1~¢ , as  
l °xcess t~cess 
- s inO '  (3) 
where 0 is the polar angle of the vector sum of the mo- 
menta of the charged particles assigned to the decay 
vertex. 
4.2.2. Boost estimation 
The momentum of the parent B was found using 
the method of ref. [8], which uses the fact that for 
sufficiently large boost, the velocity of the B is the 
same as that of the observed component: 
1 ~est M~ s 1 (4) 
-ffBB ] = c~ Ms Pvis' 
where ( 1/PB )est is the estimate of the inverse of the B 
momentum, M~s is the effective visible mass, assum- 
ing that all the particles are pions, Pvis is the sum of 
the momenta of the particles at the secondary vertex 
and ~ is a correction factor of order one. Substitut- 
ing this into the equation for the excess proper time 
gives 
M('isl (5) t excess = MBI excess = o~ Pvi--~ 
The value of c~ used was 1.25 - 0.06 IMv'~s (GeV/c z) 
for both charged and neutral B-hadrons. It deviated 
from one because of the exclusion of charged particles 
of momentum less than 0.5 GeV/c, the fact that M~s 
was calculated on the assumption that all the parti- 
cles were pions when it was very likely that at least 
one was a kaon, and the missing transverse momen- 
tum which biased the estimator for low momentum. 
The coefficients of c~ were derived from Monte Carlo 
simulation, and depended upon the B decay scheme 
assumed there. However, the dependence was rather 
weak. 
The estimate of the proper time has statistical accu- 
racy of 25% in the Monte Carlo simulation, and this 
#2 The convolution of an infinite exponential with an un- 
known (but finite) distribution is an exponential with 
the slope of the original. 
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increased the spread of the proper time distribution 
by a factor of x/1 + 0.252 = 1.03. The value ofc~ had 
some dependence on the species, and was 3% smaller 
for Bs ° and 1% larger for B-baryons in the simulation 
used. No correction was made for this effect. 
The mean momentum of the accepted events, using 
eq. (4) and assuming that the mass of each B-hadron 
is 5.27 GeV/c 2, was found to be 33.4±0.5 GeV/c  for 
the data and 32.6 ± 0.5 GeV/c  for the Monte Carlo 
simulation. Thus there is no apparent inconsistency 
when using an expression for a derived from simu- 
lated events. 
4.3. The fit method 
An unbinned maximum likelihood fit was made 
to the distribution of excess proper times. This in- 
cluded an estimation of the probabil ity of reconstruct- 
ing the charge wrongly, using the number of doubly 
and triply charged secondary vertices observed. The 
likelihood of event i to have observed charge Qi and 
excess proper time t~ x~ss was taken to be 
and t max is the maximum allowed excess proper time 
of the events used in the fit and was set to 8 ps. The 
fractions of the selected sample, F, ,  are related to the 
fractions f ,  which would have been observed if the 
lifetimes had been equal 
1 ~i f~ exp(-t'pi"/z") 
F. = -~ . ~ufu  exp(_tmi./ru ) , (8) 
where N is the number of selected events and t rain is 
the proper time of the minimum decay distance at 
which event i would have been observed. The frac- 
tions f~ are not the same as the production rates of 
the various B species because of of the different se- 
lection efficiencies for the different decay topologies, 
but are as given in table 3. 
5. B l i fe t ime resu l t s  
5.1. Fit to mean B lifetime 
Ei = y~ P(q,  ~ Qi)C, exp(-t~xce~/z,) ,  (6) 
1: 
where the sum runs over the B-hadron species con- 
sidered in the fit and over the background. The three 
fits considered later allow the species to be the av- 
erage B, the charged and neutral B-hadrons, and the 
four most common species (B +, B °, B °, A ° ) at LEP, 
respectively. P (q, ~ Qi) is the probabil ity that a B- 
hadron of charge q, will be reconstructed as having 
charge Qi, C, is the normalization constant for species 
v, and r ,  is the mean lifetime of the B-hadrons from 
species v. 
P(q,  ~ Qi) was given in eq. (2). It depended 
on the parameter 7~, which was allowed to vary in 
the fit and was constrained by the observed num- 
ber of multiply-charged vents. The background frac- 
tion, seen to be 2% in table 3, was taken to have the 
charge distribution expected by combining four or five 
charged particles of random charge. 
The normalization constants C, are given as 
F, 
C~ = (7) 
z .  [ 1 - exp (- tmax/z,)  ] ' 
where the F, are the relative fractions of the various B 
species (and the background) in the selected sample, 
In a first fit the charge information was ignored and 
all the data were fitted to give an average B lifetime. 
This average is not the usual mixture of species een at 
LEP, but includes relatively more of the longer lived 
varieties. A background fraction of 2% with an appar- 
ent lifetime of 3.0 ps, which is simply a parameteri- 
zation of the background seen in Monte Carlo simu- 
lation, was allowed in this fit. The result is 
(zB) = 1.49±0.11(stat . )  ps. (9) 
Applying the same treatment to simulated events gave 
(rB) = 1.17 ± 0.09, while the mean B lifetime in the 
simulation was 1.21 ps. Fitting the reweighted events 
also gave good agreement, but the fluctuations in such 
fits were found to be bigger than the reported statis- 
tical errors, and so the results are not used. 
Variation of the exact values of the cuts used did 
not give changes in the results larger than would have 
been expected statistically, and thus show no evidence 
for systematic effects. The major systematic error was 
therefore stimated as the same fractional size of ef- 
fect as could be present without being seen in the sim- 
ulated sample, 0.11 ps. A 3% systematic uncertainty 
in the momentum estimation was also allowed for, 
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coming from the difference between the value ofc~ ap- 
plicable for different B species. This gave a contribu- 
tion to the systematic error of 0.05 ps. Finally, vary- 
ing the background in the fit from zero to 4% changed 
the result by 0.02 ps. These have been combined to 
give 
(Zs) = 1.49 +0.11(stat.) ± 0.12(syst.) ps. (10) 
5.2. Fit to charged and neutral B-hadron lifetimes 
The excess proper time distributions of the charged 
and neutral events are shown in fig. 4. The fit to the 
average charged and neutral B lifetimes, as described 
below, is superimposed. In this fit it was assumed that 
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T I ~1  I 
0 1 2 3 4 5 6 7 8 9 10 
• ~ 25 
~ 20 
105 • Charged 
0 ~ . . . .  I . . . .  I i , , t l , ; ,  ~ - ' : ~ : I ~ I ~ I ~ I ~ ' $ I ~ I 
0 1 2 3 4 5 6 7 8 9 10 
time (ps) 
Fig. 4. The excess proper time distributions of the charged 
and neutral events. 
all charged B species have one lifetime and all neutral 
ones have another. The relative normalization of the 
two species was left free to reduce the dependence 
upon the Monte Carlo simulation. The results of this 
fit are shown in table 4. 
Table 5 shows the systematic uncertainties esti- 
mated in the analysis. The background fraction was 
varied from zero to double, and the changes inter- 
preted as a systematic error. In the simulation the 
weighting technique was used to introduce different 
charged and neutral lifetimes. Then the ability of the 
fit program to recover those lifetimes was tested and 
a charge unfolding systematic error derived. This er- 
ror is compatible with the Monte Carlo statistics, but 
such an effect cannot be excluded. 
The momentum estimation includes not only the 
0.05 ps coming from variation of a referred to in sec- 
tion 5.1, but also an allowance for a small bias in the 
value of c~ of events where a low momentum particle 
has been missed. Furthermore, variation of the pa- 
rameter a in eq. (5) for different neutral B-hadrons 
leads to a systematic uncertainty on their lifetimes. 
The maximum variation of the a parameter between 
B species is 3%, and so this is the systematic uncer- 
tainty which is used. 
The systematic assigned for any bias in the analysis 
was discussed in section 5.1 above; the systematic er- 
ror on the ratio comes from the hypothesis that such 
a bias occurs for only one of the B species. 
Variation of the exact values of the cuts used pro- 
duced changes in the results compatible with the sta- 
tistical fluctuations expected. These have therefore 
Table 4 
Fit to average charged and neutral lifetimes, with the statistical errors shown. 79 is defined in section 4.1, and f+ is the 
fraction of charged B-hadrons which would have been selected if the lifetimes had been equal. The lifetime ratio is not an 
independent parameter, but the errors have been calculated separately. The parameter 79 in the data corresponds to a 30% 
chance of getting the charge wrong. The B lifetime was 1.2 ps in the simulation, for all states except he Ab° for which it was 
i.3 ps. 
Parameter Data Simulation 
fit result correct value 
(rcharged) (pS) 1.56 -4- 0.19 1.13 -4- 0.11 1.20 
(ZneutraJ) (ps) 1.44 + 0.21 1.34 + 0.16 1.21 
f+ 0.52 -4- 0.08 0.63 -4- 0.06 0.53 
79 0.18 + 0.03 0.14 + 0.02 0.16 
1 00 +0.28 (~ Rd.+0.17 0.99 
(Zcharged) / (rneutral) . . . .  -0.23 . . . .  -0.14 
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Table 5 
Systematic uncertainties in the fit to the average charged and neutral B lifetimes. 
5 August 1993 
Systematic ('Ccharged) (ps) ('~neutral) (ps) ('Ccharged)/(rneutral) 
background fraction 4-0.01 4-0.01 +0.01 
charge unfolding 4-0.03 4-0.05 4-0.06 
momentum estimation 4-0.06 +0.06 +0.05 
possible analysis bias 4-0.11 4-0.11 4-0.07 
total systematic +0.13 4-0.14 4-0.11 
not been quoted as systematic errors. The results for 
the mean charged and neutral lifetimes are 
(Tcharged) = 1.56 + 0.19(stat.) + 0.13(syst.) ps, 
(Zneutral) = 1.44 + 0.21 (stat.) + 0.14(syst.) ps, 
(Zcharged) _ 1 no+0-28(stat. ) ± 0.11 (syst.) 
(i.neutral) . . . . .  0.23 
(11) 
5.3. Fit to B ° and B + l i fet imes 
The data were also interpreted in terms of the life- 
times of the B ° and B + mesons, by assuming a compo- 
sition for the neutral B-hadrons and also by using the 
lifetimes for the Bs ° and Ab ° as measured in indepen- 
dent analyses of LEP data. The B ° lifetime extracted 
in such a manner depended critically upon these as- 
sumptions, but the B + was relatively insensitive to 
them. The B ° and A ° lifetimes were set to the aver- 
age of ALEPH and DELPHI results: 1.05 + 0.33 ps 
[9] and 0.98 + 0.23 ps [10], respectively. The neu- 
tral species were divided in the same proportions as 
in table 3, and the relative amount of B + was fitted. 
No other B-hadrons were allowed for. The results are 
shown in table 6. 
The systematic uncertainties have been taken from 
table 5, but rescaled appropriately. The systematic er- 
ror on the composition of the sample, due to vary- 
ing the B ° and A ° lifetimes by one standard evia- 
tion and to changing their fractions by a factor of two, 
has been added. The final values for the B + and B ° 
meson lifetimes are 
za+ = 1.56 -4- 0.19(star.) :~ 0.13(syst.) 
:L 0.00(composition) ps, (12) 
Table 6 
Results for the B + and B ° lifetimes; only statistical errors 
are quoted. The B lifetimes were set to 1.2 ps in the sim- 
ulation for all states except he A ° which was assigned a
lifetime of 1.3 ps. 
Parameter Data value Simulation 
zo+ (ps) 1.564-0.19 1.134-0.11 
zBO (ps) 1.55 4- 0.25 1.41 4- 0.22 
fB+ 0.51 4- 0.08 0.63 4- 0.06 
7 ~ 0.184-0.03 0.14+0.02 
1 fH +0.29 f~ Rfl+0.22 
"CB+/'fB ° . . . .  -0.22 . . . .  -0.15 
ra0 = 1.55 5: 0.25(stat.) + 0.17(syst.) 
+0.07 (composition) ps, -0.06 
zs+ 1 n1+0.29 (stat.) + 0.11 (syst.) 
~--- ~.v~_0.22 
TB  o 
+0.04. • • -o.o5 t composmon).  ( 12 cont'd) 
Note that, if the four B lifetimes from this fit are 
combined to form a weighted LEP average, using the 
production fractions as given by the simulation, the 
result is (zB) = 1.44 ps, 0.05 ps lower than that de- 
duced in section 5.1 because that sample was enriched 
in longer lived species. 
6. Summary 
From 232 114 hadronic Z ° decays collected at the 
LEP collider with the DELPHI detector, a sample of 
253 B-hadron candidates with an estimated purity of 
98% has been extracted and the mean B lifetime has 
been measured to be 
(za) = 1.49 ± 0.11 (star.) + 0.12(syst.) ps. 
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This result has somewhat larger errors than the (zs) 
previously presented by DELPHI of 1.41 ± 0.07 ps 
[ 11 ], but is an independent umber with different sys- 
tematics. The mean presented here is over a mixture 
of events which contains more than the LEP average 
of the longest lived species, and is increased by about 
0.05 ps as compared with that derived with some as- 
sumptions about the B ° and A °. 
The results for the mean charged and neutral ife- 
times are 
('t'charged) = 1.56 -4- 0.19(stat.) + 0.13(syst.) ps, 
('t'neutral) = 1.44 :k 0.21 (stat.) + 0.14(syst.) ps, 
(rchar~) = 1.09+o.~(stat.) + 0.11(syst.). 
(l-neutral) - . 
The assumptions stated in the previous ection al- 
low the B + and B ° lifetimes to be measured. Combin- 
ing the systematic uncertainties, these are as follows: 
zs+ = 1.56 + 0.19(stat.) :i: 0.13(syst.) ps, 
zoo = 1.55 + 0.25(stat.) + 0.18(syst.) ps, 
zs+ = 1.01 +0.29 (stat.) + 0.12(syst.). -0 .22 
I"B0 
A composition systematic uncertainty is taken into 
account for the B °. The B + is assumed to completely 
dominate the charged state, so there is little compo- 
sition uncertainty associated with its lifetime. 
Previous measurements a  CLEO and ARGUS [ 12 ] 
of the semi-leptonic branching ratios of the B ° and 
B + mesons can be used to infer lifetimes which are 
equal to within about 25% if the semi-leptonic decay 
widths are assumed to be identical. DELPHI has pre- 
viously measured the B ° and B + lifetimes in an anal- 
ysis based on Dl -  and D' l -  events [13]. This gave 
"~fl +0'33 z[z zoo = 1"17+°'29±0-15+0"05"--0.23 pS,  I 'B+ = 1 . . . .  0.29 
0.15+0.05 ps, zs+/zoo = 1.11 +°'51 +0.15-4-0.10, in-0 .39  
good agreement with other LEP measurements [ 14]. 
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