In this paper we propose to use Monte Carlo Markov Chain methods to estimate the parameters of Stochastic Volatility Models with several factors varying at different time scales. The originality of our approach, in contrast with classical factor models is the identification of two factors driving univariate series at well-separated time scales. This is tested with simulated data as well as foreign exchange data. 
INTRODUCTION
Volatility modeling and estimation from historical data has been extensively studied during the last two decades. Constant volatility models have been shown to provide a poor fit of financial time series, while dynamic structures provide a more realistic approach to volatility modeling.
One of the papers that first tackled this problem was the original ARCH work by Engle (1982) , followed by its generalization (GARCH) by Bollerslev (1986) . In the last decade the GARCH family has expanded enormously, with papers of great relevance, like the proposed EGARCH by Nelson (1991) , and other adaptations/generalizations, like threshold, power, (fractionally) integrated as well as multivariate versions.
A second approach to modeling time-varying volatility comes from the stochastic volatility models. GARCH and stochastic volatility models differ in the structure of the volatility process. The former assumes dependence on the previous realized shocks in the series, while the latter assumes that it follows its own stochastic process, with potential dependence coming through the correlation structure between the series and the volatility processes.
Estimation of stochastic volatility models has been an important issue in the literature. Bates (1996) gives a review of the different approaches to fitting these models.
Generalizations of these models have been explored, including jumps in returns and in volatilities and/or fat tails in distributions, as in Jacquier et al., (1998), Chib et al., (2002) or ter Horst (2003), or non-gaussian errors, as in Fridman and Harris (1998) .
Other extensions include multivariate stochastic volatility models, as proposed by Harvey et al (1994) . Multifactor models for multivariate series have been developed in the last decade, where several return series are being driven by a common (smaller) set of underlying factors, as in Lopes (1999) , Aguilar and West (2000) and Chib et al., (2002) .
Another approach to multifactor models came with the idea of multiscale modeling. Univariate series can be driven by several factors, with those factors varying at different time scales, as in Alizadeh et al., (2002) . In fact, two-factor stochastic volatility models have been shown to produce the kurtosis, fat-tailed return distribution and long memory effect observable in many financial time series. This is well-documented in LeBaron, (2001) . Chernov et al., (2003) used efficient method of moments to calibrate this model. One of the main results they found is that two factors are necessary for log-linear models. In this paper we propose the use of Bayesian methods for the parameter estimation in this class of stochastic volatility models. Bayesian methods have become more popular for estimation of complicated models with the introduction of Markov chain Monte Carlo (McMC) techniques. A review of these methods can be found in Robert and Casella (1998) . Apart from its computational advantages, the possibility of incorporating prior knowledge of the parameters in the estimation provides a useful tool to practicioners. Key papers in Bayesian estimation of stochastic volatility models are Jacquier et al., (1994) and Kim et al., (1998) among many others.
Volatility is one of the most sensitive factors in derivative pricing. Black and Scholes introduced a closed form solution to derivative prices under constant volatility. Their work has been extended to incorporating either constant volatility plus jumps or stochastic volatility with/without jumps to provide a better fit of implied volatility surfaces. A recent alternative to these approaches is to consider volatility driven by short and long time scale factors. Under this framework, Fouque et al., (2003) use a combination of singular and regular perturbations to derive a closed form formula to approximate European option prices. They use the term structure of implied volatilities to calibrate some aggragate parameters in their formulas and they find two factor with well-separated time scales provide significantly better fit in comparison with one factor model.
As a consequence of two factor stochastic volatility models, Monte Carlo simulations to evaluate option prices can be computed efficiently, key issue from a practitioner's point of view. Fouque and Han, (2004) propose the use of variance reduction techniques such as importance sampling and control variate methods to evaluate no-arbitrage prices of derivatives.
In this paper we consider a class of stochastic volatility models where the volatility is the exponential of a sum of two mean reverting diffusion processes (more precisely Ornstein-Uhlenbeck processes). These mean reverting processes vary on well-separated time scales. We then rewrite these models in discrete time and use McMC techniques to estimate their parameters (Section 2). Our study is illustrated on simulated data (Section 3) where we show that we can effectively estimate several factors at well-separated time scales. We also present (Section 4) an application of our technique to a set of foreign exchange data. This paper focuses on the development of an McMC estimation algorithm for single time series driven by several volatility factors at different time scales. We informally address model selection issues through the diagnostics of the McMC results, but do not enter in proper computation of Bayes Factors or reversible jump algorithms. We instead restrict ourselves to propose a Bayesian alternative to the estimation problems when more than one stochastic volatility factor drive univariate series, and address identifiability problems inherent to such estimation. Our interest resides in applications in the Foreign Exchange market, this being one of the markets more intensively addressed in the statistical literature. The importance of the identification of a second factor, and its relevance for a more accurate estimation of the first factor, is outlined in the paper.
MULTISCALE MODELING AND McMC ESTIMATION

Continuous Time Model
For purposes of general notation, let K be the number of volatility factors driving a univariate time series, where K can be either one or two. We first introduce our K factor volatilily model in continuous time. In this class of models the volatility is simply the exponential of the sum of K mean reverting Ornstein-Uhlenbeck (O-U) processes:
where S is the asset price, κ is the constant rate of return and W ( * ) are (possibly correlated) Brownian motions. Each of the factors F is a mean reverting O-U process, where µ j denotes the long-run mean, α j is the rate of mean reversion, and β j is the "volatility of volatility" of the F (j) factor. The typical time scale of this factor is given by 1/α j . In our model these time scales are distant in magnitude, which we define as well-separated. They are also ordered, so that, in the two factor case, 0 < α 1 < α 2 , and, therefore, the second factor corresponds to the shortest time scale and the first factor corresponds to the longest time scale. We also assume that the variances of the long-run distributions of these factors, given by β 2 j /2α j , are of the same order. In particular this implies that the β j 's are also correspondingly ordered β 1 < β 2 < · · · < β K .
Discretization of the Model
The goal of this section is to present a discretized version of the stochastic volatility model given in (2.1). Given a fixed time increment ∆ > 0, we use the following Euler discretization of the spot price process (S t ) and volatilities (F (j) t ), j = 1, . . . , K at the times t k = k∆:
where t k and v
are (possibly correlated) sequences of i.i.d. standard normal random variables. In this paper we restrict ourselves to the case where the sequence of 's is independent of the v (j) 's, which, themselves can be correlated. This is usually the case in the Foreign Exchange market, where market participants operate at different time scales (intraday market makers, hedge funds or pension funds operate with quite different schedules, and based on different information sets), but not independently, and where the leverage effect is more rare than in equity markets.
We regroup terms within the equations above such that
To study the hidden volatility process, we introduce the returns
and the discrete driving (vector of) volatilities
where
The autoregressive parameters will be denoted by
and the standard deviation parameters will be defined by
With an abuse of notation, and since the observations are equally spaced, we will use t instead of t k /∆ for the discrete time indices, so that t ∈ {0, 1, 2, · · · , T }. To summarize, our model is a K-dimensional AR(1) for the log-volatilities, and can be written in state space form as:
where v t is the vector (v
) of standard random Gaussian variates, 1 is a (K-dimensional) vector of ones, the K-dimensional autoregressive (diagonal) matrix with elements φ j is denoted by Φ and the covariance matrix is denoted by Σ. In the following sections we assume that the covariance matrix Σ is diagonal, since the correlation parameter between the factors is indeed not identifiable. For a proof of equivalence between the diagonal and non-diagonal case, see Appendix A.
In the next section we make precise the parametrization of our discrete model, including the initial state and random variable notation.
Discrete time model specification
The simplest one-factor stochastic volatility model can be defined in state-space form as in equation (2.4). We follow the notation in Kim et al. (1998) , and denote h t as the log-volatility at time t, which follows an AR(1) process reverting to its long-term mean µ according to the mean-reversion parameter φ and with a volatility of volatility σ v . The initial state h 0 is assumed to come from its invariant (implied marginal) distribution so that:
To complete the joint distribution a prior density π(µ, φ, σ v ) on the remaining parameters must also be specified; this will be more explicitly done in the next section.
For simplicity, the mean return is assumed equal to zero. A trivial modification of the procedure presented here would allow us to consider a non-zero mean in the returns.
Our contribution in this paper does not focus on modeling extreme events (fat tails in the distributions and/or jumps), which is still a possible addition to the model here presented, but instead generalizes the assumption that a single volatility process drives the series.
We will assume that the volatility processes are independent (Σ in (2.5) being diagonal). We show in appendix A that, when the factors are positively correlated, this is equivalent to having independent factors both for estimation and for prediction. Indeed the covariance is not identifiable, since the model is overparametrized.
The one-factor model can be extended to the general case as
where
• Σ is the (K×K) diagonal matrix of conditional variances {σ 2 k } K k=1 of the log-volatility processes;
• Ω = ΦΩΦ + Σ is the implied (stationary) marginal covariance matrix for the initial state log-volatility vector h 0 ;
• Φ is a K×K diagonal matrix with mean reversion parameters Since Φ and Σ are diagonal matrices, Ω is a diagonal matrix with entries
. Notice that we do not have a vector µ in the observation equation (2.5), but instead a single parameter µ. This is because only the linear combination (sum) is identifiable. Therefore we define the mean log-volatility of the series µ = 1 µ.
One interesting feature of this model is its similarity to models that introduce jumps in volatility. If we set φ i = 0 for some i, the implied model is equivalent to one that introduces a permanent (log-normal) source of independent jumps in the volatility series, as the h i,t would be (temporally independent) normals added to the (log)variance process driving the series.
Prior specification
We specify independent priors for each of the (sets of) parameters, which is the product measure π(µ, Φ, Σ) = π 1 (Φ)π 2 (µ)π 3 (Σ). We set a uniform prior between -1 and 1 for each of the K mean reverting parameters. In order to guarantee identifiability of the different series, we specify a prior ordering of the parameters, namely π 1 (Φ) ∝ 1 1>φ 1 >φ 2 >−1 .
Usually, with financial data, there is substantial prior information about µ and Σ. We could, in principle, use an informative normal prior for µ, π 2 (µ) = N 1 (µ|m 0 , v 0 ) with fixed hyperparameters m 0 and v 0 . Here, however, a vague prior is used by choosing a large value of v 0 . A similar prior is chosen for the variance hyperparameters:
We specify values for these hyperparameters such that the prior is flat. The result do not seem to be sensitive to which large values of a k and b k are chosen.
Estimation
Since the volatility parameters h t are nonlinear in the likelihood, a mixture approximation to the likelihood as detailed in Kim et al. (1998) , has become a commonly used linear approximation technique. Taking the logarithm of the squares of the mean corrected returns, y t , transforms (2.5) into log(y 6) and η t ∼ log −χ 2 1 is then well-approximated as a mixture of seven normals with (known) means m i , variances v i and weights q i . We introduce vectors of indicator variables δ t = {δ 1t , . . . , δ 7t }, for the particular component of the mixture at each time point t, in the same fashion as Kim et al. (1998) , so that, consequently, we have
For simplicity of notation, let y * = {log(y 2 1 ), . . . , log(y 2 T )} and h = {h 0 , h 1 , . . . , h T }. The new state-space representation can be written as
A Gibbs sampling scheme can now be employed, and consists of the following steps
Details of the full conditionals are given in the Appendix B. In principle one could obtain improved sampling versions by integrating out some parameters from the full conditionals, as in Kim et al. (1998) . The simpler version given here is efficient enough for our purposes, however.
SIMULATION STUDY
In this section we study the behavior of the algorithm when the estimated model is the one generating the data, and also when we try to estimate using the wrong model (wrong number of factors). This will be investigated for different sample sizes and parameter settings.
For all experiments, we set the true value of µ = −1.5, which is a value similar to the posterior mean of µ we obtain using real data. We will denote by K * the true number of volatility factors that generated the data, while K is the value with which we do the estimation.
• We generate the data under three possible parameter settings: • We consider for estimation both the 1 and 2 factor stochastic volatility models: K=1,2.
• Two sample sizes are considered: T=1500 or T=3000.
Any combination of the above forms an experiment. As an example, a possible experiment comprises generating 3000 data points with the first parameter setting (one volatility factor) and estimating it with K=2 factors. This would correspond to the last column of Table 2 .
We considered K * =3 as well, but the algorithm failed to identify three factors for the experiments considered, so we restricted ourselves to the K * =2 factor case of interest.
The results in Tables 1 and 2 Three main conclusions can be drawn from these tables. First, we can accurately estimate at least two factors with a relatively small data length if the time scales are well separated. Second, overparametrization tends to induce lack of convergence (high Monte Carlo means of the posterior standard deviations of the redundant parameters). Third, underparametrization tends to induce apparent convergence around values of the parameters situated in between the true values, and either visualization of the chain or more proper model selection procedures are necessary. Figure 1 shows the posterior distribution for φ k , when the data was generated with one volatility scale (K * = 1). After a burn-in of 50,000 iterations, we record, with a thinning of 25, the following 50,000 iterations. Two typical runs are given. Estimation of φ 1 , under K=1, is very stable around the true value (0.95). On the other hand, estimation of φ 2 is very unstable, since the data was generated with only one factor. This graph shows the pattern one should expect when the model is overparametrized. Either the estimates of φ 1 and φ 2 are confounded (the volatility series splits into two almost equivalent parts) or φ 2 never stabilizes. Figure 2 shows the posterior distribution for φ k , k = 1, . . . , K when the data was generated with two factors (K * =2, φ 1 = 0.98 and φ 2 = 0.6). The model with K=1 is underparametrized, leading to an apparent convergence, but the value to which it converges is between the two true values that generated the data. The convergence is fine for the case when we estimate with K=2.
EMPIRICAL APPLICATION: FX DATA
We study the volatility in a foreign exchange time series. Since most time series could be argued to have a positive trend, we construct the detrended series as in Kim et al. (1998) . In principle we could easily introduce mean processes (constant or time-dependent), but we refrain from doing so to allow comparisons with previous literature and to focus our efforts mainly on the volatility modeling.
We study volatility in the daily exchange rate between the U.K. Sterling and the U.S. Dollar from 10/09/1986 to 08/09/1996. This data is shown in Figure 3 .
We transform the spot prices into detrended returns and perform the analysis by running the algorithm with one and two. The results are shown in Table 3 . All results are posterior medians (posterior standard deviations).
From the left plot in Figure 4 one can argue that, for the GBP/USD series, using one factor gives reasonably stable results. There is a (very) heavy left tail in the posterior distribution of φ 1 under K=1, though. This could be an indication of the existence of a second volatility If we run the estimation with K=2 we can see (Figure 4 , right plots) that there seems to be (at least) a second volatility factor running at a very fast mean reverting rate. The algorithm remains highly stable around a low value for the mean reverting parameter, and a high value for its volatility. Furthermore, the stability of the parameter estimates for the first factor also improves. Indeed, the inclusion of this second factor in the model allows us to identify that the first factor was moving at a lower frequency than previously thought (the posterior median of the mean reverting parameter for K=2 for the slower scale is 0.988 under K=2, but it was 0.916 under K=1). This is a key result of the introduction of a second factor: a significant change in our estimate of the first factor, whose mean reversion speed, if such second factor exist, is usually inflated. From a practitioner's point of view, accurate estimation of volatility persistance is a major factor, especially in derivative pricing. Figure 6 shows the posterior distribution of the mean log-volatilities for each time point t and for each k when K=2, together with their sum and the absolute value of the returns.
Given the limitations of the algorithm to identify more than two factors for the data lengths considered, we do not claim the lack of a third factor in this dataset, but the impossibility to identify it.
Notice in Figure 4 that the short time scale process captures the extreme events, while the long scale factor captures the trends and is much less influenced by extreme events. There is a peak in the returns between the 1900th and the 2000th observation (that is in August 1994). This peak occurs during a period of relative stability (the absolute value of the returns are clearly more stable than in previous periods). The slow mean reverting volatility process remains low at this time and is not affected by this peak, while the fast mean reverting volatility process exhibits a peak coinciding with that day. We do not address the question of whether this should be considered a jump in volatility or the effect of a second volatility process. However, the tight concentration of the posterior around positive values for the second factor, as shown in Table 3 , seem to point towards the existence of a clear second volatility factor at a (much) faster scale. Figure 6 : GBP/USD absolute value of the return series (first plot). Posterior means of the sum of the two factors (second plot). Posterior mean of the slow mean reverting factor (third plot) and posterior mean of the fast mean reverting factor (fourth plot), estimated using K=2 factors, after burn-in and thinning of 1 iteration every 25 iterations, for a chain run for 100,000 iterations.
One can also construct easily any functional of the parameters in the model and do inference on it. Indeed, an interesting quantity to look at is the variance of the long-run distributions of the factors. For this dataset these long-run variances (as defined in Section 2.1) are of the same order when K=2 (posterior means are 0.5597 for the slow mean-reverting process and 0.5589 for the fast mean reverting one), while, when estimating them with K=1, we get a long-run variance of 0.8215. Given that the factors are quite separated, this result gives a very intuitive way to construct joint priors on the mean reverting parameters and the variance parameters. 
CONCLUSIONS
This paper addressed identifiability and estimation problems for stochastic volatility models with two volatility factors given that those can come at different, and well-separated, time scales.
We show that the number of factors can be visually identified from a simple analysis of the Markov Chains under different models, since overparametrized models will bring clear signs of lack of convergence, while underparametrized models will bring an incorrect appearance of convergence. This is of special relevance to industry practitioners, who might find model selection tools unfeasible under time constraints. This algorithm relies heavily on the factors being well-separated, and the degree of separation, as well as the length of the dataset, does have an influence of the ability to estimate second factors in a given series. We would, therefore, recommend running the algorithm with at least 2 factors as a first approach, as it seems to be quite robust to the length of the datasets and the parameter settings. If there is lack of convergence, reduce to K=1.
One could argue that, if the second factor is small (φ 2 close to zero), there is no practical point and no gain in introducing more than one factor. However, as shown in the simulated data and in the application, a (much) more accurate identification of the slow mean-reverting volatility factor is obtained. This will usually come in the form of a more persistent slow mean-reverting factor (φ 1 closer to one), and, therefore, have a huge impact on volatility predictions.
APPENDIX A: PROOF OF INDEPENDENT FACTOR EQUIV-ALENCE
In the case where factors are positively correlated, the inferencial problem simplifies to one of independent volatility processes.
Proof for the 2-factor case. Let y t ∼ N 1 y t 0, e 1 h t +µ be a univariate time series driven by two volatility factors represented in the vector h t . Define an i.i.d. sequence of stochastic (degenerate) vectors {λ t ∼ N 2 (λ t |0, R)} T t=1 , where R is a positive semi-definite 2 by 2 covariance matrix such that 0 < r 11 = r 22 = −r 12 . We can see that 1 λ t ≡ 0 ∀t. Then we can define the "equivalent" uncorrelated volatility vector h * t = h t − λ t with conditional diagonal covariance matrix D. The observation equation remains unchanged, namely
while we can see in (6.9) that the evolution equations are now independent:
If Σ 12 > 0, φ 1 , φ 2 = 0, ∃ R : R + ΦRΦ + Σ = D for some diagonal positive definite matrix D with elements d 2 i . Matching elements gives us that r 11 = r 22 = Σ 12 /(1 + φ 1 φ 2 ) = −r 12 . The variances of these independent volatility processes will be one-to-one versions of the original variances, since d 2 i = Σ 12 (1 + φ 2 i )/(1 + φ 1 φ 2 ) + Σ ii . Therefore any two positively correlated volatility processes are equivalent to two independent processes, making a parameter like Σ 12 nonidentifiable.
The implied invariant distribution (marginal) for the initial state would just be a normal centered at zero and with diagonal covariance matrix Ω = ΦΩΦ + D.
Proof for the K-factor case. The proof can be extended to the general case. If our univariate time series was driven by an arbitrary number K of positively correlated volatility factors, represented in the vector h t , we can define a sequence of stochastic vectors {λ t ∼ N K (λ t |0, R)} T t=1 that comply with the diagonality restriction R + ΦRΦ + Σ = D and with the equivalence restriction 1 T R1 = 0.
Solving r ij = −Σ ij /(1 + φ i φ j ) for i = j, guarantees the diagonality of the transformed factors. One possible solution that guarantees the uniqueness of the equivalence condition can be found by imposing an auxiliary restriction, namely 1 T R = 0, which turns out to satisfy r ii = − j =i r ij .
APPENDIX B: FULL CONDITIONALS
Sampling h After approximating the likelihood through a mixture of normals and, conditionally on the mixture component, we can (jointly) sample the vector of volatilities, including the initial state, using its multivariate DLM structure by running the Forward Filtering/Backward Smoothing algorithm as detailed in West and Harrison, (1999) . Sampling Φ Imposing stationarity and ordering a priori can be done with a uniform prior on the domain φ 1 > φ 2 > · · · > φ K . Then we can sample φ * k ∼ N 1 (φ * k |m k , v k ), where m k = (1/v) T t=2 h k,t h k,t−1 and v k = T −1 t=1 h 2 k,t until the proposed set of values follows the ordering conditions. Then, if we define Ω * = ΦΩ * Φ + Σ, we will set Φ = Φ * with probability equal to min (1, exp{log[f N (h 0 |0, Ω * )] − log[f N (h 0 |0, Ω)]}).
Sampling Σ We can update the components of Σ either all at once or one at a time. Under a prior of the form π(Σ) ∝ K k=1 IG(σ 2 k |a k , b k ) (a k , b k can denote previous information), we can sample σ 2 k ∼ IG(σ 2 k |α k /2, β k /2), where α k = T + 1 + 2a k and
