This paper presents a tighter bound on the degree distribution of arbitrary Pólya urn graph processes, proving that the proportion of vertices with degree d obeys a power-law distribution P (d) ∝ d −γ for d ≤ n 1/6− for any > 0, where n represents the number of vertices in the network. Previous work by Bollobás et al. formalized the well-known preferential attachment model of Barabási and Albert, and showed that the power-law distribution held for d ≤ n 1/15 with γ = 3. Our revised bound represents a significant improvement over existing models of degree distribution in scale-free networks, where its tightness is restricted by the Azuma-Hoeffding concentration inequality for martingales. We achieve this tighter bound through a careful analysis of the first set of vertices in the network generation process, and show that the newly acquired is at the edge of exhausting Bollobás model in the sense that the degree expectation breaks down for other powers.
Illustrating the extension of the feasibility region due to our analysis in Theorem 2, being at the edge of exhausting Bollobá's method.
we show the extend to which Bollobá's method can be stretched without the careful analysis of the first set of vertices, leading to an exponent of 1 /14. After our careful analysis of the first set of vertices, we are capable of further extending that feasibility region to acquire an exponent of 1 /6, see Figure 2 . This newly acquired bound can be considered tight as its tightness is restricted by the Azuma-Hoeffding concentration inequality for martingales. Our approach is also at the edge of exhausting Bollobás et al.'s approach, in the sense that the degree expectation breaks down for other powers.
Background

Preferential Attachment and the Pólya Urn Process
The preferential attachment process introduced in [2] can be formalized as a combination of Pólya urn processes [21] , in the sense that each newly arriving connection can represent a new ball added to the urn corresponding to that vertex. For such a formalization, consider a Pólya urn process with a two urn model, where the number of balls in one urn represent the degree of a node v k , and those in the second denote the sum of the degrees for v1, . . . , v k−1 . The process starts at n = k, where node v k has exactly m > 0 connections to v1, . . . , v k−1 . Recognizing that at this stage the first and second urns start with m and (2k − 3) m balls, respectively, it is easy to see that the evolution is a Pólya urn with strengths α k and 1 − α k with α k ∼ β (m, (2k − 3) m), with β(·) representing the Beta distribution.
The aforementioned process enables an accurate definition of the preferential attachment model by setting α1 = 1, and for 2 ≤ k ≤ n, α k ∼ β (m, (2k − 3) m). Further, by letting l k = k j=1 Φ k , with Φ k = α k n j=k+1 (1 − αj) for 1 ≤ k ≤ n, an edge between v k and vj is drawn if for some i ∈ [1, m], we have j = κ (U i,k l k−1 ), with κ (a) = min {k : l k ≥ a} for a ∈ [0, 1] and {U i,k } being a sequence of independent random variables for 1 ≤ i ≤ m and 1 ≤ k ≤ n.
Though appealing, Bollobás et al. [9] , among others, presented a procedure to formalize such preferential attachment models based on the concept of n-pairings [6, 8] enabling easier analysis. This framework exhibits multiple advantages, such as constructing graphs over n vertices non-recursively, and providing compact and tractable representations of degree distributions. Furthermore, this method has been at the core of multiple alternative formalizations of preferential attachment [7, 10, 19, 20] and therefore we adopt it in this paper as a general framework in the study of the degree distribution of scale-free networks.
n-Pairings and Graph Generation
The idea of n-parings [8, 6] is one of the essential steps required to generate graphs in the formalization introduced by Bollobás et al. [9] . An n-pairing is a partition of the set {1, 2, . . . , 2n} into pairs, so there are (2n − 1)!! = (2n)! /(n!2 n ) n-pairings [9] . These objects can be viewed as linearized chord diagrams (LCDs) [8] . An LCD with n chords consists of 2n distinct points on the x-axis paired by chords.
Starting from 2n-nodes, this process first generates a random matching between pairs of nodes. A directed graph Ψ (P) is then formed from an n-pairing P as follows: starting from the left, merge all endpoints including the first right endpoint to form v1. At this stage, merge all further endpoints up to the next right endpoint to form v2. This procedure is repeated until it reaches vn. Edges are created by replacing each pair by a directed edge from the vertex corresponding to its right endpoint to that corresponding to its left endpoint. As noted by Bollobás et al. [9] , if P is chosen uniformly at random from all (2n)! /(n!2 n ) n-pairings, then Ψ (P) has the same distribution as a random graph. Such a process can be used to formalize the widely known preferential attachment model of Barabási and Albert, as detailed next.
Generating Graphs
Bollobás introduced two processes to formalize the scale-free degree distribution inherent to real-world networks. In the one-connection preferential attachment process (Section 2.3.1) the goal is for a new node to make just one connection to the existing nodes in the graph. The multiple-connections preferential attachment process (Section 2.3.2), generalizes this idea to m > 1 connections. In this setting, the graphs are created by applying the one-connection process multiple times.
One-Connection Preferential Attachment Process
For m = 1, the goal is for each new node to make only one connection to those nodes that already exist in the graph. This process, G
, is defined inductively so
is a directed graph on {vi : 1 ≤ i ≤ n}. Formally:
Definition 1 (One-Connection Preferential Attachment Process [9] :). Start with G
1 , the graph with one vertex and one loop. Construct G
by adding a vertex (node) vn with a single directed edge from vn to vi, with i chosen according to:
Multiple-Connections Preferential Attachment Process
For the case of m > 1 (i.e., multiple connections), m edges from the new node are added one at a time. The process G
is defined as following:
Definition 2 (Multiple-Connections Preferential Attachment Process [9] :). The pro-
is defined by running G
on a set of vertices v 1 , v 2 . . . to create
m is then formed by identifying the vertices v 1 , . . . , v m to form v1, v m+1 , . . . , v 2m to form v2, and so forth.
The probability space for directed graphs on n vertices will be denoted by G
m has the distribution derived from the multiple-connection preferential attachment process described above. As noted by Bollobás and Riordan [8] , such a distribution has an alternative description in terms of n-pairings with the advantage of a simple and non-recursive definition of the distribution of G (n) m . Due to space constraints, the details of such derivations are omitted in this paper. Interested readers are referred to either the supplementary material accompanying this paper or to Bollobás et al. [9, 8] for a more thorough explanation.
Revised Bounds on the Degree Distribution
This section presents the main results of this paper in the form of two theorems. Due to space constraints, we only provide proof sketches here; extended proofs can be found in the supplementary material accompanying this paper. Theorem 1 tightens the bounds on the in-degree distribution of scale-free networks from n 1/15 to n 1/14− for any > 0. Our second main result, summarized in Theorem 2, further tightens the above bound to attain n 1/6− for any > 0. This bound is the tightest discovered for such a general setting so far. We achieve n 1/6− by performing a detailed and careful analysis of the degree distribution of the first set of vertices in scale-free networks. be the process defined in Section 2.3.2.
For any > 0 and 1
m with an in-degree d.
Intuitively, the above theorem states that the probability for vertices to follow a power-law distribution tends to 1 as the n grows large. The studied degree, in this case, should be restricted in the range of 1 ≤ d ≤ n 1/14− for some > 0, which is tighter than that derived by Bollobás et al. [9] (i.e., 1 ≤ d ≤ n 1/15 ). Note that later, we further tighten this bound to n 1/6− as summarized by Theorem 2.
Proof. Our proof is closely related to that of Bollobás et al. [9] with major differences including the tightness of the derived bounds. At a high level, the proof is performed in two steps. In the first step, we consider the m = 1 scenario and then generalize to m > 1. Considering m = 1, the proof is established by proving three Lemmas. First, we will prove the following: Lemma 1. Let D k be the sum of the total degrees of nodes v1, v2, .
Proof. Fixing 1 ≤ s ≤ n−k, we bound the probability of the event A = {D k = 2k+s}. The event A is equivalent to the event that a set of new nodes (i.e.,{v k+1 , v k+2 , . . . , vn}) makes exactly s links with the collection {v1, v2, . . . , v k }. This is true since in the G
process each new node creates exactly one outgoing link with previous nodes. Precisely, {v1, v2, . . . , v k } exhibit exactly k edges among themselves.
To acquire the value of Pr[A], we will use a well-know result from the n-pairings theory [8] . Namely, if n-pairings are chosen uniformly randomly, then the corresponding directed graph will exhibit the same distribution as G (n) 1 :
with N (s) representing the number of n-pairings in which the k th right-end point corresponds to the LCD-node 2k + s, with exactly s LCD-nodes in the collection C left {1, 2, . . . 2k +s} being left end-points for some s nodes in the collection C right {2k + s + 1, 2k + s + 2, . . . 2n}. Furthermore, the total number of all n-pairings is given
Notice that the number of ways to pair LCD-node 2k + s with: (1) one of the elements in C left , and (2) exactly 2k − s − 2 elements of C left with themselves is given by (2k + s − 1)
Similarly, the number of ways to pair exactly (2n − 2k − 2s) numbers of C right among each other is given by
Having these derivations, we can write:
with s! representing all different ways in which s C left LCD-nodes can be paired with s nodes in C right . Given this result, we can rewrite Equation 1 as:
Note that for a fixed k, the function
decreases with s. Considering the case where
we have the following solutions for s:
Using the above statements, we can prove:
For all s such that s < n, and s = s01, s02:
Proof. The opposition case can be stated as follows: there s = s01, s02 such that
Two cases are to be considered: a) Case One:
, which contradicts the statement of s .
Claim 2. Let l be any positive integer, then for large n
Proof. Consider the ratio:
. This result can be further generalized:
≤ e (−1/2n) . Therefore, the multiplication of these inequalities gives:
≤ e (−l/2n) . Given the collection of inequalities:
leads us to:
Similarly, it can be shown that for any positive integer l:
Claim 3.
For any 1 ≤ k ≤ n:
Proof. Using the inequalities of Equations 3 and 5, it can be seen that:
Let l0 = 3 √ n log n and consider the ratio:
Therefore, the tight bound for sum in Equation 7 has the following form:
Combining the inequalities in Equations 7 and 8, we arrive at:
n log n}. Then for large n:
Proof. We first prove that for large n: C ⊆ B. This is true since for each k, such that 1 ≤ k ≤ n:
Therefore:
Finally, using (11) for large n we have:
Using claims 3 and 4, we can conclude that
thus proving Lemma 1.
The next claim deals with computing the conditional degree distribution of node
given the sum of node (i.e., {v1, v2, . . . , v k }) degrees:
where 0 ≤ s ≤ n − k.
, we will compute the ratio of number of n-pairings defining events {d k+1 = d + 1} and {D k = 2k + s} to the number of n-pairings defining that of {D k = 2k + s}.
Consider the number of n-pairings of LCD-nodes {C left = {1, 2, . . . 2k + s} and C right = {2k + s + 1, 2k + s + 2, . . . 2n}. For each n pairing of C left that defines event Therefore, the number of n-pairings of the set C right which define event {d k+1 = d + 1} is:
Furthermore, the number of ways to generate LCD-node 2k + s + d − 1 is s + d. Also, the number of ways to pair s + d − 1 LCD-nodes from the set {1, 2, . . . 2k + s + d} with these from C shifted right is:
Finally, the number of ways to pair the remaining LCD-nodes in C shifted right among each other is given by (2n − 2k − 2s − 2d − 1)!!. Letting A represent the event d k+1 = d + 1, and using Equations 2 and 14, we see that:
The next lemma shows that the degree distribution for v k ∈ G ] and d k+1 be the total degree of node k + 1, where k ∈ [M, n − M ]. Then for all (α, β) such that:
the following is true for large n :
Proof. Fix D = 2k + s such that |D − 2 √ kn| ≤ 4 √ nlogn and consider the conditional probability
Then for large n:
Proof. Knowing that D = 2k + s, the inequality |D − 2 √ kn| ≤ 4 √ n log n gives the following:
Using d ≤ n α , where α ∈ [0, 1 3 ] for large, n we have:
Using the results of Equations 18, 19, and 20) , the conditional probability can be written as:
, and d ≤ n α with α ∈ [0, 1 3 ]. Then for (α, β) such that 2β − α > :
Using a Taylor expansion of (1 − 1 n 1−β log n ) 1/2 ≈ 1 − 1 2n 1−β log n for large n, and using Equation 21 , we arrive at:
In the case that 2β − α > 3 2 , the last expression tends to infinity as n → ∞.
, and d ≤ n α with α ∈ [0, 1 3 ]. Then for (α, β) such that
Proof. Using Equation 21 and following a similar procedure to that in Claim 7 we arrive at:
In the case that β − α > 1 2 , the last expression tends to infinity as n → ∞.
, and d ≤ n α with α ∈ [0, 1 3 ]. Then for β > 0:
Proof. Using Equation 21:
Therefore,
for large n. Therefore, for Equation 23:
Similarly to the proofs of the previous two claims, if β > 0 then the last expression goes to 0 as n → ∞.
Applying the results of Claims 7, 8 and 9 to Equation 17 we deduce:
Finally, by letting Dα = {D : |D − 2 √ kn| ≤ 4 √ n log n} and using the law of total probabilities the following can be written:
At this stage, the goal is to bound each of the two sums in Equation 26. For the first, using Equation 25 and Lemma 1, for large n we have:
Similarly, for the second sum in Equation 26
:
Combining the results of Equations 27 and 28:
which proves Lemma 2.
The next lemma computes the expectation of the number of nodes in G ]. Then for large n:
and for (α, β) such that 1 − 3α > β:
Proof. Denote by di the total degree of node vi and consider random variable Xi defined as follows:
Further, notice that:
Using Lemma 2, for large n:
.
Combining Equations 30 and 31:
Notice that if 1 − 3α > β then the term
dominates all other terms in Equation 29, hence for such (α, β):
The next lemma establishes a similar result for graph G ]. Then for large n:
,
Proof. Using the equivalence of graphs G , and applying the same arguments as Lemmas 1 and 2, for node v mk+j+1 of graph G
By applying the same technique as in Lemma 3 and using
dominates all other term in (39), hence for such (α, β):
The following lemma introduces the martingale sequence that will be the final step in the proof: 
Proof. Since Yt are adapted to {F t m } n t=1 and E(Yt+1|F
follows that {Yt} is martingale sequence. Now notice that attachment that is made at moment t does not affect the joint degree distribution of other nodes vi, therefore, the change in N (d + 1) is at most 2.
The next Lemma, presented without a proof, is the Azuma-Hoeffding concentration inequality for martingales Lemma 6 (Azuma-Hoeffding Inequality). Let {Xn} be a martingale (or supermartingale) such that |X k+1 − X k | ≤ c k almost surely for k = 0, 1, . . . n − 1. Then for any N ∈ N such that N ≤ n and t ∈ R:
Proof. The proof can be found in [1] .
The next Lemma proves the Theorem 1:
the following is true:
. Therefore, using Lemmas 5 and 6:
for all (α, β) satisfying the system of inequalities in Equation 38. For such (α, β), the following result is true:
Please note that if α such that 1−3α > and satisfying the system in Equation 38 for large n:
The last observation here is that α < 1 14 satisfies all conditions in Lemma 7, thus concluding the proof of Theorem 1.
Further Tightening of the Bound
Although successful, next we introduce a novel approach capable of tightening the bound to n be the process defined in Section 2.3.2.
For any > 0 and 1 Proof. From the proof of Theorem 1, we recognize that the main restriction on inequality α is caused by 1 − 3α < β. This guarantees that 
The proof of Theorem 2 is based on estimating the sums in Equation 39:
, and α ∈ [0, 1 3 ], β ∈ (0, 1]. Then:
1. For all (α, β) such that β ≤ 1 − 2α, it is true for large n that:
2. For d < n
1−β 2
and all (α, β) such that β > 1 − 2α the following is true for large n :
Proof. The main idea is to show that when k ∈ [log 2 n, M ], the expressions in Equation 16 still hold.
] and β ∈ (0, 1], and let d k+1 be the total degree of node k + 1, where k ∈ [log 2 n, M ]. Then for large n:
Proof. Following the proof of Lemma 2, the following facts need to be verified:
, and d ≤ n α with α ∈ [0, 1 3 ] and β ∈ [0, 1], then:
3. Let k ∈ [log 2 n, M ], and d ≤ n α with α ∈ [0, 1 3 ] and β ∈ [0, 1], then:
4. Let k ∈ [log 2 n, M ], and d ≤ n α with α ∈ [0, 1 3 ]. Then for β ∈ (0, 1]:
The above facts can be proven accordingly:
1. Similarly to Claim 6 where |D k − 2 √ kn| ≤ 4 √ n log n, we can conclude that:
Therefore, the approximations of Equations 18, 19, and 20 hold. Since d ≤ n α with α ∈ [0,
Hence, the expression in Equation 13 can be written as:
Thus, Fact 1 is established.
2. For k ∈ [log 2 n, M ], we have:
, and consider the ratio:
The application of the Azuma-Hoeffding inequality requires an additional constraint of: 1 − 3α < 1 2 . Taking this into account, it is easy to see that for any small enough > 0, α = 
Discussion & Conclusion
This paper presents two new bounds on the degree distribution of networks following from the preferential attachment model. Due to its generality and impact, we adopted the preferential attachment formalization proposed by Bollobás et al. [9] as the framework for our analysis. These new bounds were presented in two Theorems. Theorem 1 shows that we are able to tighten the bound of Bollobás et al. [9] from d ≤ n 1/15 to d ≤ n 1/14− for any > 0. Theorem 2 then shows that we can further improve this bound to d ≤ n 1/6− for any > 0, yielding the tightest bound currently available on the degree distribution. We achieve this bound by introducing a novel technique capable of carefully analyzing the first set of vertices in complex networks.
An interesting question is to what extent can the bound on Theorem 2 be further tightened? Definitely, this is an interesting direction for future work. Here, however, we provide a corollary showing that for 1 /6 ≤ α < 1 /3 (the valid α range to be considered), the probability that the portion of vertices exhibiting a power-law distribution tends to zero as n → ∞: This corollary establishes the fact that for d-ranges greater than 1 /6, the probability of attaining a fraction of the vertices following a power-law degree distribution tends to zero as n grows large. Therefore, from such a perspective, the bound in Theorem 2 can be considered tight.
Proof. The proof is quite straight-forward. It is enough to recognize that if α > 1 /6, the term log n n as opposed to This implies that the probability to find a fraction of the vertices following a power-law degree distribution tends to zero as n grows large.
