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Abstract
This work deals with the study of projective Mackey functors. Mackey func-
tors are algebraic structures with operations which behave like induction,
restriction and conjugation in group representation theory. These objects
have properties which generalize many constructions such as, for example,
group cohomology, the Burnside ring or algebraic K-theory of group rings.
In the first part we concentrate on extension groups of degree 1 between
simple Mackey functors for a group G. The calculation of these groups is a
very important tool in determining the Loewy series of projective Mackey
functors. We determine extension groups between simple Mackey functors
indexed by normal subgroups of G. We next study the conditions under
which it is possible to restrict ourselves to that case, and we give methods
for calculating extension groups between simple Mackey functors which are
not indexed by normal subgroups. We also study the case of extension groups
between simple Mackey functors indexed by the same subgroup. In that case,
every extension group can be embedded in an extension group between mo-
dules over a group algebra, and we describe the image of this embedding. In
particular, we determine every extension group for simple Mackey functors
for a p-group and for a group which has a normal p-Sylow subgroup.
Next, we focus on extension groups of higher degree between simple Mac-
key functors for a group with a p-Sylow subgroup of order p. We calculate
explicitly the minimal projective resolution of a simple Mackey functor for
the group Cp oCe, where e divides p− 1 and Ce acts faithfully on Cp. This
allows us to prove that every simple Mackey functor for a group whose order
is not divisible by p2 has a periodic (or finite) minimal projective resolution.
Next, we examine the socle of a projective Mackey functor for a p-group
P . We prove that simple subfunctors of a projective functor indexed by a
subgroup H of P are indexed by normalizers in H of subgroups of H. In
particular, this implies that in the case where P is abelian, every simple
subfunctor of our projective functor is indexed by H. We then study the
socle of a specific projective Mackey functor, namely the Burnside functor
BP , and we focus on the case where P is abelian. In particular, we calculate
it in the case of a cyclic p-group, an abelian p-group of rank 2 and an ele-
mentary abelian p-group of rank 3. This enables us to determine the socle
of an indecomposable projective Mackey functor indexed by a subgroup of
P isomorphic to one of the previous groups.
We end this work by providing an explicit formula for the Cartan coefficients
of the Mackey functors for a p-group.
Keywords : Mackey functor, Mackey algebra, group representation, Burn-
side ring, extension groups.
Re´sume´
Ce travail porte sur l’e´tude des foncteurs de Mackey projectifs. Les fonc-
teurs de Mackey sont des structures alge´briques posse´dant des ope´rations
qui se comportent comme l’induction, la restriction et la conjugaison dans
la the´orie des repre´sentations des groupes. Ces objets ont des proprie´te´s
qui ge´ne´ralisent de nombreuses constructions comme, par exemple, la coho-
mologie des groupes, l’anneau de Burnside ou la K-the´orie alge´brique des
anneaux de groupes.
Dans un premier temps, nous nous inte´ressons aux groupes d’extension de
degre´ 1 entre foncteurs de Mackey simples associe´s a` un groupe G. La
de´termination de ces groupes est en effet un outil tre`s important pour obte-
nir la se´rie de Loewy des foncteurs projectifs. Nous de´terminons les groupes
d’extension entre des foncteurs de Mackey simples indexe´s par des sous-
groupes normaux de G. Puis nous e´tudions a` quelles conditions il est pos-
sible de se restreindre a` ce cas et nous donnons des me´thodes pour calculer
les groupes d’extensions entre foncteurs simples qui ne sont pas indexe´s par
des sous-groupes normaux. Nous nous inte´ressons ensuite au cas des groupes
d’extension entre foncteurs simples indexe´s par le meˆme sous-groupe. Dans
ce cas, chaque groupe d’extension s’envoie de manie`re injective dans un
groupe d’extension entre modules sur une alge`bre de groupe. Nous de´crivons
alors l’image d’un tel monomorphisme. En particulier, nous de´terminons
tous les groupes d’extension pour des foncteurs de Mackey simples associe´s
a` un p-groupe et a` un groupe posse´dant un p-sous-groupe de Sylow normal.
Nous e´tudions ensuite les groupes d’extension de degre´ supe´rieur entre des
foncteurs de Mackey simples, associe´s a` un groupe posse´dant un p-sous-
groupe de Sylow d’ordre p. Nous calculons explicitement les re´solutions
projectives minimales des foncteurs de Mackey simples associe´s au groupe
CpoCe, ou` e divise p− 1 et ou` Ce agit fide`lement sur Cp. Cela nous permet
alors de montrer que tous les foncteurs de Mackey simples associe´s a` un
groupe dont l’ordre n’est pas multiple de p2 posse`de une re´solution projec-
tive minimale pe´riodique (ou finie).
Nous nous inte´ressons par la suite au socle des foncteurs de Mackey projec-
tifs, associe´s a` un p-groupe P . Nous prouvons que les sous-foncteurs simples
d’un foncteur projectif indexe´ par un sous-groupe H de P sont eux-meˆme
indexe´s par des normalisateurs dansH de sous-groupes deH. En particulier,
ce re´sultat montre que dans le cas ou` P est abe´lien, tous les sous-foncteurs
simples de notre foncteur projectif sont indexe´s parH. Nous nous inte´ressons
alors au socle d’un foncteur de Mackey projectif spe´cifique, a` savoir le fonc-
teur de BurnsideBP , essentiellement dans le cas abe´lien. En particulier, nous
de´terminons ce socle dans le cas d’un p-groupe cyclique, un p-groupe abe´lien
de rang 2 et un p-groupe abe´lien e´le´mentaire de rang 3. Cela nous permet
de de´terminer le socle d’un foncteur de Mackey projectif inde´composable
indexe´ par un sous-groupe de P , isomorphe a` l’un des groupes pre´ce´dents.
Nous terminons en donnant une formule explicite pour de´terminer les coef-
ficients de Cartan des foncteurs de Mackey associe´s a` un p-groupe.
Mots cle´s : foncteurs de Mackey, alge`bre de Mackey, repre´sentation des
groupes, anneau de Burnside, groupes d’extension.
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Introduction
Le cadre global de ce travail est celui de la the´orie des repre´sentations des
groupes finis. Une repre´sentation d’un groupe G sur un corps k est un ho-
momorphisme de groupes de G dans GL(V ), ou` V est un k-espace vectoriel
de dimension finie, ou, de manie`re e´quivalente, une repre´sentation est un
kG-module V , de type fini. Le but de cette the´orie est d’obtenir des infor-
mations sur la structure d’un groupe fini, a` partir de ses repre´sentations.
La the´orie des repre´sentations a e´te´ de´veloppe´e, a` la fin du XIXe`me sie`cle,
par Ferdinand Georg Frobenius et, inde´pendamment, par William Burnside.
Ils ont introduit, d’une part, le concept de repre´sentation ρ d’un groupe fini
G sur le corps C des nombres complexes, autrement dit ρ est un homomor-
phisme de G dans GLn(C), et d’autre part, le caracte`re χ associe´ a` cette
repre´sentation, qui est de´fini par χ(g) = Trace(ρ(g)) pour tout e´le´ment g
de G. Cette dernie`re de´finition ge´ne´ralisait ainsi la notion de caracte`re d’un
groupe fini abe´lien, de´ja` connue a` cette e´poque. En particulier, Frobenius
a e´crit de nombreux articles fondateurs de cette the´orie, dont l’un des plus
brillants e´tait une analyse de´taille´e des relations entre les repre´sentations,
toujours sur C, d’un groupe G et les repre´sentations d’un sous-groupe H
de G. Cet article marque les origines de la the´orie des repre´sentations in-
duites, qui associe a` une repre´sentation (respectivement a` un caracte`re) d’un
sous-groupeH de G, une repre´sentation (respectivement un caracte`re) de G.
A partir de la`, de nombreux re´sultats ont re´ve´le´ la puissance et l’utilite´ de
la notion de repre´sentation induite. Par exemple, Emil Artin a de´montre´,
en 1931, que tout caracte`re de G est une combinaison line´aire a` coeffi-
cients rationnels de caracte`res induits par des caracte`res de sous-groupes
cycliques de G. Un autre re´sultat analogue est duˆ a` Richard Brauer, qui
a prouve´, en 1947, que tout caracte`re de G est une combinaison line´aire a`
coefficients entiers de caracte`res induits par des caracte`res de sous-groupes
e´le´mentaires de G, ou` un sous-groupe E est dit e´le´mentaire s’il est pro-
duit direct d’un groupe cyclique C d’ordre premier a` p par un p-groupe,
pour un nombre premier p. Brauer a e´te´, par ailleurs, le fondateur de la
the´orie des repre´sentations modulaires, c’est-a`-dire des repre´sentations sur
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un corps k dont la caracte´ristique divise l’ordre de G. En effet, jusqu’alors,
la the´orie des repre´sentations se faisait sur le corps des complexes, ou`, par
le the´ore`me de Maschke, toute repre´sentations se de´compose en somme di-
recte de repre´sentations irre´ductibles, qui sont elles-meˆmes en nombre fini
et dont la plupart des proprie´te´s sont de´crites a` l’aide de leur table de ca-
racte`res. Dans le cas ou` la caracte´ristique de k est divise l’ordre du groupe,
l’alge`bre kG n’est plus semi-simple et la classification des kG-modules de-
vient beaucoup plus ardue. Brauer s’est alors attaque´ a` ce proble`me, dans
le but premier d’obtenir des informations sur les tables de caracte`res dans
le cas complexe.
La the´orie des repre´sentations induites semblait, comme nous l’avons dit,
mener a` de nombreuses applications dans diffe´rents cadres, c’est ce qui a
conduit Tsit-Yuen Lam a` introduire une premie`re formulation axiomatique
de ces techniques, pour pouvoir utiliser les repre´sentations induites et, en
particulier les formules de re´ciprocite´ e´tablies par Frobenius, dans plusieurs
situations comme, par exemple, pour l’e´tude de diffe´rents groupes de Gro-
thendieck.
Toutefois, des de´veloppements plus pousse´s de cette the´orie ont re´ve´le´ l’im-
portance des the´ore`mes de Mackey dans l’e´tude des repre´sentations, et plus
particulie`rement de la formule de Mackey qui de´crit le proce´de´ d’induction
de H a` G, puis de restriction a` J , en termes de restriction de H a` H∩gJg−1,
suivi d’induction a` J , ou` H et J sont des sous-groupes de G et g ∈ G. Cette
formule permet donc de mettre en relation l’induction a` G et des construc-
tions concernant uniquement les sous-groupes propres de G. En 1971, James
Green a introduit, dans [Gre71], la notion de G-foncteur, qui sera appele´ par
la suite foncteur de Green, afin d’obtenir “un cadre ge´ne´ral pour une partie
de la the´orie des repre´sentations des groupes finis, celle qui comprend la
the´orie des vortex des repre´sentations modulaires et la the´orie des groupes
de de´faut d’un bloc”. Un G-foncteur A pour un groupe fini G, sur un anneau
commutatif R, associe a` chaque sous-groupe H de G, une R-alge`bre A(H),
ainsi que des applications d’induction, note´es IHK , de A(K) dans A(H), de
restriction, note´es RHK , de A(H) dans A(K), et de conjugaison, note´es cg,
de A(H) dans A(gHg−1) pour tout sous-groupe K de H et tout e´le´ment g
de G. De plus, ces applications doivent satisfaire plusieurs conditions, dont
des conditions de transitivite´, l’axiome de Frobenius, ainsi que l’axiome de
Mackey. Lorsque les objets A(H) posse`dent seulement une structure de R-
module, A est appele´ foncteur de Mackey.
Paralle`lement a` cela, Andreas Dress a introduit, en 1973, dans [Dre73], les
notions de foncteurs de Mackey et de foncteurs de Green, a` l’aide d’une
de´finition e´quivalente a` celle de Green, mais qui part d’un autre point de
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vue visant a` faire ressortir les similitudes entre la the´orie des repre´sentations
induites et certains aspects de l’alge`bre homologique. Soit A une petite
cate´gorie, contenant des sommes finies, des produits finis et des produits
fibre´s. Dress a de´fini alors un foncteur de Mackey comme un couple de fonc-
teurs (M?,M
?) de A dans la cate´gorie B des R-modules a` gauche (ou` R
est un anneau commutatif) qui co¨ıncident sur les objets et tels que M?
est covariant et transforme les sommes finies de A en produits finis de
B, M? est contravariant, et tels que M? et M
? satisfont une condition
supple´mentaire sur les produits fibre´s. Lorsque la cate´gorie A est la cate´gorie
des G-ensembles finis, les de´finitions de Dress et de Green co¨ıncident. En
particulier, la condition sur les produits fibre´s de la de´finition de Dress cor-
respond a` l’axiome de Mackey dans la de´finition de Green.
A partir de la`, s’est pose´e la question naturelle de classifier les foncteurs
de Mackey simples. La re´ponse comple`te a` ce proble`me a e´te´ donne´e par
Jacques The´venaz et Peter Webb, dans [TW90], en 1989, qui ont de´montre´
que ces foncteurs simples sont parame´trise´s par un sous-groupe H de G, pris
a` conjugaison pre`s, et par un kNG(H)/H-module simple V , pris a` isomor-
phisme pre`s. Les deux meˆmes auteurs ont ensuite e´crit un article, [TW95],
qui de´crit la structure des foncteurs de Mackey, et qui est centre´ plus parti-
culie`rement sur les foncteurs de Mackey projectifs, en utilisant une troisie`me
de´finition de ces foncteurs. The´venaz et Webb ont en effet introduit une R-
alge`bre de rang fini, appele´e l’alge`bre de Mackey. Un foncteur de Mackey
devient alors simplement un module sur cette alge`bre. Cette de´finition est
tre`s utile, car elle permet d’utiliser les constructions et les re´sultats stan-
dards de la the´orie des modules comme, par exemple, l’existence de couver-
tures projectives, ou le the´ore`me de Krull-Schmidt. De plus, lorsque R est
un corps, la parame´trisation des foncteurs de Mackey simples nous donne
alors imme´diatement une parame´trisation des foncteurs de Mackey projec-
tifs inde´composables.
L’article de The´venaz et Webb a e´galement mis en lumie`re le fait qu’il y a
encore beaucoup a` de´couvrir sur la structure des foncteurs de Mackey pro-
jectifs. Ce sont donc justement ces foncteurs projectifs, associe´ a` un corps
R = k, qui vont nous inte´resser dans ce travail.
Dans le premier chapitre, nous donnerons les diffe´rentes de´finitions de fonc-
teur de Mackey, ainsi que plusieurs re´sultats et de´finitions lie´s aux repre´sen-
tations des groupes finis, dont nous aurons besoin pour la suite. Nous expo-
serons e´galement la classification des foncteurs de Mackey simples, obtenue
par The´venaz et Webb, et nous donnerons plusieurs proprie´te´s des foncteurs
de Mackey projectifs.
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Le deuxie`me chapitre traite des groupes d’extension de degre´ 1 entre fonc-
teurs de Mackey simples. La de´termination de ces groupes est un outil ma-
jeur pour de´terminer la se´rie de Loewy d’un foncteur de Mackey projectif.
Nous calculerons explicitement ce groupe lorsque les foncteurs simples cor-
respondants sont indexe´s par des sous-groupes normaux distincts, et nous
verrons a` quelles conditions il est possible de se restreindre a` ce cas. Dans
le cas ou` cette restriction n’est pas possible, nous obtiendrons des infor-
mations sur ces groupes a` l’aide de foncteurs, appele´s foncteurs T , que
nous e´tudierons, dont la de´finition est analogue a` celle des foncteurs simples
construits dans la classification, a` la diffe´rence pre`s que les modules qui les
indexent ne sont plus simples. Ces foncteurs T nous permettrons alors d’ob-
tenir des conditions pour lesquelles les groupes d’extension entre foncteurs
simples sont triviaux et ils nous permettront e´galement de restreindre les
calculs a` des sous-groupes propres de notre groupe de de´part. La dernie`re
section de ce chapitre sera consacre´e au cas, plus de´licat, ou` les foncteurs
simples apparaissant dans les groupes d’extension sont indexe´s par le meˆme
sous-groupe. Nous montrerons alors que dans le cas d’un p-groupe, ou` p est
la caracte´ristique du corps k, ainsi que dans le cas ou` notre groupe posse`de
un p-sous-groupe de Sylow normal, les groupes d’extension de degre´ 1 sont
isomorphes a` des groupes d’extension entre modules sur des alge`bres de
groupes, du moins dans le cas ou` p est impair.
La question qui se pose ensuite naturellement est de savoir ce qu’il en est
des groupes d’extension de degre´ supe´rieur. Cette question est d’autant plus
inte´ressante qu’elle est directement lie´e au proble`me de la de´termination de
re´solutions projectives minimales de foncteurs simples. Nous nous inte´res-
serons donc a` ce proble`me, dans le chapitre 3, et nous nous placerons alors
dans un cas ou` la structure des foncteurs de Mackey projectifs inde´compo-
sables a e´te´ de´termine´e explicitement (dans [TW95]), a` savoir le cas ou`
le groupe G posse`de un p-sous-groupe de Sylow d’ordre p. Dans un pre-
mier temps, nous de´terminerons les re´solutions projectives minimales des
foncteurs simples associe´s au groupe cyclique d’ordre p. Dans un deuxie`me
temps, nous les utiliserons afin d’obtenir des re´solutions projectives de fonc-
teurs simples associe´s a` un groupe G posse´dant un p-sous-groupe de Sylow
normal C, lorsque le foncteur simple en question est indexe´ par C, et a` un
groupe G = CpoCe, ou` e divise p−1, lorsque le foncteur simple en question
est indexe´ par le groupe trivial. Nous survolerons ensuite le cas des exten-
sions entre foncteurs de Mackey cohomologiques, c’est-a`-dire satisfaisant la
condition que IHKR
H
K est e´gal a` la multiplication par l’indice [H : K] pour
tous sous-groupes K ≤ H ≤ G. Nous de´montrerons que les extensions de
degre´ 1 entre foncteurs de Mackey simples cohomologiques sont les meˆmes
que dans le cas standard, puis nous verrons, par des exemples, que ce n’est
plus le cas lorsque les foncteurs ne sont pas simples ou pour des extensions
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de degre´ supe´rieur.
Le quatrie`me chapitre sera consacre´ a` la question du socle des foncteurs de
Mackey projectifs. Dans le cas des modules sur l’alge`bre de groupe kG, ce
proble`me est ininte´ressant car le socle des modules projectifs inde´compo-
sables est toujours simple, et isomorphe au plus grand quotient simple du
module en question. Par contre, ce re´sultat n’est plus vrai pour les fonc-
teurs de Mackey associe´s a` un groupe dont l’ordre est divisible par p2. La
de´termination du socle de ces foncteurs devient alors un proble`me ardu.
Nous nous placerons dans le cas ou` notre groupe G = P est un p-groupe et
nous montrerons que les sous-foncteurs simples d’un foncteur de Mackey pro-
jectif PH,k, indexe´ par un sous-groupe H de G, sont eux-meˆmes indexe´s par
des normalisateurs dans H de sous-groupes de H. En particulier, il s’ensuit
que dans le cas d’un groupe abe´lien, tous les sous-foncteurs simples de PH,k
sont indexe´s par H. Nous focaliserons alors notre attention sur le cas abe´lien
et nous verrons qu’il suffit de comprendre le cas du foncteur de Burnside,
qui correspond, dans le cas d’un p-groupe, au foncteur de Mackey projectif
PP,k. Les sections suivantes seront consacre´es a` l’e´tude du nombre de sous-
foncteurs simples, force´ment isomorphes a` SP,k, du foncteur de Burnside,
dans le cas abe´lien. Les re´sultats obtenus nous permettront de calculer le
socle d’un foncteur de Mackey projectif inde´composable PH,k dans les cas
ou` H est un sous-groupe cyclique, abe´lien de rang 2 ou abe´lien e´le´mentaire
de rang 3 d’un p-groupe quelconque P .
Le cinquie`me et dernier chapitre traite des coefficients de Cartan des fonc-
teurs de Mackey, qui donnent la liste des facteurs de composition d’un fonc-
teur de Mackey projectif inde´composable. De nouveau, nous nous placerons
dans le cas d’un p-groupe P , et nous donnerons alors une formule explicite
pour de´terminer les coefficients de Cartan des foncteurs de Mackey associe´s
a` P . Nous terminerons ce chapitre par quelques exemples.
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Notations
Tout au long de ce travail, G de´signera un groupe fini, R un anneau com-
mutatif et k un corps qui sera suppose´ alge´briquement clos, a` partir du
deuxie`me chapitre. Nous noterons H ≤ G (respectivement H < G, H E G,
H/G) si H est un sous-groupe de G (respectivement un sous-groupe propre,
un sous-groupe normal, un sous-groupe normal propre). De meˆme, K ≤G H
(respectivement K <G H) signifie que K est conjugue´, par un e´le´ment de G,
a` un sous-groupe de H (respectivement a` un sous-groupe propre) et, pour
tout g ∈ G, nous poserons gH = gHg−1 et Hg = g−1Hg. Si H, K ≤ G,
nous noterons [G/H] (respectivement [H\G]) un ensemble de repre´sentants
des classes a` gauche (respectivement a` droite) modulo H et [K\G/H] un
ensemble de repre´sentants des doubles classes KgH. Nous noterons NG(H)
le groupe NG(H)/H, pour tout H ≤ G, ou` NG(H) = {g ∈ G | gHg
−1 = H}
est le normalisateur de H dans G. Si H et K sont des sous-groupes de G,
le transporteur de H a` K, a` savoir {g ∈ G | gH ≤ K}, sera note´ TG(H,K).
Finalement, si A est un anneau, les A-modules seront, par convention, des
modules a` gauche et de type fini.
1.1 Foncteurs de Mackey : de´finitions et exemples
Nous allons commencer par rappeler les diffe´rentes de´finitions des foncteurs
de Mackey. Il y a, en effet, quatre de´finitions e´quivalentes : l’une en termes
d’application qui associe a` chaque sous-groupe de G un module, la deuxie`me
en termes de G-ensembles, la troisie`me comme un foncteur d’une certaine
cate´gorie dans les modules et la quatrie`me en termes de module sur une cer-
taine alge`bre. Cette diversite´ nous permet donc d’aborder les proble`mes lie´s
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a` ces objets de plusieurs points de vue et, par exemple, d’utiliser la the´orie
des modules ou celle des G-ensembles selon les besoins.
La premie`re de´finition est due a` Green (voir [Gre71]) :
De´finition 1.1.1. Un foncteur de Mackey, associe´ a` un groupe fini G, sur
un anneau commutatif R, est un ensemble de R-modules {M(H) |H ≤ G},
pour chaque sous-groupe H de G, munis d’applications R-line´aires
IHK : M(K)→M(H) (induction)
RHK : M(H)→M(K) (restriction)
cg : M(H)→M(
gH) (conjugaison)
pour chaque sous-groupe K ≤ H et pour tout g ∈ G, satisfaisant les condi-
tions suivantes :
i) IHH , R
H
H , ch :M(H)→M(H) sont e´gaux a` idM(H) pour tout H ≤ G et
tout h ∈ H,
ii) RKJ R
H
K = R
H
J et I
H
K I
K
J = I
H
J pour tout J ≤ K ≤ H,
iii) cgch = cgh pour tout g, h ∈ G,
iv) R
gH
gKcg = cgR
H
K et I
gH
gK cg = cgI
H
K pour tout K ≤ H et tout g ∈ G,
v) (axiome de Mackey)
RHJ I
H
K =
∑
x∈[J\H/K]
IJJ∩xKcxR
K
Jx∩K
pour tout J,K ≤ H, ou` [J\H/K] est un ensemble de repre´sentants des
doubles classes JgK.
Les foncteurs de Mackey associe´s a` un groupe fini G forment une cate´gorie,
note´e MackR(G), dans laquelle un morphisme f entre des foncteurs de Mac-
key M et N est une collection de morphismes de R-modules
f(H) :M(H)→ N(H)
qui commutent avec les applications d’induction, de restriction et de conju-
gaison.
Un sous-foncteur N d’un foncteur de Mackey M est un ensemble de R-sous-
modules N(H) ⊆M(H), pour tout sous-groupe H de G, qui est stable par
induction, restriction et conjugaison.
Si N est un sous-foncteur de M , le foncteur quotient M/N est de´fini par
(M/N)(H) = M(H)/N(H), muni des applications de restriction, transfert
et conjugaison induites.
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Remarquons de plus que, vu les axiomes i) et iii) de la de´finition, si M
est un foncteur de Mackey, alors, pour tout x ∈ NG(H), les applications
cx de´finissent une structure de R[NG(H)/H]-module sur M(H). En parti-
culier, M(1) est un RG-module. En fait, la cate´gorie des RG-modules se
plonge dans MackR(G), via le foncteur point fixe (voir l’exemple 2, page
14).
La deuxie`me de´finition, donne´e par Dress (voir [Dre73]), utilise la notion de
G-ensembles :
De´finition 1.1.2. Un foncteur de Mackey pour G sur R est un foncteur
bivariant M = (M?,M
?) de la cate´gorie des G-ensembles finis dans celle
des R-modules (autrement dit, M? est un foncteur covariant, M
? est un
foncteur contravariant et, pour tout G-ensemble X, M?(X) = M
?(X), qui
sera ainsi note´ M(X)), avec les proprie´te´s suivantes :
i) Les applications X
iX // X
⊔
Y Y
iYoo de´finissent un isomorphisme
de M(X)⊕M(Y ) dans M(X
⊔
Y ) via M?.
ii) Soit
X
a //
b

Y
c

Z
d // T
un produit fibre´ de G-ensembles finis, alorsM?(b)M
?(a) =M?(d)M?(c).
Ces deux de´finitions sont e´quivalentes. En effet, si M˜ est un foncteur de Mac-
key pour la deuxie`me de´finition (Dress), on lui associe le foncteur de Mac-
key M pour la premie`re de´finition (Green) en posant M(H) = M˜(G/H).
De plus, si K ≤ H et si piHK : G/K → G/H est l’application quotient, on
prend IHK = M˜?
(
piHK
)
, RHK = M˜
?
(
piHK
)
et cx = M˜?(γx), ou` l’application
γx : G/H → G/
xH est de´finie par γx(yH) = yx
−1(xH). En particulier,
l’axiome sur les produits fibre´s est e´quivalent a` l’axiome de Mackey de la
premie`re de´finition.
Re´ciproquement, siM est un foncteur de Mackey pour la premie`re de´finition,
on lui associe le foncteur M˜ pour la deuxie`me en posant
M˜(X) =
(⊕
x∈X
M(Gx)
)G
ou` Gx = {g ∈ G | gx = x} est le stabilisateur de x dans G, et ou` G permute
les composantes de la somme directe via son action sur X, et via les appli-
cations cg,Gx :M(Gx)→M(Ggx), pour tout g ∈ G et x ∈ X.
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De plus, si f : X → Y est une application de G-ensembles, alors pour tout
e´le´ment u = (ux)x∈X de M˜(X), l’e´le´ment M?(f)(u) de M˜(Y ) est de´fini par
M?(f)(u)y =
∑
x∈[Gy\f−1(y)]
I
Gy
Gx
(ux)
pour tout y ∈ Y , ou` [Gy\f
−1(y)] est un ensemble de repre´sentants des or-
bites de f−1(y) sous l’action de Gy, le stabilisateur de y dans G. De manie`re
analogue, si v = (vy)y∈Y est un e´le´ment de M˜(Y ), l’e´le´ment M
?(f)(v) de
M˜(X) est de´fini par M?(f)(v)x = R
Gf(x)
Gx
vf(x) pour tout x ∈ X.
La troisie`me de´finition, due a` Lindner (voir [Lin76]), de´crit un foncteur de
Mackey comme un foncteur, au sens usuel, d’une certaine cate´gorie ΩR(G)
que nous allons expliciter, dans la cate´gorie des R-modules. Cette de´finition
est e´le´gante et justifie l’utilisation du terme de foncteur, toutefois nous n’al-
lons pas beaucoup l’utiliser dans ce travail.
Soit ω(G) la cate´gorie dont les objets sont les G-ensembles finis et ou` les
morphismes de X dans Y sont les classes d’e´quivalences de diagrammes de
G-ensembles X ← V → Y . Deux tels diagrammes sont dits e´quivalents s’il
existe un diagramme commutatif
V
~~}}
}}
}}
}}
σ

  A
AA
AA
AA
A
X Y
V ′
``AAAAAAAA
>>}}}}}}}
ou` σ est un isomorphisme de G-ensembles. Soient X ← V → Y , un mor-
phisme de X dans Y , et Y ← W → Z, un morphisme de Y dans Z, la
composition de ces deux morphismes s’obtient en construisant le produit
fibre´ :
U
~~ ~
~~
~~
~
  A
AA
AA
AA
A
V
  @
@@
@@
@@
~~ ~
~~
~~
~
W
  A
AA
AA
AA
A
~~}}
}}
}}
}}
X Y Z
qui de´finit un diagramme X ← U → Z, autrement dit un morphisme de X
dans Z. L’ensemble des morphismes Homω(G)(X,Y ) posse`de une structure
de mono¨ıde, de la manie`re suivante :
(X
α
← V
β
→ Y ) + (X
α′
← V ′
β′
→ Y ) = (X
αunionsqα′
←− V unionsq V ′
βunionsqβ′
−→ Y )
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L’e´le´ment neutre est l’ensemble vide. Comme la re´union disjointe de G-
ensembles est a` la fois un produit et un coproduit, la cate´gorie ω(G) de-
vient alors une cate´gorie additive si l’on applique la construction usuelle de
Grothendieck a` Homω(G)(X,Y ) de sorte a` en faire un groupe abe´lien. La
cate´gorie ΩR(G) est alors de´finie de la manie`re suivante : ses objets sont les
G-ensembles finis et l’ensemble des morphismes deX dans Y est le R-module
HomΩR(G)(X,Y ) = RHomω(G)(X,Y ), obtenu par extension des scalaires a`
l’anneau R. En particulier, ΩR(G) est une cate´gorie additive.
Nous pouvons alors de´finir un foncteur de Mackey comme un foncteur R-
additif M : ΩR(G)→ R-mod.
Cette de´finition est e´quivalente a` la deuxie`me de´finition. En effet, si M
est un foncteur de ΩR(G) dans R-mod, on de´finit le couple de foncteurs
(M?,M
?) de la manie`re suivante : sur les objets, cela co¨ıncide avec M et si
f : X → Y est un morphisme de G-ensembles,M?(f) =M(X
id
← X
f
→ Y ) et
M?(f) = M(Y
f
← X
id
→ X). La condition que le couple (M?,M
?) pre´serve
les coproduits est e´quivalente a` celle qui demande que M soit additif, et
l’axiome sur les produits fibre´s est inclus dans la de´finition de la composi-
tion des morphismes dans ω(G).
Finalement, la quatrie`me de´finition permet de conside´rer les foncteurs de
Mackey comme des modules sur une certaine alge`bre, appele´e alge`bre de
Mackey, et note´e µR(G). Cette de´finition est particulie`rement utile dans la
mesure ou` elle permet d’utiliser les constructions et les re´sultats standards
de la the´orie des modules, comme, par exemple, les couvertures projectives
(de´finition 1.2.14) ou le the´ore`me de Krull-Schmidt (the´ore`me 1.2.11).
L’alge`bre de Mackey a e´te´ introduite par The´venaz et Webb dans [TW95].
Elle est de´finie de la manie`re suivante :
De´finition 1.1.3. L’alge`bre de Mackey µR(G) est la R-alge`bre engendre´e
par les e´le´ments IHK , R
H
K et cg pour tout K ≤ H ≤ G et g ∈ G, avec les
relations suivantes :
- pour tout H ≤ G et tout h ∈ H, IHH = R
H
H = ch et
∑
H I
H
H = 1,
- les relations ii) a` v) de la premie`re de´finition,
- tous les autres produits sont nuls.
Un foncteur de Mackey est alors un module sur l’alge`bre de Mackey.
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Remarque : Cette de´finition nous permet alors de voir les foncteurs de
Mackey comme des modules sur une R-alge`bre. Nous utiliserons donc in-
diffe´remment la de´nomination de foncteur et celle de module pour de´signer
ces objets.
La quatrie`me de´finition de foncteur de Mackey est e´quivalente a` celle de
Green. En effet, siM est un foncteur de Mackey pour la premie`re de´finition,
on lui associe le µR(G)-module M˜ =
⊕
H≤G
M(H).
Re´ciproquement si M˜ est un µR(G)-module, on lui associe un foncteur de
Mackey pour la premie`re de´finition en posant M(H) = IHH M˜ .
Donnons ensuite deux proprie´te´s importantes de cette alge`bre. D’une part,
le fait que µR(G) est un R-module libre de dimension finie :
Proposition 1.1.4. L’alge`bre µR(G) est un R-module libre, posse´dant la
R-base suivante :
{
IKgLcgR
H
L |H, K ≤ G, g ∈ [K\G/H], L ≤(H∩Kg) H ∩K
g
}
.
Preuve : voir [TW95], propositions 3.2 et 3.3.
D’autre part, comme pour les alge`bres de groupes (voir le the´ore`me 1.3.1),
l’alge`bre µk(G) est semi-simple si la caracte´ristique de k ne divise pas l’ordre
du groupe :
The´ore`me 1.1.5. Si k est un corps de caracte´ristique premie`re a` l’ordre de
G, alors µk(G) est une k-alge`bre semi-simple.
Preuve : voir [TW95], the´ore`me 3.5.
Remarquons encore qu’il existe une notion de dualite´ pour les foncteurs de
Mackey sur un corps k. En effet, si M ∈ Mackk(G), le dual de M est le
foncteur de Mackey M?, ou` M?(H) est le k-module dual
M?(H) = Homk(M(H), k)
pour tout sous-groupe H de G, IHK = (R
H
K)
?, RHK = (I
H
K )
? et cg = (cg−1)
?,
ou` les termes de droite sont les applications induites sur les espaces duaux
a` partir des applications de restriction, induction et conjugaison de M .
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Cette dualite´ peut s’interpre´ter du point de vue de l’alge`bre de Mackey :
tout d’abord µk(G) posse`de un anti-automorphisme, note´ x 7→ x, et de´fini
sur les e´le´ments de la base de µk(G) par
IKgLcgR
H
L = I
H
L cg−1R
K
gL.
Si M est un µk(G)-module, on de´finit alors M
? = DMop, ou` DM est e´gal
a` Homk(M,k), le k-dual du module M , et ou` M
op est le µk(G)-module a`
droite posse´dant les meˆmes e´le´ments que M , et tel que mx = xm pour tout
x ∈ µk(G) et m ∈M (pour plus de de´tails, voir [TW95], chapitre 4).
Nous allons terminer cette section en donnant quelques exemples impor-
tants de foncteurs de Mackey, qui seront pre´sente´s a` l’aide de la premie`re
de´finition.
1) Le foncteur de Burnside
Rappelons tout d’abord la de´finition suivante :
De´finition 1.1.6. L’anneau de Burnside, B(G), associe´ a` un groupe
fini G, est le Z-module libre de base les classes d’isomorphisme de G-
ensembles finis, quotiente´ par les relations [SunionsqT ] = [S]+[T ], pour tous G-
ensembles S et T . La multiplication est de´finie par [S][T ] = [S×T ], puis
est e´tendue par line´arite´. En particulier, B(G) est un anneau commutatif,
dont l’e´le´ment unite´ est la classe de l’ensemble forme´ d’un seul point.
De plus, si S est un syste`me de repre´sentants des sous-groupes de G, a`
conjugaison pre`s, alors B(G) ∼=
⊕
H∈S
Z〈G/H〉 ou` Z〈G/H〉 est le groupe
libre de rang 1 ayant comme base la classe du G-ensemble G/H (voir,
par exemple, [CR87], corollaire 80.6).
Le foncteur de Burnside, note´ BG, associe´ au groupe G, est de´fini par
BG(H) = R ⊗Z B(H) pour tout sous-groupe H de G. Le R-module
BG(H) sera souvent note´ simplement B(H). De plus, les e´le´ments de la
base de B(H), a` savoir les classes d’isomorphisme des H/K, ou` K par-
court les sous-groupes de H a` H-conjugaison pre`s, seront ge´ne´ralement
note´s simplement H/K.
Les applications de restriction, d’induction et de conjugaison proviennent
des ope´rations correspondantes pour les G-ensembles, vu que l’anneau de
Burnside posse`de une base forme´e par les G-ensembles transitifs. Expli-
citement, si K ≤ H ≤ G, ces applications sont de´finies pour les G-
ensembles de la manie`re suivante :
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ResHK : H-ens → K-ens
X 7→ X
(restriction de l’action de H a` K). En particulier,
ResHK(H/J) =
⊔
g∈[K\H/J ]
K/K ∩ gJ
pour tout H-ensemble transitif H/J .
IndHK : K-ens → H-ens
X 7→ H ×K X = H ×X/ ∼
ou` (hk, x) ∼ (h, kx), pour tout h ∈ H, k ∈ K et x ∈ X. En particulier,
IndHK(K/J) = H/J
pour tout K-ensemble transitif K/J .
cg : H-ens →
gH-ens
X 7→ gX
ou` gX est e´gal a` X comme ensemble et ou` l’action de gH est donne´e par
ghx = hx, pour tout h ∈ H et tout x ∈ X. En particulier,
cg(H/J) =
gH/ gJ
pour tout H-ensemble transitif H/J .
2) Les foncteurs point fixe et quotient fixe
Soit V un RG-module. Le foncteur de Mackey point fixe, FPV , est de´fini
par
FPV (H) = V
H = {v ∈ V |hv = v pour tout h ∈ H}
autrement dit, c’est le plus grand sous-module de V sur lequel H agit
trivialement.
Si K ≤ H ≤ G, la restriction RHK : V
H → V K est l’inclusion, l’induction
IHK : V
K → V H est la trace relative, c’est-a`-dire IHK (x) =
∑
h∈[H/K]
hx, et
la conjugaison, cg, est la multiplication par g.
Le foncteur de Mackey quotient fixe, FQV , est de´fini par
FQV (H) = VH = V/〈v − hv | v ∈ V, h ∈ H〉
autrement dit, c’est le plus grand quotient de V sur lequel H agit trivia-
lement.
14
1.1 Foncteurs de Mackey : de´finitions et exemples
Si K ≤ H ≤ G, l’induction IHK : V
K → V H est la surjection canonique,
la restriction RHK : V
H → V K est de´finie par RHK(x) =
∑
h∈[K\H]
hx, et la
conjugaison, cg, est la multiplication par g.
Remarquons qu’un homomorphisme V → W de kG-modules induit des
morphismes de foncteurs de Mackey FPV → FPW et FQV → FQW .
Ainsi FP et FQ sont des foncteurs (fide`les) de la cate´gorie des kG-
modules dans la cate´gorie Mackk(G).
3) Les foncteurs G0 et K0
Le foncteur K0 fait correspondre a` un sous-groupe H de G, le groupe
de Grothendieck de la cate´gorie des RH-modules projectifs. Le foncteur
G0 fait correspondre a` H, le groupe de Grothendieck de la cate´gorie des
RH-modules de type fini (pour plus de de´tails, voir la page 22). Les fonc-
teurs G0 et K0 sont alors des foncteurs de Mackey associe´s a` G sur Z, ou
sur un anneau R, si l’on e´tend les scalaires a` R.
Dans les deux cas, si K ≤ H, l’induction IHK envoie un module M sur le
module RH ⊗RK M , la restriction R
H
K est donne´e par la restriction de
l’action de H a` K et la conjugaison fait correspondre au module M , le
module conjugue´ cg(M) qui est e´gal a`M comme R-module et ou` l’action
de gH est donne´e par ghm = hm (voir aussi la de´finition 1.3.5).
4) Les foncteurs de cohomologie
Fixons un ZG-module V . Les foncteurs de cohomologie des groupes,
Hn(H,V ), qui font correspondre a` un sous-groupeH de G le ne`me groupe
de cohomologie de G, a` coefficients dans V , sont des foncteurs de Mackey
pour G sur Z, ou sur un anneau R, si l’on e´tend les scalaires a` R. La
restriction correspond a` la restriction des foncteurs de cohomologie et
l’induction a` la corestriction.
Ces foncteurs de cohomologie posse`dent en outre la proprie´te´ que la com-
position de la restriction et de la corestriction a` un sous-groupe H de G
revient a` multiplier par l’indice du sous-groupe en question. Cela nous
ame`ne a` de´finir un nouveau type de foncteurs de Mackey qui forment
une sous-cate´gorie pleine de MackR(G) :
De´finition 1.1.7. Un foncteur de Mackey associe´ a` un groupe G est
dit cohomologique si pour tout K ≤ H ≤ G, on a IHKR
H
K = m|H:K|, ou`
m|H:K| est la multiplication par l’indice de H dans K.
La cate´gorie de ces foncteurs cohomologiques est note´e ComackR(G) et
peut eˆtre conside´re´e comme la cate´gorie des modules sur l’alge`bre de
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Mackey cohomologique, coµR(G), qui est le quotient de µR(G) par l’ide´al
engendre´ par les e´le´ments IHKR
H
K − |H : K|I
H
H , pour tout H ≤ G.
5) Le dernier exemple que nous allons donner provient de la the´orie des
nombres. Le but de cet exemple est de montrer que les foncteurs de Mac-
key apparaissent e´galement en dehors de la the´orie des repre´sentations ;
nous n’expliciterons donc pas les notions en jeu. Soit L/E une exten-
sion galoisienne de groupe de Galois G = Gal(L,E) ou` E est un corps
de nombres. Pour tout H ≤ G, soit OH l’anneau des entiers du corps
de points fixes LH . On a alors un foncteur de Mackey M , associe´ a` G
sur Z, qui associe a` H le groupe de classes d’ide´aux, Cl(OH) (pour les
de´finitions d’extension galoisienne, corps de nombres, anneau des entiers
et groupe de classes d’ide´aux, voir [Lan94]).
La restriction est donne´e par l’inclusion des points fixes et l’induction est
donne´e par la norme.
1.2 Modules sur une k-alge`bre de dimension finie
La quatrie`me de´finition de foncteurs de Mackey nous permet de voir ces ob-
jets comme des modules sur une R-alge`bre de dimension finie. Par la suite,
nous nous concentrerons sur le cas ou` R = k est un corps. Dans cette op-
tique, nous allons donc rappeler quelques re´sultats importants de la the´orie
des modules sur une k-alge`bre de dimension finie.
Fixons une alge`bre A de dimension finie sur un corps k. Nous allons supposer
ici que tous les modules sont des A-modules a` gauche et sont de type fini.
De´finition 1.2.1. Le radical de l’alge`bre A, note´ Rad(A), est l’intersection
de tous les ide´aux a` gauche maximaux de A.
Le radical de A est un ide´al, qui posse`de, en particulier, les proprie´te´s im-
portantes suivantes :
The´ore`me 1.2.2. Le radical de A est e´gal a` chacun des ensembles suivants :
i) le plus petit sous-module a` gauche M de A, tel que A/M est semi-
simple,
ii) le plus grand ide´al bilate`re nilpotent de A.
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Preuve : voir [The´95], the´ore`me 1.13.
En utilisant, en particulier, les re´sultats pre´ce´dents, nous obtenons une
me´thode pour e´tudier la structure des modules qui ne sont pas semi-simples,
en les de´composant en couches de modules semi-simples :
Proposition 1.2.3. Soit M un A-module, alors les ensembles suivants sont
e´gaux :
i) Rad(A)M ,
ii) le plus petit sous-module N de M , tel que M/N est semi-simple,
iii) l’intersection de tous les sous-modules maximaux de M .
Preuve : voir [The´95], lemme 5.7.
De´finition 1.2.4. Le sous-module de M de´fini dans la proposition pre´ce´-
dente s’appelle le radical de M et il est note´ Rad(M).
Comme Rad(M) est aussi un A-module, nous pouvons conside´rer son radi-
cal, qui est note´ Rad2(M) = Rad(Rad(M)). On de´finit ensuite par re´currence
Radn(M) = Rad(Radn−1(M)). De plus, comme Rad(A) est un ide´al nil-
potent, il existe un entier r minimal tel que Radr(M) = 0. Nous obtenons
ainsi une suite de modules :
M ⊇ Rad(M) ⊇ Rad2(M) ⊇ · · · ⊇ Radr(M) = 0
appele´e se´rie de Loewy ou se´rie des radicaux, dont les quotients sont des
modules semi-simples. Cela nous permet de de´composer le module M en
couches de modules semi-simples, ou` la ne`me couche de la se´rie de Loewy de
M est le quotient Radn−1(M)/Radn(M), pour n = 1, . . . , r.
De´finition 1.2.5. Le module M/Rad(M) est appele´ la teˆte de M et il est
note´ Hd(M). C’est le plus grand quotient semi-simple de M , par de´finition
du radical.
Il existe une autre manie`re de de´composer le module M en couches de mo-
dules semi-simples, en partant du plus grand sous-module semi-simple deM
et en remontant. Nous avons tout d’abord le re´sultat suivant, analogue a` la
proposition 1.2.3 :
Proposition 1.2.6. Soit M un A-module, alors les ensembles suivants sont
e´gaux :
i) l’ensemble des e´le´ments m ∈M tels que Rad(A)m = 0,
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ii) le plus grand sous-module semi-simple de M ,
iii) la somme de tous les sous-modules simples de M .
Preuve : voir [Lan83], lemme 3.2, chapitre 1.
De´finition 1.2.7. Le sous-module de M de´fini dans la proposition pre´ce´-
dente s’appelle le socle de M et il est note´ Soc(M).
Comme pre´ce´demment, M/Soc(M) est un A-module, donc il est possible
de conside´rer son socle, et on note Soc2(M) le sous-module de M tel que
Soc2(M)/Soc(M) est le socle de M/Soc(M).
Par re´currence, Socn(M) est de´fini comme e´tant le sous-module de M tel
que Socn(M)/Socn−1(M) est le socle de M/Socn−1(M). Il existe un entier
s minimal tel que Socs(M) = M et nous obtenons ainsi la suite de sous-
modules suivante :
0 ⊆ Soc(M) ⊆ Soc2(M) ⊆ · · · ⊆ Socs(M) =M
appele´e se´rie des socles, dont les quotients sont des modules semi-simples.
La ne`me couche de la se´rie des socles de M est, par de´finition, le quotient
Socn(M)/Socn−1(M), pour n = 1, . . . , s.
Il existe des A-modules M dont la se´rie de Loewy et la se´rie des socles
co¨ıncident et tels que leurs seuls sous-modules sont exactement ceux qui ap-
paraissent dans la se´rie de Loewy. Ces modules sont dit unise´riels et sont
justement les modules qui satisfont les proprie´te´s e´quivalentes de la propo-
sition suivante :
Proposition 1.2.8. Si M est un A-module, les proprie´te´s suivantes sont
e´quivalentes :
i) Le module M posse`de une unique se´rie de composition.
ii) Les quotients successifs de la se´rie de Loewy de M sont simples.
iii) Les quotients successifs de la se´rie des socles de M sont simples.
Preuve : voir [Alp86], proposition 5, section 4.
Nous allons nous inte´resser ensuite aux modules projectifs sur l’alge`bre A.
Rappelons qu’un module P est dit projectif s’il est facteur direct d’un mo-
dule libre, ou, de manie`re e´quivalente, si pour tout homomorphisme surjectif
f :M → N et tout homomorphisme g : P → N , il existe un homomorphisme
g˜ : P →M tel que f g˜ = g.
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De manie`re analogue, un module I est dit injectif si pour tout homomor-
phisme injectif f :M → N et tout homomorphisme g :M → I, il existe un
homomorphisme g˜ : N → I tel que g˜f = g.
De´finition 1.2.9. Soit A une k-alge`bre de dimension finie. L’alge`bre A est
dite auto-injective si tout A-module de type fini est projectif si et seulement
s’il est injectif.
Remarquons au passage que, si A = kG est l’alge`bre d’un groupe fini G,
alors A satisfait cette proprie´te´ :
Proposition 1.2.10. Soient G un groupe fini. L’alge`bre kG est auto-injective.
Preuve : voir [Alp86], the´ore`me 4, section 6.
Les modules projectifs se de´composent, de manie`re essentiellement unique,
en modules projectifs inde´composables, vu le the´ore`me ci-dessous ; et ce sont
donc ces modules projectifs inde´composables qui vont nous inte´resser :
The´ore`me 1.2.11. (Krull-Schmidt)
Soit A une k-alge`bre de dimension finie et M un A-module de type fini.
i) Il existe une de´composition M =
⊕
i∈I
Mi de M en somme directe finie
de A-modules inde´composables.
ii) Pour toute de´composition en somme directe finie de A-modules inde´-
composables M =
⊕
j∈J
M ′j , il existe une bijection σ : I → J et un
automorphisme A-line´aire φ de M tel que φ(Mi) = M
′
σ(i) pour tout
i ∈ I.
Preuve : voir [Lan83], the´ore`me 5.2, chapitre 1.
L’ensemble Proj(A) des classes d’isomorphisme deA-modules projectifs inde´-
composables est en bijection avec l’ensemble Irr(A) des classes d’isomor-
phisme de A-modules simples. Avant d’e´noncer le re´sultat pre´cis, rappelons
la de´finition suivante :
De´finition 1.2.12. Un idempotent d’un anneau A est un e´le´ment e ∈ A tel
que e2 = e.
Deux idempotents e et f sont dits orthogonaux si ef = 0 et fe = 0. Ils sont
dits conjugue´s s’il existe u ∈ A, inversible, tel que f = ueu−1. Un idempotent
e est dit primitif si e 6= 0 et si chaque fois que e = f + g ou` f et g sont des
idempotents orthogonaux, alors soit f = 0, soit g = 0.
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Proposition 1.2.13. Soit A une k-alge`bre de dimension finie.
i) Un A-module projectif est inde´composable si et seulement s’il est iso-
morphe a` Ae pour un idempotent primitif e de A.
ii) Deux A-modules projectifs inde´composables Ae et Af sont isomorphes
si et seulement si les idempotents primitifs e et f sont conjugue´s dans
A.
iii) La correspondance de ii) induit une bijection entre Proj(A), l’ensemble
des A-modules projectifs inde´composables de type fini, et l’ensemble des
classes de conjugaison d’idempotents primitifs de A.
iv) Un A-module projectif inde´composable Ae posse`de un unique sous-
module maximal, qui est Rad(A)e, et, par suite, un unique quotient
simple Ae/Rad(A)e.
De plus, Ae ∼= Af si et seulement si Ae/Rad(A)e ∼= Af/Rad(A)f .
v) La correspondance de iv) induit une bijection entre Proj(A) et Irr(A),
l’ensemble des classes d’isomorphisme de A-modules simples. De plus,
si k est alge´briquement clos, dans une de´composition du A-module A en
somme directe de sous-modules inde´composables, chaque classe d’iso-
morphisme de modules projectifs inde´composables apparaˆıt autant de
fois que la dimension du simple qui lui correspond.
Preuve : voir [Lan83], lemme 1.2, the´ore`me 3.12 et 3.14 et corollaire 3.15,
chapitre 1.
La bijection entre Irr(A) et Proj(A) associe a` un A-module simple S, un
module projectif inde´composable P , tel que S est un quotient de P . Cette
notion se ge´ne´ralise a` un module quelconque. Plus pre´cise´ment, nous avons
la de´finition suivante :
De´finition 1.2.14. Un homorphisme de A-modules f : M ′ → M est dit
essentiel si f(M ′) =M et si f(M ′′) 6=M pour tout sous-module propre M ′′
de M . Une couverture projective d’un A-module M est une paire (P, f) ou`
P est un A-module projectif et f : P →M est un homomorphisme essentiel
de A-modules. Une couverture projective du module M sera souvent note´e
PM .
La premie`re question qui se pose est de savoir si une couverture projective
d’un module existe toujours et si elle est unique. C’est l’objet de la propo-
sition suivante :
Proposition 1.2.15. Soit A une k-alge`bre.
i) Tout A-module M de type fini posse`de une couverture projective de
type fini, qui est unique a` isomorphisme pre`s.
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ii) Si Pi est une couverture projective deMi, pour i =, 1 . . . , n, alors
n⊕
i=1
Pi
est une couverture projective de
n⊕
i=1
Mi.
iii) Si P est un A-module projectif et si E est le plus grand quotient semi-
simple de P , alors P est une couverture projective de E.
Preuve : voir [Ser78], proposition 41.
Remarques :
i) Vu la proposition pre´ce´dente, tout module posse`de une unique couver-
ture projective, ce qui nous permet de´sormais de parler de la couver-
ture projective d’un module.
ii) Si (P, f) est la couverture projective d’un module simple S, alors P
est un module projectif inde´composable et S est son unique quotient
simple, par la proposition pre´ce´dente et la proposition 1.2.13. De plus,
si g : P → N est un homomorphisme surjectif, alors N posse`de un
unique quotient simple, qui est S. En effet, si T est un quotient simple
de N , alors il existe un homomorphisme surjectif h : N → T , et la
composition hg permet de voir T comme un quotient simple de P .
Comme l’unique quotient simple de P est S, il s’ensuit que T = S.
iii) La couverture projective d’un A-module M est e´gale a` la couverture
projective du A-module M/Rad(M). En effet, si (P, f) est la couver-
ture projective du module M/Rad(M), alors il existe un homomor-
phisme ϕ : P → M tel que p ◦ ϕ = f ou` p est la surjection de M sur
M/Rad(M). Par conse´quent, ϕ(P ) + Rad(M) = M donc ϕ(P ) = M
par le lemme de Nakayama ; autrement dit ϕ est surjective. D’autre
part, Ker(ϕ) ⊆ Rad(P ). Par suite, si Q est un sous-module de P tel
que ϕ(Q) =M , alors P = Q+Ker(ϕ) = Q+Rad(P ), donc P = Q de
nouveau par le lemme de Nakayama. Il s’ensuit que P est la couverture
projective de M . Ainsi, pour de´terminer la couverture projective d’un
module, il suffit de calculer la teˆte de M , Hd(M), puis de prendre la
couverture projective de Hd(M).
Comme A est une k-alge`bre de dimension finie, tout A-moduleM de type fini
posse`de une se´rie de composition, autrement dit une suite de sous-modules :
0 =M0 ⊆M1 ⊆ · · · ⊆Mn =M
telle que chaque quotient successif Mi/Mi−1 est un A-module simple. Ces
quotients simples sont appele´s les facteurs de composition du module M et
ils sont inde´pendants du choix de la se´rie de composition, vu le the´ore`me
suivant :
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The´ore`me 1.2.16. (Jordan-Ho¨lder)
Supposons que le module M posse`de deux se´ries de composition. Le nombre
de facteurs dans chaque se´rie est alors le meˆme. De plus, il est possible de
de´finir une bijection de l’un des ensembles de facteurs sur l’autre telle que
les facteurs correspondants sont isomorphes.
Preuve : voir [CR81], the´ore`me 3.11.
En particulier, le nombre de facteurs de composition de M qui sont iso-
morphes a` un module simple S donne´ est inde´pendant du choix de la se´rie
de composition de M . Ce nombre est appele´ la multiplicite´ de S comme
facteur de composition de M .
Vu la proposition 1.2.13, les classes d’isomorphisme de modules projectifs
inde´composables sont en bijection avec les classes d’isomorphisme de mo-
dules simples. Plus pre´cise´ment cette proposition nous dit qu’a` P , un A-
module projectif inde´composable, correspond le A-module P/Rad(P ), qui
est l’unique quotient simple de P . Donc, par la proposition 1.2.15, iii), P est
la couverture projective de P/Rad(P ). Autrement dit, un module simple S
correspond a` sa couverture projective PS , via la bijection pre´ce´dente.
De´finition 1.2.17. Si [S], [T ] ∈ Irr(A) sont des classes d’isomorphisme de
A-modules simples, l’entier de Cartan cS,T est, par de´finition, la multipli-
cite´ du module S comme facteur de composition du module projectif PT . La
matrice carre´e (cS,T ) s’appelle la matrice de Cartan de A.
La matrice de Cartan peut s’interpre´ter comme la matrice d’une applica-
tion line´aire entre deux groupes de Grothendieck. En effet, appelons K0(A)
le groupe de Grothendieck de la cate´gorie des A-modules projectifs. Plus
pre´cise´ment, K0(A) est le groupe abe´lien libre engendre´ par les classes
d’isomorphisme [M ] de A-modules projectifs, puis quotiente´ par la rela-
tion suivante : [M ] = [M ′] + [M ′′] s’il existe une suite exacte courte :
0 → M ′ → M → M ′′ → 0. En e´tendant les scalaires au corps k, on fait
de K0(A) un k-espace vectoriel. Celui-ci posse`de alors une k-base forme´e
des classes d’isomorphisme des A-modules projectifs inde´composables.
Appelons ensuite G0(A) le groupe de Grothendieck de la cate´gorie des kG-
modules de type fini, autrement dit G0(A) s’obtient par une construction
analogue a` celle deK0(A), en partant des A-modules de type fini. Vu comme
k-espace vectoriel, via l’extension des scalaires a` k, G0(A) posse`de une k-
base forme´e des classes d’isomorphisme des A-modules simples.
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Comme nous l’avons vu, la bijection donne´e dans la proposition 1.2.13 fait
correspondre a` [S], ou` S est un module simple, la classe [PS ], ou` PS est
la couverture projective du module S. Par conse´quent, nous pouvons or-
donner les bases de K0(A) et de G0(A), afin d’obtenir deux bases, B et B
′
respectivement, de meˆme cardinalite´, telles que le ie`me e´le´ment de B soit la
couverture projective du ie`me e´le´ment de B′.
L’homomorphisme de Cartan c : K0(A)→ G0(A) associe a` chaque A-module
projectif P sa classe dans G0(A), qui est alors la somme des classes de ses
facteurs de composition. Si l’on exprime c en fonction des bases B et B′, nous
obtenons alors la matrice de Cartan, de´finie ci-dessus, dont les coefficients
donnent les multiplicite´s des facteurs de composition des modules projectifs
inde´composables.
La matrice de Cartan donne donc la liste des facteurs de composition d’unA-
module projectif inde´composable. Toutefois, cela ne suffit pas pour connaˆıtre
la structure du module en question : il faut encore savoir comment ces
facteurs de composition s’organisent les uns par rapport aux autres. Par
exemple, si un A-module M posse`de deux facteurs de composition S et T ,
alors il peut soit eˆtre semi-simple, autrement dit M = S ⊕ T , soit posse´der
un unique sous-module simple, disons S, et un unique quotient simple T .
Pour de´terminer la structure d’un module, nous allons utiliser les groupes
d’extension entre modules simples. Rappelons donc de quoi il s’agit.
De´finition 1.2.18. Une re´solution projective d’un module M est une suite
exacte
· · · → P2 → P1 → P0 →M → 0
dans laquelle chaque Pi est un module projectif.
The´ore`me 1.2.19. Tout module M posse`de une re´solution projective.
Preuve : voir [Rot79], the´ore`me 3.8.
Soient L un A-module et
· · · → P2
ϕ2
→ P1
ϕ1
→ P0
ϕ0
→M → 0
une re´solution projective d’un A-moduleM . En appliquant alors le foncteur
HomA( , L) au complexe P? : · · · → P2
ϕ2
→ P1
ϕ1
→ P0 → 0, nous obtenons le
complexe de groupes additifs suivant :
0→ HomA(P0, L)
ϕ?1→ HomA(P1, L)
ϕ?2→ HomA(P2, L)→ . . .
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ou` ϕ?j (f) = fϕj pour tout f ∈ HomA(Pj−1, L) et tout j. En particulier, par
exactitude de la re´solution projective, nous obtenons Im(ϕ?j ) ⊆ Ker(ϕ
?
j+1)
pour tout j ≥ 1. Nous pouvons donc de´finir le groupe d’extension de degre´
n de L par M (appele´ aussi le ne`me groupe d’extension de L par M) :
ExtnA(M,L) = Ker(ϕ
?
n+1)/Im(ϕ
?
n)
pour tout n ≥ 1, et Ext0A(M,L) = HomA(M,L).
Remarquons que dans le cas ou` l’alge`bre A est commutative, les A-modules
deviennent des (A,A)-bimodules et donc chaque groupe HomA( , ) est
e´quipe´ d’une structure deA-module. Par conse´quent, les groupes ExtnA(M,L)
he´ritent d’une structure deA-module. Plus ge´ne´ralement, pour une k-alge`bre
A non ne´cessairement commutative, les groupes ExtnA(M,L) posse`dent une
structure de Z(A)-module (ou` Z(A) est le centre de l’alge`bre A) et donc, en
particulier, ce sont des k-espaces vectoriels.
Un outil tre`s utile pour calculer les groupes d’extension sont les suites exactes
longues induites a` partir d’une suite exacte courte donne´e entre modules.
Plus pre´cise´ment, nous avons le re´sultat suivant :
The´ore`me 1.2.20. Soient 0 → M ′ → M → M ′′ → 0 une suite exacte de
A-modules et N un A-module. Il existe alors deux suites exactes longues :
0→ HomA(N,M
′)→ HomA(N,M)→ HomA(N,M
′′)→
Ext1A(N,M
′)→ Ext1A(N,M)→ Ext
1
A(N,M
′′)→ Ext2A(N,M
′)→ . . .
et
0→ HomA(M
′′, N)→ HomA(M,N)→ HomA(M
′, N)→
Ext1A(M
′′, N)→ Ext1A(M,N)→ Ext
1
A(M
′, N)→ Ext2A(M
′′, N)→ . . .
Preuve : voir [Rot79], the´ore`mes 7.3 et 7.5.
Nous allons nous inte´resser plus particulie`rement au groupe d’extension de
degre´ 1, dont les e´le´ments peuvent eˆtre interpre´te´s comme des suites exactes
courtes entre modules. En fait, plus ge´ne´ralement, les groupes d’extension
de degre´ n peuvent eˆtre interpre´te´s comme des suites exactes de longueur
n+ 1. Commenc¸ons par la de´finition suivante :
De´finition 1.2.21. Soient M et L des A-modules. Une extension de degre´
n de M par L est une suite exacte de A-modules
ξ : 0→ L→ En−1 → · · · → E0 →M → 0.
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Une extension de degre´ 1 est appele´e simplement une extension.
Soient ξ et ξ′, deux extensions de degre´ n de M par L ; on dit que ξ est en
relation avec ξ′, s’il existe un diagramme commutatif :
ξ : 0 // L //
idL

En−1 //
ϕn−1

. . . // E0 //
ϕ0

M //
idM

0
ξ′ : 0 // L // E′n−1 // . . . // E
′
0
//M // 0
Puis, on comple`te cette relation en une relation d’e´quivalence en prenant sa
cloˆture syme´trique et transitive. L’ensemble des classes d’e´quivalence d’ex-
tension de degre´ n de M par L est note´ En(M,L). Si n = 1, E1(M,L) est
simplement note´ E(M,L).
Nous avons alors le re´sultat suivant :
Proposition 1.2.22. L’ensemble En(M,L) est en bijection avec le groupe
ExtnA(M,L). En particulier, E(M,L) = E
1(M,L) posse`de une structure de
groupe, dont l’e´le´ment neutre est constitue´ des extensions scinde´es de M par
L.
Preuve : voir [Ben91], section 2.6.
Nous allons nous inte´resser, dans le cadre des foncteurs de Mackey, aux
groupes d’extension entre foncteurs simples, car cela va nous permettre de
de´terminer la deuxie`me couche de la se´rie de Loewy d’un foncteur de Mackey
projectif inde´composable P , c’est-a`-dire Rad(P )/Rad2(P ) :
Proposition 1.2.23. Soient A une k-alge`bre, S, S′ des A-modules simples
et P la couverture projective de S. Alors
Ext1A(S, S
′) ∼= HomA(Rad(P )/Rad
2(P ), S′).
Preuve : voir [Ben91], proposition 2.4.3.
Pour comprendre pourquoi ce re´sultat nous permet de connaˆıtre la seconde
couche de la se´rie de Loewy d’un foncteur projectif inde´composable, a` partir
des groupes d’extension entre foncteurs simples, rappelons le lemme clas-
sique suivant :
Lemme 1.2.24. (Schur)
Soient k un corps, A une k-alge`bre de dimension finie et S, S′ des A-modules
simples. Alors :
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i) HomA(S, S
′) = 0 si S et S′ ne sont pas isomorphes.
ii) EndA(S) est une alge`bre a` division. En particulier, si k est alge´brique-
ment clos, alors EndA(S) ∼= k.
Preuve : voir [The´95], lemme 1.8.
Si P est la couverture projective d’un A-module simple S, ou` A est une
k-alge`bre de dimension finie et k est un corps alge´briquement clos, la di-
mension sur k de HomA(Rad(P )/Rad
2(P ), S′) est donc e´gale au nombre
de fois ou` le module simple S′ apparaˆıt comme facteur direct du module
semi-simple Rad(P )/Rad2(P ). Il nous suffira donc de connaˆıtre la dimen-
sion, comme k-espace vectoriel, des Ext1A(S, S
′) pour tout A-module simple
S′, pour connaˆıtre le module Rad(P )/Rad2(P ).
Nous allons, dans la section suivante, nous concentrer sur le cas des alge`bres
de groupe, kG, pour un groupe fini G. Ces alge`bres sont en particulier des
k-alge`bres de dimension finie, ce qui nous permettra d’utiliser les re´sultats
de cette section.
1.3 Les alge`bres de groupe
Dans cette section, nous allons donner quelques re´sultats spe´cifiques aux
alge`bres de groupe. Tout d’abord, le the´ore`me qui suit nous donne un crite`re
pour de´terminer quand l’alge`bre kG, pour un groupe finiG, est semi-simple :
The´ore`me 1.3.1. (Maschke)
L’alge`bre kG est semi-simple si et seulement si la caracte´ristique de k est
nulle ou qu’elle est e´gale a` un nombre premier p qui ne divise pas l’ordre du
groupe G.
Preuve : voir [Alp86], the´ore`me 1, section 3.
Pour le reste de cette section, fixons un corps k de caracte´ristique p. Le
re´sultat suivant nous permet de de´terminer le nombre de kG-modules sim-
ples :
The´ore`me 1.3.2. Le nombre de kG-modules simples est e´gal au nombre
de classes de conjugaison de G d’e´le´ments d’ordre non divisible par la ca-
racte´ristique de k.
26
1.3 Les alge`bres de groupe
Preuve : voir [Alp86], the´ore`me 2, section 3.
Pour tout groupe fini G, il existe un kG-module simple canonique, qui est
le kG-module trivial k. Ce module est un k-espace vectoriel de dimension
1, muni de l’action triviale de G, autrement dit, g · λ = λ, pour tout g ∈ G
et tout λ ∈ k. Vu le re´sultat pre´ce´dent, ce module est meˆme le seul module
simple dans le cas des p-groupes :
Proposition 1.3.3. Si G = P est un p-groupe, alors le module trivial k
est le seul kP -module simple. De plus, kP est le seul kP -module projectif
inde´composable et c’est la couverture projective du module trivial k.
Preuve : voir [The´95], proposition 21.1.
Vu la proposition 1.2.13, v), si k est un corps alge´briquement clos, alors dans
une de´composition du kG-module kG en somme de sous-modules inde´com-
posables, chaque classe d’isomorphisme de kG-modules projectifs inde´com-
posables apparaˆıt autant de fois que la dimension du kG-module simple
correspondant. Ce re´sultat donne de´ja` des conditions sur la dimension des
modules projectifs inde´composables, si l’on connaˆıt la dimension de tous les
kG-modules simples. La proposition qui suit, associe´e au re´sultat pre´ce´dent,
nous donne alors des conditions supple´mentaires sur la dimension de ces
modules et permet, dans certains cas, de de´terminer explicitement ces di-
mensions :
Proposition 1.3.4. Si un p-sous-groupe de Sylow P d’un groupe G est
d’ordre pa, alors tout kG-module projectif est de dimension divisible par pa.
Preuve : voir [Alp86], corollaire 7, section 5.
Rappelons les notions de module restreint, induit et conjugue´, qui per-
mettent de passer d’un module pour un groupe, a` un module pour un sous-
groupe, un groupe plus grand, ou un groupe conjugue´, respectivement :
De´finition 1.3.5. Soit G un groupe et H ≤ G.
i) Soit V un kG-module. Le module V restreint de G a` H, note´ ResGH(V )
est le module V vu comme kH-module par restriction de l’action de
kG a` kH.
ii) Soit U un kH-module. Le module U induit de H a` G, note´ IndGH (U),
est le kG-module kG⊗kH U , ou` l’action de kG est donne´e par
g(x⊗ u) = gx⊗ u
pour tout g ∈ G, x ∈ kG et u ∈ U .
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iii) Soit M un kH-module. Si g ∈ G, le module conjugue´, note´ gM ou
cg(M), est le k
gH-module dont la structure de k-espace vectoriel est la
meˆme que celle de M , et l’action d’un e´le´ment ghg−1 ∈ gH est donne´e
par l’action de h pour l’ancienne structure de M .
Les modules restreints, induits et conjugue´s satisfont, entre autres, les pro-
prie´te´s suivantes :
Proposition 1.3.6. Soient H,J ≤ G, V un kH-module et U un kG-module.
Les assertions suivantes sont ve´rifie´es :
i) si V est projectif, le kG-module IndGH (V ) est projectif.
ii) U ⊗k Ind
G
H(V )
∼= IndGH
(
ResGH(U)⊗k V
)
.
iii) (The´ore`me de re´ciprocite´ de Frobenius)
HomkG
(
IndGH(V ), U
)
∼= HomkH
(
V,ResGH(U)
)
,
HomkG
(
U, IndGH(V )
)
∼= HomkH
(
ResGH(U), V
)
.
iv) (The´ore`me de Mackey)
ResGL (Ind
G
H(V ))
∼=
⊕
s∈[L\G/H]
IndLL∩sH
(
Res
sH
L∩sH(cs(V ))
)
.
Preuve : voir [Alp86], lemme 5, lemme 6 et lemme 7, section 8.
The´ore`me 1.3.7. (Clifford)
Si U est un kG-module semi-simple et N est un sous-groupe normal de G
alors ResGN (U) est semi-simple.
Preuve : voir [Alp86], the´ore`me 4, section 3.
Remarque :Dans le cas ou` le groupeG posse`de un p-sous-groupeN normal,
alors N doit agir trivialement sur tout kG-module simple. En effet, vu le
the´ore`me pre´ce´dent, si V est un kG-module simple, ResGN (V ) doit eˆtre semi-
simple. Or, par la proposition 1.3.3, le seul kN -module simple est le module
trivial, par conse´quent, ResGN (V ) doit eˆtre une somme de copies du module
trivial. Donc l’action de N sur V est triviale.
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1.4 Foncteurs de Mackey simples
Nous allons donc pouvoir appliquer les re´sultats des sections pre´ce´dentes aux
foncteurs de Mackey et, dans cette optique, nous allons supposer de´sormais
que R = k est un corps.
Un foncteur de Mackey M est dit simple si ses seuls sous-foncteurs sont M
et 0. Cela correspond a` un module simple sur l’alge`bre µk(G). Dans [TW90],
The´venaz et Webb ont classifie´ les foncteurs de Mackey simples. Cette classi-
fication est tre`s importante pour l’e´tude des foncteurs de Mackey projectifs.
En effet, vu la section 1.2, les µk(G)-modules projectifs inde´composables
sont en bijection avec les µk(G)-modules simples. De plus, pour e´tudier ces
foncteurs de Mackey projectifs, il faut comprendre quels sont leurs facteurs
de composition (qui sont des foncteurs simples), et comment ils s’organisent
les uns par rapport aux autres.
Nous allons donc donner ici la classification des foncteurs de Mackey simples
ainsi que plusieurs constructions indispensables a` leur compre´hension :
Proposition 1.4.1. Soient S un foncteur de Mackey simple pour un groupe
G et H un sous-groupe minimal de G tel que S(H) 6= 0. Les proprie´te´s
suivantes sont ve´rifie´es :
i) la classe de conjugaison de H est l’unique classe de conjugaison de
sous-groupes minimaux K tels que S(K) 6= 0,
ii) le kNG(H)-module S(H) est simple.
Preuve : voir [TW90], proposition 2.3.
Soit Ω l’ensemble des couples (H,V ) ou` H est un sous-groupe de G et V
est un kNG(H)-module simple, a` isomorphisme pre`s. Le groupe G agit par
conjugaison sur Ω. Notons alors Ω/G l’ensemble des orbites. Vu la proposi-
tion pre´ce´dente, l’application
Φ : {foncteurs de Mackey simples pour G} → Ω/G
S 7→ (H,S(H))
ou` H est un sous-groupe minimal de S tel que S(H) 6= 0, est bien de´finie.
De plus, cette application permet de classifier les foncteurs de Mackey simples ;
autrement dit :
The´ore`me 1.4.2. L’application Φ est une bijection.
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Preuve : voir [TW90], the´ore`me 8.3.
Pour de´terminer les foncteurs de Mackey simples, il nous faut donc com-
prendre l’inverse de l’application Φ : a` chaque couple (H,V ) correspond un
foncteur de Mackey simple, note´ SH,V , que nous voulons de´crire. Dans ce
but, nous avons besoin de plusieurs constructions pre´sente´es ci-apre`s.
Induction
Soit H ≤ G. Le foncteur d’induction, ↑GH , permet de passer de la cate´gorie
des foncteurs de Mackey associe´s a`H a` celle des foncteurs de Mackey associe´s
a` G. Pre´cise´ment,
↑GH : Mackk(H)→ Mackk(G)
est de´fini de la manie`re suivante : si M ∈ Mackk(H) et si K ≤ G, alors
M ↑GH (K) =
⊕
g∈[K\G/H]
M(H ∩Kg). En l’occurrence, la de´finition de Dress
de foncteur de Mackey permet d’exprimer l’induction de manie`re tre`s natu-
relle par M ↑GH (X) = M
(
ResGH(X)
)
, pour tout G-ensemble X ; autrement
dit, M ↑GH est obtenu en composant le foncteur M : H-ens → R-mod et
le foncteur de restriction ResGH : G-ens → H-ens. Rappelons que ce dernier
foncteur est de´fini dans l’exemple traitant de l’anneau de Burnside, a` la page
13.
Les applications d’induction, de restriction et de conjugaison intrinse`ques
au foncteur M ↑GH sont alors donne´es, pour L ≤ K, x ∈ M ↑
G
H (K) et
y ∈M ↑GH (L), par :
IKL :
⊕
x∈[L\G/H]
M(H ∩ Lx) →
⊕
g∈[K\G/H]
M(H ∩Kg)
(yx)x∈[L\G/H] 7→
( ∑
u∈[L\K/K∩gH]
IH∩K
ug
H∩Lug (yug)
)
g∈[K\G/H]
RKL :
⊕
g∈[K\G/H]
M(H ∩Kg) →
⊕
x∈[L\G/H]
M(H ∩ Lx)
(yg)g∈[K\G/H] 7→
(
RH∩K
x
H∩Lx (yx)
)
x∈[L\G/H]
cs :
⊕
g∈[K\G/H]
M(H ∩Kg) →
⊕
g˜∈[sK\G/H]
M(H ∩ (sK)g˜)
(yg)g∈[K\G/H] 7→
(
ys−1g˜
)
g˜∈[sK\G/H]
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(voir [TW90], proposition 4.3).
Remarque : Pour que les formules ci-dessus aient un sens, il faut donner
les repre´sentants des doubles classes que nous avons choisis.
Si [K\G/H] = {α1, . . . , αn}, alors on prend
[L\G/H] = {βjαi | 1 ≤ i ≤ n, 1 ≤ j ≤ s}
ou` les βj sont des repre´sentants des classes a` droite de K modulo L.
Avec ces choix, si u ∈ [L\K] et g ∈ [K\G/H], alors ug ∈ [L\G/H], donc
l’induction est bien de´finie. De meˆme, si x ∈ [L\G/H], alors x = βjαi avec
βj ∈ K, donc x correspond a` l’unique e´le´ment αi de [K\G/H], ce qui nous
permet de bien de´finir la restriction ci-dessus. Nous pouvons ensuite choi-
sir [sK\G/H] = {sα1, . . . , sαn} et par conse´quent, si g˜ ∈ [
sK\G/H], alors
s−1g˜ ∈ [K\G/H], donc la conjugaison est bien de´finie. Remarquons finale-
ment que la formule de la conjugaison ci-dessus est donne´e a` l’aide de ces
repre´sentants des doubles classes. Donc si s normalise K, il faut garder ces
deux syste`mes de repre´sentants distincts, meˆme si sK\G/H = K\G/H.
Restriction
Soit H ≤ G. De manie`re analogue a` l’induction, le foncteur de restriction,
↓GH , permet de passer de la cate´gorie des foncteurs de Mackey associe´s a` G
a` celle des foncteurs de Mackey associe´s a` H. Pre´cise´ment,
↓GH : Mackk(G)→ Mackk(H)
est de´fini de la manie`re suivante : si M ∈ Mackk(G) et si K ≤ H, alors
M ↓GH (K) = M(K). De nouveau, la de´finition de Dress permet d’exprimer
la restriction de manie`re tre`s naturelle parM ↓GH (X) =M
(
IndGH(X)
)
, pour
tout G-ensemble X ; autrement dit, M ↓GH est obtenu en composant le fonc-
teur M : G-ens→ R-mod et le foncteur d’induction IndGH : H-ens→ G-ens.
L’induction entre G-ensembles est e´galement de´finie dans l’exemple traitant
de l’anneau de Burnside, a` la page 13.
Cette fois, les applications d’induction, de restriction et de conjugaison in-
trinse`ques au foncteur M ↓GH sont les meˆmes que celles du foncteur M .
Les foncteurs d’induction et de restriction entre cate´gories de foncteurs de
Mackey sont lie´s par des conditions d’adjonction :
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Proposition 1.4.3. Le foncteur d’induction est l’adjoint a` gauche et a`
droite du foncteur de restriction. En particulier, ces deux foncteurs sont
exacts.
Preuve : voir [TW90], proposition 4.2 pour les proprie´te´s d’adjonction et
[Rot79], the´ore`me 2.13, pour l’exactitude.
Remarquons que dans la cate´gorie des G-ensembles, le foncteur d’induction
est l’adjoint a` gauche, mais pas a` droite du foncteur de restriction.
Conjugaison
Soient g ∈ G et H ≤ G. Il existe naturellement un foncteur de conjugaison
de la cate´gorie Mackk(H) dans Mackk(
gH), de´fini pour M ∈ Mackk(H) et
K ≤ H, par gM(K) = M(Kg). Les applications d’induction, de restriction
et de conjugaison s’obtiennent en conjuguant les applications de M corres-
pondantes.
Pour finir, il existe des constructions qui permettent de passer des foncteurs
de Mackey de´finis pour le groupe quotient G/N , ou` N est un sous-groupe
normal de G, a` ceux de´finis pour le groupe G, et vice-versa.
Inflation
Soient N E G etM un foncteur de Mackey pour le groupe G/N . Le foncteur
d’inflation de Mackk(G/N) dans Mackk(G) est de´fini, pour K ≤ G, par
Inf GG/NM(K) =
{
0 si N  K,
M(K/N) sinon.
Par ailleurs, le foncteur d’inflation peut s’exprimer, a` l’aide de la de´finition
de Dress, de la manie`re suivante : Inf GG/NM(X) = M
(
XN
)
, pour tout G-
ensemble X, ou` XN de´signe les points N -fixes de X.
Le foncteur d’inflation posse`de un adjoint a` gauche, note´ +, et un adjoint a`
droite, note´ −, qui sont de´finis, pour L ∈ Mackk(G) et K/N ≤ G/N , par
L+(K/N) = L(K)/
∑
J ≤ K
J  N
IKJ (L(J))
L−(K/N) =
⋂
J ≤ K
J  N
Ker(RKJ ).
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Proposition 1.4.4. Le foncteur + est l’adjoint a` gauche et le foncteur −
est l’adjoint a` droite de InfGG/N . En particulier, le foncteur d’inflation est
exact.
Preuve : voir [TW90], proposition 5.1 pour les proprie´te´s d’adjonction et
[Rot79], the´ore`me 2.13, pour l’exactitude.
Avant d’aller plus loin, nous allons donner deux re´sultats sur des questions
d’adjonction lie´es en particulier aux foncteurs de Mackey point fixe et quo-
tient fixe (de´finis a` la page 14) vus comme foncteurs de la cate´gorie des
kG-modules dans Mackk(G) :
Proposition 1.4.5. Soit E le foncteur d’e´valuation de Mackk(G) dans la
cate´gorie des kG-modules, qui envoie un foncteur de Mackey M sur son
e´valuation en 1, M(1). L’adjoint a` droite de E est FP , le foncteur point
fixe, et son adjoint a` gauche est FQ, le foncteur quotient fixe.
Preuve : voir [TW90], proposition 6.1.
Proposition 1.4.6. Soient M un foncteur de Mackey associe´ a` un groupe
G, H un sous-groupe de G et V un kNG(H)-module. Si M(K) = 0 pour
tout sous-groupe propre K de H, alors il existe une bijection :
ϕ : Homµk(G)
(
M,
(
Inf
NG(H)
NG(H)
FPV
)
↑GNG(H)
)
∼
−→ HomkNG(H)(M(H), V )
donne´e par l’e´valuation en H.
De plus, si σ : M(H)→ V , alors ϕ−1(σ) = (σ(K))K≤G, ou` σ(K) = 0 si K
ne contient pas de conjugue´ de H et sinon, σ(K)(a) =
(
σ(cxR
K
Hx(a))
)
x∈T
,
ou` T = [NG(H)\TG(H,K)/K] et a ∈M(K).
Preuve : Vu les propositions 1.4.3, 1.4.4 et 1.4.5, nous obtenons les bijec-
tions suivantes :
Homµk(G)
(
M,
(
Inf
NG(H)
NG(H)
FPV
)
↑GNG(H)
)
∼= Homµk(NG(H))
(
M ↓GNG(H), Inf
NG(H)
NG(H)
FPV
)
∼= Homµk(NG(H))
((
M ↓GNG(H)
)+
, FPV
)
∼= Homk(NG(H))
((
M ↓GNG(H)
)+
(1), V
)
.
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Or
(
M ↓GNG(H)
)+
(1) = M(H)/
∑
J<H I
H
J (M(J)) = M(H) vu l’hypothe`se
sur M .
Finalement, pour de´terminer l’application ϕ−1, il suffit de suivre les preuves
des propositions ci-dessus, ou` les adjonctions sont construites explicitement
(voir [TW90]).

Nous pouvons a` pre´sent de´finir le foncteur de Mackey simple SH,V , ou`H ≤ G
et ou` V est un kNG(H)-module simple.
Tout d’abord, si V est un kG-module simple, nous pouvons de´finir le foncteur
de Mackey simple suivant :
De´finition 1.4.7. Soit V un kG-module simple, le foncteur simple S1,V ,
note´ e´galement SG1,V , associe´ a` G, est le sous-foncteur du foncteur point fixe
FPV de´fini par S1,V (K) = I
K
1 (V ) ; autrement dit, c’est l’image de la trace
relative de V dans V K qui est de´finie par IK1 (v) =
∑
x∈K
xv.
Pour montrer que le foncteur S1,V est simple, il suffit de ve´rifier qu’il est
l’unique sous-foncteur minimal de FPV . Pour cela, conside´rons 0 6= M , un
sous-foncteur de FPV . Il existe alors K ≤ G, tel que M(K) 6= 0, et comme
la restriction RK1 : V
K → V est une inclusion, il s’ensuit que M(1) est un
sous-kG-module non nul du module V . Par simplicite´ de V , M(1) = V et,
par conse´quent, pour tout J ≤ G, M(J) ⊇ IJ1 (M(1)) = I
J
1 (V ) = S1,V (J),
donc S1,V est un sous-foncteur de M .
Pour chaque kG-module simple V , il existe un foncteur de Mackey simple
S1,V , dont le sous-groupe minimal H, tel que S1,V (H) 6= 0, est le sous-
groupe trivial H = 1. Nous pouvons a` pre´sent utiliser les constructions
pre´ce´dentes, et plus pre´cise´ment l’inflation et l’induction, pour obtenir de
nouveaux foncteurs de Mackey posse´dant un tel sous-groupe minimal H non
trivial.
De´finition 1.4.8. Soit V un kNG(H)-module simple, le foncteur SH,V ,
note´ e´galement SGH,V , associe´ a` G, est de´fini par
SH,V =
(
Inf
NG(H)
NG(H)
S
NG(H)
1,V
)
↑GNG(H) .
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Remarquons que cette construction a du sens, car, comme V est un kNG(H)-
module simple, S
NG(H)
1,V est un foncteur de Mackey simple associe´ au groupe
NG(H), vu ce qui pre´ce`de ; puis, l’inflation et l’induction permettent d’en
faire un foncteur de Mackey associe´ au groupe G. De plus, vu le lemme
1.4.11, c’est un foncteur simple.
De´finition 1.4.9. Soient M un foncteur de Mackey associe´ a` un groupe
G et χ un ensemble de sous-groupes de G. Soit E(H) un sous-ensemble
de M(H), pour tout H ∈ χ. Le sous-foncteur de M engendre´ par E, note´
〈E〉, est e´gal a` l’intersection de tous les sous-foncteurs N de M tels que
E(H) ⊆ N(H) pour tout H ∈ χ. On de´finit de plus IχM = 〈M(J) |J ∈ χ〉.
C’est donc le sous-foncteur de M engendre´ par ses valeurs en les e´le´ments
de χ.
Ces foncteurs engendre´s peuvent eˆtre de´crits explicitement a` l’aide de la
proposition suivante :
Proposition 1.4.10. Soit M un foncteur de Mackey pour G. Soit χ un
ensemble de sous-groupes de G, ferme´ par conjugaison et tel que si H ≤ K
et que K ∈ χ, alors H ∈ χ. Pour tout X ∈ χ, fixons un R-sous-module
E(X) de M(X), de sorte que IXY (E(Y )) ⊆ E(X), que R
Y
X(E(X)) ⊆ E(Y )
et que cg(E(X)) ⊆ E(
gX) pour tout Y ≤ X ∈ χ et tout g ∈ G. Pour chaque
sous-groupe H de G, on a alors
〈E〉(H) =
∑
X∈χ,X≤H
IHX (E(X)).
Preuve : voir [TW95], proposition 2.4.
Les SH,V sont bien des foncteurs de Mackey simples, par le lemme suivant :
Lemme 1.4.11. Soient H un sous-groupe d’un groupe fini G et V un
kNG(H)-module simple. Le foncteur
M =
(
Inf
NG(H)
NG(H)
FPV
)
↑GNG(H)
posse`de alors un unique sous-foncteur minimal, engendre´ par M(H) = V .
De plus, ce sous-foncteur minimal est isomorphe a` SH,V .
Preuve : voir [TW90], lemme 8.1.
De plus, les SH,V correspondent a` l’image re´ciproque par Φ des paires (H,V )
(voir page 29 pour la de´finition de Φ et voir [TW90], the´ore`me 8.3 pour le
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re´sultat). En particulier, de par sa de´finition, SH,V (K) est nul a` moins que
H ≤G K. De plus, en utilisant les proprie´te´s des constructions pre´ce´dentes,
nous obtenons
SH,V (H) =
⊕
g∈[H\G/NG(H)]
Inf
NG(H)
NG(H)
S1,V (NG(H) ∩H
g) = S1,V (1) = V.
Dans le cas ou` G = P est un p-groupe et ou` le corps k est de caracte´ristique
p, les SH,V deviennent particulie`rement simples, au premier sens du terme.
Tout d’abord, comme le module trivial k est le seul kNP (H)-module simple
pour tout H ≤ P (voir la proposition 1.3.3), ces foncteurs ne sont indexe´s
que par les sous-groupes H de P et de plus, ils s’annulent presque partout.
Plus pre´cise´ment, on a le re´sultat suivant :
Proposition 1.4.12. Soit H un sous-groupe d’un p-groupe P . Si J est un
sous-groupe de P , alors
SH,k(J) =
{
k si J =G H,
0 sinon.
Preuve : C’est une conse´quence directe du lemme 15.1 de [TW95].
Remarque : Le re´sultat pre´ce´dent nous permet, en particulier, de de´ter-
miner plus facilement les facteurs de composition d’un foncteur de Mackey
M associe´ a` un p-groupe P . En effet, dans ce cas, le nombre de facteurs de
composition de M isomorphes a` SH,k, pour H ≤ P , est e´gal a` la dimension
sur k de M(H). Pour de´montrer cela, conside´rons la classe [M ] de M dans
G0(Mackk(P )) (voir la de´finition 1.2.17 et ce qui suit). Alors
[M ] =
∑
S simple
λS[S] =
∑
J≤P
λJ [SJ,k]
est la somme de ses facteurs de composition. Par conse´quent, si H ≤ P ,
[M(H)] =
∑
J≤P
λJ [SJ,k(H)] = λH · [k], vu la proposition pre´ce´dente.
1.5 Foncteurs de Mackey projectifs
Dans ce travail, nous allons e´tudier certaines proprie´te´s des foncteurs de
Mackey projectifs inde´composables. Comme ces foncteurs s’identifient a` des
sous-modules de l’alge`bre de Mackey, qui est une k-alge`bre de dimension fi-
nie, ce sont des µk(G)-modules de type fini. Nous pouvons donc appliquer les
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re´sultats de la section 1.2, qui nous disent, en particulier, que les foncteurs
de Mackey projectifs inde´composables sont en bijection avec les foncteurs
de Mackey simples.
Plus pre´cise´ment, a` SH,V , un foncteur simple, correspond (a` isomorphisme
pre`s) un unique module projectif inde´composable, note´ PH,V ou P
G
H,V , qui
est la couverture projective de SH,V . En particulier, PH,V posse`de un unique
sous-foncteur maximal Rad(PH,V ) et PH,V /Rad(PH,V ) est isomorphe a` SH,V .
Le premier exemple de foncteur de Mackey projectif est le µk(G)-module
re´gulier, autrement dit µk(G). Ce module n’est e´videmment pas inde´com-
posable. En particulier, par de´finition de l’alge`bre de Mackey, on a la relation∑
H≤GG
IHH = 1 dans µk(G), qui exprime l’e´le´ment unite´ comme somme d’idem-
potents deux a` deux orthogonaux. Cela nous donne donc la de´composition
suivante :
µk(G) =
⊕
H≤GG
µk(G) · I
H
H
ou` les µk(G) · I
H
H sont donc des µk(G)-modules projectifs. En fait, ces fonc-
teurs de Mackey projectifs sont isomorphes a` des induits du foncteur de
Mackey de Burnside. Plus pre´cise´ment, nous avons le re´sultat suivant :
The´ore`me 1.5.1. Soit H un sous-groupe de G. Le foncteur de Mackey
µk(G) · I
H
H est isomorphe a` B
H ↑GH .
Preuve : voir [TW95], the´ore`me 8.3.
Or, en ge´ne´ral, ces foncteurs de Burnside ne sont pas inde´composables.
En fait, ils se de´composent en somme de projectifs inde´composables de la
manie`re suivante :
The´ore`me 1.5.2. Supposons que le corps k est alge´briquement clos. La
multiplicite´ de PH,V comme facteur de B
K ↑GK est e´gale a` dimk(SH,V (K)) ;
autrement dit,
BK ↑GK
∼=
⊕
(H,V )
dimk(SH,V (K)) · PH,V .
ou` la somme est prise sur les couples (H,V ) ou` H parcourt les sous-groupes
de G a` conjugaison pre`s et V les kNG(H)-modules simples a` isomorphisme
pre`s.
Preuve : voir [TW95], the´ore`me 8.6.
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Dans le cas particulier ou` G = P est un p-groupe et que k est un corps de
caracte´ristique p, la proposition 1.4.12 nous dit que
SH,k(K) =
{
k si K =G H,
0 sinon.
Nous obtenons donc que PH,k ∼= B
H ↑GH et, en particulier PG,k
∼= BG, au-
trement dit, les foncteurs de Mackey projectifs inde´composables sont exac-
tement des induits du foncteur de Burnside dans ce cas.
Pour un groupe quelconque, il n’y a pas de telle description des foncteurs
de Mackey projectifs. Toutefois, si P est un foncteur de Mackey projectif
inde´composable, tel que P (1) =M 6= 0, alors Bouc a montre´ que, pour tout
sous-groupe H de G,
P (H) ∼=
( ⊕
Q∈sp(G)
M(Q)
)
G
ou` sp(G) est l’ensemble des p-sous-groupes de G, ou` l’indice G de´note les
coinvariants par G (voir la page 14) et ou` M est le quotient de Brauer du
foncteur M , de´fini par
M (Q) =M(Q)
/ ∑
L<Q
IQL (M(L))
(voir [Bou98], proposition 5.3). Cet isomorphisme est de plus compatible
avec les transferts et les conjugaisons, toutefois il reste le proble`me de de´crire
les restrictions, via cet isomorphisme. Par ailleurs, l’e´valuation d’un foncteur
de Mackey projectif inde´composable en le sous-groupe trivial a e´te´ de´crite
par The´venaz et Webb de la manie`re suivante :
The´ore`me 1.5.3. Soit PH,V un foncteur de Mackey projectif inde´compo-
sable.
i) Si H n’est pas un p-groupe, alors PH,V (1) = 0.
ii) Si H est un p-groupe, alors PH,V (1) est un facteur non nul inde´compo-
sable de k ↑GH . En particulier, dans le cas ou` G est un p-groupe, alors
PH,k(1) = kP/H.
Preuve : voir [TW95], the´ore`me 12.7.
Donnons ensuite un re´sultat qui caracte´rise les foncteurs de Mackey projec-
tifs indexe´s par le groupe trivial :
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The´ore`me 1.5.4. Soit V un kG-module simple. La couverture projective et
l’enveloppe injective du foncteur de Mackey S1,V co¨ıncident, et sont toutes
les deux isomorphes a` FPPV et FQPV , ou` PV est la couverture projective
de V comme kG-module. En particulier, P1,V posse`de un socle simple iso-
morphe a` son unique quotient simple, S1,V .
Preuve : voir [TW95], the´ore`me 13.3.
Comme nous l’avons vu dans la proposition 1.3.6, l’induction de H a` G
d’un kH-module projectif P est un kG-module projectif. Cette proprie´te´
est e´galement ve´rifie´e dans le cas des foncteurs de Mackey, vu le re´sultat
suivant :
Proposition 1.5.5. Soit P un foncteur de Mackey projectif, associe´ a` un
sous-groupe H de G. Alors le foncteur induit P ↑GH est projectif.
Preuve : Nous allons montrer que le foncteur Homµk(G)
(
P ↑GH ,
)
est
exact. Pour cela, conside´rons la suite exacte courte
0 −→M1
α
−→M2
β
−→M3 −→ 0
de foncteurs de Mackey associe´s a` G. Il faut montrer que la suite
0 −→ Homµk(H)
(
P ↑GH ,M1
) α?−→ Homµk(H) (P ↑GH ,M2)
β?
−→ Homµk(H)
(
P ↑GH ,M3
)
−→ 0
est exacte, ou` α?(f) = αf , pour tout f ∈ Homµk(H)
(
P ↑GH ,M1
)
et ou`
β?(g) = βg, pour tout g ∈ Homµk(H)
(
P ↑GH ,M2
)
.
Par la proposition 1.4.3, le foncteur de restriction de G a` H est exact. Par
conse´quent, la suite
0 −→ M1 ↓
G
H
α↓GH−→ M2 ↓
G
H
β↓GH−→ M3 ↓
G
H −→ 0
est exacte. Du fait que P est projectif, nous obtenons alors la suite exacte
suivante :
0 −→ Homµk(H)
(
P,M1 ↓
G
H
) (α↓GH)?−→ Homµk(H) (P,M2 ↓GH)
(β↓GH)?−→ Homµk(H)
(
P,M3 ↓
G
H
)
−→ 0
De plus, comme les foncteurs d’induction et de restriction sont adjoints (voir
la proposition 1.4.3), il existe une bijection
ϕi : Homµk(H)
(
P,Mi ↓
G
H
)
−→ Homµk(G)
(
P ↑GH ,Mi
)
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pour i = 1, 2, 3.
Il suffit finalement de ve´rifier que pour tout f ∈ Homµk(H)
(
P,M1 ↓
G
H
)
, et
pour tout g ∈ Homµk(H)
(
P,M2 ↓
G
H
)
,
ϕ2 ◦
(
α ↓GH
)
?
◦ ϕ1(f) = α ◦ f et ϕ3 ◦
(
β ↓GH
)
?
◦ ϕ2(g) = β ◦ g
ce qui se fait a` l’aide de la preuve de la proposition 4.2 de [TW95] (qui
construit explicitement les adjonctions entre ↑GH et ↓
G
H).

1.6 Foncteurs ∆
Un des moyens pour comprendre la structure d’un module est de le de´compo-
ser en couches de modules simples, autrement dit de de´terminer ses facteurs
de composition. Cette me´thode peut en particulier s’appliquer aux foncteurs
de Mackey projectifs inde´composables qui nous inte´ressent. Toutefois cette
de´composition s’ave`re souvent assez difficile.
Dans [Web01], Webb introduit des foncteurs de Mackey, appele´s foncteurs
∆, qui ont la proprie´te´ que tout foncteur de Mackey projectif posse`de une
filtration, c’est-a`-dire une suite de sous-modules emboˆıte´s, dont les quo-
tients sont des foncteurs ∆, parame´trise´s, entre autres, par des modules
de p-permutation (voir la de´finition 1.6.4). De plus, cette filtration peut
eˆtre construite explicitement. Notre proble`me peut ainsi se se´parer en deux
parties : premie`rement comprendre la structure des foncteurs projectifs en
termes de foncteurs ∆, puis comprendre la structure de ces foncteurs ∆.
De´finition 1.6.1. Soit G un groupe, H un sous-groupe et U un kNG(H)-
module. Le foncteur de Mackey ∆, associe´ a` H et a` U , est de´fini par
∆H,U =
(
Inf
NG(H)
NG(H)
FQU
)
↑GNG(H) .
Remarque : Ces foncteurs ∆ peuvent eˆtre de´crits a` l’aide de la de´finition
de Dress, donc en termes de G-ensembles, de la manie`re suivante : si X est
un G-ensemble, alors
∆H,U(X) = k
(
XH
)
⊗kNG(H) U.
En effet, en utilisant le fait que pour tout foncteur de Mackey M associe´
a` G, M ↑GH (X) = M
(
ResGH(X)
)
(voir la page 30) et que pour tout fonc-
teur de Mackey N associe´ a` G/N , ou` N est un sous-groupe normal de G,
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InfGG/NN(X) = N
(
XN
)
(voir la page 32), nous obtenons :
∆H,U (X) = Inf
NG(H)
NG(H)
FQU
(
ResGNG(H)(X)
)
= FQU (X
H)
= k
(
XH
)
⊗kNG(H) U.
En utilisant les proprie´te´s de l’induction, nous pouvons calculer explicite-
ment les e´valuations de ce foncteur en les sous-groupes de G :
Proposition 1.6.2. L’e´valuation du foncteur ∆H,U en un sous-groupe K
de G est e´gale a`
∆H,U (K) =
⊕
g∈[K\TG(H,K)/NG(H)]
FQU (NKg(H))
ou` TG(H,K) = {g ∈ G |
gH ≤ K} est le transporteur de H a` K. En parti-
culier ∆H,U(H) = U et ∆H,U (K) est nul a` moins que K ne contienne un
conjugue´ de H.
Preuve : voir [Web01], proposition 3.1.
Les foncteurs ∆ sont, en particulier, stables par induction ; autrement dit,
nous avons le re´sultat suivant :
Lemme 1.6.3. Soient H ≤ K ≤ G et U un kNJ(H)-module, alors
∆JH,U ↑
G
J
∼= ∆G
H, Ind
NG(H)
NJ (H)
(U)
.
Preuve : voir [Web01], lemme 4.1.
De´finition 1.6.4. Un kG-module M est un module de permutation s’il
posse`de une k-base invariante par l’action du groupe G. Un kG-module M
est un module de p-permutation si ResGQ(M) est un module de permutation
pour tout p-sous-groupe Q de G.
Remarquons que dans le cas ou` G = P est un p-groupe, la notion de module
de permutation et celle de module de p-permutation co¨ıncident. De plus,
dans ce cas, les kP -modules de permutation inde´composables sont exacte-
ment les kP/H pour H ≤ P (voir [Bou00], the´ore`me 3.5.7).
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Nous pouvons a` pre´sent de´finir D, la sous-cate´gorie pleine de la cate´gorie
Mackk(G) des foncteurs de Mackey dont les objets sont les foncteurs posse´-
dant une filtration finie
0 =M0 ⊆M1 ⊆ · · · ⊆Mn =M
telle que, pour tout i, le facteur Mi/Mi−1 est isomorphe a` ∆Hi,Ui pour
un sous-groupe Hi et un kNP (Hi)-module de p-permutation Ui. Les objets
de cette cate´gorie seront appele´s des foncteurs de Mackey posse´dant une
∆-filtration. Un des re´sultats qui motive l’e´tude de cette cate´gorie est le
suivant :
The´ore`me 1.6.5. Soit M un foncteur de Mackey projectif de type fini, pour
un groupe G, sur un corps k de caracte´ristique p. Alors M est un objet de
D.
Preuve : voir [Web01], the´ore`me 7.1.
Il est possible de de´terminer explicitement une ∆-filtration d’un foncteur
de Mackey projectif inde´composable, PH,k, associe´ a` un p-groupe P . Mais
avant de de´crire cela, nous avons besoin de la de´finition suivante :
De´finition 1.6.6. Soient 1 = H1,H2, . . . ,Hr = G les sous-groupes de G, a`
conjugaison pre`s, ordonne´s de sorte que si Hi est conjugue´ a` un sous-groupe
de Hj, alors i ≤ j. La filtration ascendante de M est, par de´finition, la
filtration
0 =M0 ⊆M1 ⊆ · · · ⊆Mr =M
ou` Mi = I{H1,...,Hi}M (voir la de´finition 1.4.9) pour tout i = 1, . . . , r. Cette
filtration a du sens, car si χ ⊆ χ′, alors IχM ⊆ Iχ′M .
L’inte´reˆt de la notion de filtration ascendante provient du fait que, par la
proposition 6.1 de [Web01], si M est un objet de D, les facteurs de cette
filtration de M sont isomorphes a` ∆J,M(J) ou` J parcourt les sous-groupes
de H, a` conjugaison pre`s et ou` M est le quotient de Brauer du foncteur M
(voir la de´finition a` la page 38).
Revenons a` pre´sent au cas du foncteur PH,k. Par le the´ore`me 1.5.2 et la
remarque qui le suit, le foncteur PH,k est isomorphe a` un induit du foncteur
de Burnside : PH,k ∼= B
H ↑GH (pour la de´finition du foncteur de Burnside,
voir l’exemple 1, a` la page 13). Or B(J) = k〈J/J〉 ∼= k e´tant donne´ que
B(J) =
⊕
K≤JJ
k〈J/K〉 et que si K < J , alors J/K = IJK(K/K) qui est nul
dans B(J). Par conse´quent, le foncteur BH posse`de une filtration ascendante
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dont les facteurs sont isomorphes a` ∆HJ,k ou` J parcourt les sous-groupes de
H, a` H-conjugaison pre`s. Vu que le foncteur d’induction est exact (voir la
proposition 1.4.3), il suffit alors d’induire cette filtration de H a` G, pour
obtenir une filtration de PH,k dont les facteurs sont isomorphes a` ∆
H
J,k ↑
G
H ,
pour J ≤H H. Finalement, par le lemme 1.6.3, pour tout J ≤ H,
∆HJ,k ↑
G
H
∼= ∆G
J, Ind
NG(J)
NH (J)
(k)
.
Nous avons donc de´montre´ le re´sultat suivant :
Corollaire 1.6.7. Soient H un sous-groupe d’un p-groupe P et H1 = 1,
H2,. . .,Hr les sous-groupes de H, a` H-conjugaison pre`s, ordonne´s de sorte
que si Hi est conjugue´ a` un sous-groupe de Hj, alors i ≤ j. Le foncteur de
Mackey PH,k posse`de alors une ∆-filtration
0 =M0 ⊆M1 ⊆ · · · ⊆Mr = PH,k
dont les facteurs sont e´gaux a`
Mi/Mi−1 = ∆
H
Hi,k ↑
P
H
∼= ∆PHi,kNP (Hi)/NH (Hi)
pour i = 1, . . . , r.
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Nous allons terminer ces rappels, en donnant une description d’une de´com-
position de l’alge`bre de Mackey en somme directe d’alge`bres, ce qui nous
permet d’obtenir une partition de l’ensemble des foncteurs de Mackey. Plus
pre´cise´ment, cette de´composition est obtenue a` l’aide des idempotents pri-
mitifs centraux de µk(G) (voir la de´finition 1.2.12) et provient d’une the´orie
plus ge´ne´rale : la the´orie des blocs, dont nous allons maintenant rappeler
quelques ide´es.
Proposition 1.7.1. Soit A une k-alge`bre commutative de dimension finie.
Alors les idempotents primitifs de A forment un ensemble fini {c1, . . . , cn},
qui satisfait les conditions c1 + · · ·+ cn = 1 et cicj = 0 si i 6= j.
Preuve : voir [CR87], proposition 56.5.
Vu la proposition pre´ce´dente applique´e au centre d’une k-alge`bre A, les idem-
potents centraux d’une alge`bre A de dimension finie sur un corps k, forment
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un ensemble fini {c1, . . . , cn}. De plus, ils induisent une de´composition de
A en une somme directe A = Ac1 ⊕ · · · ⊕ Acn, ou` chaque Bi = Aci est un
ide´al bilate`re inde´composable, tel que ci est un e´le´ment unite´. Les ide´aux Bi
sont appele´s les ide´aux de blocs (ou simplement blocs) de l’alge`bre A et les
idempotents centraux ci sont appele´s les blocs de A.
Si M est un A-module, alors M se de´compose en M = c1M ⊕· · ·⊕ cnM , et,
en particulier, si M est inde´composable, alors il existe un unique i tel que
ciM = M et cjM = 0 si j 6= i. On dit alors que le module inde´composable
M appartient a` l’ide´al de bloc Bi = Aci ou au bloc ci. Plus ge´ne´ralement,
si M est un module quelconque, on dit qu’il appartient au bloc ci si c’est
le cas de tous ses facteurs inde´composables. Ainsi, les modules simples et
les modules projectifs inde´composables sont se´pare´s en blocs. En particu-
lier, si un module appartient a` un certain bloc, c’est aussi le cas de tous ses
facteurs de composition. Re´ciproquement si chaque facteur de composition
d’un A-module M appartient a` un ide´al de bloc Bi, alors l’e´le´ment unite´ de
Bi induit l’identite´ sur chaque facteur et l’e´le´ment unite´ de Bj , pour j 6= i,
annule chaque facteur. Par conse´quent M doit appartenir a` Bi. Il s’ensuit
que pour de´terminer les blocs d’une alge`bre A, il suffit de de´terminer quand
deux A-modules simples appartiennent au meˆme bloc.
En particulier, si M est un A-module inde´composable et que l’un de ses
facteurs de composition appartient a` un bloc ci, alors M doit lui-meˆme ap-
partenir au bloc ci.
Par ailleurs, la de´composition en blocs d’une alge`bre A nous donne des infor-
mations sur les groupes d’extension entre A-modules, vu les deux re´sultats
suivants :
Proposition 1.7.2. Soient M et N des A-modules inde´composables. S’il
existe une extension non triviale de N par M , alors M et N appartiennent
au meˆme bloc de A.
Preuve : Soit 0→ M → E → N → 0 une suite exacte courte non scinde´e.
Supposons queM appartienne au bloc bi de A et N au bloc bj de A, alors le
module E posse`de certains facteurs de composition dans bi et les autres dans
bj . Si i 6= j, alors, vu les remarques pre´ce´dentes, E = biE ⊕ bjE = M ⊕N
car biM = M , bjM = 0, biN = 0 et bjN = N , donc la suite ci-dessus est
scinde´e, ce qui contredit notre hypothe`se. Par conse´quent i = j, ainsi M et
N appartiennent au meˆme bloc.

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Proposition 1.7.3. Soient A une k-alge`bre de dimension finie et S, T des
A-modules simples. Si S et T n’appartiennent pas au meˆme bloc de A, alors
ExtnA(T, S) = 0 pour tout n ≥ 0.
Preuve : Nous allons montrer, par re´currence sur n, le re´sultat un peu
plus ge´ne´ral suivant : si un A-module M appartient a` un bloc B et que
ExtnA(M,S) 6= 0, alors S appartient au bloc B.
Supposons que Ext1A(M,S) 6= 0, alors il existe une suite exacte courte
0→ S → N →M → 0, non scinde´e. Le module N se de´compose en somme
directe de modules inde´composables, N =
⊕
iNi, et il existe un indice j tel
que S est isomorphe, par projection sur Nj, a` un sous-module S
′ de Nj . De
plus, S′ doit eˆtre un sous-module propre de Nj car la suite exacte ci-dessus
n’est pas scinde´e, donc Nj est inde´composable et posse`de au moins deux
facteurs de composition dont l’un est aussi un facteur de composition deM ,
donc Nj appartient au bloc B. Par conse´quent, S doit aussi appartenir au
bloc B.
Supposons ensuite que ExtnA(M,S) 6= 0, pour n > 1. Soit PM la couverture
projective du module M et KM le noyau de la surjection de PM sur M . La
suite exacte courte 0 → KM → PM → M → 0 induit alors, vu le the´ore`me
1.2.20, la suite exacte suivante :
0 = Extn−1A (PM , S)→ Ext
n−1
A (KM , S)→ Ext
n
A(M,S)→ Ext
n
A(PM , S) = 0
ou` les deux termes extre´maux sont nuls vu que PM est projectif. Par suite,
ExtnA(M,S)
∼= Extn−1A (KM , S), donc il suffit de montrer que KM appartient
au bloc B, puis d’appliquer l’hypothe`se de re´currence. Posons M =
⊕
iMi,
ou` les Mi sont des modules inde´composables. Par la proposition 1.2.15,
PM =
⊕
i PMi . Posons pii la surjection de PMi sur Mi, pour tout i. Comme
PMi est la couverture projective de Mi, l’image par pii de tous les facteurs
directs de PMi est non nulle, pour tout i, donc chacun de ces facteurs directs
inde´composables doit appartenir au bloc B. Il s’ensuit que PMi appartient
a` B, pour tout i, donc PM aussi. Comme KM est un sous-module de PM ,
KM appartient e´galement a` B, d’ou` le re´sultat.

Revenons au cas de l’alge`bre de Mackey. Le foncteur de Mackey de Burnside,
BG (voir la page 13), agit comme un anneau d’endomorphismes sur chaque
foncteur de Mackey associe´ a` G. Explicitement, si M est un foncteur de
Mackey et Z un G-ensemble, alors l’action de Z surM est de´finie comme la
transformation naturelle :
M(X)
M?(pr2)−→ M(Z ×X)
M?(pr2)−→ M(X)
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ou` M est vu comme foncteur de Mackey pour la deuxie`me de´finition, X
est un G-ensemble quelconque et pr2 : Z ×X → X est la projection sur le
second facteur. En fait, BG agit via des e´le´ments de l’alge`bre de Mackey, et
comme leur action commute avec les ope´rations d’induction, de restriction
et de conjugaison, ses e´le´ments doivent eˆtre centraux (pour plus de de´tail,
voir [TW95], section 9). En re´sume´, nous avons le re´sultat suivant :
Proposition 1.7.4. Dans B(G), chaque expression, 1 =
∑
i ei de l’identite´
comme somme d’idempotents orthogonaux donne lieu a` une de´composition
M =
∑
i eiM de tout foncteur de Mackey M . De plus, chaque idempotent de
B(G) correspond a` un idempotent central de l’alge`bre de Mackey µk(G), ce
qui permet de de´composer cette dernie`re en somme directe de sous-anneaux.
Preuve : voir [TW95], propositions 9.1 et 9.2.
Il suffit donc de connaˆıtre les idempotents primitifs de l’anneau de Burn-
side pour obtenir une de´composition de l’alge`bre de Mackey. Toutefois, ces
idempotents ne sont en ge´ne´ral plus primitifs dans l’alge`bre de Mackey, de
sorte que nous obtenons une de´composition en union de blocs, plutoˆt qu’en
blocs.
Les idempotents primitifs de l’anneau de Burnside ont e´te´ e´tudie´s par Dress,
mais avant de les donner, nous avons besoin de la de´finition suivante :
De´finition 1.7.5. Un groupe J est dit p-parfait s’il ne posse`de pas de sous-
groupe propre normal N tel que J/N est un p-groupe. Notons Op(J) le plus
petit sous-groupe normal de J tel que J/Op(J) est un p-groupe. Nous obte-
nons alors que J est p-parfait si et seulement si Op(J) = J .
The´ore`me 1.7.6. Soit R un anneau dans lequel tous les diviseurs premiers
de l’ordre de G sont inversibles, a` l’exception de p. Dans l’anneau de Burn-
side B(G) sur R, nous avons alors
1 =
∑
J ≤G G
J est p-parfait
fJ
ou` les fJ sont des idempotents primitifs orthogonaux, en bijection avec les
classes de conjugaison de sous-groupes p-parfaits de G.
Preuve : voir [TW95], the´ore`me 9.3 ou [Yos83], the´ore`me 3.1.
Si J est un sous-groupe p-parfait de G et k est un corps de caracte´ristique
p, on note Mackk(G,J) la sous-cate´gorie pleine de Mackk(G) dont les objets
46
1.7 Blocs de foncteurs de Mackey
sont les foncteurs de Mackey M tels que fJM = M . On peut de´terminer
explicitement les foncteurs de Mackey simples appartenant a` Mackk(G,J)
pour un sous-groupe p-parfait J fixe´. C’est l’objet de la proposition suivante :
Proposition 1.7.7. Soient SK,W ∈ Mackk(G) un foncteur de Mackey simple
et J un sous-groupe de G p-parfait. Alors fJSK,W = 0 a` moins que J et
Op(K) ne soient conjugue´s et, dans ce cas, fJSK,W = SK,W . Les foncteurs
de Mackey simples de Mackk(G,J) sont donc pre´cise´ment les SK,W avec
J = Op(K). Un foncteur de Mackey arbitraire appartient a` Mackk(G,J) si
et seulement si c’est aussi le cas de tous ses facteurs de composition.
Preuve : voir [TW95], proposition 9.6.
En particulier, le groupe trivial 1 est toujours un sous-groupe p-parfait
de G, ce qui nous permet de conside´rer la cate´gorie Mackk(G, 1). Etant
donne´ la proposition pre´ce´dente, les foncteurs simples de Mackk(G, 1) sont
pre´cise´ment les foncteurs SH,V avec O
p(H) = 1, ce qui revient a` dire que H
est un p-groupe. Le the´ore`me suivant nous permet alors de re´duire l’e´tude
des foncteurs de Mackey arbitraires aux foncteurs de Mackey dont les fac-
teurs de composition sont indexe´s par des p-groupes :
The´ore`me 1.7.8. Soit J un sous-groupe p-parfait de G, alors les cate´gories
Mackk(NG(J), 1) et Mackk(G,J) sont e´quivalentes.
Preuve : voir [TW95], the´ore`me 10.1.
Nous pouvons a` pre´sent de´crire la de´composition en blocs de l’alge`bre de
Mackey. Pour cela, il suffit de de´crire la re´partition des foncteurs simples
dans ces blocs, au vu des re´sultats pre´ce´dents. Comme les idempotents pri-
mitifs de l’anneau de Burnside donnent une de´composition de l’alge`bre de
Mackey en union de blocs pour chaque sous-groupe p-parfait J , il suffit de
de´terminer les blocs dans chaque cate´gorie Mackk(G,J), et par le the´ore`me
pre´ce´dent, il est suffisant de comprendre le cas J = 1.
Soient P un p-sous-groupe de G, Z(kG) le centre de kG, CG(P ) le cen-
tralisateur de P dans G et Z(kCG(P ))
NG(P ) l’ensemble des e´le´ments de
Z(kCG(P )) fixes sous l’action par conjugaison de NG(P ). Conside´rons l’ap-
plication σ : kG→ kCG(P ) de´finie par
σ(x) =
{
x si x ∈ CG(P ),
0 sinon
pour les e´le´ments x ∈ G, puis e´tendue a` kG par line´arite´. En particulier, σ
est un morphisme de kNG(P )-modules.
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La restriction de σ au centre de kG est un homomorphisme d’anneaux que
l’on appelle le morphisme de Brauer :
BrP : Z(kG) −→ Z(kCG(P ))
NG(P ).
L’image de BrP est bien dans le centre de kCG(P ), et comme les e´le´ments
du centre de kG sont les e´le´ments de kG fixes par l’action de G par conjugai-
son, les e´le´ments de BrP (Z(kG)) sont e´galement fixe´s par l’action de NG(P )
par conjugaison. Par ailleurs, si e est un bloc de l’alge`bre kNG(P ), alors
e ∈ Z(kCG(P ))
NG(P ), et dans cette alge`bre, e est e´gal a` une somme d’idem-
potents primitifs conjugue´s (pour plus de de´tail, voir [AB79], section 2). Par
conse´quent, il existe un unique bloc b de kG tel que BrP (b) · e = e, et cet
unique bloc est note´ b = eG.
Si P est un p-sous-groupe de G, alors tout kNG(P )-module simple V peut
eˆtre vu comme kNG(P )-module, donc il appartient a` un bloc e de kNG(P ).
Il est ainsi possible d’associer a` chaque foncteur de Mackey simple SP,V un
bloc e de kNG(P ).
The´ore`me 1.7.9. Soient SP,Q et SQ,W deux foncteurs de Mackey simples,
ou` P et Q sont des p-sous-groupes de G. Soit e le bloc de NG(P ) auquel
appartient V et f le bloc de NG(Q) auquel appartient W . Alors les fonc-
teurs SP,Q et SQ,W appartiennent au meˆme bloc de l’alge`bre de Mackey si et
seulement si les blocs de kG correspondants, eG et fG, sont e´gaux. Ainsi les
blocs de Mackk(G, 1) sont en bijection avec les blocs de kG, via l’application
qui envoie le bloc contenant SP,V sur le bloc e
G de kG.
Preuve : voir [TW95], the´ore`me 17.1.
Remarque : Dans le cas ou` les sous-groupes P et Q sont normaux dans
G, alors les foncteurs simples SP,V et SQ,W appartiennent au meˆme bloc
de l’alge`bre de Mackey si et seulement si les modules V et W , vus comme
kG-modules, appartiennent au meˆme bloc de kG.
48
Chapitre II
Groupes d’extension de
degre´ 1
Un des points principaux pour comprendre la structure d’un foncteur de
Mackey projectif est de de´terminer sa se´rie de Loewy, autrement dit de le
de´composer en couches. Par exemple, si PH,V est un foncteur de Mackey
projectif inde´composable, son plus grand quotient semi-simple est SH,V , par
de´finition ; en d’autres termes, PH,V /Rad(PH,V ) ∼= SH,V . Que peut-on alors
dire du plus grand quotient semi-simple de Rad(PH,V ), autrement dit de la
deuxie`me couche de la se´rie de Loewy de PH,V ? La re´ponse a` cette ques-
tion est donne´e par les groupes d’extension de degre´ 1 entre foncteurs de
Mackey simples, comme nous l’avons vu dans la section 1.2. C’est donc la
de´termination de ces groupes d’extension qui vont nous inte´resser dans ce
chapitre.
Plus pre´cise´ment, rappelons que si A est une alge`bre sur un corps k alge´bri-
quement clos, S, S′ sont des A-modules simples et P est la couverture pro-
jective de S, alors, par la proposition 1.2.23,
Ext1A(S, S
′) ∼= HomA(Rad(P )/Rad
2(P ), S′).
Par conse´quent, le nombre de fois ou` le module S′ apparaˆıt dans la deuxie`me
couche de la se´rie de Loewy de P est e´gal a` la dimension de Ext1A(S, S
′)
comme k-espace vectoriel (pour plus de de´tails, voir la remarque qui suit le
lemme 1.2.24).
Nous allons donc, dans ce chapitre, nous inte´resser aux groupes d’extension
de degre´ 1 entre foncteurs de Mackey simples, et plus pre´cise´ment, a` leur
dimension comme k-espaces vectoriels.
En particulier, afin d’obtenir certaines proprie´te´s de ces groupes, nous allons
introduire et e´tudier, dans la section 2.3, des foncteurs de Mackey, appele´s
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foncteurs T , dont la de´finition est analogue a` celle des foncteurs simples
SH,V , a` la diffe´rence pre`s que le module V n’est pas force´ment simple.
2.1 Le cas des foncteurs simples indexe´s par des
sous-groupes normaux
Fixons un groupe finiG et un corps k alge´briquement clos, de caracte´ristique
p > 0. Soient Q et H des sous-groupes de G, V un kNG(H)-module simple
et W un kNG(Q)-module simple. Nous de´sirons e´tudier
Ext(SQ,W , SH,V ) := Ext
1
µk(G)
(SQ,W , SH,V ).
Dans un premier temps, nous allons conside´rer le cas ou` les groupes Q et H
sont normaux dans G.
Comme nous allons le voir dans le the´ore`me 2.1.4, le groupe Ext(SQ,W , SH,V )
est trivial si Q (respectivement H) n’est pas conjugue´ a` un sous-groupe deH
(respectivement Q). Il y aura donc essentiellement deux cas a` traiter : celui
ou` l’un des groupes est contenu strictement dans l’autre, a` conjugaison pre`s,
et celui ou` les deux groupes sont e´gaux. Dans le premier cas, nous allons
de´terminer explicitement ce groupe d’extension ; c’est l’objet du re´sultat
principal de cette section :
The´ore`me 2.1.1. Soient H, Q E G avec H 6= Q. Le k-espace vectoriel
Ext(SQ,W , SH,V ) est isomorphe a`

k si H < Q, [Q : H] = p, V Q/H = V et V ∼=W (comme kG/Q-module)
k si Q < H, [H : Q] = p, WH/Q =W et W ∼= V (comme kG/H-module)
0 sinon,
ou` V Q/H est l’ensemble des e´le´ments de V fixes par l’action de Q/H, et de
meˆme, WH/Q est l’ensemble des e´le´ments de W fixes par l’action de H/Q.
Avant de de´montrer cela, remarquons qu’il suffit de traiter le cas ou` l’un des
deux sous-groupes est strictement inclus dans l’autre. C’est une conse´quence
du re´sultat suivant :
Lemme 2.1.2. Soient A une k-alge`bre de dimension finie et M , N des
A-modules a` gauche. Alors
ExtiA(M,N)
∼= ExtiAop(N
?,M?)
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pour tout i ≥ 0, ou` M? = Homk(M,k) et A
op est l’alge`bre oppose´e de
A ; autrement dit, Aop est isomorphe a` A comme k-espace vectoriel, via un
isomorphisme ϕ qui satisfait ϕ(xy) = ϕ(y)ϕ(x), pour tout x, y ∈ A.
Preuve : Pour i fixe´, il suffit de conside´rer les extensions de degre´ i (voir
la proposition 1.2.22). En effet, a` chaque extension de degre´ i
ξ : 0→ N → Ei−1 → · · · → E0 →M → 0
correspond l’extension de degre´ i
ξ? : 0→M? → E?0 → · · · → E
?
i−1 → N
? → 0.
De plus, si ξ′ est une autre extension de degre´ i, alors ξ est e´quivalente a` ξ′
si et seulement si ξ? est e´quivalente a` (ξ′)?.

Nous pouvons en de´duire le corollaire suivant sur les extensions entre fonc-
teurs de Mackey :
Corollaire 2.1.3. Soient SH,V et SQ,W deux foncteurs de Mackey simples,
alors
Extiµk(G)(SQ,W , SH,V )
∼= Extiµk(G)(SH,V ? , SQ,W ?)
pour tout i ≥ 0.
Preuve : Par la proposition 4.1 de [TW95], le foncteur S?J,U est isomorphe
a` SJ,U?. De plus, l’alge`bre µk(G) posse`de un anti-automorphisme, donne´ par
IKgLcgR
H
L 7→ I
H
L cg−1R
K
gL
(voir la page 13, et [TW95], chapitre 4), et par conse´quent, elle est isomorphe
a` son alge`bre oppose´e. Le lemme 2.1.2 nous permet alors de conclure.

Ainsi, pour de´montrer le the´ore`me 2.1.1, il nous suffira de traiter le cas ou`
H < Q.
La preuve du the´ore`me 2.1.1 s’appuie en particulier sur le re´sultat suivant
de The´venaz et Webb :
The´ore`me 2.1.4. Soient SH,V , SK,W des foncteurs de Mackey simples sur
un corps k alge´briquement clos.
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i) Le groupe Ext(SH,V , SK,W ) est trivial a` moins que H ≤G K ou que
K ≤G H.
ii) Si H = K, la dimension de Ext(SH,V , SH,W ) est e´gale a` la multipli-
cite´ de SH,V dans la seconde couche de la se´rie des socles du foncteur(
Inf
NG(K)
NG(K)
FPPW
)
↑GNG(H) ou` PW est la couverture projective du module
W . De plus, l’e´valuation en H induit un morphisme
ηH : Extµk(G)(SH,V , SH,W )→ ExtkNG(H)(V,W )
qui est injectif.
iii) Si K <G H, alors la dimension de Ext(SH,V , SK,W ) est e´gale a` la
multiplicite´ de SH,V dans la seconde couche de la se´rie des socles de(
Inf
NG(H)
NG(H)
FPW
)
↑GNG(H).
iv) Si H <G K, alors la dimension de Ext(SH,V , SK,W ) est e´gale a` la
multiplicite´ de SK,W dans la seconde couche de la se´rie des socles de(
Inf
NG(K)
NG(K)
FQV
)
↑GNG(K).
Preuve : Voir [TW95], the´ore`me 14.3.
Preuve du the´ore`me 2.1.1 : Supposons que H < Q. Par le the´ore`me
2.1.4, iii), la dimension sur k de Ext(SQ,W , SH,V ) est e´gale a` la multipli-
cite´ de SQ,W dans la deuxie`me couche de la se´rie des socles du foncteur
M = InfGG/HFPV .
Vu le lemme 1.4.11, le socle de M est e´gal a` S ∼= SH,V , le sous-foncteur de
M engendre´ par S(H) = V =M(H). De plus, comme H est un sous-groupe
normal, ce sous-foncteur est e´gal a` InfGG/HS
G/H
1,V , et
S
G/H
1,V (K/H) = I
K/H
H/H (V )
∼= IKH (V )
pour tout sous-groupe K/H de G/H. Par conse´quent, si K est un sous-
groupe de G contenant H, nous avons S(K) = IKH (V ).
Il reste donc a` de´terminer la multiplicite´ de SQ,W dans le socle du foncteur
M/Soc(M) =M/S, ou, de manie`re e´quivalente, dans
Soc2(M)/Soc(M) = Soc(M/Soc(M))
qui est la deuxie`me couche de la se´rie des socles deM . Pour cela, nous allons
tout d’abord montrer queM/S posse`de un sous-foncteur isomorphe a` SQ,W
seulement si [Q : H] = p, V Q/H = V etW = V . Puis, nous verrons que, sous
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les trois conditions pre´ce´dentes, il existe un unique sous-foncteur de M/S
isomorphe a` SQ,W .
Il nous faut donc de´terminer sous quelles conditions il existe un sous-foncteur
simple T deM/S, isomorphe a` SQ,W . Tout d’abord,W = T (Q) est un sous-
module de M(Q)/S(Q) = V Q/H/IQH(V ) et V
Q/H posse`de une structure de
kG/H-module vu que Q est un sous-groupe normal. Il s’ensuit que V Q/H
est un sous-kG/H-module de V . Nous en de´duisons ainsi, par simplicite´ de
V , qu’il y a deux cas possibles : soit V Q/H = 0, soit V Q/H = V .
Dans le premier cas, il n’y a pas de tel sous-foncteur T dans M/S. Nous
pouvons donc supposer que V Q/H = V , autrement dit, que Q/H agit tri-
vialement sur V et, par suite, si x ∈ V , IQH(x) = [Q : H] ·x. Par conse´quent,
si p ne divise pas [Q : H], alors (M/S)(Q) = V/V = 0 et de nouveau, il n’y
a pas de sous-foncteur isomorphe a` SQ,W dans M/S.
Supposons donc que V Q/H = V et que p divise [Q : H]. Comme Q agit tri-
vialement sur le module V , ce dernier posse`de naturellement une structure
de kG/Q-module simple. Comme W ⊆ (M/S)(Q) = V , la seule possibilite´
est que W = V . Supposons ensuite qu’il existe un sous-groupe J tel que
H < J < Q et p | [J : H]. Alors, d’une part RQJ (T (Q)) = V , car l’appli-
cation de restriction est une inclusion. En effet, comme S(J) = 0 = S(Q),
l’application RQJ du foncteur T provient de celle de M = Inf
G
G/HFPV qui
est une inclusion par de´finition du foncteur point fixe. Mais, d’autre part,
RQJ (T (Q)) ⊆ T (J) = 0, vu que T est un sous-foncteur et que l’e´valuation
de T en les sous-groupes propres de Q est nulle. Il n’est donc pas possible,
dans ce cas, qu’il existe un tel sous-foncteur T ; autrement dit, il faut que
[Q : H] = p.
En re´sume´, nous pouvons supposer que [Q : H] = p, V Q/H = V et W = V ,
car sinon la multiplicite´ de SQ,W dans M/S est nulle. Sous ces conditions,
(M/S)(Q) = V . Soit N le sous-foncteur de M/S engendre´ par N(Q) = V
(voir la de´finition 1.4.9). Nous allons alors montrer que N est un sous-
foncteur de InfGG/QFPV . Dans ce but, remarquons que si J < Q, alors soit
J = H et dans ce cas, (M/S)(J) = V/V = 0, soit J 6= H et dans ce
cas, M(J) = 0 donc, (M/S)(J) = 0. Par conse´quent N(J) = 0 si J < Q.
Par ailleurs, vu la de´finition de N , le module N(J) est e´galement nul si le
sous-groupe J ne contient pas Q. En effet, il suffit d’appliquer la proposition
1.4.10, en prenant pour χ l’ensemble des sous-groupes de Q.
Si Q < K, alors
S(K) = IKH (V ) = I
K
Q (I
Q
H(V )) = 0
53
Chapitre II. Groupes d’extension de degre´ 1
et, par suite, (M/S)(K) =M(K), donc N(K) est un sous-module de
M(K) = V K/H = V K/Q = InfGG/QFPV (K)
vu que Q agit trivialement sur V . De plus, les applications d’induction, de
restriction et de conjugaison deM/S, associe´es a` des sous-groupes contenant
Q, sont les meˆmes que celle du foncteur InfGG/QFPV (en utilisant la de´finition
de l’inflation et le fait que le foncteur S s’annule en les sous-groupes conte-
nant Q). Il s’ensuit que N s’identifie au sous-foncteur de InfGG/QFPV en-
gendre´ par N(Q) = V ; il est donc isomorphe a` SQ,V par de´finition. Par
conse´quent, si T est un sous-foncteur simple de M/S, isomorphe a` SQ,W ,
alors N doit eˆtre un sous-foncteur de T , non nul, vu que T (Q) = V et que
N est le plus petit sous-foncteur de M/S dont la valeur en Q vaut V . Or,
comme T est simple, il s’ensuit que T = N ; autrement dit, il y a exac-
tement une copie de SQ,W dans la deuxie`me couche de la se´rie des socles
deM . Cela revient ainsi a` dire que, dans ce cas, dimk(Ext(SQ,W , SH,V )) = 1.
Supposons ensuite que Q < H, alors
Ext(SQ,W , SH,V ) ∼= Ext(SH,V ? , SQ,W ?)
qui est e´gal a` k si [H : Q] = p, (W ?)H/Q = W ? et W ? ∼= V ?, en utilisant ce
qui pre´ce`de. Or (W ?)H/Q =W ? si et seulement si WH/Q =W et, de meˆme,
W ? ∼= V ? si et seulement si V ∼=W .
Finalement, si Q ≮ H et H ≮ Q, le groupe Ext(SQ,W , SH,V ) est trivial vu
le the´ore`me 2.1.4, et e´tant donne´ l’hypothe`se que H 6= Q.

Remarques :
i) L’hypothe`se de normalite´ des sous-groupes H et Q est capitale dans la
preuve pre´ce´dente. D’une part, parce que le foncteur M dont on doit
calculer la deuxie`me couche de la se´rie des socles n’a pas d’induction,
donc il est beaucoup plus facile a` expliciter. D’autre part, parce que
les points H-fixes ou Q-fixes d’un kG-module V posse`dent e´galement
une structure de kG-module, donc si, par exemple, V est simple, les
points H-fixes de V seront e´gaux a` V ou a` 0.
ii) Le the´ore`me que nous venons de de´montrer nous dit que si Q, H E G,
avec H < Q, [Q : H] = p, V Q/H = V et V ∼= W , alors il n’y a qu’une
seule extension non triviale de SQ,W par SH,V , a` multiplication scalaire
pre`s. De plus si 0 → SH,V → N → SQ,W → 0 est une telle extension,
alors Soc(N) = SH,V , N(J) = 0 si J est un sous-groupe propre de
H et N(H) = V . Cette extension satisfait exactement les hypothe`ses
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du lemme 14.1 de [TW95], qui implique que N s’identifie a` un sous-
foncteur de M = InfGG/HFPV .
Par exemple, si G = Cp, est le groupe cyclique d’ordre p, H = 1,
Q = Cp et V =W = k, N est un sous-foncteur de FPk qui ne posse`de
que deux facteurs de composition, donc N = FPk. Plus ge´ne´ralement,
si G est un groupe quelconque, avec H E G, H < Q, [Q : H] = p,
et V = k, nous obtenons que N est le sous-foncteur de M , tel que
N(J) = 0, a` moins que J = H ou Q, ou que J posse`de H ou Q comme
p-sous-groupe de Sylow, auxquels cas, N(J) = k.
Le cas des groupes d’extension, Ext(SH,V , SH,W ), entre foncteurs simples in-
dexe´s par le meˆme sous-groupe H de G de´pend e´norme´ment de la structure
des modules V et W . Il est donc plus difficile dans ce cas de les calculer ex-
plicitement. Nous en donnerons toutefois une caracte´risation dans la section
2.5.
2.2 Conditions pour se restreindre au cas normal
Dans la section pre´ce´dente, nous avons de´termine´ les groupes d’extension
entre foncteurs simples indexe´s par des sous-groupes normaux distincts. La
question qui se pose alors naturellement est de savoir s’il est possible de
ge´ne´raliser ce re´sultat au cas ou` les sous-groupes en question sont quel-
conques.
Nous allons voir que cette ge´ne´ralisation est possible si la restriction de
certains foncteurs de Mackey simples est semi-simple. Or, en ge´ne´ral, la
restriction de foncteurs simples est e´gale a` une somme directe de foncteurs,
que l’on notera TH,V , de´finis de manie`re analogue aux foncteurs simples, a` la
diffe´rence pre`s que les modules qui les indexent ne sont plus ne´cessairement
simples.
Les conditions pour pouvoir ge´ne´raliser les re´sultats de la section pre´ce´dente
sont lie´es a` la semi-simplicite´ des restrictions de foncteurs de Mackey simples.
La proposition suivante donne une condition suffisante pour que cette res-
triction soit effectivement semi-simple. Nous verrons par la suite (proposition
2.3.12) que cette condition est e´galement ne´cessaire.
Proposition 2.2.1. Soient H, L ≤ G et V un kNG(H)-module simple.
Si H G L, alors SH,V ↓GL= 0.
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Si H ≤G L et si pour tout g ∈ I = [L\TG(H,L)/NG(H)], le module cg(V )
restreint a` NL(
gH) est semi-simple (voir la de´finition 1.3.5), alors SH,V ↓
G
L
est semi-simple.
Plus pre´cise´ment, si Res
NG(
gH)
NL(gH)
(cg(V )) =
⊕
i Vg,i est une de´composition de
cg(V ) en somme de kNL(
gH)-modules simples, pour tout g ∈ I, alors
SH,V ↓
G
L=
⊕
g∈I
⊕
i
SLgH,Vg,i .
Preuve : Remarquons que, vu la formule de Mackey,
SGH,V ↓
G
L = S
NG(H)
H,V ↑
G
NG(H)
↓GL =
⊕
g∈I
((
cg
(
S
NG(H)
H,V
))
↓
NG(
gH)
NL(gH)
)
↑LNL(gH) .
D’une part, si K ≤ NG(
gH), alors soit gH n’est pas dans K et
cg
(
S
NG(H)
H,V
)
(K) = 0 = S
NG(
gH)
gH,cg(V )
(K),
soit gH ≤ K et
cg
(
S
NG(H)
H,V
)
(K) = S
NG(H)
H,V (K
g) = I
Kg/H
1 (V )
= I
K/gH
1 (cg(V )) = S
NG(
gH)
gH,cg(V )
(K) ;
autrement dit, cg
(
S
NG(H)
H,V
)
= S
NG(
gH)
gH,cg(V )
.
D’autre part, si g ∈ I, alors S
NG(
gH)
gH,cg(V )
↓
NG(
gH)
NL(gH)
=
⊕
i
S
NLg (H)
gH,Vg,i
. En effet, soit
K ≤ NL(
gH), tel que gH ≤ K (car sinon l’e´valuation en K est nulle), alors
S
NG(
gH)
gH,cg(V )
↓
NG(
gH)
NL(gH)
(K) = S
NG(
gH)
gH,cg(V )
(K) = IKgH(cg(V )) = I
K
gH
(⊕
i
Vg,i
)
=
⊕
i
IKgH(Vg,i) =
⊕
i
S
NL(
gH)
gH,Vg,i
(K),
ou` la dernie`re e´galite´ provient du fait que les Vg,i sont des kNL(
gH)-modules
simples.
Par conse´quent, nous obtenons
SGH,V ↓
G
L=
⊕
g∈I
⊕
i
S
NL(
gH)
gH,Vg,i
↑LNL(gH)=
⊕
g∈I
⊕
i
SLgH,Vg,i .

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Sous des conditions analogues a` celles de la proposition pre´ce´dente, il est
donc possible de restreindre le calcul d’un groupe d’extension entre foncteurs
simples a` celui d’un groupe d’extension entre foncteurs simples indexe´s par
des sous-groupes normaux :
Proposition 2.2.2. Soient H, Q des sous-groupes d’un groupe G, V un
kNG(H)-module simple et W un kNG(Q)-module simple.
Posons I = [NG(Q)\TG(H,NG(Q))/NG(H)] et pour tout g ∈ I, posons
N = NG(Q) etMg = NG(
gH)∩N . Supposons de plus que les deux conditions
suivantes sont satisfaites :
i) pour tout g ∈ I, Res
NG(
gH)
NN (gH)
(cg(V )) =
⊕
i Vg,i ou` les Vg,i sont des mo-
dules simples sur l’alge`bre kNN (
gH),
ii) pour tout g ∈ I, Res
NG(Q)
NMg (Q)
(W ) =
⊕
jWg,j ou` lesWg,j sont des modules
simples sur l’alge`bre kNMg(Q).
Le calcul des groupes d’extension entre foncteurs simples se restreint alors
au cas ou` ces foncteurs sont indexe´s par des sous-groupes normaux. Plus
pre´cise´ment, nous avons :
Ext1µk(G)
(
SGQ,W , S
G
H,V
)
=
⊕
g ∈ I tels que
Q ≤ NG(
gH)
⊕
i,j
Ext1µk(Mg)
(
S
Mg
Q,Wg,j
, S
Mg
gH,Vg,i
)
.
Dans le but de de´montrer cette proposition, nous avons besoin du lemme
suivant :
Lemme 2.2.3. Soient A, B des anneaux et F : A-mod →← B-mod : G des
foncteurs additifs, tels que F est l’adjoint a` gauche de G, que F est exact et
qu’il pre´serve les projectifs. Pour tout A-module M et pour tout B-module
N , on a alors
ExtiA(M,GN)
∼= ExtiB(FM,N)
pour tout i ≥ 0.
Remarque : Si F est l’adjoint a` gauche et a` droite de G, alors ces deux
foncteurs sont exacts (voir [Rot79], the´ore`me 2.14), et F pre´serve les pro-
jectifs (voir [Wei94], proposition 2.3.10) ; ainsi, les conditions du lemme sont
remplies.
Preuve : Vu nos hypothe`ses
ExtiA(M,GN)
∼= H i(HomA(PM ,GN)) ∼= H
i(HomB(FPM , N))
∼= H i(HomB(PFM , N)) ∼= Ext
i
B(FM,N)
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pour tout i ≥ 0, ou` PM (respectivement PFM ) est une re´solution projective
de M (respectivement de FM).

Preuve de la proposition 2.2.2 : Rappelons que
SGQ,W =
(
InfN
NG(Q)
(
S
NG(Q)
1,V
))
↑GN
ou` N = NG(Q), et, par conse´quent, S
G
Q,W = S
N
Q,W ↑
G
N . En utilisant les pro-
prie´te´s d’adjonction entre les restrictions et les inductions de la proposition
1.4.3 et la proposition 2.2.1, nous obtenons alors que :
Ext1µk(G)
(
SGQ,W , S
G
H,V
)
∼= Ext1µk(G)
(
SNQ,W ↑
G
N , S
G
H,V
)
∼= Ext1µk(N)
(
SNQ,W , S
G
H,V ↓
G
N
)
∼=
⊕
g∈I
⊕
i
Ext1µk(N)
(
SNQ,W , S
N
gH,Vg,i
)
∼=
⊕
g∈I
⊕
i
Ext1µk(N)
(
SNQ,W , S
Mg
gH,Vg,i
↑NMg
)
∼=
⊕
g∈I
⊕
i
Ext1µk(Mg)
(
SNQ,W ↓
N
Mg , S
Mg
gH,Vg,i
)
∼=
⊕
g ∈ I tels que
Q ≤ NG(
gH)
⊕
i,j
Ext1µk(Mg)
(
S
Mg
Q,Wg,j
, S
Mg
gH,Vg,i
)
.
Posons L = [Mg\TN (Q,Mg)/NN (Q)]. Le dernier isomorphisme provient
alors du fait que L = {1} si Q ≤ NG(
gH) et L = ∅ sinon. Par conse´quent,
comme la restriction de W a` NMg(Q) est semi-simple, pour tout g ∈ I, la
proposition 2.2.1 nous dit que
SNQ,W ↓
N
Mg=
⊕
h∈L
⊕
j
S
Mg
hQ,Wg,j
qui est e´gal a`
⊕
j
S
Mg
Q,Wg,j
si Q ≤ NG(
gH) et qui est nul dans le cas contraire.

Le the´ore`me 2.1.1 et la proposition 2.2.2 nous donnent alors imme´diatement
le re´sultat suivant :
58
2.2 Conditions pour se restreindre au cas normal
Proposition 2.2.4. Sous les meˆmes hypothe`ses que celles de la proposition
2.2.2 et si H 6=G Q, le k-espace vectoriel Ext
1
µk(G)
(
SGQ,W , S
G
H,V
)
est e´gal a`


⊕
g ∈ I tels que
gH < Q ≤ NG(
gH)
⊕
i, j tels que Vg,i ∼=Wg,j
et FPVg,i (Q/
gH) = Vg,i
k s’il existe x ∈ G tel que
xH < Q et [Q : xH] = p,
⊕
g ∈ I tels que
Q < gH
⊕
i, j tels que Vg,i ∼=Wg,j
et FPWg,j (
gH/Q) =Wg,j
k s’il existe x ∈ G tel que
Q < xH et [ xH : Q] = p,
0 sinon.
Preuve : Comme les hypothe`ses de la proposition 2.2.2 sont satisfaites,
nous avons
Ext1µk(G)
(
SGQ,W , S
G
H,V
)
=
⊕
g ∈ I tels que
Q ≤ NG(
gH)
⊕
i,j
Ext1µk(Mg)
(
S
Mg
Q,Wg,j
, S
Mg
gH,Vg,i
)
.
Il suffit alors d’appliquer la proposition 2.1.1 a` chacun des termes de cette
double somme, vu que les sous-groupes Q et gH sont normaux dans Mg,
pour tout g.

Le re´sultat pre´ce´dent nous permet de calculer les groupes d’extension entre
foncteurs simples, associe´s a` un groupe G, dans deux cas particuliers : tout
d’abord, dans le cas ou` les modules correspondants aux foncteurs simples
en question sont triviaux ; ensuite, dans le cas ou` le groupe G posse`de un
p-sous-groupe de Sylow normal. Commenc¸ons par le premier cas :
The´ore`me 2.2.5. Soient Q et H des sous-groupes non conjugue´s d’un
groupe G. Le k-espace vectoriel Ext(SQ,k, SH,k) est alors e´gal a`

⊕
g∈J
k s’il existe x ∈ G tel que xH < Q et [Q : xH] = p,
⊕
g∈J ′
k s’il existe x ∈ G tel que xQ < H et [H : xQ] = p,
0 sinon
ou` J (respectivement J ′) est l’ensemble des e´le´ments g appartenant a` l’en-
semble [NG(Q)\TG(H,NG(Q))/NG(H)], tels que
gH < Q ≤ NG(
gH) (res-
pectivement tels que Q < gH).
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Preuve : Comme la restriction du module k a` n’importe quel sous-groupe
de G reste le module trivial, les conditions de la proposition 2.2.2 sont donc
satisfaites, ce qui nous permet de conclure a` l’aide de la proposition 2.2.4.

Remarquons que le re´sultat pre´ce´dent s’applique directement dans le cas
d’un p-groupe P , car le seul kP -module simple est le module trivial k (voir
la proposition 1.3.3) ; autrement dit, ce re´sultat permet de calculer explici-
tement tous les groupes d’extension entre foncteurs simples, associe´s a` P ,
indexe´s par des sous-groupes non conjugue´s :
Corollaire 2.2.6. Soient Q et H des sous-groupes non conjugue´s d’un p-
groupe P . Le k-espace vectoriel Ext(SQ,k, SH,k) est alors e´gal a`

⊕
g∈J
k si H est un sous-groupe maximal de Q,
⊕
g∈J ′
k si Q est un sous-groupe maximal de H,
0 sinon
ou` J (respectivement J ′) est l’ensemble des e´le´ments g appartenant a` l’en-
semble [NP (Q)\TP (H,NP (Q))/NP (H)], tels que
gH < Q ≤ NP (
gH) (res-
pectivement tels que Q < gH).
Preuve : Cela de´coule directement du the´ore`me 2.2.5, en utilisant le fait
que dans un p-groupe, un sous-groupe J est maximal dans K si et seulement
s’il est d’indice p et, si c’est le cas, alors J est normal dans K (voir [Rot95],
the´ore`mes 4.6 et 4.8 ou la proposition 4.2.5).

Traitons ensuite le cas ou` le groupe G posse`de un p-sous-groupe de Sylow
normal :
The´ore`me 2.2.7. Soit G un groupe qui posse`de un p-sous-groupe de Sy-
low P normal. Soient Q et H des sous-groupes non conjugue´s de G, V un
kNG(H)-module simple et W un kNG(Q)-module simple.
Posons I = [NG(Q)\TG(H,NG(Q))/NG(H)], N = NG(Q) et, pour tout
g ∈ I, Mg = NG(
gH) ∩ N . Pour tout g ∈ I, les modules Res
NG(
gH)
NN (gH)
(cg(V ))
(respectivement Res
NG(Q)
NMg (Q)
(cg(W ))) se de´composent alors en somme directe
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de sous-modules simples Vg,i (respectivement Wg,j), comme dans la proposi-
tion 2.2.2. De plus, le k-espace vectoriel Ext(SQ,W , SH,V ) est e´gal a`

⊕
g ∈ I tels que
gH < Q ≤ NG(
gH)
⊕
i, j tels que Vg,i ∼=Wg,j
et FPVg,i (Q/
gH) = Vg,i
k s’il existe x ∈ G tel que
xH < Q et [Q : xH] = p,
⊕
g ∈ I tels que
Q < gH
⊕
i, j tels que Vg,i ∼=Wg,j
et FPWg,j (
gH/Q) =Wg,j
k s’il existe x ∈ G tel que
Q < xH et [ xH : Q] = p,
0 sinon.
Preuve : Vu la proposition 2.2.2, il est suffisant de ve´rifier que les modules
Res
NG(
gH)
NN (gH)
(cg(V )) et Res
NG(Q)
NMg (Q)
(cg(W )) se de´composent en somme directe
de sous-modules simples, pour tout g ∈ I. Montrons plus ge´ne´ralement que si
U est un kG-module simple, ou` G est un groupe posse´dant un p-sous-groupe
de Sylow P normal, alors la restriction de U a` n’importe quel sous-groupe de
G est semi-simple. Fixons donc un sous-groupe J de G. Par le the´ore`me de
Clifford (the´ore`me 1.3.7), la restriction de U a` P est semi-simple. Comme le
seul kP -module simple est le module trivial, nous en de´duisons que le sous-
groupe P agit trivialement sur U . Par conse´quent, la restriction de V au
sous-groupe PJ posse`de une structure de kPJ/P -module. Comme l’ordre
de PJ/P est premier a` p, le module U , vu comme kPJ/P -module, est semi-
simple, par le the´ore`me de Maschke (the´ore`me 1.3.1). Finalement, comme
PJ/P ∼= J/J∩P et que J∩P agit trivialement sur V , le module U , restreint
a` J donc a` J/J ∩ P , est semi-simple.
Il nous suffit donc de montrer que les groupes NG(
gH)/gH et NG(Q)/Q
posse`dent un p-sous-groupe de Sylow normal, et d’appliquer le re´sultat
pre´ce´dent aux modules cg(V ) et cg(W ), pour tout g ∈ I. Comme P est nor-
mal dans G, il s’ensuit que le groupe (P ∩NG(
gH))gH/gH (respectivement
(P ∩ NG(Q))Q/Q ) est un p-sous-groupe de Sylow normal de NG(
gH)/gH,
pour tout g ∈ I (respectivement NG(Q)/Q), ce qui ache`ve la preuve du
the´ore`me.

Si les conditions sur la semi-simplicite´ des modules ne sont pas remplies, la
restriction de foncteurs simples est e´gale a` une somme de foncteurs T et de
meˆme, les groupes d’extension entre foncteurs simples sont isomorphes a` des
groupes d’extension entre foncteurs T . Nous allons donc de´finir et e´tudier
ces objets afin d’obtenir des informations sur les groupes d’extension et, plus
ge´ne´ralement, sur les foncteurs simples. Ce sont par ailleurs des foncteurs
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de Mackey inte´ressants en soi de par leur de´finition naturelle, analogue a`
celle des foncteurs simples. Ce sont donc ces foncteurs T qui font l’objet des
sections suivantes.
2.3 Proprie´te´s des foncteurs T
De´finition 2.3.1. Soit H un sous-groupe de G et V un kNG(H)-module.
Le foncteur de Mackey TH,V est le sous-foncteur du foncteur
M =
(
Inf
NG(H)
NG(H)
FPV
)
↑GNG(H)
engendre´ par TH,V (H) =M(H) = V (voir la de´finition 1.4.9).
Commenc¸ons par donner une caracte´risation de ce foncteur. Pour cela, rap-
pelons que si V un kG-module et si K ≤ H ≤ G, la trace relative est
l’application IHK : V
K → V H de´finie par IHK (v) =
∑
h∈[H/K]
h · v. La trace
relative correspond a` l’induction pour le foncteur de Mackey FPV .
Lemme 2.3.2. Soit V un kNG(H)-module, ou` H ≤ G. Soit TV le sous-
foncteur de FPV , associe´ au groupe NG(H), de´fini par TV (J) = I
J
1 (V ). Le
foncteur TH,V est alors isomorphe a`
(
Inf
NG(H)
NG(H)
TV
)
↑GNG(H).
Preuve : Posons N =
(
Inf
NG(H)
NG(H)
TV
)
↑GNG(H). Comme les foncteurs d’in-
duction et d’inflation sont exacts (propositions 1.4.3 et 1.4.4), N est un
sous-foncteur de M =
(
Inf
NG(H)
NG(H)
FPV
)
↑GNG(H). Il suffit donc de montrer
que N est engendre´ par sa valeur en H.
Remarquons tout d’abord que, pour toutK ≤ G,N(K) =
⊕
x∈J
TV
(
NKx(H)
)
ou` x parcourt l’ensemble J = [K\TG(H,K)/NG(H)]. En particulier, si
g ∈ J , alors N(gH) =
⊕
x∈{g}
V = V .
Soient K ≤ G, g ∈ J et y ∈ N(gH). En utilisant les rappels de la page 30
sur l’induction d’un foncteur de Mackey induit, nous obtenons que l’image
de y par l’application
IKgH : N(
gH)→ N(K)
est donne´e par
IKgH(y)x =
∑
u∈[gH\K/K∩ xNG(H)]
I
NG(H)∩K
ux
NG(H)∩(gH)ux
(yux) =
{
I
NKg (H)
H (y) si g = x,
0 sinon
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car yux = 0 a` moins que ux = g et, dans ce cas, gx
−1 = u ∈ K, donc x = g
dans J .
Par conse´quent, l’image de l’application IKgH se trouve dans le facteur cor-
respondant a` x = g et elle est e´gale a` l’image de l’application I
NKg (H)
H . Donc
IKgH envoie N(
gH) surjectivement sur TV (NKg(H)) et, par suite, l’applica-
tion
∑
g∈TG(H,K)
IKgH est surjective sur N(K), autrement dit, le foncteur N est
engendre´ par sa valeur en H.

Les foncteurs TH,V peuvent eˆtre de´finis a` l’aide de la de´finition de Dress,
c’est-a`-dire en termes de G-ensembles, de la manie`re suivante :
Proposition 2.3.3. Soient V un kNG(H)-module, ou` H ≤ G, et X un
G-ensemble. Alors
TH,V (X) = I
NG(H)
1
(
Homk
(
k
(
XH
)
, V
))
ou` I
NG(H)
1 de´signe la trace relative.
Preuve : Supposons tout d’abord que H = 1. Nous devons alors montrer
que T1,V (X) = I
G
1 (Homk(k(X), V )). Il suffit de de´montrer cela pour un G-
ensemble transitif, disons X = G/J ; autrement dit, nous devons prouver
que
IJ1 (V )
∼= IG1 (Homk(kG/J, V )) .
Or IJ1 (V ) ⊆ V
J et IG1 (Homk(kG/J, V )) ⊆ (Homk(kG/J, V ))
G. De plus, en
utilisant le the´ore`me de re´ciprocite´ de Frobenius (voir la proposition 1.3.6),
nous obtenons un isomorphisme
ϕ : V J
∼
→ HomkJ(k, V )
∼
→ HomkG(kG/J, V )
∼
→ (Homk(kG/J, V ))
G .
En particulier, si x =
∑
j∈J
jv ∈ IJ1 (V ) avec v ∈ V , alors ϕ(x) est l’application
kG-line´aire qui envoie u = 1 · J sur x.
Montrons ensuite que ϕ(x) appartient a` IG1 (Homk(kG/J, V ). Dans ce but,
de´finissons l’application k-line´aire f : kG/J → V par f(gJ) =
{
x si g ∈ J
0 sinon
.
Nous avons alors
IG1 (f)(u) =
∑
g∈G
g−1f(gu) =
∑
j∈J
∑
t∈[G/J ]
j−1t−1f(tju)
=
∑
j∈J
j−1
( ∑
t∈[G/J ]
t−1f(tJ)
)
=
∑
j∈J
j−1v = x.
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Par conse´quent, ϕ(x) = IG1 (f), et ainsi ϕ(I
J
1 (V )) ⊆ I
G
1 (Homk(kG/J, V )).
De plus, si f˜ ∈ Homk(kG/J, V ), alors
IG1 (f˜(u)) =
∑
g∈G
g−1f˜(gu) =
∑
j∈J
∑
t∈[G/J ]
j−1t−1f˜(tjJ)
=
∑
j∈J
j−1
( ∑
t∈[G/J ]
t−1f˜(tJ)
)
= ϕ
( ∑
t∈[G/J ]
t−1f˜(tJ)
)
.
Donc ϕ induit un isomorphisme de IJ1 (V ) sur I
G
1 (Homk(kG/J, V )).
En utilisant le re´sultat pre´ce´dent, nous obtenons ainsi, pour tout G-ensemble
X,
TH,V (X) = Inf
NG(H)
NG(H)
(
T1,V
(
ResGNG(H)(X)
))
= T1,V
((
ResGNG(H)(X)
)H)
= I
NG(H)
1
(
Homk
(
k
(
(ResGNG(H)(X))
H
)
, V
))
= I
NG(H)
1
(
Homk
(
k
(
XH
)
, V
))
.

Les foncteurs TH,V posse`dent des proprie´te´s qui, de manie`re analogue aux
foncteurs simples (voir [TW90], the´ore`me 3.1), les caracte´risent entie`rement :
Proposition 2.3.4. Soit M un foncteur de Mackey pour G et H un sous-
groupe minimal tel que M(H) 6= 0. Appelons χ l’ensemble des sous-groupes
J de G tels qu’il existe g ∈ G avec gJ ≤ H. Alors M ∼= TH,V ou` V =M(H)
si et seulement si les conditions suivantes sont satisfaites :
a) Im(Iχ) =M , ou` Im(Iχ) est le sous-foncteur de M de´fini par
Im(Iχ)(K) =
∑
X ∈ χ, X ≤ K
Im(IKX ),
b) Ker(Rχ) = 0, ou` Ker(Rχ) est le sous-foncteur de M de´fini par
Ker(Rχ)(K) =
⋂
X ∈ χ, X ≤ K
Ker(RKX ).
Remarque : La proposition 2.4 de [TW95] nous dit pre´cise´ment que le
foncteur IχM de´fini dans l’e´nonce´ de la proposition correspond au foncteur
engendre´ par les valeurs de M en les e´le´ments de χ de´fini dans la de´finition
1.4.9.
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Preuve : Si M = TH,V , alors H est un sous-groupe minimal de M , par
de´finition de TH,V . De plus, comme dans la preuve du lemme pre´ce´dent, si
H ≤G K, l’application
∑
g∈TG(H,K)
IKgH se surjecte sur M(K), donc
Im(Iχ)(K) =
∑
X ∈ χ, X ≤ K
Im(IKX ) =
∑
g ∈ TG(H,K)
Im(IKgH) = TH,V (K).
Par ailleurs, siH n’est pas conjugue´ a` un sous-groupe deK, nous avons alors
Im(Iχ)(K) = 0 = TH,V (K). Par conse´quent, Im(Iχ) = TH,V . De meˆme,
Ker(Rχ)(K) =
⋂
X ∈ χ, X ≤ K
Ker(RKX ) =
⋂
g ∈ TG(H,K)
Ker(RKgH).
Soit g ∈ TG(H,K) fixe´. L’application
RKgH : TH,V (K) =
⊕
x∈[K\TG(H,K)/NG(H)]
I
NKx (H)
H (V )→ TH,V (
gH) =
⊕
y∈{g}
V
est alors donne´e par RKgH(y)g = R
NG(H)∩K
NG(H)∩gH
(yg) = yg, car les restrictions
d’un foncteur de points fixes sont des inclusions. Donc si y ∈ Ker(Rχ)(K),
alors yg = 0 pour tout g ∈ TG(H,K). Par conse´quent Ker(Rχ) = 0.
Re´ciproquement supposons que M est un foncteur de Mackey satisfaisant
aux proprie´te´s ci-dessus. Rappelons que, vu la proposition 1.4.6 et comme H
est un sous-groupe minimal deM tel queM(H) 6= 0, il existe une bijection :
Homµk(G)
(
M, (Inf
NG(H)
NG(H)
FPV ) ↑
G
NG(H)
)
→ HomkNG(H)(V, V ).
En particulier, a` idV correspond l’application ϕ = (ϕ(K))K ou` ϕ(K) = 0 si
H G K et, si H ≤G K,
ϕ(K) : M(K) →
⊕
g∈IK
FPV (NKg(H))
a 7→
(
cgR
K
gH(a)
)
g∈IK
ou` IK = [K\TG(H,K)/NG(H)].
Par suite, si a ∈ Ker(ϕ(K)), alors a ∈
⋂
g ∈ TG(H,K)
Ker(RKgH) = Ker(Rχ)(K)
qui est trivial ; autrement dit, ϕ est injective. Ainsi M s’identifie a` un sous-
foncteur de (Inf
NG(H)
NG(H)
FPV ) ↑
G
NG(H)
et, commeM = Im(Iχ),M est engendre´
par sa valeur en H, donc M ∼= TH,M(H).

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Vu ce qui pre´ce`de, les foncteurs T sont engendre´s par leur valeur en H. Il
est ainsi possible de montrer qu’un morphisme de foncteurs de Mackey entre
foncteurs T indexe´s par H est entie`rement de´termine´ par sa valeur en H :
Lemme 2.3.5. Soient H un sous-groupe de G, V et W des kNG(H)-
modules. Si ϕ,ψ : TH,V → TH,W sont des morphismes de foncteurs de
Mackey tels que ϕ(H) = ψ(H), alors ϕ = ψ.
Preuve : Pour tout g ∈ G,
ϕ(gH) = cgϕ(H)cg−1 = cgψ(H)cg−1 = ψ(
gH),
donc les e´valuations de ϕ et ψ en les conjugue´s de H co¨ıncident. Si J est
un sous-groupe de G tel que H G J , alors ϕ(J) = 0 = ψ(J). Fixons donc
H ≤G J . Vu la proposition 2.3.4, l’application∑
g∈TG(H,J)
IJgH :
∑
g∈TG(H,J)
TH,V (
gH)→ TH,V (J)
est surjective. Donc, si x ∈ TH,V (J), il existe des e´le´ments yg ∈ TH,V (
gH)
tels que
∑
g∈TG(H,J)
IJgH(yg) = x. Par conse´quent,
ϕ(J)(x) = ϕ(J)
( ∑
g∈TG(H,J)
IJgH(yg)
)
=
∑
g∈TG(H,J)
IJgH(ϕ(
gH)(yg)) =
=
∑
g∈TG(H,J)
IJgH(ψ(
gH)(yg)) = ψ(J)
( ∑
g∈TG(H,J)
IJgH(yg)
)
= ψ(J)(x)
Donc ϕ(J) = ψ(J).

Remarquons ensuite que l’application de restriction associe´e a` un foncteur
T est injective :
Lemme 2.3.6. Soient H ≤G L ≤ K des sous-groupes de G et V un
kNG(H)-module. L’application de restriction R
K
L : TH,V (K) → TH,V (L)
est injective.
Preuve : Comme TH,V =
(
Inf
NG(H)
NG(H)
TV
)
↑GNG(H), l’application de restric-
tion RLK associe´e au foncteur TH,V est de´finie par :
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RKL :
⊕
g∈I
T1,V (NG(H) ∩K
g) →
⊕
x∈J
T1,V (NG(H) ∩ L
x)
y = (yg)g∈I 7→
(
R
NG(H)∩K
x
NG(H)∩Lx
(yx)
)
x∈J
ou` I = [K\TG(H,K)/NG(H)] et ou` J = [L\TG(H,L)/NG(H)] (voir les
formules donne´es a` la page 30).
Par conse´quent, si RKL (y) = 0, alors R
NG(H)∩K
x
NG(H)∩Lx
(yx) = 0 pour tout x ∈ J .
Or les applications de restriction associe´es au foncteur T1,V proviennent de
celles du foncteur point fixe et sont par conse´quent injectives. Il s’ensuit que
yx = 0 pour tout x ∈ I et donc y = 0.

Si H est un sous-groupe fixe´ de G, on peut associer a` chaque kNG(H)-
module V le foncteur de Mackey TH,V . En fait, cette correspondance est
fonctorielle et elle pre´serve les injections et les surjections, vu le re´sultat
suivant :
Proposition 2.3.7. Soit H un sous-groupe de G. Il existe un foncteur TH de
la cate´gorie des kNG(H)-modules dans la cate´gorie des foncteurs de Mackey,
qui associe a` un module V le foncteur de Mackey TH,V . De plus TH est un
foncteur pleinement fide`le, qui pre´serve les injections et les surjections.
Preuve : Soit f : V → W un homomorphisme de kNG(H)-modules. Le
morphisme de foncteurs de Mackey TH(f) : TH,V → TH,W est alors de´fini de
la manie`re suivante : si H ≤G J ,
TH(f)(J) : TH,V (J) =
⊕
g∈I
I
NJg (H)
H (V ) → TH,W (J) =
⊕
g∈I
I
NJg (H)
H (W )
y = (yg)g∈I 7→ (f(yg))g∈I
ou` I = [J\TG(H,J)/NG(H)]. Le fait que TH(f) est un morphisme de fonc-
teurs de Mackey se de´duit de la kNG(H)-line´arite´ de f .
Montrons ensuite que TH est pleinement fide`le. D’une part, si TH(f) est nul,
alors f = TH(f)(H) = 0. D’autre part, si ψ : TH,V → TH,W est un mor-
phisme de foncteurs de Mackey, alors ψ = TH(ψ(H)). En effet, vu le lemme
2.3.5, il suffit de ve´rifier que les e´valuations en H de ces deux morphismes
co¨ıncident ; or TH(ψ(H))(H) = ψ(H), par de´finition du foncteur TH . Fina-
lement, le fait que le foncteur TH pre´serve les injections et les surjections
de´coule directement de sa de´finition.

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Vu le lemme 2.3.2, les foncteurs TH,V sont tre`s semblables aux foncteurs
SH,V . Plus pre´cisement, ces foncteurs sont simples exactement quand le
module V est simple, autrement dit, nous avons le re´sultat suivant :
Proposition 2.3.8. Soient H ≤ G et V un kNG(H)-module. Le foncteur
TH,V est simple si et seulement si le kNG(H)-module V est simple.
Preuve : Si le module V est simple, alors la de´finition du foncteur TH,V
co¨ıncide avec celle du foncteur simple SH,V , donc TH,V est simple.
Re´ciproquement, si le module V posse`de un sous-module U propre, non
trivial, la proposition 2.3.7 nous dit que TH,U est un sous-foncteur propre
non trivial de TH,V . Par conse´quent, TH,V n’est pas simple.

Remarquons par ailleurs qu’il en va de meˆme pour leur inde´composabilite´ :
Proposition 2.3.9. Soient H ≤ G et V un kNG(H)-module. Le foncteur
TH,V est inde´composable si et seulement si le module V est inde´composable.
Plus pre´cise´ment, V = U ⊕W si et seulement si TH,V = TH,U ⊕ TH,W .
Preuve : Supposons que V est inde´composable. Si TH,V =M1 ⊕M2, alors
l’e´valuation en H donne V = M1(H) ⊕ M2(H) et, vu l’hypothe`se, nous
pouvons supposer, sans perte de ge´ne´ralite´, que V = M1(H). Mais comme
le foncteur TH,V est engendre´ par sa valeur en H, il s’ensuit que TH,V =M1
et M2 = 0, par conse´quent TH,V est inde´composable.
Re´ciproquement, supposons que V = U ⊕ W avec U et W non nuls. La
proposition 2.3.7 nous dit alors que TH,V = TH,U ⊕ TH,W . En particulier, le
foncteur TH,V n’est pas inde´composable.

Etant donne´ que les foncteurs TH,V ne sont pas simples si V n’est pas un
kNG(H)-module simple, il est naturel de s’inte´resser a` leurs facteurs de
composition et, plus particulie`rement, a` leur socle et a` leur teˆte (c’est-a`-dire
a` leur plus grand sous-module semi-simple et a` leur plus grand quotient
semi-simple) :
Proposition 2.3.10. Soient H ≤ G et V un kNG(H)-module, dont le socle
est e´gal a` Soc(V ) =
⊕
i
Vi, ou` les Vi sont des kNG(H)-modules simples, pour
tout i, et la teˆte a` Hd(V ) =
⊕
j
Wj, ou` les Wj sont des kNG(H)-modules
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simples, pour tout j. Le socle du foncteur TH,V est alors e´gal a`
⊕
i
SH,Vi et
sa teˆte a`
⊕
j
SH,Wj .
Preuve : Commenc¸ons par de´terminer le socle de TH,V . Comme Soc(V )
est un sous-kNG(H)-module de V , le sous-foncteur M de TH,V engendre´
par M(H) = Soc(V ) est un sous-foncteur de (Inf
NG(H)
NG(H)
FPV ) ↑
G
NG(H)
. Donc
M ∼= TH, Soc(V ), par de´finition des foncteurs T . Par la proposition 2.3.9,
TH,Soc(V ) ∼=
⊕
i
SH,Vi , donc c’est un sous-foncteur semi-simple de TH,V .
Montrons que c’est le socle de TH,V .
Soit S ∼= SK,U un sous-foncteur simple de TH,V . Comme S(K) = U 6= 0, il
s’ensuit que H ≤G K. Soit g ∈ G tel que
gH ≤ K. Comme les restrictions
sont injectives (voir le lemme 2.3.6), RKgH(S(K)) 6= 0, donc S(
gH) 6= 0, ce
qui implique H =G K, par minimalite´ de K. Donc S ∼= SH,U ou` U est un
sous-module simple de V ; autrement dit, U ⊆ Soc(V ). Ainsi S est un sous-
foncteur de TH, Soc(V ).
Inte´ressons-nous ensuite a` la teˆte de TH,V . Comme Hd(V ) est un kNG(H)-
module quotient de V , il existe un homomorphisme ϕ : V → Hd(V ) surjectif.
Par conse´quent, la proposition 2.3.7 nous dit qu’il existe un homomorphisme
surjectif de TH,V sur TH,Hd(V ) ; autrement dit TH,Hd(V ) est quotient semi-
simple du foncteur TH,V . Montrons que c’est la teˆte de TH,V .
Supposons que SK,U est un quotient simple de TH,V . Il existe donc un homo-
morphisme non nul TH,V → SK,U . En particulier, il existe une application
non nulle
TH,V →M =
(
Inf
NG(K)
NG(K)
FPU
)
↑GNG(K)
dont l’image est contenue dans le socle deM , qui est justement e´gal a` SK,U ,
vu le lemme 1.4.11. Par la proposition 1.4.6, cela implique l’existence d’une
application non nulle α : T+H,V (1) = T
+
H,V (K/K)→ U . Or
T+H,V (1) = TH,V (K)
/( ∑
J≤K,JK
IKJ (V )
)
=
{
V si K =G H,
0 sinon
vu que si TH,V (K) 6= 0, alors H ≤G K et que si H <G K, alors TH,V (K)
est induit a` partir de H, donc le quotient ci-dessus est nul. Par conse´quent,
K =G H ; on peut ainsi supposer que K = H, sans perte de ge´ne´ralite´.
Donc il existe un homomorphisme ϕ de kNG(H)-modules, non nul, de V
dans U ; autrement dit, U est un quotient de Hd(V ). Ainsi S est un quotient
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de TH,Hd(V ).

Nous avons pu de´terminer les extensions entre foncteurs de Mackey simples,
indexe´s par des sous-groupes normaux (non conjugue´s). Or, a priori, le cas
ge´ne´ral ne peut pas se restreindre a` ce cas, vu que la restriction de foncteurs
de Mackey simples n’est pas semi-simple en ge´ne´ral. C’est ce proble`me, entre
autres, qui nous a conduit a` introduire les foncteurs T , qui eux posse`dent la
proprie´te´ d’eˆtre stables par restriction.
Explicitement, nous avons le re´sultat suivant (dont la preuve est analogue a`
celle de la proposition 2.2.1) :
Proposition 2.3.11. Soient H, L ≤ G et V un kNG(H)-module. Alors
TGH,V ↓
G
L =
⊕
g∈I
TLgH,cg(V )
ou` I = [L\TG(H,L)/NG(H)].
Preuve : Par le lemme 2.3.2, TH,V =
(
Inf
NG(H)
NG(H)
T1,V
)
↑GNG(H), donc, en
utilisant la formule de Mackey, nous obtenons
TGH,V ↓
G
L = T
NG(H)
H,V ↑
G
NG(H)
↓GL =
⊕
g∈I
(
cg
(
T
NG(H)
H,V ↓
NG(H)
NLg (H)
))
↑LNL(gH) .
De plus, si K ≤ NLg (H), alors
T
NG(H)
H,V ↓
NG(H)
NLg (H)
(K) = T
NG(H)
H,V (K) = T
NLg (H)
H,V (K)
donc T
NG(H)
H,V ↓
NG(H)
NLg (H)
= T
NLg (H)
H,V . Remarquons au passage que cette proprie´te´
n’est pas ve´rifie´e pour les foncteurs de Mackey simples, car, en ge´ne´ral, le
module V vu comme NLg(H)-module n’est plus simple.
De meˆme, si K ≤ NL(
gH), alors
cg
(
T
NLg (H)
H,V
)
(K) = T
NLg (H)
H,V (K
g) = I
Kg/H
1 (V )
= I
K/gH
1 (cg(V )) = T
NL(
gH)
gH,cg(V )
(K),
autrement dit, cg
(
T
NLg (H)
H,V
)
= T
NL(
gH)
gH,cg(V )
.
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Par conse´quent, nous obtenons
TGH,V ↓
G
L=
⊕
g∈I
T
NL(
gH)
gH,cg(V )
↑LNL(gH)=
⊕
g∈I
TLgH,cg(V )
ou` la dernie`re e´galite´ provient de la de´finition du foncteur TLgH,cg(V ), pour
g ∈ I.

Remarque : La proposition pre´ce´dente peut e´galement eˆtre de´montre´e en
utilisant la de´finition des foncteurs TH,V en termes de G-ensembles (voir la
proposition 2.3.3).
Cette proposition nous permet en particulier de de´terminer exactement
quand la restriction d’un foncteur de Mackey simple est semi-simple. Expli-
citement, nous avons le re´sultat suivant, qui comple`te la proposition 2.2.1 :
Proposition 2.3.12. Soient H, L ≤ G, avec H ≤G L, et V un kNG(H)-
module simple. Le foncteur de Mackey SGH,V ↓
G
L est semi-simple si et seule-
ment si les modules Res
NG(
gH)
NL(gH)
(cg(V )) sont semi-simples pour tout g appar-
tenant a` I = [L\TG(H,L)/NG(H)].
Preuve : Si les modules Res
NG(
gH)
NL(gH)
(cg(V )) sont semi-simples pour tout
e´le´ment g ∈ I, alors le foncteur de Mackey SGH,V ↓
G
L est semi-simple (voir
la proposition 2.2.1). Supposons donc que SGH,V ↓
G
L=
⊕
i
SHi,Vi est une
somme directe de foncteurs simples. En particulier, les Vi sont des kNL(Hi)-
modules simples. Or vu la proposition 2.3.11, SGH,V ↓
G
L=
⊕
g∈I
TLgH,cg(V ). Par
le the´ore`me de Krull-Schmidt (the´ore`me 1.2.11), il s’ensuit que pour tout
g ∈ I, il existe des indices ig tels que T
L
gH,cg(V )
=
⊕
ig
SHig ,Vig . Comme la
proposition 2.3.10 nous dit que le socle du foncteur TLgH,cg(V ) ne contient
que des foncteurs de Mackey simples indexe´s par le sous-groupe gH, nous
en de´duisons que Hig =
gH pour tout indice ig. En e´valuant ces expressions
en gH, nous obtenons alors que cg(V ) =
⊕
ig
Vig pour tout g ∈ I, donc les
modules cg(V ) sont des kNL(
gH)-modules semi-simples.

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Remarques :
i) Comme nous l’avions vu dans la proposition 2.2.1, si H G L, alors
SGH,V ↓
G
L= 0. Par ailleurs, dans cette meˆme proposition, nous avions
donne´ explicitement la de´composition de SGH,V ↓
G
L en somme de fonc-
teurs simples lorsqu’il est semi-simple.
ii) La restriction d’un module semi-simple a` un sous-groupe normal est
semi-simple (voir le the´ore`me de Clifford, 1.3.7), donc, en particulier, le
foncteur SGH,V ↓
G
L est semi-simple si NL(
gH) E NG(
gH) pour tout g ∈ I.
Remarquons finalement que les foncteurs T sont e´galement stables par in-
duction :
Proposition 2.3.13. Soient H ≤ J ≤ G et V un kNJ(H)-module. Alors
T JH,V ↑
G
J = T
G
H, Ind
NG(H)
NJ (H)
(V )
.
Preuve : Commenc¸ons par montrer que pour tout sous-groupe L d’un
groupe M et pour tout kM -module A et tout kL-module B, on a
IM1
(
Homk(A, Ind
M
L (B))
)
∼= IL1 (Homk(A,B))
ou` IM1 et I
L
1 de´signent les traces relatives de 1 a` M et L, respectivement.
Comme Homk(A,B) ∼= A
? ⊗k B (voir [Ben91], section 3.1) et que
A? ⊗k Ind
M
L (B)
∼= IndML (Res
L
M (A
?)⊗k B)
(voir la proposition 1.3.6), il suffit de de´montrer que IM1 (Ind
M
L (U))
∼= IL1 (U)
pour tout kL-module U . Fixons donc U un kL-module et de´finissons
ϕ : IL1 (U) → I
M
1 (Ind
M
L (U))
x = IL1 (u) 7→ I
M
L (x) = I
M
1 (1⊗ u)
L’application ϕ est surjective, car si s ⊗ u ∈ IndML (U) =
⊕
t∈[M/L]
t⊗ U , avec
s ∈ [M/S] et u ∈ U , alors
IM1 (s⊗ u) = I
M
1 (1⊗ u) = ϕ(I
L
1 (u)).
De plus, remarquons que
IM1 (1⊗ u) =
∑
m∈M
m⊗ u =
∑
s∈[M/L]
∑
l∈L
s⊗ lu =
∑
s∈[M/L]
s⊗ (IL1 (u)).
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Par conse´quent, ϕ est e´galement injective.
Nous allons utiliser la de´finition des foncteurs T en termes de G-ensembles
(voir la proposition 2.3.3). Soit X un G-ensemble. En utilisant le re´sultat
pre´ce´dent, nous obtenons
TH,V ↑
G
J (X) = T
J
H,V
(
ResGJ (X)
)
= I
NJ (H)
1
(
Homk(k(X
H ), V )
)
= I
NG(H)
1
(
Homk
(
k(XH), Ind
NG(H)
NJ (H)
(V )
))
= T G
H,Ind
NG(H)
NJ (H)
(V )
(X).

Remarques :
i) La proposition pre´ce´dente peut e´galement eˆtre de´montre´e en utilisant
des e´valuations en des sous-groupes de G, mais la preuve devient alors
plus technique.
ii) Le re´sultat pre´ce´dent nous dit en particulier que SJH,V ↑
G
J est isomorphe
a` TG
H,Ind
NG(H)
NJ (H)
(V )
et par conse´quent, l’induction d’un foncteur simple
SH,V sera semi-simple si le module induit Ind
NG(H)
NJ (H)
(V ) est semi-simple.
2.4 Groupes d’extension de degre´ 1 entre fonc-
teurs T et entre foncteurs simples
Dans cette section, nous allons faire le lien entre les groupes d’extension entre
foncteurs T et ceux entre foncteurs simples. Bien que nous ne donnerons pas
de formule explicite pour calculer ces groupes d’extension, nous allons voir
quelques conditions qui rendent ces groupes triviaux, ou qui permettent de
se restreindre a` des sous-groupes propres de notre groupe de de´part. Nous
donnerons e´galement deux exemples de calculs de ces groupes d’extension,
l’un avec le groupe Cp2 et l’autre avec le groupe S4.
Tout d’abord, la proposition 2.3.11 sur la restriction des foncteurs T permet
de restreindre le calcul des groupes d’extension au cas ou` les foncteurs T
sont indexe´s par des sous-groupes normaux (la preuve est analogue a` celle
de la proposition 2.2.2) :
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Proposition 2.4.1. Soient H, Q ≤ G, V un kNG(H)-module et W un
kNG(Q)-module. Posons J = [NG(Q)\TG(H,NG(Q))/NG(H)] et pour tout
g ∈ J , posons N = NG(Q) et Mg = NG(
gH) ∩N . Alors
Ext1µk(G)
(
TGQ,W , T
G
H,V
)
∼=
⊕
g ∈ J tels que
Q ≤ NG(
gH)
Ext1µk(Mg)
(
T
Mg
Q,W , T
Mg
gH,cg(V )
)
.
Autrement dit, le calcul des groupes d’extension entre foncteurs T se restreint
au cas ou` ces foncteurs sont indexe´s par des sous-groupes normaux. De meˆme
Homµk(G)
(
TGQ,W , T
G
H,V
)
∼=
⊕
g ∈ J tels que
Q ≤ NG(
gH)
Homµk(Mg)
(
T
Mg
Q,W , T
Mg
gH,cg(V )
)
.
Preuve : Nous n’allons e´tablir que l’isomorphisme entre les groupes d’ex-
tension, car l’isomorphisme entre les groupes d’homomorphisme est comple`-
tement analogue. En utilisant les proprie´te´s d’adjonction entre les restric-
tions et les inductions de la proposition 1.4.3, la proposition 2.3.11 et le
lemme 2.2.3, nous obtenons que :
Ext1µk(G)
(
TGQ,W , T
G
H,V
)
∼= Ext1µk(G)
(
TNQ,W ↑
G
N , T
G
H,V
)
∼= Ext1µk(N)
(
TNQ,W , T
G
H,V ↓
G
N
)
∼=
⊕
g∈J
Ext1µk(N)
(
TNQ,W , T
N
gH,cg(V )
)
∼=
⊕
g∈J
Ext1µk(N)
(
TNQ,W , T
Mg
gH,cg(V )
↑NMg
)
∼=
⊕
g∈J
Ext1µk(Mg)
(
TNQ,W ↓
N
Mg , T
Mg
gH,cg(V )
)
∼=
⊕
g ∈ J tels que
Q ≤ NG(
gH)
Ext1µk(Mg)
(
T
Mg
Q,W , T
Mg
gH,cg(V )
)
ou` le dernier isomorphisme provient du fait que TNQ,W ↓
N
Mg
=
⊕
h∈I
T
Mg
hQ,ch(W )
avec I = [Mg\TN (Q,Mg)/NN (Q)], donc I = {1} si Q ≤ NG(
gH) et I = ∅
sinon.

En particulier, si, dans la proposition pre´ce´dente, nous prenons des modules
V et W qui sont simples, alors nous voyons qu’un groupe d’extension entre
foncteurs simples quelconques s’exprime comme somme directe de groupes
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d’extension entre foncteurs T indexe´s par des sous-groupes normaux.
De plus, toujours en appliquant cette proposition au cas des extensions entre
foncteurs simples, nous obtenons directement le re´sultat suivant :
Corollaire 2.4.2. Soient H, Q ≤ G, V un kNG(H)-module simple etW un
kNG(Q)-module simple. Le groupe Ext
1
µk(G)
(
SGQ,W , S
G
H,V
)
est trivial a` moins
que H ≤G NG(Q) et Q ≤G NG(H).
En particulier, si H est un sous-groupe propre de G qui n’est pas normal,
alors Ext1µk(G)
(
SGG,W , S
G
H,V
)
= 0 et Ext1µk(G)
(
SGH,V , S
G
G,V
)
= 0.
Vu ce qui pre´ce`de, nous allons donc nous inte´resser aux groupes d’extension
entre foncteurs T . Pour commencer, nous avons le re´sultat suivant, analogue
au cas des foncteurs simples :
The´ore`me 2.4.3. Soient H et Q des sous-groupes de G, V un kNG(H)-
module et W un kNG(Q)-module. Le groupe Ext(TQ,W , TH,V ) est trivial, a`
moins que H ≤G Q ou que Q ≤G H.
Preuve : Supposons que H G Q et que Q G H et montrons que le
groupe Ext(TQ,W , TH,V ) est trivial. Nous pouvons de plus supposer que les
sous-groupes H et Q sont normaux dans G, vu la proposition 2.4.1.
Soit E : 0 → TH,V
i
→ M
p
→ TQ,W → 0 une extension de foncteurs de
Mackey. Soit U = Soc(V ) =
⊕
j Vj , ou` les Vj sont des modules simples,
et PU =
⊕
j PVj la couverture projective du module U . Remarquons que
M(J) = 0 si J < H. En effet, si J < H, TH,V (J) = 0 et TQ,W (J) = 0 car
sinon Q ≤ J < H ce qui contredit notre hypothe`se. Ainsi, par la proposition
1.4.6, il y a une bijection :
Hom
(
M, InfGG/HFPPU
)
∼= Hom(M(H), PU )
donne´e par l’e´valuation en H.
L’application i(H)|Vj : Vj →M(H) est injective. Comme PU est un module
injectif (voir la proposition 1.2.10), il existe des applications
ϕ jH :M(H)→ PVj
telles que ϕ jH ◦ i(H) = fj ou` fj est l’inclusion de Vj dans PVj .
Posons N = InfGG/HFPPU , et soit ϕ : M → N , l’application correspondant
a` ϕH =
⊕
j ϕ
j
H : M(H) → PU via la bijection pre´ce´dente. Montrons alors
les deux re´sultats suivants :
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i) l’application p|Ker(ϕ) : Ker(ϕ)→ TQ,W est surjective,
ii) Ker(ϕ) ∩ i(TH,V ) = 0.
Commenc¸ons par le point i). Comme H  Q, le module TH,V (Q) est nul et,
par suite, l’application p(Q) :M(Q)→ TQ,W (Q) =W est un isomorphisme.
De plus,M(Q)/Ker(ϕ)(Q) s’injecte dans N(Q) qui est nul car Q ne contient
pas de conjugue´ de H, donc M(Q) = Ker(ϕ)(Q). Nous obtenons ainsi, pour
Q ≤ J ≤ G,
TQ,W (J) = I
J
Q(W ) = I
J
Q(P (Q)(M(Q))) = p(J)(I
J
Q(M(Q)))
et comme IJQ(M(Q)) ⊂ Ker(ϕ)(J), le point i) est de´montre´.
Pour le point ii), il suffit de ve´rifier que ϕ est injective sur le socle de i(TH,V ).
Rappelons tout d’abord que le socle de TH,V est e´gal a`
⊕
j SH,Vj , par la
proposition 2.3.10. Nous en de´duisons donc que, pour tout j, ϕ|i(SH,Vj ) 6= 0
car
ϕ jH i(H)(SH,Vj (H)) = ϕ
j
H i(H)(Vj) = fj(Vj)
qui est non nul, vu que fj est l’inclusion canonique de Vj dans PVj ; ainsi
ϕH |i(H)(SH,Vj (H)) =
⊕
j ϕ
j
H |i(H)(SH,Vj (H)) 6= 0. Par conse´quent, pour tout j,
l’application ϕ est non nulle sur i(SH,Vj ), et donc injective par simplicite´ de
SH,Vj , ce qui de´montre le point ii).
Les deux re´sultats pre´ce´dents nous disent donc que l’application p˜ = p|Ker(ϕ)
est un isomorphisme de Ker(ϕ) sur TQ,W . En particulier, la suite exacte
0 → TH,V
i
→ M
p
→ TQ,W → 0 est scinde´e via l’application p˜
−1, autrement
dit l’extension E est triviale.

Il est possible d’affiner ce re´sultat, aussi bien dans le cas des extensions
entre foncteurs simples que dans celui entre foncteurs T , en utilisant la
de´composition de l’alge`bre de Mackey en blocs, ou en union de blocs, de´crite
dans la section 1.7 :
Proposition 2.4.4. Soient H, Q ≤ G, V un kNG(H)-module et W un
kNG(Q)-module. S’il existe g ∈ G tel que
gH ≤ Q (respectivement tel que
gQ ≤ H), le groupe Ext(TQ,W , TH,V ) est nul, a` moins que [Q :
gH] (respec-
tivement [gQ : H]) soit une puissance de p.
Preuve : Si les modules V etW sont simples, autrement dit, si les foncteurs
TH,V et TQ,W sont simples, alors il ne peut y avoir d’extension non triviale
entre ces foncteurs que s’ils appartiennent tous les deux au meˆme bloc de
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µk(G), vu la proposition 1.7.2, donc a fortiori, que s’ils appartiennent tous
les deux a` Mackk(G,J) pour un sous-groupe p-parfait J ≤ G (voir la section
1.7). Par la proposition 1.7.7, cela revient a` demander que
J = Op(H) = Op(Q).
Par suite, si gH ≤ Q, alors [Q : gH] divise [Q : Op(Q)], donc c’est une puis-
sance de p. Il en va de meˆme si gQ ≤ H.
Dans le cas ge´ne´ral, posons V =
⊕
i Vi et W =
⊕
jWj, ou` les modules Vi
et Wj sont inde´composables pour tout i, j. Alors, vu la proposition 2.3.9,
TH,V ∼=
⊕
i TH,Vi et TH,W
∼=
⊕
j TH,Wj ou` les foncteurs TH,Vi et TH,Wj sont
inde´composables pour tout i, j. Comme avant, il ne peut y avoir d’extension
non triviale entre TH,Vi et TH,Wj , pour certains i et j, que s’ils appartiennent
tous les deux a` Mackk(G,J) pour un J ≤ G. Or TH,Vi ∈ Mackk(G,J) si et
seulement si J = Op(H), vu que TH,Vi est inde´composable et que ses seuls
sous-foncteurs simples sont indexe´s par H (voir la proposition 2.3.10). Il en
va de meˆme pour TQ,Wj , ce qui nous permet de conclure comme dans le cas
pre´ce´dent.

La de´composition de l’alge`bre de Mackey en blocs, donne´e dans la section
1.7, nous permet e´galement d’obtenir des conditions sur les modules V et
W pour que le groupe Ext(TQ,W , TH,V ) ne soit pas trivial. Explicitement,
nous avons le re´sultat suivant :
Proposition 2.4.5. Soient H, Q ≤ G, V un kNG(H)-module et W un
kNG(Q)-module. Le groupe Ext(TQ,W , TH,V ) est trivial, a` moins qu’il existe
des facteurs directs inde´composables, W0 et V0, de W et V respectivement,
tels DG = EG, ou` DG est le bloc de kG correspondant au bloc D de kNG(Q)
auquel appartient W0 et ou` E
G est le bloc de kG correspondant au bloc E
de kNG(H) auquel appartient V0.
Preuve : Tout d’abord, par la proposition 2.3.9, si U est un kNG(J)-
module, alors U = U1⊕U2 si et seulement si TJ,U = TJ,U1⊕TJ,U2. Nous pou-
vons donc nous ramener au cas ou` les modulesW et V sont inde´composables.
Par conse´quent, si le groupe Ext(TQ,W , TH,V ) est non nul, alors il faut que les
foncteurs TQ,W et TH,V appartiennent au meˆme bloc de Mackk(G) (voir la
proposition 1.7.2). En particulier, il existe un sous-groupe p-parfait J tel que
TQ,W et TH,V appartiennent a` Mackk(G,J). Vu l’e´quivalence de cate´gories
donne´e dans le the´ore`me 1.7.8, nous pouvons supposer que J = 1, autrement
dit, que Q et H sont des p-groupes.
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Les sous-foncteurs simples du foncteur inde´composable TQ,W sont de la
forme SQ,Wi ou` Wi est un sous-module simple de W (voir la proposition
2.3.10). CommeW est inde´composable, il appartient a` un blocD de kNG(Q),
auquel correspond un unique bloc de kG, note´ DG (voir la section 1.7). Vu
le the´ore`me 1.7.9, a` DG correspond un unique bloc b de Mackk(G, 1) et
de plus, le foncteur simple SQ,Wi appartient a` ce bloc b, du fait que Wi ap-
partient au blocD. Il s’ensuit que le foncteur TQ,W appartient e´galement a` b.
De meˆme, le foncteur TH,V appartient a` un bloc e de Mackk(G, 1) ou` e est
le bloc de´crit de la manie`re suivante : le module V appartient a` un bloc
E de kNG(H), auquel correspond un bloc E
G de kG. Le bloc e est le bloc
correspondant a` EG, via la bijection donne´e dans le the´ore`me 1.7.9. Par
conse´quent, les foncteurs TQ,W et TH,V appartiennent au meˆme bloc, si et
seulement si DG = EG, d’ou` le re´sultat.

En re´sume´, le calcul des groupes d’extension de degre´ 1 entre foncteurs
de Mackey simples peut se ramener au calcul des groupes d’extension de
degre´ 1 entre foncteurs T . Bien que nous n’ayons pas de formule explicite
pour de´terminer ces groupes, les re´sultats de cette section nous donnent plu-
sieurs conditions sur les sous-groupes et les modules qui indexent ces fonc-
teurs T pour que les groupes d’extension correspondants soient triviaux, et
nous permettent de les calculer explicitement dans certains cas. En effet,
si les sous-groupes Q et H sont normaux dans G, alors le the´ore`me 2.1.1
nous permet de calculer Ext(SQ,W , SH,V ). Dans le cas contraire, le groupe
Ext(SQ,W , SH,V ) s’exprime en fonction des groupes Ext
(
T
Mg
Q,W , T
Mg
gH,cg(V )
)
,
ou` Mg = NG(
gH) ∩ NG(Q) pour certains g ∈ G tels que Q ≤ NG(
gH) et
gH ≤ NG(Q) (voir le the´ore`me 2.4.1), et ces groupes Mg sont des sous-
groupes stricts de G. Ainsi, meˆme s’il nous faut alors calculer des extensions
entre foncteurs T , plutoˆt qu’entre foncteurs simples, les proprie´te´s des fonc-
teurs T e´tudie´es dans la section 2.3 et le fait que les groupes Mg peuvent
eˆtre assez petits nous permettent de de´terminer ces groupes d’extension dans
certains cas, comme l’illustre l’exemple de S4 du paragraphe 2.4.2.
Nous allons ainsi terminer cette section par deux exemples. Le premier nous
montre qu’il peut exister des extensions non triviales entre foncteurs T in-
dexe´s par des sous-groupes H et K tels que H < K et que l’indice de H
dansK est strictement plus grand que p. Autrement dit, cet exemple permet
de voir que le re´sultat sur les extensions entre foncteurs simples indexe´s par
des sous-groupes normaux (voir the´ore`me 2.1.1) ne se ge´ne´ralise pas aux cas
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des extensions entre foncteurs T . Le second est le calcul de toutes les exten-
sions entre foncteurs de Mackey simples, indexe´s par des sous-groupes non
conjugue´s, associe´s au groupe S4. Ce dernier exemple nous permet de voir
comment les techniques pre´ce´dentes peuvent eˆtre applique´es pour calculer
des groupes d’extension.
2.4.1 Exemple du groupe Cp2
Le but de cet exemple est de construire une extension non triviale entre
foncteurs T indexe´s par des sous-groupes H et K, tels que H < K et que
[K : H] > p. Donc le the´ore`me 2.1.1 n’est plus valable pour les foncteurs T .
Commenc¸ons par conside´rer le foncteur T1,kP , ou` P = Cp2 = 〈g〉 est le
groupe cyclique d’ordre p2 et k est un corps alge´briquement clos de ca-
racte´ristique p.
Le module kP posse`de une base {v1, . . . , vp2} telle que l’action de g est
donne´e par gvi = vi + vi+1 pour tout i = 1, . . . , p
2 − 1 et par gvp2 = vp2.
De plus, pour tout i = 1, . . . , p2, Radi(kP ) = vectk(vi, . . . , vp2), autrement
dit, il est engendre´, comme k-espace vectoriel, par vi, . . . , vp2. Le module kP
posse`de alors une unique se´rie de composition donne´e par :
kP ⊇ vectk(v2, . . . , vp2) ⊇ · · · ⊇ vectk(vp2−1, vp2) ⊇ kvp2 ⊇ 0
dont les quotients successifs sont e´gaux a` kv1, kv2, . . . , kvp2, respectivement,
et sont tous isomorphes au module trivial k. Par conse´quent, la se´rie de
Loewy de kP peut se repre´senter de la manie`re suivante : kP =
kv1
kv2
...
kvp2
(pour plus de de´tails, voir [Alp86], section 4).
Par de´finition, T1,kP (1) = kP et T1,kP (H) = I
H
1 (kP ), si H est e´gal a` Cp
ou a` P . Plus pre´cise´ment, nous obtenons I
Cp
1 (vi) =
{
vp2−p+i si i ≤ p,
0 sinon
et
IP1 (vi) =
{
vp2 si i = 1,
0 sinon
donc T1,kP (P ) = kvp2 ∼= k et T1,kP (Cp) posse`de
la k-base {vp2−p+1, vp2−p+2, . . . , vp2}. Comme dans le cas de kP , le module
T1,kP (Cp) posse`de une unique se´rie de composition et sa se´rie de Loewy peut
se repre´senter de la manie`re suivante : T1,kP (Cp) =
kvp2−p+1
kvp2−p+2
...
kvp2
. Finalement,
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les restrictions du foncteur T = T1,kP sont des inclusions. Nous pouvons
donc repre´senter T a` l’aide du diagramme suivant, ou` les modules T (J) sont
donne´s sous forme de couches :
T (1) : T (Cp) : T (P ) :
kv1
I
Cp
1 // kvp2−p+1
IPCp //
oO
R
Cp
1
  
  
  
  
  
  
  
  
  
 
kvp2
kK
RPCpxxqqq
qqq
qqq
qqq
...
...
kvp
I
Cp
1
// kvp2
oO
RPCp
  
  
  
  
  
  
  
  
  
 
...
kvp2−p+1
...
kvp2
et ou` la conjugaison par g est donne´e par cg(vi) = vi + vi+1 pour i < p
2 et
cg(vp2) = vp2.
De´finissons ensuite le sous-foncteurN de T1,kP parN(1) = vectk(v2, . . . , vp2),
N(Cp) = vectk(vp2−p+2, . . . , vp2) et N(P ) = kvp2 .
Le foncteur N posse`de alors un sous-foncteur maximal L, isomorphe a`
T1,Rad(kP ) ou` Rad(kP ) = vectk(v2, . . . , vp2). En effet, posons L(P ) = 0 et
L(J) = N(J) pour J < P . On ve´rifie alors que L est un sous-foncteur de N
isomorphe a` T1,Rad(kP ) et, de plus, N/L ∼= SP,k.
Par ailleurs, N ne posse`de pas de sous-foncteur isomorphe a` SP,k, vu que
l’application de restriction RPCp : N(P )→ N(Cp) n’est pas nulle. Nous avons
donc construit une extension non scinde´e de SP,k par T1,Rad(kP ) :
0→ T1,Rad(kP ) → N → SP,k → 0
par conse´quent Ext
(
SP,k, T1,Rad(kP )
)
6= 0 et [P : 1] = p2.
2.4.2 Exemple du groupe S4
Nous allons utiliser les techniques pre´ce´dentes afin de calculer tous les grou-
pes d’extension entre les foncteurs de Mackey simples associe´s au groupe
syme´trique S4, sur un corps k alge´briquement clos, de caracte´ristique 2,
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indexe´s par des sous-groupes distincts (nous traiterons les cas ou` les sous-
groupes sont conjugue´s plus tard). Cet exemple permet d’illustrer les pro-
ble`mes auxquels il faut faire face dans le calcul des groupes d’extension.
Les foncteurs de Mackey simples associe´s a` G = S4 sont de la forme SH,V ,
ou` H est un sous-groupe de G, a` conjugaison pre`s, et V un kNG(H)-module
simple, a` isomorphisme pre`s (voir la section 1.4). Les sous-groupes de G, a`
conjugaison pre`s, forment le treillis suivant :
G = S4
HH
HH
HH
HH
H
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ou` V4 et V˜4 sont des groupes de Klein, c’est-a`-dire e´gaux a` C2 ×C2, et plus
pre´cise´ment, V4 est le sous-groupe normal de G engendre´ par les e´le´ments
(12)(34) et (13)(24). En fait, les seuls sous-groupes normaux propres non
triviaux de G sont A4 et V4. Les normalisateurs des sous-groupes pre´ce´dents
(toujours a` conjugaison pre`s) sont donne´s par NG(A4) = G, NG(D8) = D8,
NG(S3) = S3, NG(V4) = G, NG(V˜4) = D8, NG(C4) = D8, NG(C3) = S3,
NG(C˜2) = V˜4 et NG(C2) = D8.
Afin de de´terminer les foncteurs de Mackey simples, il faut trouver, pour
chaque sous-groupe H de G, a` conjugaison pre`s, les kNG(H)-modules sim-
ples. Or il n’y a que deux tels H pour lesquels il existe un kNG(H)-module
simple non trivial. Tout d’abord, si H = V4, alors NG(H) ∼= S3 et il existe
un kS3-module simple, S, de dimension 2. Explicitement, S = vectk(u, v) et
l’action de S3 = 〈(123), (12)〉 est donne´e par (123)u = v, (123)v = u + v,
(12)u = v et (12)v = u. Ensuite, si H = 1, il existe un kG-module simple,
V , de dimension 2. Comme V4 est normal dans G, V4 agit trivialement sur
V , par le the´ore`me de Clifford (voir la remarque qui suit le the´ore`me 1.3.7)
et comme G/V4 ∼= S3, V correspond au kS3-module simple de dimension 2
pre´ce´dent. Explicitement, V = vectk(x, y), et si a = (1234) et b = (12), alors
G = 〈a, b〉 et l’action de G sur V est alors donne´e par ax = x + y, ay = y,
bx = y et by = x (l’e´le´ment (1234) agit comme l’e´le´ment (13) de S3).
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Par conse´quent, la liste comple`te des foncteurs de Mackey simples pour G
est donne´e par : S1,k, S1,V , SC˜2,k, SC2,k, SC3,k, SS3,k, SV˜4,k, SV4,k, SV4,S ,
SC4,k, SD8,k, SA4,k et SG,k.
Rappelons encore les re´sultats suivants :
i) Vu le corollaire 2.1.3,
Ext(SQ,W , SH,V ) ∼= Ext(SH,V ? , SQ,W ?).
De plus, le module trivial est clairement isomorphe a` son dual, et de
meˆme le module V (respectivement le module S) de´fini ci-dessus, est
isomorphe a` son dual, vu que c’est le seul kG-module (respectivement
kS3-module) simple de dimension 2. Par conse´quent, afin de connaˆıtre
tous les groupes d’extension entre foncteurs de Mackey simples in-
dexe´s par des sous-groupes non conjugue´s, il suffit de calculer le groupe
Ext(SQ,W , SH,V ) pour Q <G H.
ii) Les groupes Ext(SQ,W , SH,V ) sont nuls si H et Q ne sont pas inclus
l’un dans l’autre, a` conjugaison pre`s, et d’indice une puissance de p
(voir le the´ore`me 2.1.4 et la proposition 2.4.4).
iii) Le k-espace vectoriel Ext(SQ,k, SH,k) est e´gal a`

⊕
g∈J
k s’il existe x ∈ G tel que xH < Q et [Q : xH] = p,
⊕
g∈J ′
k s’il existe x ∈ G tel que xQ < H et [H : xQ] = p,
0 sinon
ou` J (respectivement J ′) est l’ensemble des e´le´ments g appartenant a`
[NG(Q)\TG(H,NG(Q))/NG(H)], tels que
gH < Q ≤ NG(
gH) (respec-
tivement tels que Q < gH), (voir le the´ore`me 2.2.5).
iv) Si H, Q E G avec H 6= Q, le k-espace vectoriel Ext(SQ,W , SH,V ) est
isomorphe a`

k si H < Q, [Q : H] = p, V Q/H = V et V ∼=W ,
k si Q < H, [H : Q] = p, WQ/H =W et W ∼= V ,
0 sinon,
(voir le the´ore`me 2.1.1).
Les quatre re´sultats pre´ce´dents nous permettent de de´terminer les groupes
d’extension Ext (SQ,W , SH,V ) pour tout Q 6=G H, a` l’exception de :
Ext
(
S1,V , SC˜2,k
)
, Ext (S1,V , SC2,k), Ext
(
S1,V , SV˜4,k
)
, Ext (S1,V , SC4,k),
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Ext (S1,V , SD8,k), Ext (SC2,k, SV4,S) et Ext (SV4,S, SD8,k).
Commenc¸ons par traiter le cas de Ext
(
S1,V , SC˜2,k
)
. Par la proposition 2.4.1,
Extµk(G)
(
SG1,V , S
G
C˜2,k
)
∼= Extµk(V˜4)
(
T V˜41,V , S
V˜4
C˜2,k
)
.
Choisissons ensuite des repre´sentants : C˜2 = 〈b〉, avec b = (12) et V˜4 = 〈b, c〉
ou` c = (12)(34), des classes de conjugaison de sous-groupes de G. Rappelons
que le kG-module V est engendre´ par les e´le´ments x et y, que l’action de b
est donne´e par bx = y, by = x et que celle de c = (ba2)2, ou` a = (1234), est
triviale.
Le module V , vu comme kV˜4-module n’est pas simple. En effet, l’e´le´ment
c agit trivialement sur V , donc V posse`de un unique sous-module simple
trivial qui est k(x + y), et, par suite, un unique quotient simple trivial. A
l’aide de la proposition 2.3.10, nous en de´duisons que Soc(T1,V ) = S1,k et
Hd(T1,V ) = S1,k.
Posons ensuite C ′2 = 〈(34)〉 et C
′′
2 = 〈c〉 (autrement dit, C˜2, C
′
2 et C
′′
2 sont
les trois sous-groupes d’ordre 2 de V˜4). Nous avons alors
T1,V (C
′
2) = I
C′2
1 (V ) = k(x+ y) = T1,V (C˜2)
et T1,V (C
′′
2 ) = 0, donc T1,V (V˜4) = I
V˜4
C′′2
(T1,V (C
′′
2 )) = 0. Comme V˜4 est un 2-
groupe, les foncteurs de Mackey simples associe´s a` V˜4 sont de la forme SJ,k
et leur e´valuation en H est e´gale a` k si H = J , et elle est nulle sinon, vu la
proposition 1.4.12. De plus, par la remarque qui suit cette meˆme proposition,
le nombre de fois que SJ,k apparaˆıt comme facteur de composition de T1,V
est e´gal a` la dimension sur k de T1,V (J). Par conse´quent, les facteurs de
composition de T1,V sont SC′2,k, SC˜2,k et deux fois S1,k (qui apparaissent dans
la teˆte et dans le socle respectivement). Comme Extµk(V˜4)
(
SC′2,k, SC˜2,k
)
= 0,
vu que les sous-groupes C ′2 et C˜2 ne sont pas inclus l’un dans l’autre, il
s’ensuit que les couches de la se´rie de Loewy de T1,V sont e´gales a`
T1,V :
S1,k
SC′2,k SC˜2,k
S1,k
D’autre part, comme la teˆte de T1,V est e´gale a` S1,k, la couverture projective
de T1,V est e´gale a` P1,k (vu la remarque iii) qui suit la proposition 1.2.15).
Vu le the´ore`me 1.5.4, le foncteur P1,k est e´gal au foncteur FPkV˜4 , donc
P1,k(1) = kV˜4, P1,k(V˜4) = kωV˜4, ou` ωV˜4 = 1 + b+ c+ bc, et
P1,k(C˜2) = vectk(1 + b, c+ bc),
P1,k(C
′
2) = vectk(1 + bc, b+ c),
P1,k(C
′′
2 ) = vectk(1 + c, b+ bc).
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Nous pouvons donc explicitement de´finir le sous-foncteur L de P1,k par
L(V˜4) = L(C˜2) = L(C
′
2) = kωV˜4 et L(C
′′
2 ) = L(1) = vectk(1 + c, b + bc).
Il est facile de ve´rifier que L est bien un sous-foncteur, autrement dit, il res-
pecte les restrictions (qui sont des inclusions), les inductions (qui sont des
traces relatives) et les conjugaisons (qui sont des multiplications a` gauche).
De plus, P1,k/L ∼= T1,V , donc L correspond au noyau de la surjection de P1,k
sur T1,V ; autrement dit, il existe une suite exacte courte de la forme :
0→ L→ P1,k → T1,V → 0
entre foncteurs de Mackey associe´s au groupe V˜4. Vu le the´ore`me 1.2.20, il
existe alors une suite exacte :
Hom
(
P1,k, SC˜2,k
)
→ Hom
(
L,SC˜2,k
)
→ Ext
(
T1,V , SC˜2,k
)
→ Ext
(
P1,k, SC˜2,k
)
Comme Ext
(
P1,k, SC˜2,k
)
= 0 e´tant donne´ que P1,k est projectif et, comme
Hom
(
P1,k, SC˜2,k
)
= 0 (car P1,k/Rad(P1,k) = S1,k, donc P1,k ne posse`de
pas de quotient simple isomorphe a` SC˜2,k), nous obtenons alors un isomor-
phisme :
Ext
(
T1,V , SC˜2,k
)
∼= Hom
(
L,SC˜2,k
)
.
Pour connaˆıtre Ext
(
T1,V , SC˜2,k
)
et par suite Ext
(
SG1,V , S
G
C˜2,k
)
, il nous faut
donc de´terminer combien de fois SC˜2,k apparaˆıt dans la teˆte de L.
Supposons alors que M est un sous-foncteur de L tel que L/M ∼= SC˜2,k.
En particulier, M(V˜4) = L(V˜4) = kωV˜4 et, comme les restrictions sont des
inclusions,
kωV˜4 = R
V˜4
C˜2
(M(V˜4)) ⊆M(C˜2) ⊆ L(C˜2) = kωV˜4
et, par conse´quent, M(C˜2) = L(C˜2), donc (L/M)(C˜2) = 0 ; autrement dit
L/M ne peut pas eˆtre isomorphe a` SC˜2,k. Donc L ne posse`de pas de quotient
isomorphe a` SC˜2,k. Il s’ensuit que
Extµk(G)
(
SG1,V , S
G
C˜2,k
)
∼= Extµk(V˜4)
(
T V˜41,V , S
V˜4
C˜2,k
)
∼= Homµk(V˜4)
(
L,SC˜2,k
)
= 0.
Remarquons ensuite que, vu la proposition 2.4.1,
Extµk(G)(S1,V , SC2,k)
∼= Extµk(D8)(T1,V , SC2,k),
Extµk(G)(S1,V , SV˜4,k)
∼= Extµk(D8)(T1,V , SV˜4,k),
Extµk(G)(S1,V , SC4,k)
∼= Extµk(D8)(T1,V , SC4,k),
Extµk(G)(S1,V , SD8,k)
∼= Extµk(D8)(T1,V , SD8,k).
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simples
Comme avant, choisissons des repre´sentants : D8 = 〈a, s〉 avec a = (1234) et
s = (14)(23), C2 = 〈a
2〉, V˜4 = 〈a
2, as〉 et C4 = 〈a〉, des classes de conjugaison
de sous-groupes de G. Nous allons calculer ces quatre groupes d’extension
de manie`re analogue.
Le sous-groupe V4 = 〈a
2, s〉 agit trivialement sur le kG-module simple V ,
car V4 est normal dans G (voir la remarque qui suit le the´ore`me 1.3.7).
Donc V posse`de un unique sous-kD8-module simple trivial, qui est ky et,
par suite, un unique quotient simple. Comme avant, nous en de´duisons que
Soc(T1,V ) = S1,k et que Hd(T1,V ) = S1,k. Rappelons que les sous-groupes de
D8, a` conjugaison pre`s, forment le treillis suivant :
D8
}}
}}
}}
}}
AA
AA
AA
AA
V˜4
@@
@@
@@
@@
C4 V4
~~
~~
~~
~~
H˜
BB
BB
BB
BB
C2 H
||
||
||
||
1
ou` H˜ = 〈as〉 et H = 〈s〉. Rappelons e´galement que le foncteur T1,V est
engendre´ par sa valeur en 1. Comme V4 agit trivialement sur V et que D8 est
un 2-groupe, ou` 2 est la caracte´ristique de k, T1,V (J) = 0 a` moins que J = 1,
et dans ce cas, T1,V (1) = V , ou que J = H˜, et dans ce cas, T1,V (H˜) = ky.
Comme avant, vu que D8 est un 2-groupe, le nombre de fois qu’un foncteur
simple SJ,k apparaˆıt comme facteur de composition de T1,V est e´gal a` la
dimension sur k de T1,V (J) (vu la remarque qui suit la proposition 1.4.12).
Par conse´quent, les facteurs de composition de T1,V sont SH˜,k et deux fois
S1,k (qui apparaissent dans la teˆte et dans le socle de T1,V ). Il s’ensuit que
les couches de la se´rie de Loewy de T1,V sont e´gales a` :
T1,V :
S1,k
SH˜,k
S1,k
Comme auparavant, la couverture projective de T1,V est e´gale a` P1,k, pour
le groupe D8. Vu le the´ore`me 1.5.4, P1,k = FPkD8 et nous pouvons alors
de´finir le sous-foncteur K de P1,k par
K(1)= k(1+ s)⊕k(a+a3s)⊕k(a3+as)⊕k(1+a2)⊕k(a+a3)⊕k(s+a2s)
K(H˜) = k(1 + s+ a3 + a3s)⊕ k(1 + a2 + as+ a3s)⊕ k(a+ a3 + s+ a2s)
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et K(J) = P1,k(J) pour tous les autres sous-groupes J de D8. Avec cette
de´finition, K est bien un sous-foncteur de P1,k tel que P1,k/K ∼= T1,V ;
autrement dit, K est le noyau de la surjection de P1,k sur T1,V . Il existe
donc un isomorphisme :
Ext
(
T1,V , S
)
∼= Hom
(
K,S
)
pour S = SC2,k, SV˜4,k, SC4,k et SD8,k. Or la teˆte deK est e´gale a` SH,k⊕SC2,k.
Il s’ensuit que
Extµk(G)(S1,V , SC2,k)
∼= Extµk(D8)(T1,V , SC2,k)
∼= k,
Extµk(G)(S1,V , SV˜4,k)
∼= Extµk(D8)(T1,V , SV˜4,k) = 0,
Extµk(G)(S1,V , SC4,k)
∼= Extµk(D8)(T1,V , SC4,k) = 0,
Extµk(G)(S1,V , SD8,k)
∼= Extµk(D8)(T1,V , SD8,k) = 0.
Il nous reste finalement a` e´tudier les deux groupes suivants :
Extµk(G)(SV4,S , SC2,k)
∼= Extµk(D8)(TV4,S, SC2,k),
Extµk(G)(SV4,S , SD8,k)
∼= Extµk(D8)(TV4,S, SD8,k)
ou` les isomorphismes proviennent de la proposition 2.4.1.
Rappelons que NG(V4)/V4 = S4/V4 ∼= S3 et que S est le kS3-module
simple de dimension 2. Explicitement, si S3 = 〈(123), b = (12)〉, alors
S = vectk(u, v) comme k-espace vectoriel ; et l’action de S3 sur S est
donne´e par (123)u = v, (123)v = u + v, bu = v et bv = u. Le module
S, vu cette fois comme kD8/V4-module, posse`de un unique sous-module
simple trivial et, par suite, un unique quotient simple. Par la proposition
2.3.10, il s’ensuit que Soc(TV4,S) = SV4,k et que Hd(TV4,S) = SV4,k. De plus,
TV4,S(J) = 0 pour tous les sous-groupes J ne contenant pas V4, TV4,S(V4) = S
et TV4,S(D8) = k(u+ v). Par suite, les facteurs de composition de TV4,S sont
SD8,k et deux fois SV4,k, qui apparaissent dans la teˆte et dans le socle de
TV4,S, en utilisant, comme avant, la remarque qui suit la proposition 1.4.12.
Les couches de la se´rie de Loewy de TV4,S sont donc e´gales a` :
TV4,S :
SV4,k
SD8,k
SV4,k
La couverture projective de TV4,S est e´gale a` PV4,k (voir la remarque iii) qui
suit la proposition 1.2.15). Cette fois, nous allons utiliser la remarque qui
suit le the´ore`me 1.5.2, qui nous dit que PV4,k = B
V4 ↑D8V4 . Nous obtenons que
BV4 ↑D8V4 (D8) = B(V4) et que B
V4 ↑D8V4 (V4) =
⊕
g∈[D8/V4]
(B(V4))g, a` l’aide des
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formules de l’induction d’un foncteur de Mackey induit, donne´es a` la page
30. De´finissons alors le sous-foncteur N de BV4 ↑D8V4 par
N(D8) = B(V4) :=
⊕
J<V4
kV4/J , N(V4) =
⊕
g∈[D8/V4]
(B(V4))g
et N(J) = BV4 ↑D8V4 (J) pour tous les autres sous-groupes J de D8.
De nouveau, on ve´rifie que N est bien un sous-foncteur de BV4 ↑D8V4 et que
BV4 ↑D8V4 /N
∼= TV4,S. Donc N est le noyau de la projection de PV4,k sur
TV4,S ; il existe ainsi un isomorphisme
Ext(TV4,S , T )
∼= Hom(N,T )
pour T = SC2,k et SD8,k. De plus, la teˆte de N est e´gale a` SC2,k⊕SH,k⊕SV4,k
et, par conse´quent,
Extµk(G)(SV4,S, SC2,k)
∼= Extµk(D8)(TV4,S , SC2,k)
∼= k,
Extµk(G)(SV4,S, SD8,k)
∼= Extµk(D8)(TV4,S , SD8,k) = 0.
ce qui termine le calcul des groupes d’extension entre foncteurs simples,
associe´s a` S4, indexe´s par des sous-groupes non conjugue´s. Le cas des exten-
sions entre foncteurs simples indexe´s par des sous-groupes conjugue´s sera
traite´ dans la section 2.5.1 et, nous donnerons a` ce moment-la`, la liste
comple`te des re´sultats de ces groupes d’extension.
Cet exemple nous montre que, meˆme dans le cas d’un groupe G assez petit, il
est plutoˆt difficile de calculer les groupes d’extension. Toutefois, les re´sultats
pre´ce´dents nous permettent, dans ce cas, de nous restreindre a` des sous-
groupes de G et, en l’occurrence, a` des p-groupes.
2.5 Groupes d’extension entre foncteurs T indexe´s
par le meˆme sous-groupe
Nous allons a` pre´sent e´tudier le cas des groupes d’extensions entre deux
foncteurs T , qui sont indexe´s par le meˆme sous-groupe, dans le but d’avoir
des informations sur les groupes d’extension entre deux foncteurs simples
e´galement indexe´s par le meˆme sous-groupe. Nous allons montrer en parti-
culier, que dans le cas ou` G est un p-groupe ou posse`de un p-sous-groupe de
Sylow normal, ces groupes d’extension entre foncteurs de Mackey simples
sont isomorphes a` des groupes d’extension entre modules sur une alge`bre
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de groupe, du moins dans le cas ou` p est impair. Puis nous terminerons
l’exemple du groupe S4, en calculant tous les groupes d’extension qui nous
manquent.
Fixons un groupe fini G, un sous-groupe H de G et des kNG(H)-modules
V et W . Nous allons donc nous inte´resser au groupe
Ext(TH,V , TH,W ) = Ext
1
µk(G)
(TH,V , TH,W ).
La premie`re remarque a` faire est que nous pouvons nous restreindre au cas
ou` le sous-groupeH est normal. En effet, vu la proposition 2.4.1, nous savons
que
Ext1µk(G)(T
G
H,V , T
G
H,W ) =
⊕
g ∈ J tels que
H ≤ NG(
gH)
Ext1µk(Mg)
(
T
Mg
H,V , T
Mg
gH,cg(W )
)
ou` J = [NG(H)\TG(H,NG(H))/NG(H)] et pour tout g ∈ J , le sous-groupe
Mg est e´gal a` NG(
gH) ∩NG(H).
De plus, vu le the´ore`me 2.4.3, le groupe Ext1µk(Mg)
(
T
Mg
H,V , T
Mg
gH,cg(W )
)
est tri-
vial a` moins que H ≤Mg
gH ou gH ≤Mg H. Or, comme H E Mg, nous
obtenons que le groupe ci-dessus est non nul seulement si g ∈ NG(H). Par
conse´quent,
Ext1µk(G)(T
G
H,V , T
G
H,W ) = Ext
1
µk(NG(H))
(
T
NG(H)
H,V , T
NG(H)
H,W
)
.
Nous pouvons donc en ge´ne´ral supposer que le sous-groupe H est normal
dans G.
Afin d’e´tudier le groupe Ext(TH,V , TH,W ), nous allons conside´rer le mor-
phisme d’e´valuation en H :
ηH : Ext
1
µk(G)
(TH,V , TH,W )→ Ext
1
kNG(H)
(V,W ).
Rappelons que dans le cas ou` V et W sont simples, le morphisme pre´ce´dent
est injectif, vu le the´ore`me 2.1.4. Il en va de meˆme dans le cas ge´ne´ral, mais
afin de de´montrer cela, nous avons besoin du re´sultat suivant :
Proposition 2.5.1. Soient H et Q des sous-groupes de G, V un kNG(H)-
module et W un kNG(Q)-module. Alors
Homµk(G)(TQ,W , TH,V )
∼=
{
HomkNG(H)(W,V ) si Q =G H
0 sinon
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En particulier, si Q = H, l’isomorphisme est donne´ par le morphisme
µH : Homµk(G)(TH,W , TH,V )→ HomkG/H(W,V )
d’e´valuation en H.
Preuve : Supposons que les sous-groupes H et Q ne sont pas conjugue´s. Vu
la proposition 2.4.1, nous pouvons supposer que les H et Q sont normaux
dans G.
Soit ϕ ∈ Homµk(G)(TQ,W , TH,V ). Si Q n’est pas contenu dans H, alors
TQ,W (H) = 0 donc ϕ(H) = 0. Par suite, pour tout sous-groupe J de G
contenant H,
ϕ(J)
(
IJH(v)
)
= IJH(ϕ(H)(v)) = 0
pour tout v ∈ V , donc ϕ = 0 ; autrement dit Homµk(G)(TQ,W , TH,V ) = 0.
Si Q < H, alors TH,V (Q) = 0. Par ailleurs, ϕ induit un isomorphisme
entre TH,V /Ker(ϕ) et Im(ϕ) qui est un sous-foncteur de TQ,W . Donc si
Im(ϕ) 6= 0, Soc(Im(ϕ)) =
⊕
i
SQ,Wi vu la proposition 2.3.10. Or comme
TH,V (Q) = 0, le foncteur TH,V ne peut pas posse´der de facteurs de composi-
tion isomorphes a` SQ,W , donc l’image de ϕ doit eˆtre nulle. Par conse´quent,
Homµk(G)(TQ,W , TH,V ) = 0 si Q 6= H.
Supposons ensuite que Q = H et conside´rons le morphisme d’e´valuation en
H :
µH : Homµk(G)(TH,V , TH,W )→ HomkNG(H)/H(V,W ).
Pour montrer que c’est un isomorphisme, il suffit de remarquer que, vu la
proposition 2.3.7, le foncteur TH induit un isomorphisme
HomkNG(H)/H(V,W )
∼
→ Homµk(G)(TH,V , TH,W )
dont l’inverse est exactement µH , comme on le voit dans la preuve de la
meˆme proposition.

Proposition 2.5.2. Le morphisme ηH est injectif.
Preuve : Vu les remarques pre´ce´dentes, il suffit de de´montrer le re´sultat
dans le cas ou` H est normal dans G.
Soit
E : 0→ TH,W
i
→ N
p
→ TH,V → 0
une extension de foncteurs de Mackey, telle que l’extension de modules
0→ W
i(H)
→ N(H)
p(H)
→ V → 0 est scinde´e. Il existe donc σ : N(H)→W tel
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que σi(H) = id. Montrons alors que l’extension E est triviale.
Comme N(J) = 0 si H G J , il y a une bijection entre Hom(N(H),W ) et
Hom
(
N, InfGG/HFPW
)
, en utilisant la proposition 1.4.6. En particulier, a` σ
correspond le morphisme de foncteurs de Mackey σ˜ = (σ˜(K))K qui est nul
si H n’est pas un sous-groupe de K et qui est donne´ par :
σ˜(K) : N(K) → FPW (K/H)
a 7→ σRKH (a)
si H ≤ K. En particulier, si K = H, alors σ˜(H) = σ.
Il faut donc ve´rifier que l’image de σ˜ est contenue dans TH,W et que σ˜i = id.
Pour le premier point, rappelons que TH,W est le sous-foncteur du foncteur
M = InfGG/HFPW
engendre´ par TH,W (H) = M(H) = W . Il nous suffit donc de ve´rifier que,
pour tout sous-groupe K, l’image de σ˜(K) est induite a` partir de σ˜(H).
Fixons K tel que H ≤ K ≤ G. Comme i et p sont des morphismes de
foncteurs de Mackey, le diagramme suivant est commutatif :
0 // TH,W (H)
iH //
α1

N(H)
pH //
β

TH,V (H) //
α2

0
0 // TH,W (K)
iK // N(K)
pK // TH,V (K) // 0
ou` α1, α2 et β sont e´gales a` I
K
H .
Comme TH,W (K) = I
K
H (W ) et TH,W (H) =W , α1 est surjective et, de meˆme,
α2 est surjective. Par le lemme des cinq, β est e´galement surjective.
Fixons a ∈ N(K) ; il existe alors b ∈ N(H) tel que a = IKH (b). Par suite,
σ˜(K)(a) = σ˜(K)IKH (b) = I
K
H σ˜(H)(b)
donc σ˜(K)(N(K)) est bien induite a` partir de σ˜(H)(N(H)).
Il nous reste donc a` de´montrer que σ˜i = id. Pour cela, rappelons que l’ap-
plication d’e´valuation en H,
µH : Homµk(G)(TH,W , TH,W )→ HomkG/H(W,W )
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est bijective (voir la proposition 2.5.1). Par conse´quent, comme
µH(σ˜i) = σ˜(H)i(H) = σi(H) = idH = µH(idTH,W ),
nous obtenons que σ˜i = id.

Vu la proposition pre´ce´dente, nous pouvons identifier Ext1µk(G)(TH,V , TH,W )
a` un sous-groupe de Ext1
kNG(H)
(V,W ). La question est donc de de´terminer
si ces deux groupes peuvent eˆtre e´gaux. Avant d’aller plus loin, nous allons
traiter un exemple pour comprendre ce qui peut arriver.
Exemple : Soient k un corps alge´briquement clos de caracte´ristique p, G
le groupe cyclique d’ordre p, engendre´ par un e´le´ment g, et H = 1. Soient
V =W = k les kG-modules triviaux. Conside´rons le morphisme d’e´valuation
en 1 :
η1 : Ext(T1,V , T1,W )→ Ext(V,W ).
La question est de savoir si η1 est surjectif. Soit donc
ξ : 0→W
j
→ E
p
→ V → 0
une extension non triviale de V par W .
Supposons tout d’abord que p est impair et conside´rons la suite d’applica-
tions
ζ : 0→ S1,W
i
→ T1,E
q
→ S1,V → 0.
Rappelons que l’e´valuation de S1,V (respectivement de S1,W ) en 1 est e´gale
a` V (respectivement a` W ), et que leur e´valuation en G est nulle (voir la
proposition 1.4.12).
Inte´ressons-nous ensuite au foncteur T1,E . Par de´finition, T1,E(1) = E et
T1,E(G) = I
G
1 (E). Comme E/W
∼= V qui est le module trivial, gx = x pour
tout x ∈ E/W , et par suite, si x ∈ E, alors gx = x + w pour un w ∈ W .
Par conse´quent,
IG1 (x) =
p−1∑
i=0
gix = px+
p(p− 1)
2
w = 0
donc T1,E(G) = 0. L’application i doit donc satisfaire i(1) = j et i(G) = 0 et,
de meˆme, q(1) = p et q(G) = 0. Les applications i et q sont des morphismes
de foncteurs de Mackey. De plus, la suite ζ est une suite exacte, vu qu’elle est
e´gale a` ξ en 1 et qu’elle est nulle en G. Par conse´quent, ζ est une pre´image
de ξ par l’application η1, donc η1 est surjective dans ce cas.
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Supposons ensuite que p = 2 et qu’il existe une suite exacte courte de
foncteurs de Mackey :
0→ S1,W
i
→M
q
→ S1,V → 0.
Comme S1,W (G) = S1,V (G) = 0, on a aussi M(G) = 0. D’autre part, vu
que l’extension ξ n’est pas scinde´e, le module E n’est pas trivial, donc il
existe x ∈ E tel que gx 6= x. Par ailleurs, gy = y pour tout y ∈ E/W , car
E/W ∼= V qui est trivial. Par conse´quent, il existe w ∈ W , w 6= 0, tel que
gx = x + w. Il s’ensuit que IG1 (x) = x + gx = w 6= 0, donc M(G) 6= 0 ce
qui contredit notre hypothe`se. Ainsi Ext(T1,V , T1,W ) = 0 dans ce cas. Par
suite, l’application η1 n’est pas surjective, vu que Ext(V,W ) 6= 0. En effet,
il existe bien une extension ξ non triviale, en prenant E = kC2.
La question de la surjectivite´ de l’application ηH est un proble`me difficile
qui va de´pendre de plusieurs parame`tres, et principalement de la structure
des modules V et W . Nous allons e´tudier certaines conditions pour que
ηH soit surjective, puis nous allons donner deux exemples dans lesquels ηH
est surjective, donc bijective. La premie`re e´tape est de comprendre quels
peuvent eˆtre les foncteurs de Mackey et les morphismes intervenant dans la
pre´image d’une extension donne´e :
Proposition 2.5.3. Soit E : 0 → W
i
→ U
q
→ V → 0 une extension de
kNG(H)-modules. Si F : 0→ TH,W
j
→ N
p
→ TH,V → 0 est une extension de
foncteurs de Mackey dont l’e´valuation en H donne E, alors N ∼= TH,U .
Preuve : Si U = 0, le re´sultat est trivial. Supposons donc U 6= 0. Si une
telle extension F existe, alors H est un sous-groupe minimal de G tel que
N(H) 6= 0 et, plus pre´cise´ment, N(H) = U . Nous allons appliquer alors le
crite`re donne´ par la proposition 2.3.4 pour de´montrer que N ∼= TH,U . Soit χ
l’ensemble des sous-groupes conjugue´s a` un sous-groupe de H. Il faut ve´rifier
que Ker(RNχ ) = 0 et que Im(I
N
χ ) = N , ou` Ker(R
N
χ )(K) =
⋂
X ∈ χ, X ≤ K
Ker(RKX )
et Im(INχ )(K) =
∑
X ∈ χ, X ≤ K
Im(IKX ).
FixonsK ≤ G tel qu’il existe g ∈ G avec gH ≤ K. Conside´rons le diagramme
commutatif :
0 // TH,W (K)
j(K) //
R1
N(K)
p(K) //
R2
TH,V (K) //
R3
0
0 //
∑
g∈TG(H,K)
TH,W (
gH)
I1
OO
j(gH) //
∑
g∈TG(H,K)
N(gH)
I2
OO
p(gH) //
∑
g∈TG(H,K)
TH,V (
gH)
I3
OO
// 0
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ou` les applications Ii sont donne´es par
∑
g∈TG(H,K)
IKgH et les applications Ri
par
∑
g∈TG(H,K)
RKgH , pour i = 1, 2, 3.
En particulier, en utilisant les proprie´te´s des foncteurs TH,W et TH,V , nous
obtenons que Im(I1) = Im
(
I
TH,W
χ
)
(K) = TH,W (K), donc I1 est surjective
et de meˆme, I3 est surjective. Par le lemme des cinq, l’application I2 est
e´galement surjective, et par suite, Im(INχ ) = N .
De meˆme, Ker(R1) = Ker
(
R
TH,W
χ
)
= 0, donc R1 est injective. Comme R3
est e´galement injective, nous obtenons que R2 l’est aussi, toujours par le
lemme des cinq, ce qui revient a` dire que Ker(RNχ ) = 0.
La proposition 2.3.4 nous permet alors de conclure.

La surjectivite´ de l’application
ηH : Ext
1
µk(G)
(TH,V , TH,W )→ Ext
1
kG/H(V,W )
d’e´valuation en H, ou` H E G, est donc e´quivalente au proble`me suivant :
si 0→W
i
→ U
q
→ V → 0 est une suite exacte de kG/H-modules, existe-t-il
une suite exacte de foncteurs de Mackey du type :
0→ TH,W
j
→ TH,U
p
→ TH,V → 0 ?
Commenc¸ons donc par comprendre quelles peuvent eˆtre les applications j
et p. Dans ce but, fixons un sous-groupe K de G contenant H. Alors l’ap-
plication j(K) : IKH (W )→ I
K
H (U) doit satisfaire
j(K)(IKH (w)) = I
K
H j(H)(w) = I
K
H i(w) = i(I
K
H (w))
pour tout w ∈ W , ou` la dernie`re e´galite´ provient du fait que l’application i
est kG/H-line´aire. Donc j(K) co¨ıncide avec i et elle est bien de´finie, vu les
e´galite´s ci-dessus. De meˆme, nous obtenons que
p(K)(IKH (u)) = I
K
H p(H)(u) = I
K
H q(u) = q(I
K
H (u))
donc p(K) co¨ıncide avec q.
Nous n’avons donc aucune liberte´ de choix pour les applications j et p. De
plus, vu leur de´finition, il est facile de ve´rifier que j est injective, p est sur-
jective et Im(j) ⊆ Ker(p). Le seul point qui pose proble`me est de de´terminer
quand Ker(p) ⊆ Im(j).
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Si x ∈ Ker(p(K)), alors en particulier, q(x) = 0 et, comme Ker(q) = Im(i),
il s’ensuit que x ∈ IKH (U)∩W , pour tout H ≤ K ≤ G, quitte a` remplacerW
par i(W ), vu que i est injective. Nous pouvons e´galement identifier IKH (W )
et i(IKH (W )), pour tout H ≤ K ≤ G. Par conse´quent, Ker(p) ⊆ Im(j) si et
seulement si IKH (U) ∩W = I
K
H (W ) pour tout H ≤ K ≤ G. Comme l’inclu-
sion IKH (W ) ⊆ I
K
H (U) ∩W est toujours ve´rifie´e, l’e´galite´ sera en particulier
vraie si IKH (U) = 0.
Remarquons encore que pour tout kG/H-module E, IKH (E) = I
K/H
H/H (E),
puisque si x ∈ E, alors
IKH (x) =
∑
g∈[K/H]
gx =
∑
g∈[(K/H)/(H/H)]
gx = I
K/H
H/H (x).
Pour savoir si la condition IKH (U)∩W = I
K
H (W ) est ve´rifie´e, pour tout sous-
groupe K de G contenant H, il nous suffira donc de de´terminer si l’e´galite´
IK1 (U) ∩W = I
K
1 (W ) est vraie pour tout sous-groupe K du groupe G/H ;
autrement dit, nous pourrons nous restreindre, si ne´cessaire, au cas ou` le
groupe H est trivial.
Proposition 2.5.4. Soient H un sous-groupe de G, et V , W des kNG(H)-
modules. Le groupe Ext1µk(G)(TH,V , TH,W ) est isomorphe au sous-groupe des
extensions U de W par V telles que IKH (U) ∩W = I
K
H (W ) pour tout sous-
groupe H ≤ K ≤ NG(H).
Preuve : Rappelons tout d’abord que, vu la proposition 2.4.1 et les re-
marques du de´but de cette section,
Ext1µk(G)
(
TGH,V , T
G
H,W
)
∼= Ext1µk(NG(H))
(
T
NG(H)
H,V , T
NG(H)
H,W
)
.
Vu la proposition 2.5.2, le morphisme
ηH : Ext
1
µk(NG(H))
(TH,V , TH,W )→ Ext
1
kNG(H)
(V,W )
est injectif et, par ce qui pre´ce`de, il est surjectif si et seulement si pour tout
sous-groupe K de NG(H) et pour toute extension 0 → W
i
→ U
q
→ V → 0
de kNG(H)/H-modules, I
K
H (U) ∩W = I
K
H (W ). Par conse´quent ηH est un
isomorphisme de Ext1µk(G)(TH,V , TH,W ) sur le sous-groupe des extensions U
de Ext1
kNG(H)
(V,W ) telles que IKH (U)∩W = I
K
H (W ) pour tout sous-groupe
H ≤ K ≤ G.

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Pour de´terminer quand ηH est un isomorphisme, il nous faut donc com-
prendre quand la trace relative IKH est exacte et ceci pour chaque sous-groupe
K avec H ≤ K ≤ NG(H). Ce proble`me est difficile a` re´soudre globalement,
toutefois, dans certains cas, il est possible d’avoir des re´sultats plus pre´cis.
Par exemple dans le cas ou` K/H est d’ordre premier a` p ou, au contraire,
dans le cas ou` K/H est un p-groupe.
Inte´ressons-nous tout d’abord au cas ou` K/H est d’ordre premier a` p. Si V
est un kG-module et que J est un sous-groupe d’ordre premier a` p, alors
IJ1 (V ) = V
J , ou` V J est l’ensemble des points J-fixes de V . En effet, l’appli-
cation IJ1 : V → V
J est surjective vu que si x ∈ V J , alors x = IJ1
(
1
|J | · x
)
.
Corollaire 2.5.5. Soit H un p-sous-groupe de Sylow de G. Alors pour tous
kNG(H)-modules V et W ,
Ext1µk(G)(TH,V , TH,W )
∼= Ext1kNG(H)
(V,W ) = 0.
Preuve : Soient 0→W
i
→ U
q
→ V → 0 une extension de kNG(H)-modules
et K/H un sous-groupe de NG(H)/H. Comme p ne divise pas |K/H|,
I
K/H
1 (U) ∩W = U
K/H ∩W =WK/H = I
K/H
1 (W )
qui est e´gal a` IKH (W ) vu les remarques pre´ce´dentes ; donc la proposition 2.5.4
nous fournit l’isomorphisme entre Ext1µk(G)(TH,V , TH,W ) et Ext
1
kNG(H)
(V,W ).
Or ce dernier groupe est trivial, car NG(H) est d’ordre premier a` p et, par
conse´quent, l’alge`bre kNG(H) est semi-simple.

Dans le cas des p-groupes, il existe une caracte´risation des situations ou`
l’image de la trace relative est nulle :
Lemme 2.5.6. Soit P un p-groupe et U un kP -module. Alors IP1 (U) = 0
si et seulement si U est sans facteur libre.
Preuve : Supposons que U = F ⊕ V ou` F ∼= (kP )m pour un entier m ≥ 1.
Nous avons alors IP1 (U) = I
P
1 (F )⊕ I
P
1 (V ) et
IP1 (F )
∼= IP1 ((kP )
m) = (kω)m 6= 0
ou` ω =
∑
g∈P
g. Donc IP1 (U) 6= 0.
Re´ciproquement, si IP1 (U) 6= 0, il posse`de une k-base {I
P
1 (v1), . . . , I
P
1 (vr)}.
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Conside´rons l’application ϕ : (kP )r → U de´finie par ϕ(ei) = vi. Cette
application est injective car le socle de la ie`me copie de kP est e´gal a` k(IP1 (ei))
et ϕ(IP1 (ei)) = I
P
1 (vi) 6= 0, donc ϕ|Soc((kP )r) est injective. De plus, le module
(kP )r est injectif (voir la proposition 1.2.10) et, par conse´quent, il est facteur
direct de U , d’ou` le re´sultat.

Nous pouvons alors appliquer ce re´sultat pour obtenir des conditions sur
l’exactitude de la trace relative associe´e a` un p-sous-groupe de G :
Proposition 2.5.7. Soient 0 → W
i
→ U
q
→ V → 0 une suite exacte de
kG-modules et P un p-sous-groupe de G. Si W = L⊕W˜ ou` L est un facteur
libre maximal de W vu comme kP -module et si V = L′ ⊕ V˜ ou` L′ est un
facteur libre maximal de V vu comme kP -module, alors U ∼= L′ ⊕ L ⊕ U˜
comme kP -module et IP1 (U) ∩W = I
P
1 (W ) si et seulement si U˜ , vu comme
kP -module, ne posse`de pas de facteur libre.
Preuve : Le kP -module L′ est libre donc projectif ; il existe donc un ho-
momorphisme f : L′ → U telle que qf = i1, ou` i1 est l’inclusion de L
′ dans
V :
L′
f
~~
~
~
~
i1

U q
// // V
Il s’ensuit que la composition : L′
f
−→ U
p1q
−→ L′ est l’identite´, vu que
p1qf = p1i1 = id, ou` p1 : V = L
′ ⊕ V˜ → L′ est la projection sur le premier
facteur. Par conse´quent, l’application θ : L′ ⊕ K → U , ou` K = Ker(p1q),
donne´e par θ(l′+x) = f(l′)+x est un isomorphisme de kP -modules, ce qui
nous permet d’identifier U et L′ ⊕K. Via cette identification, l’application
q : L′⊕K → L′⊕ V˜ est alors donne´e par q(l′+x) = qf(l′)+ q˜(x) = l′+ q˜(x),
ou` q˜ = q|K , et q˜(x) ∈ V˜ puisque q˜(x) = p1q˜(x)+p2q˜(x) = p2q˜(x) ; autrement
dit q = id⊕ q˜.
L’image de l’application i est contenue dans K car p1qi = 0. Comme le
kP -module L est libre donc injectif, il existe un homomorphisme g : K → L
tel que gi = q1 ou` q1 est la projection de W sur L :
L
W
q1
OO
//
i
// K
g
aaC
C
C
C
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De nouveau, la composition L
ij1
−→ K
g
−→ L, ou` j1 est l’inclusion de L dans
W , est l’identite´, vu que gij1 = q1j1 = id. Par conse´quent, l’application
ν : K → L⊕ U˜ , ou` U˜ = Ker(g), donne´e par ν(x) = g(x) + (x− ij1g(x)) est
un isomorphisme de kP -modules. L’application i : L⊕ W˜ → L′ ⊕L⊕ U˜ est
alors donne´e par
i(l + w˜) = 0 + gi(l, w˜) + (i(l, w˜)− ij1gi(l, w˜)) = 0 + l + i(0, w˜)
autrement dit, i = 0⊕ id⊕ ij2, ou` j2 est l’inclusion de W˜ dans W .
L’application q˜ : K ∼= L⊕U˜ → V˜ est donne´e par q˜(l+x) = q(l)+q(x) = q(x)
car, vu la caracte´risation de l’application i ci-dessus, l ∈ Im(i) = Ker(q),
autrement dit q˜ = 0⊕ q|U˜ . La suite exacte de de´part devient ainsi :
0 // L⊕ W˜
incl2⊕i|W˜ // L′ ⊕ L⊕ U˜
proj1⊕q|U˜ // L′ ⊕ V˜ // 0
ou` incl2 est l’inclusion de L dans L
′ ⊕ L et ou` proj1 est la projection de
L′ ⊕ L sur L′.
De plus, les suites 0→ L
incl2→ L′ ⊕ L
proj1→ L′ → 0 et 0→ W˜
i
→ U˜
q
→ V˜ → 0,
ou` i = i|W˜ et q = q|U˜ , sont exactes. En effet, il est clair que i est injective
et que Im(i) ⊆ Ker(q). Si v ∈ V˜ , alors il existe u ∈ U tel que q(u) = v
et u s’e´crit sous la forme l′ + l + u˜. Ainsi v = q(u) = l′ + q(u˜) et comme
l′ = q(u)−q(u˜) ∈ L′∩ V˜ = {0}, q(u) = q(u˜), donc v ∈ Im(q). Par suite, q est
surjective. Finalement, si x ∈ Ker(q), alors il existe w ∈W tel que i(w) = x.
Or w = l + w˜ et i(w) = l + i(w˜), donc l = i(w) − i(w˜) ∈ L ∩ U˜ = {0}. Par
conse´quent, x = i(w˜) ∈ Im(i).
Nous obtenons ainsi que IP1 (W ) = I
P
1 (L)⊕ I
P
1 (W˜ ) et que
IP1 (U) ∩W = I
P
1 (L)⊕
(
IP1 (U˜ ) ∩ W˜
)
vu que IP1 (L) ⊆W et que I
P
1 (L
′)∩W = 0. Donc si IP1 (U˜ )∩W˜ = I
P
1 (W˜ ), alors
il s’ensuivra que IP1 (U)∩W = I
P
1 (W ) ; autrement dit, il suffit de de´montrer
l’e´galite´ IP1 (U) ∩W = I
P
1 (W ) dans le cas ou` W et V ne posse`dent pas de
facteur libre.
Supposons donc qu’il existe une suite exacte 0→ W
i
→ U
q
→ V → 0, ou` W
et V ne posse`dent pas de facteur libre. Par le lemme 2.5.6, IP1 (W ) = 0. Si
U est sans facteur libre, alors, par le meˆme lemme, IP1 (U) = 0 et l’e´galite´
IP1 (U) ∩W = I
P
1 (W ) est ve´rifie´e.
Re´ciproquement, si U = F ⊕ U avec F libre, F 6= 0 et U sans facteur libre,
alors IP1 (U) = Soc(F )⊕ 0. Distinguons deux cas :
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i) Si W ∩ F 6= 0, alors 0 6= Soc(W ∩ F ) ⊆ W ∩ Soc(F ) = W ∩ IP1 (U), et
par conse´quent, IP1 (U) ∩W 6= I
P
1 (W ).
ii) Si W ∩ F = 0, alors q(F ) ∼= F est un facteur direct de V car F est un
module injectif. Or ceci est impossible car V ne posse`de pas de facteur
libre.
Donc si le module U posse`de un facteur libre, alors IP1 (U) ∩W 6= I
P
1 (W ),
ce qui termine la preuve de la proposition.

La proposition pre´ce´dente nous donne imme´diatement le corollaire suivant :
Corollaire 2.5.8. Soit H un sous-groupe de G tel que NG(H)/H est un
p-groupe. Alors
ηH : Ext
1
µk(G)
(TH,V , TH,W )→ Ext
1
kNG(H)
(V,W )
l’homomorphisme d’e´valuation en H, est un isomorphisme si et seulement
si pour tout sous-groupe J de G tel que H ≤ J ≤ NG(H) et pour toute
extension 0 → W
i
→ U
q
→ V → 0 de kNG(H)-modules, le module U , vu
comme kJ/H-module, ne posse`de pas d’autres facteurs libres que ceux de W
et V .
Nous allons terminer cette section en traitant deux cas particuliers : le cas
des p-groupes et le cas ou` le groupe G posse`de un p-sous-groupe de Sylow
normal. Dans ces deux cas, nous allons voir que si les modules V et W sont
simples, autrement dit si nous sommes dans le cas des extensions entre fonc-
teurs simples, alors l’application ηH est surjective, donc bijective, dans le
cas ou` p est impair.
Le cas des p-groupes est en fait un corollaire du the´ore`me suivant :
The´ore`me 2.5.9. Soit H un sous-groupe d’un groupe G et soit k le kNG(H)-
module trivial. Si p est impair, alors
Extµk(G)(SH,k, SH,k)
∼= ExtkNG(H)(k, k)
∼= Hom
(
NG(H), k
+
)
ou` Hom(NG(H), k
+) est l’espace vectoriel des homomorphismes de groupes
de NG(H) vers le groupe additif k
+ de k.
Si p = 2, alors Extµk(G)(SH,k, SH,k) est isomorphe au sous-groupe des ex-
tensions U de k par k, telles que les e´le´ments d’ordre 2 de NG(H) agissent
trivialement sur U . Par conse´quent,
Extµk(G)(SH,k, SH,k)
∼= Hom
(
NG(H)/IH , k
+
)
ou` IH est le sous-groupe de NG(H) engendre´ par les involutions.
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Preuve : Pour l’isomorphisme entre ExtkNG(H)(k, k) et Hom
(
NG(H), k
+
)
,
voir [Ben91], propositions 3.14.2 et 3.14.3.
Inte´ressons-nous donc au premier isomorphisme. Vu la proposition 2.5.4,
Extµk(G)(SH,k, SH,k)
∼= ExtkNG(H)(k, k) si et seulement si pour tout sous-
groupe K/H de NG(H)/H et pour toute extension 0 → W
i
→ U
q
→ V → 0
de kNG(H)-modules, ou` V ∼= k ∼=W , nous avons I
K
H (U) ∩W = I
K
H (W ).
Soit H ≤ K ≤ NG(H). Si l’ordre du groupe K/H est premier a` p, nous
obtenons que
IKH (U) ∩W = U
K ∩W =WK = IKH (W )
vu que l’application IKH : U
H → UK est surjective. Supposons donc que p
divise l’ordre de K/H. Nous avons alors IKH (W ) = [K : H] ·W = 0. Soit
S/H ∼= Cp un sous-groupe minimal de K/H, engendre´ par un e´le´ment g.
Comme ISH(k) = 0 et que U/W
∼= V ∼= k, nous obtenons que ISH(U) ⊆W .
Supposons p impair. Si x ∈ U , alors gx = x ou` x est l’image de x dans U/W ,
qui est isomorphe au module trivial k. Il existe donc un e´le´ment w ∈W tel
que gx = x+ w, et par conse´quent,
ISH(x) =
p−1∑
i=0
gix = px+
p−1∑
i=0
iw = px+
p(p− 1)
2
w = 0.
Il s’ensuit que IKH (U) = I
K
S (I
S
H(U)) = I
K
S (0) = 0, et ainsi,
IKH (U) ∩W = I
K
H (U) = 0 = I
K
H (W ).
Si p = 2 et que les e´le´ments d’ordre 2 de NG(H)/H agissent trivialement
sur U , alors gx = x pour tout x ∈ U et comme avant, ISH(U) = 0, donc
IKH (U) = 0.
D’autre part, s’il existe un e´le´ment j ∈ NG(H) d’ordre 2 et un e´le´ment
x ∈ U tel que jx = x + w avec w ∈ W , w 6= 0, alors IJH(x) = w 6= 0 ou`
J/H = 〈j〉. Par conse´quent, IJH(U) ∩W = I
J
H(U) 6= 0 = I
J
H(W ), donc une
telle extension U ne provient pas d’une extension de SH,k par SH,k.

Remarque : Le cas ou` p est impair peut aussi eˆtre vu comme une conse´-
quence directe du corollaire 2.5.8. En effet, pour toute extension U de k
par k, le kP -module U est de dimension 2, donc il ne peut pas posse´der
de facteur libre si P est un p-groupe non trivial. Pour p = 2, au contraire,
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cela devient possible et meˆme, cela se produit, comme nous l’avons vu dans
l’exemple de la page 91.
Comme le seul kP -module simple est le module trivial si P est un p-groupe
(voir la proposition 1.3.3), nous obtenons imme´diatement le corollaire sui-
vant qui de´crit entie`rement les groupes d’extension entre foncteurs simples,
associe´s a` P , indexe´s par le meˆme sous-groupe :
Corollaire 2.5.10. Soit H un sous-groupe d’un p-groupe P . Si p est impair,
alors
Extµk(P )(SH,k, SH,k)
∼= ExtkNP (H)(k, k)
∼= Hom
(
NP (H), k
+
)
ou` Hom(NP (H), k
+) est l’espace vectoriel des homomorphismes de groupes
de NP (H) vers le groupe additif k
+ de k.
Si p = 2, alors Extµk(P )(SH,k, SH,k) est isomorphe au sous-groupe des ex-
tensions U de k par k, telles que les e´le´ments d’ordre 2 de NP (H) agissent
trivialement sur U . Par conse´quent,
Extµk(P )(SH,k, SH,k)
∼= Hom
(
NP (H)/IH , k
+
)
ou` IH est le sous-groupe de NP (H) engendre´ par les involutions.
Traitons ensuite le cas ou` le groupe G posse`de un sous-groupe de Sylow
normal :
The´ore`me 2.5.11. Soient G un groupe posse´dant un p-sous-groupe de Sy-
low P normal, H ≤ G et V , W des kNG(H)-modules simples. Si p est
impair, alors
Extµk(G)(SH,V , SH,W )
∼= ExtkNG(H)(V,W ).
Si p = 2, alors Extµk(G)(SH,V , SH,W ) est isomorphe au sous-groupe des ex-
tensions U de W par V telles que les e´le´ments d’ordre 2 de NG(H) agissent
trivialement sur U .
Preuve : Rappelons tout d’abord que par la proposition 2.4.1,
Ext1µk(G)(S
G
H,V , S
G
H,W ) = Ext
1
µk(NG(H))
(
T
NG(H)
H,V , T
NG(H)
H,W
)
et comme NNG(H)(H) = NG(H), nous obtenons T
NG(H)
H,V = S
NG(H)
H,V et
T
NG(H)
H,W = S
NG(H)
H,W , vu que les modules V et W sont simples. Nous pou-
vons donc nous ramener au cas ou` le sous-groupe H est normal.
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Par la proposition 2.5.4, le groupe Ext
(
SH,V , SH,W
)
est isomorphe au sous-
groupe de Ext(V,W ) constitue´ des extensions U de V par W , telles que
IKH (U) ∩W = I
K
H (W ) pour tout sous-groupe K de G contenant H. Fixons
donc une telle extension et un sous-groupe K/H de G/H. Distinguons en-
suite deux cas :
i) Si p divise l’ordre de K/H : comme P/(P ∩ H) ∼= PH/H est normal
dans G/H, il agit trivialement sur V et W (voir la remarque qui suit le
the´ore`me 1.3.7). Fixons J/H ∼= Cp, engendre´ par g ∈ G, un sous-groupe
de K/H d’ordre p. Comme J/H est un sous-groupe de PH/H, il agit
aussi trivialement sur V etW . Il s’ensuit que IKH (W ) = I
K
J (I
J
H(W )) = 0.
De meˆme IKH (V ) = 0 et comme U/W
∼= V , cela implique IKH (U) ⊆ W .
Supposons que p est impair.
Si x ∈ U , alors gx = x+w avec w ∈W et donc, comme dans la preuve
du the´ore`me 2.5.9,
IJH(x) =
p−1∑
i=0
gix = px+
p−1∑
i=0
iw = px+
p(p− 1)
2
w = 0.
Donc IKH (U) ∩ W = I
K
J (I
J
H(U)) ∩ W = 0 = I
K
H (W ) ; autrement dit
Ext
(
SH,V , SH,W
)
∼= Ext(V,W ).
Si p = 2 et que les e´le´ments d’ordre 2 de NG(H) agissent trivialement
sur U , alors gx = x pour tout x ∈ U et comme avant, IKH (U) = 0.
Sinon, comme dans le cas des p-groupes, IKH (U) ∩W 6= I
K
H (W ).
ii) Si l’ordre deK/H est premier a` p, nous obtenons, comme dans la preuve
du the´ore`me 2.5.9, que
IKH (U) ∩W = U
K/H ∩W =WK/H = IKH (W )
vu que l’application IKH : U
H → UK est surjective. Par conse´quent,
Ext
(
SH,V , SH,W
)
∼= Ext(V,W ).

2.5.1 Exemple du groupe S4
Comme a` la fin de la section pre´ce´dente, nous allons utiliser les re´sultats
de cette section pour de´terminer les groupes d’extension entre les foncteurs
de Mackey simples, indexe´s par le meˆme sous-groupe, associe´s au groupe
G = S4 et sur un corps k alge´briquement clos, de caracte´ristique 2. Rappe-
lons que la liste comple`te des foncteurs de Mackey simples associe´s a` G est
donne´e par : S1,k, S1,V , SC˜2,k, SC2,k, SC3,k, SS3,k, SV˜4,k, SV4,k, SV4,S, SC4,k,
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SD8,k, SA4,k et SG,k (voir la page 82).
De plus, vu le the´ore`me 2.5.9, Extµk(G)(SH,k, SH,k) est isomorphe au sous-
groupe des extensions U de k par k, telles que les e´le´ments d’ordre 2 de
NG(H) agissent trivialement sur U . OrNG(H) est engendre´ par des e´le´ments
d’ordre 2, pour tout H ≤ S4. Par conse´quent Extµk(S4)(SH,k, SH,k) = 0 pour
tout sous-groupe H de S4.
Remarquons ensuite que l’e´valuation en V4 induit un homomorphisme de
Extµk(G)(SV4,S, SV4,S) dans ExtkG/V4(S, S), qui est injectif (voir la propo-
sition 2.5.2). Or S est un kG/V4-module projectif, vu qu’il s’identifie au
kS3-module simple de dimension 2, et par conse´quent, le groupe pre´ce´dent
est trivial, donc Extµk(G)(SV4,S , SV4,S) = 0.
Il nous reste donc a` calculer Ext(S1,k, S1,V ) et Ext(S1,V , S1,V ) et, de nou-
veau, l’e´valuation en 1 induit un homomorphisme injectif de ces groupes dans
ExtkG(k, V ) et ExtkG(V, V ) respectivement. Nous allons donc tout d’abord
de´terminer ces groupes d’extension entre kG-modules afin d’obtenir des in-
formations sur les groupes d’extension entre foncteurs de Mackey correspon-
dants.
Commenc¸ons par calculer ExtkG(k, V ). Rappelons que le sous-groupe V4 est
un 2-sous-groupe normal de G, donc il agit trivialement sur V (voir la re-
marque qui suit le the´ore`me 1.3.7) ; autrement dit, V posse`de une structure
de kG/V4-module simple. Or G/V4 ∼= S3, donc Res
G
S3(V ) est le kS3-module
simple de dimension 2, qui est e´galement projectif. Par conse´quent, le mo-
dule IndGS3Res
G
S3(V ) est projectif (voir la proposition 1.3.6).
De plus, par la proposition 1.3.6,
IndGS3Res
G
S3(V )
∼= IndGS3(k ⊗k Res
G
S3(V ))
∼= IndGS3(k)⊗k V
donc il existe une surjection de IndGS3Res
G
S3(V ) dans V . Finalement, comme
IndGS3Res
G
S3(V ) est de dimension 8, il s’ensuit qu’il doit eˆtre inde´composable,
vu la proposition 1.3.4. C’est donc la couverture projective PV de V .
Vu la proposition 1.3.6,
0 6= HomkS3(k, k)
∼= HomkS3(k,Res
G
S3k)
∼= HomkS4
(
IndGS3(k), k
)
donc il existe une suite exacte courte 0 → Ω → IndGS3(k) → k → 0, qui
induit, en tensorisant par V , la suite exacte courte suivante :
0→ Ω⊗k V → PV → V → 0.
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Par ailleurs, cette suite nous permet d’obtenir la suite exacte longue suivante,
vu la proposition 1.2.20 :
0→ HomkG(V, k)→ HomkG(PV , k)→ HomkG(Ω⊗k V, k)
→ ExtkG(V, k)→ 0
Comme le seul quotient simple du module PV est V , HomkG(PV , k) = 0
et, par conse´quent, ExtkG(V, k) ∼= HomkG(V ⊗k Ω, k). Or, pour tous kG-
modules U1, U2 et U3, HomkG(U1 ⊗k U2, U3) ∼= HomkG(U1, (U2)
? ⊗k U3)
(voir [Alp86], lemme 3, section 7). Par suite
HomkG(Ω ⊗k V, k) ∼= HomkG(Ω, V
? ⊗k k) ∼= HomkG(Ω, V )
ou` le dernier isomorphisme se de´duit du fait que V ? ⊗k k ∼= V
? ∼= V , car,
comme V est l’unique kG-module simple de dimension 2, il doit eˆtre iso-
morphe a` son dual. Il faut donc de´terminer si le module simple V est un
quotient de Ω. Dans ce but, nous allons commencer par de´terminer la struc-
ture du module IndGS3(k). Par la proposition 1.3.6,
HomkS3(k, k)
∼= HomkG
(
IndGS3(k), k
)
et HomkS3(k, k)
∼= HomkG
(
k, IndGS3(k)
)
et, vu le lemme de Schur (voir la proposition 1.2.24), HomkS3(k, k)
∼= k. Par
conse´quent, le module IndGS3(k) posse`de un unique sous-module isomorphe
au module trivial k et un unique quotient isomorphe a` k. Comme le seul
autre kG-module simple est V , que
HomkG(Ind
G
S3(k), V )
∼= HomkS3(k,Res
G
S3(V )) = 0
et que
HomkG(V, Ind
G
S3(k))
∼= HomkS3(Res
G
S3(V ), k) = 0
car ResGS3(V ) est un module simple non trivial, il s’ensuit que la teˆte et le
socle du module IndGS3(k) sont tous deux isomorphes au module trivial k.
Il faut ensuite de´terminer les autres facteurs de composition de IndGS3(k).
Remarquons tout d’abord que Pk, la couverture projective de k est e´gale
a` IndGC3(k). En effet, en utilisant plusieurs fois la proposition 1.3.6, nous
obtenons les faits suivants : comme k est un kC3-module projectif, vu que
le corps k est de caracte´ristique 2, IndGC3(k) est un kG-module projectif.
Comme dimk
(
IndGC3(k)
)
= 8, il est inde´composable et finalement, comme
HomkG
(
IndGC3(k), k
)
∼= HomkC3(k, k)
∼= k, alors Pk = Ind
G
C3(k). En utilisant
toujours la meˆme proposition, nous avons alors :
HomkG(Pk, Ind
G
S3(k))
∼= HomkS3(Res
G
S3Ind
G
C3(k), k)
∼=
⊕
g∈[S3\G/S3]
HomkS3
(
k
[
S3/S3 ∩
gC3
]
, k
)
∼= HomkS3(kS3/C3, k)⊕HomkS3(kS3/1, k)
103
Chapitre II. Groupes d’extension de degre´ 1
donc dimk(HomkG(Pk, Ind
G
S3(k))) = 2 et, par conse´quent, Ind
G
S3(k) ne pos-
se`de que deux facteurs de composition isomorphes a` k. Les couches de la
se´rie de Loewy de IndGS3(k) se repre´sentent donc de la manie`re suivante :
k
V
k
. Par conse´quent, la teˆte de Ω est e´gale a` V , car c’est le noyau de la
surjection de IndGS3(k) sur k.
Finalement, nous obtenons, a` l’aide du lemme 2.1.2, que
ExtkG(k, V ) ∼= ExtkG(V
?, k?) ∼= ExtkG(V, k) ∼= HomkG(Ω, V ) ∼= k.
ou` nous avons utilise´ le fait que kG ∼= (kG)op via l’automorphisme qui envoie
g sur g−1 pour tout g ∈ G.
Nous pouvons a` pre´sent de´terminer Ext(S1,k, S1,V ). Vu ce qui pre´ce`de, nous
savons que sa dimension sur k est au plus e´gale a` 1 et, plus pre´cise´ment, sa
dimension sera 1 si l’application d’e´valuation en le sous-groupe trivial est
surjective. Cela est encore e´quivalent a` demander que pour toute extension
de kG-modules 0 → V → E → k → 0, et pour tout sous-groupe J de G,
IJ1 (E) ∩ V = I
J
1 (V ) (voir la proposition 2.5.4).
Nous avons vu que le module Ω est unise´riel et les couches de sa se´rie de
Loewy peuvent se repre´senter par Vk . Par conse´quent, il existe une suite
exacte courte non scinde´e de la forme 0 → k → Ω → V → 0. Comme
V ∼= V ? et k ∼= k?, il existe ainsi, par dualite´, une suite exacte courte non
scinde´e :
0→ V → Ω? → k → 0.
Comme Ω est le noyau de la surjection de IndGS3(k) sur k, nous pouvons
le de´terminer explicitement, ainsi que son dual. Nous obtenons alors que le
kG-module Ω? posse`de une k-base B = {e1, e2, e3} sur laquelle l’action de
G est donne´e de la manie`re suivante : posons G = 〈a, b〉, avec a = (1234),
b = (12), alors ae1 = e2, be1 = e2, ae2 = e3, be2 = e1, ae3 = e1 + e2 + e3 et
be3 = e3. En particulier, V s’identifie avec le sous-module de Ω
? engendre´
par e2 + e3 et e1 + e3.
Conside´rons alors le sous-groupe J = 〈(12)(34)〉 de G. Comme J est un
sous-groupe de V4 qui est normal dans G, J agit trivialement sur V , donc
IJ1 (V ) = |J | ·V = 0. Par ailleurs, nous obtenons que I
J
1 (Ω
?) = vectk(e1+e2)
et par conse´quent,
IJ1 (Ω
?) ∩ V = vectk(e1 + e2) 6= 0 = I
J
1 (V ).
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Il s’ensuit que l’application d’e´valuation en le sous-groupe trivial n’est pas
surjective, et donc
Ext(S1,k, S1,V ) = 0.
Inte´ressons-nous ensuite au groupe ExtkG(V, V ). Vu la proposition 1.2.20,
la suite exacte courte 0 → Ω ⊗k V → PV → V → 0 induit la suite exacte
longue suivante :
0→ HomkG(V, V )→ HomkG(PV , V )→ HomkG(Ω⊗k V, V )
→ ExtkG(V, V )→ 0
Comme HomkG(V, V ) ∼= k ∼= HomkG(PV , V ) (voir le lemme 1.2.24 et la
proposition 1.2.13), il s’ensuit que
ExtkG(V, V ) ∼= HomkG(Ω⊗k V, V ) ∼= HomkG(Ω, V
? ⊗k V )
∼= HomkG(Ω, V ⊗k V ).
Le socle du module V ⊗k V est e´gal a` k ⊕ V . Explicitement, le module V
posse`de deux ge´ne´rateurs x et y, et l’action de G = 〈a, b〉 est donne´e par
ax = x + y, ay = y, bx = y et by = x. Notons u et v les ge´ne´rateurs cor-
respondants de la deuxie`me copie de V . Le module V ⊗k V posse`de alors la
k-base {f1 = x⊗ u, f2 = x⊗ v, f3 = y ⊗ u, f4 = y ⊗ v}. De plus vect(f2, f3)
est un sous-module de V ⊗kV isomorphe a` k et vect(f1+f2+f3, f2+f3+f4)
est un sous-module de V ⊗k V isomorphe a` V .
Si f ∈ HomkG(Ω, V ⊗k V ), alors f ne peut pas eˆtre injectif. En effet, si c’est
le cas, alors Ω/k s’identifie a` un sous-module de (V ⊗kV )/k, qui est unise´riel
car son socle est e´gal a` V , vu ce qui pre´ce`de. Il s’ensuit que Ω/k ∼= (k⊕V )/k
et ainsi, Ω ∼= V ⊕ k, ce qui contredit le fait que le socle de Ω est e´gal a` k.
Par conse´quent, le noyau d’un homomorphisme non nul de Ω dans V ⊗k V
doit eˆtre e´gal a` k. Donc
HomkG(Ω, V ⊗k V ) ∼= HomkG(Ω/k, V ⊗k V ) ∼= HomkG(V, V ⊗k V )
∼= HomkG(V, k ⊕ V ) ∼= k.
et ainsi, ExtkG(V, V ) ∼= k.
Passons au calcul de Ext(S1,V , S1,V ). Comme auparavant, nous savons que sa
dimension sur k est au plus e´gale a` 1 et, plus pre´cise´ment, sa dimension sera
1 si l’application d’e´valuation en le sous-groupe trivial est surjective. Cela
est encore e´quivalent a` demander que pour toute extension de kG-modules
0→ V → E → V → 0, et pour tout sous-groupe J de G, IJ1 (E)∩V = I
J
1 (V ).
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Commenc¸ons par construire une extension non triviale de V par V . Dans
ce but, il suffit de conside´rer l’homomorphisme d’inclusion canonique de V
dans k⊕V , puis de suivre les isomorphismes ci-dessus. Cela nous permet de
construire une suite exacte courte non scinde´e :
0→ V → E → V → 0
ou` E est posse`de une k-base {ε1, ε2, ε3, ε4} sur laquelle le groupe G = 〈a, b〉
agit par aε1 = ε1 + ε2, bε1 = ε2, aε2 = ε2, bε2 = ε1, aε3 = ε2 + ε3 + ε4,
bε3 = ε4, aε4 = ε1+ε4 et bε4 = ε3. Le module engendre´ par ε1 et ε2 est alors
un sous-module de E isomorphe a` V , et le quotient correspondant de E est
e´galement isomorphe a` V . Conside´rons le sous-groupe J ′ = 〈c〉 ∼= C3 de G,
ou` c = (123). Par calcul, nous obtenons que IJ
′
1 (V ) = 0 et que I
J ′
1 (E) = V .
Donc
IJ
′
1 (E) ∩ V = V 6= 0 = I
J ′
1 (V ).
Il s’ensuit que l’application d’e´valuation en le sous-groupe trivial n’est pas
surjective, et donc
Ext(S1,V , S1,V ) = 0.
Nous pouvons a` pre´sent donner le tableau des valeurs de tous les groupes
d’extension entre foncteurs simples associe´s au groupe S4 :
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S1,k S1,V SC˜2,k SC2,k SC3,k SV4,k SV4,S SV˜4,k SC4,k SS3,k SD8,k SA4,k SG,k
S1,k 0 0 k k 0 0 0 0 0 0 0 0 0
S1,V 0 0 k 0 0 0 0 0 0 0 0 0
SC˜2,k 0 0 0 0 0 k 0 0 0 0 0
SC2,k 0 0 k k k k 0 0 0 0
SC3,k 0 0 0 0 0 k 0 0 0
SV4,k 0 0 0 0 0 k 0 0
SV4,S 0 0 0 0 0 0 0
SV˜4,k 0 0 0 k 0 0
SC4,k 0 0 k 0 0
SS3,k 0 0 0 0
SD8,k 0 0 0
SA4,k 0 k
SG,k 0
Tab. II.1 – Les groupes d’extension de degre´ 1 des foncteurs de Mackey simples associe´ a` S4.
Chapitre III
Extensions de degre´
supe´rieur et re´solutions
projectives
Comme nous l’avons vu dans le chapitre pre´ce´dent, les groupes d’extension
de degre´ 1 entre foncteurs simples nous permettent de de´crire la deuxie`me
couche de la se´rie de Loewy des foncteurs projectifs inde´composables cor-
respondants. Par ailleurs, si SH,V est un foncteur de Mackey simple, sa
couverture projective est le foncteur PH,V , donc il existe une suite exacte
courte
0→ Rad(PH,V )→ PH,V → SH,V → 0.
Par conse´quent, si l’on connaˆıt la teˆte du module Rad(PH,V ), qui est donne´e
justement par la deuxie`me couche de la se´rie de Loewy de PH,V , c’est-a`-
dire Rad(PH,V )/Rad
2(PH,V ) =
⊕
i SHi,Vi , alors nous pouvons construire le
de´but d’une re´solution projective, qui sera de plus minimale, du foncteur
SH,V . Explicitement la situation est la suivante :
⊕
i PHi,Vi
//
&& &&MM
MM
MM
MM
MM
PH,V // // SH,V // 0
Rad(PH,V )
, 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En re´sume´, les groupes d’extension de degre´ 1 nous permettent de de´terminer
le de´but d’une re´solution projective minimale d’un foncteur simple. En fait,
plus ge´ne´ralement, les groupes d’extension de degre´ supe´rieur vont nous
permettre de construire entie`rement ces re´solutions, vu la section ci-apre`s.
Nous allons donc nous inte´resser, dans ce chapitre, aux groupes d’extension
de degre´ supe´rieur ou e´gal a` 1, entre foncteurs de Mackey simples, ainsi
qu’aux re´solutions projectives minimales de ces meˆmes foncteurs. Pour ce
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faire, nous allons nous placer dans le cas des groupes posse´dant un p-sous-
groupe de Sylow d’ordre p. En effet, sous cette hypothe`se, la structure des
foncteurs de Mackey projectifs inde´composables est de´crite explicitement
dans [TW95]. Nous allons donc commencer par quelques rappels sur les
re´solutions projectives minimales. Puis nous verrons que la re´solution pro-
jective minimale des foncteurs de Mackey simples associe´s a` un groupe G
posse´dant un p-sous-groupe de Sylow d’ordre p, est pe´riodique. Finalement
nous e´tudierons le lien entre les groupes d’extension sur l’alge`bre de Mackey
et ceux sur l’alge`bre de Mackey cohomologique.
3.1 Re´solutions projectives minimales : quelques
rappels
Fixons une k-alge`bre A de dimension finie sur un corps k alge´briquement
clos. Une re´solution projective minimale d’unA-moduleM est une re´solution
projective de M dont les termes sont de dimension sur k aussi petite que
possible. Plus pre´cise´ment, une telle re´solution peut se de´finir de la manie`re
suivante :
De´finition 3.1.1. Une re´solution projective
. . . −→ P2
δ2−→ P1
δ1−→ P0
δ0−→M −→ 0
d’un A-module M est minimale si δn(Pn) ⊆ Rad(Pn−1) pour tout n > 0.
Comme nous allons le voir, dans le cas d’une k-alge`bre A de dimension finie,
une re´solution projective minimale existe toujours et de plus, elle est unique.
Pour construire une telle re´solution, nous avons besoin de la de´finition sui-
vante :
De´finition 3.1.2. Soient A une k-alge`bre de dimension finie, M un A-
module et PM la couverture projective de M . Le translate´ de Heller de M ,
note´ Ω(M), est le noyau de la surjection de PM sur M . Il est de´fini a`
isomorphisme pre`s, vu qu’il en va de meˆme pour PM . On de´finit ensuite,
par re´currence, Ωn(M) par Ω(Ωn−1(M)), pour tout n ≥ 2.
Proposition 3.1.3. Soient A une k-alge`bre de dimension finie et M un A-
module. Tout A-module posse`de une unique re´solution projective minimale.
De plus, si l’alge`bre A est auto-injective (voir de´finition 1.2.9), alors :
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i) le module Ω(M) ne posse`de pas de facteur projectif,
ii) les seuls A-modules qui posse`dent une re´solution projective finie sont
les modules projectifs.
Preuve : Pour l’existence d’une unique re´solution projective minimale, voir
[Ben91], section 2.4. Supposons ensuite A auto-injective. Si Q est un fac-
teur projectif de Ω(M), alors il est e´galement injectif. Par conse´quent, c’est
un facteur direct de PM , la couverture projective de M , ce qui contredit la
minimalite´ de PM . Par conse´quent, Ω(M) ne peut pas posse´der de facteur
projectif. Le point ii) de´coule alors de i). En effet, si un module non pro-
jectif posse`de une re´solution projective finie, alors sa re´solution projective
minimale est finie, donc un des noyaux des diffe´rentielles doit eˆtre projectif,
ce qui contredit l’assertion i).

Remarque : La re´solution projective minimale d’un A-module M , ou` A
est une k-alge`bre A de dimension finie, se calcule de la manie`re suivante :
soit P0 = PM la couverture projective de M . Il existe alors un homomor-
phisme surjectif δ0 : P0 →M , dont le noyau est Ω(M). En particulier, Ω(M)
est contenu dans le radical de P0. On pose ensuite P1 = PΩ(M), la couver-
ture projective du module Ω(M), donc il existe un homomorphisme surjectif
ϕ : P1 → Ω(M), dont le noyau est Ω
2(M). A nouveau, Ω2(M) est contenu
dans Rad(P1). Puis on conside`re la couverture projective de Ω
2(M) et on
continue ainsi a` construire la re´solution projective de M .
Le proble`me de de´terminer la re´solution projective d’un A-module M est
directement lie´ aux calculs des groupes d’extension entre M et n’importe
quel A-module simple, vu le re´sultat suivant :
Proposition 3.1.4. Soient A une k-alge`bre de dimension finie, M un A-
module et
(P?, ϕ?) : . . . −→ Pn
ϕn
−→ Pn−1
ϕn−1
−→ . . .
ϕ1
−→ P0
ϕ0
−→M −→ 0
une re´solution projective de M . Les assertions suivantes sont e´quivalentes :
i) (P?, ϕ?) est une re´solution projective minimale de M .
ii) Si S est un A-module simple, alors pour tout n > 0,
HomA(Pn, S) ∼= Ext
n
A(M,S).
iii) Si S est un A-module simple, alors pour tout n ≥ 0, HomA(ϕn, S) = 0.
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iv) Si (Q?, ?) est une re´solution projective de M , alors tout morphisme
de complexe de (P?, ϕ?) dans (Q?, ?), qui prolonge l’identite´ sur M ,
est injectif.
v) Si (Q?, ?) est une re´solution projective de M , alors tout morphisme
de complexe de (Q?, ?) sur (P?, ϕ?), qui prolonge l’identite´ sur M , est
surjectif.
De plus, si les assertions ci-dessus sont ve´rifie´es, alors
Pi =
⊕
S
(PS)
dimk(ExtiA(M,S))
ou` S parcourt les classes d’isomorphisme de A-modules simples et ou` PS est
la couverture projective de S.
Preuve : Pour l’e´quivalence des assertions, voir [CTVEZ03], proposition
3.2.3 (l’e´nonce´ est donne´ pour une alge`bre de groupe kG ou` G est un groupe
fini, mais il se ge´ne´ralise tel quel a` une k-alge`bre de dimension finie, auto-
injective).
Supposons ensuite que les assertions sont ve´rifie´es. Si P est un A-module
projectif, il existe des modules projectifs inde´composables P1, . . . , Pr tels que
P = P1⊕· · ·⊕Pr. Or tout module projectif inde´composable est la couverture
projective d’un module simple, qui est sa teˆte (voir la proposition 1.2.13).
Donc il existe des modules simples S1, . . . , Sr tels que Pi = PSi pour tout
i = 1, . . . , r. Par conse´quent, si T est un A-module simple,
HomA(P, T ) ∼=
r⊕
i=1
HomA(Pi, T ) ∼=
r⊕
i=1
HomA(Si, T )
et, par le lemme de Schur, la dimension de ce dernier terme est e´gale au
nombre de modules Si isomorphes a` T , et par suite, au nombre de fois que
le module PT apparaˆıt dans P . En re´sume´,
P =
⊕
T simples
(PT )
dimk(HomA(P,T ))
En appliquant l’e´galite´ pre´ce´dente a` Pi et en utilisant l’isomorphisme entre
ExtnA(M,S) et HomA(Pn, S), pour tout A-module simple S, nous obtenons
le re´sultat cherche´.

Une question importante qui se pose lorsque l’on travaille avec des re´solutions
projectives minimales est de de´terminer si elles sont pe´riodiques. C’est un
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proble`me qui a e´te´ re´solu dans le cas des alge`bres de groupes. En particulier,
si A = kG une alge`bre d’un groupe fini G, la complexite´ d’un kG-module
M est le taux de croissance d’une re´solution projective minimale de M . Par
exemple,M a une complexite´ nulle si et seulement s’il posse`de une re´solution
projective finie, ce qui, en fait, n’arrive que si le module est projectif (voir
[Ben91], proposition 3.1.2). Le module M a une complexite´ de 1 si et seule-
ment si tous les modules de sa re´solution minimale sont de dimension borne´e.
Or il se trouve qu’un module a une complexite´ de 1 exactement lorsque sa
re´solution projective minimale est pe´riodique. Nous allons, dans la suite de
ce chapitre, nous inte´resser a` ce proble`me pour l’alge`bre de Mackey, µk(G),
dans le cas ou` le groupe G posse`de un p-sous-groupe de Sylow d’ordre p.
Soit M un A-module, ou` A est une k-alge`bre de dimension finie, auto-
injective. Nous allons voir que pour montrer que la re´solution projective
minimale d’un module M est pe´riodique, il suffit de trouver une re´solution
projective pe´riodique de M . Mais avant cela, nous avons besoin de quelques
re´sultats pre´liminaires :
Lemme 3.1.5. (Schanuel)
Soient 0 → M1 → P1 → M → 0 et 0 → M2 → P2 → M → 0 deux suites
exactes courtes de modules avec P1 et P2 projectifs. AlorsM1⊕P2 ∼= P1⊕M2.
Preuve : voir [Ben91], lemme 1.5.3.
Proposition 3.1.6. Soient A une k-alge`bre de dimension finie et M , N
des A-modules de type fini. Pour toute suite exacte :
0 −→ N −→ Pn−1
δn−1
−→ . . .
δ1−→ P0
δ0−→M −→ 0
ou` les Pi sont des A-modules projectifs, pour tout i, il existe une sous-suite
exacte :
0 −→ N ′ −→ P ′n−1 −→ . . . −→ P
′
0 −→M −→ 0
ou` N ′ est un facteur direct de N , P ′i est un facteur direct de Pi et de plus,
P ′i est le i
e`me terme de la re´solution projective minimale de M , pour tout
i = 1, . . . , n − 1.
Preuve : Notons P ′i le i
e`me terme de la re´solution projective minimale de
M , pour tout i = 1, . . . , n − 1 ; et montrons, par re´currence sur i, que P ′i
est un facteur direct du module Pi. Rappelons que Ω
r(M) est le noyau de
la re`me diffe´rentielle de la re´solution projective minimale deM et que P ′i est
la couverture projective de Ωi(M).
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Commenc¸ons par montrer le re´sultat suivant : si N est un A-module et P
est un A-module projectif tel qu’il existe une surjection ϕ : P → N , alors il
existe un module Q tel que P ∼= PN ⊕Q et que Ker(ϕ) ∼= Ω(N)⊕Q.
Comme P est un module projectif, il existe un homomorphisme h : P → PN
tel ϕ = ph ou` p est la surjection canonique de PN sur N . En particulier,
h(P ) est un sous-module de PN qui se surjecte sur N et par conse´quent,
h(P ) = PN par de´finition de la couverture projective ; en d’autres termes, h
est surjectif. Comme PN est projectif, il s’ensuit qu’il existe un module Q
tel que P ∼= PN ⊕Q. Par ailleurs, le lemme de Schanuel (lemme 3.1.5), nous
dit que
Ker(ϕ) ⊕ PN ∼= Ω(N)⊕ P ∼= Ω(N)⊕ PN ⊕Q.
Par conse´quent, Ker(ϕ) ∼= Ω(N) ⊕ Q vu le the´ore`me de Krull-Schmidt
(the´ore`me 1.2.11).
Nous pouvons a` pre´sent de´montrer la proposition. Vu ce qui pre´ce`de, il
existe un module Q0 tel que P0 ∼= P
′
0 ⊕ Q0 et que Ker(δ0)
∼= Ω(M) ⊕ Q0,
car P ′0
∼= PM et que P0 se surjecte sur M . Comme Ker(δ0) = Im(δ1), P1
se surjecte sur Q0 qui est projectif, donc il existe un module P˜1 tel que
P1 = P˜1 ⊕Q0. Par conse´quent,
δ1 = δ1|P˜1 ⊕ id : P˜1 ⊕Q0 −→ P
′
0 ⊕Q0
et Im(δ2) ⊆ P˜1. Nous obtenons ainsi une nouvelle suite exacte :
0 −→ N −→ Pn−1
δn−1
−→ . . .
δ2−→ P˜1
δ1|P˜1−→ P ′0
δ0|P ′0−→ M −→ 0
ou` P ′0 est un facteur direct de P0 et ou` le noyau de δ0|P ′0 est e´gal a` Ω(M).
Supposons ensuite, par re´currence, qu’il existe une suite exacte :
0 −→ N −→ Pn−1
δn−1
−→ . . .
δr−→ P˜r−1
δr−1|P˜r−1
−→ P ′r−2
δr−2|P ′
r−2
−→ . . . −→M −→ 0
ou` P ′i est un facteur direct de Pi pour i = 0, . . . , r − 2 et ou` le noyau de
δr−2|P ′r−2 est e´gal Ω
r−1(M). Comme auparavant, il existe un module Qr−1
tel que P˜r−1 = P
′
r−1 ⊕Qr−1 et que Ker
(
δr−1|P˜r−1
)
∼= Ωr(M)⊕Qr−1.
Comme Ker(δr−1) = Im(δr), Pr se surjecte sur Qr−1 qui est projectif, donc,
il existe un module P˜r tel que Pr = P˜r ⊕ Qr−1 (si r = n, alors Pr = N) et
que
δr = δr|P˜r ⊕ id : P˜r ⊕Qr−1 −→ P
′
r−1 ⊕Qr−1.
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Nous obtenons donc une nouvelle suite exacte, en simplifiant les modules
Qr−1 et en remplac¸ant l’application δr par δr|P˜r , ce qui termine la preuve
de la proposition.

La proposition pre´ce´dente nous permet a` pre´sent d’e´noncer le re´sultat qui
nous inte´resse :
Corollaire 3.1.7. Soient A une k-alge`bre de dimension finie auto-injective
et M un A-module inde´composable. Si M posse`de une re´solution projective
pe´riodique de pe´riode n, alors soit M est projectif, soit la re´solution projec-
tive minimale de M est pe´riodique, de pe´riode divisant n.
Preuve : Supposons queM n’est pas projectif et qu’il posse`de une re´solution
projective pe´riodique, de pe´riode n. Il existe alors une suite exacte :
0→M → Pn−1 → · · · → P0 →M → 0
ou` les modules Pi sont projectifs. Par la proposition 3.1.6, il existe alors une
suite exacte :
0→M ′ → P ′n−1 → · · · → P
′
0 →M → 0
ou` P ′i est isomorphe au i
e`me terme de la re´solution projective minimale
de M , pour tout i = 1, . . . , n − 1. De plus, M ′ est un facteur direct de
M qui doit eˆtre non nul vu que le module M n’est pas projectif (voir la
proposition 3.1.3). Comme M est inde´composable, il s’ensuit que M ′ =M .
Par conse´quent, la re´solution projective minimale de M est pe´riodique, de
pe´riode divisant n.

Proposition 3.1.8. Soient A une k-alge`bre de dimension finie auto-injec-
tive etM un A-module, dont la re´solution projective minimale est pe´riodique
(ou finie). Alors la re´solution projective minimale de chaque facteur di-
rect de M est e´galement pe´riodique. De plus, la pe´riode de chacune de
ces re´solutions projectives minimales est un multiple de la pe´riode de la
re´solution projective minimale de M .
Preuve : Supposons tout d’abord que M = P ⊕M ′ ou` P est un A-module
projectif. Comme la re´solution projective minimale de M est pe´riodique,
disons de pe´riode n, il existe une suite exacte :
0 −→M
i
→ Pn−1
δn−1
−→ . . .
δ1−→ P0
δ0−→M −→ 0
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ou` les Pi sont les modules projectifs apparaissant dans la re´solution projec-
tive minimale deM , pour tout i = 0, . . . , n−1 ; autrement dit, Pi = Ω
i(M).
En particulier, P0 = PM ∼= P ⊕PM ′ vu la proposition 1.2.15, et δ0 = id⊕ δ
′
0.
Par ailleurs, comme M s’injecte dans Pn−1 et que P est projectif donc in-
jectif, P doit eˆtre un facteur de direct de Pn−1. Donc Pn−1 ∼= P ⊕ P
′
n−1 et
i = id⊕ i′. Par conse´quent, il existe une suite exacte de la forme :
0 −→M ′
i′
→ P ′n−1
δn−1
−→ . . .
δ1−→ P ′0
δ′0−→M ′ −→ 0.
Nous pouvons donc supposer que M ne posse`de pas de facteur projectif.
Ecrivons M =
m⊕
j=1
Mj ou` les Mj sont des A-modules inde´composables, non
projectifs, et conside´rons la suite exacte :
0 −→M
i
→ Pn−1
δn−1
−→ . . .
δ1−→ P0
δ0−→M −→ 0
ou` les Pi sont les modules projectifs apparaissant dans la re´solution projec-
tive minimale de M , pour tout i = 0, . . . , n− 1.
Pour tout j = 1, . . . ,m, appelons
(
(Qj)?, d
j
?
)
la re´solution projective mini-
male de Mj . Comme la couverture projective d’une somme directe de mo-
dules est e´gale a` la somme directe des couvertures projectives de chacun des
modules (voir la proposition 1.2.15), il s’ensuit que
(⊕
j(Q
j)?,
⊕
j d
j
?
)
est
e´gale a` la re´solution projective minimale de M . Par conse´quent, pour tout
j = 1, . . . ,m, Ker
(
d jn−1
)
doit eˆtre un facteur direct de M , qui est de plus
non nul (par la proposition 3.1.3, iii),Mj ne peut pas posse´der de re´solution
projective finie vu qu’il n’est pas projectif). Donc il existe σ ∈ Sm tel que
Ker
(
d jn−1
)
= Mσ(j), pour tout j = 1, . . . ,m. Il s’ensuit que la re´solution
projective minimale de Mj est pe´riodique, de pe´riode nu ou` u est l’ordre de
la permutation σ.

Contrairement a` notre de´marche pre´ce´dente, nous allons utiliser la struc-
ture des foncteurs de Mackey projectifs inde´composables pour construire des
re´solutions projectives minimales de foncteurs de Mackey. Par conse´quent,
nous allons nous placer dans un cadre ou` nous connaissons explicitement
la structure de tous les projectifs inde´composables : le cas ou` G posse`de
un p-sous-groupe de Sylow normal d’ordre p. Ce cas correspond par ailleurs
exactement au cas ou` l’alge`bre de Mackey est auto-injective, ce qui nous
permet d’appliquer les re´sultats de cette section.
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3.2 Les groupes posse´dant un p-sous-groupe de Sy-
low d’ordre p
Fixons un groupe G posse´dant un p-sous-groupe de Sylow C = Cp, cy-
clique d’ordre p. Comme les cate´gories Mackk(G,J) et Mackk(NG(J), 1)
sont e´quivalentes pour tout sous-groupe p-parfait J (voir le the´ore`me 1.7.8),
nous pouvons nous placer dans Mackk(G, 1), autrement dit, conside´rer uni-
quement les foncteurs de Mackey dont les facteurs de composition sont in-
dexe´s par des p-sous-groupes (voir la section 1.7).
Commenc¸ons par traiter le cas ou` le sous-groupe C est normal. Dans ce
cas, si V est un kG-module simple, ResGC(V ) doit eˆtre semi-simple par le
the´ore`me de Clifford (voir le the´ore`me 1.3.7) et, en particulier, C agit tri-
vialement sur V . Par conse´quent, tout kG-module simple est e´galement un
kG/C-module simple.
Soit B un bloc de kG (pour la de´finition de bloc, voir la page 43) et soient
V1, . . . , Ve les modules simples appartenant a` ce bloc. Ces modules sont tous
de la meˆme dimension et e divise p− 1. De plus, pour chaque 1 ≤ i ≤ e, la
couverture projective PVi du module Vi est unise´rielle et il est possible de
nume´roter ces modules de sorte que la se´rie de Loewy de PVi soit la suivante :
PVi =
Vi
Vi+1
...
Vi−1
Vi
ou` les indices i sont pris modulo e, ou` chaque Vj , pour j 6= i, apparaˆıt
p−1
e fois
et ou` Vi apparaˆıt
p−1
e +1 fois (pour les de´tails, voir [Alp86], sections 5 et 17).
Par le the´ore`me 1.7.9, les blocs de kG sont en bijection avec les blocs de
Mackk(G, 1), et par conse´quent, a` B correspond un bloc b dans Mackk(G, 1).
De plus les foncteurs de Mackey simples appartenant a` ce bloc b doivent eˆtre
indexe´s par un p-sous-groupe de G, vu qu’ils appartiennent a` Mackk(G, 1).
Ils sont donc de la forme S1,V ou SC,V , pour un kG-module simple V ,
appartenant au bloc B (voir la remarque qui suit le the´ore`me 1.7.9). Par
conse´quent, les foncteurs de Mackey simples de b sont les S1,Vi et SC,Vi pour
i = 1, . . . , e.
Dans cette situation, la structure des foncteurs de Mackey projectifs du bloc
b peut eˆtre de´crite explicitement, graˆce au re´sultat suivant de The´venaz et
Webb :
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The´ore`me 3.2.1. Avec les notations pre´ce´dentes, si 1 ≤ i ≤ e, le foncteur
projectif PC,Vi est unise´riel et sa se´rie de Loewy est donne´e par
PC,Vi =
SC,Vi
S1,Vi
SC,Vi
Le foncteur projectif P1,Vi posse`de un socle simple, isomorphe a` S1,Vi, et
Rad(P1,Vi)/Soc(P1,Vi)
∼= Mi ⊕ SC,Vi ou` Mi est un module unise´riel dont la
se´rie de Loewy est la suivante :
Mi =
S1,Vi+1
S1,Vi+2
...
S1,Vi−2
S1,Vi−1
ou` chaque facteur de composition S1,Vj , pour j 6= i, apparaˆıt
p−1
e fois et ou`
S1,Vi apparaˆıt
p−1
e − 1 fois. En d’autres termes, la se´rie de Loewy de P1,Vi
est e´gale a` :
P1,Vi =
S1,Vi
S1,Vi+1 SC,Vi
S1,Vi+2
...
S1,Vi−1
S1,Vi
ou` chaque facteur de composition S1,Vj , pour j 6= i, apparaˆıt
p−1
e fois et ou`
Vi apparaˆıt
p−1
e + 1 fois.
Preuve : voir [TW95], the´ore`me 20.1.
Remarque : Dans le cas ou` p = 2, alors e doit diviser p− 1, donc e = 1 et
M = 0. Par conse´quent, le seul kG-module simple est le module trivial k et
la se´rie de Loewy du foncteur projectif P1,k est e´gale a` :
P1,k =
S1,k
SC,k
S1,k
Commenc¸ons par e´tudier le cas ou` P = Cp est le groupe cyclique d’ordre
p. Dans ce cas, le seul kP -module simple est le module trivial k (voir la
proposition 1.3.3), et il y a deux foncteurs de Mackey simples : S1 = S1,k et
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Sp = SP,k, dont les couvertures projectives respectives sont note´es P1 = P1,k
et Pp = PP,k. Le foncteur P1 peut eˆtre de´crit explicitement a` l’aide du
the´ore`me 1.5.4 qui affirme que P1 = FPPk ou` Pk est la couverture projective
du module trivial k. Dans notre cas, Pk = kP (voir la proposition 1.3.3) et,
par suite, P1 ∼= FPkP . En particulier, P1(1) = kP et
P1(P ) = (kP )
P = kωP ∼= k ou` ωP =
∑
g∈P
g .
Donc les facteurs de composition de P1 sont p fois S1 et une fois Sp (voir la
remarque qui suit la proposition 1.4.12).
Supposons que p 6= 2. Vu le the´ore`me 3.2.1, Rad(P1)/Soc(P1) ∼=M ⊕ Sp ou`
M est unise´riel et posse`de une unique se´rie de composition, de longueur p−2,
dont tous les facteurs sont isomorphes a` S1. Par conse´quent, les couches de
la se´rie de Loewy de P1 peuvent se repre´senter de la manie`re suivante :
P1 =
S1
S1 Sp
S1
...
S1
S1
Notons encore M˜ et N˜ les sous-foncteurs de P1 de´finis parM = M˜/Soc(P1)
et Sp = N˜/Soc(P1), respectivement. Comme M et Sp sont unise´riels, et que
le socle de M˜ et celui de N˜ sont tous deux e´gaux a` Soc(P1), il s’ensuit que
M˜ est unise´riel avec p − 1 fois le facteur de composition S1 et que N˜ est
unise´riel avec deux facteurs de composition : son socle e´gal a` S1 et sa teˆte
e´gale a` Sp.
Si p = 2, les couches de la se´rie de Loewy de P1 peuvent se repre´senter par
P1 =
S1
Sp
S1
, vu la remarque qui suit le the´ore`me 3.2.1.
Le foncteur Pp peut quant a` lui eˆtre de´crit par le the´ore`me 1.5.2 qui affirme
que le foncteur de Burnside est isomorphe a` :
BP ∼=
⊕
H≤P
dimk(SH,k(P )) · PH,k .
Comme S1(P ) = 0 et que Sp(P ) = k, il s’ensuit que B
P = Pp. Par suite
Pp(1) = k1/1 ∼= k, ou` 1/1 est le 1-ensemble qui engendre B(1) ; et de meˆme,
Pp(P ) = B(P ) = kP/1 ⊕ kP/P , ou` P/1 et P/P sont les P -ensembles qui
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engendrent B(P ) (voir l’exemple du foncteur de Burnside a` la page 13). Par
conse´quent les facteurs de composition de Pp sont deux fois Sp et une fois S1
(vu la remarque qui suit la proposition 1.4.12). De plus, le the´ore`me 3.2.1
montre que les couches de la se´rie de Loewy de Pp peuvent se repre´senter
de la manie`re suivante :
Pp =
Sp
S1
Sp
Nous allons tout d’abord construire une re´solution projective minimale du
foncteur simple Sp :
Proposition 3.2.2. Soit P = Cp le groupe cyclique d’ordre p. Le foncteur de
Mackey simple Sp = SP,k posse`de une re´solution projective minimale pe´rio-
dique, de pe´riode 4. Plus pre´cise´ment, sa re´solution projective minimale est
donne´e par :
. . . −→ Q3 −→ Q2 −→ Q1 −→ Q0 −→ Sp −→ 0
ou` Qj =
{
Pp = PP,k si j ≡ 0, 3 mod 4
P1 = P1,k si j ≡ 1, 2 mod 4
.
Preuve : Supposons que p 6= 2. En utilisant les couches de la se´rie de Loewy
du foncteur Pp de´crites pre´ce´demment, nous obtenons que Pp se surjecte sur
Sp. Le noyau de cette application est e´gal a` R = Rad(Pp), qui posse`de deux
facteurs de composition S1 et Sp et dont le socle est Sp. Par conse´quent la
teˆte de R est e´gale a` S1 et, par suite, sa couverture projective est e´gale a`
P1, car la couverture projective d’un module U est e´gale a` la couverture
projective de la teˆte de U (voir la remarque iii) qui suit la proposition
1.2.15). Il faut ensuite comprendre quel est le noyau de la surjection de P1
sur R. Pour cela, remarquons que le quotient P1/M˜ posse`de deux facteurs
de composition : S1 et Sp, et que la teˆte de ce quotient est e´gale a` S1, vu
que S1 est l’unique quotient simple de P1. Par conse´quent, P1/M˜ ∼= R, et de
plus, la couverture projective de M˜ est e´gale a` P1, vu que c’est un module
unise´riel avec tous ses facteurs de composition e´gaux a` S1. La situation est
donc la suivante :
P1 //
 =
==
==
==
P1 //
 <
<<
<<
<<
<
Pp // // Sp // 0
M˜
0
@@
R
0
AA
Le noyau de la surjection de P1 sur M˜ posse`de deux facteurs de composition :
S1 et Sp. De plus, son socle est e´gal a` S1 du fait que le socle de P1 est S1. Par
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conse´quent, ce noyau est isomorphe a` N˜ . De plus, la couverture projective
de N˜ est e´gale a` la couverture projective de la teˆte de N˜ , qui est Sp, donc
PN˜ = Pp. Finalement, le noyau de la surjection de Pp sur N˜ ne posse`de
qu’un facteur de composition : Sp, autrement dit, il est simple. En re´sume´,
nous avons :
Pp //
 :
::
::
::
P1 //
 :
::
::
::
P1 //
 9
99
99
99
Pp // // Sp // 0
Sp
0
AA
N˜
0
BB
M˜
0
AA
R
1
BB
A partir de ce point, il suffit de re´pe´ter la suite d’applications ci-dessus, en
repartant de Sp pour obtenir une re´solution projective minimale de Sp qui
est pe´riodique, de pe´riode 4, et qui est e´gale a` :
· · · → Pp → P1 → P1 → Pp → Pp → P1 → P1 → Pp → Sp → 0
d’ou` le re´sultat, lorsque p est impair.
Supposons ensuite que p = 2. Rappelons que dans ce cas, P1 et P2 sont tous
deux unise´riels et que leurs se´ries de Loewy sont P1 =
S1
S2
S1
et P2 =
S2
S1
S2
,
respectivement. Comme dans le cas ou` p est impair, la couverture projective
de S2 est P2 et le noyau de la surjection de P2 sur S2 est R = Rad(P2), qui
posse`de deux facteurs de composition : S1 et S2, et dont le socle est S2. Par
conse´quent, la couverture projective de R est P1 et, cette fois, le noyau de
la surjection de P1 sur R est simple, e´gal a` S1. La couverture projective de
S1 est P1 et le noyau correspondant est e´gal R
′ = Rad(P1) qui posse`de deux
facteurs de composition : S2 et S1, et dont le socle est S1. Par conse´quent,
la couverture projective de R′ est P2 et, comme dans le cas pre´ce´dent, le
noyau de la surjection de P2 sur R
′ est simple, isomorphe a` S2. En re´sume´,
la situation est la suivante :
P2 //
 ;
;;
;;
;;
P1 //
 ;
;;
;;
;;
P1 //
 :
::
::
::
P2 // // S2 // 0
S2
0
AA
R′
0
AA
S1
0
AA
R
0
AA
De nouveau, il suffit de re´pe´ter la suite d’applications ci-dessus, en repartant
de S2 pour obtenir le re´sultat lorsque p = 2.

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Remarque : Lorsque p = 2, la preuve pre´ce´dente nous permet de construire
une re´solution projective minimale de S1, vu que S1 apparaˆıt parmi les
noyaux de la re´solution projective de S2. Explicitement, cette re´solution est
donne´e par
· · · → P1 → P2 → P2 → P1 → P1 → P2 → P2 → P1 → S1 → 0
et elle est e´galement pe´riodique, de pe´riode 4.
Traitons ensuite le cas du foncteur simple S1. Cette fois, nous allons de´ter-
miner explicitement les homomorphismes qui apparaissent dans sa re´solution
projective minimale, et dans ce but, le re´sultat suivant nous sera utile, vu
que Pp = B
P et P1 = B
1 ↑P1 :
Proposition 3.2.3. Soient M un foncteur de Mackey associe´ a` un groupe
G et m ∈ M(G). Il existe un unique morphisme de foncteur de Mackey de
BG dans M , qui envoie G/G sur m.
Preuve : voir [TW95], corollaire 8.2.
Par conse´quent, si M est un foncteur de Mackey associe´ a` un groupe G et
que H est un sous-groupe de G, pour de´finir un homomorphisme de BH ↑GH
dansM , il suffit de choisir un e´le´ment m ∈M(H). En effet, vu la proposition
pre´ce´dente, il existe alors un unique homomorphisme de BH dansM ↓GH qui
envoie H/H sur m. Puis par adjonction (voir la proposition 1.4.3), nous ob-
tenons un homomorphisme de BH ↑GH dans M . Cette adjonction est donne´e
explicitement de la manie`re suivante : soient H ≤ G, M ∈ Mackk(H) et
N ∈ Mackk(G). Nous avons alors
µ : Homµk(H)(M,N ↓
G
H)
∼
−→ Homµk(H)(M ↑
G
H , N)
et, pour ϕ ∈ Homµk(H)(M,N ↓
G
H) et K ≤ G,
µ(ϕ)(K) :M ↑GH (K) =
⊕
g∈[K\G/H]
M(H ∩Kg) −→ N(K)
est de´finie par
µ(ϕ)(K)
(
(xg)g∈[K\G/H]
)
=
∑
g∈[K\G/H]
IKgH∩K cg ϕ(H ∩K
g)(xg)
(voir la preuve de la proposition 4.2 de [TW90]).
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Proposition 3.2.4. Soit P = Cp le groupe cyclique d’ordre p. Le foncteur de
Mackey simple S1 = S1,k posse`de une re´solution projective minimale pe´rio-
dique, de pe´riode 4. Plus pre´cise´ment, sa re´solution projective minimale est
donne´e par :
. . . −→ Q3 −→ Q2 −→ Q1 −→ Q0 −→ S1 −→ 0
ou` Qj =
{
P1 si j ≡ 0, 3 mod 4,
P1 ⊕ Pp si j ≡ 1, 2 mod 4,
si p est un nombre premier impair
et ou` Qj =
{
P1 si j ≡ 0, 3 mod 4,
Pp si j ≡ 1, 2 mod 4,
si p = 2.
Preuve : Si p = 2, le re´sultat de´coule de la preuve de la proposition 3.2.2
(et plus pre´cise´ment, de la remarque qui suit la preuve).
Supposons que p 6= 2. Nous allons construire explicitement les homomor-
phismes de cette re´solution car contrairement a` la re´solution projective mi-
nimale de Sp, les noyaux qui apparaissent ne sont plus unise´riels. Rappelons
que Pp ∼= B
P et que P1 = FPkP = B
1↑P1 . Le foncteur Pp se repre´sente donc
de la manie`re suivante :
Pp(P ) = kP/1 ⊕ kP/P
RP1


Pp(1) = k1/1
IP1
XX222222
et toutes les conjugaisons sont triviales (pour les applications d’induction,
de restriction et de conjugaison d’un foncteur de Burnside, voir la page 13).
Posons P = 〈h〉 et kP = vectk(v1, . . . , vp) ou` vi = (h − 1)
i, pour tout
i = 1 . . . , p. Alors hvi = vi + vi+1 si i < p et hvp = vp. Le foncteur P1 se
repre´sente alors de la manie`re suivante :
P1(P ) = kvp
RP1
5
55
55
5
P1(1) = kv1
IP1
DD							
⊕ · · · ⊕ kvp
et la conjugaison par le ge´ne´rateur h de P est de´finie par ch(vi) = vi + vi+1
si i < p et ch(vp) = vp (pour les applications d’induction, de restriction et
de conjugaison d’un foncteur point fixe, voir la page 14).
La couverture projective du foncteur S1 est e´gale a` P1 par de´finition. De
plus, vu ce qui pre´ce`de, pour de´finir une application de P1 = B
1 ↑P1 dans
S1, il suffit de choisir un e´le´ment m ∈ S1(1) = k. Choisissons alors l’e´le´ment
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m = 1, ce qui nous donne, a` l’aide de la formule qui pre´ce`de cette proposition,
l’application α1 : P1 → S1 de´finie par α1(P ) = 0 et
α1(1) : kP → k∑
g∈P
λgg 7→
∑
g∈P
λg
autrement dit, α1(1) est l’homomorphisme d’augmentation.
Soit K1 le noyau de α1. Alors K1 est le sous-foncteur de P1 de´fini par
K1(P ) = kvp ∼= k et K1(1) = Rad(kP ) = vectk(v2, . . . , vp), avec les appli-
cations de restriction, d’induction et de conjugaison induites par celles de
P1. Par suite, le radical de K1 est donne´ par Rad(K1)(1) = vectk(v3, . . . , vp)
et Rad(K1)(P ) = 0, d’ou` Hd(K1) = K1/Rad(K1) ∼= S1 ⊕ Sp. Il s’ensuit
que la couverture projective de K1 est e´gale a` P1 ⊕ Pp (en utilisant comme
avant la remarque iii) qui suit la proposition 1.2.15). Il faut donc de´finir une
application α2 de P1 ⊕ Pp dans P1 dont l’image est e´gale a` K1.
Commenc¸ons par de´finir β2 : P1 → P1. Comme avant, il suffit de choisir
un e´le´ment dans P1(1) = kP . Vu que K1(1) = Rad(kP ) qui est engendre´,
comme kP -module par v2 = h−1, c’est l’e´le´ment v2 que nous allons choisir.
L’application β2 correspondante est alors de´finie par
β2(1) : kP −→ kP
x 7−→ (h− 1)x
β2(P ) : kvp −→ kvp
λvp 7−→ I
P
1 (λv2) = 0
donc β2(P ) = 0.
De´finissons ensuite γ2 : Pp → P1. Cette fois, il faut choisir un e´le´ment dans
P1(P ) = kvp et le choix canonique est vp ∈ kvp. L’application correspon-
dante γ2 est alors de´finie par
γ2(P ) : B(P ) −→ kvp
λ1 · P/1 + λ2 · P/P 7−→ λ1I
P
1 (vp) + λ2 · vp = λ2 · vp
γ2(1) : B(1) −→ kP
λ · 1/1 7−→ γ2(P )(R
P
1 (λ · P/P )) = λvp
Posons alors α2 = β2 + γ2 : P1 ⊕ Pp → P1 et K2 = Ker(α2). De par sa
de´finition, α2 est bien un morphisme de foncteurs de Mackey, dont l’image
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est e´gale a` K1. Il faut a` pre´sent de´terminer la couverture projective du
foncteur K2.
Remarquons tout d’abord que K2(1) = vectk(vp,−vp−1+1/1) ⊆ kP ⊕B(1)
et que K2(P ) = kvp ⊕ kP/1 ⊆ kvp ⊕B(P ). Par conse´quent, le foncteur K2
peut se repre´senter de la manie`re suivante :
K2(P ) = kvp
RP1

⊕ kP/1
K2(1) = kvp ⊕ k(−vp + 1/1)
IP1
OO
et la conjugaison par le ge´ne´rateur h de P est donne´e par ch(vp) = vp et
ch(−vp−1 + 1/1) = −vp + (−vp−1 + 1/1). Le radical de K2 est donc donne´
par Rad(K2)(1) = kvp et Rad(K2)(P ) = kP/1. Il s’ensuit que
Hd(K2) = K2/Rad(K2) ∼= S1 ⊕ Sp.
Comme avant, nous en de´duisons que la couverture projective de K2 est
e´gale a` P1⊕Pp, et nous devons de´finir un morphisme α3 : P1⊕Pp → P1⊕Pp
dont l’image est K2.
Tout d’abord de´finissons β3 : P1 → P1 ⊕ Pp. Il faut donc choisir un e´le´ment
dans kP ⊕B(1) contenu dans K2(1) = vectk(vp,−vp−1+1/1). Plus pre´cise´-
ment, il faut que β3 se surjecte sur le quotient deK2 isomorphe a` S1. Comme
(K2/Rad(K2))(1) = k(−vp−1 + 1/1), l’e´le´ment que nous allons choisir est
−vp−1 + 1/1. Par suite, nous obtenons un morphisme β3, qui est de´fini par
β3(1) : kP −→ kP ⊕B(1)
x 7−→ (−(h− 1)p−2x, (x) · 1/1)
ou`  est l’homomorphisme d’augmentation. En particulier, si l’on exprime x
en fonction des vi, c’est-a`-dire x = λ1 · v1 + · · ·+ λp · vp, alors
β3(1)(x) = (−λ1 · vp−1 − λ2 · vp, λ1 · 1/1)
L’e´valuation de β3 en P est de´finie par
β3(P ) : kvp −→ kvp ⊕B(P )
λvp 7−→ (0, λ · P/1)
De´finissons ensuite γ3 : Pp → P1⊕Pp. Comme avant, il faut que γ3 se surjecte
sur le quotient de K2 isomorphe Sp. Comme (K2/Rad(K2))(P ) = kvp, γ3
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sera l’homomorphisme correspondant a` l’e´le´ment (vp, 0) ∈ K2(P ), et de´fini
par
γ3(P ) : B(P ) −→ kvp ⊕B(P )
λ1 · P/1 + λ2 · P/P 7−→ λ1I
P
1 (vp, 0) + λ2 · (vp, 0) = λ2 · (vp, 0)
γ3(1) : B(1) −→ kP ⊕B(1)
λ · 1/1 7−→ γ3(P )(R
P
1 (λvp, 0)) = (λvp, 0)
Par suite, α3 = β3 + γ3 : P1 ⊕ Pp → P1 ⊕ Pp est un morphisme de foncteurs
de Mackey, dont l’image est e´gale a` K2. Posons alors K3 = Ker(α3). La
situation est alors la suivante :
P1 ⊕ Pp
α3 //
!! !!D
DD
DD
DD
D
P1 ⊕ Pp
α2 //
!! !!D
DD
DD
DD
D
P1
α1 // // S1 // 0
K3
. 
==zzzzzzzz
K2
. 
==zzzzzzzz
K1
0
AA
Remarquons ensuite que K3(1) = vectk(v2+1/1, v3, . . . , vp) ⊆ kP ⊕B(1) et
que K3(P ) = kP/1. Donc K3 se repre´sente de la manie`re suivante :
K3(P ) = kP/1
K3(1) = k(v2 ⊕ 1/1)
IP1
==||||||||
⊕ kv3 ⊕ · · · ⊕ kvp
et la conjugaison par le ge´ne´rateur h de P est de´finie par ch(vi) = vi + vi+1
pour 2 < i < p, ch(vp) = vp et ch(v2 + 1/1) = (v2 + 1/1) + v3.
Par suite, le radical de K3 est donne´ par Rad(K3)(1) = vectk(v3, . . . , vp) et
Rad(K3)(P ) = kP/1. Il s’ensuit que Hd(K3) = K3/Rad(K3) ∼= S1, donc la
couverture projective de K3 est e´gale a` P1. Il nous faut finalement de´finir
un morphisme α4 : P1 → P1 ⊕ Pp dont l’image est K3.
Pour cela, il faut choisir un e´le´ment de kP ⊕ B(1) appartenant a` K3(1).
Comme α4 doit se surjecter sur le quotient de K3 isomorphe a` S1 et vu
que (K3/Rad(K3))(1) = k(v2 + 1/1), l’e´le´ment que nous allons choisir sera
v2 + 1/1. L’application α4 est alors de´finie par
α4(1) : kP −→ kP ⊕B(1)
x 7−→ ((h− 1)x, (x) · 1/1)
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ou`  est l’homomorphisme d’augmentation. En particulier, si l’on exprime x
en fonction des vi, c’est-a`-dire x = λ1 · v1 + · · ·+ λp · vp, alors
α4(1)(x) = (λ1 · v2 + · · ·+ λp−1 · vp, λ1 · 1/1)
L’e´valuation de α4 en P est de´finie par
α4(P ) : kvp −→ kvp ⊕B(P )
λvp 7−→ (0, λ · P/1)
Posons K4 = Ker(α4). Nous avons alors K4(1) = kvp et K4(P ) = 0, donc
K4 ∼= S1. Par conse´quent, nous avons :
P1
α4 //
 8
88
88
88
P1 ⊕ Pp
α3 //
!! !!B
BB
BB
BB
B
P1 ⊕ Pp
α2 //
!! !!B
BB
BB
BB
B
P1
α1 // // S1 // 0
S1
1
CC
K3
. 
==||||||||
K2
. 
==||||||||
K1
1
BB
Il suffit donc de re´pe´ter la suite d’applications ci-dessus en repartant de S1
pour obtenir une re´solution projective minimale de S1. Cette dernie`re sera
donc e´gale a`
· · · → P1 ⊕ Pp → P1 → P1 → P1 ⊕ Pp → P1 ⊕ Pp → P1 → S1 → 0
d’ou` le re´sultat.

Les propositions 3.1.4, 3.2.2 et 3.2.4 nous permettent de calculer les groupes
d’extension entre foncteurs simples pour le groupe cyclique d’ordre p :
Proposition 3.2.5. Soient P le groupe cyclique d’ordre p et S1 = S1,k,
Sp = SP,k, les deux foncteurs de Mackey simples associe´s a` P . Alors
Extjµk(P )(Sp, S1) = Ext
j
µk(P )
(S1, Sp) =
{
k si j ≡ 1, 2 mod 4,
0 si j ≡ 0, 3 mod 4,
Extjµk(P )(Sp, Sp) =
{
k si j ≡ 0, 3 mod 4,
0 si j ≡ 1, 2 mod 4,
Extjµk(P )(S1, S1) = k pour tout j ≥ 0, si p 6= 2, et
Extjµk(P )(S1, S1) =
{
k si j ≡ 0, 3 mod 4,
0 si j ≡ 1, 2 mod 4,
si p = 2.
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Preuve : Les propositions 3.2.2 et 3.2.4 nous fournissent des re´solutions
projectives minimales des foncteurs simples S1 et Sp :
· · · → Pp → P1 → P1 → Pp → Pp → P1 → P1 → Pp → Sp → 0
· · · → P1 ⊕ Pp → P1 → P1 → P1 ⊕ Pp → P1 ⊕ Pp → P1 → S1 → 0
si p 6= 2.
Si p = 2, la re´solution projective minimale du foncteur S1 devient :
· · · → P2 → P1 → P1 → P2 → P2 → P1 → S1 → 0.
Il suffit alors d’appliquer la proposition 3.1.4, qui nous dit que la dimension
sur k de Extjµk(P )(T, S), ou` T et S sont des foncteurs simples, est e´gale au
nombre de fois ou` PS apparaˆıt dans le j
e`me terme d’une re´solution projective
minimale de T .

Inte´ressons-nous ensuite au cas ou` G est un groupe posse´dant un p-sous-
groupe de Sylow C normal, cyclique d’ordre p. Dans ce cas, nous pouvons
construire une re´solution projective minimale des foncteurs simples indexe´s
par C, de manie`re analogue au cas de Cp :
Proposition 3.2.6. Soient G un groupe posse´dant un p-sous-groupe de Sy-
low C, normal, cyclique d’ordre p, b un bloc de foncteurs de Mackey dans
Mackk(G, 1) et B le bloc correspondant de kG.
Notons, comme auparavant, V1, . . . , Ve les kG-modules simples dans B, ou`
les indices sont pris modulo e. Fixons 1 ≤ i ≤ e. Le foncteur de Mackey
simple SC,Vi posse`de alors la re´solution projective minimale :
. . . −→ Bi+3 −→ Bi+2 −→ Bi+1 −→ Bi −→ SC,Vi −→ 0
ou` Bj de´signe la suite exacte suivante : PC,Vj+1 → P1,Vj+1 → P1,Vj → PC,Vj
pour tout j = 1, . . . , e. En particulier, cette re´solution est pe´riodique, de
pe´riode 4e.
Preuve : Si p = 2, alors e doit diviser p − 1, donc e = 1. Le seul foncteur
de Mackey simple indexe´ par C, est alors SC,k et nous obtenons le re´sultat
en utilisant la meˆme preuve que celle de la proposition 3.2.2.
Supposons alors que p 6= 2. Nous allons faire une preuve analogue a` celle
de la proposition 3.2.2, en utilisant la structure des foncteurs de Mackey
projectifs inde´composables, donne´e dans le the´ore`me 3.2.1.
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La couverture projective de SC,Vi est e´gale a` PC,Vi et le noyau de cette surjec-
tion est Ri = Rad(PC,Vi). Or Ri posse`de deux facteurs de composition : S1,Vi
et SC,Vi , et son socle est SC,Vi vu que c’est le cas de PC,Vi . Par conse´quent,
la teˆte de Ri est e´gale a` S1,Vi , donc la couverture projective de Ri est P1,Vi
(vu la remarque iii) qui suit la proposition 1.2.15).
Il faut donc e´tudier le noyau de la surjection de P1,Vi sur Ri. Rappelons
que, vu le the´ore`me 3.2.1, Rad(P1,Vi)/Soc(P1,Vi)
∼=Mi⊕SC,Vi , ou` Mi est un
module unise´riel dont la se´rie de Loewy est la suivante :
Mi =
S1,Vi+1
S1,Vi+2
...
S1,Vi−1
SVi
Appelons M˜i (respectivement N˜i), le sous-foncteur de Ri qui est de´fini par
M˜i/Soc(P1,Vi) = Mi (respectivement N˜i/Soc(P1,Vi) = SC,Vi). Le foncteur
P1,Vi/M˜i posse`de alors deux facteurs de composition S1,Vi et SC,Vi . De plus,
sa teˆte doit eˆtre e´gale a` S1,Vi , vu que S1,Vi est l’unique quotient simple de
P1,Vi . Il s’ensuit que P1,Vi/M˜i
∼= Ri. Comme le module Mi est unise´riel et
que sa teˆte est e´gale a` S1,Vi+1, il en va de meˆme pour M˜i. Donc la couverture
projective de M˜i est e´gale a` P1,Vi+1 . En re´sume´, la situation est la suivante :
P1,Vi+1 //
    A
AA
AA
AA
A
P1,Vi //
 =
==
==
==
=
PC,Vi // // SC,Vi // 0
M˜i
/
@@       
Ri
/
@@        
Le noyau de la surjection de P1,Vi+1 sur M˜i posse`de a` nouveau deux facteurs
de composition : S1,Vi+1 et SC,Vi+1. Comme c’est un sous-foncteur de P1,Vi+1 ,
son socle doit eˆtre e´gal a` S1,Vi+1. Par conse´quent, ce noyau est isomorphe
au foncteur N˜i+1 de´fini ci-dessus. De plus, sa couverture projective est e´gale
a` PC,Vi+1 . Finalement, remarquons que le noyau de la surjection de PC,Vi+1
sur N˜i+1 n’a qu’un seul facteur de composition qui est SC,Vi+1 ; autrement
dit, il est simple. La re´solution projective de SC,Vi se prolonge donc de la
manie`re suivante :
PC,Vi+1 //
 ?
??
??
??
P1,Vi+1 //
 :
::
::
::
P1,Vi //
 6
66
66
66
PC,Vi // // SC,Vi
SC,Vi+1
. 
==||||||||
N˜i+1
/
@@       
M˜i
1
CC
Ri
1
CC
129
Chapitre III. Extensions de degre´ supe´rieur et re´solutions projectives
Comme la suite d’applications ci-dessus est de´finie pour tout i = 1, . . . , e,
il suffit de la re´pe´ter a` partir du foncteur SC,Vi+1 en de´calant les indices
a` chaque fois pour obtenir une re´solution projective minimale du foncteur
SC,Vi , ce qui termine la preuve de la proposition.

La proposition pre´ce´dente nous permet donc de calculer une partie des
groupes d’extension entre foncteurs simples :
Proposition 3.2.7. Soit G un groupe posse´dant un p-sous-groupe de Sy-
low C, normal, cyclique d’ordre p, b un bloc de foncteurs de Mackey dans
Mackk(G, 1) et B le bloc correspondant de kG.
Notons, comme avant, V1, . . . , Ve les kG-modules simples dans B, ou` les in-
dices sont pris modulo e. Pour 1 ≤ i, j ≤ e, appelons xi,j l’entier compris
entre 1 et e, tel que xi,j ≡ j − i mod e et yi,j l’entier compris entre 1 et e,
tel que yi,j ≡ j − i− 1 mod e. Alors
Extnµk(G)
(
SC,Vi , SC,Vj
)
=
{
k si n ≡ 4xi,j , 4xi,j − 1 mod 4e,
0 sinon,
Extnµk(G)
(
SC,Vi , S1,Vj
)
=
{
k si n ≡ 4yi,j + 2, 4yi,j + 5 mod 4e,
0 sinon.
Preuve : Il suffit d’utiliser la re´solution projective minimale de SC,Vi , pour
tout 1 ≤ i ≤ e, donne´e dans la proposition 3.2.6, puis d’appliquer la pro-
position 3.1.4, qui nous dit que la dimension sur k de Extnµk(G)(T, S), ou` T
et S sont des foncteurs simples, est e´gale au nombre de fois ou` PS apparaˆıt
dans le ne`me terme d’une re´solution projective minimale de T .

Par ailleurs, si G est un groupe posse´dant un p-sous-groupe de Sylow C
d’ordre p (pas force´ment normal), en utilisant la proposition 3.2.6, nous
obtenons que les foncteurs simples indexe´s par C posse`dent une re´solution
projective minimale pe´riodique, meˆme si nous ne pouvons pas la calculer
explicitement ; autrement dit nous avons le re´sultat suivant :
Corollaire 3.2.8. Soient G un groupe posse´dant un p-sous-groupe de Sylow
C d’ordre p et V un kNG(C)-module simple. Le foncteur de Mackey simple
SGC,V posse`de alors une re´solution projective pe´riodique, de pe´riode divisant
4e, ou` e est le nombre de modules simples appartenant au meˆme bloc de
NG(C) que le module V .
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Preuve : En utilisant la de´finition du foncteur SGC,V , nous obtenons que
SGC,V = S
NG(C)
C,V ↑
G
NG(C)
. Vu la proposition 3.2.6, la re´solution projective mi-
nimale, (P?), du foncteur S
NG(C)
C,V est pe´riodique, de pe´riode 4e, ou` e est le
nombre de modules simples appartenant au meˆme bloc de NG(C) que le
module V .
Appliquons ensuite le foncteur d’induction de NG(C) a` G a` la re´solution
(P?). Comme le foncteur d’induction est exact (proposition 1.4.3) et que l’in-
duit d’un foncteur de Mackey projectif est projectif (proposition 1.5.5), nous
obtenons une re´solution projective de SGC,V qui est, en particulier, pe´riodique.
Le corollaire 3.1.7 nous dit alors que la re´solution projective minimale de
SGC,V est e´galement pe´riodique, de pe´riode divisant 4e, vu que le foncteur
SGC,V n’est pas projectif car C n’est pas un sous-groupe p-parfait de G (voir
[TW95], corollaire 17.3).

Il nous reste a` de´terminer une re´solution projective des foncteurs simples
S1,Vi pour i = 1, . . . , e. Comme dans le cas du groupe cyclique d’ordre p,
c’est un proble`me plus difficile, car les noyaux qui apparaissent dans une
telle re´solution ne sont plus unise´riels. Nous allons donc traiter uniquement
le cas dans lequel le groupe G est e´gal au produit semi-direct C o Ce, ou`
C ∼= Cp, ou` e divise p− 1 et ou` Ce agit fide`lement sur C.
Remarquons que ce cas est le cas fondamental dans le cadre des alge`bres de
groupes kG, ou`G est un groupe posse´dant un p-sous-groupe de Sylow d’ordre
p. En effet, on peut montrer que si B est un bloc de l’alge`bre kNG(C), alors
B est Morita-e´quivalent a` l’alge`bre k(CoCe), ou` e divise p−1 et ou` Ce agit
fide`lement sur C ; autrement dit la cate´gorie des B-modules est e´quivalente
a` la cate´gorie des k(C o Ce)-modules, et les modules simples et projectifs
sont pre´serve´s par cette e´quivalence (voir [Ben91], proposition 6.5.4 et sec-
tion 2.2).
Si G = C oCe, alors l’alge`bre de groupe kG ne posse`de qu’un seul bloc, qui
contient donc tous les kG-module simples, qui sont, comme auparavant, des
kG/C-modules simples. Comme G/C ∼= Ce, il y a exactement e modules
simples, V1, . . . , Ve, qui sont tous de dimension 1. Plus pre´cise´ment, soit ζ
une racine primitive ee`me de l’unite´ et g un ge´ne´rateur de Ce, alors Vi = kxi
et l’action de g est donne´e par gxi = ζ
ixi pour tout i = 1, . . . , e, ordonne´s
de manie`re cyclique. Par conse´quent, Mackk(G, 1) contient 2e foncteurs de
Mackey simples : les S1,Vi et les SC,Vi pour tout i = 1, . . . , e.
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Proposition 3.2.9. Soit G = C o Ce, ou` C ∼= Cp, ou` e divise p − 1 et ou`
Ce agit fide`lement sur C, et soient V1, . . . , Ve les kG-modules simples, ou` les
indices sont pris modulo e. Fixons 1 ≤ i ≤ e. Le foncteur de Mackey simple
S1,Vi posse`de alors la re´solution projective minimale :
. . . −→ Bi+3 −→ Bi+2 −→ Bi+1 −→ Bi −→ S1,Vi −→ 0
ou` Bj de´signe la suite exacte suivante :
P1,Vj+1 → PC,Vj+1 ⊕ P1,Vj → PC,Vj ⊕ P1,Vj+1 → P1,Vj
pour tout j = 1, . . . , e. En particulier, cette re´solution est pe´riodique, de
pe´riode 4e.
Preuve : Si p = 2, alors e = 1 et le seul foncteur de Mackey simple indexe´
par le sous-groupe trivial est S1,k. Sa re´solution projective minimale est alors
la meˆme que celle donne´e dans la proposition 3.2.4, avec la meˆme preuve.
Supposons que p 6= 2. La proposition 3.2.4 nous dit que le foncteur simple
S C1,k associe´ au groupe C posse`de la re´solution projective minimale suivante,
dans Mackk(C), qui est pe´riodique, de pe´riode 4 :
· · · → P C1 ⊕P
C
p → P
C
1 → P
C
1 → P
C
1 ⊕P
C
p → P
C
1 ⊕P
C
p → P
C
1 → S
C
1,k → 0
ou` P C1 = B
1 ↑C1 et P
C
p = B
C . Comme le foncteur d’induction est un
foncteur exact (voir la proposition 1.4.3), l’induction de C a` G de la suite
exacte ci-dessus est a` nouveau une suite exacte. De plus, par la proposition
2.3.13 et la proposition 2.3.9,
S C1,k ↑
G
C
∼= T G1, IndGC(k)
∼=
e⊕
i=1
S G1,Vi
vu que IndGC(k)
∼= kG/C ∼= V1⊕· · ·⊕Ve, car l’alge`bre kG/C est semi-simple
e´tant donne´ que p ne divise pas l’ordre du groupe G/C (voir le the´ore`me
1.3.1).
D’autre part, vu le the´ore`me 1.5.2,
BC ↑GC
∼=
⊕
(H,V )
dimk(SH,V (C)) · PH,V .
Or si SH,V (C) 6= 0, alors H ≤ C, donc H = 1 ou C. De plus, comme C agit
trivialement sur tout kG-module simple V , S1,V (C) = I
C
1 (V ) = 0, vu que
l’induction est la trace relative, qui correspond ici a` la multiplication par p.
Par conse´quent, les seuls foncteurs simples SH,V qui ne sont pas nuls en C,
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sont les SC,Vi , pour i = 1, . . . , e. Comme les modules Vi sont de dimension
1, nous obtenons alors que BC ↑GC
∼=
e⊕
i=1
PC,Vi .
De meˆme, par le the´ore`me 1.5.2,
(
B1 ↑C1
)
↑GC = B
1 ↑G1
∼=
⊕
(H,V )
dimk(SH,V (1)) · PH,V .
Les seuls foncteurs simples qui ne s’annulent pas en 1 sont les S1,Vi et, en
utilisant a` nouveau le fait que la dimension des kG-modules Vi est e´gale a`
1, nous obtenons que B1 ↑G1
∼=
e⊕
i=1
P1,Vi .
Par conse´quent, en induisant la re´solution projective du foncteur simple S C1,k
de C a` G, nous obtenons la suite exacte suivante :
· · · →
e⊕
j=1
(
P1,Vj ⊕ PC,Vj
)
→
e⊕
j=1
P1,Vj →
e⊕
j=1
P1,Vj →
e⊕
j=1
(
P1,Vj ⊕ PC,Vj
)
→
e⊕
j=1
(
P1,Vj ⊕ PC,Vj
)
→
e⊕
j=1
P1,Vj →
e⊕
j=1
S1,Vj→ 0
qui est une re´solution projective de
e⊕
j=1
S1,Vj . Donc si (Pj)? est une re´solution
projective minimale de S1,Vj pour tout j = 1, . . . , e, alors
e⊕
j=1
(Pj)? est une
re´solution projective minimale de
e⊕
j=1
S1,Vj (vu que la re´solution projective
minimale d’une somme directe de modules est e´gale a` la somme directe des
re´solutions projectives de chaque module, voir la proposition 1.2.15). Par
conse´quent, pour tout i ≥ 0,
e⊕
j=1
(Pj)i devra eˆtre un facteur direct du i
e`me
terme de la re´solution ci-dessus.
Construisons a` pre´sent une re´solution projective minimale de S1,Vi . La cou-
verture projective de S1,Vi est P1,Vi , et le noyau de la surjection de P1,Vi sur
S1,Vi est e´gale a` Ri = Rad(P1,Vi). Vu le the´ore`me 3.2.1,
Rad(P1,Vi)/Soc(P1,Vi)
∼=Mi ⊕ SC,Vi
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ou` Mi est un module unise´riel dont la teˆte est e´gale a` S1,Vi+1. Il s’ensuit que
la teˆte de Ri est e´gale a` S1,Vi+1 ⊕ SC,Vi , et par conse´quent, sa couverture
projective sera e´gale a` P1,Vi+1 ⊕PC,Vi (en utilisant les remarques qui suivent
la proposition 1.2.15).
SoitKi le noyau de la surjection de P1,Vi+1⊕PC,Vi sur Ri. Vu que le the´ore`me
3.2.1 nous donne les facteurs de composition de P1,Vi+1 , de PC,Vi et de Ri,
nous pouvons en de´duire les facteurs de composition de Ki, qui sont S1,Vi ,
SC,Vi , S1,Vi+1 et SC,Vi+1. En particulier, Ki ne peut pas eˆtre projectif, car
il n’existe pas de foncteurs projectifs inde´composables dont la liste des fac-
teurs de composition est e´gale a` ceux de Ki (ou par la proposition 3.1.3).
La situation est donc la suivante :
PKi //
 ;
;;
;;
;;
P1,Vi+1 ⊕ PC,Vi //
$$ $$H
HH
HH
HH
HH
H
P1,Vi // // S1,Vi // 0
Ki
, 
::uuuuuuuuuu
Ri
0
AA
Or, vu le corollaire 2.1.3, pour tout 1 ≤ j ≤ e,
Ext2µk(G)
(
S1,Vi , SC,Vj
)
∼= Ext2µk(G)
(
SC,(Vj)? , S1,(Vi)?
)
Rappelons que le module Vl, pour 1 ≤ l ≤ e est de´fini par Vl = kxl, ou`
l’action du groupe G/C ∼= Ce = 〈g〉 est donne´e par gxl = ζ
lxl, ζ e´tant
une racine primitive ee`me de l’unite´. Par conse´quent, si ϕ ∈ (Vl)
?, alors
g · ϕ = ζ−lϕ vu que si v ∈ Vl, alors
g · ϕ(v) = ϕ(g−lv) = ϕ(ζ−lv) = ζ−lϕ(v).
Il s’ensuit que (Vl)
? ∼= Ve−l. Par conse´quent,
Ext2µk(G)
(
S1,Vi , SC,Vj
)
∼= Ext2µk(G)
(
SC,Ve−j , S1,Ve−i
)
et, par la proposition 3.2.7, ce dernier terme est non nul seulement si 2 est
congru a` 4ye−j,e−i + 2 ou a` 4ye−j,e−i + 5 modulo 4e, ou`
ye−j,e−i ≡ (e− i)− (e− j)− 1 (mod e) = j − i− 1 (mod e)
autrement dit, ce terme est non nul uniquement si j = i+1, et, dans ce cas,
il est e´gal a` k.
Vu la proposition 3.1.4, le foncteur PKi posse`de donc un facteur direct e´gal
a` PC,Vi+1, et ne posse`de pas d’autre facteurs directs du type PC,Vj . Comme
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les facteurs de composition de PC,Vi+1 sont deux fois SC,Vi+1 et une fois
S1,Vi+1, le foncteur PC,Vi+1 ne peut pas se surjecter sur Ki, dont les fac-
teurs de composition sont S1,Vi , SC,Vi , S1,Vi+1 et SC,Vi+1. Il s’ensuit que
PKi = PC,Vi+1⊕P1,Vj pour exactement un facteur P1,Vj , car vu les remarques
pre´ce´dentes,
e⊕
i=1
PKi doit eˆtre un facteur de
e⊕
i=1
(P1,Vi ⊕ PC,Vi). Finalement,
j doit eˆtre e´gal a` i car le seul foncteur projectif inde´composable P1,Vj qui
posse`de SC,Vi comme facteur de composition est P1,Vi . Nous avons donc
de´montre´ que PKi = PC,Vi+1 ⊕ P1,Vi .
Appelons Li le noyau de la surjection de PKi sur Ki, et PLi la couverture
projective de Li. Comme avant,
e⊕
i=1
PLi doit eˆtre un facteur de
e⊕
i=1
(P1,Vi).
De plus, les facteurs de composition de Li sont SC,Vi+1,
p−1
e fois S1,V1,
p−1
e
fois S1,V2 ,. . ., et
p−1
e fois S1,Ve . En particulier, Li ne peut pas eˆtre projec-
tif, car il n’existe pas de foncteurs projectifs inde´composables dont la liste
des facteurs de composition est e´gale a` ceux de Li (ou par la proposition
3.1.3). La seule solution est donc que PLi = P1,Vj pour un certain j. Or le
seul foncteur projectif du type P1,Vj qui posse`de SC,Vi+1 comme facteur de
composition est P1,Vi+1 , autrement dit, j = i+ 1 et PLi = P1,Vi+1 .
Finalement, le noyau de la surjection de PLi sur Li n’a qu’un facteur de
composition, S1,Vi+1 ; autrement dit, il est simple, e´gal a` S1,Vi+1 . En re´sume´,
la situation est la suivante :
P1,Vi+1 //
 6
66
66
66
P1,Vi ⊕ PC,Vi+1 //
"" ""D
DD
DD
DD
D
P1,Vi+1 ⊕ PC,Vi //
"" ""D
DD
DD
DD
D
P1,Vi // // S1,Vi
S1,Vi+1
/
@@       
Li
. 
==zzzzzzzz
Ki
. 
<<zzzzzzzz
Ri
3
EE
Comme la suite d’applications ci-dessus est de´finie pour tout i = 1, . . . , e,
il suffit de la re´pe´ter a` partir du foncteur S1,Vi+1 en de´calant les indices
a` chaque fois pour obtenir une re´solution projective minimale du foncteur
S1,Vi , ce qui termine la preuve la proposition.

La proposition pre´ce´dente nous permet donc de terminer les calculs des
groupes d’extension entre foncteurs simples associe´s a` G :
135
Chapitre III. Extensions de degre´ supe´rieur et re´solutions projectives
Proposition 3.2.10. Soit G = C oCe, ou` C ∼= Cp, ou` e divise p− 1 et ou`
Ce agit fide`lement sur C. Notons, comme avant, V1, . . . , Ve les kG-modules
simples, ou` les indices sont pris modulo e. Pour 1 ≤ i, j ≤ e, soit xi,j l’entier
compris entre 1 et e, tel que xi,j ≡ j − i mod e et yi,j l’entier compris entre
1 et e, tel que yi,j ≡ j − i− 1 mod e. Alors
Extnµk(G)
(
S1,Vi , S1,Vj
)
=


k si n ≡ 4xi,j + 1, 4xi,j + 3, 4xi,j + 4 ou
4xi,j + 6 mod 4e,
0 sinon,
Extnµk(G)
(
S1,Vi , SC,Vj
)
=
{
k si n ≡ 4yi,j + 2, 4yi,j + 5 mod 4e,
0 sinon.
Remarque : Les groupes Extnµk(G)
(
S1,Vi , SC,Vj
)
avaient de´ja` e´te´ calcule´s
dans la proposition 3.2.7 (en utilisant le corollaire 2.1.3) : en effet, leur
de´termination s’obtient directement a` l’aide de la re´solution projective mi-
nimale des SC,Vj .
Preuve : Il suffit d’utiliser la re´solution projective minimale de S1,Vi , pour
tout 1 ≤ i ≤ e, donne´e dans la proposition 3.2.9, puis d’appliquer la pro-
position 3.1.4, qui nous dit que la dimension sur k de Extiµk(G)(T, S), ou` T
et S sont des foncteurs simples, est e´gale au nombre de fois ou` PS apparaˆıt
dans le ie`me terme d’une re´solution projective minimale de T .

Comme dans le cas des foncteurs de Mackey simples indexe´s par le p-sous-
groupe de Sylow (voir le corollaire 3.2.8), nous pouvons utiliser la proposition
3.2.9 pour montrer que si S1,V est un foncteur de Mackey associe´ a` un groupe
G posse´dant un p-sous-groupe de Sylow C d’ordre p, il posse`de une re´solution
projective minimale pe´riodique. La situation est toutefois plus complique´e
que dans le cas pre´ce´dent, du fait que S1,V ne peut pas s’e´crire a` priori
comme un induit d’un foncteur de Mackey associe´ au groupe C o Ce, ou`
e divise p − 1. Par contre, nous verrons qu’il existe un foncteur de Mackey
inde´composable M , associe´ a` C, tel que S1,V est un facteur direct de M ↑
G
C
(voir la preuve de la proposition 3.2.12). Nous allons donc commencer par
montrer que tout foncteur de Mackey inde´composable associe´ au groupe
cyclique d’ordre p posse`de une re´solution projective minimale pe´riodique,
ou pe´riodique a` partir d’un certain point :
Proposition 3.2.11. Soient P = Cp le groupe cyclique d’ordre p et M un
foncteur de Mackey inde´composable non projectif associe´ a` P . La re´solution
projective minimale de M est soit pe´riodique de pe´riode 4, soit pe´riodique a`
partir du deuxie`me ou du troisie`me terme, e´galement de pe´riode 4.
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Preuve : Les foncteurs de Mackey inde´composables associe´s au groupe P
sont en nombre fini et ils sont construits explicitement dans la preuve du
the´ore`me 18.1 de [TW95]. Nous allons donc prouver cette proposition au
cas par cas. Dans ce but, commenc¸ons par de´crire les foncteurs de Mackey
inde´composables associe´s a` P .
En dehors des foncteurs de Mackey simples et des foncteurs projectifs inde´-
composables, il y a quatre familles de foncteurs inde´composables : Ai, Bi, Ci
et Di. L’e´valuation en 1 de chacun de ces foncteurs est e´gale a` Vi, l’unique
kP -module inde´composable de dimension i. Plus pre´cise´ment, Vi posse`de la
base v1, . . . , vi et, si h est un ge´ne´rateur fixe´ de P , hvj = vj + vj+1 pour
j = 1, . . . , i− 1 et hvi = vi. Il nous suffit donc de donner les e´valuations de
ces foncteurs en P , ainsi que la valeur des applications R = RP1 et I = I
P
1
sur les e´le´ments de base, quand elle n’est pas nulle :
i) Ai(P ) = k, I(v1) = 1 (pour 1 ≤ i ≤ p− 1),
ii) Bi(P ) = k, R(1) = vi (pour 1 ≤ i ≤ p− 1),
iii) Ci(P ) = kx⊕ ky ∼= k
2, I(v1) = x, R(y) = vi (pour 2 ≤ i ≤ p− 1),
iv) Di(P ) = 0 (pour 2 ≤ i ≤ p− 1).
Rappelons ensuite qu’il y a deux foncteurs de Mackey projectifs inde´compo-
sables associe´s a` P : P1 = B
1 ↑P1 , la couverture projective du foncteur simple
S1 = S1,k et Pp = B
P , la couverture projective du foncteur simple Sp = SP,k.
Ces deux foncteurs se repre´sentent de la manie`re suivante :
Pp(P ) = kP/1 ⊕ kP/P
RP1


Pp(1) = k1/1
IP1
XX222222
P1(P ) = kvp
RP1
5
55
55
5
P1(1) = kv1
IP1
DD							
⊕ · · · ⊕ kvp
Pour le foncteur Pp toutes les conjugaisons sont triviales et pour le fonc-
teur P1, la conjugaison par l’e´le´ment ge´ne´rateur h de P est donne´e par
ch(vi) = vi + vi+1 si i < p et ch(vp) = vp (voir la preuve de la proposition
3.2.4).
Commenc¸ons par de´terminer une re´solution projective minimale des fonc-
teurs Ai. Tout d’abord le foncteur de Mackey projectif P1 posse`de un sous-
foncteur M1 de´fini par M1(P ) = 0 et M1(1) = vectk(vi+1, . . . , vp), qui est
isomorphe a` S1 si i = p − 1 et a` Dp−i sinon. De plus, P1/M1 ∼= Ai, donc
P1 est la couverture projective de Ai. En particulier, comme la re´solution
projective minimale de S1 est pe´riodique (proposition 3.2.4), nous obtenons
que le foncteur Ap−1 posse`de une re´solution projective minimale qui est
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pe´riodique, de pe´riode 4 :
. . . // P1 // Pp // Pp // P1 //
    @
@@
@@
@@
@ P1
// Ap−1 // 0
S1
/
>>~~~~~~~~
Supposons donc que i < p− 1.
Conside´rons ensuite le sous-foncteur M2 de P1 de´fini par M2(P ) = k et
M2(1) = vectk(vp−i+1, . . . , vp). Le foncteur M2 est inde´composable, et iso-
morphe a` Bi. De plus P1/M2 ∼= Dp−i ; autrement dit, P1 est la couverture
projective de Dp−i.
Si i = 1, le foncteur B1 n’a que deux facteurs de composition : S1 et Sp.
Comme B1 s’identifie a` un sous-foncteur de P1 et que Soc(P1) = S1, il
s’ensuit que le socle de B1 est e´gal a` S1 et sa teˆte a` Sp. La couverture pro-
jective de B1 est e´gale alors a` Pp (voir la remarque iii) qui suit la proposition
1.2.15) et le noyau correspondant s’identifie a` Sp. Par conse´quent, en uti-
lisant la re´solution projective minimale du foncteur simple Sp de´crite dans
la proposition 3.2.2, nous obtenons que le foncteur A1 posse`de la re´solution
projective minimale suivante :
. . . // P1 // P1 // Pp //
 6
66
66
6
Pp //
 7
77
77
77
P1 //
 ;
;;
;;
;;
P1 // A1 // 0
Sp
2
CC
B1
1
CC
Dp−1
0
AA
qui est pe´riodique, de pe´riode 4.
Il reste donc a` de´terminer une re´solution projective minimale de Ai pour
1 < i < p − 1. Toutefois, comme il nous faut e´galement une re´solution
projective minimale de Bp−1, nous allons supposer que 1 < i ≤ p − 1. Le
radical du foncteur Bi est alors de´fini par Rad(Bi)(1) = vectk(v2, . . . , vi) et
Rad(Bi)(P ) = 0, et le quotient correspondant est isomorphe a` S1 ⊕ Sp. Par
conse´quent, le couverture projective de Bi est P1 ⊕Pp (voir la remarque iii)
qui suit la proposition 1.2.15). Conside´rons le sous-foncteur M3 de P1 ⊕ Pp
de´fini parM3(P ) = kvp⊕kP/1 etM3(1) = vectk(1/1−vi, vi+1, vi+2, . . . , vp).
On ve´rifie alors que M3 ∼= Cp+1−i et que (P1 ⊕ Pp)/M3 ∼= Bi, pour tout
1 < i ≤ p− 1.
La radical de Cp+1−i est donne´ par Rad(Cp+1−i)(1) = vectk(v2, . . . , vp+1−i)
et Rad(Cp+1−i)(P ) = kx. En particulier, Cp+1−i/Rad(Cp+1−i) ∼= S1 ⊕ Sp,
donc la couverture projective de Cp+1−i doit eˆtre e´gale a` P1⊕Pp (en utilisant
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a` nouveau la remarque iii) qui suit la proposition 1.2.15).
Finalement de´finissons le sous-foncteurM4 de P1⊕Pp de la manie`re suivante :
M4(1) = vectk(1/1 + vp+1−i, vp+2−i, . . . , vp) et M4(P ) = kP/1. Le sous-
foncteurM4 est isomorphe a` Ai et de plus, (P1⊕Pp)/M4 ∼= Cp+1−i. Il s’ensuit
que le foncteur Ai, pour 1 < i < p − 1, posse`de la re´solution projective
minimale :
. . . //
 5
55
55
55
5 P1 ⊕ Pp
"" ""E
EE
EE
EE
E
//
"" ""
P1 ⊕ Pp //
 >
>>
>>
>>
P1 //
 9
99
99
99
P1 // // Ai
Ai
/
??       
Cp+1−i
- 
<<yyyyyyyy
Bi
2
DD







Dp−i
1
BB
qui est pe´riodique, de pe´riode 4.
Les re´solutions projectives minimales de Ai pour tout i = 1, . . . , p− 1 nous
donnent e´galement des re´solutions projectives minimales de Bi pour i =
1, . . . , p− 1, de Ci pour i = 3, . . . , p − 1 et de Di pour i = 2, . . . , p− 1, qui
sont toutes pe´riodiques, de pe´riode 4, vu que tous ces foncteurs apparaissent
comme noyaux dans les re´solutions projectives minimales pre´ce´dentes. Il
nous reste donc a` traiter les cas des foncteurs Bp−1 et C2. Or nous venons de
voir que le foncteur Bp−1 posse`de la re´solution projective minimale suivante :
. . . // Pp // P1 // P1 //
 :
::
::
::
P1 ⊕ Pp //
 ?
??
??
??
?
P1 ⊕ Pp // // Bp−1
Ap−1
. 
=={{{{{{{{
C2
/
??
Par conse´quent, la re´solution projective minimale de Bp−1 est pe´riodique a`
partir du troisie`me terme et celle de C2 est pe´riodique a` partir du deuxie`me
terme, ce qui ache`ve la preuve de la proposition.

Proposition 3.2.12. Soient G un groupe posse´dant un p-sous-groupe de
Sylow C d’ordre p et V un kG-module simple, non projectif. Le foncteur de
Mackey SG1,V posse`de alors une re´solution projective pe´riodique.
Remarque : Si le module V de l’e´nonce´ est simple et projectif, alors le fonc-
teur de Mackey S1,V est e´galement projectif (voir [TW95], corollaire 17.3),
donc la re´solution projective de S1,V est triviale.
Preuve : La proposition 11.4 de [TW95] nous dit qu’il existe un kC-
module inde´composable U tel que S1,V est un facteur direct de T
C
1,U ↑
G
C .
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En particulier, le foncteur TC1,U est un foncteur de Mackey non projectif
et inde´composable (voir la proposition 2.3.9) associe´ au groupe C. Plus
pre´cise´ment, en utilisant la de´finition des foncteurs T , nous obtenons qu’il
existe 1 ≤ i ≤ p − 1 tel que TC1,U est e´gal a` Di, ou` Di est le foncteur de
Mackey de´fini dans la preuve de la proposition 3.2.11. De plus, toujours vu
la preuve de la proposition 3.2.11, la re´solution projective minimale de Di
est pe´riodique.
Comme le foncteur d’induction de C a` G est exact (proposition 1.4.3) et que
l’induit d’un foncteur de Mackey projectif est projectif (proposition 1.5.5), le
foncteur TC1,U ↑
G
C= Di ↑
G
C posse`de une re´solution projective pe´riodique, donc
sa re´solution projective minimale est pe´riodique (voir la proposition 3.1.7).
Finalement, comme S1,V est un facteur direct de T
C
1,U ↑
G
C , la proposition
3.1.8 nous permet de conclure.

Remarque : Le corollaire 3.2.8 et la proposition 3.2.12 montrent que tout
foncteur de Mackey simple, associe´ a` un groupe G posse´dant un p-sous-
groupe de Sylow d’ordre p, a une re´solution projective minimale pe´riodique.
Nous pouvons en de´duire que tout foncteur de Mackey (de type fini) M
posse`de une re´solution projective minimale borne´e, c’est-a`-dire telle que la
dimension sur k des foncteurs projectifs qui apparaissent dans la re´solution
projective minimale deM est borne´e par une constante. En effet, on montre
cela par re´currence sur la longueur deM . Vu la proposition 3.1.4, il suffit de
de´montrer que Extn(M,S) est de dimension borne´e sur k, pour tout foncteur
simple S.
Si M est de longueur 1, alors il est simple et le re´sultat est de´montre´. Si M
est de longueur supe´rieure a` 1, alors il existe une suite exacte courte de la
forme 0 → N → M → T → 0, ou` T est un foncteur de Mackey simple et
ou` N est de longueur strictement infe´rieure a` la longueur de M . Soit S un
foncteur de Mackey simple. Vu le the´ore`me 1.2.20, il existe une suite exacte
longue
· · · → Extn(T, S)→ Extn(M,S)→ Extn(N,S)→ . . .
et, par conse´quent,
dimk(Ext
n(M,S)) ≤ dimk(Ext
n(T, S)) + dimk(Ext
n(N,S)).
Donc, par hypothe`se de re´currence, cela implique que dimk(Ext
n(M,S)) est
borne´e. De plus, le fait que M posse`de une re´solution projective borne´e
semble impliquer qu’il posse`de une re´solution projective pe´riodique.
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3.3 Le cas cohomologique
Dans cette section, nous allons nous inte´resser au cas des foncteurs cohomo-
logiques et, plus particulie`rement des groupes d’extension sur l’alge`bre de
Mackey cohomologique. Rappelons qu’un foncteur de Mackey M est dit co-
homologique si pour tout K ≤ H ≤ G, on a IHKR
H
K = m|H:K|, ou` m|H:K| est
la multiplication par l’indice deH dansK. De plus, la cate´gorie des foncteurs
cohomologiques, Comackk(G), peut eˆtre conside´re´e comme la cate´gorie des
modules sur l’alge`bre de Mackey cohomologique, coµk(G), qui est le quotient
de µk(G) par l’ide´al engendre´ par les e´le´ments I
H
KR
H
K−|H : K|I
H
H , pour tout
H ≤ G (voir la page 15).
Dans un premier temps, nous allons de´montrer que si deux foncteurs de
Mackey simples sont cohomologiques, alors leur groupe d’extension de degre´
1, vu sur l’alge`bre de Mackey cohomologique, est le meˆme que celui vu sur
l’alge`bre de Mackey standard. Nous montrerons ensuite, a` l’aide d’exemples,
que ce re´sultat n’est plus vrai pour les groupes d’extension de degre´ supe´rieur
entre foncteurs simples, ou pour les groupes d’extension de degre´ 1 entre
foncteurs quelconques.
Proposition 3.3.1. Soient S et S′ des foncteurs de Mackey simples pour
un groupe G. Si S et S′ sont cohomologiques, alors
Ext1µk(G)(S, S
′) = Ext1coµk(G)(S, S
′)
ou` coµk(G) est l’alge`bre de Mackey cohomologique.
Preuve : Dans l’e´nonce´ du the´ore`me 2.1.4, nous pouvons remplacer chaque
fois le groupe des extensions sur µk(G) par celui sur coµk(G). En effet, la
preuve est analogue (voir [TW95], preuve du the´ore`me 14.3), en remarquant
les points suivants :
i) un foncteur simple SH,V pour le groupe G est cohomologique si et
seulement si H est un p-sous-groupe de G (voir [TW95], proposition
16.10),
ii) pour tout p-sous-groupe H de G et pour tout kNG(H)-module U ,
le foncteur
(
Inf
NG(H)
NG(H)
FPU
)
↑GNG(H) est cohomologique (voir [TW95],
proposition 16.14),
iii) la cate´gorie des foncteurs de Mackey cohomologiques est une sous-
cate´gorie pleine de celle des foncteurs de Mackey ; donc s’il existe un
morphisme de foncteurs de Mackey entre deux foncteurs cohomolo-
giques, alors c’est un morphisme de foncteurs de Mackey cohomolo-
giques,
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iv) il y a une injection canonique de Extcoµk(G)(S, S
′) dans Extµk(G)(S, S
′),
si S et S′ sont des foncteurs de Mackey simples cohomologiques,
v) tout sous-foncteur d’un foncteur de Mackey cohomologique est coho-
mologique (voir [TW95], lemme 16.1).
Par conse´quent, nous obtenons
Ext1coµk(G)(SH,V , SK,W ) = 0 = Ext
1
µk(G)
(SH,V , SK,W )
si les sous-groupes H et K ne sont pas contenus l’un dans l’autre, a` G-
conjugaison pre`s ;
dimk
(
Ext1coµk(G)(SH,V , SK,W )
)
= dimk
(
Ext1µk(G)(SH,V , SK,W )
)
siH = K, car ils sont les deux e´gaux a` la multiplicite´ de SH,V dans la seconde
couche de la se´rie des socles de
(
Inf
NG(H)
NG(H)
FPPW
)
↑GN(H) ; et finalement
dimk
(
Ext1coµk(G)(SH,V , SK,W )
)
= dimk
(
Ext1µk(G)(SH,V , SK,W )
)
e´galement si H <G K (respectivement K <G H) car ils sont les deux
e´gaux a` la multiplicite´ de SK,W (respectivement SH,V ) dans la seconde
couche de la se´rie des socles de
(
Inf
NG(K)
NG(K)
FPV
)
↑GN(K) (respectivement(
Inf
NG(H)
NG(H)
FPW
)
↑GN(H) ).

Remarque : Dans le cas ou` G = P est un p-groupe, nous obtenons une
preuve directe de ce re´sultat. En effet, dans ce cas, tous les foncteurs simples
sont cohomologiques. Fixons une extension 0 → SH,k
α
→ M
β
→ SQ,k → 0 de
SQ,k par SH,k. Nous allons de´montrer que le foncteur M est cohomologique.
Pour cela, conside´rons le diagramme suivant :
0 // SH,k(J)
αJ //
RJK

m[J:K]

M(J)
βJ //
RJK

SQ,k(J) //
RJK

m[J:K]

0
0 // SH,k(K)
αK //
IJK

M(K)
βK //
IJK

SQ,k(K) //
IJK

0
0 // SH,k(J)
αJ //M(J)
βJ // SQ,k(J) // 0
avec K < J ≤ P et ou` m[J :K] est la multiplication par [J : K]. Ce dia-
gramme est commutatif car α et β sont des morphismes de foncteurs de
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Mackey et que les foncteurs simples qui y apparaissent sont cohomologiques.
Rappelons tout d’abord que dans le cas des p-groupes, vu la proposition
1.4.12, les foncteurs simples sont donne´s explicitement par
SL,k(M) =
{
k si L =G M ,
0 sinon.
Remarquons ensuite que la multiplication par l’indice [J : K] est toujours
nulle, car K < J et donc p divise [J : K]. Nous allons conside´rer plusieurs
cas :
i) Si H et Q ne sont pas conjugue´s a` J , alors M(J) = 0 et par suite
IJKR
J
K = 0 = m[J :K], vues comme applications de M(J) dans M(J).
ii) Si Q 6=G J (respectivement H 6=G J), alors αJ (respectivement βJ)
est un isomorphisme, donc nous obtenons e´galement
IJKR
J
K = αJI
J
KR
J
Kα
−1
J = 0 = m[J :K]
(respectivement IJKR
J
K = β
−1
J I
J
KR
J
KβJ = 0 = m[J :K] )
vues comme applications de M(J) dans M(J).
iii) Supposons finalement que J est conjugue´ a` H et a` Q. Dans ce cas,
l’application IJKR
J
K de M(J) dans M(J) se factorise par M(K) = 0,
donc est e´galement nulle.
Par conse´quent le foncteur M est cohomologique et nous obtenons
Extcoµk(P )(SH,k, SQ,k) = Extµk(P )(SH,k, SQ,k).
En particulier, les corollaires 2.2.6 et 2.5.10, qui de´crivent les groupes d’ex-
tension de degre´ 1 entre foncteurs de Mackey simples associe´s a` un p-groupe
peuvent se voir comme un corollaire du re´sultat de Samy Modeliar (voir
[SM05], chapitre 11) qui donne ces groupes pour un p-groupe dans le cas
cohomologique.
Nous allons a` pre´sent donner deux exemples : le premier sera un exemple
ou` les groupes d’extension de degre´ 1, entre deux foncteurs, force´ment non
simples, ne co¨ıncident pas dans les cas cohomologique et ge´ne´ral, et le se-
cond sera un exemple ou` les extensions de degre´ supe´rieur a` 1 entre foncteurs
simples ne co¨ıncident pas.
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Exemple : extensions de degre´ 1 associe´es au groupe C2
Conside´rons le groupe P = C2 et un corps k alge´briquement clos de ca-
racte´ristique 2. Soit S2 = SC2,k le foncteur de Mackey simple associe´ a` P
et P2 = PC2,k sa couverture projective. Vu la remarque qui suit le the´ore`me
1.5.2, P2 est e´gal au foncteur de Burnside B
C2 . Par conse´quent, P2 se
repre´sente de la manie`re suivante :
P2(C2) = kC2/1 ⊕ kC2/C2
R
C2
1


P2(1) = k1/1
I
C2
1
YY444444
et les conjugaisons sont triviales. Soit A le sous-foncteur de P2 de´fini par
A(C2) = kC2/1
A(1) = k1/1
I
C2
1
OO
Le foncteur A est alors le radical de P2 et, en particulier, P2/A ∼= S2. Il
existe donc une suite exacte courte non scinde´e : 0→ A→ P2 → S2 → 0 et,
par conse´quent, Ext1µk(P )(S2, A) 6= 0.
D’autre part, le foncteur S2 est cohomologique, car il est indexe´ par C2
qui est un 2-groupe et sa couverture projective, comme foncteur de Mackey
cohomologique, est e´gale a` FPk (voir [TW95], proposition 16.10). Le foncteur
FPk est de´fini par :
FPk(C2) = k
id

FPk(1) = k
donc il existe une suite exacte courte 0 → S1 → FPk → S2 → 0, ou`
S1 = S1,k. Cette suite induit alors la suite exacte suivante (voir le the´ore`me
1.2.20) :
· · · → Homcoµk(P )(S1, A)→ Ext
1
coµk(P )
(S2, A)→ Ext
1
coµk(P )
(FPk, A)→ . . .
ou` A est le foncteur de´fini pre´ce´demment, qui est e´galement cohomologique
vu qu’il est isomorphe au foncteur quotient fixe FQk (voir [TW95], lemme
16.2). Comme le foncteur A ne posse`de pas de sous-foncteur isomorphe a`
S1, Homcoµk(P )(S1, A) = 0 et, comme FPk est un coµk(P )-module projectif
(voir [TW95], lemme 16.2), Ext1coµk(P )(FPk, A) = 0. Par conse´quent,
Ext1coµk(P )(S2, A) = 0 6= Ext
1
µk(P )
(S2, A).
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Cet exemple nous montre que meˆme dans le cas “presque simple”, dans le
sens ou` S2 est simple et que A n’a que deux facteurs de composition, les
extensions de degre´ 1 sur µk(P ) et sur coµk(P ) ne se comportent pas de la
meˆme manie`re.
Exemple : extensions de degre´ supe´rieur a` 1 associe´es au groupe
Cp, avec p 6= 2
Nous allons terminer ce chapitre avec un second exemple qui illustre le fait
que les groupes d’extension de degre´ supe´rieur a` 1 sur coµk(G), entre fonc-
teurs de Mackey simples cohomologiques, sont diffe´rents de ceux sur µk(G).
Dans ce but, nous allons calculer tous les groupes d’extension pour le groupe
Cp, dans le cas cohomologique :
Proposition 3.3.2. Soient P = Cp, le groupe cyclique d’ordre p et coµk(P )
l’alge`bre de Mackey cohomologique associe´e. Notons S1 = S1,k et Sp = SP,k
les deux foncteurs de Mackey simples associe´s a` P , alors, si p 6= 2,
Extjcoµk(P )(Sp, S1) = Ext
j
coµk(P )
(S1, Sp) =
{
k si j ≥ 1,
0 sinon,
Extjcoµk(P )(Sp, Sp) =
{
k si j = 0 ou j ≥ 2,
0 sinon,
Extjcoµk(P )(S1, S1) = k pour tout j ≥ 0,
et si p = 2, alors
Extjcoµk(P )(S2, S1) = Ext
j
coµk(P )
(S1, S2) =
{
k si j = 1,
0 sinon,
Extjcoµk(P )(S2, S2) =
{
k si j = 0 ou j = 2,
0 sinon,
Extjcoµk(P )(S1, S1) =
{
k si j = 0,
0 sinon.
Preuve : Vu la proposition 16.10 de [TW95], la couverture projective de
S1, vu comme foncteur de Mackey cohomologique est P
c
1 = FPkP (comme
dans Mackk(P )) et celle de Sp est P
c
p = FPk, qui sont de´finis par
P c1 (P ) = kvp
RP1
5
55
55
5
P c1 (1) = kv1
IP1
DD							
⊕ · · · ⊕ kvp
P cp (P ) = ku
RP1

P cp (1) = kv
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ou` la conjugaison par un ge´ne´rateur h de P est donne´e par ch(vi) = vi+vi+1
si i < p, ch(vp) = vp, ch(u) = u et ch(v) = v, avec P = 〈h〉 et vi = (h− 1)
i.
Supposons que p 6= 2. Nous allons construire une re´solution projective mi-
nimale de S1, en utilisant les meˆmes me´thodes que dans la preuve de la
proposition 3.2.4, c’est pourquoi nous ne donnerons que peu de de´tails. Par
ailleurs de telles re´solutions ont e´te´ construites explicitement par Samy Mo-
deliar, dans [SM05].
Comme P c1 = P1,k, cette re´solution commence de la meˆme manie`re que dans
la preuve de la proposition 3.2.4, c’est-a`-dire que P c1 se surjecte sur S1 et
la couverture projective du noyau correspondant, K1, est e´gale a` P
c
1 ⊕ P
c
p .
Plus pre´cise´ment, K1 est de´fini par
K1(P ) = kvp
RP1
5
55
55
5
K1(1) = kv2 ⊕ · · · ⊕ kvp
ou` la conjugaison par un ge´ne´rateur h de P est donne´e par ch(vi) = vi+vi+1
si i < p et ch(vp) = vp.
Par conse´quent, P c1 ⊕P
c
p se surjecte sur K1 et le noyau de cette application,
K2, est le sous-foncteur de P
c
1 ⊕ P
c
p de´fini par
K2(P ) = kvp
RP1
  A
AA
AA
AA
A
K2(1) = k(v − vp−1)⊕ kvp
ou` la conjugaison par un ge´ne´rateur h de P est donne´e par ch(vp) = vp et
ch(v − vp−1) = (v − vp−1)− vp.
En particulier, la couverture projective de K2 est e´gale a` P
c
1 ⊕ P
c
p et l’on
ve´rifie que le noyau correspondant est le foncteur K3 de´fini par
K3(P ) = kvp
RP1
  B
BB
BB
BB
B
K3(1) = k(v + v2) ⊕ kv3 ⊕ · · · ⊕ kvp
ou` la conjugaison par un ge´ne´rateur h de P est donne´e par ch(vp) = vp,
ch(v+ v2) = (v+ v2) + v3 et ch(vi) = vi+ vi+1 si 2 < i < p. Par conse´quent,
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le foncteur K3 est isomorphe a` K1. La situation est donc la suivante :
P c1 ⊕ P
c
p
//
!! !!B
BB
BB
BB
B
P c1 ⊕ P
c
p
//
!! !!B
BB
BB
BB
B
P c1 // // S1 // 0
K1
. 
==||||||||
K2
. 
==||||||||
K1
1
BB
et il suffit de re´pe´ter la suite d’applications ci-dessus a` partir de K1 pour
obtenir la re´solution projective minimale de S1, dans Comackk(P ), suivante :
· · · → P c1 ⊕ P
c
p → P
c
1 ⊕ P
c
p → P
c
1 ⊕ P
c
p → P
c
1 → S1 → 0 .
En utilisant la proposition 3.1.4, nous pouvons alors de´terminer les groupes
d’extension entre S1 et n’importe quel autre foncteur simple, pour p 6= 2, ce
qui nous donne :
Extjcoµk(P )(S1, Sp) =
{
k si j ≥ 1,
0 sinon,
Extjcoµk(P )(S1, S1) = k pour tout j ≥ 0.
Passons a` pre´sent a` Sp. Comme P
c
p (1)
∼= k et P cp (P )
∼= k, le foncteur P cp
posse`de deux facteurs de composition S1 et Sp (voir la remarque qui suit la
proposition 1.4.12) et sa teˆte est e´gale a` Sp. Par conse´quent, il existe une
suite exacte courte :
0→ S1 → P
c
p → Sp → 0
et il suffit de prolonger cette suite avec la re´solution projective minimale de
S1 pour obtenir une re´solution projective minimale de Sp, qui est alors e´gale
a`
· · · → P c1 ⊕ P
c
p → P
c
1 ⊕ P
c
p → P
c
1 ⊕ P
c
p → P
c
1 → P
c
c → Sp → 0 .
En utilisant a` nouveau la proposition 3.1.4, nous obtenons, pour p 6= 2,
Extjcoµk(P )(Sp, S1) =
{
k si j ≥ 1,
0 sinon,
Extjcoµk(P )(Sp, Sp) =
{
k si j = 0 ou j ≥ 2,
0 sinon.
Il nous reste a` traiter le cas ou` p = 2. Dans ce cas, les foncteurs P c1 et P
c
p
sont de´finis par
P c1 (P ) = kv2
RP1
.
..
..
.
P c1 (1) = kv1
IP1
HH
⊕ kv2
P c2 (P ) = ku
RP1

P c2 (1) = kv
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ou` la conjugaison par un ge´ne´rateur h de P est donne´e par ch(v1) = v1+ v2,
ch(v2) = v2, ch(u) = u et ch(v) = v. En particulier, P
c
2 s’identifie a` un
sous-foncteur de P c1 , dont le quotient correspondant est isomorphe a` S1. La
re´solution projective minimale de S1 est donc la suivante :
0→ P c2 → P
c
1 → S1 → 0 .
De plus, comme dans le cas ou` p est impair, il existe une suite exacte courte :
0→ S1 → P
c
2 → S2 → 0
qui nous permet de de´terminer la re´solution projective minimale de S2 sui-
vante :
0→ P c2 → P
c
1 → P
c
2 → S2 → 0 .
La proposition 3.1.4 nous permet alors de de´terminer tous les groupes d’ex-
tension dans le cas p = 2, explicitement :
Extjcoµk(P )(S2, S1) = Ext
j
coµk(P )
(S1, S2) =
{
k si j = 1,
0 sinon,
Extjcoµk(P )(S2, S2) =
{
k si j = 0 ou j = 2,
0 sinon,
Extjcoµk(P )(S1, S1) =
{
k si j = 0,
0 sinon.

Par conse´quent, en comparant les propositions 3.2.5 et 3.3.2, nous obtenons
le re´sultat voulu, a` savoir que les groupes d’extension entre foncteurs de
Mackey simples, associe´s a` P = Cp, de degre´ supe´rieur a` 1 sur coµk(P ) sont
diffe´rents des groupes correspondant sur µk(P ). Par exemple
Ext3coµk(P )(Sp, S1) = k 6= 0 = Ext
3
µk(P )
(Sp, S1)
Ext2coµk(P )(Sp, Sp) = k 6= 0 = Ext
2
µk(P )
(Sp, Sp)
et, plus particulie`rement, si p = 2 :
Ext3coµk(P )(S1, S1) = 0 6= k = Ext
3
µk(P )
(S1, S1)
En particulier, dans le cas ou` p = 2, les foncteurs simples S1 et S2 posse`dent
des re´solutions projectives finies dans Comackk(C2), ce qui ne peut jamais
se produire dans Mackk(G), lorsque G posse`de un p-sous-groupe de Sylow
d’ordre 2, vu la proposition 3.1.3.
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Comme l’alge`bre de Mackey µk(G) est une k-alge`bre de dimension finie, il y
a une bijection entre les foncteurs de Mackey simples et les foncteurs de Mac-
key projectifs inde´composables (voir la proposition 1.2.13). Plus pre´cise´ment,
a` chaque foncteur simple SH,V correspond sa couverture projective, qui est
note´e PH,V . En particulier, SH,V est l’unique quotient simple, donc la teˆte,
de PH,V . Dans ce chapitre, nous allons nous inte´resser a` la question duale,
c’est-a`-dire nous demander quels sont les sous-foncteurs simples de PH,V .
Dans le cas des kG-modules, ou` G est un groupe fini, le socle des modules
projectifs inde´composables est simple et, de plus, il est isomorphe a` la teˆte
de ces derniers (voir [Alp86], the´ore`me 6, chapitre 2). Mais dans le cas des
foncteurs de Mackey, ce re´sultat n’est plus vrai et la question de de´terminer
quels sont les sous-foncteurs simples des foncteurs projectifs se re´ve`le eˆtre
tre`s ardue.
Dans ce chapitre, nous allons utiliser les foncteurs ∆ introduits dans la sec-
tion 1.6, pour obtenir des informations sur les sous-foncteurs simples qui
peuvent apparaˆıtre dans le foncteur de Mackey projectif PH,k associe´ a` un
p-groupe P . Puis nous allons de´montrer que si le socle du foncteur de Burn-
side BH , associe´ au sous-groupe H de P , n’est compose´ que de foncteurs
simples e´gaux a` SHH,k, alors le socle de P
P
H,k ne contient que des foncteurs
simples e´gaux a` SPH,k. Dans le cas particulier ou` le groupe P est abe´lien,
le foncteur BP remplit la condition pre´ce´dente. Par conse´quent, la section
4.2 sera consacre´e a` l’e´tude du socle du foncteur de Burnside dans le cas
abe´lien. Plus pre´cise´ment, nous allons construire explicitement certains sous-
foncteurs simples de Soc(BP ), puis calculer ce socle explicitement pour P
cyclique, P = (Cp)
2 et P = (Cp)
3. Dans la section suivante, nous calculerons
le socle du foncteur de Burnside associe´ a` un p-groupe abe´lien de rang 2. Fi-
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nalement, dans la dernie`re section de ce chapitre, nous e´tudierons quelques
proprie´te´s de BP pour P non ne´cessairement abe´lien, et, en particulier, nous
donnerons un exemple ou` BP posse`de des sous-foncteurs simples diffe´rents
de SP,k.
Dans tout le chapitre, nous allons donc essentiellement conside´rer le cas
ou` les foncteurs de Mackey sont associe´s a` un p-groupe P , sur un corps k
alge´briquement clos, de caracte´ristique p. Commenc¸ons toutefois par fixer
un groupe fini G arbitraire.
4.1 Foncteurs ∆ et foncteur de Burnside
Remarquons tout d’abord que, toujours en utilisant le fait que µk(G) est une
k-alge`bre de dimension finie, les foncteurs de Mackey projectifs inde´compo-
sables, PH,V , posse`dent un socle non trivial. Rappelons de plus, que si H
est un sous-groupe de G, ces foncteurs PH,V sont des facteurs directs d’un
foncteur de Burnside induit (pour la de´finition du foncteur de Burnside,
voir la page 13). Plus pre´cise´ment, la multiplicite´ de PH,V comme facteur
direct du foncteur BK ↑GK , induit a` partir du sous-groupe K de G, est e´gale
a` dimk(SH,V (K)), autrement dit,
BK ↑GK =
⊕
(H,V )
dimk(SH,V (K)) · PH,V
ou` la somme est prise sur les couples (H,V ) ou` H parcourt les sous-groupes
de G a` conjugaison pre`s et V les kNG(H)-modules simples a` isomorphisme
pre`s (voir le the´ore`me 1.5.2).
En particulier, l’e´tude des foncteurs de Mackey projectifs inde´composables,
et plus pre´cise´ment de leur socle, est tre`s fortement lie´e a` l’e´tude du foncteur
de Burnside.
Tout d’abord, si k est un corps de caracte´ristique nulle ou premie`re a` l’ordre
de G, alors l’alge`bre de Mackey, µk(G), est semi-simple (voir le the´ore`me
1.1.5), donc tout foncteur de Mackey se de´compose en somme directe de
foncteurs simples. En particulier, Soc(M) = M pour tout M ∈ Mackk(G),
et tout foncteur de Mackey projectif inde´composable est simple, autrement
dit PH,V = SH,V .
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Si, de plus, k est alge´briquement clos, alors
BG ∼=
⊕
H≤GG
PH,k ∼=
⊕
H≤GG
SH,k
(voir [TW95], corollaire 8.9).
Supposons dore´navant que k est alge´briquement clos, de caracte´ristique p
et que P est un p-groupe. Dans ce cas, pour tout sous-groupe H de P ,
k est l’unique kNP (H)-module simple (voir la proposition 1.3.3) et, vu la
proposition 1.4.12,
SH,k(L) =
{
k si H =P L,
0 sinon.
Nous en de´duisons donc que PH,k = B
H ↑PH .
Pour e´tudier le socle des foncteurs de Mackey projectifs inde´composables,
nous allons utiliser la ∆-filtration des foncteurs de Mackey projectifs, donne´e
dans le corollaire 1.6.7. Rappelons que ces foncteurs sont de´finis de la manie`re
suivante :
∆H,U =
(
Inf
NP (H)
NP (H)
FQU
)
↑PNP (H)
ou` H est un sous-groupe de P et U un kNP (H)-module.
Rappelons que si M est un foncteur de Mackey projectif de type fini sur un
corps k, alors P est un objet de D (voir le the´ore`me 1.6.5 et la page 42 pour
la de´finition de la cate´gorie D). Si, de plus, M = PH,k est un foncteur de
Mackey projectif inde´composable pour un p-groupe P , alors M posse`de une
∆-filtration
0 =M0 ⊆M1 ⊆ · · · ⊆Mr =M
dont les facteurs sont e´gaux a`
Mi/Mi−1 = ∆
H
Hi,k ↑
P
H
∼= ∆PHi,kNP (Hi)/NH (Hi)
pour i = 1, . . . , r, ou`H1, . . . ,Hr sont les sous-groupes deH, a`H-conjugaison
pre`s, ordonne´s de sorte que si Hi est conjugue´ a` un sous-groupe de Hj , alors
i ≤ j (voir le corollaire 1.6.7).
Cela nous permet, en particulier, de de´duire le lemme suivant :
Lemme 4.1.1. Soient H et J des sous-groupes de P . Notons {H1, . . . ,Hr}
les sous-groupes de H, a` H-conjugaison pre`s. Le foncteur PH,k posse`de alors
une ∆-filtration ou` le foncteur ∆J,U apparaˆıt, comme facteur, autant de fois
que la cardinalite´ de l’ensemble
E = {i | Hi =P J et U ∼= kNP (Hi)/NH(Hi)}.
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Remarque : Dans le cas particulier ou` P est un groupe abe´lien, les fonc-
teurs ∆ qui apparaissent dans une filtration d’un foncteur de Mackey projec-
tif PH,k sont donc exactement les foncteurs ∆J,kP/H ou` J est un sous-groupe
de H.
Nous voulons de´terminer le socle de certains foncteurs de Mackey projectifs
et pour cela, nous pouvons utiliser la filtration pre´ce´dente. En effet, si M
est un foncteur de Mackey, posse´dant une filtration
0 =M0 ⊆M1 ⊆ · · · ⊆Mn =M
et si S est un sous-foncteur simple de M , alors il existe un indice i ≥ 0 tel
que S ⊂Mi+1 et S *Mi. Il s’ensuit que S ∼= (S +Mi)/Mi est sous-module
simple, non trivial, de Mi+1/Mi, autrement dit, c’est un facteur direct du
socle de Mi+1/Mi.
Ainsi, le socle des foncteurs ∆ va nous donner des informations sur le socle
des foncteurs de Mackey projectifs. Avant de donner le premier re´sultat
obtenu a` partir des foncteurs ∆, nous avons besoin du lemme suivant :
Lemme 4.1.2. Pour tout foncteur de Mackey projectif M , les morphismes
FQM(1) →M et M → FPM(1), qui sont induits par l’identite´ au niveau du
sous-groupe trivial, sont, respectivement, un monomorphisme et un e´pimor-
phisme.
Preuve : voir [TW95], lemme 12.4.
Proposition 4.1.3. Le socle du foncteur de Mackey ∆1,kP/H = FQkP/H
est e´gal a` SH,k. En particulier, le foncteur simple SH,k est un sous-foncteur
du foncteur projectif PH,k ; autrement dit, c’est un facteur direct du socle de
PH,k.
Preuve : Par le the´ore`me 1.5.3, PH,k(1) = kP/H. Le lemme pre´ce´dent nous
fournit donc un e´pimorphisme
PH,k −→ FPkP/H ∼=
(
FQkP/H
)?
= ∆?1,kP/H
ou` le premier isomorphisme provient du fait que (FPV )
? ∼= FQV ? (voir
[TW95], proposition 4.1) et que (kP/H)? ∼= kP/H.
Ainsi, vu la remarque ii) qui suit la proposition 1.2.15, ∆?1,kP/H posse`de SH,k
comme unique quotient simple. Donc, par dualite´, le socle de ∆1,kP/H est
SH,k.
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Par ailleurs, vu la ∆-filtration du foncteur projectif PH,k = B
H ↑PH , le fonc-
teur ∆1,kP/H est un sous-foncteur de PH,k. Nous en de´duisons donc que SH,k
est un facteur direct du socle de PH,k.

Il nous faut ainsi e´tudier le socle des foncteurs ∆ qui apparaissent dans la
∆-filtration des PH,k, c’est-a`-dire des
∆HHi,k ↑
P
H=
(
Inf
NP (Hi)
NP (Hi)
FQkNP (Hi)/NH(Hi)
)
↑PNP (Hi)
pour i = 1, . . . , r, ou` H1,. . .,Hr sont les sous-groupes de H, a` H-conjugaison
pre`s.
Par la proposition pre´ce´dente, si H ≤ P , le socle du foncteur de Mackey
FQkP/H = ∆1,kP/H pour le groupe P est e´gal a` SH,k. Il s’ensuit imme´dia-
tement, vu que le foncteur d’inflation est exact (voir la proposition 1.4.4),
que
Soc
(
Inf
NP (Hi)
NP (Hi)
FQkNP (Hi)/NH (Hi)
)
= S
NP (Hi)
NH(Hi),k
pour le groupe NP (Hi), pour tout i = 1, . . . , r.
Afin de de´terminer les sous-modules simples de ∆HHi,k ↑
P
H , nous avons besoin
d’un re´sultat sur la semi-simplicite´ de la restriction des foncteurs de Mackey
simples dans le cas des p-groupes, qui est un corollaire de la proposition
2.2.1 :
Proposition 4.1.4. Soient J , K des sous-groupes d’un p-groupe P . Si J
n’est pas conjugue´ a` un sous-groupe de H, alors SJ,k ↓
P
H = 0. Si J ≤P H,
alors
SJ,k ↓
P
H =
⊕
g∈I
SHgJ,k
ou` I = [H\TP (J,H)/NP (J)] et ou` TP (J,H) = {g ∈ P |
gJ ≤ H} est le
transporteur de J dans H. En particulier, SH,k ↓
P
H= S
H
H,k.
Preuve : C’est une conse´quence directe de la proposition 2.2.1, en utilisant
le fait que la restriction du module trivial a` n’importe quel sous-groupe de
P est e´gale au module trivial, donc en particulier qu’elle est semi-simple.

Proposition 4.1.5. Soient J ≤ H ≤ P ou` P est un p-groupe. Le socle du
foncteur ∆HJ,k ↑
P
H est e´gal au foncteur simple S
P
NH(J),k
.
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Preuve : Posons M := Inf
NP (J)
NP (J)
FQkNP (J)/NH (J), alors
∆HJ,k ↑
P
H
∼= ∆P
J, Ind
NP (J)
NH (J)
(k)
=M ↑PNP (J)
ou` le premier isomorphisme est une conse´quence du lemme 1.6.3.
Soit S = SL,k un sous-foncteur simple de ∆
H
J,k ↑
P
H . Comme le foncteur
d’induction est l’adjoint du foncteur de restriction (voir la proposition 1.4.3),
nous obtenons
0 6= Homµk(P )
(
S,M ↑PNP (J)
)
∼= Homµk(NP (J))
(
S ↓PNP (J),M
)
.
Vu la proposition pre´ce´dente, cela implique que L ≤P NP (J) et, dans ce
cas,
0 6= Homµk(NP (J))
(
S ↓PNP (J),M
)
= Homµk(NP (J))
(⊕
g∈I
S
NP (J)
gL,k ,M
)
=
⊕
g∈I
Homµk(NP (J))
(
S
NP (J)
gL,k ,M
)
ou` I = [NP (J)\TP (L,NP (J))/NP (L)].
Comme nous l’avons vu pre´ce´demment, Soc(M) = S
NP (J)
NH(J),k
, donc il existe
un unique g ∈ I tel que S
NP (J)
gL,k = S
NP (J)
NH(J),k
, donc tel que gL =NP (J) NH(J).
En particulier, le sous-groupe L est conjugue´ a` NH(J). Nous avons donc
montre´ que le socle de ∆HJ,k ↑
P
H = M ↑
P
NP (J)
est de la forme
(
SPNH(J),k
)m
pour un entier m ≥ 1.
Posons S = SPNH(J),k. Alors, d’une part,
Homµk(P )
(
S,M ↑PNP (J)
)
= Homµk(P ) (S, S
m)
= Homµk(P )(S, S)
m ∼= km
et, d’autre part, en utilisant la proposition 4.1.4,
Homµk(P )
(
S,M ↑PNP (J)
)
∼= Homµk(NP (J))
(
S ↓PNP (J),M
)
∼= Homµk(NP (J))
(⊕
g∈J
S
NP (J)
gNH(J),k
,M
)
∼=
⊕
g∈J
Homµk(NP (J))
(
S
NP (J)
gNH(J),k
, S
NP (J)
NH(J),k
)
∼= k
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ou` J = [NP (J)\TP (NH(J), NP (J))/NP (NH(J))] et ou` le dernier isomor-
phisme provient du fait qu’il n’y a qu’un seul g pour lequel l’avant-dernie`re
expression est non nulle. En effet, Homµk(NP (J))
(
S
NP (J)
gNH(J),k
, S
NP (J)
NH(J),k
)
est
nul, a` moins que gNH(J) et NH(J) ne soient conjugue´s dans NP (J) et,
si c’est le cas, alors il existe x ∈ NP (J) tel que xg ∈ NP (NH(J)) donc
g = x−1 = 1 dans J .
Il s’ensuit donc que m = 1.

Ce re´sultat nous donne des informations sur les socles des foncteurs de Mac-
key projectifs inde´composables pour un p-groupe P :
Proposition 4.1.6. Soit H un sous-groupe d’un p-groupe P .
Notons H1, . . . ,Hr les sous-groupes de H a` H-conjugaison pre`s. Alors
Soc(PH,k) =
r⊕
i=1
(
SPNH(Hi),k
)mi
avec 0 ≤ mi ≤ 1, pour tout i = 1, . . . , r.
Preuve : Le foncteur projectif PH,k posse`de une filtration dont les quotients
sont DHi := ∆
H
Hi,k
↑PH , pour i = 1, . . . , r, ou`H1, . . . ,Hr sont les sous-groupes
de H, a` H-conjugaison pre`s (voir le corollaire 1.6.7). Par la proposition
pre´ce´dente, Soc(DHi) = S
P
NH(Hi),k
et si S est un sous-foncteur simple de
PH,k, alors il existe un indice i tel que S apparaˆıt dans le socle de DHi .

Avant d’aller plus loin, nous allons traiter un exemple pour D8, le groupe
die´dral d’ordre 8 :
Exemple : Le but de cet exemple est de calculer le socle du foncteur
BP = PP,k ou` P = D8 = 〈r, s | r
4 = s2 = 1, srs = r3〉 est le groupe die´dral
d’ordre 8, sur un corps k alge´briquement clos de caracte´ristique 2.
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Rappelons que les sous-groupes de D8 forment le treillis suivant :
D8
}}
}}
}}
}}
AA
AA
AA
AA
V˜4
@@
@@
@@
@@




C4 V4
~~
~~
~~
~~
??
??
??
??
J˜1
PPP
PPP
PPP
PPP
PPP J˜2
AA
AA
AA
AA
C2 J1
}}
}}
}}
}}
J2
nnn
nnn
nnn
nnn
nnn
1
ou` J˜1 = 〈rs〉, J˜2 = 〈r
3s〉, J1 = 〈s〉, J2 = 〈r
2s〉, V˜4 = 〈r
2, rs〉 et V4 = 〈r
2, s〉.
Les groupes J˜1 et J˜2 sont conjugue´s dans P , et il en va de meˆme pour J1 et
J2. On nume´rote les sous-groupes de P , a` conjugaison pre`s, de la manie`re
suivante : H1 = 1, H2 = C2, H3 = J˜1, H4 = J1, H5 = C4, H6 = V˜4, H7 = V4
et H8 = G.
Vu la proposition pre´ce´dente,
Soc(BP ) = (SP,k)
m1+m2+m5+m6+m7+m8 ⊕
(
SV˜4,k
)m3
⊕ (SV4,k)
m4
ou` les mi sont e´gaux a` 0 ou 1.
Calculons explicitement le nombre de sous-foncteurs de BP isomorphes a`
SP,k. De tels sous-foncteurs S sont caracte´rise´s par le fait que S(P ) = kx,
ou` x ∈ B(P ), et S(K) = 0 pourK < P . Donc la restriction de x a` n’importe
quel sous-groupe deD8 doit eˆtre nulle ; autrement dit, x appartient au noyau
de l’application : ∏
K<P
RPK : B(P )→
∏
K<P
B(K) .
En utilisant les formules pour les applications de restriction associe´es au
foncteur de Mackey de Burnside (donne´es a` la page 13), nous obtenons que
ce noyau est e´gal a` kP/1 ⊕ kP/C2 ⊕ k(P/C4 + P/V˜4 + P/V4). Il y a donc
trois copies du foncteur SP,k dans le socle de B
P , disons S1, S2 et S3.
Regardons ensuite si BP posse`de des sous-foncteurs isomorphes a` SV˜4,k ou
a` SV4,k. Un sous-foncteur T de B
P , isomorphe a` SV4,k, est caracte´rise´ par le
fait que T (V4) = ky, ou` y ∈ B(V4), et les restrictions et les inductions de y
a` n’importe quel sous-groupe de P sont nulles. Posons
y = λ1V4/1 + λ2V4/C2 + λ3V4/J1 + λ4V4/J2 + λ5V4/V4 ∈ B(V4)
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alors
IPV4(y) = λ1P/1 + λ2P/C2 + (λ3 + λ4)P/J1 + λ5P/V4 = 0
si et seulement si λ1 = λ2 = λ5 = 0 et λ3 = λ4. Comme de plus
RV4J1 (λ(V4/J1 + V4/J2)) = λJ1/1
doit eˆtre nul, nous en de´duisons que y = 0. Par conse´quent, le socle de BP ne
contient pas de sous-foncteur isomorphe a` SV4,k. Un raisonnement analogue
permet de montrer qu’il n’y a pas non plus de sous-foncteur isomorphe a`
SV˜4,k, et par suite, Soc
(
BP
)
= (SP,k)
3.
Par ailleurs, le foncteur de Burnside BP posse`de une ∆-filtration, qui est
donne´e par sa filtration ascendante (voir la de´finition 1.6.6 et ce qui suit) :
0 ⊆M1 ⊆M2 ⊆ · · · ⊆M8 = B
P
ou`Mi est le sous-foncteur engendre´ par les e´valuations de B
P en H1, . . . ,H8.
De plus Mi/Mi−1 ∼= ∆Hi,k, et, vu ce qui pre´ce`de, le socle de ∆Hi,k est e´gal
a` SNP (Hi),k.
Rappelons que S1, S2 et S3 sont les trois sous-foncteurs de B
P isomorphes
a` SP,k. Le sous-foncteur S1 de B
P est de´fini par S1(P ) = kP/1, et, comme
P/1 = IP1 (1/1), S1 appartient au socle de M1 = ∆1,k. Le deuxie`me sous-
foncteur S2 est de´fini par S2(P ) = kP/C2. Comme auparavant, nous avons
P/C2 = I
P
C2
(C2/C2), donc S2 appartient au socle de M2, le sous-foncteur de
BP engendre´ par l’e´valuation de BP en 1 et en C2. De plus, S2 n’est pas
un sous-foncteur de M1, vu que M1(P ) = I
P
1 (k1/1) = kP/1. Finalement, le
troisie`me sous-foncteur S3 est de´fini par S3(P ) = k(P/C4+P/V˜4+P/V4). Il
appartient au socle de M7, le sous-foncteur de B
P engendre´ par l’e´valuation
de BP en tous les sous-groupe de P , a` l’exception de P lui-meˆme. De plus,
il n’est pas sous-foncteur de M6, vu que l’e´le´ment P/V4 n’apparaˆıt pas dans
M6(P ). Nous avons donc de´montre´ que m1 = m2 = m7 = 1 et que tous les
autres mi sont nuls.
Dans le cas ou` H est un sous-groupe abe´lien du groupe P , la proposition
4.1.6 nous donne directement le re´sultat suivant sur le socle de PH,k :
Corollaire 4.1.7. Soient P un p-groupe et H un sous-groupe abe´lien de
P . Le socle du foncteur projectif PH,k ne contient que des sous-foncteurs
simples isomorphes a` SH,k. De plus, le nombre de facteurs simples dans une
de´composition de Soc(PH,k) n’exce`de pas n, ou` n est le nombre de sous-
groupes de H.
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La proposition 4.1.6 nous donne une premie`re ide´e des sous-foncteurs simples
d’un foncteur projectif inde´composable PH,k, associe´ a` un p-groupe P . Tout
le proble`me revient donc a` de´terminer les entiers mi qui apparaissent, et
nous allons voir que c’est une question difficile meˆme dans les petits cas
abe´liens.
Nous pouvons ne´anmoins calculer, dans certains cas, le socle de ces foncteurs,
a` l’aide du socle du foncteur de Burnside associe´ au sous-groupe par lequel
est indexe´ notre foncteur projectif. En particulier, cela nous permettra de
de´terminer le socle d’un foncteur de Mackey projectif associe´ a` un p-groupe
cyclique, abe´lien e´le´mentaire de rang 3 ou abe´lien de rang 2. Explicitement,
nous avons le re´sultat suivant :
Proposition 4.1.8. Soit H un sous-groupe d’un p-groupe P . Si le socle du
foncteur BH associe´ au groupe H est e´gal a`
(
SHH,k
)m
pour un entier m ≥ 1,
alors le socle du foncteur PPH,k est e´gal a`
(
SPH,k
)m
.
Preuve : Soit S = SJ,k un sous-foncteur simple de PH,k ∼= B
H ↑PH . Alors,
par les propositions 4.1.4 et 1.4.3,
0 6= Homµk(P )
(
S,BH ↑PH
)
∼= Homµk(H)
(
S ↓PH , B
H
)
∼= Homµk(H)
(⊕
g∈I
SHgJ,k, B
H
)
ou` I = [H\TP (J,H)/NP (J)]. Comme le socle de B
H est e´gal a`
(
SHH,k
)m
,
il existe un e´le´ment g ∈ I tel que gJ = H. Par suite, le sous-groupe J
est conjugue´ a` H, donc Soc
(
PPH,k
)
= Sn ou` S = SPH,k. De plus, vu que
SPH,k ↓
P
H= S
H
H,k (voir la proposition 4.1.4), nous avons
kn ∼= Homµk(P ) (S,PH,k)
∼= Homµk(P )
(
S,BH ↑PH
)
∼= Homµk(P )
(
S ↓PH , B
H
)
∼= Homµk(H)
(
SHH,k, B
H
)
∼= km
et, par conse´quent, n = m.

Remarquons que cette proposition implique, en particulier, que le socle du
foncteur P1,k est simple, isomorphe a` S1,k. C’est par ailleurs un re´sultat de´ja`
connu (voir le the´ore`me 1.5.4).
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Le foncteur de Burnside joue donc un roˆle primordial dans l’e´tude du socle
des foncteurs projectifs, et plus particulie`rement lorsque son socle ne contient
que des foncteurs simples indexe´s par P . C’est ce qui se passe, par exemple,
dans le cas ou` le groupe P est abe´lien, vu la proposition 4.1.6 ; autrement
dit, Soc(BP ) = (SP,k)
m. Tout le proble`me revient donc a` de´terminer cet
entier m. C’est ce qui va nous occuper dans la suite de ce chapitre, en tout
cas pour certains petits groupes.
4.2 Quelques proprie´te´s du socle du foncteur de
Burnside dans le cas abe´lien
Vu les re´sultats de la section pre´ce´dente, si P est un p-groupe abe´lien, alors
le socle du foncteur de Burnside BP est e´gal a` (SP,k)
m, pour un entier m.
Rappelons que l’anneau de Burnside BP (P ) = B(P ) posse`de une k-base
B forme´e des P/H ou` H parcourt un ensemble de repre´sentants des sous-
groupes de P , a` conjugaison pre`s (voir la page 13). Par conse´quent, l’entier
m peut eˆtre borne´ par le cardinal n de B.
En fait, il est possible de faire un petit peu mieux. En effet, dans le cas d’un p-
groupe, le nombre de facteurs de composition isomorphes a` SJ,k, pour J ≤ P ,
d’un foncteur de Mackey M est donne´ par la dimension sur k deM(J) (voir
la remarque qui suit la proposition 1.4.12). Par conse´quent, le nombre de
facteurs de composition de BP isomorphes a` SP,k est e´gal a` dimk(B(P )) = n.
Par ailleurs, BP est e´gal au foncteur projectif inde´composable PP,k, donc en
particulier, la teˆte de BP est e´gale a` SP,k. Il s’ensuit qu’il ne peut pas y
avoir plus de n− 1 copies de SP,k dans le socle de B
P (du moins, si P n’est
pas le groupe trivial) ; autrement dit, m ≤ n− 1.
Remarque : Dans le cas ou` le groupe P est abe´lien, nous obtenons de
manie`re directe que le socle de BP ne contient que des sous-foncteurs simples
isomorphes a` SP,k. En effet, supposons que S ∼= SH,k est un sous-foncteur
de BP ou` H < P . Il s’ensuit que S(H) = kx ou`
x =
∑
L≤HH
λLH/L ∈ B
P (H) = B(H)
(l’anneau de Burnside associe´ au groupe H) est un e´le´ment sur lequel le
groupe P/H agit trivialement. De plus, comme
S(P ) = IPH(kx) = [P : H] · kx = 0,
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il faut que
0 = IPH(x) =
∑
L≤HH
λLP/L
ce qui force tous les coefficients λL a` eˆtre nuls (ce raisonnement ne peut pas
se ge´ne´raliser a` un p-groupe P quelconque, car, dans le cas non abe´lien, il
peut arriver que des sous-groupes non conjugue´s dans H le deviennent dans
P et donnent ainsi le meˆme e´le´ment dans B(P )).
Nous de´sirons alors de´terminer le nombre de sous-foncteurs simples (donc
isomorphes a` SP,k) apparaissant dans une de´composition du socle de B
P :
Proposition 4.2.1. Soit P un p-groupe abe´lien. Le socle de BP est iso-
morphe a` SmP,k ou` m est e´gal a` la dimension du noyau, note´ K(P ), de
l’application
R :=
s∏
i=1
RPHi : B(P ) −→
s∏
i=1
B(Hi)
ou` H1, . . . ,Hs sont les sous-groups maximaux de P et ou` R
P
Hi
est de´finie sur
les ge´ne´rateurs de B(P ) par RPHi(P/K) = [P : HiK] · Hi/(Hi ∩ K), pour
tout i.
Preuve : Rappelons que SP,k(H) =
{
k si H = P ,
0 sinon,
vu la proposition
1.4.12. Par conse´quent, un sous-foncteur simple de BP est de´termine´ entie`re-
ment par un e´le´ment x ∈ BP (P ), tel que la restriction de x a` n’importe
quel sous-groupe de P est nulle, vu qu’il n’y a pas de condition sur les
inductions ou les conjugaisons (en fait, toutes les conjugaisons sont triviales
sur B(P ), vu que NP (P ) = 1). Par conse´quent, le nombre m de sous-
foncteurs isomorphes a` SP,k dans B
P est e´gal a` la dimension du noyau de
l’application
R′ :=
∏
H<P
RPH : B(P ) −→
∏
H<P
B(H).
Rappelons ensuite que la restriction pour le foncteur de Burnside est donne´e,
pour H, K ≤ P , par
RPH(P/K) =
∑
x∈[H\P/K]
H/(H ∩ xK)
(voir la page 13). En particulier, si P est abe´lien, l’application R′ est de´finie
par
R′(P/K) =
∏
H<P
( ∑
x∈[H\P/K]
H/(H ∩ xK)
)
=
∏
H<P
[P : HK] ·H/(H ∩K).
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Finalement remarquons que le noyau de R′ est e´gal au noyau de l’application
R :=
s∏
i=1
RPHi . En effet, on a clairement Ker(R
′) ⊆ Ker(R) et si x ∈ Ker(R),
alors pour tout sous-groupe propre K de P , on a RPK(x) = R
H
KR
P
H(x) = 0,
ou` H est un sous-groupe maximal de P qui contient K.

Remarques :
i) Si K ≤ H ou` H est un sous-groupe propre de P , alors RPH(P/K) = 0,
car [P : HK] = [P : H], qui est divisible par p, vu que P est un p-
groupe et k est un corps de caracte´ristique p. En particulier, si P n’est
pas trivial, nous avons que RPH(P/1) = 0 pour tout sous-groupe propre
H de P , donc P/1 ∈ Ker(R).
ii) Pour K = P , nous obtenons RPH(P/P ) = H/H qui est non nul pour
tout sous-groupe H de P .
iii) Si L est un sous-groupe normal de P , contenu dans l’intersection de
tous les sous-groupes maximaux de P (c’est-a`-dire dans le sous-groupe
de Frattini de P , voir la de´finition 4.2.7), alors P/L ∈ Ker(R). En effet,
pour tout sous-groupe maximal H de P , nous avons
RPH(P/L) =
∑
x∈[H\P/L]
H/(H ∩ L) = p ·H/(H ∩ L) = 0
vu que [H\P/L] = [P/H].
Comme K(P ) est difficile a` de´terminer dans le cas ge´ne´ral, nous allons com-
mencer par e´tudier le cas ou` P est un p-groupe cyclique, puis certains cas ou`
P est abe´lien e´le´mentaire. Afin de faciliter l’e´tude de ce noyau, nous pouvons
le diviser en une somme directe de sous-espaces vectoriels plus petits, de la
manie`re suivante :
Proposition 4.2.2. Si P est un p-groupe abe´lien, alors le noyau K(P ) de
l’application R est gradue´ par l’ordre des sous-groupes de P ; autrement dit,
si |P | = pr, alors K(P ) =
r⊕
l=1
K(P )l, ou`
K(P )l =
{ m∑
i=1
λi ·P/Ki ∈ K(P ) | Ki est d’ordre p
l pour tout i = 1, . . . ,m
}
.
Preuve : Rappelons que
RPH
( m∑
i=1
λi · P/Ki
)
=
m∑
i=1
λi[P : HKi] ·H/(H ∩Ki)
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pour tout sous-groupe maximal H de P . Vu la remarque ii) pre´ce´dente, les
termes de la somme correspondant a` un Ki ⊆ H sont nuls et si Ki * H,
alors [P : HKi] = 1. Remarquons de plus que si H/(H ∩Ki) = H/(H ∩Kj)
et HKi = HKj = P , alors
|Ki| =
|HKi| · |H ∩Ki|
|H|
=
|HKj | · |H ∩Kj |
|H|
= |Kj| .
Soit x =
m∑
i=1
λi · P/Ki ∈ K(P ). Il existe alors x1, . . . , xr ∈ B(P ) tels que
x = x1 + · · ·+ xr et tels que, pour chaque j, les P/H qui apparaissent dans
xj satisfont |H| = p
j. Il suffit alors de montrer que chaque xj est dans K(P ),
car cela entraˆınera que xi ∈ K(P )i et, par suite, que K(P ) =
r⊕
l=1
K(P )l.
Posons xj =
∑
i
λj,i · P/Kj,i pour tout j = 1, . . . , r. Pour tout sous-groupe
maximal H de P , nous avons alors 0 = RPH(x) = y1 + · · · + yr ou`
yj = R
P
H(xj) =
∑
i tels que Kj,i *H
λj,i ·H/(H ∩Kj,i) .
S’il existe un indice j tel que yj 6= 0, alors il existe un coefficient µ de yj
tel que µ ·H/J 6= 0 ou` J = H ∩Kj,i pour un certain i. Mais le terme H/J
n’apparaˆıt dans aucun autre yl. En effet, s’il existe des indices l 6= j et u tel
que
H ∩Kl,u = J = H ∩Kj,i
et que Kl,u * H, alors pl = |Kl,u| = |Kj,i| = pj, vu ce qui pre´ce`de, ce qui
contredit l’hypothe`se que l 6= j. Donc yj = 0 pour tout j = 1, . . . , r. Par
conse´quent, chaque xj appartient a` K(P ) pour tout j = 1, . . . , r.

Le premier cas que nous allons traiter est celui ou` P est un p-groupe cy-
clique :
Proposition 4.2.3. Si P = Cpn est un p-groupe cyclique d’ordre p
n, alors
dimk(K(P )) = n et, par suite, le socle de B
P est e´gal a` SnP,k.
Preuve : Les sous-groupes de P sont 1, Cp, Cp2, . . . , Cpn−1 et Cpn = P . Pour
chaque 1 ≤ l ≤ n− 1, il y a donc un unique sous-groupe, Cpl , d’ordre p
l et
RPCpn−1
(P/Cpl) = [P : Cpn−1] · Cpn−1/Cpl = 0.
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De plus, RPC
pn−1
(P/P ) = Cpn−1/Cpn−1 6= 0, par conse´quent
K(P ) =
n−1⊕
i=0
kP/Cpi .
L’assertion sur le socle re´sulte alors de la proposition 4.2.1.

Nous pouvons imme´diatement en de´duire le re´sultat suivant :
Corollaire 4.2.4. Soient P un p-groupe et H ∼= Cpn un sous-groupe cyclique
de P , avec n ≥ 1. Le socle du foncteur de Mackey projectif PH,k est e´gal(
SH,k
)n
.
Preuve : Par la proposition pre´ce´dente, le socle du foncteur de Burnside
BH , associe´ au groupe H, est e´gal a`
(
SHH,k
)n
. La proposition 4.1.8 implique
alors que le socle de PH,k est e´gal a`
(
SPH,k
)n
.

Supposons ensuite plus ge´ne´ralement que P est un p-groupe. Nous allons
de´terminer certains e´le´ments du noyau d’une restriction a` un sous-groupe
maximal de P qui nous fournissent des e´le´ments de K(P ) lorsque le groupe
P est abe´lien. Dans ce but, commenc¸ons par quelques rappels :
Proposition 4.2.5. Soit P un p-groupe fini.
i) Si H est un sous-groupe propre de P , alors H est un sous-groupe propre
de NP (H).
ii) Tout sous-groupe maximal de P est normal et d’indice p dans P .
iii) Soit s un entier positif tel que ps divise l’ordre de P . Alors le nombre
de sous-groupes de P d’ordre ps est congru a` 1 modulo p.
Preuve : Voir [Rot95], the´ore`mes 4.6 et 4.8.
Dans le cas ou` P est un p-groupe abe´lien e´le´mentaire de rang r, autrement
dit, P = (Cp)
r, nous pouvons de´terminer explicitement le nombre de ses
sous-groupes d’un ordre donne´. En effet, P s’identifie alors a` un Fp-espace
vectoriel de dimension r et les sous-groupes de P correspondent aux sous-
espaces vectoriels. Nous pouvons donc utiliser le re´sultat suivant :
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Lemme 4.2.6. Soit V un Fq-espace vectoriel de dimension r, ou` q est une
puissance d’un nombre premier, et soit 1 ≤ t ≤ r. Le nombre de sous-espaces
de V de dimension t est e´gal a`
(qr − 1)(qr−1 − 1) . . . (qr−t+1 − 1)
(qt − 1)(qt−1 − 1) . . . (q − 1)
.
En particulier le nombre de sous-espaces de dimension 1, et celui de codi-
mension 1, sont tous les deux e´gaux a` 1 + q + q2 + · · ·+ qr−1.
Preuve : Soit X l’ensemble des sous-espaces de V de dimension t. Le groupe
G := GLr(Fq) agit transitivement sur X . De plus, si nous fixons un sous-
espace W de dimension t, le stabilisateur de W est le groupe
GW =
(
GLt(Fq) ?
0 GLr−t(Fq)
)
.
Par conse´quent, nous obtenons
Card(X ) =
|G|
|GW |
=
|GLr(Fq)|
|GLt(Fq)| · |GLr−t(Fq)| · qt(r−t)
.
En utilisant le fait |GLn(Fq )| = q
1+2+···+(n−1)(qn−1) . . . (q−1) et en remar-
quant que
(r
2
)
−
(t
2
)
−
(r−t
2
)
− t(r − t) = 0, nous obtenons alors le re´sultat
de´sire´.

Plus ge´ne´ralement, si P est p-groupe quelconque, nous pouvons de´terminer le
nombre de sous-groupes maximaux de P , a` l’aide du sous-groupe de Frattini.
Commenc¸ons par rappeler sa de´finition :
De´finition 4.2.7. Le sous-groupe de Frattini d’un groupe G est l’intersec-
tion de tous les sous-groupes maximaux de G. Il est note´ Φ(G), et c’est un
sous-groupe normal de G.
L’importance du sous-groupe de Frattini dans le cas des p-groupes provient
du re´sultat suivant :
Proposition 4.2.8. Soit P un p-groupe. Le groupe P/Φ(P ) est abe´lien
e´le´mentaire. De plus Φ(P ) = 1 si et seulement si P est abe´lien e´le´mentaire.
Preuve : voir [Gor68], the´ore`me 1.3, chapitre 5.
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De´finition 4.2.9. Soit P un p-groupe, on de´finit rp(P ) comme e´tant l’entier
r tel que P/Φ(P ) = (Cp)
r.
Remarque : Vu le re´sultat pre´ce´dent, si P est un p-groupe, le lemme
4.2.6 nous permet de de´terminer le nombre de sous-groupes d’un certain
ordre contenant Φ(P ), vu que P/Φ(P ) est abe´lien e´le´mentaire. En par-
ticulier, comme tous les sous-groupes maximaux de P contiennent Φ(P ),
nous obtenons explicitement que le nombre de tels sous-groupes est e´gal a`
1 + p+ · · ·+ pr−1, ou` r = rp(P ).
Proposition 4.2.10. Soient J un sous-groupe d’un p-groupe P et H un
sous-groupe maximal de P ne contenant pas J . L’e´le´ment
aJ :=
∑
K<·J
P/K
ou` K < ·J signifie que K est un sous-groupe maximal de J , appartient
au noyau de la restriction RPH . De plus, si P est un groupe abe´lien, alors
l’e´le´ment aJ appartient a` K(P ).
Preuve : Posons aJ =
v∑
i=1
P/Ki ou` les Ki sont les sous-groupes maximaux
de J , pour i = 1, . . . , v. Sans perte de ge´ne´ralite´, nous pouvons supposer que
J ∩H = K1. En effet, J ∩H est maximal dans J , puisque H est maximal
dans P et ne contient pas J , donc
[J : J ∩H] = [JH : H] = [P : H] = p.
Il s’ensuit que
RPH
( v∑
i=1
P/Ki
)
=
∑
x∈[P/H]
H/(xK1) +
v∑
i=2
H/(H ∩Ki).
Remarquons ensuite que H ∩ Ki est un sous-groupe maximal de K1, pour
i = 2, . . . , v. En effet, H ∩Ki ⊆ H ∩ J = K1 et
[K1 : H ∩Ki] = [K1 : J ∩H ∩Ki] = [K1 : K1∩Ki] = [K1Ki : K1] = [J : Ki].
Par ailleurs, K1 contient w = 1 + p + · · · + p
s−1 sous-groupes maximaux,
disons L1, . . . , Lw, ou` s = rp(K1), vu la remarque qui suit la proposition
4.2.8. Nous pouvons ainsi repre´senter la situation de la manie`re suivante :
H J
{{
{{
{{
{{
QQQ
QQQ
QQQ
QQQ
QQQ
Q
K1
CC
CC
CC
CC
UUUU
UUUU
UUUU
UUUU
UUUU
UUUU K2
. . . Kv
L1 L2 . . . Lw
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Appelons ui le nombre de sous-groupes maximaux dans J contenant un sous-
groupe Li fixe´. Alors ui est congru a` 1 modulo p. En effet, les sous-groupes
d’indice p dans J contenant Li sont les meˆmes que ceux contenant LiΦ(J) ;
par conse´quent, ui est e´gal au nombre de sous-groupes d’indice p du groupe
abe´lien e´le´mentaire J/JΦ(Li). Donc ui est congru a` 1 modulo p, vu le lemme
4.2.6.
Ainsi chaque sous-groupe Li est contenu dans K1 et dans ui−1 autres sous-
groupes Kj pour j 6= 1. En regroupant tous les Kj tels que H ∩ Kj = Li,
pour un indice i fixe´, nous obtenons (ui − 1) · H/Li = 0 car ui ≡ 1mod p.
Par conse´quent
v∑
j=2
H/(H ∩Kj) =
w∑
i=1
(ui − 1) ·H/Li = 0.
Remarquons ensuite que, comme J  H, nous avons NP (J)  H, donc
HNP (J) = P et par conse´quent,
NP (J)/NH(J) ∼= NP (J)/(H ∩NP (J)) ∼= HNP (J)/H ∼= P/H.
De plus, si x ∈ [NP (J)/NH(J)], alors
xK1 =
x(H ∩ J) = H ∩ J = K1. Nous
obtenons alors∑
x∈[P/H]
H/(xK1) =
∑
x∈[NP (J)/NH(J)]
H/(xK1) = p ·H/K1 = 0
ce qui montre que RPH(aJ) = 0.
Par ailleurs, si P est un groupe abe´lien et si H est un sous-groupe maximal
de P contenant J , alors
RPH(aJ) = R
P
H
(
v∑
i=1
P/Ki
)
= [P : H] ·H/Ki = 0
car Ki ≤ H pour tout i = 1, . . . , v. Par conse´quent, l’e´le´ment aJ appar-
tient au noyau de toutes les restrictions a` des sous-groupes maximaux de P ,
autrement dit aJ ∈ K(P ).

Malheureusement, ces e´le´ments aJ , pour J parcourant les sous-groupes de
P d’ordre pu, n’engendrent pas K(P )u−1 en ge´ne´ral. En faisant les calculs
par ordinateur, nous obtenons de´ja` un contre-exemple pour le groupe (C3)
4 :
la dimension de K(P )2 est e´gale a` 31, tandis que la dimension de l’espace
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engendre´ par les e´le´ments aJ ou` J est d’ordre 3
3 est e´gale a` 30. Toutefois,
lorsque u = r ou` |P | = pr, l’e´le´ment aP engendre K(P )u ; autrement dit,
nous avons le re´sultat suivant :
Proposition 4.2.11. Soient P un p-groupe et x =
∑
Hi<·P
λi · P/Hi ∈ K(P ).
Alors tous les coefficients λi sont e´gaux. En particulier, si P est un p-
groupe abe´lien d’ordre pr, le sous-espace K(P )r−1 de B(P ) est engendre´
par l’e´le´ment aP =
∑
H<·P
P/H.
Preuve : Montrons tout d’abord qu’il suffit de de´montrer ce re´sultat dans
le cas ou` le groupe P est abe´lien e´le´mentaire. Rappelons dans ce but les
deux de´finitions suivantes associe´es aux P -ensembles :
i) l’inflation est le foncteur InfPP/H : G/H-ens→ G-ens qui envoie un
G/H-ensemble X sur lui-meˆme, vu comme G-ensemble.
ii) la de´flation est le foncteur DefPP/H : G-ens→ G/H-ens qui envoie un
G-ensemble X sur le G/H-ensemble H\X des orbites de X sous l’action
de H.
Conside´rons l’e´le´ment y =
∑
Hi<·P
λi · (P/Φ)/(Hi/Φ) ∈ K(P/Φ), ou` Φ = Φ(P )
est le sous-groupe de Frattini de P . Remarquons alors que x = InfPP/Φ(y). De
plus, pour tout sous-groupe maximalH de P , on aRPH Inf
P
P/Φ = Inf
H
H/ΦR
P/Φ
H/Φ,
et comme DefPP/ΦInf
P
P/Φ = id, il s’ensuit que x ∈ K(P ) si et seulement si
y ∈ K(P/Φ). Par conse´quent, il suffit de de´montrer le re´sultat pour P/Φ ;
autrement dit, nous pouvons supposer que P est abe´lien e´le´mentaire, disons
P = (Cp)
r.
Notons H1, . . . ,Hs les sous-groupes maximaux de P ou` s = 1+ p+ . . . p
r−1,
vu le lemme 4.2.6. Nous avons alors
RPHj (P/Hi) = Hj/(Hj ∩Hi)
pour tout j 6= i. De plus, comme P est abe´lien,
RPHi(P/Hi) =
∑
x∈[P/Hi]
Hi/Hi = p ·Hi/Hi = 0.
Par conse´quent, vu que l’e´le´ment x =
s∑
i=1
λi ·P/Hi appartient a` K(P ), nous
obtenons
0 = RPHj
( s∑
i=1
λi · P/Hi
)
=
∑
i6=j
λi ·Hj/(Hj ∩Hi) (IV.1)
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pour tout j = 1, . . . , s.
Fixons L := Hv ∩ Hw l’intersection de deux sous-groupes maximaux dis-
tincts. Comme P/L ∼= Cp×Cp, le sous-groupe L est contenu dans p+1 sous-
groupes maximaux de P , disons Hα1 , . . . ,Hαp+1 (dont Hv et Hw). En obser-
vant le coefficient de Hαu/L dans l’e´quation (IV.1), pour u = 1, . . . , p + 1,
nous obtenons le syste`me d’e´quations∑
i6=u
λαi = 0
dont la matrice correspondante est la suivante :
M =


0 1 1 · · · 1
1 0 1 · · · 1
1 1 0 · · · 1
...
...
. . .
. . .
...
1 1 · · · 1 0

 ∈Mp+1(k).
En soustrayant la premie`re ligne de M a` chacune des autres lignes, nous
obtenons la matrice :
M ′ =


0 1 1 · · · 1
1 −1 0 · · · 0
1 0 −1 · · · 0
...
...
. . .
. . .
...
1 0 · · · 0 −1

 ∈Mp+1(k)
qui est de rang p dans k, vu que la somme des lignes est nulle car k est
de caracte´ristique p. Par suite, dim(Ker(M ′)) = 1 et, plus particulie`rement,
Ker(M ′) = 〈t(1, 1, . . . , 1)〉. Donc les coefficients de x correspondant a` des
sous-groupes contenant le sous-groupe L sont tous les meˆmes. En particulier,
nous en de´duisons que λv = λw. Comme ce re´sultat est vrai pour tout sous-
groupe L qui est une intersection de deux sous-groupes maximaux, il s’ensuit
que λ1 = · · · = λs.

En re´sume´, si P est un p-groupe abe´lien, le noyau K(P ) de l’application R
est gradue´ : K(P ) =
⊕
j
K(P )j ou` chaque K(P )j est constitue´ des e´le´ments
de K(P ) de la forme
∑
i
λi ·P/Ki, ou` |Ki| = p
j (proposition 4.2.2). De plus,
les e´le´ments aJ , de´finis dans la proposition 4.2.10, appartiennent a` K(P )rJ ,
avec |J | = prJ+1, pour tout J < P . Finalement, dans la proposition 4.2.11,
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nous avons vu que si |P | = pr, alors K(P )r−1 est engendre´ par l’e´le´ment aP ,
mais que cela n’est pas vrai en ge´ne´ral pour les K(P )j avec 1 ≤ j ≤ r − 2.
Rappelons e´galement que K(P )0 est engendre´ par P/1 et que K(P )r = 0.
Nous allons nous inte´resser ensuite au sous-espace K(P )1 de B(P ), dans le
cas ou` le groupe P est abe´lien e´le´mentaire. Vu les remarques pre´ce´dentes,
cela re´soudra le cas ou` G = (Cp)
3, vu que nous connaissons K(P )0, K(P )2
et K(P )3 et que K(P ) =
3⊕
i=0
K(P )i dans ce cas. Malheureusement, l’e´tude
du cas deK(P )1 ne peut pas se ge´ne´raliser a priori et les sous-espaces K(P )j
pour 2 ≤ j ≤ r − 2 semblent eˆtre encore plus difficiles a` de´terminer.
4.2.1 Le sous-espace K(P )1 dans le cas abe´lien e´le´mentaire
Supposons donc que le groupe P est abe´lien e´le´mentaire, autrement dit
que P = (Cp)
r pour un entier r ≥ 2. Par conse´quent, P s’identifie a` un
Fp-espace-vectoriel de dimension r, et ses sous-groupes correspondent aux
sous-espaces. De ce point de vue, le sous-espace K(P )1 de B(P ) correspond
aux e´le´ments de K(P ) qui font intervenir des droites.
Tout d’abord, si r = 2, il y a p+ 1 droites, disons D1, . . . ,Dp+1 (qui s’iden-
tifient aux hyperplans de P ) ; et la proposition 4.2.11 nous dit que K(P )1
est engendre´ par l’e´le´ment aP =
p+1∑
i=1
P/Di.
Supposons donc que r > 2, et notonsD1, . . . ,Ds les droites de P etH1, . . . ,Hs
les hyperplans de P , ou` s = 1 + p+ · · ·+ pr−1 (voir le lemme 4.2.6).
Le sous-espace K(P )1 se caracte´rise alors de la manie`re suivante :
K(P )1 =
{ s∑
i=1
λi · P/Di
∣∣∣ s∑
i=1
λi[P : HDi] ·H/(H ∩Di) = 0, ∀H < ·P
}
=
{ s∑
i=1
λi · P/Di
∣∣∣ ∑
i tels que
Di Hj
λi ·Hj/(Hj ∩Di) = 0 pour j = 1, . . . , s
}
=
{ s∑
i=1
λi · P/Di
∣∣∣ ∑
i tels que
Di Hj
λi = 0 pour j = 1, . . . , s
}
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vu que Di ∩Hj = 1 si Di  Hj.
Pour 1 ≤ u ≤ r, notons Fp〈Su〉 le Fp-espace vectoriel ayant pour base
l’ensemble Su des sous-espaces de P de dimension u. En particulier, nous
avons
dim(Fp〈S1〉) = dim(Fp〈Sr−1〉) = s
ou` s = 1 + p+ · · ·+ pr−1. Conside´rons alors les applications suivantes :
Fp〈Sr−1〉
ϕ
−→ Fp〈S1〉
ψ
−→ Fp〈Sr−1〉
de´finies par ϕ(H) =
∑
D < H
dim(D) = 1
D et ψ(D) =
∑
H D
dim(H) = r − 1
H.
Le noyau de l’application ψ s’identifie a` K(P )1. En effet
Ker(ψ) =
{ s∑
i=1
λi ·Di |
s∑
i=1
λi
∑
j tels que HjDi
Hj = 0
}
=
{ s∑
i=1
λi ·Di |
s∑
j=1
( ∑
i tels que DiHj
λi
)
Hj = 0
}
∼= K(P )1
Remarquons ensuite que l’image de ϕ est contenue dans le noyau de ψ. En
effet,
ψϕ(H) = ψ
( ∑
D < H
dim(D) = 1
D
)
=
∑
D < H
dim(D) = 1
∑
K D
dim(K) = r − 1
K
=
∑
K
dim(K) = r − 1
( ∑
D < H,D ≮K.
dim(D) = 1
1
)
K
Or ce dernier terme est nul, car p divise la cardinalite´ de l’ensemble
E = {D < H |dim(D) = 1,D ≮ K}.
En effet, dans un hyperplan fixe´ H, il y a 1 + p + · · · + pr−2 droites, dont
1 + p+ · · · + pr−3 sont e´galement contenues dans un hyperplan K, distinct
de H, en utilisant le lemme 4.2.6. Donc Card(E) = pr−2.
Appelons M la matrice de ϕ et L la matrice de ψ, relativement aux bases
B1 = {D1, . . . ,Ds} et B2 = {H1, . . . ,Hs}. La matrice M est en fait la
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matrice d’incidence entre les droites et les hyperplans de P (pour la relation
d’inclusion) ; autrement dit
Mi,j =
{
1 si Di ≤ Hj,
0 sinon.
En particulier, la matriceM posse`de exactement 1+p+ · · ·+pr−2 = s−pr−1
fois l’e´le´ment 1 par ligne et par colonne et des 0 ailleurs. Donc, si J est la
matrice de´finie par Ji,j = 1, pour tout i, j = 1, . . . , s, alors J ·M = J . De
plus (
tM ·M
)
ij
=
s∑
k=1
Mki ·Mkj = 1.
En effet, si 1 ≤ k ≤ s, Mki ·Mkj =
{
1 si Dk < Hi et Dk < Hj,
0 sinon
; par
ailleurs, il y a s droites dans un hyperplan et s − pr−1 droites dans l’in-
tersection de deux hyperplans distincts, et ces deux nombres sont congrus
a` 1 modulo p. Par conse´quent, tM · M = J . De meˆme, on montre que
M · tM = J , en utilisant le fait que le nombre d’hyperplans contenant deux
droites distinctes est congru a` 1 modulo p.
Remarquons ensuite que L, la matrice de ψ est de´finie par
Li,j =
{
1 si Dj ≮ Hi,
0 sinon
autrement dit, que L = J − tM . Le rang des matrices M et L diffe`rent de
1, et plus pre´cise´ment, nous avons le lemme suivant :
Lemme 4.2.12. Avec les notations pre´ce´dentes,
rang(L) = rang(M)− 1.
Preuve : Comme le rang de la matrice M est e´gal au rang de la matrice
tM , il suffit de montrer que rang(L) = rang( tM) − 1. Remarquons tout
d’abord que les rangs des matrices L et tM diffe`rent au plus de 1. En ef-
fet, en soustrayant, dans ces deux matrices, la premie`re ligne a` chacune des
autres lignes, nous obtenons des matrices L′ et M ′, respectivement, telles
que toutes les lignes de L′ sont les meˆmes que celles de −M ′, a` l’exception
de la premie`re.
Comme dim(Fp〈S1〉) = dim(Fp〈Sr − 1〉), les dimensions des noyaux de ces
deux matrices diffe`rent e´galement d’au plus 1. Or Ker( tM) ⊆ Ker(J − tM),
vu que si x appartient au noyau de tM , alors
(J − tM)(x) =M tM(x)− tM(x) = 0.
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Finalement, l’e´le´ment t(1, . . . , 1) appartient au noyau de J − tM car cette
matrice posse`de exactement pr−1 fois l’e´le´ment 1 par ligne (et 0 ailleurs),
mais n’appartient pas au noyau de tM , car tM posse`de s−pr−1 fois l’e´le´ment
1 par ligne (et 0 ailleurs) et s − pr−1 ≡ 1 mod p. Par conse´quent, nous
obtenons dim(Ker( tM)) = dim(Ker(L))− 1, d’ou` le re´sultat.

Par conse´quent
dim(K(P )1) = dim(Ker(ψ)) = s− rang(L) = s− rang(M) + 1.
Or, de´terminer le rang de la matrice d’incidence entre les droites et les
hyperplans (pour la relation d’inclusion) est un proble`me difficile, qui a
e´te´ re´solu par Smith dans le cadre qui nous inte´resse (et beaucoup e´tudie´
dans un cadre plus ge´ne´ral par, entre autres, Hamada et Sin, du fait de son
importance dans la the´orie des codes) :
The´ore`me 4.2.13. Le rang de la matrice d’incidence M entre les droites et
les hyperplans dans un Fq-espace vectoriel de dimension r, ou` q = pn pour
un nombre premier p et un entier positif n, est donne´ par
1 +
(
p+ r − 2
r − 1
)n
.
Preuve : voir [Smi69], the´ore`me 2.6.3.
Dans notre cas, comme P = (Cp)
r, qui s’identifie a` un Fp-espace vectoriel
de dimension r, nous obtenons
rang(M) = 1 +
(
p+ r − 2
r − 1
)
.
Nous avons de´montre´ la proposition suivante :
Proposition 4.2.14. Si P est un p-groupe abe´lien e´le´mentaire de rang r,
alors le sous-espace K(P )1 de B(P ) est de dimension s−
(
p+ r − 2
r − 1
)
ou`
s = 1 + p+ · · · + pr−1 est le nombre de droites de P .
Remarque : Dans le cas particulier ou` P = (Cp)
3, le rang de la matrice M
est e´gal a` p
2+p+2
2 =
s+1
2 , ou` s = 1+ p+ p
2. Par conse´quent, la dimension du
sous-espace K(P )1 est e´gale a`
s−
s+ 1
2
+ 1 =
s+ 1
2
.
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4.2 Quelques proprie´te´s du socle du foncteur de Burnside dans le cas
abe´lien
Comme l’image de ϕ est contenue dans le noyau de ψ, qui est isomorphe a`
K(P )1, et que
dim(Im(ϕ)) = rang(M) =
s+ 1
2
= dim(K(P )1)
nous en de´duisons que K(P )1 est e´gal a` l’image de ϕ. Par suite, K(P )1 est
engendre´ par les e´le´ments de la forme
aH =
∑
D < H
dim(D) = 1
D
ou` H parcourt les hyperplans de P . Ainsi, comme dans le cas de K(P )r−1,
le sous-espace K(P )1 est engendre´ par les e´le´ments aH ou` les H sont des
plans de P .
The´ore`me 4.2.15. Soient P un p-groupe. Les assertions suivantes sont
ve´rifie´es :
(i) Si P = (Cp)
2, alors Soc(BP ) = (SP,k)
2.
(ii) Si P = (Cp)
3, alors Soc(BP ) = (SP,k)
n , ou` n = p
2+p+6
2 .
Preuve : Vu les remarques pre´ce´dentes, nous savons que dim(K(P )0) = 1,
dim(K(P )r−1) = 1 et dim(K(P )r) = 0 pour tout groupe abe´lien e´le´mentaire
de rang r. Donc, si P = (Cp)
2, la dimension de K(P ) est e´gale a` 2.
Si P = (Cp)
3, par la remarque pre´ce´dente, nous obtenons que
dim(K(P )) = 1 + 1 +
p2 + p+ 2
2
=
p2 + p+ 6
2
.

Corollaire 4.2.16. Soient P un p-groupe et H un sous-groupe de P . Les
assertions suivantes sont ve´rifie´es :
(i) Si H ∼= (Cp)
2, alors Soc(PPH,k) =
(
SPH,k
)2
.
(ii) Si H ∼= (Cp)
3, alors Soc(PPH,k) =
(
SPH,k
)d
, ou` d = p
2+p+6
2 .
Preuve : Pour chaque sous-groupe H ci-dessus, nous connaissons le socle
du foncteur de Burnside BH correspondant, vu le the´ore`me 4.2.15. De plus,
dans chaque cas, ce socle ne contient que des foncteurs simples du type SHH,k.
Il nous suffit donc d’appliquer la proposition 4.1.8.

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4.3 Cas des p-groupes abe´liens de rang 2
Nous de´sirons de´terminer le socle du foncteur de Burnside associe´ a` des
groupes de la forme P = Cpn×Cpm ou` 0 ≤ n ≤ m. Si n = 0 ou sim = n = 1,
nous connaissons de´ja` le re´sultat (voir la proposition 4.2.3 et le corollaire
4.2.15). Soit P un tel groupe, de rang 2, avec n ≥ 1. Comme P est abe´lien,
son socle est e´gal a` S dP,k ou` d est la dimension de K(P ), le noyau du produit
des restrictions de P a` ses sous-groupes maximaux, c’est-a`-dire le noyau de
l’application ∏
H<·P
RPH : B(P ) −→
∏
H<·P
B(H)
de´finie sur les ge´ne´rateurs de B(P ) par RPH(P/K) = [P : HK] ·H/(H ∩K).
Il nous faut donc, comme avant, de´terminer la dimension de ce noyau ; c’est
l’objet de la proposition suivante :
Proposition 4.3.1. Soient P = Cpn × Cpm avec 1 ≤ n ≤ m et Φ = Φ(P ),
le sous-groupe de Frattini de P . Pour chaque sous-groupe K de Φ, tel que
rp(Φ/K) = 1, nous avons rp(P/K) = 2. Donc il existe p + 1 sous-groupes
de P , note´s K1, . . ., Kp+1, qui posse`dent K comme sous-groupe maximal,
dont exactement un, disons Kp+1, est contenu dans Φ. La famille B donne´e
par{ ∑
H<·P
P/H, P/L, P/K1−P/Ki
∣∣∣L ≤ Φ, K < Φ, rp(Φ/K) = 1, i = 2, . . . , p}
est une base de K(P ).
Preuve : Remarquons tout d’abord les trois proprie´te´s suivantes :
i) Si K ≤ Φ, alors (P/K)/(Φ/K) ∼= P/Φ ∼= Cp×Cp, donc rp(P/K) = 2.
ii) Si Hi et Hj sont des sous-groupes maximaux distincts de P , alors
Φ = Hi ∩Hj, vu que Φ ⊆ Hi ∩Hj et que
[P : Hi ∩Hj] = [P : Hi][Hi : Hi ∩Hj ] = p · [P : Hj] = p
2 = [P : Φ].
iii) Si J < P est tel que J  Φ, alors J ∩ Φ est d’indice p dans J .
En effet, J est contenu dans un unique sous-groupe maximal H de
P , qui est le sous-groupe engendre´ par Φ et J , car s’il existait des
sous-groupes distincts maximaux Hi et Hj dans P , contenant J , alors
J ≤ Hi ∩ Hj = Φ, vu la remarque pre´ce´dente. Cela implique que
[J : J ∩ Φ] = [JΦ : Φ] = [H : Φ] = p.
Commenc¸ons par montrer que la famille B est libre. Si K est un sous-groupe
de Φ fixe´ tel que rp(Φ/K) = 1, alors il est contenu dans p+ 1 sous-groupes
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minimaux, K1, . . . ,Kp+1 (vu que rp(P/K) = 2 par la premie`re proprie´te´
ci-dessus) et l’un seulement, disons Kp+1, est dans Φ vu que rp(Φ/K) = 1.
Donc l’intersection du k-espace vectoriel engendre´ par l’ensemble{
P/K1 − P/Ki |K < Φ, rp(Φ/K) = 1, i = 2, . . . , p
}
avec celui engendre´ par les autres e´le´ments de B est nulle. De plus, la famille{ ∑
H<·P
P/H,P/L |L ≤ Φ
}
est clairement libre. Donc pour montrer que B est
libre, il suffit de montrer que la famille des P/K1 − P/Ki pour i = 2, . . . , p
et K < Φ avec rp(Φ/K) = 1, est libre. Dans ce but, montrons que chaque
Ki ci-dessus n’apparaˆıt que dans un seul e´le´ment de B.
Soit J < P tel que J  Φ, alors J ∩Φ est d’indice p dans J , vu la proprie´te´
iii) du de´but de la preuve. Par conse´quent, J posse`de un unique sous-groupe
maximal contenu dans Φ, qui est J ∩Φ. Donc chaque sous-groupe Ki appa-
raissant dans B posse`de un unique sous-groupe maximal K qui est dans Φ,
ainsi il ne peut apparaˆıtre qu’une seule fois dans B, ce qui de´montre que B
est libre.
Montrons ensuite que la famille B engendre K(P ). Vu la proposition 4.2.2,
K(P ) est gradue´ par l’ordre des sous-groupes de P , et l’on note K(P )i, la
partie de K(P ) correspondant aux sous-groupes d’ordre pi. Nous savons que
K(P )n+m = 0, que K(P )0 est engendre´ par l’e´le´ment P/1 et, par la propo-
sition 4.2.11, que K(P )n+m−1 est engendre´ par l’e´le´ment
∑
H<·P
P/H.
Soit 1 ≤ l ≤ n+m−2 et x =
s∑
i=1
λi ·P/Ji ∈ K(P )l. Comme Φ est l’intersec-
tion des sous-groupes maximaux de P , si L ≤ Φ, alors pour tout H < ·P ,
nous avons L ≤ H. Ainsi [P : HL] = [P : H] = p et par suite RPH(P/L) = 0 ;
autrement dit P/L ∈ K(P ).
Donc si x = x1+x2 ou` x1 =
∑
i tels que
Ji  Φ
λi ·P/Ji et ou` x2 =
∑
i tels que
Ji ≤ Φ
λi ·P/Ji, alors
x2 ∈ K(P ), donc x1 aussi. Nous pouvons ainsi nous restreindre au cas ou` les
sous-groupes Ji apparaissant dans x ne sont pas des sous-groupes de Φ. Si
x = 0, alors x est engendre´ par les e´le´ments de B. Supposons donc que x est
non nul et, sans perte de ge´ne´ralite´, que λ1 6= 0. Ecrivons x =
s∑
i=1
λi · P/Ji.
Nous pouvons finalement supposer qu’il n’existe pas de sous-ensemble propre
non vide I de {1, . . . , s} tel que
∑
i∈I
λi · P/Ji appartient a` K(P )l.
En utilisant la proprie´te´ iii) ci-dessus, J1 ∩ Φ est d’indice p dans J1, car J1
n’est pas contenu dans Φ, donc J1 ∩Φ est maximal dans J1. Vu la premie`re
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proprie´te´ du de´but de la preuve, rp(P/(J1∩Φ)) = 2, donc il existe p+1 sous-
groupes dont J1 ∩Φ est un sous-groupe maximal. De plus, l’un de ces sous-
groupes au moins, J1, n’est pas dans Φ. Il s’ensuit que rp(Φ/(J1 ∩ Φ)) = 1,
donc J1 ∩ Φ est contenu dans Φ, dans J1 et dans p − 1 autres sous-groupes
de P d’ordre pl, qui ne sont pas contenus dans Φ. Sans perte de ge´ne´ralite´,
nous pouvons supposer que ce sont J2, . . . , Jr, J˜r+1, . . . , J˜p, ou` J˜u n’apparaˆıt
pas dans x pour tout u = r + 1, . . . , p, et ou` 1 ≤ r ≤ s.
Nous obtenons alors que Ji ∩ Φ = J1 ∩ Φ, pour i = 2, . . . , r. En effet,
J1 ∩ Φ ≤ Ji ∩ Φ et ces deux groupes ont le meˆme ordre vu que |J1| = |Ji|
et que [J1 : J1 ∩ Φ] = p = [Ji : Ji ∩ Φ], en utilisant toujours le fait que
Ji  Φ. De plus les sous-groupes J1, . . . , Jr sont tous contenus dans le meˆme
sous-groupe maximal H0 de P (ce sous-groupe est unique car les Ji ne sont
pas dans Φ, vu la deuxie`me proprie´te´ proprie´te´ du de´but de la preuve). En
effet, si H est un sous-groupe maximal de P tel que J1 n’est pas contenu
dans H, alors
HJ1/J1 ∼= H/(J1 ∩ Φ) = H/(Ji ∩ Φ) ∼= HJi/Ji
et comme |Ji| = |J1|, cela force |HJi| = |HJ1| = |P | donc HJi = P ;
autrement dit Ji  H, pour tout i = 2, . . . , r.
SoitH < ·P , nous avons 0 = RPH
(
s∑
i=1
λi · P/Ji
)
=
∑
i tels que
Ji H
λi ·H/(H∩Ji).
Si H = H0 > J1, alors les indices 1, . . . , r n’apparaissent pas dans cette
somme.
Si H  J1, alors, comme RPH(x) = 0, le coefficient de H/(H ∩ J1) doit
eˆtre nul. Or H ∩ J1 = H ∩H0 ∩ J1 = Φ ∩ J1, vu la remarque ii) du de´but
de la preuve. Donc le coefficient de H/(H ∩ J1) = H/(Φ ∩ Ji), pour tout
i = 1, . . . , r, est e´gal a` λ1+ · · ·+λr, donc λ1+ · · ·+λr = 0 et il n’y a aucune
autre relation faisant intervenir λ1, . . . , λr.
Par suite, l’e´le´ment y =
r∑
i=1
λi · P/Ji appartient a` K(P ) et donc, vu nos
hypothe`ses sur x, r = s et y = x. Finalement, la condition λ1+ · · ·+ λr = 0
nous permet d’e´crire
x = −
r∑
i=2
λi(P/J1 − P/Ji)
ou` J1, . . . , Jr sont des sous-groupes non contenus dans Φ, dont J1∩Φ est un
sous-groupe maximal. Donc la famille B engendre K(P ).

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Il nous reste a` de´terminer le nombre d’e´le´ments de la famille B. Pour cela,
nous allons utiliser un re´sultat de Yeh, qui compte le nombre de sous-groupes
de type donne´ d’un p-groupe abe´lien :
The´ore`me 4.3.2. Soit P un p-groupe abe´lien, de type (k1, . . . , kn) ; autre-
ment dit P = Cpk1 × · · · × Cpkn , avec ki ≤ ki+1, pour tout i = 1, . . . , n − 1.
Le nombre de sous-groupes cycliques de P d’ordre ph est donne´ par
pn−νh − 1
p− 1
p(n−νh−1)(h−1)+a
ou` νh est de´fini par kνh < h ≤ kνh+1 avec k0 = 0 et a =
νh∑
µ=0
kµ.
Soient
h1 = · · · = hm1 > hm1+1 = · · · = hm1+m2 > . . .
> hm1+···+mr−1+1 = · · · = hm1+···+mr
des entiers positifs, ou` m1+ · · ·+mr = m ≤ n sont des entiers positifs, plus
petits ou e´gaux a` kn. De´finissons les entiers νi par kνi < hi ≤ kνi+1 avec
k0 = 0, pour i = 1, . . . ,m. Alors le nombre de sous-groupes de P de type
(h1, . . . , hm1+···+mr) est e´gal a`
pN ·
m∏
i=1
(
pn−νi−i+1 − 1
)
r∏
µ=1
mµ∏
ν=1
(pν − 1)
ou` N =
m∑
i=1
(n− νi + 1− 2i)(hi − 1) +
1
2
( r∑
i=1
m2i −m
2
)
+
m∑
i=1
νi∑
µ=0
kµ .
Preuve : Voir [Yeh48], the´ore`me 1.
Nous pouvons a` pre´sent appliquer ce the´ore`me au cas qui nous inte´resse, a`
savoir le cas d’un groupe abe´lien de rang 2 :
Corollaire 4.3.3. Soit P = Cpk1 × Cpk2 avec 1 ≤ k1 ≤ k2. Le nombre de
sous-groupes cycliques d’ordre ph de P est e´gal a`
i) (p+ 1)ph−1, si 1 ≤ h ≤ k1,
ii) pk1, si k1 < h ≤ k2.
Le nombre de sous-groupes de P de type (h1, h2), avec h1 ≥ h2 et h1, h2 6= 0
est e´gal a`
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i) ph1−h2−1(p+ 1), si 1 ≤ h2 < h1 ≤ k1,
ii) pk1−h2 , si 1 ≤ h2 ≤ k1 < h1 ≤ k2,
iii) 1, si 1 ≤ h1 = h2 ≤ k1.
Preuve : Le the´ore`me pre´ce´dent, applique´ au cas ou` P = Cpk1 ×Cpk2 avec
k1 ≤ k2, nous dit que le nombre de sous-groupes de type (h1, h2), avec
h1 > h2 et h1, h2 6= 0 est e´gal a`
pN ·
(
p2−ν1 − 1
) (
p1−ν2 − 1
)
(p− 1)2
ou` N = (1−ν1)(h1−1)+(−1−ν2)(h2−1)−1+
2∑
i=1
νi∑
µ=0
kµ et ou` les entiers
νi sont de´finis par kνi < hi ≤ kνi+1 . Nous obtenons donc :
i) si 1 ≤ h2 < h1 ≤ k1, alors ν1 = ν2 = 0, donc N = h1 − h2 − 1 et il y a
ph1−h2−1(p+ 1) sous-groupes de type (h1, h2),
ii) si 1 ≤ h2 ≤ k1 < h1 ≤ k2, alors ν1 = 1, ν2 = 0, donc N = k1 − h2 et il
y a pk1−h2 sous-groupes de type (h1, h2).
Dans le cas ou` h = h1 = h2, nous avons h ≤ k1. Nous obtenons alors que
ν1 = ν2 = 0 et que le nombre de sous-groupes de type (h, h) est e´gal a`
p0 ·
(p2−1)(p−1)
(p2−1)(p−1)
= 1 ; autrement dit, il y a un unique sous-groupe de type
(h, h).
Finalement, le nombre de sous-groupes cyclique de P d’ordre ph est donne´
par
p2−νh − 1
p− 1
· p(1−νh)(h−1)+a
ou` a =
νh∑
µ=0
kµ et ou` l’entier νh est de´fini par kνh < h ≤ kνh+1. Par conse´quent,
nous obtenons que
i) si h ≤ k1, alors νh = 0 donc a = 0 et il y a (p + 1)p
h−1 sous-groupes
cycliques d’ordre ph,
ii) si k1 < h ≤ k1, alors νh = 1 donc a = k1 et il y a p
k1 sous-groupes
cycliques d’ordre ph.

Nous pouvons a` pre´sent de´terminer le socle du foncteur de Burnside associe´
a` un p-groupe abe´lien de rang 2 :
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Proposition 4.3.4. Soit P = Cpn × Cpm , avec 1 ≤ n ≤ m. Alors le socle
de BP est e´gal a` S dP,k ou`
d = n+ 1 +
p+ 1
(p − 1)2
(pn+1 − pn + pn−1 − p2 − (n− 2)(p − 1))
+
m− n
p− 1
(pn+1 − pn + pn−1 − 1).
En particulier, si P = Cp×Cpm , alors d = mp− p+2 et si P = Cp2 ×Cpm ,
alors d = m(p2 + 1)− p2 + p+ 1.
Preuve : Vu les re´sultats pre´ce´dents, le socle de BP est e´gal a` S dP,k ou` d
est la dimension de K(P ), le noyau du produit des restrictions de P aux
sous-groupes maximaux de P . Or la proposition 4.3.1 nous donne une base
B de cet espace. Il suffit donc de compter le nombre d’e´le´ments de B.
Tout d’abord, en utilisant le corollaire 4.3.3, nous obtenons que le nombre
de sous-groupes de Φ(P ) = Cpn−1 × Cpm−1 est e´gal a`
N = n− 1 + (p+ 1)
(
n−2∑
i=0
pi(n− 1− i)
)
+ (m− n)
pn − 1
p− 1
+ 1.
Il nous reste donc a` compter le nombre l de sous-groupes propres K < Φ(P )
tels que rp(Φ(P )/K) = 1, autrement dit, tels que le quotient Φ(P )/K est
cyclique. Or pour tout groupe abe´lien fini A, le nombre de sous-groupes
de A dont le quotient correspondant est cyclique est e´gal au nombre de
sous-groupes cyclique de A. C’est une conse´quence du the´ore`me 10.57 de
[Rot95] qui affirme que si S est un sous-groupe de A, alors A contient un
sous-groupe isomorphe a` A/S. Par conse´quent, l = c− 1 ou` c est le nombre
de sous-groupes cycliques de Φ(P ). De plus, vu le corollaire 4.3.3,
c = (p + 1)
pn−1 − 1
p− 1
+ (m− n)pn−1 + 1.
Finalement, le nombre d’e´le´ment de B, et donc la dimension de K(P ), est
e´gal a` d = 1+N + (p− 1)(c− 1), ce qui, apre`s quelques calculs, nous donne
le re´sultat cherche´.

Comme dans le cas cyclique et les cas abe´liens e´le´mentaires de rang 2 et 3,
nous pouvons en de´duire un re´sultat analogue pour le socle des foncteurs de
Mackey projectifs :
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Corollaire 4.3.5. Soient P un p-groupe et H ∼= Cpn×Cpm pour des entiers
1 ≤ n ≤ m, un sous-groupe abe´lien de rang 2 de P . Alors le socle du foncteur
PPH,k est e´gal a` (S
P
H,k)
d ou` d est l’entier de´fini dans la proposition 4.3.4.
Preuve : Par la proposition 4.3.4, le socle du foncteur de Burnside BH ,
associe´ au groupe H, est e´gal a`
(
SHH,k
)d
. La proposition 4.1.8 nous permet
alors de conclure.

4.4 Sous-foncteurs simples du foncteur de Burn-
side
Dans les sections pre´ce´dentes, nous avons de´montre´ que si P est un p-groupe
abe´lien, alors le socle de BP ne contient que des foncteurs simples du type
SP,k. De plus, vu la proposition 4.1.8, si Soc
(
BH
)
=
(
SHH,k
)m
ou` H ≤ P ,
alors Soc
(
PPH,k
)
=
(
SPH,k
)m
, pour le meˆme entier m. Cela nous a permis,
en particulier, de de´terminer le socle des foncteurs de Mackey projectifs
inde´composables indexe´s par un sous-groupe cyclique, abe´lien de rang 2, ou
abe´lien e´le´mentaire de rang 3 (voir les corollaires 4.2.4, 4.2.16 et 4.3.5).
La question suivante est donc de savoir quels sont les sous-foncteurs simples
de BP . Plus particulie`rement, dans quels cas le socle de BP ne contient-il
que des foncteurs simples du type SP,k ? C’est a` cette question que nous
allons partiellement re´pondre dans cette section.
Ce proble`me s’apparente au calcul du noyau du produit des restrictions
e´tudie´ dans les paragraphes pre´ce´dents. Nous sommes donc confronte´s au
meˆme genre de difficulte´ et une de´termination pre´cise de ces sous-foncteurs
semble difficile. Ne´anmoins, il est possible de donner quelques conditions sur
ces sous-foncteurs simples.
Tout d’abord, en utilisant la proposition 4.1.6 et le fait que BP = PP,k,
nous obtenons que les sous-foncteurs simples de BP sont de la forme SH,k
ou` H = NP (J) pour un sous-groupe J de P .
De plus, si S ∼= SH,k est un sous-foncteur simple de B
P , alors S(H) = kx
ou` x =
∑
i
λi ·H/Ki ∈ B(H) doit satisfaire les conditions suivantes :
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i)
∑
i
λi ·H/
gKi = cg(x) = x =
∑
i
λi ·H/Ki, pour tout g ∈ NG(H),
ii) 0 = IJH(x) =
∑
i
λi · J/Ki, pour tout J > H,
iii) 0 = RHL (x) =
∑
i
λi ·
∑
x∈[L\H/Ki]
L/L ∩ xKi, pour tout L < H.
Remarques :
1) Comme pre´ce´demment, il suffit d’imposer les deux dernie`res conditions
ci-dessus pour des sous-groupes J contenant H maximalement et des
sous-groupes L contenus maximalement dans H.
2) Pour que la condition IJH(x) = 0 soit satisfaite, pour J > H, il faut
que H contienne des sous-groupes non conjugue´s dans H, mais qui le
deviennent dans J . En particulier, si N est un sous-groupe normal de J ,
contenu dans H, alors IJH(H/N) = J/N et H/N est le seul e´le´ment de
B(H) dont l’image par IJH est e´gale a` J/N . Par conse´quent, si le terme
λ ·H/N apparaˆıt dans x, la condition 0 = IJH(x) implique λ = 0.
En particulier, si P est abe´lien nous retrouvons le fait que le seul cas ou`
les conditions ci-dessus sont satisfaites est le cas ou` H = P .
Proposition 4.4.1. Soit H un sous-groupe propre d’un p-groupe P . Si S
est un sous-foncteur simple de BP isomorphe a` SH,k, avec S(H) = kx ou`
x =
∑
i
λi · H/Ji, alors les Ji apparaissant avec un coefficient non nul ne
sont pas maximaux dans H.
Preuve : Posons K(H) = Ker
(∏
L<H
RHL
)
, le noyau du produit des restric-
tions de H a` tous les sous-groupes propres et xl−1 =
s∑
i=1
λi ·H/Ki la somme
des termes de x faisant intervenir des sous-groupes K1, . . . ,Ks maximaux
de H. Montrons que xl−1 appartient a` K(P ). L’e´le´ment x peut s’e´crire sous
la forme x = ν ·H/H + xl−1 +
∑
J tel que
[H : J ] > p
µJ ·H/J . Par conse´quent, comme
RHL (x) = 0 pour tout sous-groupe maximal L de H, nous obtenons
0 = ν · L/L+
s∑
i=1
λi
∑
u∈[L\H/Ki]
L/(L ∩ uKi) +
∑
J tel que
[H : J ] > p
µJ
∑
v∈[L\H/J ]
L/(L ∩ vJ).
Sans perte de ge´ne´ralite´, nous pouvons supposer que K1 = L et ainsi, nous
obtenons RHL (xl−1) =
s∑
i=1
λi
∑
u∈[L\H/Ki]
L/(L ∩ uKi) =
s∑
i=2
λi · L/(L ∩ Ki).
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Supposons que RHL (xl−1) 6= 0. Il existe alors un indice i, disons i = 2, tel
que λi 6= 0. De plus l’e´quation R
H
L (x) = 0 implique qu’il existe un sous-
groupe J de H tel que [H : J ] > p, et un e´le´ment v ∈ [L\H/J ] tel que le
coefficient de L/(L ∩ vJ) dans l’expression de RHL (x) n’est pas nul et tel
que L/(L ∩ K2) = L/(L ∩
vJ). Comme vJ est d’indice plus grand que p
dans H, vJ doit eˆtre contenu dans L et, par conse´quent, vJ = L∩K2. Donc
J = L∩K2 est normal dans H et ainsi, R
H
L (µJ ·H/J) = µj · [H : L] ·L/J = 0
ce qui contredit l’hypothe`se que le coefficient de L/(L ∩ vJ) = L/J est non
nul. Par suite RHL (xl−1) = 0 pour tout sous-groupe maximal L de H. Donc
xl−1 appartient a` K(P ). Par la proposition 4.2.11, tous les coefficients λi
de xl−1 sont e´gaux ; autrement dit, tous les sous-groupes maximaux de H
apparaissent le meˆme nombre de fois dans xl−1, donc aussi dans x.
Fixons J tel que H < ·J . Soit K un sous-groupe normal de J , d’indice p2
et contenu dans H. Un tel sous-groupe existe car si J est cyclique, on prend
pour K son unique sous-groupe d’indice p2 qui est alors force´ment normal
et contenu dans H et sinon, il existe un sous-groupe H ′ < ·J distinct de H
et l’on choisit K = H ∩H ′.
Il existe alors un indice 1 ≤ j ≤ s tel que K = Kj et, comme K est un
sous-groupe normal de J contenu dans H, λj = 0, vu la deuxie`me remarque
ci-dessus. Par conse´quent, tous les coefficients λi de xl−1 sont nuls, donc
xl−1 = 0.

Nous pouvons en de´duire le re´sultat suivant :
Corollaire 4.4.2. Soit P un p-groupe. Si H = 1, Cp, Cp2 ou Cp × Cp est
un sous-groupe propre de P , alors SH,k n’est pas un sous-foncteur de B
P .
Preuve : Rappelons tout d’abord que si SH,k est un sous-foncteur de B
P ,
alors SH,k(H) = kx, avec x =
∑
i λi ·H/Ki ∈ B(H), tel que
i) cg(x) = x, pour tout x ∈ NG(H),
ii) IJH(x) = 0 pour tout J > H,
iii) RHK(x) = 0 pour tout K < H.
De plus, les sous-groupes Ki qui apparaissent ne peuvent pas eˆtre normaux
dans P , vu la deuxie`me remarque ci-dessus. Donc S1,k n’est pas un sous-
foncteur de BP si P 6= 1, car 1 est un sous-groupe normal de P . De plus, si
H 6= 1, les sous-groupes Ki ne peuvent pas eˆtre e´gaux a` H, car
RH1 (H/H) = 1/1 6= 0.
Donc SCp,k ne peut pas eˆtre un sous-foncteur de B
P . Finalement x ne
contient pas de terme de la forme H/K ou` K est maximal dans H. Donc
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BP ne peut pas non plus posse´der de sous-foncteurs isomorphes a` SH,k pour
H = Cp2 ou Cp ×Cp.

La question qui se pose alors naturellement est la suivante : ce re´sultat reste-
t-il vrai pour un sous-groupe propreH quelconque ? La re´ponse est ne´gative,
vu l’exemple suivant :
Exemple : Conside´rons le groupe P = (Cp2 × Cp) o Cp ou` l’action de
Cp = 〈g〉 sur H = Cp2 × Cp = 〈a, b〉 est donne´e par
ga = a et gb = apb.
Cette action est bien de´finie car g
i
b = aipb et ainsi g
p
b = b, donc gp agit par
l’identite´.
Le treillis des sous-groupes de H est le suivant :
H
hhhh
hhhh
hhhh
hhhh
hhhh
hh
uu
uu
uu
uu
uu
XXXXX
XXXXX
XXXXX
XXXXX
XXXXX
X
MMM
MM
MMM
MMM
H1 = 〈a〉 H2 = 〈ab〉
ppp
ppp
ppp
pp
. . . Hp = 〈ab
p−1〉
fffff
fffff
fffff
fffff
fffff
ffff
Hp+1 = 〈a
p, b〉
cccccccc
cccccccc
cccccccc
cccccccc
cccccccc
cccccccc
eeeeee
eeeeee
eeeeee
eeeeee
eeeeee
eeeee
lll
lll
lll
lll
l
Φ(H) = 〈ap〉
VVVV
VVVV
VVVV
VVVV
VVVV
V
K2 = 〈b〉
II
II
II
II
II
. . . Kp = 〈a
(p−2)pb〉
qq
qq
qq
qq
qq
q
Kp+1 = 〈a
(p−1)pb〉
fffff
fffff
fffff
fffff
fffff
f
1
Vu la proposition 4.3.1, le noyau Ker
( ∑
K<·H
RHK
)
posse`de la base suivante :
B =
{∑
J<·H
H/J , H/〈ap〉, H/1, H/〈b〉 −H/〈a(i−1)pb〉 pour i = 2, . . . , p
}
.
Nous de´sirons montrer que le foncteur BP posse`de un sous-foncteur S iso-
morphe a` SH,k. Cela revient a` de´terminer un e´le´ment x ∈ B(H) tel que
x ∈ Ker
( ∑
K<·H
RHK
)
, que IGH(x) = 0 et que cu(x) = x pour tout u ∈ NP (H),
puis a` poser S(H) = kx.
Commenc¸ons par la premie`re condition. Il faut donc que x soit une combinai-
son line´aire des e´le´ments de B. Or l’e´le´ment
∑
J<·H
H/J ne peut pas apparaˆıtre
dans x vu la proposition 4.4.1, et de meˆme, les e´le´ments H/〈ap〉 et H/1 ne
peuvent pas apparaˆıtre dans x, en utilisant la deuxie`me remarque, page 181,
et le fait que 〈ap〉 et 1 sont des sous-groupes normaux de P . Donc x doit
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eˆtre de la forme
p∑
i=2
λi ·
(
H/〈b〉 −H/〈a(i−1)pb〉
)
.
Par ailleurs, gibg−i = aipb, donc g
i−1
〈b〉 = 〈a(i−1)pb〉. Il s’ensuit que
IPH
(
H/〈b〉 −H/〈a(i−1)pb〉
)
= 0
pour tout i = 2, . . . , p, vu que les sous-groupes 〈b〉 et 〈a(i−1)pb〉 sont conjugue´s
dans P .
Il nous reste a` traiter la condition cu(x) = x pour tout x ∈ NP (H)/H. Par
construction, H est un sous-groupe normal de P , donc NP (H)/H = P/H =
〈g〉. Il suffit ainsi de ve´rifier que cg(x) = x, ce qui se traduit par
p∑
i=2
λi ·
(
H/〈b〉 −H/〈a(i−1)pb〉
)
=
p∑
i=2
λi ·
(
H/〈apb〉 −H/〈aipb〉
)
=
p+1∑
j=3
λj−1 ·
(
H/〈apb〉 −H/〈a(j−1)pb〉
)
.
Or les e´galite´s ci-dessus sont ve´rifie´es si et seulement si λ2 = · · · = λp. Par
conse´quent, l’e´le´ment
x =
p∑
i=2
(
H/〈b〉 −H/〈a(i−1)pb〉
)
= −
p∑
i=1
H/〈a(i−1)pb〉
appartient a` Ker
( ∑
K<·H
RHK
)
, a` Ker(IPH) et satisfait cu(x) = x pour tout
u ∈ NP (H). Donc le sous-foncteur S de B
P de´fini par S(H) = kx est
bien isomorphe SH,k. Nous avons de plus montre´ que c’est l’unique tel sous-
foncteur de BP .
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Coefficients de Cartan pour
des foncteurs de Mackey
associe´s a` un p-groupe
Afin de mieux comprendre les foncteurs de Mackey projectifs inde´compo-
sables, nous nous sommes pre´ce´demment inte´resse´s aux groupes d’extension
de degre´ 1 entre foncteurs de Mackey simples et au socle de ces foncteurs.
En termes de se´rie de Loewy, cela revient a` comprendre la deuxie`me couche
et la dernie`re couche de ces foncteurs. Il reste donc a` comprendre tout ce
qu’il y a entre deux, et la premie`re question qui se pose est de savoir quels
sont les foncteurs simples qui apparaissent dans ces couches ; autrement dit,
quels sont les facteurs de composition d’un foncteur de Mackey projectif
inde´composable. Dans ce but, nous allons nous inte´resser aux matrices de
Cartan (voir la de´finition 1.2.17) qui nous donnent pre´cise´ment cette infor-
mation.
Dans tout ce chapitre, nous allons nous placer dans le cas des foncteurs de
Mackey associe´s a` des p-groupes. Fixons donc un p-groupe fini P et un corps
k alge´briquement clos, de caracte´ristique p.
5.1 Coefficients de Cartan
Afin de calculer les coefficients de Cartan, nous allons utiliser le foncteur BX ,
ou` X est un P -ensemble, qui est le foncteur de Mackey obtenu en appliquant
la construction de Dress au foncteur de Burnside B = BP . Rappelons de
quoi il s’agit.
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De´finition 5.1.1. Soit X un G-ensemble, ou` G est un groupe fini quel-
conque. Pour tout foncteur de Mackey M associe´ a` G, on de´finit le foncteur
de Mackey MX par MX(Y ) =M(Y ×X) pour tout G-ensemble Y (en uti-
lisant la de´finition de foncteurs de Mackey due a` Dress).
Nous allons appliquer cette construction au foncteur de Mackey de Burnside,
ce qui nous permet d’obtenir le foncteur BX , pour chaque P -ensemble X.
La proprie´te´ essentielle de ce foncteur est la suivante :
Proposition 5.1.2. Soient X un G-ensemble et M un foncteur de Mackey
associe´ a` G. Alors
HomMackk(G)(BX ,M)
∼=M(X).
Preuve : Le corollaire 8.2 de [TW95] affirme que pour tout foncteur de
Mackey M associe´ a` G, HomMackk(G) (B,M)
∼= M(G). En particulier, en
appliquant cet isomorphisme au foncteur MX et en utilisant la de´finition de
Dress de foncteurs de Mackey, nous obtenons
HomMackk(G) (B,MX)
∼=MX(G/G) =M(X).
De plus, pour tout G-ensemble Y , le foncteur IY : Mackk(G) → Mackk(G)
qui associe a` chaque foncteur de Mackey M le foncteur MY est autoadjoint
(voir [Bou00], proposition 5.5.6). Par conse´quent,
HomMackk(G)(BX ,M)
∼= HomMackk(G) (B,MX)
∼=M(X).

The´ore`me 5.1.3. Soient J et Y des sous-groupes d’un p-groupe P . Le
coefficient de la matrice de Cartan correspondant aux foncteurs PY,k et SJ,k
est donne´ par
c(J,k),(Y,k) =
∑
g∈[J\P/Y ]
nJ∩ gY
ou` nH de´signe le nombre de classes de conjugaison d’un groupe H.
Remarque : Le proble`me plus ge´ne´ral de calculer les coefficients de la ma-
trice de Cartan entre foncteurs de Mackey associe´s a un groupeG quelconque
a e´te´ re´solu par Bouc, dans [Bou98] : soient PM et PN des foncteurs de Mac-
key projectifs inde´composables pour le groupe G sur k, dont les e´valuations
en 1 sont e´gales a` M et N respectivement, avec M et N non nuls (cette
hypothe`se e´quivaut a` dire que PM et PN sont dans Mackk(G, 1), cas auquel
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on peut toujours se ramener, vu le the´ore`me 1.7.8). Le coefficient de Cartan
correspondant est alors e´gal a`
cM,N =
∑
Q∈[G\sp(G)]
dimk
(
HomkNG(Q)(M [Q], N [Q])
)
ou` M [Q] et N [Q] de´signent les quotients de Brauer respectifs en Q (voir la
page 38), et [G\sp(G)] est un syste`me de repre´sentants des classes de conju-
gaison de p-sous-groupes de G. Meˆme si le the´ore`me 5.1.3 peut se de´duire
de ce re´sultat, la preuve donne´e ici est diffe´rente. Elle m’a par ailleurs e´te´
sugge´re´e par Serge Bouc, que je remercie.
Preuve : SoientX et Y des P -ensembles, et BX , BY les foncteurs de Mackey
correspondants de´finis pre´ce´demment. Vu la proposition 5.1.2,
HomMackk(G)(BX , BY )
∼= BY (X) = B(X × Y ).
Par ailleurs, si P/H est un P -ensemble transitif, alors BP/H ∼= B
H ↑GH . En
effet, si P/L est un P -ensemble transitif, alors
BP/H(P/L) = B
P (P/L× P/H) = BP
(
IndPH
(
ResPH(P/L) ×H/H
))
= BP ↓PH
(
ResPH(P/L)
)
= BH
(
ResPH(P/L)
)
= BH ↑PH (P/L)
ou` nous avons utilise´ l’identite´ de Frobenius qui affirme que pour tout P -
ensemble U et pour tout H-ensemble V , il existe un isomorphisme de P -
ensembles entre U × IndGH(V ) et Ind
G
H
((
ResGHU
)
× V
)
(voir [Bou00], propo-
sition 2.2.1).
Rappelons ensuite que le coefficient de Cartan c(J,k),(Y,k) est e´gal a` la di-
mension sur k de HomMackk(G)(PJ,k, PY,k) (voir [Lan83], corollaire 5.9). De
plus, PJ,k = B
J ↑PJ (voir la remarque qui suit le the´ore`me 1.5.2), donc
PJ,k = BP/J , vu ce qui pre´ce`de ; et de meˆme, PY,k = B
Y ↑PY = BP/Y . Par
conse´quent,
c(J,k),(Y,k) = dimk
(
HomMackk(G)(BP/J , BP/Y )
)
= dimk(B((P/J)× (P/Y ))).
Par ailleurs, en utilisant a` nouveau l’identite´ de Frobenius et la formule de
Mackey, nous obtenons que
(P/J) × (P/Y ) ∼= IndPJ (J/J) × (P/Y )
∼= IndPJ ((J/J) × Res
P
J (P/Y ))
∼=
∑
g∈[J\P/Y ]
P/(J ∩gY ).
Par suite,
c(J,k),(Y,k) = dimk(B((P/J) × (P/Y ))) =
∑
g∈[J\P/Y ]
dimk(B(J ∩
gY )).
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Pour conclure, il suffit alors de remarquer que le nombre de classes de conju-
gaison de sous-groupes d’un groupe H est e´gal au rang de B(H).

Ce re´sultat se simplifie beaucoup dans le cas ou` l’un des sous-groupes, J ou
Y , est normal dans P . Nous obtenons alors le corollaire suivant :
Corollaire 5.1.4. Soient J et Y des sous-groupes d’un p-groupe P , tels que
J ou Y est normal dans P . Le coefficient de la matrice de Cartan corres-
pondant aux foncteurs PY,k et SJ,k est alors donne´ par
c(J,k),(Y,k) = [P : JY ] · nJ∩Y
ou` nJ∩Y de´signe le nombre de classes de conjugaison de sous-groupes de
J ∩ Y .
Preuve : Si Y est normal dans P , le the´ore`me pre´ce´dent nous dit que
c(J,k),(Y,k) =
∑
g∈[J\P/Y ]
nJ∩ gY = [P : JY ] · nJ∩Y .
Si J est normal dans P , en utilisant le the´ore`me pre´ce´dent et le fait que la
matrice de Cartan est syme´trique (voir [TW95], the´ore`me 7.1), nous obte-
nons
c(J,k),(Y,k) = c(Y,k),(J,k) =
∑
g∈[Y \P/J ]
nY ∩ gJ = [P : JY ] · nJ∩Y .

5.2 Quelques calculs de matrices de Cartan
Nous allons utiliser les formules obtenues dans la section pre´ce´dente afin
de calculer les matrices de Cartan pour les foncteurs de Mackey, associe´s a`
certains p-groupes, sur un corps k alge´briquement clos, de caracte´ristique p.
Rappelons que le groupe abe´lien G0(Mackk(G)) s’obtient en construisant le
groupe de Grothendieck de la cate´gorie des foncteurs de Mackey de type
fini. De plus, il posse`de une Z-base B′ forme´e des foncteurs de Mackey
simples, SH,V , ou` H parcourt les sous-groupes de G et ou` V est un kNG(H)-
module simple. Rappelons e´galement que le groupe K0(Mackk(G)) s’obtient
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en construisant le groupe de Grothendieck de la cate´gorie des foncteurs de
Mackey projectifs. De plus, il posse`de une Z-base B forme´e des foncteurs
projectifs inde´composables, PH,V , ou` PH,V est la couverture projective du
foncteur SH,V . En particulier, nous pouvons ordonner les bases B et B
′ de
sorte que le ie`me e´le´ment de B, disons PH,V , soit la couverture projective du
ie`me e´le´ment de B′, autrement dit SH,V .
L’homomorphisme de Cartan c : K0(Mackk(G)) → G0(Mackk(G)) associe
a` chaque µk(G)-module projectif PH,V sa classe dans G0(Mackk(G)), qui
est alors la somme des classes de ses facteurs de composition. De plus, la
matrice de l’homomorphisme c, exprime´e dans les bases B et B′, est la ma-
trice de Cartan, dont les coefficients sont les multiplicite´s des facteurs de
composition des modules projectifs inde´composables.
Rappelons encore que dans le cas d’un p-groupe P , les foncteurs de Mackey
simples sont indexe´s par les sous-groupes de P , a` conjugaison pre`s, ce qui
nous permet de de´terminer facilement les bases B et B′. Comme les matrices
de Cartan sont syme´triques (voir [TW95], corollaire 7.2), nous n’en donne-
rons que la partie triangulaire supe´rieure.
i) Commenc¸ons par Cp, le groupe cyclique d’ordre p. Les foncteurs de
Mackey simples associe´s a` Cp sont S1 = S1,k et Sp = SCp,k. Par
conse´quent, l’ensemble B′ = {S1, Sp} est une Z-base du groupe abe´lien
G0(Mackk(Cp)), et de manie`re analogue, B = {P1, Pp}, ou` P1 = P1,k
et Pp = PCp,k sont les couvertures projectives des modules S1 et SP
respectivement, est une Z-base du groupe abe´lien K0(Mackk(Cp)).
Par le corollaire 5.1.4, le coefficient de la matrice de Cartan correspon-
dant a` P1 et S1 est donne´ par c(1,k),(1,k) = 1 · [Cp : 1] = p. De manie`re
analogue, nous obtenons que
c(Cp,k),(1,k) = c(1,k),(Cp,k) = 1 · [Cp : Cp] = 1
et que c(Cp,k),(Cp,k) = 2 · [Cp : Cp] = 2. Par conse´quent, la matrice de
Cartan associe´e a` Cp, relativement aux bases B et B
′ est donne´e par :(
p 1
2
)
.
ii) Plus ge´ne´ralement, pour Cpk , le groupe cyclique d’ordre p
k, il y a
k+1 foncteurs de Mackey simples correspondant aux sous-groupes de
Cpk . Par conse´quent, B
′ = {S0, S1, . . . , Sk} ou` Si = SC
pi
,k est une Z-
base du groupe abe´lien G0
(
Mackk(Cpk)
)
. Donc B = {P0, P1, . . . , Pk}
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ou` Pi = PC
pi
,k est la couverture projective de Si est une Z-base du
groupe abe´lien K0
(
Mackk(Cpk)
)
. Vu le corollaire 5.1.4, le coefficient
de la matrice de Cartan correspondant aux sous-groupes Cpi et Cpj
est donne´ par
c(C
pi
,k),(C
pj
,k) = nCpi∩Cpj · [Cpk : CpiCpj ]
ou` nC
pi
∩C
pj
est le nombre de sous-groupes de Cpi ∩Cpj .
Par suite, la matrice de Cartan est e´gale a`


pk pk−1 pk−2 pk−3 . . . p2 p 1
2pk−1 2pk−2 2pk−3 . . . 2p2 2p 2
3pk−2 3pk−3 . . . 3p2 3p 3
4pk−3 . . . 4p2 4p 4
. . .
...
. . .
...
. . .
...
k + 1


iii) Traitons ensuite le cas de P = Cp × Cp. Les sous-groupes de P sont
1, P et p+1 sous-groupes cycliques d’ordre p, note´s H1,. . .,Hp+1. Par
suite, B′ = {S1, SH1 , . . . , SHp+1 , SP } et B = {P1, PH1 , . . . , PHp+1 , PP }.
En utilisant a` nouveau le corollaire 5.1.4, nous obtenons que la matrice
de Cartan est e´gale a`


p2 p p . . . p 1
2p 1 . . . 1 2
. . .
. . .
...
...
. . . 1
...
2p 2
p+ 3


iv) Conside´rons ensuite Q8, le groupe des quaternions d’ordre 8, qui est
donne´ par Q8 = 〈i, j | i
2 = j2 = m,m2 = 1, j−1ij = i−1〉. Les sous-
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groupes de Q8, a` conjugaison pre`s, forment le treillis suivant :
Q8
rrr
rrr
rrr
rr
MMM
MMM
MMM
MM
H1 = 〈i〉
LL
LLL
LL
LLL
H2 = 〈j〉 H3 = 〈ij〉
rr
rr
rrr
rr
r
Z = 〈m〉
1
Il y a donc 6 foncteurs de Mackey simples associe´s au groupe Q8 for-
mant la base B′ = {S1, SZ , SH1 , SH2 , SH3 , SQ8} et, de manie`re ana-
logue, la base B est donne´e par B = {P1, PZ , PH1 , PH2 , PH3 , PQ8}.
Le groupe Q8 n’est pas abe´lien, toutefois tous ses sous-groupes sont
normaux. Le corollaire 5.1.4 nous dit alors que le coefficient de la
matrice de Cartan associe´ a` des sous-groupes J et Y de Q8 est e´gal a`
c(J,k),(Y,k) = [P : JY ] · nJ∩Y
ou` nJ∩Y de´signe le nombre de classes de conjugaison de sous-groupes
de J ∩ Y . La matrice de Cartan est donc e´gale a`

8 4 2 2 2 1
8 4 4 4 2
6 2 2 3
6 2 3
6 3
6


.
v) Traitons ensuite le cas de D8, le groupe die´dral d’ordre 8 qui est donne´
par D8 = 〈r, s | r
4 = s2 = 1, srs = r−1〉. Les sous-groupes de D8, a`
conjugaison pre`s, forment le treillis suivant :
D8
qqq
qqq
qqq
qq
NNN
NNN
NNN
NN
V4 = 〈s, r
2〉
MM
MM
MM
MM
MM
C4 = 〈r〉 V˜4 = 〈rs, r
2〉
qqq
qqq
qqq
qq
H = 〈s〉
NNN
NNN
NNN
NNN
Z = 〈r2〉 H˜ = 〈rs〉
ppp
ppp
ppp
ppp
1
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Chapitre V. Coefficients de Cartan pour des foncteurs de Mackey associe´s
a` un p-groupe
Il y a donc 8 foncteurs de Mackey simples associe´s au groupe D8
qui forment la base B′ = {S1, SZ , SH , SH˜ , SC4 , SV4 , SV˜4 , SD8} et, de
manie`re analogue, la base B est la suivante :
B = {P1, PZ , PH , PH˜ , PC4 , PV4 , PV˜4 , PD8}.
Cette fois, le groupe D8 posse`de deux sous-groupes (a` conjugaison
pre`s) qui ne sont pas normaux, a` savoir H et H˜. Pour calculer la
matrice de Cartan, il faut donc utiliser la formule du the´ore`me 5.1.3,
qui nous dit que le coefficient de Cartan correspondant a` des sous-
groupes J et Y de D8 est donne´ par
c(J,k),(Y,k) =
∑
g∈[J\P/Y ]
nJ∩ gY
ou` nH de´signe le nombre de classes de conjugaison d’un groupe H.
Par exemple, comme [H\D8/H] = {1, r, r
2}, le coefficient c(H,k),(H,k)
est e´gal a`
nH + nH∩〈r2s〉 + nH = 5.
La matrice de Cartan est alors e´gale a`

8 4 4 4 2 2 2 1
8 2 2 4 4 4 2
5 2 1 4 1 2
5 1 1 4 2
6 2 2 3
10 2 5
10 5
8


.
vi) Le dernier exemple que nous allons donner est celui du groupe ex-
traspe´cial P d’ordre p3 et d’exposant p, qui est donne´ par
P = 〈x, y, z |xp = yp = zp, [x, z] = [y, z] = 1, [x, y] = z〉.
Les sous-groupes de P , a` conjugaison pre`s, forment le treillis suivant :
P
ooo
ooo
ooo
ooo
VVVV
VVVV
VVVV
VVVV
VVVV
E1 = 〈x, z〉
rr
rr
rr
rr
rr
E2 = 〈y, z〉
hhhh
hhhh
hhhh
hhhh
hhhh
h
. . . Ep+1 = 〈xy
p−1, z〉
ddddddd
ddddddd
ddddddd
ddddddd
ddddddd
ddddddd
dd
Z = 〈z〉
VVVV
VVVV
VVVV
VVVV
VVVV
VVVV
V C1 = 〈x〉
OOO
OOO
OOO
OOO
O
C2 = 〈y〉 . . . Cp+1 = 〈xy
p−1〉
hhhh
hhhh
hhhh
hhhh
hhhh
h
1
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5.2 Quelques calculs de matrices de Cartan
Il y a donc 2p + 5 foncteurs de Mackey simples associe´s au groupe P
formant la base B′ = {S1, SZ , SCi , SEj , SP | 1 ≤ i, j ≤ p + 1} et, de
manie`re analogue, la base B est la suivante :
B = {P1, PZ , PCi , PEj , PP | 1 ≤ i, j ≤ p+ 1}.
Comme auparavant, en utilisant la formule du the´ore`me 5.1.3, nous
obtenons la matrice Cartan :


p3 p2 . . . . . . . . . . . . p2 p . . . . . . . . . p 1
2p2 p . . . . . . . . . p 2p . . . . . . . . . 2p 2
3p − 1 p . . . . . . p 2p 1 . . . . . . 1 2
. . .
. . .
... 1 2p 1 . . . 1
...
. . .
. . .
...
...
. . .
. . .
. . .
...
...
3p− 1 p
.
..
. . .
. . . 1
.
..
3p− 1 1 . . . . . . 1 2p 2
p2 + 3p 2 . . . . . . 2 p + 3
. . .
. . .
...
...
. . .
. . .
...
...
. . . 2
..
.
p2 + 3p p+ 3
2p+ 5


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Pour terminer, nous allons rappeler les diffe´rents re´sultats obtenus dans ce
travail, puis donner quelques pistes susceptibles de prolonger cette recherche.
Groupes d’extension de degre´ 1 et foncteurs T
La premie`re partie de ce travail a e´te´ consacre´e a` l’e´tude des groupes d’ex-
tension de degre´ 1 entre deux foncteurs de Mackey simples, disons SQ,W et
SH,V , associe´s a` un groupe G. Cette e´tude se divisait en trois cas :
i) H et Q ne sont pas inclus l’un dans l’autre, a` conjugaison pre`s.
ii) H est strictement inclus dans K, a` conjugaison pre`s (ou l’inverse).
iii) H est conjugue´ a` Q.
Dans le premier cas, il n’existe pas d’extension non triviale.
Nous nous sommes tout d’abord inte´resse´s au deuxie`me cas. Lorsque H et Q
sont normaux et strictement inclus l’un dans l’autre, nous avons de´termine´
explicitement les groupes d’extension de degre´ 1 entre SQ,W et SH,V . Puis
nous avons vu que, sous certaines conditions de semi-simplicite´ de la res-
triction des modules W et V , ce re´sultat s’e´tend a` des sous-groupes H et
Q, inclus strictement l’un dans l’autre, mais pas ne´cessairement normaux.
Ces conside´rations nous ont alors amene´s a` introduire des foncteurs, note´s
T (et plus pre´cise´ment TH,V ou` H est un sous-groupe de G et ou` V est un
kNG(H)-module quelconque), dont la de´finition ressemble a` celle des fonc-
teurs de Mackey simples construits dans la classification. Nous avons e´tudie´
ces foncteurs et remarque´ qu’il suffit de comprendre les extensions entre
foncteurs T pour connaˆıtre les extensions entre foncteurs simples. L’avan-
tage de ce point de vue est que le calcul des groupes d’extension entre TQ,W
et TH,V se restreint au cas ou` les sous-groupes Q et H sont normaux dans G.
Cela permet de travailler avec des groupes plus petits, et par conse´quent, de
de´terminer explicitement les groupes d’extension lorsque le groupe de de´part
n’est pas trop gros. C’est ce que nous avons illustre´ a` l’aide de l’exemple du
groupe S4.
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L’e´tape suivante serait de de´terminer la forme ge´ne´rale de ces groupes d’ex-
tension de degre´ 1 entre foncteurs T . Une des approches possibles pour
attaquer ce proble`me consisterait a` e´tudier les facteurs de composition des
foncteurs T (une des principales difficulte´s re´sidant dans le fait que les sous-
foncteurs et les quotients des foncteurs T ne sont en ge´ne´ral pas des foncteurs
T ). L’e´tude des diffe´rentes proprie´te´s de ces foncteurs, de par leur de´finition
naturelle, est par ailleurs un proble`me inte´ressant en soi.
Remarquons au passage que l’e´tude des facteurs de composition des fonc-
teurs T a e´te´ e´galement motive´e par le fait suivant : la conjecture d’Alperin
affirme que, pour un groupe fini G et un corps k alge´briquement clos de ca-
racte´ristique p, il y a une bijection entre l’ensemble des kG-modules simples
et l’ensemble de kNG(P )-modules simples et projectifs pour tout p-sous-
groupe P de G (voir [Alp87]). Une des ide´es de The´venaz et Webb pour
aborder cette conjecture e´tait de passer par les foncteurs de Mackey. Expli-
citement, si V est un kG-module simple, le foncteur de Mackey FPV appar-
tient a` Mackk(G, 1), donc tous ses facteurs de composition sont du type SH,W
ou` H est un p-groupe et ou` W est un kNG(H)-module simple. Le but e´tait
de trouver un facteur de composition SH,W particulier de FPV tel que W
soit projectif, afin d’e´tablir la bijection pre´ce´dente. Meˆme si cette construc-
tion fonctionnait pour de petits groupes, elle ne se ge´ne´ralisait pas a` des
groupes plus complique´s. Suite a` l’e´tude des foncteurs TH,V , une piste ana-
logue semblait possible : si V est un kG-module simple, on peut alors e´tudier
les facteurs de composition du foncteur T1,PV (qui appartient e´galement a`
Mackk(G, 1)), ou` PV est la couverture projective de V . Cette approche per-
met d’e´tablir une telle bijection dans le cas ou` G est abe´lien et ou` G = S3
(en caracte´ristiques 2 et 3). Malheureusement cette manie`re de faire ne fonc-
tionne plus de´ja` dans le cas de S4. Il serait toutefois envisageable d’utiliser
les meˆmes ide´es en conside´rant un autre foncteur que T1,PV . Dans tous les
cas, l’e´tude des ces foncteurs T reste une voie a` explorer.
Dans le cas ou` les sous-groupes H et Q sont conjugue´s, nous avons vu que
nous pouvions nous ramener au cas ou` ces deux sous-groupes sont normaux
dans G. L’e´tude du groupe Extµk(G)(SH,V , SH,W ), ou plus ge´ne´ralement de
Extµk(G)(TH,V , TH,W ), passe par le morphisme d’e´valuation en H :
ηH : Extµk(G)(TH,V , TH,W ) −→ ExtNG(H)(V,W ).
Ce morphisme est injectif et nous nous sommes par conse´quent inte´resse´s a`
sa surjectivite´. A l’aide d’un exemple, nous avons vu qu’il y a des cas ou` ηH
est surjectif et d’autres non. Nous avons en particulier montre´ que ηH est
surjectif si G est un p-groupe ou si G posse`de un p-sous-groupe de Sylow
normal (avec des conditions supple´mentaires si p = 2).
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Les questions qui se posent alors sont les suivantes : peut-on de´terminer
exactement quand ηH est surjectif ? Et si ηH n’est pas surjectif, quelle est
son image ? Ces questions sont tre`s fortement lie´es a` la structure des mo-
dules V et W en jeu, comme nous l’avons de´ja` remarque´. Il semble donc a
priori difficile de donner une re´ponse globale ; par conse´quent, il y a encore
beaucoup a` de´couvrir a` ce sujet.
Groupes d’extension de degre´ supe´rieur
Dans le chapitre suivant, nous nous sommes inte´resse´s aux groupes d’ex-
tension de degre´ supe´rieur entre foncteurs de Mackey simples associe´s a` un
groupe G posse´dant un p-sous-groupe de Sylow C d’ordre p. Ce proble`me
e´quivaut en fait a` de´terminer des re´solutions projectives minimales des fonc-
teurs de Mackey simples associe´s a` G. Nous avons remarque´ qu’il suffisait
de calculer ces re´solutions pour des foncteurs simples indexe´s par les sous-
groupes 1 et C de G. Nous avons de´termine´ explicitement une re´solution
projective minimale des foncteurs simples indexe´s par C lorsque C est nor-
mal dans G, et une re´solution projective minimale des foncteurs simples
indexe´s par 1 lorsque G = Cp o Ce, ou` e divise p − 1. Comme ces deux
re´solutions sont pe´riodiques, nous avons pu en de´duire que tous les fonc-
teurs de Mackey simples associe´s a` un groupe posse´dant un p-sous-groupe
de Sylow d’ordre p ont une re´solution projective minimale pe´riodique (meˆme
si nous ne l’avons pas toujours calcule´e explicitement).
Il serait donc inte´ressant de de´terminer pour quels groupes cette proprie´te´,
a` savoir que tous les foncteurs de Mackey simples posse`dent une re´solution
projective minimale pe´riodique, reste vraie. A priori, il n’y a que peu de
groupes qui vont ve´rifier cette proprie´te´ ; en effet, il semble que ce n’est de´ja`
plus le cas pour C4, le groupe cyclique d’ordre 4 (la re´solution projective
minimale du foncteur simple indexe´ par C4 ne semble pas eˆtre pe´riodique).
Nous avons e´galement vu que les blocs de l’alge`bre de groupes kNG(C)
(ou` C est le p-sous-groupe de Sylow d’ordre p de G) sont en bijection
avec les blocs de Mackk(NG(C), 1). Par ailleurs, tout bloc B de kNG(C)
est Morita-e´quivalent a` l’alge`bre k[Cp o Ce], ou` e est un entier qui di-
vise p − 1 (voir [Ben91], proposition 6.5.4). De`s lors une question qui se
pose serait de savoir s’il existe une e´quivalence de Morita analogue dans
le cas des foncteurs de Mackey ; autrement dit, est-ce que tout bloc de
Mackk(N(C), 1) est e´quivalent a` l’alge`bre µk(Cp o Ce) ? Cette question est
d’autant plus inte´ressante que nous avons de´termine´ explicitement toutes les
re´solutions projectives minimales des foncteurs de Mackey simples apparte-
nant a` Mackk(Cp o Ce, 1). Une telle e´quivalence nous permettrait ainsi de
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ge´ne´raliser notre re´sultat au cas d’un groupe G posse´dant un p-sous-groupe
de Sylow normal d’ordre p. Nous pourrions ainsi connaˆıtre la pe´riode d’une
re´solution projective minimale des foncteurs de Mackey simples indexe´s par
le sous-groupe trivial.
Une autre approche pour calculer les groupes d’extension de degre´ supe´rieur
serait de construire explicitement des re´solutions projectives des foncteurs de
Mackey simples. Dans un premier temps, il serait raisonnable de se focaliser
sur le cas des p-groupes. En effet, dans ce cadre, les couvertures projectives
sont donne´es par des foncteurs de Burnside. Plus pre´cise´ment, si M est un
foncteur de Mackey associe´ a` un p-groupe P , sa couverture projective est
e´gale a` BX ou` X est un P -ensemble minimal tel que BX se surjecte sur
M . Par exemple, si M = SH,k est un foncteur simple de Mackk(P ), nous
obtenons que X = P/H ; en particulier, BP/H ∼= B
H ↑PH
∼= PH,k. Cette ap-
proche est inte´ressante en soi, meˆme si elle paraˆıt difficile a` aborder a priori.
En effet, il faudrait d’une part de´terminer cet ensemble X minimal, puis
calculer le noyau de la surjection de BX sur M , afin de construire la suite
de la re´solution.
Nous avons finalement montre´ que les groupes d’extension sur l’alge`bre de
Mackey co¨ıncident avec les groupes d’extension sur l’alge`bre de Mackey coho-
mologique uniquement pour les extensions de degre´ 1 entre foncteurs simples.
Ce n’est pas le cas si les foncteurs ne sont plus simples, ni si ce sont des ex-
tensions de degre´ supe´rieures a` 1. A priori, l’e´tude des foncteurs de Mackey
cohomologiques ne semble gue`re utile pour le calcul des groupes d’extension
de degre´ supe´rieur.
Socle des foncteurs de Mackey projectifs
Dans le quatrie`me chapitre, nous nous sommes inte´resse´s au socle des fonc-
teurs de Mackey projectifs inde´composables, associe´s a` un p-groupe P . Nous
avons montre´ que le socle du foncteur PH,k ne contient que des foncteurs
simples indexe´s par le normalisateur dans H d’un sous-groupe de H. Ce
re´sultat implique en particulier que si H est abe´lien, tous les sous-foncteurs
simples de PH,k sont isomorphes a` SH,k. Nous avons e´galement montre´ que
si Soc(BH) =
(
SHH,k
)m
, alors Soc(PH,k) =
(
SPH,k
)m
. Cela nous a amene´s
a` nous inte´resser au socle du foncteur de Burnside dans le cas abe´lien (ce
qui revient a` la question suivante : si P est un p-groupe abe´lien, combien y
a-t-il de sous-foncteurs simples isomorphes a` SP,k dans B
P ?). Nous avons
de´termine´ ce socle dans le cas ou` P est un p-groupe cyclique, abe´lien de rang
2 et abe´lien e´le´mentaire de rang 3 ; et de´ja` dans le cas des petits groupes, le
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proble`me est ardu.
Il y a donc de nombreuses pistes a` explorer. Par exemple : pour quels groupes
le foncteur de Burnside BP ne contient-il que des sous-foncteurs isomorphes
a` SP,k ? En effet, nous avons vu que B
P peut posse´der des sous-foncteurs
indexe´s par des sous-groupes propres, et il serait par suite inte´ressant d’avoir
une caracte´risation des groupes satisfaisant cette proprie´te´. A cela s’ajoutent
trois questions le´gitimes : que se passe-t-il pour les autres p-groupes abe´liens
e´le´mentaires ? et pour les p-groupes ? et plus ge´ne´ralement pour des groupes
quelconques ?
Une approche possible pour attaquer le proble`me du socle du foncteur de
Burnside associe´ a` un groupe abe´lien e´le´mentaire est la suivante : le socle du
foncteur de Burnside BP , ou` P est un p-groupe abe´lien e´le´mentaire est e´gal
a` (SP,k)
m ou` m est la dimension du noyau K(P ) du produit des restrictions
de P a` ses sous-groupes maximaux. Nous avons montre´ que K(P ) est gradue´
par l’ordre des sous-groupes de P et nous avons de´termine´ K(P )1, la partie
de ce noyau correspondant aux sous-groupe d’ordre p (c’est ce qui nous a
permis de de´terminer le socle de B(Cp)
3
). Pour pouvoir connaˆıtre le socle du
foncteur de Burnside associe´ a` n’importe quel groupe abe´lien e´le´mentaire,
il nous faudrait de´terminer tous les K(P )i (c’est-a`-dire la partie du noyau
correspondant aux sous-groupes d’ordre pi). Un des moyens possibles pour
aborder ce proble`me est le suivant : pour un sous-groupe L, d’ordre pi−1,
fixe´, on conside`re l’application µL qui envoie le G-ensemble G/K sur la
somme des G/H ou` H parcourt les sous-groupes maximaux de P dont l’in-
tersection avec K donne L. L’espace K(P )i est alors e´gal a` l’intersection des
noyaux des µL pour L parcourant les sous-groupes de P d’ordre p
i−1. Bien
que nous n’ayons pas de formule explicite pour calculer cette intersection,
il est toutefois possible de de´terminer la dimension de Ker(µL) pour un L
fixe´ (qui est e´gal a` la somme de la dimension de K(P/L)1 et du nombre de
sous-groupes de P d’ordre pi qui ne contiennent pas L). En particulier, nous
obtenons une borne pour K(P )i. Le prochain pas serait donc d’e´tudier plus
pre´cise´ment cette intersection de noyaux afin d’obtenir la dimension exacte
de K(P )i pour tout i.
Le passage des groupes abe´liens e´le´mentaires aux p-groupes (abe´liens ou non)
constituerait l’e´tape suivante. L’approche usuelle pour faire un tel passage
est d’utiliser le sous-groupe de Frattini, Φ(P ), qui est tel que P/Φ(P ) est un
groupe abe´lien e´le´mentaire. Comme nous l’avons vu, il existe une application
d’inflation, Inf = InfPP/Φ(P ), qui permet de passer de B(P/Φ(P )) a` B(P ). Il
existe e´galement une application duale, la de´flation, Def = DefPP/Φ(P ), qui
va de B(P ) dans B(P/Φ(P )) et qui envoie un P -ensemble X sur l’ensemble
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des orbites de X sous l’action de Φ(P ). On ve´rifie alors que Def ◦ Inf = id et
que Inf ◦Def est un projecteur. En particulier, nous obtenons les inclusions
suivantes :
Inf(K(P/Φ(P ))) ⊂ K(P ) ⊂ Inf(K(P/Φ(P ))) + Ker(Def).
Comme {P/L−P/Φ(P )L |Φ(P ) * L} est une base du noyau de la de´flation,
la dimension de l’espace K(P ) est alors borne´e par
dim(K(P/Φ(P ))) ≤ dim(K(P )) ≤ dim(K(P/Φ(P ))) + |{L ≤P P |Φ(P ) * L}|.
Par conse´quent, le socle de BP dans le cas d’un p-groupe abe´lien e´le´men-
taire nous donne des informations sur le socle de BP pour un p-groupe
quelconque. Il serait donc inte´ressant de voir s’il est possible de modifier ces
bornes afin d’obtenir une valeur aussi pre´cise que possible de la dimension
de K(P ), a` partir de celle de K(P/Φ(P )).
L’ultime question serait alors : est-il possible de ge´ne´raliser ces re´sultats
au cas des groupes quelconques (donc de sortir du cadre des p-groupes) ?
Rappelons que notre approche initiale consistait a` utiliser une ∆-filtration
des foncteurs de Mackey projectifs, puis a` calculer le socle de ces fonc-
teurs ∆ afin d’obtenir des informations sur le socle des foncteurs projec-
tifs. Dans le cas d’un groupe G quelconque, les foncteurs de Mackey pro-
jectifs inde´composables posse`dent une ∆-filtration, mais le proble`me qui
se pose alors est de de´terminer pre´cise´ment les facteurs de cette filtration.
Plus pre´cise´ment, les ∆-facteurs du foncteur projectif PH,V sont donne´s
par ∆J,PH,V (J), ou` J parcourt les sous-groupes de H a` conjugaison pre`s.
Le proble`me revient alors a` calculer le module PH,V (J). Par un re´sultat
de Bouc (voir [Bou98], lemme 5.10), ce module peut s’exprimer comme un
quotient de Brauer :
PH,V (J) = PH,V (1)/
( ∑
K<J
IJK(PH,V (1))
)
.
Il faut en particulier de´terminer l’e´valuation du foncteur PH,V en 1. Dans
le cas des p-groupes, nous avons vu que PH,k(1) = k[P/H], et pour un
groupe quelconque, un re´sultat de The´venaz et Webb affirme que PH,V (1)
est le correspondant de Green de la couverture projective de V , vu comme
kNG(H)-module. Toutefois, ce module semble difficile a` de´terminer plus
explicitement, vu que dans la correspondance de Green, il y a des termes
projectifs que l’on n’arrive pas a` maˆıtriser. Il faudrait donc commencer par
e´tudier ces modules PH,V (J) pour pouvoir ge´ne´raliser notre approche a` des
groupes quelconques.
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< ·, 163
BX , 184
FP , 14
FQ, 14
G0, 15
G0(A), 22
IHK , 8
IχM , 35
K(P ), 158
K0, 15
K0(A), 22
M+, 32
M−, 32
Op(J), 46
PGH,V , 37
PM , 20
PH,V , 37
R′, 158
RHK , 8
SG1,V , 34
SGH,V , 34
S1,V , 34
SH,V , 34
TG(H,K), 7
V H , 14
VH , 14
∆, voir foncteurs ∆
Irr(A), 19
MackR(G), 8
Mackk(G,J), 46
Ω(M), 108
Ωn(M), 108
ΩR(G), 11
Φ(G), 162
Proj(A), 19
gM , 28
↓GH , 31
〈E〉, 35
D, 41
ComackR(G), 15
NG(H), 7
ω(G), 10
IndGH (U), 27
ResGH(V ), 27
↑GH , 30
aJ , 163
cg(M), voir module conjugue´, 28
cg, 8
coµR(G), 16
rp(P ), 163
alge`bre de Mackey, 11
cohomologique, 16
alge`bre oppose´e, 51
anneau de Burnside, 13
auto-injective, 19
axiome de Mackey, 8
bloc, 43
Brauer
quotient de, 38
Burnside, 13
Cartan
entier, 22
homomorphisme, 23
matrice, 22
Clifford
the´ore`me de, 28
cohomologique
foncteur de Mackey, 15
conjugaison, 32
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couche
de la se´rie de Loewy, 17
de la se´rie des socles, 18
couverture projective, 20
dual d’un foncteur de Mackey, 12
essentiel
morphisme, 20
extension, 24
facteur de composition, 21
filtration ascendante, 42
foncteur
∆, 40
d’induction, 30
d’inflation, 32
de Burnside, 13
de cohomologie, 15
de conjugaison, 32
de Mackey, 8, 9, 11
de restriction, 31
point fixe, 14
quotient, 8
quotient fixe, 14
foncteur T , 62
Frattini
sous-groupe, 162
Frobenius
the´ore`me de re´ciprocite´ de, 28
groupe d’extension, 24
idempotent, 19
primitif, 19
conjugue´, 19
orthogonal, 19
induction, 30
injectif
module, 19
Jordan-Ho¨lder
the´ore`me de, 22
Krull-Schmidt
the´ore`me de, 19
Loewy
se´rie de, 17
Mackey
axiome de, 8
the´ore`me de, 28
Maschke
the´ore`me de, 26
matrice de Cartan, 22
module
conjugue´, 27
de p-permutation, 41
de permutation, 41
induit, 27
restreint, 27
multiplicite´, 22
p-parfait, 46
point fixe, 14
projectif
module, 18
quotient de Brauer, 38
quotient fixe, 14
radical, 16, 17
radicaux
se´rie des, 17
resolution projective, 23
minimale, 108
restriction, 31
se´rie
de composition, 21
de Loewy, 17
des radicaux, 17
des socles, 18
Schanuel
lemme de, 111
Schur
lemme de, 25
simple
foncteur de Mackey, 29
socle, 18
socles
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se´rie des, 18
sous-foncteur, 8
engendre´, 35
teˆte, 17
trace relative, 14, 62
translate´ de Heller, 108
transporteur, 7
unise´riel, 18
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