Abstract-Improving understanding of Arctic ecosystem climate feedback and parameterization of models that simulate freezethaw dynamics require advances in quantifying soil and snow properties. Due to the significant spatiotemporal variability of soil properties and the limited information provided by point-scale measurements (e.g., cores), geophysical methods hold potential for improving soil and permafrost characterization. In this study, we evaluate the use of a ground-penetrating radar (GPR) to estimate thaw layer thickness, snow depth, and ice-wedge characteristics in an ice-wedge-dominated tundra region near Barrow, AK, USA.
I. INTRODUCTION
T HE Arctic tundra ecosystem is recognized as a large source of uncertainty in quantifying feedback to global climate warming [1] . Improved prediction of Arctic ecosystem feedback often necessitates hydrothermal models that simulate freezethaw cycles. These models require spatially distributed estimates of active layer and permafrost volumetric fractions of water, ice, organic, and mineral components, as well as their changes over time. Core drilling and analysis can provide information about active layer and permafrost properties, but this approach is typically expensive and provides only limited spatial and temporal resolution. Merging several sources of information, including point-scale measurements (e.g., cores) and in situ geophysical measurements, can improve the spatial and temporal resolution of subsurface properties and structure. This is needed for understanding the Arctic ecosystem at different scales and especially through time.
A ground-penetrating radar (GPR) has been used to characterize various aspects of Arctic permafrost environments, including the estimation of thickness and dielectric properties of thaw layer [2] , [3] , the delineation of permafrost zones and variations in quantities and types of ground ice [4] , and the identification of ice wedges [5] - [9] . Other studies have explored the influence of freeze-thaw dynamics on the GPR signal [10] . The GPR has been used to image the interface between organic-rich and mineral soil and between high and low porous materials [11] , [12] . Finally, several studies have used the GPR to map or estimate snow thickness and associated snow water equivalent [10] , [13] , [14] .
The electrical resistivity tomography (ERT) can be used to provide information about the variations in subsurface electrical conductivity (the ability of the subsurface to conduct an electrical current) or its inverse, electrical resistivity (ohmmeter). In general, ground ice is electrically resistive, which can provide a good target for electrical imaging. Several field studies involving electrical measurements have shown the potential for characterizing the electrical conductivity distribution within a permafrost system (e.g., [15] - [17] ).
The GPR and ERT sense the subsurface differently. GPR reflections emanate from interfaces between units having different dielectric permittivities, while the ERT senses the resistivity of the ground over a subsurface volume. Because these two methods have different sensitivities to conductivity and permittivity, U.S. Government work not protected by U.S. copyright. they are complementary to each other. In the field case presented here, the bulk electrical resistivity imaged by the ERT is primarily indicative of changes in the water content in the thaw layer and of changes in soil/fluid salinity in the permafrost. The GPR is more directly sensitive to sharp boundaries in the subsurface, such as the interface between unfrozen and permafrost layers, and between permafrost and ice wedge. Permafrost characteristics and freeze-thaw processes are strongly linked to the ice-content distribution as well as the soil salinity and unfrozen water content. Thus, understanding permafrost characteristics to improve freeze-thaw predictive understanding can benefit from multiple methods that have different sensitivity, such as, for example, ERT and GPR.
While most of the GPR studies in the Arctic have investigated spatial variability in active layer thickness (ALT) and associated properties, a very limited number have focused on temporal variability at the field scale [8] , [18] . Similarly, while several studies have imaged the presence of ice wedges [5] - [9] , few have investigated how to extract quantitative information about ice-wedge dimensions from field data. Unfortunately, the lack of reliable ice-wedge dimension determination hinders our understanding of how important these ice features are to different processes. Ice-wedge evolution affects the local ecosystem behavior, particularly through its control on geomorphology [19] , evaporation [20] , and hydrological conditions [21] , [22] .
As part of the Next-Generation Ecosystem Experiments (NGEE-Arctic) project, we investigated the influence of freezethaw cycles on the GPR signal at the field scale and explored what type of information can be quantitatively and reliably extracted from GPR data in polygonal-shaped Arctic tundra. At the NGEE-Arctic Barrow, AK, field study site, GPR data were acquired along several parallel transects at different times during the freeze-thaw cycle, together with point-scale measurements (such as snow and thaw layer thickness measurements). ERT data were also acquired along the same transects at the end of the growing season. Here, we define the growing season, the period when the thaw layer is completely thawed, and the frozen season, when the active layer is completely frozen. In this study, analysis of GPR data was performed to extract estimates of snow, soil, and permafrost properties and to evaluate the misfit between probe-measured and GPR-measured properties. Through data analysis and forward modeling, we evaluated the influence of soil physical properties and freeze state on the GPR signatures and explored the ability to extract quantitative information about ice-wedge characteristics. Finally, we explored the value of using GPR-derived information to constrain and improve ERT inversions.
II. SITE BACKGROUND
The study site is located near the village of Barrow on the Alaskan Arctic Coastal Plain, approximately 6.5 km from the Beaufort Sea. The landscape at the site has a low topographic relief, varying between 2 and 6 m in elevation. The site is dominated by different types of geomorphological features including high-, low-, and flat-centered polygons [3] , [7] , [23] , which govern the microtopography and surface hydrology. The annual air temperature varies between −30
• C and +8
• C. The near-surface soil temperature fluctuates between −22
• C and +5
• C, whereas at a 3-m depth, the temperature fluctuates between −12
• C and −5
• C. The thickness of the seasonally thawed active layer at the site is generally less than 0.5 m [3] , [23] . The sediments underlying the active layer consist of a mixture of sand, silt, and gravel. These sediments are part of the Barrow unit (Gubik Formation), which is 36 m thick and generally of marine origin, with the uppermost sediments characterized by lacustrine and fluvial deposits. Postdepositional freezing occurred in several steps, likely after a process known as soil water freshening [24] . The volume of shallow ground ice around Barrow is high and predominantly associated with ice wedges and soil cryogenic structures, including segregated and pore ice.
Dafflon et al. [23] provides information about lateral and vertical variability of soil and permafrost properties at this site. Core samples analysis shows up to 80% ice content near the upper part of the permafrost, starting from 0.6 m below the ground surface. They identified a general decrease in the ice content with depth, leading to 45% ice at 3.5 m below the ground surface. In the same depth interval, salinity of the total water content increases from 1.4 to 41 mS/cm at 3.5-m depth. The salinity and the ice content are negatively correlated. The exception is in ice wedges, where the salinity is very low and relatively constant with depth. While the increase in the fluid salinity with depth occurs everywhere on the site, its gradient is quite variable. The organic component of the active layer is about 0.1 m thick, and the underlying increase in the mineral content is gradual. From top to bottom of the active layer, the organic content decreases from ∼90% to 10%, mineral fraction increases from 2% to 40%, and porosity decreases from 85% to 50%. Particle size analysis shows, on average, fraction about 53% of sand, 28% of silt, and 19% of clay.
Some of the lateral variations in intrinsic soil properties inside a polygon are linked to the presence of nonsorted circles that generally have higher mineral fraction and reduced organic content and porosity. At this site, they are circular-like shaped features without a stone border, but with a vegetation border. The soils within the circles are usually fine-grained, such as silt and clay, and can sometimes contain few coarse-grained soils, explaining why they are more conductive electrically than their surroundings. The growing season water content can vary significantly in the top 10 cm of the active layer, but tends to be relatively close to saturation at the base. The lowest active layer water content values are encountered at the top of high-centered polygons and on polygon rims.
III. DATA ACQUISITION AND PROCESSING

A. Ground-Penetrating Radar
GPR data were collected in a 2-D grid along parallel transects, which were 27.5 m long and covered a 12-m-wide area. This 2-D grid was surveyed four times from September 2012 to September 2015. To investigate the information content of the GPR as a function of the freeze state, we concentrate herein on the data collected during September 2012 and May 2013, or at the end of the growing season (deepest thaw layer equivalent to the ALT) and at the end of frozen season (frozen active layer), respectively. Consistency between datasets collected at the same time of the year but during different years is high. Common offset data were collected with Mala Ramac antennas centered at 500 MHz with a 0.06-m spacing between each trace and with a temporal sampling of 0.1 ns. Common midpoint (CMP) data were collected with the same system using 10-cm increments. In September 2012, GPR data were acquired along nine parallel transects spaced 1.5 m apart. Point-scale measurements of thaw layer thickness were also collected using a tile probe along two of these transects (6 and 9). Details on the tile probe measurement method can be found in [25] . During the May 2013 campaign, GPR data were acquired along 17 parallel transects spaced 0.75 m apart (including along the same nine transects used during the September 2012 campaign). Pointscale measurements of snow thickness were collected along two transects (6 and 9). Datasets collected along transect 6 and 9 are presented in Figs. 1 and 2 , respectively. While GPR and point-scale measurements along this grid are presented here for the first time, details about other measurements at the NGEE site can be found in [23] and [3] .
GPR data processing included zero-time adjustment, bandpass filtering, and gapped Wiener filtering. The two way travel times of the electromagnetic wave reflected at the bottom of thaw layer in the growing season and bottom of snow and of active layer in the frozen season were picked semiautomatically. Conversions of the picked travel times to the interfaces between the thaw, snow, and active layer compartments were based on the analysis of several CMP profiles collected at various locations on site. The time-to-depth conversion for the underlying permafrost was based on velocity retrieved from CMP hyperbola fitting. All the processes were realized through Seismic Un*x [26] .
Modeling was performed to understand the GPR signature of the ice wedge and active layer under different conditions, namely the frozen season (very resistive environment) and the growing season (dispersive environment due mainly to presence of water in the thaw layer and very strong reflection from the top of the permafrost). GPR data were simulated using the GprMax code [27] , [28] , which uses finite-difference time-domain modeling to solve Maxwell's equations in two or three dimensions. The GPR antennas were considered as dipoles, emitting a Ricker wavelet centered on 500 MHz in the air. The synthetic radargram shown in Fig. 3(a) represents a 0.4-m-deep frozen active layer having a relative dielectric permittivity of 7. The ice wedge is 0.2 m deeper than the base of the active layer and has a triangular symmetrical [see Fig. 3(a) ] and asymmetrical [see Fig. 3(c) ] shape with its lowest point at 2-m depth. Its relative dielectric permittivity was set to the value for ice. The synthetic radargram presented in Fig. 3(b) represents the growing season case, where the active layer is thawed almost through its base. The permittivity of the thaw layer was set using the Peplinski soil model [29] with percentage of sand and clay ranging from 0% to 50% and the volumetric water content from 0.05 to 0.3 cm 3 /cm 3 .
B. Electrical Resistivity Tomography
During the September 2012 campaign, ERT data were acquired along each of the nine transects in the grid with 0.5-m electrode spacing and a dipole-dipole array. The bulk resistivity distribution along the transects was inferred through a smoothness-constraint inversion. Topography and aerial-based imaging were performed using a camera mounted on a kitebased platform and ground control points surveyed with the real-time kinematic differential global positioning system and reconstructed using the structure-from-motion technique. The map is presented in Figs. 1(a) and 2(a) . While we concentrate on the ERT data collected along lines 6 and 9, a full pseudo 3-D reconstruction of the ERT grid can be found in [23] . In comparison with the work presented in [23] , here, we investigate the use of structural constraints extracted from GPR data to constrain the ERT inversion.
ERT data were inverted using boundless electrical resistivity tomography (BERT) code [30] , [31] , a finite-element-based inversion process. All the other processes were handled through MATLAB/Unix scripting. The finite-element meshes were generated using GMSH [32] , Tetgen [33] , and Triangle [34] . The topography was incorporated in all inversions.
IV. RESULTS
A. GPR Field Data
The GPR field data were acquired in order to estimate active layer depth and ice features such as ice wedges. In the growing season, the thaw layer velocity was estimated to be 0.045 ± 0.005 m/ns. In the frozen season, the top reflector was identi- fied as the base of the snow layer and the second one as the base of the active layer. The velocity of snow and frozen active layer were estimated as 0.25 ± 0.01 m/ns and 0.134 ± 0.005 m/ns, respectively. The GPR-estimated depths to reflectors were compared to tile probe measurements (see Fig. 4 ). The frozen season GPR dataset was also used to evaluate locations and characteristics of ice wedges by investigating associated hyperbolic reflections [see Figs. 1(e) and 2(e)]. Due to the high signal-to-noise ratio, a 3-D reconstruction was possible using the frozen season dataset. . This is due to the relatively lower attenuation of the GPR signal in the active layer when it is entirely frozen as well as the higher amount of energy transmitted from the base of the active layer into the permafrost under frozen conditions even when some of this energy is lost in the reflection at the snow-ground interface. The GPR data collected in September 2012 confirm that GPR provides good estimates of thaw layer thickness using a constant GPR velocity (see Figs. 1-5) . The correlation coefficient between probe-measured and GPR-estimated thaw layer thickness is about 0.73 [see Fig. 4(a) ]. The misfit is primarily related to the spatial variation in soil water content and physical properties. In fact, the largest discrepancy between probe-measured and GPR-estimated values is related to the presence of small nonsorted circles shown with white crosses in Figs. 1(a) and 2(a) . Although it does not seem to be the case here, discrepancy between probe-measured and GPR-estimated thaw layer thicknesses has also been observed in the presence of deep ponds in low-centered polygon areas, where variable permittivity and antenna coupling is also common [35] . The GPR data collected in May 2013 confirm that in addition to providing accurate estimate of snow layer thickness [see Fig. 4(d) ], such data contain a fairly horizontal continuous reflector (not a multiple) as well as reflections and hyperbolas related to ice wedges [see Figs. 1 and 2 and especially Fig. 5(a) and (f) ]. The value of using GPR for snow thickness estimation is shown by the correlation coefficient of 0.95 between probe-measured and GPR-estimated snow layer thickness [see Fig. 4(d) ]. The deeper reflector identified in the frozen season GPR data is related to the relatively sharp increase in ice-content between the bottom of the active layer and the top of permafrost. The estimated depth to this reflector is consistent with the measured and estimated thaw layer thickness along lines 6 and 9 in September 2012 [see Figs. 1(b) and 2(b) ], which can be considered equivalent to the ALT since the data were collected at the end of the growing season.
B. GPR Numerical Study
To further investigate the GPR signal response to the presence of ice wedges during the growing season and frozen season conditions, we compared field data described above to synthetic results. The objective were to explore the type of information that can or cannot be extracted from the GPR data, especially with regard to ice-wedge shape and location. The synthetic radargram shown in Fig. 3 illustrates that the bottom of the active layer as well as the triangular sides of the ice wedge are clearly identifiable. The bottom hyperbola results from the diffracting point at the bottom corner of the triangular ice wedge. Despite the very simple model, the hyperbola and side reflections are evident on the field data, more particularly in the frozen season data (see Figs. 1(e), 2(e), and 5). The synthetic radargram presented in Fig. 3(b) represents the growing season case, where the active layer is thawed almost through its base. Clearly, the ice-wedge limits are more difficult to identify on the real data due to the scattering of the electromagnetic signal. As the modeling also shows, the influence of the fine layer of silt above the ice wedge has a critical influence on the data quality. The modeling results are consistent with our experience that it is difficult to extract information about ice-wedge geometry from GPR data collected during the growing season. The last synthetic radargram case [see Fig. 3(c) ] represents an asymmetrical ice wedge, where the right side of the triangle reflects more energy to the receiver, giving the impression that the interface is not the same (in terms of permittivity gradient) as the left side. This modeling result can be used to interpret (for example) the frozen season GPR data along line 9 [see Fig. 2(e) ], where one of the possible explanations for the event between 15 and 20 m and 30 and 40 ns could be the shape of the ice wedge and the direction in which the ice wedge is traversed.
C. ERT-Field data Inversion
Line 6 and line 9 data were inverted using BERT with a mesh generated with GMSH. Three different inversion case studies were performed to investigate the benefit of incorporating structural information extracted from GPR data. The first case study did not involve any a priori constraint on the inversion mesh. The second case study involved a priori constraints on the mesh by defining a mesh boundary at the bottom of the thaw layer. The third case study also included a constraint on the position and size of the ice wedge.
The active layer depth and the ice-wedge characteristics were both retrieved from the GPR data. Extraction of ice-wedge characteristics involved hyperbola fitting at 14 m along GPR transect 6, where the transect crosses the ice-wedge perpendicularly, leads to an estimate of the ice-wedge vertical thickness of about 0.98 m for line 6 and 1.9 m for line 9. The lateral extent of the ice wedge extracted from GPR data is 2.7 m, which is similar to the width of the trough (2.5 m if referring to the trough floor and 3.5 m if measuring trough from the middle of rim height). The lateral extent of the ice wedge extracted from GPR data along line 9 is 3.7 m, which is also relatively close to the width of the trough (3.5 m if referring to the trough floor and 4.0 m if measuring trough from the middle of rim height). This means that lateral extent of ice wedge can be inferred from digital elevation models, which can be obtained using aircraft, unmanned aerial vehicles, or as in this case, a kite.
The inverted ERT data along line 6 and line 9 are shown in Figs. 6 and 7, respectively. Fig. 8 shows a sensitivity analysis to complement results shown in Fig. 6 . The three case study inversions are compared along line 6 (see Fig. 6 ) and line 9 (see Fig. 7 ). The statistics on the misfit between simulated and measured data are presented in Tables I and II for lines 6 and 9, respectively. The first row of both tables provides the statistical parameters quantifying the misfit resulting from the ERT data inversion for a nonconstrained mesh. These results are illustrated in Figs. 6(a) and 7(a) for lines 6 and 9, respectively. The second row of Tables I and II By visual inspection, we see that the inversions without GPR constraints reveal three resistive zones, with the highest resistivity zone corresponding to the presence of an ice wedge. This is consistent with the radargram presented in Figs. 1(e) and 5(f). Furthermore, while ERT data show a decrease in resistivity in the permafrost due to the increase in salinity and unfrozen water content, GPR data do not show any reflector there and thus confirms that such a change is likely gradual. On line 6 and more strongly on line 9, the presence of another ice wedge at around 5 m is also evident. By using the GPR slices, we see that the ice wedges connect between these two lines.
Comparing the three different types of inversion on Figs. 6 and 7 shows that applying constraints on the ERT inversion mesh does not influence the large-scale structure in the ERT but still has significant impact on small-scale variability. However, constraining the ALT in the inversion mesh leads to significant changes in the estimated distribution of electrical resistivity in the active layer as well as the shape of the ice wedge. Looking at the relative mean absolute difference between simulated and measured data for the various types of inversions shows that constraining the ALT position slightly decreases the model-data misfit and helps to constrain the shape of the ice wedge in the ERT profile. The obtained model also looks more realistic with regard to the distribution of electrical conductivity. In particular, we know from soil cores at the NGEE site that permafrost below ice wedge tends to be saline and thus expect a strong contrast at the bottom of the ice wedge. However, the inversion performed with both active layer and ice-wedge constraints shows no substantial improvement in terms of the misfit. These results show that constraining the ERT mesh with the ALT obtained from the GPR data is valuable, while the value of constraining the geometry of the ice wedge cannot be yet assessed. ρ stands for apparent resistivity (ohmmeter). "UNconstrained" means: Inversion without any mesh constrain. "ALT-mesh-constrained" means: Inversion with the active layer depth taken into account in the mesh generation. "ALT-IW-mesh-constrained-XX deep" means: mesh generated with active layer depth and ice-wedge constraints and bottom of the ice wedge is at XX meter depth. Table I in the third to sixth rows. Results show that constraining the ERT with an inaccurately sized ice wedge mesh adversely affects the inversion; the inversion results were better when no constraints were used instead of an incorrect ice-wedge constraint [ Fig. 8 (a) to be compared with Fig. 6(b) ]. We think that the incorrect ice-wedge depth picked from the GPR data for line 6 is mainly due to a large uncertainty in the velocity estimation, possibly due to the silt layer above the ice wedge, which was thinner for line 9. The last inversion, which includes a thicker ice wedge within the saline permafrost on line 9, appears to give more realistic results. Overall, meshconstrained inversion can improve the subsurface imaging but ensuring the accuracy of the structural constrains is critical.
V. CONCLUSION
Through field data analysis and numerical modeling, we investigated what type of information can be quantitatively and reliably extracted from GPR data in an ice-wedge dominated Arctic tundra study site and explored the influence of a freezethaw condition during different seasons on the GPR signal. Results show that GPR data collected during the growing season enables reliable estimates of thaw layer thickness with associated uncertainty mainly related to spatial variability in the volumetric fractions of porosity, organic, and mineral components and most importantly water content. We also found that frozen season GPR data are very useful for estimating snow depth, ALT, and the vertical and lateral extents of ice wedges. This finding offers potential to rapidly characterize permafrost systems with the GPR during the frozen season, when the GPR signal-to-noise ratio is higher, and when data can be easily collected with a snow mobile and with less disturbance to the ecosystem than during the growing season. In general, probe-, GPR-, and ERT-based measurements show good agreement and provide complementary information about the ALT and conductivity, the ice-wedge lateral dimensions, and depth. A numerical study of GPR signatures during frozen season conditions confirms that GPR hyperbolas correspond to the lower corner of the ice wedges, and that the top of the ice wedge is difficult to identify due to its close proximity (< 25 cm) below the base of the active layer. The GPR-derived ice-wedge structural information can be used to constrain ERT inversion and better define the active layer and ice-wedge resistivity and their dimension. These results pave the way to coupled ERT and GPR inversion for improved imaging of subsurface properties over space and time in the Arctic tundra.
