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The quantum correlations of N noninteracting spinless fermions in their ground state can be
expressed in terms of a two-point function called the kernel. Here we develop a general and compact
method for computing the kernel in a general trapping potential in terms of the Green’s function for
the corresponding single particle Schro¨dinger equation. For smooth potentials the method allows
a simple alternative derivation of the local density approximation for the density and of the sine
kernel in the bulk part of the trap in the large N limit. It also recovers the density and the kernel of
the so-called Airy gas at the edge. This method allows to analyse the quantum correlations in the
ground state when the potential has a singular part with a fast variation in space. For the square
step barrier of height V0, we derive explicit expressions for the density and for the kernel. For large
Fermi energy µ > V0 it describes the interpolation between two regions of different densities in a
Fermi gas, each described by a different sine kernel. Of particular interest is the critical point of
the square well potential when µ = V0. In this critical case, while there is a macroscopic number
of fermions in the lower part of the step potential, there is only a finite O(1) number of fermions
on the shoulder, and moreover this number is independent of µ. In particular, the density exhibits
an algebraic decay ∼ 1/x2, where x is the distance from the jump. Furthermore, we show that the
critical behaviour around µ = V0 exhibits universality with respect with the shape of the barrier.
This is established (i) by an exact solution for a smooth barrier (the Woods-Saxon potential) and
(ii) by establishing a general relation between the large distance behavior of the kernel and the
scattering amplitudes of the single-particle wave-function.
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I. INTRODUCTION
Recent developments in trapping techniques for cold atomic systems [1], along with the possibility of visualizing
individual atoms using quantum Fermi microscopes [2–4] have lead to a resurgence of theoretical interest in the
equilibrium and dynamical properties of confined systems of fermions. In particular the rather idealised case of
spinless noninteracting fermions is experimentally relevant as magnetic traps are based on polarising the spin degrees
of freedom of cold atoms and furthermore in the spin polarised state interactions are weak due to the suppression of
s-wave scattering. The interactions can further be suppressed experimentally by suitably tuning Feshbach resonances.
This noninteracting case, at zero temperature, still presents interesting theoretical challenges since nontrivial statistical
behavior arises because of the Pauli exclusion principle.
The statistics of spinless non interacting fermionic systems can be encoded in a two point kernel from which the
local density, as well as all the higher order correlation functions, can be expressed, in essence via Wick’s theorem for
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FIG. 1. Square well potential of height V0 within an overall confining potential V (x). The critical regime where the Fermi
energy µ, the height of blue region, coincides with V0 is shown. The physics near the edge can be described by zooming at
the edge, as shown on the right side of the figure. Two examples of barrier potentials are shown: a) The square step barrier
studied in Section IV, b) a smooth barrier, varying over a scale λ, such as studied in Section V.
fermions. For bulk systems, where a large number of fermions are confined by an external potential, the regions where
the local fermionic density is large can be studied using the local density approximation or LDA [5, 6] which is based
on the approximation that the trapping potential can be treated locally as constant in space. The LDA allows the
calculation of the bulk density. Together with more controlled approaches, the LDA also predicts that, in the bulk and
at scales of the order of the typical inter-particle distance, the kernel takes a universal form, independent of the details
of the potential, given by the sine-kernel [5–10]. The LDA can be used to predict its own downfall in regions where
the density of fermions becomes small. This occurs, by definition, at the edge of the trapped atomic cloud. Here, the
form of the density and kernel is modified and one finds that the edge physics is described by fermions in a linear
potential, as the trapping potential can in general be expanded as a locally linear potential near the edge [7–11]. The
associated kernel near a locally linear edge is called the Airy kernel and the fermions in this region referred to as the
Airy gas [7–11]. It can be shown to be universal for a broad class of smooth potentials. However, other edge regimes
and edge universality classes exist, notably when the trap has an infinite hard wall or a continuous but divergent
wall potential [12, 13], but also when the Fermi energy coincides with the maximum of a double well potential [14].
Interestingly, while the kernels appearing in the aforementioned problems arise from quantum mechanical problems,
most of them also arise in the context of random matrix theory, where they describe the eigenvalue statistics of certain
random matrix ensembles [7–10, 15].
The LDA is based on the assumption that the trapping potential is locally constant, i.e. that it varies very slowly
on the scale of the typical inter-particle distance. If the potential has fast variations on this scale, e.g. if it is
discontinuous, the LDA will fail, even if the fermion density is large. Similarly, we can expect the edge universality
classes to be modified. The main goal of this paper, and of a companion paper [17], is to analyse the statistical
properties of non interacting fermions when the trapping potential exhibits a local singularity on top of an overall
smooth confining shape. An important question is what replaces the sine-kernel in the bulk near the singularity,
and how far the effect of this singularity can be felt. A related question is what effect does it have on the counting
statistics, such as the fluctuations of the number of fermions in a given region.
The main goal of this paper is to address these questions. For this, we consider N noninteracting fermions in a
globally confining trapping potential and focus on the large N limit. On top of this, we assume that the potential has
a singularity at some point in space (see Fig. 1). We zoom in near the singularity and study a class of fast-varying
potentials (see Fig. 1), which include the square step barrier as well as other continuous barrier potentials, such as
the Woods-Saxon potential [16], well known in nuclear physics. Our goal is to describe how the quantum correlations
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FIG. 2. Density profile ρ(x) vs x for different values of the dimensionless parameter r = V0
µ
. For r > 1, in the sub-critical
phase, ρ(x) ∼ e−x/ξr vanishes exponentially as x → +∞ on a scale ξr ∼ 1/
√
r − 1. For r < 1, the super-critical phase, the
density approaches a constant ρ(x) ∼√2µ(1− r) as x→ +∞. Exactly at the critical point r = 1, ρ(x) vanishes algebraically
as 1/x2, as x→ +∞.
in the ground state are modified in the vicinity of the singularity – as opposed to the smooth potential case. In order
to carry out the analysis of such fast-varying potentials we develop a method based on the single particle Green’s
function associated to the Schro¨dinger equation in the presence of a general trapping potential. As a preliminary
benchmark, we first show how this method can be used to derive well known properties of smooth potentials such as
the LDA and the Airy gas physics. This already allows us to discuss the limitation of the LDA which, as we find,
fails when the potential varies too fast in space.
We then apply this Green’s function method to obtain the exact form of the kernel, and the statistics of fermions,
near a square step barrier of height V0, as shown in Fig. 1. For Fermi energies µ > V0 it describes the interpolation
between two regions of different densities in a Fermi gas, each described by a differently-scaled sine kernel. We examine
in particular the case where the Fermi energy coincides with the top of the step potential, µ = V0. This mimics a
macroscopic system of fermions confined in a finite square well potential within an overall trapping potential - an
everyday analogy being that of a swimming pool of fermions which is full to the edge - see Fig. 1. Said otherwise, the
swimming pool is on the point of overflowing a bit like in an infinity pool. The statistics of the number of particles in
the region outside the square well potential (on the pool edges) have rather interesting properties when V0 = µ. In
particular, we analyse the mean, variance and third cumulant of the number of particles Nout to the right outside the
pool is independent of µ and can be computed exactly.
In fact, we find that a critical behavior emerges as a function of the dimensionless control parameter r = V0/µ > 0
which is summarised in Fig. 2. We find a sub-critical behavior for r > 1 where the local density profile decays
exponentially ρ(x) ∼ e−x/ξr for x → +∞. The decay length diverges as ξr ∼ 1/
√
r − 1 as r approaches the critical
point r = 1 from above. Exactly at the critical point we find an algebraic decay ρ(x) ∼ 1/x2 for x → +∞. On the
super-critical side r < 1 the density approaches a non-zero constant
√
2µ(1− r) for x→ +∞.
To explore the universality of this critical behaviour with respect to the shape of the barrier, we explore more general
smooth barriers of the type V (x) = V0 v(x/λ) where v(z) smoothly interpolates between 0 and 1 as z increases from
−∞ to +∞. Here λ is the characteristic length scale describing how fast the barrier varies in space (see Fig. 1
b)). We find that indeed this critical behavior near r = 1 is universal and sets in whenever ξr  λ. For example,
the density profile in the vicinity of the transition is described by a universal scaling function, up to a non-universal
amplitude that depends on λ. This result is obtained by an exact solution in the case of the Woods-Saxon potential as
well as through an analysis valid for more general barrier potentials. This analysis unveils a general relation between
the scattering amplitudes of the single particle wave functions and the asymptotic behaviour of the kernel at large
distances from the barrier.
The rest of the paper is organised as follows. In Section II we introduce the Green’s function method to compute the
kernel for arbitrary potentials. In Section III we study the case of a smooth trapping potential (without singularity)
and show how to recover the standard scaling forms for the kernel both in the bulk (LDA and sine-kernel) and at near
the edge of the Fermi gas (Airy-kernel). In Section IV, we obtain the exact expression of the kernel for the square step
5barrier and discuss the critical behaviour. We also obtain the first three cumulants of the total number of particles to
the right of the barrier. In Section V A., we obtain asymptotic formula for the kernel for a general barrier potential
in terms of the corresponding scattering amplitudes. In Section V B., we study the Woods-Saxon potential, for which
exact formula can be derived, before we conclude in Section VI. Some technical aspects are presented in Appendices.
II. GREEN’S FUNCTION FORMALISM TO COMPUTE THE KERNEL
A. The kernel - basic definitions
We consider N non interacting spinless fermions confined by a potential V (x). The single particle Hamiltonian
is H = p
2
2m + V (x), where m is the particle mass. We denote by ψk(x) the eigenstates of H and k the associated
energies. The zero temperature kernel can be written in terms of the Fermi energy µ as
Kµ(x, y) =
∑
k
θ(µ− k)ψ∗k(x)ψk(y). (1)
Here θ(x) denotes the Heaviside function, and µ is considered as a continuous parameter, the total number of fermions
being related to µ as N =
∑
k θ(µ− k) [18]. By construction, the kernel (1) is real and symmetric. , i.e. Kµ(x, y) =
Kµ(y, x) [19]. We also consider below cases of non confining potentials V (x), i.e. fermions on the whole line with
a continuous spectrum for H, as limiting cases of (1) for large system sizes. In this case N is infinite and µ is the
control parameter.
The kernel encodes all of the statistical properties of an N body system as all n-point correlation functions can
be constructed from it [7, 15]. These correlations can be computed using Wick’s theorem for fermionic fields or
equivalently by noting that the particle positions are described by a determinantal point process [21]. In particular,
for the purposes of the current work, we note that the number density of fermions is given by
ρ(x) = Kµ(x, x), (2)
which means that the number of fermions in a region I, denoted by NI , has the average value
〈NI〉 =
∫
I
dx Kµ(x, x), (3)
while the variance of NI is given by [7]
Var(NI) = 〈NI〉 −
∫
I
∫
I
dxdy [Kµ(x, y)]
2. (4)
In what follows we explain, formally, how the single particle Green’s function can be used to compute the kernel.
Some of these results were previously derived by other methods (such as by direct evaluation of the kernel by computing
and summing the wave functions or by using the Euclidean propagator associated with H [7]), but here we use a new
Green’s function method that turns out to be technically advantageous compared to other methods, in particular in
computing the limiting kernels for discontinuous potentials, as demonstrated later in the paper.
B. Kernels via Green’s function
Differentiating Eq. (1) with respect to µ gives
∂
∂µ
Kµ(x, y) =
∑
k
δ(µ− k)ψ∗k(x)ψk(y), (5)
whose diagonal part is the local density of states of H at energy µ. Now we use the well known formula
1
z − i0+ := limε→0+
1
z − iε = piiδ(z) + P
1
z
, (6)
6interpreted in terms of distributions, where P indicates that one should use the Cauchy principle part in any integrals.
We will use everywhere below the notation z− i0+ to denote the limit ε→ 0+ at the end of the calculation. We thus
find
δ(µ− ) = 1
pi
Im
1
µ− i0+ −  . (7)
Now, as the terms involving the wave function are real, we can write
∂
∂µ
Kµ(x, y) =
1
pi
Im
∑
k
1
µ− i0+ − kψ
∗
k(x)ψk(y). (8)
This gives
∂
∂µ
Kµ(x, y) =
1
pi
ImGµ(x, y) (9)
where Gµ is the resolvent of the operator H, evaluated at µ− i0+ just below the real axis, in operator notation
Gµ = (µ− i0+ −H)−1. (10)
Hence it is in general a complex quantity. The imaginary part of its diagonal component gives the local density of
states of H at energy µ. Equivalently, Gµ(x, y) is the solution of
(µ− i0+ −H)Gµ(x, y) = δ(x− y), (11)
with proper decay at infinity. Hence Gµ is the Green’s function corresponding to the single particle Schro¨dinger
equation of Hamiltonian
H = − ~
2
2m
∂2
∂x2
+ V (x), (12)
with V (x) the trapping potential. In other words, Gµ(x, y) is the solution of
~2
2m
∂2
∂x2
Gµ(x, y) + (µ− i0+ − V (x))Gµ(x, y) = δ(x− y). (13)
It is important to note that when integrating Eq. (9) to recover the kernel we have the boundary condition, or
completeness condition,
lim
µ→∞Kµ(x, y) = δ(x− y), (14)
as in this limit the sum in Eq. (1) is over a complete set of states. We also note the trivial identity
Kµ(x, y) = δ(x− y)−
∑
k
θ(k − µ)ψ∗k(x)ψk(y), (15)
which yields
Kµ(x, y) = δ(x− y)−
∫ ∞
µ
∂
∂µ′
Kµ′(x, y)dµ
′ = δ(x− y)−
∫ ∞
µ
dµ′
1
pi
ImGµ′(x, y) (16)
which will be useful in what follows. An alternative integration formula is
Kµ(x, y) =
∫ µ
−∞
∂
∂µ′
Kµ′(x, y)dµ
′ =
∫ µ
−∞
dµ′
1
pi
ImGµ′(x, y) (17)
which obviously holds as long as the ground state of the system is bounded from below. In what follows we will always
denote by µ the Fermi energy (which we assume is fixed) and denote by µ′ the running Fermi energy used in the
integrands of the representations given in Eq. (16) and (17). These two representations can also be used to represent
the kernel in terms of a kernel corresponding to a locally constant potential (so exact far away from the step) plus a
term due to the variation of the potential. The derivation is rather technical and is relegated to appendix A.
7III. SMOOTH POTENTIALS
Before applying the Green’s function method to obtain new exact solutions (for any µ) for discontinuous potentials
in the next section, we show how the method can be applied to analyse the well studied case of smooth potentials.
In the bulk we recover the prediction of the LDA (which is exact for potentials constant in space) and identify the
validity of the LDA via this method. We then examine, the again well known, edge Airy gas behavior, based on a
local linear approximation to the potential (the method being again exact for purely linear potentials).
A. The bulk regime and the local density approximation
Here we use the Green’s function to derive the LDA or Thomas-Fermi approximation which is the standard theo-
retical tool used to study the bulk thermodynamics behavior of free fermionic systems. In our derivation we identify
the two key regimes where the approximation fails, the first regime is where the conditions for bulk behavior do not
apply, notably near the edge of the system in continuous potential where the density becomes small. The second case
occurs when the potential is not continuous, or varies too fast in space.
The basic approximation consists of computing the Green’s function at two points x = x0 + z and y = x0 + z
′. We
focus here on the bulk, hence one has V (x0) < µ. Assuming that z and z
′ are small, we can make the approximation
V (x) ≈ V (x0) in Eq. (13) and write
1
2
∂2
∂z2
Gµ′(x0 + z, x0 + z
′) + [µ′ − i0+ − V (x0)]Gµ′(x0 + z, x0 + z′) = δ(z − z′), (18)
where we have introduced the running Fermi energy µ′ which will be integrated over. To simplify notation we have
set ~ = 1 and m = 1. The dependence on ~2/m can be reintroduced by making the rescalings G → m/~2 × G and
(µ− V )→ m/~2 × (µ− V ).
Let us consider µ′ > V (x0). For z < z′ we have
Gµ′(x0 + z, x0 + z
′) = A− exp
(
i
√
2µ′ − i0+ − 2V (x0) z
)
. (19)
We have used that for a > 0,
√
a− i0+ ≡ √a− i0+, hence the r.h.s. tends to zero as z → −∞ as required, due to the
small imaginary part regulator −i0+. Similarly for z > z′
Gµ′(x0 + z, x0 + z
′) = A+ exp
(
−i
√
2µ′ − i0+ − 2V (x0) z
)
. (20)
Matching at z = z′, taking into account the delta function on the r.h.s. of (18), we obtain
Gµ′(x0 + z, x0 + z
′) =
i exp
(
−i√2µ′ − i0+ − 2V (x0)|z − z′|))√
2µ′ − 2V (x0)
, (21)
where the small imaginary part has been neglected in the denominator. This result is sufficient to derive the kernel
in the bulk.
For the computation of kernels away from the bulk it is useful to derive an equivalent representation for the Green’s
function. For y > x, (so z′ > z) Eq. (21) can be rewritten in terms of x and y for |z − z′| small as
Gµ′(x0 + z, x0 + z
′) =
i exp
(
−i√2µ′ − i0+ − 2V (x0)(z′ − z))√
2µ′ − 2V (x0)
≈
i exp
(
−i ∫ z′
z
√
2µ′ − i0+ − 2V (x0 + s) ds
)
√
2µ′ − 2V (x0)
≈
i exp
(
−i ∫ z′
z
√
2µ′ − i0+ − 2V (x0)− 2V ′(x0)s ds
)
√
2µ′ − 2V (x0)
=
i exp
(
i
[
1
3V ′(x0)
(2µ′ − i0+ − 2V (x0)− 2V ′(x0)s)3/2
]z′
z
)
√
2µ′ − 2V (x0)
, (22)
8and thus to the same order this can be written as
Gµ′(x0 + z, x0 + z
′) = Y−(z)Y+(z′), (23)
where
Y−(z) =
√
i exp
(
−i 13V ′(x0) (2µ′ − i0+ − 2V (x0)− 2V ′(x0)z)
3/2
)
(2µ′ − 2V (x0)− 2V ′(x0)z)1/4
, (24)
and
Y+(z) =
√
i exp
(
i 13V ′(x0) (2µ
′ − i0+ − 2V (x0)− 2V ′(x0)z)3/2
)
(2µ′ − 2V (x0)− 2V ′(x0)z)1/4
. (25)
Adding the extra z dependence in the numerator above does not change the basic small z approximation and extends
the basic plane wave approximation to the more general WKB form which will be useful when we will discuss the
behaviors of kernels near a linear edge and matching plane wave solutions with Airy functions.
Returning to Eq. (21) we find that the kernel in the bulk can be written as
∂
∂µ′
Kµ′ (x0 + z, x0 + z
′) =
1
pi
Im
i exp
(
−i√2µ′ − i0+ − 2V (x0)|z − z′|)√
2µ′ − 2V (x0)
=
cos(
√
2µ′ − 2V (x0)|z − z′|)
pi
√
2µ′ − 2V (x0)
. (26)
Integrating over µ′ then gives
Kµ(x0 + z, x0 + z
′) =
1
pi|z − z′| sin(
√
2µ− 2V (x0)|z − z′|) . (27)
The constant of integration has been determined by using the identity
lim
k→∞
1
pix
sin(kx) = δ(x) . (28)
Note that strictly speaking the analysis is only valid in the case where µ′ > µ (assuming that already µ − V (x0) is
large enough to justify the analysis), however one sees that the analysis can be restricted to the case µ′ > µ by using
the representation of Kµ given in Eq. (16) as opposed to Eq. (17). We have thus recovered the well known sine kernel
for the kernel in the bulk. It is often written as
Kµ(x0 + z, x0 + z
′) =
1
pi|z − z′| sin(pµ(x0)|z − z
′|), (29)
where
pµ(x0) =
√
2µ− 2V (x0) , (30)
is the local Fermi momentum at x0. Finally the density of fermions at the point x0 is obtained as
ρµ(x0) = Kµ(x0, x0) =
pµ(x0)
pi
. (31)
Let us now discuss the validity of the LDA. Its validity depends on the accuracy of the approximation where the
spatial dependence of the potential V (x) is neglected about the point x0. The correction to this potential to give the
exact one is ∆V (x) = V (x0 + z)− V (x0) ≈ zV ′(x0) for small z. The exact Green’s function is given by
Gµ = (µ−HLDA −∆V )−1 (32)
where HLDA = − 12 ∂
2
∂x2 + V (x0) is the approximate form of the Hamiltonian used in the LDA and so G
LDA
µ =
(µ−HLDA)−1 is the corresponding Green’s function. The first order correction to the LDA Green’s function is thus
(in operator product notation)
∆Gµ = G
LDA
µ ∆V G
LDA
µ . (33)
9Now making the approximation ∆V (x) ' zV ′(x0), so assuming that the derivative of V (x) exists, we find
∆Gµ(z, z
′) = V ′(x0)
∫
duu GLDAµ (z, u)G
LDA
µ (u, z
′). (34)
From this we obtain the estimate |∆G(z, z′)| ≈ |V ′(x0)|/pµ(x0)4. However we have seen that GLDAµ ≈ 1/pµ(x0) and
so the condition that the relative error in using the LDA is small can be written as [20]
|∆G(z, z′)|
|GLDA(z, z′)| ≈
|V ′(x0)|
pµ(x0)3
 1 (35)
Note that this condition agrees with the more heuristic argument that the potential should vary little on the scale of
the inter-particle distance, which is 1/pµ(x0), i.e. that |V ′(x0)/pµ(x0)|  V (x0) ∼ µ = pµ(x0)
2
2 (since in the bulk V
is of the order of µ).
We thus see that the LDA is valid in the bulk where the density ρ(x0) = pµ(x0)/pi is large. The LDA fails at the
edge where the bulk density vanishes. The behavior of the kernel near this edge has been derived in several works by
various methods [7–9]. In the following section we will show how the edge behavior can be derived using the Green’s
function method. As one might anticipate, we will see that the LDA also fails when the potential is discontinuous.
What happens in this case has been much less studied, and in Section IV we will provide an analysis of the kernel
for the cases of the step like potentials. This analysis is exact, as we can obtain exact expressions for the Green’s
function.
B. The edge regime and the Airy kernel
Let us now study the Green’s function near the edge points xe which are defined via the vanishing of the LDA
prediction of the density, i.e. as the solutions of the equation
µ− V (xe) = 0, (36)
and we note that in general the function V (x) − V (xe) will vanish linearly near xe. Thus the Green’s function will
locally obey the equation
1
2
∂2
∂z2
Gµ′(z, z
′) + (µ′ − V (xe)− zV ′(xe))Gµ′(z, z′) = δ(z − z′), (37)
for z and z′ in the neighborhood of x0 xe. Here, for notational simplicity we denoted µ′−i0+ by µ′ hence we temporarily
assume that µ′ has a small negative imaginary part. Without loss of generality we assume that V ′(xe) > 0 (so we are
considering a right edge). From Eq. (37) we see that when µ′  V (xe) we can ignore the term linear in z and repeat
the bulk calculation. However when µ′ ≈ µ the conditions necessary for the validity of the bulk calculation no longer
hold and so we keep the linear correction which can be larger than or of the same order as the constant term. We
define the variable
µ′ − V (xe)− zV ′(xe) = −αζ, (38)
where α is a constant determined below. The equation (37) becomes
∂2
∂ζ2
Gµ′(ζ, ζ)− 2α
3
V ′2(xe)
ζGµ′(ζ, ζ) = 2
α
V ′(xe)
δ(ζ − ζ ′). (39)
We choose 2α
3
V ′2(xe)
= 1, which fixes α as
α = [V ′(xe)]
2/3
/ 21/3 . (40)
This yields
∂2
∂ζ2
Gµ′(ζ, ζ)− ζGµ′(ζ, ζ) = 2α
V ′(xe)
δ(ζ − ζ ′). (41)
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We therefore have
Gµ′(ζ, ζ
′) =
2α
V ′(xe)
g(ζ, ζ ′) =
V ′(xe)
α2
g(ζ, ζ ′), (42)
where g(ζ, ζ ′) is the solution of
∂2
∂ζ2
g(ζ, ζ ′)− ζg(ζ, ζ ′) = δ(ζ − ζ ′), (43)
i.e. it is the Green’s function of the Airy operator. Note that the resolvent of the Airy operator has a branch cut
on the real axis, and here we consider its value, g(ζ, ζ ′), for infinitesimal negative imaginary part (corresponding to
µ′ → µ′ − i0+ above). The derivation is given in Appendix B. The final result is
g(ζ, ζ ′) =
{
−piAi(ζ)[−iAi(ζ ′) + Bi(ζ ′)] for ζ > ζ ′
−piAi(ζ ′)[−iAi(ζ) + Bi(ζ)] for ζ < ζ ′. (44)
Hence, for any ζ, ζ ′ we have
Im [g(ζ, ζ ′)] = piAi(ζ)Ai(ζ ′). (45)
Using the general relation (9) between the kernel and the Green’s function, together with (38), (40), (42), and the
result (44), we obtain
∂
∂µ′
Kµ′(x, y) =
V ′(xe)
α2
Ai(ζ)Ai(ζ ′) =
V ′(xe)
α2
Ai
(
(x− xe)V ′(xe)− µ′ + V (xe)
α
)
Ai
(
(y − xe)V ′(xe)− µ′ + V (xe)
α
)
,
(46)
where here µ′ is real. Using Eq. (16) now gives
Kµ(x, y) = δ(x− y)− V
′(xe)
α2
∫ ∞
µ
dµ′Ai
(
(x− xe)V ′(xe)− µ′ + V (xe)
α
)
Ai
(
(y − xe)V ′(xe)− µ′ + V (xe)
α
)
. (47)
Recalling that xe is the edge, such that µ = V (xe), we can change variables to µ
′ = µ+ αu and obtain
Kµ(x, y) = δ(x− y)− 1
wµ
∫ 0
−∞
du Ai
(
x− xe
wµ
+ u
)
Ai
(
y − xe
wµ
+ u
)
,
where we have introduced the width of the edge regime [7]
wµ = α/V
′(x0) = (2V ′(x0))−1/3 . (48)
Finally, using the completeness identity for Airy functions∫ ∞
−∞
du Ai(u+ x)Ai(u+ y) = δ(x− y), (49)
we recover that the kernel near the edge takes the following scaling form in terms of the Airy kernel KAi
Kµ(x, y) =
1
wµ
KAi
(
x− xe
wµ
,
y − xe
wµ
)
, KAi(a, b) =
∫ +∞
0
du Ai(a+ u)Ai(b+ u). (50)
C. General fast varying potential: perturbation theory
One way of treating rapidly varying potentials which cause a breakdown of the LDA is via perturbation theory,
valid when they are rapidly varying but weak. We take H = H0 + δV (x) where δV (x)  H0 is a rapidly varying
potential of a general form. If it varies notably on scales of the inter-particle distance its effect will be in general
difficult to calculate. However we can study its effect via perturbation theory for the Green’s function assuming that
δV (x) is sufficiently weak. Here we find to first order
Gµ(x, y) = G0µ(x, y) +
∫
dx′G0µ(x, x′)δV (x′)G0µ(x′, y) +O(δV 2). (51)
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Hence the change in the kernel due to the perturbation is given by
∆Kµ(x, y) = − 1
pi
∫ +∞
µ
dµ′ Im
∫
dx′G0µ′(x, x′)δV (x′)G0µ′(x′, y) +O(δV 2). (52)
Let us study it in the bulk, as in Section III A. Using (21) and dµdpµ(x0) = pµ(x0), we obtain for x, y near a given x0,
the general formula
∆Kµ(x, y) = − 1
pi
∫ +∞
pµ(x0)
dp
p
∫
dx′δV (x′) exp (−ip|x− x′| − ip|y − x′|) +O(δV 2). (53)
We thus see that the result is quantitatively significant if δV (x) varies on scales of order or shorter than 1/pµ(x0).
IV. SQUARE STEP BARRIER, EXACT RESULTS
A. General setting
Here we apply the Green’s function method presented above to analyse fermion statistics in the presence of a finite
square step potential located at x = 0 which can be written as
V (x) = 0 for x < 0; V (x) = V0 for x > 0, (54)
and is shown in Fig. 3. For the potential (54) the basic formalism of section II can be implemented without any
approximation for any µ without resorting to any approximation, because the Green’s function can be computed
exactly.
Let us introduce
pLF = p
L
F (µ) =
√
2µ , pRF = p
R
F (µ) =
√
(2µ− 2V0)+ (55)
the Fermi momentum in the regions x < 0 and x > 0 respectively, where (x)+ = max(x, 0), and we work here at fixed
µ.
There are two main cases:
(i) µ > V0, which we will refer to as supercritical in what follows. Here very far from the barrier, at distances much
greater that 1/pL,RF , the Fermi gas has two different uniform mean densities for x < 0 (left -L) and x > 0 (right -R),
given by
ρL =
pLF
pi
=
√
2µ
pi
, ρR =
pRF
pi
=
√
2(µ− V0)
pi
< ρL. (56)
(ii) 0 < µ < V0, which we refer to as sub-critical, in which case only the left half space is filled for all x, with, far
from the barrier, the uniform mean density ρL. The mean density vanishes for x > 0 at distances x 1/
√
2V0 − 2µ.
These are however only the behavior of the system far from the step and we wish to calculate the behavior at
distances ∼ 1/pL,RF from the step. Hence we are interested in the crossover between the behaviors of the two bulk
Fermi gases.
The cases (i) and (ii) are separated by a transition, for µ = V0, which we call the critical case, where the Fermi gas
on the left is at the brink of overflowing. It has a very interesting behavior, that we analyse below.
The general scaling form that the kernel takes can be obtained by using simple dimensional analysis. The units of
the kernel are length−1. The most general way to construct such a quantity in this system is
Kµ(x, y) =
1
`
κr
(x
`
,
y
`
)
,
1
`
= ρL =
√
2µ
pi
, r = V0/µ (57)
where κr is a dimensionless function. The cases r < 1, r = 1 and r > 1 correspond to the supercritical, critical and
subcritical cases respectively. As a result, the density takes the scaling form
ρ(x) =
1
`
nr
(x
`
)
,
1
`
= ρL =
√
2µ
pi
, nr(a) = κr(a, a). (58)
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FIG. 3. Locally square well potential with barrier of height V0 situated at x = 0. The Fermi energy µ for µ = µc = V0 as well
as the sub-critical case µ = µsub < V0 and the super-critical case µ = µsup > V0.
B. Green’s function
The computation of the Green’s function is long but straightforward. It is performed in Appendix C for completeness
and also to detail the needed analytic continuations. One can also find a formula in the reference book on path integrals
[23]. Here we give the results for the imaginary part, which is what we need to compute the kernel.
For µ′ < 0 one has Im Gµ′(x, y) = 0, which is natural since there are no energy eigenstates for negative energy.
Next there are two cases, either 0 < µ′ < V0 or µ′ > V0.
We start with the case where 0 < µ′ < V0. In the region x, y < 0 we find
ImGµ′(x, y) =
1
V0
√
2µ′
[
V0 cos
(√
2µ′ (x− y)
)
+ (2µ′ − V0) cos
(√
2µ′ (x+ y)
)
− 2
√
µ′(V0 − µ′) sin
(√
2µ′ (x+ y)
)]
,
(59)
which obeys the symmetry G(x, y) = G(y, x) of the Green’s function. For x > 0 > y we find
Im Gµ′(x, y) =
√
2 exp
(−√2V0 − 2µ′ x)
V0
[√
µ′ cos
(√
2µ′ y
)
−
√
V0 − µ′ sin
(√
2µ′ y
)]
, (60)
and the behavior for y > 0 > x is obtained from the symmetry of the Green’s function. In region x, y > 0 one finds
the decaying solution
Im Gµ′(x, y) =
√
2µ′
V0
exp
(
−
√
2V0 − 2µ′ (x+ y)
)
. (61)
We now consider the case where µ′ > V0. For x, y < 0 we find
Im Gµ′(x, y) =
1
V0
√
2µ′
[
V0 cos
(√
2µ′ (x− y)
)
+
(√
µ′ −
√
µ′ − V0
)2
cos
(√
2µ′ (x+ y)
)]
, (62)
while for y < 0 < x we find
Im Gµ′(x, y) =
√
2µ′ −√2µ′ − 2V0
V0
cos
(√
2µ′ − 2V0 x−
√
2µ′y
)
. (63)
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Finally, for x, y > 0 we find
Im Gµ′(x, y) =
1
V0
√
2µ′ − 2V0
[
V0 cos
(√
2µ′ − 2V0 (x− y)
)
−
(√
µ′ −
√
µ′ − V0
)2
cos
(√
2µ′ − 2V0 (x+ y)
)]
.
(64)
These forms for Gµ′ can now be used to compute the kernel.
C. Infinite barrier and the hard wall kernel
Let us start with the simplest case of an infinite barrier V0 →∞. In this limit we see that when both points are to
the left of the wall, x, y < 0, one obtains from Eq. (59)
Im Gµ′(x, y) =
1√
2µ′
[
cos(
√
2µ′ (x− y))− cos(
√
2µ′ (x+ y))
]
. (65)
By integrating Eq. (64) over µ′ one finds from Eq. (9)
Kµ(x, y) =
sin(
√
2µ (x− y))
pi(x− y) −
sin(
√
2µ (x+ y))
pi(x+ y)
, (66)
which is the reflected sine-kernel that describes the infinite, or hard wall, potential barrier. This result is well known
and has been derived in the literature using different methods [12, 13].
D. Super-critical case (or overflow) µ > V0
Let us study the case µ > V0 where the mean densities far on both sides are both positive, ρL,R > 0. The square
barrier thus acts as a perturbation inside the bulk of the Fermi gas. Using (62) and (64), it is easy to see that the
integration of Eq. (9) leads to
Kµ(x, y) =
sin(
√
2µ|x− y|)
pi|x− y| −
∫ ∞
µ
dµ′
(
√
µ′ −√µ′ − V0)2 cos(
√
2µ′ (x+ y))
piV0
√
2µ′
, x, y < 0 (67)
Kµ(x, y) =
sin(
√
2µ− 2V0 (x− y))
pi(x− y) +
∫ ∞
µ
dµ′
(
√
µ′ −√µ′ − V0)2 cos(
√
2µ′ − 2V0 (x+ y))
piV0
√
2µ′ − 2V0
, x, y > 0 .
The result in the region x > 0 > y can be obtained from integration over µ′ of (60) from 0 to V0, and of (63) from V0
to µ, but is not displayed here.
The results in (67) describes the deviations from the sine kernel forms, which hold deep in the left and right
bulks, due to the barrier at x = 0. These deviations are written as integrals, which are convergent at large µ′ since
(
√
µ′ − √µ′ − V0)2 ' V
2
0
4µ′ for µ
′  V0, and which decay far from the barrier. The Eq. (67) can be written in the
scaling form (57) where for r < 1,
κr (a, b) =

sin (pi |a− b|)
pi |a− b| −
√
r
∫ ∞
1/r
dw
(√
w −√w − 1)2 cos (pi√rw (a+ b))
2
√
w
, a, b < 0 (68)
sin
(
pi
√
1− r (a− b))
pi (a− b) +
√
r
∫ ∞
1/r
dw
(√
w −√w − 1)2 cos(pi√r (w − 1) (a+ b))
2
√
w − 1 a, b > 0. (69)
We recall that the mean density is given by ρ(x) = Kµ(x, x). We find that the density at x = 0 can be expressed
in terms of the densities ρL and ρR far from the barrier given in (56) as
ρ(0) =
2
3
ρ2L + ρ
2
R + ρLρR
ρL + ρR
=
ρL + ρR
2
+
1
12ρL
(ρL − ρR)2 +O((ρL − ρR)3). (70)
Far from the barrier the density decays to its asymptotic values as
ρ(x) ' ρL +
(
√
µ−√µ− V0)2 sin(
√
2µ 2|x|)
2piV0|x| = ρL +
ρL − ρR
ρL + ρR
sin(2piρL|x|)
2pi|x| , x→ −∞ (71)
ρ(x) ' ρR −
(
√
µ−√µ− V0)2 sin(
√
2µ− 2V0 2x)
2piV0x
= ρR − ρL − ρR
ρL + ρR
sin(2piρRx)
2pix
, x→ +∞ . (72)
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E. Kernel in the critical – just overflowing – case
For the square barrier one obtains a new form of edge when the Fermi energy intersects the potential, for µ = µc =
V0, see Fig. 3. The picture is that the bulk of the Fermi gas on inside the potential well for x < 0 is on the point of
overflowing out of the well for x > 0.
Let us first study the region x, y > 0. Setting µ = V0 in the second equation in (67), we see that the first term
vanishes and we find
Kµ=V0(x, y) ≡ Kc(x, y) =
∫ ∞
µ
dµ′
(
√
µ′ −√µ′ − µ)2 cos(√2µ′ − 2µ (x+ y))
piµ
√
2µ′ − 2µ
=
√
µ
pi
∫ ∞
0
dv
(
√
1 + v −√v)2 cos(√2v√µ(x+ y))√
2v
, x, y > 0 (73)
where we have set µ′ = µ(1 + v). This integral can be evaluated and one find that the kernel takes the scaling form
(57) where the critical reduced kernel κc(a, b) ≡ κr=1(a, b) is given by
κc(a, b) =
2
3
+
L2(pi(a+ b))− I2(pi(a+ b))
(a+ b)
, a, b > 0 (74)
where Lα denotes the modified Struve function and Iα the modified Bessel function [22].
It is worth noticing that Eq. (74) can also be obtained, using (17) and (9), by integrating Eq. (61) between µ′ = 0
and µ′ = µ, since there are no states for µ′ < 0 hence Im Gµ′<0(x, y) = 0. Upon inserting V0 = µ and setting
µ′ = µ(1− v) we obtain again (57) together with the alternative, more useful, representation of the kernel
κc(a, b) =
∫ 1
0
dv
√
1− v exp(−√vpi(a+ b)) , a, b > 0 . (75)
Consider now the region x, y < 0. Setting µ = V0 in the first equation in (67), we find
Kc(x, y) =
sin(
√
2µ(x− y))
pi(x− y) −
∫ ∞
µ
dµ′
(
√
µ′ −√µ′ − µ)2 cos(√2µ′ (x+ y))
piµ
√
2µ′
. (76)
The integral can be evaluated and the result takes again the scaling form (57) with now
κc(a, b) =
sin(pi(a− b))
pi(a− b) +
sin(pi(a+ b))
pi(a+ b)
(77)
+
1
pi(a+ b)
[
4
pi(a+ b) cos(pi(a+ b))− sin(pi(a+ b))
pi2(a+ b)2
− piJ2(pi(a+ b))
]
, a, b < 0
where Jα is the Bessel function of the first kind [22]. Finally the kernel for x > 0 > y, not displayed here, is obtained
upon integrating (60) between µ′ = 0 and µ′ = µ.
The mean fermion density is thus given by Eq. (58) with nc (a) ≡ nr=1 (a) = κc (a, a). On the left side x < 0 it is
obtained from (77) and it reaches its uniform limit ρ(x) = ρL for x→ −∞, i.e. for a→ −∞, by oscillating as
nc(a) = 1 +
sin(2pia)
2pia
+O
(
1
|a|3/2
)
, a→ −∞ . (78)
On the right side x > 0 the density is obtained from (75) and we find that it decays to zero as a power law
nc(a) =
1
2pi2a2
− 3
8pi4a4
+O
(
1
a6
)
. (79)
The behavior of nc(a) is shown in Fig. (4). At the barrier we find that nc(a) and its derivative are continuous (as
they must be). In addition we have nc(0) = 2/3.
It is interesting to study the total number of fermions NR outside the well, i.e. on the right side x > 0, together
with its fluctuations. Using Eq. (3) we see that its average is given by
〈NR〉 =
∫ +∞
0
ρ(x)dx =
∫ ∞
0
nc(a)da =
∫ 1
0
dv
2pi
√
v
√
1− v = 1
4
, (80)
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FIG. 4. The behavior of nc(a) vs a. The density normalised by the bulk density, at the critical point where µ = µc = V0.
where we used the representation (75) of the kernel. It is finite, and independent of µ, which may be surprising a
priori. This independence on µ is an interesting consequence of the scaling form (58) together with the convergence
of the integral of nc(a) at large a. Recall that as soon as µ > V0, the mean number of fermions on the right, 〈NR〉,
becomes infinite (with a density ρR =
√
2µ− 2V0/pi).
Using Eq. (4), and again the kernel representation Eq. (75), we find that the variance of NR is given by
Var(NR) = 〈NR〉 −
∫ ∞
0
dadb κc(a, b)
2 =
1
4
− 1
pi2
∫ 1
0
dv
∫ 1
0
du
√
1− v√1− u
(
√
u+
√
v)2
=
2
pi2
, (81)
and where computation of the last integral above is explained in Appendix D. Given the small value of 〈NR〉 it
would be tempting to assume that the number of fermions outside the well has a Bernoulli distribution, i.e. NR = 1
with probability p and NR = 0 with probability q = 1 − p. This would imply from Eq. (80) that p = 1/4 and so
Var(NR) = pq = 3/16 = 0.1875. However our exact calculation finds Var(NR) =
2
pi2 = 0.202642. Hence the actual
random variable NR fluctuates more than a Bernoulli random variable, and the above result shows that the probability
that NR ≥ 2 is strictly nonzero. A similar calculation for the third cumulant (see Appendix E for the details) gives〈
N3R
〉
c
= 0.1281169 . . . . Here too one can see the difference from the Bernoulli distribution, whose third cumulant is
p (1− p) (1− 2p), which for p = 1/4 would give 3/32 = 0.09375.
F. Kernel in the sub-critical regime
We now consider the case where µ < V0. The physics here has similarities with the critical case, with additional
off-critical features near the transition, which we now analyse. We will focus on the region x, y > 0. We integrate
Eq. (61) over µ′ from µ′ = 0 to µ′ = µ and obtain that the kernel takes the scaling form (57) in terms of the reduced
kernel, for r = V0µ > 1
κr(a, b) =
1
r
∫ 1
0
dv
√
v exp
(−pi√r − v(a+ b)) , a, b > 0. (82)
The critical kernel κc(a, b) in (75) is recovered setting r = 1. The density takes the scaling form (58) where
nr(a) = κr(a, a) = nr (a) = κr (a, a) =
1
r
∫ 1
0
dv
√
v exp
(−2pia√r − v) . (83)
Remarkably, κr(a, b) is only a function of the sum a + b. In particular, it satisfies κr(a, b) = nr((a + b)/2). The
rescaled density at a = 0 is given by nr(0) =
2
3r . One can write this result together with Eq. (70), in the form
ρ (0) =
2ρLg (r)
3
, g (r) =
{
1/r r > 1
2−r+√1−r
1+
√
1−r 0 < r < 1
. (84)
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FIG. 5. The function g(r) that describes the density at x = 0, see Eq. (84). The marked dot is the point g(r = 1) = 1 which
corresponds to the critical case. Note that g(r) is non-analytic at this point r = 1 [see Eq. (85)].
In the vicinity of r = 1, the function g(r) exhibits the singular behavior
g (r) =
{
1 + (1− r) + (1− r)2 + . . . r − 1 1
1 + (1− r)− (1− r)3/2 + (1− r)2 + . . . 1− r  1
. (85)
The function g(r) is plotted in Fig. 5. For large a > 0 and fixed r > 1 one finds that the density decays exponentially
nr(a) '
(√
r − 1
piar
+O
(
1
a2
))
exp
(−2pia√r − 1) , a→ +∞. (86)
Hence for r = V0/µ > 1 the density ρ(x) decays exponentially for x > 0, with a decay length ξr = `/(2pi
√
r − 1)
which diverges at the transition with a square root singularity. Around the transition, in the double limit r → 1 and
a→ +∞, with a√1− r fixed, it is easy to see by performing the change of variable v = 1− (r − 1)w in the integral
(82), that the reduced density takes the scaling form
nr(a) ' (r − 1) ν(2pia
√
1− r) , ν(a˜) = 2
a˜2
(1 + a˜) exp (−a˜) (87)
which describes the crossover between the exponential decay (86) and the algebraic decay (79) at criticality.
In this regime V0 = rµ, r > 1, we find that the average number of particles outside the well is given by
〈NR〉 =
∫ ∞
0
nr(a)da =
1
2pir
[
r sin−1
(
1√
r
)
−√r − 1
]
=

1
4 −
√
r−1
pi +O((r − 1)3/2) , r → 1+
1
3pir3/2
+O(r−5/2) , r → +∞
(88)
which tends to zero as a power law for large r and to 1/4 as r → 1. Eq. (88) is plotted in Fig. 6 together with its
asymptotics. The variance is given by
Var (NR) = 〈NR〉 − 1
pi2r2
∫ 1
0
dv
∫ 1
0
du
√
v
√
u(√
r − u+√r − v)2 = 〈NR〉 − F
(
r − 1
r
)
(89)
where
F (A) =
cos−1
(√
A
) [
2 (1− 2A)√A (1−A) + cos−1 (√A)]− (A− 1) (3A+ 2A lnA− 2)
pi2
, (90)
and the computation is explained in Appendix D.
As r → +∞ the second term in Eq. (89) behaves as ' −1/(9pi2r3) and is thus small compared to the first one.
Consequently we see that NR becomes a Bernoulli random variable in this limit, because it satisfies Var (NR) '
〈NR〉 − 〈NR〉2 [see the second line of Eq. (88)].
The kernel Kµ(x, y) in the other regions x, y < 0 and x > 0 > y, not displayed here, are obtained by integrating
(59) and (60), respectively, for µ′ from 0 to µ, and can be studied similarly.
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FIG. 6. (a) The mean number of particles on the right side of the step NR, see Eq. (88) (solid line), plotted together with its
r → 1+ and r  1 asymptotic behaviors (dotted and dashed lines respectively). (b) The variance of NR, see Eq. (89) (solid
line), together with its r  1 approximation Var (NR) ' 〈NR〉 − 〈NR〉2 (dashed line) that corresponds to a Bernoulli random
variable. Inset is a zoom in on the regime r ' 1 where the result clearly deviates from the large-r approximation. At r = 1 the
mean and variance are 1/4 and 2/pi2 respectively.
V. SMOOTH BARRIER, UNIVERSALITY AND SCATTERING AMPLITUDES
In this section we consider potentials which become asymptotically constant far from the origin. Without loss of
generality we write
V (x) = 0 as x→ −∞; V (x) = V0 as x→∞, (91)
where the convergence occurs beyond a typical scale which we call the barrier width. The discontinuous step potential
is thus a special case which corresponds to zero barrier width. In what follows we show how the kernel can be obtained
from scattering solutions, first via the Green’s function method and then by a direct summation of the eigenfunctions.
We obtain formulas for the kernel valid at distances larger than the barrier width, and for a general barrier potential,
in terms of the coefficients of the scattering solutions. These formula recover the exact result in the case of the
discontinuous barrier. In a second part we give the exact solution for a special smoothened step potential, known as
the Woods-Saxon potential in the context of nuclear physics, and show the convergence to the aforementioned large
distance formula. In that part we identify which features of the transition at µ = V0 are universal, i.e. independent
of the details of the shape of the barrier.
A. General representation for a barrier in terms of scattering solutions
Here we determine the Green’s function for a general barrier, and from it we derive the kernel. In general in one
dimension the Green’s function can be written as
Gµ′(x, y) = ARµ′(y)φRµ′(x) for x > y, Gµ′(x, y) = ALµ′(y)φLµ′(x) for y > x; (92)
where φRµ′(x) and φLµ′(x) and are solutions to the homogeneous equation (µ
′ − i0+ −H)φµ′(x) = 0 respecting the
boundary conditions φR/Lµ′(x)→ 0 as x→ −∞ (L) and as x→ +∞ (R). Now matching the solutions at x = y gives
the result
Gµ′(x, y) = −2φRµ
′(x)φLµ′(y)
W
for x > y, Gµ′(x, y) = −2φRµ
′(y)φLµ′(x)
W
for y > x, (93)
where W ≡ W [φRµ′ , φLµ′ ] = φRµ′(x)φ′Lµ′(x) − φLµ′(x)φ′Rµ′(x) is the Wronskian and is constant for differential
equations having no first derivative term as is the case here. However as the potential becomes constant away from
the barrier, we must find the bulk solutions which are given up to a constant prefactor by
φLµ′(x) ∼ exp
(
i
√
2µ′ − i0+ x
)
, as x→ −∞, (94)
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and
φRµ′(x) ∼ exp
(
−i
√
2µ′ − i0+ − 2V0 x
)
, as x→ +∞, (95)
in the case µ′ > V0 and
φRµ′(x) ∼ exp
(
−
√
2V0 − 2µ′ + i0+ x
)
, as x→ +∞, (96)
in the case µ′ < V0. This means that if we write k =
√
2µ′ − i0+ − 2V0, the region 2µ′ − i0+ − 2V0 > 0 gives values
of k along the positive real axis whereas when 2µ′ − 2V0 < 0 we obtain k = −ik′ where k′ > 0.
The Green’s function for µ′ > V0 and the supercritical case.
In the case µ′ > V0, we can use the solutions ψk1(x) of the Schro¨dinger equation (k
2
1/2−H)ψk1 = 0 corresponding
to the energy µ′ = k21/2 which have the asymptotic form of plane waves far away from the barrier. For potential
barriers, eigenstates are often expressed in terms of the scattering of a plane wave coming from the left of the barrier.
The incoming momentum to the left of the barrier is k1 =
√
2µ′ − i0+ and the outgoing momentum to the right is
k2 =
√
2µ′ − i0+ − 2V0 (we added the −i0+ for future convenience when discussing the Green’s function). Such a
plane wave is partially transmitted and one writes
ψk1(x) =

exp (ik1x) +
C2(k1,k2)
C1(k1,k2)
exp (−ik1x) , x→ −∞
1
C1(k1,k2)
exp (ik2x) , x→ +∞ ,
(97)
with µ′ = k
2
1
2 =
k22
2 + V0. Here
C2(k1,k2)
C1(k1,k2)
is the reflection amplitude and 1C1(k1,k2) the transmission amplitude, both of
which depend on the precise form of the barrier. The reflection probability is then given by
R(k1, k2) =
∣∣∣∣C2(k1, k2)C1(k1, k2)
∣∣∣∣2 , (98)
and the transmission probability is T (k1, k2) = 1−R(k1, k2).
The above wave function clearly does not satisfy the correct boundary conditions for either φRµ′ or φLµ′ however,
comparing with Eq. (95), we see that we can write
φRµ′(x) = ψ
∗
k1(x), (99)
as, if ψk1(x) is an eigenfunction then so is ψ
∗
k1
(x), one just has to verify that it is not the same eigenfunction. Now
if we write φLµ′(x) = ψk1(x) + Bψ
∗
k1
(x), the asymptotic condition given in Eq. (94), i.e. φLµ′(x) ∼ exp (ik1x), as
x→ −∞ then gives[
exp (ik1x) +
C2(k1, k2)
C1(k1, k2)
exp (−ik1x)
]
+B
[
exp (−ik1x) + C
∗
2 (k1, k2)
C∗1 (k1, k2)
exp (ik1x)
]
= A exp (ik1x) , (100)
where A is a constant. Note that since k1 and k2 are real we denote C
∗
j (k1, k2) := (Cj(k1, k2))
∗ [see the discussion
around Eq. (114)]. This yields B = −C2(k1, k2)/C1(k1, k2) and thus
φLµ′(x) = ψk1(x)−
C2(k1, k2)
C1(k1, k2)
ψ∗k1(x). (101)
From this we find that the Wronskian is given by W [φµ′R, φµ′L] = W [ψ
∗
k1
, ψk1 ]. However as this is a constant we can
evaluate it in the regions x→ +∞ where its is known, i.e.,
W [ψ∗k1 , ψk1 ] =
2ik2
C1(k1, k2)C∗1 (k1, k2)
. (102)
On the other hand, the evaluation of the Wronskian as x→ −∞ yields
W [ψ∗k1 , ψk1 ] = 2ik1
[
1− C2(k1, k2)C
∗
2 (k1, k2)
C1(k1, k2)C∗1 (k1, k2)
]
. (103)
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Equating the two expressions for the Wronskians yields the Wronskian identity, which is the well known formula
corresponding the the conservation of current,
k2
|C1(k1, k2)|2 = k1
[
1− |C2(k1, k2)|
2
|C1(k1, k2)|2
]
, (104)
which can be written as
T (k1, k2) = 1−R(k1, k2) = k2
k1|C1(k1, k2)|2 . (105)
From the above relation we see that when k2 vanishes ψ
∗
k1
and ψk2 correspond to the same wave function as the
Wronskian vanishes - physically this is due to total reflection of the incoming wave. The case k22 < 0 must thus be
treated separately and will be considered at the end of this section.
Putting all the above results together and using Eq. (93), we obtain, for x > y,
Gµ′(x, y) =
iC1(k1, k2)C
∗
1 (k1, k2)
k2
ψ∗k1(x)
[
ψk1(y)−
C2(k1, k2)
C1(k1, k2)
ψ∗k1(y)
]
, (106)
where we emphasize again that here, for µ′ > V0, k1, k2 are both real and positive. This is an explicit formula for the
Green’s function in terms of the scattering eigenstates.
Although the function ψk1(x) is not necessarily known everywhere, its asymptotics can be read of from Eq. (97).
As x, y → +∞, with x > y, we find
Gµ′(x, y) ≈ i
k2
exp(−ik2(x− y))− i C2(k1, k2)
k2C∗1 (k1, k2)
exp(−ik2(x+ y)) . (107)
This gives, using Eq. (A5)
Kµ(x, y) ≈ sin(k2F (x− y))
pi(x− y) +
1
pi
Im
∫ ∞
k2F
idk2
C2(
√
k22 + 2V0, k2)
C∗1 (
√
k22 + 2V0, k2)
exp(−ik2(x+ y)) (108)
where k2F =
√
2µ− 2V0 and where we have used dµ′ = k2dk2. (108) should be valid for x, y > 0 much larger than
the barrier width when the asymptotics for above the wave-functions hold. The notion of a barrier width will be
quantified in the next Section (and called λ) in the concrete example of the Woods-Saxon potential. In addition, one
can perform a second asymptotics if furthermore x + y  1/k2F (a scale which can become much larger than the
barrier width near criticality, here the integral is dominated by the vicinity of k2 ≈ k2F and we obtain (see Appendix
A for details)
Kµ(x, y) ≈ sin(k2F (x− y))
pi(x− y) −
|C2(k1F , k2F )|
|C1(k1F , k2F )|
sin(k2F (x+ y)− φ12)
pi(x+ y)
, (109)
where φ12 = arg(C2(k1F , k2F )/C
∗
1 (k1F , k2F )). We thus see that at large distances from the barrier, the kernel takes
the bulk sine-kernel form, plus an oscillatory correction with an amplitude that decays algebraically with distance
from the barrier.
In the region to the left of the barrier as x, y → −∞ one finds
Gµ′(x, y) = i
C∗1 (k1, k2)C1(k1, k2)
k2
[
1− C
∗
2 (k1, k2)C2(k1, k2)
C∗1 (k1, k2)C1(k1, k2)
](
exp(−ik1(x− y)) + C
∗
2 (k1, k2)
C∗1 (k1, k2)
exp(ik1(x+ y))
)
=
i
k1
(
exp(−ik1(x− y)) + C
∗
2 (k1, k2)
C∗1 (k1, k2)
exp(ik1(x+ y))
)
, (110)
where we have used the Wronskian identity Eq. (104). Using Eq. (A5), it leads to
Kµ(x, y) ≈ sin(k1F (x− y))
pi(x− y) −
1
pi
Im
∫ ∞
k1F
idk1
C∗2 (k1,
√
k21 + 2V0)
C∗1 (k1,
√
k21 + 2V0)
exp(ik1(x+ y)) (111)
where k1F =
√
2µ. A similar calculation as above (see Appendix A) then yields
Kµ(x, y) ≈ sin(k1F (x− y))
pi(x− y) −
|C2(k1F , k2F )|
|C1(k1F , k2F )|
sin(k1F (x+ y)− φ′12)
pi|x+ y| . (112)
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where φ′12 = arg(C2(k1F , k2F )/C1(k1F , k2F )). The above formula agrees with Eq. (71) for the density of the square
well when one sets x = y and uses the corresponding scattering coefficients given in Eq. (G4).
The Green’s function for µ′ < V0 and the subcritical case.
We now turn to the case where k22 < 0, here two solutions can be found by analytic continuation of the previous
solutions. Recalling that k2 =
√
2µ′ − i0+ − 2V0 where the positive root is taken we see that when V0 > µ′ the
continuous branch of square root is k2 = −iκ2 = −i
√
2V0 − 2µ′ + i0+ as this choice has a positive real part and
negative imaginary part in the region where µ′ ≈ V0. The analytic continuation of the Green’s function given in Eq.
(106) is then, for x > y
Gµ′(x, y) =
−C∗1 (k1,−iκ2)C1(k1,−iκ2)
κ2
ψ
(2)
k1
(x)
[
ψ
(1)
k1
(y)− C2(k1,−iκ2)
C1(k1,−iκ2)ψ
(2)
k1
(y)
]
, (113)
where here and below we denote the complex conjugate function
f∗(k1,−iκ2) :=
(
f(k1, k2)|k1,k2∈R
)∗∣∣∣
k2→−iκ2
. (114)
In other words f∗(k1, k2) is calculated by taking first the complex conjugate of f(k1, k2) with k1, k2 real, and then
performing analytical continuation in k2. Note that this is the usual definition, which satisfies (f(z, w))
∗ = f∗(z∗, w∗),
e.g if f(z, w) = az + bw then f∗(z, w) = a∗z + b∗w.
In Eq. (113) we have denoted the analytic continuation of ψk1 by ψ
(1)
k1
and ψ∗k1 by ψ
(2)
k1
. The analytic continuations
have the asymptotic forms
ψ
(1)
k1
(x) =
exp (ik1x) +
C2(k1,−iκ2)
C1(k1,−iκ2) exp (−ik1x) , x→ −∞
1
C1(k1,−iκ2) exp (κ2x) , x→ +∞ ,
(115)
and
ψ
(2)
k1
(x) =
exp (−ik1x) +
C∗2 (k1,−iκ2)
C∗1 (k1,−iκ2) exp (ik1x) , x→ −∞
1
C∗1 (k1,−iκ2) exp (−κ2x) , x→ +∞ .
. (116)
It is easy to see that these two functions used to construct the Green’s function have the Wronskian identity
W [ψ
(2)
k1
, ψ
(1)
k1
] =
2κ2
C1(k1,−iκ2)C∗1 (k1,−iκ2)
= 2ik1
[
1− C2(k1,−iκ2)C
∗
2 (k1,−iκ2)
C1(k1,−iκ2)C∗1 (k1,−iκ2)
]
. (117)
Now returning to the Green’s function, in region x , y →∞ we find, for x > y,
Gµ′(x, y) ≈ − 1
κ2
exp(−κ2(x− y)) + 1
κ2
C2(k1,−iκ2)
C∗1 (κ1,−iκ2)
exp(−κ2(x+ y)), (118)
where we recall that here k1 =
√
2µ′ − i0+ and κ2 =
√
2V0 − 2µ′ + i0+. From this we find
Im Gµ′(x, y) ≈ exp(−κ2(x+ y))
κ2
Im
C2(k1,−iκ2)
C∗1 (k1,−iκ2)
. (119)
This then gives the kernel as
Kµ(x, y) ≈ 1
pi
∫ k1F
0
k1dk1
exp(−κ2(x+ y))
κ2
Im
C2(k1,−iκ2)
C∗1 (k1,−iκ2)
, (120)
where k1F =
√
2µ and κ2 =
√
2V0 − k21 in the integrand above. An important identity is derived in Appendix F
Im
C2(k1,−iκ2)
C∗1 (k1,−iκ2)
=
κ2
2k1
1
|C1(k1, iκ2)|2 , (121)
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Hence we see that an alternative formula for the kernel (at distances much larger than the barrier width) is
Kµ(x, y) ≈
∫ k1F
0
dk1
2pi
exp(−κ2(x+ y))
|C1(k1, iκ2)|2 . (122)
This form is the one naturally obtained in the alternative method which uses the summation over the eigenstates, as
we will see in the next Section, see formula (133).
Further asymptotics can be performed if x + y  1/κ2F , where κ2F =
√
2V0 − 2µ. Again this scale can be much
larger than the barrier width if one is near criticality µ ≈ V0. In the region x+ y  1/κ2F the integral in Eq. (120)
is dominated by the region near k1 = k1F (equivalently κ2 near κ2F ), due to the exponential decay of the integrand.
Expanding the integral about k1 = k1F using k1dk1 = κ2dκ2, yields the asymptotics for the kernel as x, y → +∞ as
Kµ(x, y) ≈ exp(−κ2F (x+ y))
pi(x+ y)
Im
C2(k1F ,−iκ2F )
C∗1 (k1F ,−iκ2F )
, (123)
where we recall that k1F =
√
2µ and κ2F =
√
2V0 − k21F =
√
2V0 − 2µ. Let us emphasize again that the above
calculation requires that κ2F > 0. The critical point where κ2F = 0 will be discussed below.
In the region x , y → −∞, for x > y, we can analytically continue Eq. (110) to find
Gµ′(x, y) ≈ i
k1
(
exp(−ik1(x− y)) + C
∗
2 (k1,−iκ2)
C∗1 (k1,−iκ2)
exp(ik1(x+ y))
)
. (124)
Note that C∗j (k1,−iκ2) = (Cj(k1, iκ2))∗, j = 1, 2. Using Eq. (A6), we obtain
Kµ(x, y) ≈ sin(k1F (x− y))
pi(x− y) +
1
pi
∫ k1F
0
dk1Im
(
i
C∗2 (k1,−iκ2)
C∗1 (k1,−iκ2)
exp(ik1(x+ y))
)
, (125)
where k1F =
√
2µ. This can also be written using Eq. (A5) (and analytically continuing he coefficients C1 and C2) as
Kµ(x, y) ≈ sin(k1F (x− y))
pi(x− y) −
1
pi
∫ ∞
k1F
dk1Im
(
i
C∗2 (k1,−iκ2)
C∗1 (k1,−iκ2)
exp(ik1(x+ y))
)
. (126)
Using the same method as in Appendix A, the asymptotic behavior of Kµ(x, y) in (126) for x, y → −∞ is given by
Kµ(x, y) ≈ sin(k1F (x− y))
pi(x− y) +
|C2(k1F ,−iκ2F )|
|C1(k1F ,−iκ2F )|
sin(k1F (x+ y)− φ′12)
pi(x+ y)
. (127)
where φ′12 = arg(C2(k1F , iκ2F )/C1(k1F , iκ2F )).
The critical case.
Here the critical case corresponds to κ2F = 0. If we use the representation in Eq. (122) the kernel at the critical
point, for x, y > 0 much larger than the barrier width, can be written as
Kµ(x, y) ≈ 1
2pi
∫ k1F
0
dk1
1
|C1(k1, iκ2)|2 exp(−κ2(x+ y)), (128)
with κ2 =
√
k21F − k21 in the integrand. This kernel has the following asymptotics as x + y → +∞. The dominant
contribution in that limit comes from κ2 ≈ 0 and so κ1F ≈ k1F and using this we find
Kµ(x, y) ≈ 1
2pi|C1(k1F , 0)|2k1F (x+ y)2 , (129)
and so we see that the large distance 1/(x + y)2 decay of the kernel at the critical point is universal. This will be
confirmed below from an exact solution for the Woods-Saxon potential [16].
B. Direct summation of eigenfunctions and the Woods-Saxon potential
We now analyze a fully solvable model of a smooth barrier, described by the Woods-Saxon potential [16]
V (x) =
V0
1 + exp(−xλ )
(130)
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such that V (x) → 0 for x → −∞ and V (x) → V0 for x → +∞. The length scale λ thus controls the width of the
step, and for λ → 0 one recovers the square step barrier. The method we use here is a direct summation over the
eigenstates. This will allow us to (i) connect with the previous subsection where we obtained the asymptotics far
from the barrier using the Green’s function method (we will see how these asymptotics emerge in this second method)
(ii) explore the universality of the transition at µ = V0 with respect to the shape and width of the barrier. We will
investigate here the situation where λ and the typical inter-particle distance, `, are of the same order.
In this subsection we restrict to the case µ ≤ V0, i.e. subcritical and critical. We will only sketch the main results,
the details are given in the Appendix H. Using the standard solution [35] for the eigenstates for energies k < V0, one
finds (see Appendix H) the exact expression of the kernel for any x, y and for µ ≤ V0
Kµ(x, y) =
∫ √2µ
0
dk1
2pi
B(λk1, λκ2)φ
∗
λk1,λκ2(x)φλk1,λκ2(y) exp (−κ2(x+ y)) , κ2 =
√
2V0 − k21 (131)
with
φk1,κ2(x) = 2F1
(
ik1 + κ2,−ik1 + κ2, 1 + 2κ2,− exp
(
−x
λ
))
, B(k1, κ2) =
∣∣∣∣Γ(−ik1 + κ2)Γ(1− ik1 + κ2)Γ(−2ik1)Γ(1 + 2κ2)
∣∣∣∣2 (132)
and 2F1 is the standard hypergeometric function. For λ→ 0 one has φλk1,λκ2(x)→ 1 and B(λk1, λκ2) ' 4k21/(k21 +κ22)
and one recovers the result for the square step barrier, in the form given in the appendix in (G5).
Let us first study the region x, y > 0, i.e. the penetration of the fermions in the classically forbidden region. We note
that for x→ +∞ the function φk1,κ2(x) approaches unity exponentially fast, i.e. φk1,κ2(x) = 1− 2V01+2λκ2 exp(−x/λ) +
O(exp(−2x/λ)). Hence for x, y  λ the kernel takes the form
Kµ(x, y) '
∫ √2µ
0
dk1
2pi
B(λk1, λκ2) exp (−κ2(x+ y)) . (133)
Since B(λk1, λκ2) = 1/|C1(k1, iκ2)|2 in terms of the scattering amplitudes given in (H4), the formula (133) is thus
consistent with the result obtained in (120) and (122) by the Green’s function method, for a general barrier in terms
of their associated scattering amplitudes.
At criticality µ = V0, one can shift to κ2 =
√
2µ− k21 as integration variable, and one sees that the kernel decays
as a power law at large distance, as
Kµ(x, y) '
∫ √2µ
0
dκ2
2pi
κ2√
2µ− κ22
B
(
λ
√
2µ− κ22, λκ2
)
exp (−κ2(x+ y)) ' 2λ
(x+ y)2
coth
(
piλ
√
2µ
)
+O
(
1
(x+ y)3
)
(134)
since for large x + y the integral is dominated by κ2 ≈ 0 and we used that B(λ
√
2µ, 0) = 4piλ
√
2µ coth(piλ
√
2µ).
Hence, comparing with (79), we see that the inverse square power law decay at large distance appears to be universal,
but that the overall amplitude depends on the width of the barrier in units of inter-particle distance λ
√
2µ = piλ/`.
Again this is consistent with the general result obtained by the Green’s function method in (129). The exact formula
Eq. (131) allows one to also obtain all sub-leading corrections.
We now show that, up to this overall amplitude, the scaling function ν defined in (87) is universal. It describes
the decay of the kernel and of the density at large distance in the critical region, i.e. r − 1 1 and x, y large of the
order of the decay length ξr = `/(2pi
√
r − 1) introduced above (87). Note that as r → 1, ξ becomes much larger than
the width of the barrier, hence it is natural to expect universality. Let us define k1 =
√
v
√
2µ, κ2 =
√
r − v√2µ with
r = V0/µ ≥ 1 and we see that the kernel can be put in the scaling form (57), with ` = pi√2µ the typical inter particle
distance, and λ˜ = λ
√
2µ = piλ/`
Kµ(x, y) ' 1
`
κr,λ˜
(x
`
,
y
`
)
, κr,λ˜(a, b) =
∫ 1
0
dv
4
√
v
B(λ˜
√
v, λ˜
√
r − v)e−pi
√
r−v(a+b) , a, b λ/` (135)
If we take λ˜ → 0 we have B(λ˜√v, λ˜√r − v) ' 4vr and one recovers (82). Let us now write v = 1 − (r − 1)w and
perform an expansion in r − 1. We obtain
κr,λ˜(a, b) ' (r − 1)
∫ 1/(r−1)
0
dw
(
piλ coth(piλ) +O(
√
r − 1)√1 + w) e−pi√r−1√1+w(a+b) (136)
' piλ coth(piλ)(r − 1) ν(pi(a+ b)√r − 1) , ν(a˜) = 2
a˜2
(1 + a˜) exp (−a˜) (137)
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hence in the critical region x, y = O(ξr) the kernel and the density take the same scaling form as in (87). Note that
inside the subcritical phase the decay is exponential with a rate predicted by (137) for any r. However, away from
the critical region, that is for large a, b > 0 and fixed r > 1, the amplitude of the large distance decay is given by
κr,λ˜(a, b) '
√
r − 1
2pi(a+ b)
B(λ˜, λ˜
√
r − 1) exp (−pi(a+ b)√r − 1) . (138)
The above is the analog of (86), but exhibits a non-universal r-dependent amplitude.
Let us now discuss the region x, y < 0 for µ ≤ V0. From (H3) the wave functions are oscillating for x, y → −∞,
and for −x,−y  λ, the kernel takes the form
Kµ(x, y) '
∫ √2µ
0
dk1
pi
(
cos k1(x− y) + Reβ∗k1,κ2eik1(x+y)
)
=
sin
√
2µ(x− y)
pi(x− y) +
∫ √2µ
0
dk1
pi
Reβk1,κ2e
−ik1(x+y) (139)
where we recall that κ2 =
√
2V0 − k21 and
βk1,κ2 =
C2(k1, iκ2)
C1(k1, iκ2)
(140)
is the reflection amplitude (whose modulus square |β|2 is the reflection coefficient of the barrier, here equal to unity).
In (139) the second term (the reflected kernel) gives the far away correction to the sine kernel of the bulk due to the
presence of the barrier. Note that the asymptotic form (139) for x, y → −∞, and the expression of the reflected part
of the kernel, is very general for any barrier. It is in perfect agreement with the formula (125) obtained by the Green’s
function method. In the case of the Woods-Saxon potential
βk1,κ2 =
Γ(2iλk1)Γ(−iλk1 + λκ2)Γ(1− iλk1 + λκ2)
Γ(−2iλk1)Γ(iλk1 + λκ2)Γ(1 + iλk1 + λκ2) (141)
The limit of the square barrier is recovered for λ→ 0 in which case βk1,κ2 = k1−iκ2k1+iκ2 . Note that for any λ in the limit
V0 → +∞ one has βk1,κ2 → −1 and one recovers the infinite wall reflected kernel (66). From (139) we can extract
the asymptotics of the mean fermion density as x → −∞. In that limit the integral is dominated by the vicinity of
k1 = kF =
√
2µ leading to the general formula for µ ≤ V0
ρ(x) ' ρL + 1
2pi|x| Im
[
β√
2µ,
√
2(V0−µ) exp(2ikF |x|)
]
, x→ −∞ (142)
which, for the square barrier gives
ρ(x) ' ρL + 1
2piV0|x| Im
[(√
µ− i
√
V0 − µ
)2
exp (2ikF |x|)
]
, x→ −∞ (143)
i.e. the continuation for µ ≤ V0 of the formula (71) (which was valid for µ ≥ V0). The similar asymptotics were
derived for a general barrier in terms of scattering amplitudes for µ > V0 using the Green’s function method in the
previous subsection.
The density ρ(x) = Kµ (x, x) for the Woods-Saxon potential in the critical case, with µ = V0 = 1, is plotted in
Fig. 7 together with its x→∞ asymptotic behavior (134). For a broad barrier (which, for the Woods-Saxon potential
corresponds to large λ), the density is described correctly by the LDA, because the potential varies slowly in space.
This is seen in the figure even for the moderately large value λ = 2. Likewise, the density correlations are described by
the sine kernel (29). Note that even for large λ, there is ultimately a power law decay of the density a large distance,
as seen in the inset of Fig. 7.
VI. CONCLUSIONS
In this paper we studied the quantum correlations of spinless non-interacting fermions in their ground state. We
introduced an alternative Green’s function method to compute the kernel which does not rely on an explicit summation
over eigenstates. We first showed how it allows to recover the known results for smooth potentials. It allows one to
derive, in a compact way, the kernel in the bulk, which is given by the LDA approximation, and to ascertain the
validity of this approximation. We also showed how the same basic method can be adapted to study the properties
of the Airy gas at the edges of the Fermi gas.
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FIG. 7. Solid lines: The density ρ(x)/ρL = Kµ (x, x) /ρL vs. x, for the Woods-Saxon potential (130) with µ = V0 = 1 (so r = 1,
the critical case) and three different values of λ: 1/2, 1 and 2, obtained via a numerical evaluation of Eq. (131). Dashed line:
The prediction of the LDA, Eq. (31), for λ = 2. Inset: The large-x tails of the density (solid lines) compared to the asymptotic
(134) (dashed lines).
The method is particularly useful when one has exact results for the single particle Green’s function. This is the
case for a system in the presence of a finite step in the potential for which we have obtained the kernel and the
fermion density analytically. We have analyzed the cases where the Fermi energy is below the height of the step
(the sub-critical case) and above the height of the trap (the super-critical case). Of particular interest is the critical
case where the step height coincides with the Fermi energy. Here the kernel takes a particularly simple form and
one can show that the number of fermions NR to the right of the edge is of order 1, even though the system itself is
macroscopic. The analysis of the second moment shows that the distribution is not Bernoulli in most cases, showing
that more that than one fermion may leak over the edge. However as the Fermi energy is lowered below the step
height, we find that the distribution of the number of fermions becomes Bernoulli, but with a probability of presence
p that becomes very small. For completeness, we have shown in the Appendix B how to recover the kernel for the
step potential from a direct summation over eigenstates, focusing for illustration on the simplest case µ ≤ V0. This
method, which also allowed us to analyze the case of a step of finite width, has its advantages, but it requires a careful
treatment of the normalization factors and selection of the proper eigenstates which contribute, technical details
which are automatically taken into account in the Green’s function method. Furthermore, in a companion paper,
this Green’s function method will be applied to treat the case of delta impurities for which again it turns out to be
particularly well adapted.
Next we considered the case of a general smoothed potential and showed how the asymptotics of the Green’s
function (far from the region where the potential varies) can be written in terms of generic scattering coefficients of
plane waves arriving from the left. From this we were able to derive asymptotic results for the kernel and density far
from the step in the potential, in particular we were able to show that the algebraic decay 1/x2 of the density, far
to the right of the step, is universal at the critical point µ = V0. The behavior of the density close to the step does
however depend on the shape of the step. For the Woods-Saxon potential we have given an integral expression for the
kernel and density in the subcritical and critical regimes and explicitly verified that for this potential, at distances
greater than the step width λ, the general asymptotic results derived here hold.
This study opens up a number of perspectives for further research. In particular achieving close to zero temperatures
in experiments is still an on going challenge. The effect of finite temperature can be incorporated in a straight forward
manner at finite temperature and in the grand canonical ensemble. Here the kernel is given by [7, 10, 15]
Kµ˜(x, y) =
∑
k
1
1 + exp (β(µ˜− k))ψ
∗
k(x)ψk(y), (144)
where µ˜ is the chemical potential, which becomes the Fermi energy in the zero temperature limit. Applying the results
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presented here it is straightforward to see that
Kµ˜(x, y) =
1
pi
∫
dµ′
1
1 + exp (β(µ′ − µ˜)) ImGµ′(x, y), (145)
From this formula the effect of a finite temperature for a step potential can be analysed, in particular one can ask
how the distribution of fermions to the right of the step in the critical and sub-critical regimes will depend on the
temperature.
It would also be interesting to investigate the properties of the Wigner function [25, 26] for stepwise potentials.
Existing methods based on the extraction of the Wigner function from the kernel have revealed interesting and
universal properties at the edges of trapped systems both for statics [27] and dynamics [28] and the methods proposed
here might facilitate further studies.
In a similar vein, the determinantal properties of trapped fermionic systems allow one to study extreme value
statistics, typically answering questions such as what is the distribution of the farthest fermion from the center of
a trap [7, 15, 29]. For one dimensional smooth traps these statistics are given by the celebrated Tracy-Widom [30]
distribution [7, 15], while in higher dimensional systems with eigenstate degeneracy Gumbel type distributions are
found [29]. In principle extreme value statistics can be determined from knowledge of a Fredholm determinant involving
the kernel [7, 15, 21], however the computation of the Fredholm determinant presents a daunting mathematical task.
It is however possible that the simple form of the critical kernel given by Eq. (75) may allow further analytical
progress.
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Appendix A: Alternative integral representations and asymptotic analysis of the kernel
1. Integral representations of the kernel
In this Appendix, we derive alternative integral representations for the kernel which are useful to study the asymp-
totics discussed in the text. When considering Green’s functions for systems which have variations in their potentials
in localised regions, for instance step like potentials, we will see that the Green’s function for a Hamiltonian H takes
a generic form
Gµ′(x, y) = G0µ′(x, y) + ∆Gµ′(x, y), (A1)
where G0µ′(x, y) is the Greens’ function for a bulk system with constant potential, with Hamiltonian H0. Here
∆Gµ′(x, y) represents the change in the Green’s function due to the variation of the potential. The function G0µ′(x, y)
has poles at µ′ = (0)k + i0
+, where 
(0)
k are the energy levels of H0, and Gµ′(x, y) has poles at µ
′ = k + i0+,where k
are the energy levels of H. We thus see that ∆Gµ′(x, y) can generally have poles at µ
′ = (0)k + i0
+ and µ′ = k + i0+.
The important point is that the poles of ∆Gµ′(x, y) lie infinitesimally above the real axis - as shown in Fig. 8 by the
symbols ×’s. If K0µ′(x, y) represents the bulk kernel then we have two representations of the kernel. The first (i) is
obtained from Eq. (16) and reads
Kµ(x, y) = K0µ(x, y)−
∫ ∞
µ
dµ′
1
pi
Im ∆Gµ′(x, y). (A2)
The second (ii), obtained from Eq. (17), gives
Kµ(x, y) = K0µ(x, y) +
1
pi
∫ µ
−∞
dµ′ Im ∆Gµ′(x, y). (A3)
This means that the change in the kernel due to the variation of the potential
∆Kµ(x, y) = Kµ(x, y)−K0µ(x, y), (A4)
has two representations
Representation (i) : ∆Kµ(x, y) = − 1
pi
Im
∫ ∞
µ
dµ′∆Gµ′(x, y). (A5)
Representation (ii) : ∆Kµ(x, y) =
1
pi
Im
∫ µ
−∞
dµ′∆Gµ′(x, y), (A6)
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FIG. 8. Contour integrals used in the integral representations of the kernel. Crosses, ×, indicate the poles of the Green’s
function which are just above the real axis. Γ1 = [µ,∞] is the contour used in representation (i) and Γ2 = [−∞, µ] that used
for representation (ii). The contour Γ3 is used to close the contour Γ1 ∪ Γ2 and is taken to be a semi-circle in the lower half of
the complex plane whose radius is taken to ∞.
and note that the imaginary part can be taken outside of the integral as the integration range is real. The integration
ranges are shown in Fig. (8) as contours Γ1 and Γ2. If we denote by
IΓ = −
∫
Γ
dµ′ ∆Gµ′(x, y), (A7)
where Γ is an arbitrary contour in the complex µ′ plane, then representation (i) is equivalent to ∆Kµ(x, y) = 1pi Im IΓ1
and representation (ii) is equivalent to ∆Kµ(x, y) = − 1pi Im IΓ2 . The equivalence of the representations corresponds to
Im[IΓ1 + IΓ2 ] = 0. This can be seen by applying Cauchy’s theorem to the contour Γ2 ∪ Γ1 ∪ Γ3, in the limit where Γ3
shown in Fig. (8) is extended to an infinite semi-circle. Due to the absence of poles in the lower half of the complex
plane we find IΓ2 + IΓ2 + IΓ3 = 0. However we can formally write, for µ
′ ∈ Γ3
∆Gµ′ = (µ
′ −H)−1 − (µ′ −H0)−1 ≈ (H −H0)
µ′2
(A8)
and thus we see that IΓ3 = 0, as ∆Gµ′ decays as 1/µ
′2 on Γ3. Furthermore the integral over any subset of IΓ3 is also
clearly zero. We thus recover the equivalence of representations (i) and (ii) from the, stronger, identity IΓ1 + IΓ2 = 0.
However H − H0 expressed in terms of the eigenfunctions of H and H0 is an infinite sum, for instance H =∑
k kψ
∗
k(x)ψk(y) is clearly not convergent as by definition k increases with k and the number of states is not
bounded. It is perhaps possible to use the above argument using a finite dimensional lattice model, however in what
follows we propose a solution in the continuum setting. One proceeds by examining the behavior of the Green’s
function which for large |µ′| in the complex plane. It is approximately given by the free Green’s function, see Eq.
(21) with V = 0, (as we can ignore the potential for |µ′| → ∞)
Gµ′(x, y) =
i exp
(−i√2µ′|x− y|))√
2µ′
. (A9)
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FIG. 9. Contour integrals used in the integral representations of the kernel in terms of the variable k =
√
2µ′. Crosses indicate
the poles of the Green’s function in the complex plane of k. The contours Γ′i for i = 1, 2, 3 correspond to the contours Γi
when mapped into the k plane. The contour Γ4 = [kF , kF − i∞], which is useful for asymptotic analysis, is also shown.
The point is now that the branch of the square root must be chosen such that Im
√
2µ′ < 0 as the Greens function
must decay for large |x− y| (this is a guiding principle throughout the paper). However as |µ′| → ∞ along Γ3 we thus
have Im
√
2µ′ → −∞ and so clearly G0µ′(x, y)→ 0 as |µ′| → ∞ exponentially quickly, but only so long as x 6= y ! So
we are obliged to treat the case x = y specifically. Note that from Eq. (21) we can write the Greens function with a
potential V as (again when |µ′| >> |V (x)| )
Gµ′(x, x) =
i√
2µ′ − 2V (x) . (A10)
From this we see that
∆Gµ′(x, x) ≈ i√
2µ′ − 2V (x) −
i√
2µ′
(A11)
and so on the contour Γ3 we find that ∆Gµ′(x, x) decays as V (x)/(µ
′)
3
2 , so slower than 1/µ2 but nonetheless ensures
that the integral along Γ3 is zero.
In the analysis of an arbitrary barrier the Green’s function is conveniently expressed in terms of wave vectors
k =
√
2µ. For µ′ < 0, the fact that the Green’s function must decay at large distances will be shown to imply that
k = −ik′ where k′ > 0, thus determining the branch of the square root on the negative real axis. The contours Γ in
the µ′ plane are mapped to their images Γ′ in the complex k plane and are shown in Fig. (9), as well as the positions
of the poles of the Green’s function after this transformation, again marked by a ×.
The values of the integrals are of course not changed, that is to say IΓi = IΓ′i (the integration measures being
related by kdk = dµ′). In particular in the limit where the contour Γ3 is extended to infinity we have IΓ3 = IΓ′3 = 0.
This means that the representation (i) which now reads
∆Kµ(x, y) =
1
pi
Im IΓ′1 , (A12)
can be rewritten using Cauchy’s theorem IΓ′1 + IΓ′∗3
− IΓ4 = 0 where Γ
′∗
3 is the subset of the contour Γ
′
3 which starts
where I ′Γ3 intersects the real axis and terminates where I
′
Γ3
intersects IΓ4 . However as the integral along IΓ∗3 is zero
for any subinterval of Γ∗3 as it moves out to infinity, we find
∆Kµ(x, y) =
1
pi
Im IΓ1 =
1
pi
Im I ′Γ1 =
1
pi
Im IΓ4 . (A13)
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Now writing ∆Gµ(x, y) = ∆G(k, x, y) (where recall k =
√
2µ′ and so dµ′ = kdk) we can write
∆Kµ(x, y) = − 1
pi
Im
∫
Γ4
kdk ∆G(k, x, y), (A14)
along the contour Γ4 = [kF , kF − i∞). This result will turn out to be useful to explore the properties of general step
like potentials in terms of their scattering coefficients in section (V A) as the integral decays exponentially as one
moves along the contour Γ4.
2. Asymptotic analysis
Starting from Eq. (108) in the text and using the representation of ∆Kµ (with a rotated contour) given by Eq.
(A14), we can also write an alternative formula which is more amenable to an asymptotic analysis
Kµ(x, y) ≈ sin(k2F (x− y))
pi(x− y) +
1
pi
Im
∫ k2F−i∞
k2F
idk2
C2(
√
k22 + 2V0, k2)
C∗1 (
√
k22 + 2V0, k2)
exp(−ik2(x+ y)) (A15)
≈ sin(k2F (x− y))
pi(x− y) +
1
pi
Im
∫ ∞
0
du
C2(
√
(k2F − iu)2 + 2V0, k2F − iu)
C∗1 (
√
(k2F − iu)2 + 2V0, k2F − iu)
exp((−ik2F − u)(x+ y)) (A16)
with k2F =
√
2µ− 2V0. Note, with reference to the discussion in section A, that first term in Eq. (107) corresponds
to what we referred to as Gµ′(x, y) and yields the sine kernel for free fermions in a constant potential V0, while the
second terms corresponds to what we referred to as ∆Gµ′(x, y).
We now perform the asymptotics for x + y  1/k2F . Here the integral in Eq. (A16) is dominated by the region
u = 0, as the integrand clearly decays exponentially with u, and find Eq. (127).
Appendix B: Derivation of the Airy Green’s function
Here we provide a derivation of the solution of (43) given in (44). We look for a solution of (43) in the form
g(ζ, ζ ′) =
{
A+U+(ζ) for ζ > ζ
′
A−U−(ζ) for ζ < ζ ′,
(B1)
where U±(ζ) are solutions of the homogeneous equation, i.e. the Airy equation associated with the Green’s function
∂2
∂ζ2
U(ζ)− ζU(ζ) = 0. (B2)
This leads to
g(ζ, ζ ′) =
−
U+(ζ)U−(ζ′)
Wˆ (U+,U−)
for ζ > ζ ′
−U−(ζ)U+(ζ′)
Wˆ (U+,U−)
for ζ < ζ ′,
(B3)
where Wˆ [f, g] = f(z)g′(z) − g(z)f ′(z) denotes the Wronskian between the functions f and g, which is a constant
here, i.e. independent of ζ.
The two linearly independent solutions of the Eq. (B2) are given by the Airy functions Ai(ζ) and Bi(ζ). For ζ > ζ ′
we must have U+(ζ) = Ai(ζ) as the wave functions vanish outside the bulk region. For ζ < ζ
′ we note that both the
solutions Ai and Bi decay as ζ → −∞ to leading order as [22]
Ai(ζ) ' sin(
2
3 (−ζ)
3
2 + pi4 )√
pi(−ζ) 14
Γ( 56 )Γ(
1
6 )
2pi
− cos(
2
3 (−ζ)
3
2 − pi4 )√
pi(−ζ) 14
Γ( 116 )Γ(
7
6 )
2pi
(B4)
Bi(ζ) ' cos(
2
3 (−ζ)
3
2 + pi4 )√
pi(−ζ) 14
Γ( 56 )Γ(
1
6 )
2pi
+
sin( 23 (−ζ)
3
2 − pi4 )√
pi(−ζ) 14
Γ( 116 )Γ(
7
6 )
2pi
. (B5)
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However from Eq. (24) we see that, up to an overall constant c, we must have for ζ → −∞, i.e. in the bulk region
Y−(z) '
c exp
(
−i 13V ′(xe) (2µ′ − 2V (xe)− 2V ′(xe)z)
3
2
)
(2µ′ − 2V (xe)− 2V ′(xe)z)
1
4
.
Now, recalling that µ′ − V (xe) − zV ′(xe) = −αζ, matching with the solution in the bulk implies that for ζ → −∞
one must have
U−(ζ) =
c′
(−ζ) 14 exp
(
−i2
3
(−ζ) 32
)
, (B6)
where c′ is again a constant independent of ζ. Then using Eq. (B5) and Eq. (B6) it is easy to show that
U−(ζ) = −iAi(ζ) + Bi(ζ), (B7)
and c′ = exp (−ipi/4) /√pi. Now using Wˆ [Ai,Bi] = 1/pi [22], we find
Wˆ [U+, U−] =
1
pi
. (B8)
This leads to the result for the Airy Green’s function given in (44).
Appendix C: Green’s function for the square barrier
It is interesting to relate the Green’s function Gµ(x, y) defined in the text to the Euclidean propagator in the time
domain (which we will denote by another letter) Gˆ(x, y, t), solution of
∂tGˆ = −HGˆ = 1
2
∂2
∂x2
Gˆ− V (x)Gˆ , Gˆ(x, y, t = 0) = δ(x− y) (C1)
This propagator was extensively discussed in [7] where it was shown that the kernel Kµ(x, y) can be obtained as the
inverse Laplace transform of 1t Gˆ(x, y, t), i.e. Kµ(x, y) =
∫
C
dt
2ipit Gˆ(x, y, t), where C is the Bromwich contour. For the
square barrier that we consider now, i.e. V (x) = V0θ(x) it has also a nice application to Brownian motion. Let us
define Tx,y(t) =
∫ t
0
dτ θ(x(τ)) the total time spent on the positive axis x > 0 between time 0 and t by a Brownian
motion x(τ), started at x(0) = x and ending at x(t) = y. Using the Feynman-Kac formula, one easily sees that the
Laplace transform w.r.t. the parameter V0 of the probability distribution Pt,x,y(T ) of the random variable Tx,y(t) is
precisely the propagator [31, 32]
Gˆ(x, y, t) = E(exp (−V0T (t))) =
∫ +∞
0
dT exp (−V0T )Pt,x,y(T ) (C2)
leading e.g. to the famous arcsine law [33] for Pt,x,x(T ). For an explicit expression for Gˆ in real time for a step
potential see e.g. [34].
For the square barrier the propagator is most easily studied via its Laplace transform w.r.t. time G˜(x, y; s) =∫ +∞
0
dt exp (−st) Gˆ(x, y; t), which satisfies
−δ(x− y) + sG˜ = 1
2
∂2
∂x2
G˜− V0θ(x)G (C3)
with proper decay at infinity in space. Thus one has G˜ = (s + H)−1 and the relation to the Green’s function in the
text is
Gµ(x, y) = −G˜(x, y, s = −µ+ i0+) (C4)
The equation (C3) is easily solved in terms of plane waves. Since it must decay for |x, y| → +∞, and it must be
symmetric G˜(x, y, s) = G˜(y, x, s), one looks for a solution in the form
G˜(x, y, s) =

A−(s) exp
(−√2s|x− y|)+B−(s) exp (√2s(x+ y)) , x, y < 0
C(s) exp
(√
2sy −√2(s+ V0)x) , y < 0 < x
A+(s) exp
(
−√2(s+ V0)|x− y|)+B+(s) exp(−√2(s+ V0)(x+ y)) , x, y > 0
(C5)
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The unknown functions A±(s), B±(s) and C(s) are determined as follows, from (C3). The continuity in x = y = 0
requires that A−(s) + B−(s) = A+(s) + B+(s) = C(s), the continuity of ∂xG at x = 0 requires that
√
2s(A−(s) −
B−(s)) =
√
2(s+ V0)C(s) and
√
2(s+ V0)(A+(s) − B+(s)) =
√
2sC(s), and finally the jump condition for the first
derivative (from the delta function), [∂xG˜]
y+
y− = −2, gives A−(s)
√
2s = 1 and A+(s)
√
2(s+ V0) = 1. These conditions
are compatible and lead to
A−(s) =
1√
2s
, B−(s) =
1
V0
√
2s
(2
√
s
√
s+ V0 − V0 − 2s) (C6)
A+(s) =
1√
2(s+ V0)
, B+(s) =
2s+ V0 − 2
√
s
√
s+ V0√
2V0
√
s+ V0
, C(s) =
1
V0
√
2(
√
s+ V0 −
√
s) (C7)
We now use (C4) to obtain Gµ and its imaginary part.
For µ′ < 0,
√
s =
√
−µ′ − i0+ and √s+ V0 =
√
−µ′ − i0+ + V0 and one finds that Gµ′<0 has a vanishing imaginary
part.
For µ′ > 0 we must replace everywhere
√
s = i
√
µ′ − i0+. As in the text we must distinguish two cases. If µ′ < V0
we must replace
√
s+ V0 =
√
V0 − µ′ + i0+, while if µ′ > V0 we must replace
√
s+ V0 = i
√
µ′ − V0 − i0+. This leads
to the following expressions.
(i) For 0 < µ′ < V0 (where, on the l.h.s. we denote µ′ − i0+ simply by µ′)
Gµ′(x, y) =
i√
2µ′
(exp
(
−i
√
2µ′|x− y|
)
− 1
V0
(V0 − 2µ′ − 2i
√
µ′
√
V0 − µ′) exp
(
i
√
2µ′(x+ y)
)
) , x, y < 0 (C8)
Gµ′(x, y) = − 1
V0
√
2(
√
V0 − µ′ − i
√
µ′) exp
(
i
√
2µ′y
)
exp
(
−
√
2(V0 − µ′)x
)
, x > 0 > y (C9)
Gµ′(x, y) = −
V0 exp
(
−√2(V0 − µ′)|x− y|)+ exp(−√2(V0 − µ′)(x+ y)) (−2i√µ′√V0 − µ′ + V0 − 2µ′)√
2V0
√
V0 − µ′
, x, y > 0
(C10)
(ii) For µ′ > V0 (where, on the l.h.s. we denote µ′ − i0+ simply by µ′)
Gµ′(x, y) =
i√
2µ′
(exp
(
−i
√
2µ′|x− y|
)
− 1
V0
(V0 − 2µ′ + 2
√
µ′
√
µ′ − v) exp
(
i
√
2µ′(x+ y)
)
) , x, y < 0 (C11)
Gµ′(x, y) = − i
V0
√
2(
√
µ′ − V0 −
√
µ′) exp
(
i
√
2µ′y
)
exp
(
−i
√
2(µ′ − V0)x
)
, x > 0 > y (C12)
Gµ′(x, y) = i
V0 exp
(−i√2|x− y|√µ′ − V0)+ (2√µ′√µ′ − V0 + V0 − 2µ′) exp(−i√2(µ′ − V0)(x+ y))√
2V0
√
µ′ − V0
, x, y > 0
(C13)
together with the formula obtained by the symmetry in x, y. Taking the imaginary parts leads to the formula for
Im Gµ′(x, y) given in the text (59),(60),(61),(62),(63),(64).
Appendix D: Evaluating the integral in Eq. (89)
Changing variables
u = r (1− u˜) , v = r (1− v˜)
in the integral that appears in Eq. (89), we obtain
I(r) ≡ 1
pi2r2
∫ 1
0
dv
∫ 1
0
du
√
vu(√
r − u+√r − v)2 =
∫ 1
1−1/r
dv˜
∫ 1
1−1/r
du˜f (u˜, v˜) , f (u˜, v˜) ≡
√
1− v˜√1− u˜
pi2
(√
u˜+
√
v˜
)2 . (D1)
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Now using ∂u˜∂v˜F (u˜, v˜) = f (u˜, v˜) where
F (u˜, v˜) = − 1
2pi2
{
2arccos
(√
u˜
)
arcsin
(√
v˜
)
− 4u˜ (1− u˜) log
( √
u˜+
√
v˜√
(1− u˜) (1− v˜) +√u˜v˜ + 1
)
+2
√
v˜ (1− v˜) (1− 2v˜) arcsin
(√
u˜
)
+ 2
√
u˜ (1− u˜) (1− 2u˜) arcsin
(√
v˜
)
+ 2
√
(1− u˜) (1− v˜)
[
2− 2 (u˜+ v˜) +
√
u˜v˜
]
+4v˜ (1− v˜)
[
log
(
1−
√
(1− u˜) (1− v˜) +
√
u˜v˜
)
+ 2 log
(
1 +
√
(1− u˜) (1− v˜) +
√
u˜v˜
)
− 3 log
(√
u˜+
√
v˜
)]}
. (D2)
we obtain
I (r) = F
(
r − 1
r
)
, F (A) =
∫ 1
A
dv˜
∫ 1
A
du˜f (u˜, v˜) = F (1, 1)−F (1, A)−F (A, 1) + F (A,A) , (D3)
which indeed yields the expression for F (A) which is given in Eq. (90).
Appendix E: Third cumulant
Here we calculate the third cumulant
〈
N3R
〉
c
in the critical case. We begin from the general formula Eq. (D.6) of [36]
for (minus) the third cumulant of the distribution of linear statistics A =
∑N
i=1 ϕ (xi) for any function ϕ and for a
general determinantal point process with kernel K(x, y), which we give here (up for the convenience of the reader〈
A3
〉
c
= Tr
(
ϕ3K
)− 3Tr (ϕKϕ2K)+ 2Tr (ϕKϕKϕK) . (E1)
The particular case of counting statistics NI corresponds to an indicator function ϕ = χI , and then the formula
simplifies to 〈N 3I 〉c = ∫I K (x, x) dx− 3
∫
I
∫
I
K (x, y)
2
dxdy + 2
∫
I
∫
I
∫
I
K (x, y)K (y, z)K (z, x) dxdydz
= −2 〈NI〉+ 3Var (NI) + 2
∫
I
∫
I
∫
I
K (x, y)K (y, z)K (z, x) dxdydz, (E2)
where we used Eq. (4) in the last equality. Let us apply this to the particular case of the square barrier potential in
the critical case, for the number of particles NR to the right of the barrier. Using the results (80) and (81) for the
mean and variance (respectively) of NR, and plugging in K (x, y) =
1
`κc
(
x
` ,
y
`
)
, we obtain
〈
N3R
〉
c
= − 12 + 6pi2 + 2I
where I =
∫∞
0
∫∞
0
∫∞
0
κc (a, b)κc (b, c)κc (c, a) da db dc. Finally, using the expression (75) for κc, we find
I =
∫ ∞
0
da
∫ ∞
0
db
∫ ∞
0
dc
∫ 1
0
dv
∫ 1
0
du
∫ 1
0
dw
√
(1− v) (1− u) (1− w) exp{−pi [√v (a+ b) +√u (b+ c) +√w (a+ c)]}
=
∫ 1
0
dv
∫ 1
0
du
∫ 1
0
dw
√
(1− v) (1− u) (1− w)
pi3 (
√
v +
√
w) (
√
v +
√
u) (
√
u+
√
w)
= 0.01009491 . . . (E3)
where the last equality was obtained via a numerical integration. Altogether this yields the result for
〈
N3R
〉
c
given in
the main text below Eq. (81).
Appendix F: An identity between scattering coefficients
In section V A, for µ < V0, we obtained two solutions of the Schro¨dinger equation denoted by ψ
(1)
k1
and ψ
(2)
k1
by
analytic continuation of the solutions ψk1 and ψ
∗
k1
respectively. The physical scattering solution is ψ
(2)
k1
which decays
exponentially as x → ∞. Another way to obtain a decaying solution is to start with the solution ψ(1)k1 but choose
the branch of the square root of κ22 with the opposite sign. That is we take the solution ψ
(1)
k1
with the substitution
κ2 → −κ2. This solution which we will call ψ(3)k1 then has the asymptotic behavior
ψ
(3)
k1
(x) =
 exp (ik1x) +
C2(k1,iκ2)
C1(k1,iκ2)
exp (−ik1x) , x→ −∞
1
C1(k1,iκ2)
exp (−κ2x) , x→ +∞ .
. (F1)
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However as there are only two linearly independent solutions this solution must be proportional to ψ
(2)
k1
(x). Hence
there exists B such that ψ
(3)
k1
(x) = Bψ
(2)
k1
(x). Identifying all the asymptotic amplitudes one finds that
B =
C∗1 (k1,−iκ2)
C1(k1, iκ2)
=
C2(k1, iκ2)
C1(k1, iκ2)
=
C∗1 (k1,−iκ2)
C∗2 (k1,−iκ2)
≡
(
C1(k1, iκ2)
C2(k1, iκ2)
)∗
(F2)
The last two identities show that the following ratio has modulus unity∣∣∣∣C2(k1, iκ2)C1(k1, iκ2)
∣∣∣∣ = ∣∣∣∣C∗2 (k1,−iκ2)C∗1 (k1,−iκ2)
∣∣∣∣ = 1 (F3)
which simply expresses that the wave in (116) is totally reflected. In addition, from the first identity in (F2) we obtain
C∗1 (k1,−iκ2) = C2(k1, iκ2). (F4)
Constructing a solution in a similar fashion from ψ
(1)
k1
also yields C∗1 (k1, iκ2) = C2(k1,−iκ2).
Now, using these relations in the Wronskian identity Eq. (117) we obtain Eq.(121). For instance, eliminating all
C∗j functions, one can check that both relations are equivalent to
C1(k1,−iκ2)C2(k1, iκ2)− C1(k1, iκ2)C2(k1,−iκ2) = −iκ2
k1
(F5)
These identities may be verified for the square shoulder potential and the Woods-Saxon potential.
Appendix G: Kernel for the step potential via the summation over the eigenstates
In this Appendix we show how to compute the kernel for the step potential by a direct summation over the
eigenfunctions. We will restrict to the simpler case µ ≤ V0, for which the kernel for x, y > 0 was obtained in
Eqs. (57), (75) and (82), but the method can be extended to µ > V0. Let us recall the definition of the kernel
Kµ(x, y) =
∑
k1
θ(µ− k1)ψ∗k1(x)ψk1(y) (G1)
Here ψk1(x) denote the eigenfunctions of the Schro¨dinger equation for the step potential V (x) = V0 θ(x)
−1
2
∂2
∂x2
ψk1(x) + V0 θ(x)ψk1(x) = k1ψk1(x) , (G2)
with eigenvalues k1 = k
2
1/2. The eigenfunctions are superpositions of incoming and outgoing plane waves with
different coefficients on both sides of the step (parametrized generically by four amplitudes). For µ ≤ V0, we only
need the eigenfunctions for k1 ≤ V0, in which case there is no incoming wave from the right, and there are only three
non zero amplitudes. In this simpler situation it can be treated as a problem of reflection by a barrier of an incident
wave coming from the left, for which one can write (from standard textbook see e.g. [35])
ψk1(x) =
1√
2pi
 exp (ik1x) +
k1−k2
k1+k2
exp (−ik1x) , x ≤ 0
2k1
k1+k2
exp (ik2x) , x ≥ 0 ,
(G3)
where the incoming wave vector is k1 and the outgoing wave vector is k2 =
√
k21 − 2V0. In the notation of section
V A the scattering coefficients are thus given by
C1(k1, k2) =
k1 + k2
2k1
, C2(k1, k2) =
k1 − k2
2k1
, (G4)
In this scattering problem, the incident wave is thus reflected with a reflection coefficient R(k1, k2) = |k1−k2k1+k2 |2 and
transmitted with a transmission coefficient T (k1, k2) = 1 − R(k1, k2) = k2k1 | 2k1k1+k2 |2. Note that the highest allowed
value of k1 is kF =
√
2µ. For µ ≤ V0 one thus needs only to consider k1 ≤
√
2V0, and k2 = i
√
2V0 − k21 is purely
imaginary. This means that the corresponding eigenfunction in (G3) in the region x > 0 is exponentially damped and
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the reflexion coefficient is R = 1. As we mentioned above, the solution corresponding to −k1 with the same energy
k1 = k
2
1/2 is not physically allowed since there is no incident plane wave from the right, for V0 ≥ µ. Therefore the
allowed range of k1 is k1 ∈ [0, k1F ] where k1F =
√
2µ.
Hence, to compute the kernel Kµ(x, y), we just substitute this expression for the eigenfunction (G3) in Eq. (G1),
and, in the limit of an infinite system with the continuum normalization chosen in (G3), replace
∑
k1
→ ∫ kF
0
dk1
2pi (see
the remark below). For simplicity, we just give the expression of the kernel when both x, y > 0. In this case, ψk1(x)
is simply given by he second line of Eq. (G3). Consequently the kernel reads, for x, y > 0 and any µ ≤ V0
Kµ(x, y) =
1
2pi
∫ kF
0
dk1
4k21
|k1 + i
√
2V0 − k21|2
exp
(
−
√
2V0 − k21(x+ y)
)
=
1
piV0
∫ √2µ
0
dk1 k
2
1 exp
(
−
√
(2V0 − k21)/(2µ)pi(a+ b)
)
=
1
`
κr(a, b) , r = V0/µ ≥ 1 (G5)
and the last equality shows that it agrees with κr(a, b) is given in (82). We have rescaled a = x/` and b = y/` with
` = pi/
√
2µ as in Eq. (57) in the main text, and performed the change of variable k1 =
√
2µv. Alternatively, for
µ = V0, performing the change of variable k1 =
√
2V0
√
1− v one obtains the critical kernel as
Kc(x, y) =
1
`
κc(a, b) , where κc(a, b) =
∫ 1
0
dv
√
1− v exp (−√vpi(a+ b)) , (G6)
Hence the results for µ = V0 and for µ < V0 coincide with the formula obtained via the Green’s function derivation
given in Eqs. (57) and (75), (82).
The kernel in the others domains of x, y can be obtained in the same way for µ ≤ V0. The case µ > V0 is slightly
more involved as it involves four amplitudes, but can be done similarly.
Remark. To establish more carefully the normalization we place an infinite wall at x = −L so that ψk1(−L) = 0,
and consider the limit L → +∞. For k1 < V0 this is sufficient since the wave-function decays exponentially for
x > 0. In this case the wave functions can be written (with a normalization different to (G3)) ψk1(x) = Aψ
0
k1
(x) with
ψ0k1(x) = (exp (ik1x) + α exp (−ik1x)) for x < 0, with α =
k1−i
√
2V0−k21
k1−i
√
2V0−k21
with A a real normalization amplitude. One
can then perform the integral of the norm on the negative axis, and one finds, after inserting in the expression the
boundary condition exp (2ik1L) = −1/α, that it simplifies into
∫ 0
−L |ψk1(x)|2 = A2(L(1+|α|2)+O(1)) = A2(2L+O(1))
since |α| = 1 for the case considered. Since the normalization integral for x > 0 is O(1) this gives A = 1/√2L for
large L. On the other hand the boundary condition shows that the quantized values of k1 are k1 =
pin
L + c/L, with n
positive integer. Putting this together we see that at large L one has
Kµ(x, y) =
∑
k1
θ(µ− k1)ψ∗k1(x)ψk1(y) '
L
pi
∫ k1F
0
dk1
1
2L
ψ0k1(x)
∗ψ0k1(y) =
∫ k1F
0
dk1
2pi
ψ0k1(x)
∗ψ0k1(y) (G7)
which justifies the formula given above. If one prefers continuum normalizations, it is also possible to check (using
regulators) that, since |α| = 1, the eigenfunctions given in (G3) satisfy ∫ +∞−∞ dxψk1(x)ψ∗k′1(x) = (2pi)(δ(k1 − k′1) +
δ(k1 + k
′
1)) +O(1) = (2pi)δ(k1 − k′1) since k1, k′1 > 0, and to argue that it leads to the same conclusion.
In conclusion we see that in this direct summation method one needs to be careful in choosing the eigenfunctions
that contribute to the sum in the kernel in Eq. (G5) and in determining their proper normalization so that the
discrete sum over states can be given a meaning as an integral in the continuum. Interestingly, in the Green’s function
approach, this is automatically taken care of by imposing appropriate boundary conditions at x, y → ±∞.
Appendix H: The smooth step
Here we give some more details on the smooth step barrier potential V (x) = V01+exp(−x/λ) studied in Section V.
Following [35] one looks for solutions of the eigenfunction equation (− 12 ∂
2
∂x2 + V (x))ψ(x) = ψ(x) of the form
ψ(x) = ψk1(x) = A exp(ik2x)f
(
− exp(−x
λ
)
)
,  =
k21
2
= V0 +
k22
2
(H1)
One finds that f(z) must obey the hypergeometric equation z(1−z)f ′′(z)+(1−z)(1−2iλk2)f ′(z)+λ2(k22−k21)f(z) = 0.
The solution
f(z) = 2F1 (iλ(k1 − k2),−iλ(k1 + k2), 1− 2iλk2, z) (H2)
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is such that, upon choosing A = 1C1(k1,k2) one can explicitly verify that the eigenfunction has the following asymptotics
(using the asymptotics of f(z) for z → −∞ and f(0) = 1)
ψk1(x) =
 exp (ik1x) +
C2(k1,k2)
C1(k1,k2)
exp (−ik1x) , x→ −∞
1
C1(k1,k2)
exp (ik2x) , x→ +∞ ,
(H3)
with scattering coefficients
C1(k1, k2) =
Γ(−2iλk1)Γ(1− 2iλk2)
Γ(−iλ(k1 + k2))Γ(1− iλ(k1 + k2)) , C2(k1, k2) =
Γ(2iλk1)Γ(1− 2iλk2)
Γ(iλ(k1 − k2))Γ(1 + iλ(k1 − k2)) (H4)
Here we take k1 > 0, corresponding to a plane wave coming from the left, with a reflection amplitude
C2(k1,k2)
C1(k1,k2)
and a
transmitted amplitude 1C1(k1,k2) .
Although (H3) is an eigenfunction for any , we focus here on the case  < V0. In that case k2 = iκ2 with
κ2 =
√
2V0 − k21 and the eigenfunction decays exponentially on the right. The reflection amplitude has modulus one
β = βk1,κ2 =
C2(k1, iκ2)
C1(k1, iκ2)
=
Γ(2iλk1)Γ(−iλk1 + λκ2)Γ(1− iλk1 + λκ2)
Γ(−2iλk1)Γ(iλk1 + λκ2)Γ(1 + iλk1 + λκ2) (H5)
To obtain the kernel we now need to perform the summation over the eigenstates, with a proper normalization and
counting of the states, which is possible using the asymptotics (H3) (with k2 = iκ2). The argument given in the
remark at the end of the Appendix G (using a hard wall at x = −L for L→ +∞, extends to this case, since the wave
function is also totally reflected for  < V0. Indeed the normalization integrals differ from those of the square barrier
only up to distances |x| = O(λ), hence their O(L) amplitude is not affected. In the L → +∞ limit the kernel, for
µ ≤ V0 thus reads
Kµ(x, y) =
∫ √2µ
0
dk1
2pi
ψ∗k1(x)ψk1(y) (H6)
where the ψk1(x) are given in (H1) with k2 = iκ2, A = 1/C1(k1, iκ2) and f(z) given in (H2). This leads to the exact
formula (131) given in the text for where we denoted B(λk1, λκ2) = 1/|C1(k1, iκ2)|2. The formula (139) in the text
is then obtained by inserting the asymptotics for x, y < 0 in (H3) into (H6).
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