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Abstract
In the free boundary problem of Stokes flow driven by surface tension, we pass to the limit of small
layer thickness. It is rigorously shown that in this limit the evolution is given by the well-known thin film
equation. The main techniques are appropriate scaling and uniform energy estimates in Sobolev spaces of
sufficiently high order, based on parabolicity.
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1. Introduction
In fluid flow problems where viscous forces dominate inertia, i.e. where the Reynolds number
is negligibly small, the Navier–Stokes equations simplify to the linear Stokes equations. When
nonstationary free boundary motion driven solely by surface tension is considered, the type of the
problem changes significantly: while in the general case a coupled evolution of the bulk fluid ve-
locity and the boundary of the fluid has to be considered ([3,15], e.a.), in the Stokes flow problem
a pure domain evolution results, i.e. at any instant of time the motion of the fluid domain is deter-
mined completely by its shape. A more detailed investigation of the conditions under which this
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in [14]. A rigorous justification has been given by Solonnikov [17] who investigated the differ-
ence between the domain evolutions resulting from the complete and the quasistationary models.
This difference is shown to consist of two parts: One represents an “exponential boundary layer”
near t = 0, and the other vanishes uniformly in t (in appropriate norms) as the Reynolds number
approaches zero.
During the last decades, the problem of Stokes flow driven by surface tension has been in-
vestigated by a variety of analytic methods. It is a common feature of them all that the problem
is transformed to a fixed domain by a time-dependent diffeomorphism and a nonlinear, nonlocal
evolution equation for this diffeomorphism is derived.
More specifically, in the two-dimensional case, complex function theory has been applied to
describe the evolution of the fluid domain by a time-dependent conformal map (e.g. [1,2,4,11,
12]). This method allows the explicit construction of families of solutions, the investigation of
the stability of equilibria, and the derivation of short-time existence and uniqueness results, albeit
restricted to spaces of analytic functions.
To derive well-posedness and stability results for arbitrary dimension in spaces of functions
of finite smoothness, one considers perturbations of the boundary of a fixed reference domain,
described by a scalar function on this boundary. The moving boundary problem is then translated
into a Cauchy problem for this perturbation function. This Cauchy problem is formulated in an
appropriate function space on the reference manifold and can be investigated by various methods:
• Derivation of energy estimates in Sobolev spaces of sufficiently high order [10]. The “reg-
ularity gap” between these spaces and the weaker norms in which there is a natural energy
estimate for the linearization is closed by the application of a generalized chain rule for the
nonlinear operator which expresses certain invariance properties of the underlying bound-
ary value problem. Well-posedness as well as stability of the equilibria follow then from a
standard procedure via Galerkin approximations.
• Introduction of Lagrangian coordinates, derivation of a fixed point problem and proving its
solvability by a contraction argument in Hölder spaces [16].
• Proof of a maximal regularity property for the linearized problem in little Hölder spaces [6].
Both well-posedness of the problem and the smoothing property of the evolution (even up to
analyticity) follow then rather straightforwardly from abstract arguments.
• Explicit series expansion with respect to a parameter representing the smallness of the per-
turbation [7–9].
All these approaches use parabolic estimates for the linearized evolution operator. However, these
estimates degenerate in the thin film limit, when the first-order evolution operator degenerates
to an operator of order 4. From the point of view of spectral theory, certain eigenvalues of the
corresponding elliptic operators approach zero. Technically, this has to be counterbalanced by
accepting a loss of regularity, i.e. giving estimates in weaker norms. (For details, see the statement
of our main result below and the proofs.)
It is the aim of the present paper to show that the first approach is flexible enough to be
applied in the treatment of this limit. Thereby, a strict justification of the thin film equation as an
approximation of Stokes flow with surface tension will be obtained.
To be more precise, we consider the Stokes flow problem in a layer geometry over a fixed
plane horizontal bottom and assume periodicity with respect to all horizontal coordinates. Being
interested in thin films, we assume that the height h of the layer is in the order of ε  1. By
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height h˜ = ε−1h is in the order of 1 (see Section 2). It is well known that formal calculations
yield the so-called thin film equation (2.8) as limit evolution for ε → 0. This approach is also
known as lubrication approximation (see e.g. [13, Chapter 4]).
Roughly speaking, our task here is to control the difference between the solution of (2.3), (2.6)
and the solution of (2.8) with equal initial conditions and to show that this difference vanishes
in the limit ε → 0. (In a certain sense, this is comparable to the approach in [17].) We achieve
this by approximating the solution of the moving boundary problem (2.3), (2.6) by a (truncated)
power series expansion in ε in which the solution of (2.8) appears as leading term. Formally, this
is a standard approach, the necessary estimates, however, are nontrivial due to the degeneracy of
the problem. The occurring difficulties are overcome by a thorough study of the linearizations
and energy estimates in weighted norms, based on a weak coercivity estimate uniform in ε. The
precise main result is given in Theorem 2.2. Accordingly, the present paper is rather an inves-
tigation of Stokes flow than of the thin film equation. In particular, we assume strict positivity
of h, hence degeneration of (2.8) is excluded.
This paper is organized as follows: In Section 2, we state the moving boundary problem pre-
cisely and perform the rescaling. We sketch a formal derivation of the thin film equation and
formulate the main result. Section 3 is devoted to preliminary estimates concerning a scaled
Laplacian and a scaled version of Korn’s inequality. The scaled Stokes equations and the depen-
dence of their solution on the domain perturbations are discussed in Section 4. In both sections,
ε-dependent norms are used. Moreover, a guiding idea here is the use of two types of estimates:
those in which the regularity is optimal but the constants blow up as ε → 0, and those with uni-
form constants (or slower blowup) but with a loss of regularity. The proof depends critically on
the interplay between them.
In Section 5 we introduce series expansions with respect to ε and justify them by giving
estimates for the remainder terms. Finally, using the previous results, Section 6 provides the
energy estimates and the proof of the main result.
We remark that we have not striven for optimality with respect to the smoothness demands
as this is not a core issue in our context and we did not want to obscure the presentation by
additional technicalities.
Furthermore, we want to point out that the related problem of thin film motion driven by grav-
ity instead of surface tension appears to be more complicated, although the formal calculations
are analogous and the resulting formal limit evolution is very similar. This is due to the lack of
parabolicity of the nonlocal evolution for ε > 0 in the gravity driven case.
2. Statement of the problem and main result
We consider the problem of Stokes flow driven by surface tension in a (thin) layer of in-
compressible fluid over a fixed m-dimensional plane horizontal bottom. As usual, we adopt the
no-slip boundary condition at the bottom. To keep the technicalities simple we assume spatial
periodicity in all horizontal coordinates. Moreover, we normalize the surface tension coefficient
to 1. The time-dependent fluid domain Ω(t) ⊂ Tm ×R is then given as
Ω(t) := {(x, y) ∣∣ x ∈ Tm, 0 < y < h(x, t)}
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Γ0 := Tm × {0} and Γ (t) :=
{(
x,h(x, t)
) ∣∣ x ∈ Tm},
where h = h(x, t) is a positive function describing the height of the layer and Tm := Rm/Zm is
the m-dimensional torus identified with the unit cube of Rm in the usual manner. If we denote
the velocity and pressure fields inside Ω(t) by u and p, the problem we consider can be written
in the following form:
−u+ ∇p = 0 in Ω(t),
divu = 0 in Ω(t),
T (u,p)n = κn on Γ (t),
u = 0 on Γ0,
∂th− u · n
√
1 + |∇xh|2 = 0 on Γ (t).
⎫⎪⎪⎪⎪⎬⎪⎪⎪⎪⎭ (2.1)
Here
T (u,p) = [Tij (u,p)] := [(∂iuj + ∂jui)− pδij ], i, j = 1, . . . ,m+ 1,
is the stress tensor,
κ = divx
(∇xh/√1 + |∇xh|2 )
denotes the (m-fold) mean curvature of Γ (t) (negative if Ω(t) is convex) and
n = (−∇xh,1)/
√
1 + |∇xh|2
is the outer unit normal to Ω(t). Here and in the sequel, the index x on differential operators is
used to indicate that the operator is to be applied with respect to the coordinates x ∈ Tm only.
Eq. (2.1)5 is the usual kinematic boundary condition expressing the fact that while moving with
velocity u(x(t), h(x(t), t)), a particle at Γ (t) will remain at the moving boundary for all time.
For the mathematical treatment of this evolution problem it is a convenient feature that by
solving fixed-time boundary value problems (2.1)1–(2.1)4 in dependence of known h(t), i.e.
known domains Ω(t), the kinematic boundary condition (2.1)5 describes the evolution of the
free boundary Γ (t) by a scalar nonlocal evolution equation
h˙ = F (h). (2.2)
It turns out that F acts as a smooth, nonlinear operator of first order
F ∈ C∞(Hs+(Tm),H s−1(Tm)), s  s0,
where Hs denote the usual L2-based Sobolev spaces, Hs+ the cone of strictly positive functions
in Hs and s0 = s0(m) is a sufficiently large number. Up to terms with better regularity the lin-
earization F ′(h) is given by a first-order elliptic operator plus a first-order differential operator,
hence the evolution equation (2.2) is a parabolic one. Concerning the solvability of the initial
value problem for (2.2) we have the following result which can be proved along the lines given
(for a different geometry) in [10] for (i) and (ii) and [6] for (iii):
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(i) (Existence and uniqueness) There exists a unique solution
h ∈ C([0, T∗),H s+(Tm))∩C1([0, T∗),H s−1+ (Tm))
of (2.2) with h(0) = h0 on a maximal time interval [0, T∗) with T∗ > 0 or T∗ = ∞.
(ii) (Blowup) If T∗ < +∞, then
lim inf
t→T∗
min
x∈Tm h(x, t) = 0 or lim supt→T∗
‖h‖s0 = +∞.
(iii) (Spatial smoothing) h = h(·, t) is a (real) analytic function on Tm for t ∈ (0, T∗).
In further considerations, being interested in the limit behavior for small h, we rescale our
problem by setting
y = εy˜, h = εh˜,
where 0 < ε  1. Moreover, we write
u(x, y) = u˜(x, y˜) = (v˜(x, y˜), w˜(x, y˜)), p(x, y) = p˜(x, y˜),
where v˜ and w˜ have values in Rm and R, respectively.
This rescaling brings (2.1)1–(2.1)4 in the following form:
−ε2xv˜ − ∂y˜y˜ v˜ + ε2∇xp˜ = 0 in Ω˜(t),
−ε2xw˜ − ∂y˜y˜ w˜ + ε∂y˜ p˜ = 0 in Ω˜(t),
ε divx v˜ + ∂y˜w˜ = 0 in Ω˜(t),
−ε2(∇x v˜ + (∇x v˜))∇xh˜+ ε∇xw˜ + ε2p˜∇xh˜+ ∂y˜ v˜ = −ε3κ˜ε∇xh˜ on Γ˜ (t),
−ε(ε∇xw˜ + ∂y˜ v˜) · ∇xh˜+ 2∂y˜w˜ − εp˜ = ε2κ˜ε on Γ˜ (t),
v˜ = 0 on Γ0,
w˜ = 0 on Γ0
⎫⎪⎪⎪⎪⎪⎪⎪⎪⎪⎬⎪⎪⎪⎪⎪⎪⎪⎪⎪⎭
(2.3)
with
Ω˜(t) := {(x, y˜) ∣∣ 0 < y˜ < h˜(x, t)}, Γ˜ (t) := {(x, h˜(x, t)) ∣∣ x ∈ Tm},
κ˜ε := divx
(∇xh˜/√1 + ε2|∇xh˜|2 ).
The following introductory calculations are purely formal. Consider (2.3)1–(2.3)7 for given
fixed t and h˜. If one inserts power series expansions
(v˜, w˜, p˜) =
∑
(vk,wk,pk)ε
k,k0
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v˜ = ε3v3 +O
(
ε4
)
, w˜ = ε4w4 +O
(
ε5
)
, p˜ = εp1 +O
(
ε3
)
.
In particular,
∂y˜p1 = 0 in Ω˜(t), p1 = −xh˜ on Γ˜ (t),
hence
p1(x, y˜) = −xh˜(x).
Further
∂y˜y˜v3 = ∇xp1 in Ω˜(t), ∂y˜v3 = 0 on Γ˜ (t), v3 = 0 on Γ0,
therefore
v3(x, y˜) = −∇x(xh˜)(x)
(
y2
2
− h˜(x)y˜
)
, (2.4)
and
∂y˜w4 = −divx v3 in Ω˜(t), w4 = 0 on Γ0,
thus
w4(x, y˜) = 2xh˜(x)
(
y3
6
− h˜(x)y
2
2
)
− ∇x(xh)(x) · ∇xh˜(x)y
2
2
, (2.5)
with the time argument suppressed for the sake of brevity. Thus, according to (2.1)5,
∂t h˜ = −v˜ · ∇xh˜+ ε−1w˜ = O
(
ε3
)
on Γ˜ (t),
which suggests a rescaling of time by t = ε−3 t˜ . This yields
∂t˜ h˜ = ε−4(−εv˜ · ∇xh˜+ w˜) = ε−4n˜ε · u˜ = −v3∇xh˜+w4 +O(ε) on Γ˜ (t), (2.6)
where n˜ε := (−ε∇xh˜,1).
In what follows, all tildes will be suppressed in the notation. Note that due to (2.4)–(2.6)
∂th = −13 divx
(
h3∇xxh
)+O(ε). (2.7)
Setting ε = 0 in the last equation we obtain the well-known “thin film equation” solved by
h = h0:
∂th0 = −1 divx
(
h30∇xxh0
)
. (2.8)3
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h(t) = h0(t)+ εh1(t)+ ε2h2(t)+ · · ·
for the solution of (2.7); details of this construction, which justify these formal calculations, are
given in Section 5. Now we are in position to formulate our main result precisely; a somewhat
more elaborate version together with a complete proof is contained in Proposition 6.6.
Theorem 2.2. Let n ∈ N, T > 0 and s  smin(m) be given, assume σ = σ(n,m, s) sufficiently
large and let
h0 ∈ C
([0, T ],Hσ+(Tm))∩C1([0, T ],Hσ−4(Tm))
be any solution of the thin film equation (2.8). Then for ε ∈ (0, ε0), ε0 > 0 sufficiently small, there
exists
hε ∈ C
([0, T ],H s+(Tm))∩C1([0, T ],H s−1(Tm))
satisfying (together with appropriate uε , vε , pε) the system (2.3), (2.6), and hε(0) = h0(0). More-
over,
∥∥hε(t)− h0(t)− εh1(t)− · · · − εn−1hn−1(t)∥∥s  Cεn, t ∈ [0, T ].
The constants C, ε0 depend on n, s, m, T and h0.
Remark 2.3.
(i) One remarkable point here (apart from the convergence result) is the fact that the theorem
provides a lower bound for the existence time of the solutions to (2.3), (2.6) (independent
of ε). Recall, moreover, that a solution of (2.3), (2.6) in a time scale O(1) corresponds to a
solution of the unscaled problem (2.1) in a time scale O(ε−3).
(ii) The asymptotic expansion we obtain for hε is regular in the sense that the error vanishes
to the order εn. However, the degeneracy of our limit procedure is reflected in the fact that
this error estimate is in a norm which is much weaker than the norm corresponding to the
assumed smoothness of the initial condition (and this regularity gap is increasing in n).
(iii) Usually, the formal derivation of (2.8) is done using the different scaling
u = (ε3vˆ, ε4wˆ), p = εpˆ,
which is suggested by the asymptotics given above. In that scaling, (2.1) gets a form in
which ε = 0 can be filled in directly and (2.8) results. However, we prefer the form (2.3)
because of its closer resemblance to the original Stokes system. This resemblance will be
useful in our analysis.
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Define the domain
Ω := Tm × (0,1) = {(x, y) ∈ Rm+1 ∣∣ x ∈ Tm, y ∈ (0,1)}
with upper and lower boundary
Γ := Tm × {1}, Γ0 := Tm × {0}.
For M = Ω or M = Γ,Γ0 let Hs(M,R), Hs(M,Rn) be the usual L2-based Sobolev spaces of
order s with values in R or Rn; the corresponding norms will be denoted by ‖ · ‖Ms ; the upper
index M is dropped when no confusion seems likely. Depending on the context, we will use the
notations xm+1 and y as well as ∂m+1 and ∂y synonymously. Summation over indices occurring
twice in a product has to be carried out from 1 to m+ 1, unless indicated otherwise.
Considering functions f ∈ Hs(Γ ) as periodic functions on Tm, we can write these functions
in terms of their Fourier series
f (x,1) =
∑
n∈Zm
fne
2πin·x, x ∈ Tm, (3.1)
and have in the sense of norm equivalence
‖f ‖Γs ∼
( ∑
n∈Zm
(
1 + |n|2s)|fn|2)1/2. (3.2)
Correspondingly, we write functions u ∈ Hs(Ω) in terms of Fourier series with respect to the
first m arguments, i.e.
u(x, y) =
∑
n∈Zm
un(y)e
2πin·x, (x, y) ∈ Ω, (3.3)
and note
‖u‖Ωs ∼
( ∑
n∈Zm
(‖un‖2s + |n|2s‖un‖20))1/2. (3.4)
With a small parameter ε > 0 we define the norms
‖u‖s,ε := ‖u‖s−1 + ‖∂yu‖s−1 + ε‖u‖s
for s  1. In terms of these norms, a simple scaled version of the usual trace and extension
theorem for Hs -functions reads as follows:
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(i) Let T denote the trace operator from H 1(Ω) to H 1/2(Γ ). Then for any u ∈ H 1(Ω) and any
ε ∈ (0,1) we have
‖T u‖Γ0 +
√
ε‖T u‖Γ1/2  C‖u‖Ω1,ε (3.5)
with C independent of u and ε.
(ii) For any fixed ε ∈ (0,1] there exist operators
E1 ∈ L
(
H 1/2(Γ ),H 1(Ω)
)
, E2 ∈ L
(
H 1/2(Γ ),H 2(Ω)
)
such that E1u|Γ = u and E2u|Γ = 0, ∂yE2u|Γ = u, and
‖E1u‖Ω1,ε, ε‖E2u‖Ω2,ε,‖∂yE2u‖Ω1,ε  C
(‖u‖Γ0 + √ε‖u‖Γ1/2) (3.6)
for all u ∈ H 1/2(Γ ) with C independent of u and ε.
Proof. (i) It is sufficient to show the assertion for smooth functions u. Write u in terms of its
Fourier series according to (3.3). Let f be any (complex) C1-function on [0,1] and choose
ξ ∈ [0,1] with |f (y)| |f (ξ)| for all y ∈ [0,1]. Then
∣∣f (1)∣∣2 = 1∫
ξ
(
f (y)f¯ (y)
)′
dy + ∣∣f (ξ)∣∣2  2‖f ‖L2(0,1)‖f ′‖L2(0,1) + ‖f ‖2L2(0,1),
and consequently for any δ  0
(1 + δ)∣∣f (1)∣∣2  3((1 + δ2)‖f ‖2
L2(0,1) + ‖f ′‖2L2(0,1)
)
.
Setting now f = un, δ = εn and summing over n ∈ Zm, we obtain the estimate (3.5) in view
of (3.2), (3.4).
(ii) Defining the extension operators E1, E2 by
(E1u)(x, y) :=
∑
n∈Zm
une
ε|n|(y−1)e2πin·x, (x, y) ∈ Ω,
and
(E2u)(x, y) :=
∑
n∈Zm
(y − 1)uneε|n|(y−1)e2πin·x,
where un, n ∈ Zm, are the coefficients of the Fourier series of any u ∈ H 1/2(Γ ), it is easy to
check that E1, E2 satisfy the estimates (3.6). 
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Γ
uφ dΓ
∣∣∣∣ C‖u‖Γδ ‖φ‖Γ−δ  Cε−δ‖u‖Ω1,ε‖φ‖Γ−δ (3.7)
holding for δ ∈ [0,1/2], u ∈ H 1(Ω), φ ∈ L2(Γ ). For coefficients
a = (a1, . . . , am+1) ∈ C2
(
Ω,Rm+1
)
such that
‖a‖C2 M, am+1(x, y) λ for all (x, y) ∈ Ω (3.8)
with given positive constants M , λ and
∂i
(
a−1m+1
)+ ∂m+1(ai/am+1) = 0, i = 1, . . . ,m, (3.9)
we define differential operators Di by
Di := Di,ε,a :=
{
ε(∂i + ai∂m+1) for i = 1, . . . ,m,
am+1∂m+1 for i = m+ 1. (3.10)
The demand (3.9) expresses the fact that in our application the operators Di are transformed
versions of operators with constant coefficients. As a consequence, we get from integration by
parts ∫
Ω
a−1m+1Diwv dx = −
∫
Ω
a−1m+1wDiv dx +
∫
Γ
ai,ε
am+1
vw dΓ −
∫
Γ0
ai,ε
am+1
vw dΓ0, (3.11)
where
ai,ε :=
{
εai for i = 1, . . . ,m,
am+1 for i = m+ 1.
Moreover, to economize our notation we write
∂i,ε :=
{
ε∂i for i = 1, . . . ,m,
∂m+1 for i = m+ 1, ∇ε := (∂1,ε, . . . , ∂m+1,ε)
. (3.12)
For later use we note the commutator
[Di, ∂l] = −∂lai,ε∂m+1. (3.13)
We will need two versions of Poincaré’s inequality under different conditions, namely,
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‖u‖0  Cε−1‖∇εu‖0 for u ∈ H 1(Ω),
∫
Ω
udx = 0. (3.15)
The second one is standard while the first one follows from the fact that due to the boundary
condition, u can be recovered from ∂yu by integration in the unscaled direction only.
The different behavior of the constants in (3.14) and (3.15) for ε ↓ 0 suggests a corresponding
difference in the a priori estimates for the generalized Laplacian DiDi . This is verified in the
next lemmas.
Lemma 3.2 (H 1-a priori estimates for DiDi ). There are constants ε0 > 0 and C > 0 de-
pending only on M and λ such that for all ε ∈ (0, ε0), u ∈ H 2(Ω), f ∈ L2(Ω), fi ∈ H 1(Ω),
i = 1, . . . ,m+ 1, with
−DiDiu = f + ∂i,εfi in Ω,
−ai,εDiu = fm+1 on Γ
}
and (i) (mixed boundary conditions)
u = 0 on Γ0
or (ii) (Neumann boundary conditions)
−ai,εDiu = fm+1 on Γ0,
∫
Ω
udx = 0,
we have
‖u‖Ω1,ε  C
(
‖f ‖Ω0 +
m+1∑
i=1
‖fi‖Ω0
)
in case (i) or
ε‖u‖Ω0 + ‖∇εu‖Ω0  C
(
ε−1‖f ‖Ω0 +
m∑
i=1
‖fi‖Ω0 + ε−1‖fm+1‖Ω0
)
in case (ii).
Proof. Applying (3.11), integration by parts, and the boundary conditions we get
I :=
∫
a−1m+1DiuDiudx =
∫
a−1m+1(f u− fi∂i,εu) dx −
∫
∂i,ε
(
a−1m+1
)
fiudx,Ω Ω Ω
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I  C
(
‖f ‖0 +
m+1∑
i=1
‖fi‖0
)
‖u‖1,ε (3.16)
in case (i), and
I  C
(
ε−1‖f ‖0 +
m∑
i=1
‖fi‖0 + ε−1‖fm+1‖0
)(
ε‖u‖0 + ‖∇εu‖0
) (3.17)
in case (ii). Furthermore, straightforward calculation yields
DiuDiu c∂i,εu∂i,εu−Cε2(∂m+1u)2  c∂i,εu∂i,εu
with c = c(λ,M) > 0 and ε sufficiently small. By (3.14) and (3.15), respectively, we get from
this ∫
Ω
a−1m+1DiuDiudx  c
∫
Ω
DiuDiudx  c‖∇εu‖20  c‖u‖21,ε
 c
{‖u‖21,ε in case (i),
(ε‖u‖0 + ‖∇εu‖0)2 in case (ii).
Together with (3.16), (3.17) this implies the result. 
Lemma 3.3 (H 2-a priori estimate for DiDi ). There are constants ε0 > 0 and C > 0 depending
only on M and λ such that if ε ∈ (0, ε0), u ∈ H 2(Ω),
−DiDiu = f in Ω,
−ai,εDiu = 0 on Γ
}
(3.18)
and (i) (mixed boundary conditions)
u = 0 on Γ0
or (ii) (Neumann boundary conditions)
−ai,εDiu = 0 on Γ0,
∫
Ω
udx = 0,
we have
‖u‖Ω1,ε +
m+1∑
‖∂i,εu‖Ω1,ε  C‖f ‖Ω0
i=1
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ε‖u‖Ω0 +
m+1∑
i=1
‖∂i,εu‖Ω1,ε  Cε−1‖f ‖Ω0
in case (i) or (ii), respectively.
Proof. The estimates for ‖u‖0 and ‖∂i,εu‖0 are immediate from Lemma 3.2. It remains to esti-
mate the second derivatives. For j = 1, . . . ,m we apply ∂j,ε to (3.18) to obtain (using (3.13))
−DiDi∂j,εu = ∂j,εf − ε
([Di, ∂j ]u+Di[Di, ∂j ]u)
= ∂j,εf + ε
(
∂j ai,ε∂m+1Diu
+
m∑
i=1
ε∂i(∂j ai,ε∂m+1u)+ ai,ε∂m+1(∂j ai,ε∂m+1u)
)
= f˜ + ∂i,εf˜i in Ω,
−ai,εDi∂j,εu = −ε[ai,εDi, ∂j,ε]u = f˜m+1 on Γ,
⎫⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎬⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎭
where
f˜ := ε(−∂j,m+1ai,εDiu− ∂m+1ai,ε∂j ai,ε∂m+1u),
f˜i := ε∂j ai,ε∂m+1u+ δij f, i = 1, . . . ,m,
f˜m+1 := ε(∂j ai,εDiu+ ai,ε∂j ai,ε∂m+1u).
Furthermore,
∫
Ω
∂j,εudx = 0, in case (i)
∂j,εu = 0 on Γ0,
and in case (ii)
−ai,εDi∂j,εu = f˜m+1 on Γ0.
By Lemma 3.2, we get in case (i)
‖∂j,εu‖1,ε  C
(
‖f˜ ‖0 +
m+1∑
i=1
‖f˜i‖0
)
 C
(‖f ‖0 + ε‖u‖1,ε) C‖f ‖0
and in case (ii)
‖∇ε∂j,εu‖0  C
(
ε−1‖f˜ ‖0 +
m∑
i=0
‖f˜i‖0 + ε−1‖f˜m+1‖0
)
 C
(‖f ‖0 + ‖∇εu‖0) Cε−1‖f ‖0.
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Finally, we write (3.18)1 in the form
∂2m+1u =
(
a2m+1 + ε2
m∑
i=1
a2i
)−1
×
(
−f − ε2
m∑
i=1
(
∂2i u+ ∂i(ai∂m+1u)+ ai∂i,m+1u
)− ai,ε∂m+1ai,ε∂m+1u)
and estimate from this and the previous results
∥∥∂2m+1u∥∥0  C
(
‖f ‖0 + ‖u‖1,ε +
m∑
j=1
‖∂j,εu‖1,ε
)
.
The assertions follow now from the previous estimates. 
The natural basic space for the velocity fields in our problem is
V := {v ∈ H 1(Ω,Rm+1) ∣∣ v|Tm×{0} = 0}.
For such velocity fields we have the following scaled version of Korn’s inequality:
Proposition 3.4. Let M,λ > 0 be given. There are positive constants C = C(M,λ), ε0 =
ε0(M,λ) such that
‖u‖Ω1,ε2  C
m+1∑
i,j=1
‖Diuj +Djui‖Ω0 2 (3.19)
for ε ∈ (0, ε0) and u ∈ V .
Proof. In a first step we consider the special case
a1 = · · · = am ≡ 0, am+1 ≡ 1,
i.e. Di = ∂i,ε in the above notation. This is done by coupling Korn’s inequality in the strip
ΩL := Rm × (0,1) =
{
(x, y)
∣∣ x ∈ Rm, y ∈ (0,1)}
with an obvious extension and cut-off technique to handle the periodic case. Then, in a second
step, the general case follows by a simple perturbation argument based on the special struc-
ture (3.10) of the differential operators.
Step 1: Let
VL :=
{
u ∈ H 1(ΩL,Rm+1) ∣∣ u|Rm×{0} = 0}.
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m+1∑
i,j=1
‖∂iuj‖2L2(ΩL)  C0
m+1∑
i,j=1
‖∂iuj + ∂jui‖2L2(ΩL) for u ∈ VL. (3.20)
By ε-scaling w.r.t. the first m variables, this clearly implies
m+1∑
i,j=1
‖∂i,εuj‖2L2(ΩL)  C0
m+1∑
i,j=1
‖∂i,εuj + ∂j,εui‖2L2(ΩL) for u ∈ VL, ε > 0. (3.21)
Now let u ∈ V with components considered as 1-periodic functions w.r.t. the first m arguments x.
Moreover, let η ∈ C1(R) be a cut-off function such that η ≡ 1 on (−∞,0] and η ≡ 0 on [1,∞)
and define for n ∈ N
u(n)(x, y) := u(x, y)η(|x1| − n) · · · · · η(|xm| − n),
Ωn :=
{
(x, y) ∈ ΩL
∣∣ |xi | < n, i = 1, . . . ,m}.
Then u(n) ∈ VL, suppu(n) ⊂ Ωn+1, and (3.21) applied to u(n) yields
m+1∑
i,j=1
(
(2n)m‖∂i,εuj‖2L2(Ω) +
∥∥∂i,εu(n)j ∥∥2L2(Ωn+1\Ωn))
 C0
m+1∑
i,j=1
(
(2n)m‖∂i,εuj + ∂j,εui‖2L2(Ω) +
∥∥∂i,εu(n)j + ∂j,εu(n)i ∥∥2L2(Ωn+1\Ωn)).
Note that due to the periodicity of u we have∥∥∂i,εu(n)j ∥∥L2(Ωn+1\Ωn)  C‖u‖H 1(Ωn+1\Ωn)  C′nm−1‖u‖2H 1(Ω),
and consequently, after division by (2n)m
m+1∑
i,j=1
‖∂i,εuj‖2L2(Ω)  C0
m+1∑
i,j=1
‖∂i,εuj + ∂j,εui‖2L2(Ω) +Cn−1‖u‖2H 1(Ω).
Thus the assertion (3.19) follows from taking n → ∞ together with Poincaré’s inequality.
Step 2: First observe that for any b ∈ C1(Ω) with ‖b‖C1  B , b  b0 > 0 and any w ∈ H 1(Ω)
with w(x,0) = 0 we have
‖∂yw‖0  C‖b∂yw‖0  C
(∥∥∂y(bw)∥∥0 + ‖∂ybw‖)
 C
(∥∥∂y(bw)∥∥0 + ‖w‖0)
 C
(∥∥∂y(bw)∥∥0 + ‖bw‖0) C∥∥∂y(bw)∥∥0, (3.22)
where Poincaré’s inequality has been used in the last step and C = C(B,b0).
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‖∂i,εvj + ∂j,εvi‖20  C
(‖Diuj +Djui‖20 + ε2‖u‖20 + ε2‖∂yu‖20) (3.23)
for i, j = 1, . . . ,m + 1 with a constant C = C(M,λ). For i, j = 1, . . . ,m this follows simply
from the identity
∂i,εvj + ∂j,εvi = Diuj +Djui − ε(ai∂yuj + aj ∂yui),
for i = 1, . . . ,m and j = m+ 1 (or the other way round) we get (3.23) from
∂i,εvj + ∂j,εvi = a−1m+1(Diuj +Djui)+ ε
(
∂ia
−1
m+1um+1 − a−1m+1ai∂yum+1
)
,
and, finally, for i = j = m+ 1 we use (3.22) with b = am+1, w = vm+1. Further
m+1∑
i,j=1
‖∂i,εuj‖20  C
m+1∑
i,j=1
‖∂i,εvj‖2 +Cε2‖u‖20
by (3.22) with b = a−1m+1, w = um+1. Thus, applying the estimate from the first step to v and
Poincaré’s inequality again we obtain
m+1∑
i,j=1
‖∂i,εuj‖20  C
m+1∑
i,j=1
‖Diuj +Djui‖20 +Cε2
(‖u‖20 + ‖∂yu‖20)
 C
m+1∑
i,j=1
‖Diuj +Djui‖20 +Cε2‖∂yu‖20,
which implies the assertion (3.19) provided ε sufficiently small. 
4. The transformed Stokes system
Fix s0 >m/2 + 1 such that s0 + 1/2 is integer. For M,α > 0 and s  s0 we define
U (s,M,α) := {h ∈ Hs(Tm) ∣∣ ‖h‖s <M and h(x) > α for x ∈ Tm}. (4.1)
We will fix M,α and abbreviate U := U (s0,M,α).
The spaces Hs0+1/2(Ω) and Hs0(Γ ) form Banach algebras, and we have continuous embed-
dings
Hs0+1/2(Ω) ↪→ C1b(Ω), Hs0(Γ ) ↪→ C1(Γ ).
Here and in what follows, Ckb(O) will denote the usual Banach space of all k times continuously
differentiable functions on the open set O whose derivatives up to order k are bounded. We will
use the corresponding estimates without explicit mentioning.
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Ωh :=
{
(x, y)
∣∣ x ∈ Tm, y ∈ (0, h(x))}.
It will be necessary to transform our boundary value problem to a fixed domain for which we
choose Ω . For this we need a corresponding diffeomorphism. The natural choice [(x, y) →
(x,h(x)y)] would produce a loss of “1/2 order of differentiability” in our Sobolev scale. To
avoid this, we use the following construction.
Lemma 4.1 (Extension of h). There is a map
[h → h˜] ∈ L(Hσ (Γ ),Hσ+1/2(Ω)), σ > 0,
with the following properties:
(i) h˜|Γ = h, (∂yh˜)|Γ = 0.
(ii) If h ∈ U then [(x, y) → (x, h˜(x)y)] ∈ Diff(Ω,Ωh).
Proof. There is an extension operator
T ∈ L(Hσ (Tm),Hσ+1/2(Ω))
such that (∂yT h)|Γ = 0. As Hs0+1/2(Ω) ↪→ C1(Ω), there is an η ∈ (0,1) such that
T h(x, y) > 3
4
α,
∣∣∂yT h(x, y)∣∣< α4 as y  η (4.2)
for h ∈ U . Pick now χ ∈ C∞(0,1) with χ ′  0, suppχ ∈ (η,1), and χ ≡ 1 near 1. Define
h˜ := (1 − χ)δh0 + χT h,
where h0 :=
∫
Γ
hdx denotes the average value of h and δ > 0 chosen small enough that
δh0 < T h(x, y) as y  η. (4.3)
It is clear that h˜ satisfies (i).
Fix h ∈ U . For y ∈ (0, η) we have h˜ = δh0, therefore
∂y(h˜y) = h˜ > 0.
For y ∈ [η,1), (4.2), (4.3) imply
∂y(h˜y) = h˜+ (−χ ′δh0 + χ∂yT h+ χ ′T h)y
= (1 − χ)δh0 + χ(T h+ y∂yT h)+ yχ ′(T h− δh0)
 (1 − χ)δh0 + χ α2  λ > 0.
This implies (ii). 
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ai := −y∂i h˜/∂y(h˜y) for i = 1, . . . ,m, am+1 := 1/∂y(h˜y). (4.4)
Note that with this choice, (3.8) is satisfied uniformly for h ∈ U ; this follows by the same ar-
guments used in the proof of Lemma 4.1. Recall the definitions (3.10) and (3.12) of Di = Di,ε,a
and ∂i,ε . Note that
DiDj = DjDi, i, j = 1, . . . ,m+ 1, (4.5)
and
D′i{h1}ϕ = −Di(h˜1y)Dm+1ϕ, i = 1, . . . ,m+ 1, (4.6)
where the prime indicates the Fréchet derivative with respect to h. Moreover, define
g := (∂y(h˜y))2,
ν := h−1(−ε∇h,1),
Tij (u,p) := Diuj +Djui − δijp, i, j = 1, . . . ,m+ 1.
Using the diffeomorphism from Lemma 4.1 we can transform the boundary value problem (2.3)
from the domain Ω(t) = Ωh(t) to the fixed domain Ω . We abuse notation slightly and continue
to use uj for the pull-back of the components of the velocity field. Moreover, for convenience
we rescale the pressure by replacing p by ε−1p.
This results in the transformed Stokes-type system
−DiDiuj +Djp = 0 in Ω,
Diui = 0 in Ω,
Tij (u,p)νi = ε2κενj on Γ,
u = 0 on Γ0,
⎫⎪⎪⎬⎪⎪⎭ (4.7)
which will be investigated in this section. Unless stated otherwise, constants that occur in esti-
mates are independent of ε ∈ (0,1) and of h ∈ U but may depend on U itself.
We start with a preliminary result concerning two estimates for the solution of the transformed
divergence equation. Similarly to the situation for the Laplacian DiDi discussed before, the
problem behaves differently for ε ↓ 0, in dependence on the boundary conditions.
Lemma 4.2 (Divergence equation).
(i) (One-sided boundary condition) There is a C > 0 such that for all G ∈ L2(Ω) there is a
u ∈ H 1(Ω,Rm+1) satisfying
Diui = G in Ω,
u = 0 on Γ ,
}
(4.8)0
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‖u‖1,ε  C‖G‖0. (4.9)
(ii) (Two-sided boundary conditions) There is a C > 0 such that for all G ∈ L2(Ω) with∫
Ω
√
gGdx = 0 (4.10)
there is a u ∈ H 1(Ω,Rm+1) satisfying
Diui = G in Ω,
u = 0 on ∂Ω,
}
(4.11)
and
‖u‖1,ε  Cε−1‖G‖0. (4.12)
Proof. We construct u = (u1, . . . , um+1) by the ansatz
ui =
{
DiΦ +Dm+1Φi, i = 1, . . . ,m,
Dm+1Φ −∑mj=1 DjΦj , i = m+ 1,
where Φ solves the boundary value problem
DiDiΦ = G in Ω,
∂m+1Φ = 0 on Γ0,
Φ = 0 on Γ in case (i),
νiDiΦ = 0 on Γ in case (ii).
⎫⎪⎪⎬⎪⎪⎭ (4.13)
The solvability of this problem in case (ii) in ensured by (4.10). Note that with (4.4), Lemma 3.3
is applicable to (4.13), and we have
‖DjΦ‖1,ε  C
{‖G‖0 in case (i),
ε−1‖G‖0 in case (ii), j = 1, . . . ,m+ 1.
Define
ϕi := DiΦ|∂Ω, i = 1, . . . ,m,
and observe that from Lemma 3.1(i) we get
‖ϕi‖∂Ω0 +
√
ε‖ϕi‖∂Ω1/2  C
{‖G‖0 in case (i),
ε−1‖G‖0 in case (ii).
Now Lemma 3.1(ii) implies the existence of Φi ∈ H 1(Ω) such that
Dm+1Φi = −ϕi, Φi = 0 on ∂Ω
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‖DjΦi‖1,ε  C
{‖G‖0 in case (i),
ε−1‖G‖0 in case (ii), j = 1, . . . ,m+ 1.
With that choice of Φ and Φi , we find that u satisfies (4.8) and (4.9) in case (i) and (4.11)
and (4.12) in case (ii), respectively. 
Next we prove a regularity result for a Stokes-type system generalizing (4.7).
Lemma 4.3 (Sobolev regularity for the scaled Stokes system). Let ε ∈ (0,1),
F ∈ Hs0−3/2(Ω,R(m+1)×(m+1)), G ∈ Hs0−3/2(Ω),
H ∈ Hs0−3/2(Ω,Rm+1), E ∈ Hs0−3/2(Γ,Rm+1).
Let (u,p) be the solution of the transformed Stokes system
DiTij (u,p) = ∂i,εFij +Hj in Ω,
Diui = G in Ω,
Tij (u,p)νi = Ej − Fm+1,j on Γ,
u = 0 on Γ0.
(4.14)
Then
‖u‖Ωt,ε + ‖p‖Ωt−1  C
(‖F‖Ωt−1 + ‖G‖Ωt−1 + ‖H‖Ωt−1 + ε−δ‖E‖Γt−1−δ)
for t ∈ [1, s0 − 1/2], δ ∈ [0,1/2].
Proof. It is sufficient to prove the result for integer t ; the general case follows by interpolation.
This will be done by induction over t .
Assume t = 1. Defining for u,v ∈ H 1(Ω,Rm+1) with u|Γ0 = v|Γ0 = 0
a(u, v) := 1
2
∫
Ω
(Diuj +Djui)(Divj +Djvi)√g dx
and using a transformed version of the Green identity for the Stokes operator, namely,
a(u, v)+
∫
Ω
(
Di
(
Tij (u,p)
)
vj − pDivi
)√
g dx =
∫
Γ
Tij (u,p)νivj
√
g dΓ, (4.15)
we get
a(u, v)−
∫
Ω
√
gpDivi dx = f (v) (4.16)
with
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∫
Ω
√
g(∂i,εFij +Hj)vj dx +
∫
Γ
√
g(Ej − Fm+1,j )vj dΓ
=
∫
Ω
(−Fij ∂i,ε(√gvj )+ √gHjvj )dx + ∫
Γ
√
gEjvj dΓ.
We obviously have f ∈ (H 1(Ω,Rm+1))′ with (cf. (3.7))∣∣f (v)∣∣ C(‖F‖0 + ‖H‖0 + ε−δ‖E‖Γ−δ)‖v‖1,ε. (4.17)
According to Lemma 4.2(i) there is a uG such that Di(uG)i = G, uG|Γ0 = 0 and
‖uG‖1,ε  C‖G‖0. (4.18)
Setting u = u˜+ uG we get Diu˜i = 0 and therefore from (4.16)
a(u˜, u˜) = f (u˜)− a(uG, u˜).
Consequently, we obtain from Korn’s inequality (3.19) and (4.17)
‖u˜‖1,ε  C
(‖F‖0 + ‖H‖0 + ε−δ‖E‖Γ−δ + ‖uG‖1,ε),
and thus with (4.18)
‖u‖1,ε  C
(‖F‖0 + ‖H‖0 + ε−δ‖E‖Γ−δ + ‖G‖0). (4.19)
To estimate p we apply Lemma 4.2(i) to find a v ∈ H 1(Ω,Rm+1) such that Divi = p,
v|Γ0 = 0, and
‖v‖1,ε  C‖p‖0. (4.20)
Then
(‖p‖0)2  C ∫
Ω
√
gpDivi dx = a(u, v)− f (v). (4.21)
Consequently, using (4.17), we get(‖p‖0)2  C(‖u‖1,ε + ‖F‖0 + ‖H‖0 + ε−δ‖E‖Γ−δ)‖v‖1,ε
and further by (4.19), (4.20)
‖p‖0  C
(‖F‖0 + ‖H‖0 + ε−δ‖E‖Γ−δ + ‖G‖0).
This completes the proof for t = 1.
M. Günther, G. Prokert / J. Differential Equations 245 (2008) 2802–2845 2823Assume now that the result holds for some integer t = k ∈ [1, s0 −3/2]. Differentiating (4.14)
with respect to horizontal directions and using the fact that νi = ai,ε at Γ and (3.13) yields
DiTij (∂lu, ∂lp) = ∂l∂i,εFij + ∂lHj + [Di, ∂l]Tij (u,p)+Di[Tij , ∂l](u,p)
= ∂i,εF˜ (l)ij + H˜ (l)j in Ω,
Di∂lui = ∂lG+ [Di, ∂l]ui =: G˜(l) in Ω,
Tij (∂lu, ∂lp)νi = ∂lEj − ∂lFm+1,j + [Tkj , ∂l](u,p)νi − Tkj (u,p)∂lνi
= ∂lEj − F˜ (l)m+1,j on Γ,
∂lu = 0 on Γ0,
where
F˜
(l)
ij := ∂lFij + [Tij , ∂l](u,p), i = 1, . . . ,m,
F˜
(l)
m+1,j := ∂lFm+1,j − ar,ε[Trj , ∂l](u,p)+ ∂lar,εTrj (u,p),
H˜
(l)
j := ∂lHj + ∂l,m+1ar,εTrj (u,p)− ∂m+1ar,ε[Trj , ∂l](u,p).
Application of the induction assumption to this system yields
‖∂lu‖k,ε + ‖∂lp‖k−1
 C
(‖F˜‖k−1 + ‖G˜‖k−1 + ‖H˜‖k−1 + ε−δ‖∂lE‖Γk−1−δ)
 C
(‖F‖k + ‖G‖k + ‖H‖k + ε−δ‖E‖Γk−δ + ‖u‖k,ε + ‖p‖k−1)
 C
(‖F‖k + ‖G‖k + ‖H‖k + ε−δ‖E‖Γk−δ), (4.22)
where the induction assumption for the original system has been used in the last step.
To estimate derivatives in the vertical direction we write the transformed Stokes equations in
the form
−(ai,εai,ε)∂2m+1uj + aj,ε∂m+1p
= ∂i,εFij +Hj +DjG− (1 − δj,m+1)ε∂jp
+
m∑
i=1
(
ε∂iDi + ε2ai∂i∂m+1
)
uj + am+1∂m+1am+1∂m+1uj =: Rj , (4.23)
j = 1, . . . ,m+ 1. By differentiation of the divergence equation with respect to y we obtain
ai,ε∂
2
m+1ui = ∂m+1G+ [Di, ∂m+1]ui −
m∑
i=1
∂i∂m+1ui =: Rm+2. (4.24)
Using the induction assumption and (4.22) we get for j = 1, . . . ,m+ 2:
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(
‖F‖k + ‖G‖k + ‖H‖k + ‖u‖k,ε +
m∑
l=1
(‖∂lu‖kε + ‖∂lp‖k−1))
 C
(‖F‖k + ‖G‖k + ‖H‖k + ‖e‖Γk ). (4.25)
Observe that (4.23), (4.24) form a linear system in ∂2m+1uj and ∂m+1p. Its coefficient matrix has
determinant (−∑m+1i=1 |ai,ε|2)m+1 which is bounded away from zero uniformly with respect to
ε ∈ (0,1) and h ∈ U . Inverting this system and taking Hk−1-norms we conclude from (4.25)∥∥∂2m+1u∥∥k−1 + ‖∂m+1p‖k−1  C(‖F‖k + ‖G‖k + ‖H‖k + ‖e‖Γk ).
Together with (4.22), this implies the statement of the lemma for t = k + 1. 
Remark 4.4. It is clear that the estimate is not optimal with respect to H , this is due to the fact
that we avoid to work with norms with negative index. For our purposes, however, the given
estimate will be sufficient.
We will consider now the solution (u,p) of the transformed Stokes system
−DiTij (u,p) = 0 in Ω,
Diui = 0 in Ω,
Tij (u,p)νj = Ej on Γ,
u = 0 on Γ0
⎫⎪⎪⎬⎪⎪⎭ (4.26)
as functions
(u,p) = (u(ε,h),p(ε,h))E
of h ∈ U , ε ∈ (0,1), E ∈ Hs0−3/2(Γ,Rm+1). The dependence on h is smooth as (4.26) forms
a regular elliptic system for h ∈ U and the dependence of all occurring operators on h is smooth.
The following technical Lemma 4.5 provides more precise estimates for the kth order Fréchet
derivatives. Formally, these estimates closely resemble the usual ones for pointwise products in
Sobolev spaces, where one factor can be estimated in a low norm while the others are estimated
in sufficiently high norms. Observe that we give two versions of estimates which differ in the
choice of the factor to be estimated in the lower norm. Additionally, there is freedom in the
choice of the low norm, compensated by a power of ε.
Lemma 4.5 (Estimates for Fréchet derivatives). Let u = u(ε,h)E be the solution of (4.26) and
let u(k)(ε, h){h1, . . . , hk}E denote its kth order Fréchet derivative with respect to h. There is a
constant C = C(U , k) such that
∥∥u(k)(ε, h){h1, . . . , hk}E∥∥Ω1,ε  C‖h1‖Γs0 · · · ‖hk‖Γs0ε−δ‖E‖Γ−δ,∥∥u(k)(ε, h){h1, . . . , hk}E∥∥Ω1,ε  C‖h1‖Γ1/2‖h2‖Γs0 · · · ‖hk‖Γs0‖E‖Γs0−3/2,
δ ∈ [0,1/2].
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∥∥u(k)(ε, h){h1, . . . , hk}E∥∥t,ε + ∥∥p(k)(ε, h){h1, . . . , hk}E∥∥t−1
 C‖h1‖Γs0 · · · ‖hk‖Γs0ε−δ‖E‖Γt−1−δ, t ∈ [1, s0 − 1/2], δ ∈ [0,1/2], (4.27)∥∥u(k)(ε, h){h1, . . . , hk}E∥∥t,ε + ∥∥p(k)(ε, h){h1, . . . , hk}E∥∥t−1
 C‖h1‖Γt−1/2‖h2‖Γs0 · · · ‖hk‖Γs0‖E‖Γs0−3/2, t ∈ [1, s0 − 3/2], (4.28)
by induction over k. This is done simply by taking Fréchet derivatives, bringing lower order
terms to the right-hand side and applying our regularity results from Lemma 4.3 together with
the induction assumption. However, some careful bookkeeping is necessary here to deal with the
various cases.
For k = 0, the result is given in Lemma 4.3. Assume now that (4.27), (4.28) are true for
0 k  l − 1. Fréchet differentiation of (4.26) leads to
−DiTij
(
u(l),p(l)
) = ∑D(λ)i T (μ)ij (u(σ),p(σ)) in Ω,
Diu
(l)
i = −
∑
D
(λ)
i u
(σ )
i in Ω,
Tij
(
u(l),p(l)
)
νj = −
∑
T
(μ)
ij
(
u(σ),p(σ)
)
ν
(λ)
i on Γ,
u(l) = 0 on Γ0.
⎫⎪⎪⎪⎪⎪⎬⎪⎪⎪⎪⎪⎭
The sums are to be taken over all partitions l = λ+μ+σ with σ < l and all permutations π ∈ Sl .
In the second sum, we demand μ = 0. Here and in the sequel, we suppress the arguments of the
Fréchet derivatives, for example,
D
(λ)
i T
(μ)
ij
(
u(σ),p(σ)
)= D(λ)i {hπ(1), . . . , hπ(λ)}T (μ)ij {hπ(λ+1), . . . , hπ(λ+μ)}
× (u(σ){hπ(λ+μ+1), . . . , hπ(l)},p(σ){hπ(λ+μ+1), . . . , hπ(l)}).
Note that D(λ)i = a(λ)i,ε ∂m+1 for λ > 0 and ν(λ)i = a(λ)i,ε on Γ .
1. We start by showing (4.27) for k = l. Fix λ, μ, σ , and π and define
F
λ,μ,σ
ij :=
{
T
(μ)
ij (u
(σ),p(σ)), λ = 0,
0, λ > 0,
i = 1, . . . ,m,
F
λ,μ,σ
m+1,j := a(λ)r,ε T (μ)ij
(
u(σ),p(σ)
)
,
H
λ,μ,σ
j := −∂m+1a(λ)r,ε T (μ)ij
(
u(σ),p(σ)
)
,
Gλ,μ,σ :=
{
−D(λ)i u(σ )i , μ = 0,
0, μ > 0,
Ê
λ,μ,σ := 0.j
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−DiTij
(
u(l),p(l)
) = ∑ ∂i,εF λ,μ,σij +Hλ,μ,σj in Ω,
Diu
(l)
i =
∑
Gλ,μ,σ in Ω,
Tij
(
u(l),p(l)
)
νj = −
∑
F
λ,μ,σ
m+1,j + Êλ,μ,σj on Γ,
u(l) = 0 on Γ0,
⎫⎪⎪⎪⎪⎪⎬⎪⎪⎪⎪⎪⎭
(4.29)
and, using standard product estimates in Sobolev spaces and the induction assumption,∥∥Fλ,μ,σ∥∥
t−1 +
∥∥Gλ,μ,σ∥∥
t−1 +
∥∥Hλ,μ,σ∥∥
t−1
 C‖hπ(1)‖Γs0 · · · ‖hπ(λ+μ)‖Γs0
(∥∥u(σ)∥∥
t,ε
+ ∥∥p(σ)∥∥
t−1
)
 C‖h1‖Γs0 · · · ‖hl‖Γs0ε−δ‖E‖Γt−1−δ.
The estimate (4.27) for k = l follows now from Lemma 4.3.
2. We show (4.28) for k = l.
2.1. Assume 1 ∈ π({1, . . . , l}). Define
F
λ,μ,σ
ij := 0,
H
λ,μ,σ
j := D(λ)i T (μ)ij
(
u(σ),p(σ)
)
,
Gλ,μ,σ :=
{
−D(λ)i u(σ )i , μ = 0,
0, μ > 0,
Ê
λ,μ,σ
j := Êλ,μ,σj,1 + Êλ,μ,σj,2 ,
Ê
λ,μ,σ
j,1 :=
m∑
r=1
T
(μ)
rj
(
u(σ),p(σ)
)
ν(λ)r = ε
m∑
r=1
a(λ)r T
(μ)
rj
(
u(σ),p(σ)
)
,
Ê
λ,μ,σ
j,2 := T (μ)m+1,j
(
u(σ),p(σ)
)
ν
(λ)
m+1 =
(
h−1
)(λ)
T
(μ)
m+1,j
(
u(σ),p(σ)
)
.
Then (4.29) is satisfied again. Here we estimate, using the induction assumption (4.27),
ε−1/2
∥∥Êλ,μ,σj,1 ∥∥Γt−3/2  Cε1/2‖h1‖Γt−1/2 ∏
r=1,...,λ
π(r)=1
‖hπ(r)‖Γs0
(∥∥u(σ)∥∥
s0−3/2,ε +
∥∥p(σ)∥∥
s0−5/2
)
 C‖h1‖Γt−1/2‖h2‖Γs0 · · · ‖hk‖Γs0‖E‖s0−3/2,∥∥Êλ,μ,σj,2 ∥∥Γt−1  C‖h1‖Γt−1 ∏
r=1,...,λ
π(r)=1
‖hπ(r)‖Γs0
(∥∥u(σ)∥∥
s0−1,ε +
∥∥p(σ)∥∥
s0−2
)
 C‖h1‖Γt−1/2‖h2‖Γs0 · · · ‖hk‖Γs0‖E‖s0−3/2,
and
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t−1 +
∥∥Hλ,μ,σ∥∥
t−1
 C‖h1‖Γt−1/2
∏
r=1,...,λ
π(r)=1
‖hπ(r)‖Γs0
(∥∥u(σ)∥∥
s0−1/2,ε +
∥∥p(σ)∥∥
s0−3/2
)
 C‖h1‖Γt−1/2‖h2‖Γs0 · · · ‖hk‖Γs0‖E‖s0−3/2.
2.2. Assume 1 ∈ π({λ+ 1, . . . , λ+μ}). We proceed as in 1 and estimate
∥∥Fλ,μ,σ∥∥
t−1 +
∥∥Gλ,μ,σ∥∥
t−1 +
∥∥Hλ,μ,σ∥∥
t−1
 C‖h1‖Γt+1/2
∏
r=1,...,λ+μ
π(r)=1
‖hπ(r)‖Γs0
(∥∥u(σ)∥∥
s0−3/2,ε +
∥∥p(σ)∥∥
s0−5/2
)
 C‖h1‖Γt−1/2‖h2‖Γs0 · · · ‖hk‖Γs0‖E‖s0−3/2.
2.3. Assume 1 ∈ π({λ+ μ + 1, . . . , l}). We proceed as in 1 and estimate, using the induction
assumption (4.28),
∥∥Fλ,μ,σ∥∥
t−1 +
∥∥Gλ,μ,σ∥∥
t−1 +
∥∥Hλ,μ,σ∥∥
t−1
 C‖hπ(1)‖Γs0 · · · ‖hπ(λ+μ)‖Γs0
(∥∥u(σ)∥∥
t,ε
+ ∥∥p(σ)∥∥
t−1
)
 C‖h1‖Γt−1/2‖h2‖Γs0 · · · ‖hk‖Γs0‖E‖s0−3/2.
In all three cases, (4.28) for k = l follows from applying Lemma 4.3 to (4.29). 
Next, we give a preliminary result about the behavior of the mapping (ε,h) → u(ε,h)E as
ε ↓ 0. In these considerations we specialize the right-hand side of (4.26) to
E := f ν, f ∈ Hs0−3/2(Γ ), (4.30)
which is sensible in view of (4.7). Note that the estimates here are in weaker norms, i.e. there is
a “loss of smoothness” which compensates for the degeneracy of the operator. Moreover, note
the different behavior of the tangential and normal components. Series expansions in powers of ε
are postponed to Section 5.
Lemma 4.6. Let 2 s  s0 − 3/2, u = u(ε,h)[f ν], p = p(ε,h)[f ν] and set p[0](x, y) := f (x)
for (x, y) ∈ Ω . Then we have∥∥p − p[0]∥∥
s
,‖u‖Ωs−1,‖u‖Γs−1  Cε‖f ‖Γs , (4.31)
and moreover
‖um+1‖Ωs−2,‖um+1‖Γs−2  Cε2‖f ‖Γs . (4.32)
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Fij ≡ 0, Gi ≡ 0, E ≡ 0 and Hj = ε∂jf for i = 1, . . . ,m, Hm+1 = 0. Hence Lemma 4.3 gives
‖p˜‖Ωs−1 + ‖u˜‖s,ε  C‖H‖Ωs−1  Cε‖f ‖Γs .
Together with the scaled trace inequality this implies (4.31). Using the divergence relation
Diui = 0 and u|Γ0 = 0, we find
‖um+1‖Ωs−2,‖um+1‖Γs−2  C‖Dm+1um+1‖Ωs−2  C
m∑
i=1
‖Diui‖Ωs−2  Cε‖u‖Ωs−1,
hence (4.32) follows from (4.31). 
The next lemma provides a similar result for the first derivative with respect to h. From now
on, we will assume s0 >m/2 + 8.
Lemma 4.7. Setting
v(ε,h){h1}f := u′(ε,h){h1}[f ν] + u(ε,h)
[
T (u,p)ν′{h1}
]
,
we have the estimate ∥∥v(ε,h){h1}f ∥∥Γ1/2  Cε‖h1‖Γ1/2‖f ‖Γs0, (4.33)
and moreover for the (m+ 1)th component of v
∥∥vm+1(ε,h){h1}f ∥∥Γ1/2  Cε2‖h1‖Γ3/2‖f ‖Γs0 . (4.34)
Proof. First we verify that
v(ε,h){h1}f = h1Dm+1u+ u(ε,h)
[
h1Dm+1T (u,p)ν
]
. (4.35)
To see this we differentiate the Stokes system (4.26) as in the proof of Lemma 4.5 with respect
to h to obtain
DiTij (u
′,p′)+D′iTij (u,p)+DiT ′ij (u,p) = 0 in Ω,
Diu
′
i +D′iui = 0 in Ω,
Tij (u
′,p′)νi + T ′ij (u,p)νi + Tij (u,p)ν′i = 0 on Γ,
u′ = 0 on Γ0.
Recalling (4.5), (4.6) and using that Diui = 0 and DiTij (u,p) = 0 we find easily
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D′iTij (u,p) = −Di
(
h˜1yDm+1Tij (u,p)
)
,
T ′ij (u,p) = −
1
2
(
Dj(h˜1y)Dm+1ui +Di(h˜1y)Dm+1uj
)
,
and therefore
D′iTij (u,p)+DiT ′ij (u,p) = −DiTij (h˜1yDm+1u, h˜1yDm+1p).
Thus (w,q) given by
w := u′(ε,h){h1}[f ν] + u(ε,h)
[
T (u,p)ν′{h1}
]− h˜1yDm+1u,
q := p′(ε,h){h1}[f ν] + p(ε,h)
[
T (u,p)ν′{h1}
]− h˜1yDm+1p
satisfies the system
DiTij (w,q) = 0 in Ω,
Diwi = 0 in Ω,
Tij (w,q)νi = −h1Dm+1Tij (u,p)νi on Γ,
w = 0 on Γ0.
Consequently, we have
w = −u(ε,h)[h1Dm+1T (u,p)ν],
which gives (4.35).
Now, to prove (4.33), (4.34) we use the estimates
‖ui‖C4b (Ω)  C‖ui‖
Ω
s0−7/2 
{
Cε‖f ‖s0, i = 1, . . . ,m,
Cε2‖f ‖s0, i = m+ 1, (4.36)
which follow from (4.31), (4.32), and s0 >m/2 + 8. Moreover, we will apply
‖∂yp‖C2b (Ω)  C‖DiDium+1‖C2b (Ω)  C‖um+1‖C4b (Ω)  Cε
2‖f ‖s0 . (4.37)
Using these estimates we get
‖h1Dm+1ui‖Γ1/2  C‖h1‖1/2‖ui‖C2b (Ω) 
{
Cε‖h1‖1/2‖f ‖s0, i = 1, . . . ,m,
Cε2‖h1‖1/2‖f ‖s0, i = m+ 1. (4.38)
In the same manner we obtain for s = 1/2 and s = 3/2∥∥h1Dm+1(T (u,p))ν∥∥Γs  C(‖u‖C4b (Ω) + ‖∂yp‖C2b (Ω))‖h1‖s  Cε‖h1‖s‖f ‖s0,
hence by the scaled trace inequality (3.5) and Lemma 4.3
‖w‖Γs  C‖w‖Ω  Cε‖h1‖s‖f ‖s . (4.39)s+1,ε 0
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‖wm+1‖Γ1/2  C‖∂ywm+1‖Ω1/2  Cε‖w‖Ω5/2,ε  Cε2‖h1‖3/2‖f ‖s0 . (4.40)
In view of (4.35), the estimates (4.38)–(4.40) imply (4.33), (4.34) and the proof is complete. 
Remark 4.8. As a by-product of the preceding proof we notice the following relation for the first
derivative of u with respect to h:
u′(ε,h){h1}E = −h1Dm+1u− u(ε,h)
[
h1
(
Dm+1T (u,p)
)
ν + T (u,p)ν′{h1}
]
.
Formally, this relation can be straightforwardly obtained by “variation of the domain” and taking
into account the additional terms arising from the variation of the corresponding diffeomorphism.
Interpreting u = u(ε,h)E as solution operator to (4.26) we can formulate our moving bound-
ary problem now as a single nonlocal Cauchy problem. For given h ∈ U and f ∈ Hs0−3/2(Γ )
let u = u(ε,h)[f ν], p = p(ε,h)[f ν] be the solution of the Stokes system (4.26) with boundary
data E = f ν and define
F(ε,h)f := ε−2(−ε∇xh,1) · u(ε,h)[f ν] and F (ε,h) := F(ε,h)κ(ε,h)
where
κ(ε,h) := divx
(∇xh/√1 + ε2|∇xh|2 )
denotes the rescaled curvature expression as introduced in Section 2. With this notation, the
evolution equation (2.6) gets the form
h˙ = F (ε,h). (4.41)
Note that F(ε,h)f has zero mean value over Γ , and consequently∫
Γ
h(t) dΓ =
∫
Γ
h(0) dΓ (4.42)
for any solution h = h(t) of (4.41) expressing the conservation of volume of Ωh(t).
5. Approximation by series expansion
We continue the investigation of (4.26), (4.30) and take care also of the different behavior
of the components of the velocity vector u as ε ↓ 0. Thus we decompose u = (v,w) with v =
(u1, . . . , um), w = um+1 and write the transformed Stokes system (4.26), (4.30) accordingly
componentwise in the form
S(ε)(v,w,p) = (0,0,0, εaf, am+1f ),
(v,w) = 0 on Γ0
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S(ε) := S0 + εS1 + ε2S2, S0 :=
⎡⎢⎢⎢⎢⎣
−D2m+1I 0 0
0 −D2m+1 Dm+1
0 Dm+1 0
1
h
Dm+1I 0 0
0 2
h
Dm+1 − 1h
⎤⎥⎥⎥⎥⎦ ,
S1 :=
⎡⎢⎢⎢⎣
0 0 ∇˜
0 0 0
∇˜ 0 0
0 1
h
∇˜ −a
aDm+1 0 0
⎤⎥⎥⎥⎦ , S2 :=
⎡⎢⎢⎢⎣
−∇˜∇˜I 0 0
0 −∇˜∇˜ 0
0 0 0
(a∇˜)I + a∇˜ 0 0
0 (a∇˜) 0
⎤⎥⎥⎥⎦ ,
and ∇˜ := ∇x + a∂m+1. Clearly, the last two components represent the boundary conditions at Γ ;
the trace operator has been suppressed in the notation for the sake of simplicity.
In all further considerations of this section we assume
h ∈ U1 := U (s1,M1, α)
with some sufficiently large s1  s0 specified later on and some fixed M1, α > 0. This set will be
considered as open subset of Hs1(Γ ). If not stated explicitly, constants that occur in estimates
will always depend on U1, i.e. on s1, α, and M1.
First observe that the problem
S0(h)(v,w,p)
 = (R1, . . . ,R5)
is straightforwardly solved by
v(x, y) = h(x)R4(x)h˜(x, y)y +
y∫
0
∂η
(
h˜(x, η)η
) 1∫
η
∂ζ
(
h˜(x, ζ )ζ
)
R1(x, ζ ) dζ dη, (5.1)
w(x,y) =
y∫
0
∂η
(
h˜(x, η)η
)
R3(x, η) dη, (5.2)
p(x, y) = R3(x,1)− h(x)R5(x)+R3(x, y)−
1∫
y
∂η
(
h˜(x, η)η
)
R2(x, η) dη. (5.3)
Further, as h ∈ U1 implies that (x, y) → ∂y(h˜(x, y)y) belongs to Hs1−1/2(Ω), we easily obtain
from these explicit representation formulas
‖v‖Γs + ‖v‖Ωs  C
(‖R1‖s + ‖R4‖Γs ),
‖w‖Γs + ‖w‖Ωs  C‖R3‖s ,
‖p‖Γ + ‖p‖Ω  C(‖R2‖s−1 + ‖R3‖s−1/2 + ‖R5‖Γ ),s−1 s−1 s−1
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spaces
Xs := Hs(Ω,Rm+1)×Hs(Ω,R)×Hs(Γ,Rm+1),
Y s := Hs(Ω,Rm+1)×Hs−1(Ω,R)
with norms defined correspondingly, we have[
h → S0(h)−1
] ∈ C∞b (U1,L (Xs,Y s)). (5.4)
By reinspecting the structure of the operators S1(h), S2(h) we similarly find[
h → S1(h)
]
,
[
h → S2(h)
] ∈ C∞b (U1,L (Y s,Xs−2)) (5.5)
for 2 s  s1 − 1/2.
Lemma 5.1. Let n ∈ N, s  0 be given and assume s1  s + 2n+ 5/2. Then for f ∈ Hs1(Γ ) and
h ∈ U1 there exists an expansion of the form
u(ε,h)E =
n∑
k=0
εku[k](h)f + rn(ε,h)f (5.6)
where [h → u[k](h)] ∈ C∞b (U1,L (Hs1(Γ ),Hs(Ω,Rm+1))) and the remainder term satisfies∥∥rn(ε,h)f ∥∥s  Cεn+1‖f ‖s1 (5.7)
with C = C(U1). In particular, we have u[0] ≡ 0, u[1] = (v[1],0) and u[2] = (v[2],w[2]) with v[1],
w[2] given by
v[1] = 1
2
h2∇xf, w[2] = −12h
2∇xh∇xf − h3 13xf on Γ. (5.8)
Proof. Inserting the expansion (5.6) and its analogue
p(ε,h)E =
n∑
k=0
εkp[k](h)f + qn(ε,h)f (5.9)
for p into the left of the equation
S(ε,h)(u,p) = (0,0,0, εaf, am+1f ), (5.10)
the terms u[k], p[k], k = 0, . . . , n, are determined successively by comparison of coefficients with
respect to equal powers of ε (up to order n). This leads to
S0(h)
(
u[0],p[0]
) = (0,0,0,0, am+1f ),
S0(h)
(
u[1],p[1]
) = (0,0,0, af,0) − S1(h)(u[0],p[0]),
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S0(h)
(
u[k],p[k]
) = −S1(h)(u[k−1],p[k−1]) − S2(h)(u[k−2],p[k−2])
for 2 k  n. Hence, based on (5.4), (5.5) we successively obtain[
h → (u[k],p[k])] ∈ C∞b (U1,L (Hs1− 12 (Γ ),Y s1− 12 −2k)) (5.11)
for k = 0, . . . , n. Now, writing Eq. (5.10) as
S(ε,h)(rn, qn) = εn+1R (5.12)
with the right-hand side given by
R := S1
(
u[n−1],p[n−1]
) + εS2(u[n],p[n]),
we find from (5.5) and (5.11)
‖R‖Xs  C
(∥∥(u[n−1],p[n−1])∥∥
Y s+2 +
∥∥(u[n],p[n])∥∥
Y s+2
)
 C‖f ‖s1−1/2
because of s1  s + 2n+ 5/2. Hence, after applying Lemma 4.3 to (5.12), we get
‖rn‖Γs  C‖rn‖s+1,ε  Cεn+1‖R‖Xs  Cεn+1‖f ‖s1− 12 .
This proves the estimate (5.7). The further statements are consequences of explicit calcula-
tions. 
From Lemma 5.1 we obtain easily
Lemma 5.2. Let k ∈ N and s  0 be given, set s1 = s + τ(k), τ = τ(k) sufficiently large. Then
there exists a mapping [
(ε,h) → Fk(ε,h)
] ∈ C∞b ([0,1)× (U1),H s(Γ ))
such that for all (ε,h) ∈ (0,1)×U1∥∥F (ε,h)−Fk(ε,h)∥∥s  Cεk+1
with C independent of ε and h. 
As the following lemma shows, we can always, starting with a sufficiently smooth solution
of the thin film equation, construct an approximative solution of (4.41) up to remainder terms of
any order O(εk).
Lemma 5.3. Let k ∈ N, s  0 and T > 0 be given, assume s2 = s2(s, k) > s sufficiently large,
define U2 := U (s2,M2, α) and let
h0 ∈ C0
([0, T ],U2)∩C1([0, T ],H s2−4(Γ ))
2834 M. Günther, G. Prokert / J. Differential Equations 245 (2008) 2802–2845be a solution of the thin film equation (2.8). Then there exists
hε,k ∈ C1
([0, T ],H s(Γ )) with hε,k(0) = h0(0)
such that
hε,k(t) > α/2,
∥∥h˙ε,k(t)∥∥s ,∥∥hε,k(t)∥∥s  C, (5.13)∥∥h˙ε,k(t)−F (ε,hε,k(t))∥∥s  Cεk+1 (5.14)
for all t ∈ [0, T ] and ε ∈ (0, ε0) with constants ε0 > 0, C = C(s, k, T ,U1). Furthermore,∫
Γ
hε,k(t) dΓ =
∫
Γ
h0(0) dΓ. (5.15)
Proof. Choose Fk and τ = τ(k) > 0 according to Lemma 5.2, define s2 := s + (k + 1)τ and let
h0 be as presupposed. Then it is sufficient to construct hε,k = hε,k(t) with∥∥h˙ε,k(t)∥∥s ,∥∥hε,k(t)∥∥s+τ  C, ∥∥h˙ε,k(t)−Fk(ε,hε,k(t))∥∥s  Cεk+1
for ε ∈ (0, ε0), t ∈ [0, T ] and ε0 > 0 sufficiently small. Because of the k-times differentiability
of Fk with respect to both variables ε and h this can be done straightforwardly by inserting the
ansatz
hε,k(t) = h0(t)+ εh1(t)+ · · · + εkhk(t)
with
hi(0) = 0,
∥∥hi(t)∥∥s2−iτ ,∥∥h˙i (t)∥∥s2−(i+1)τ  C, i = 1, . . . , k, t ∈ [0, T ], (5.16)
into the evolution equation h˙ε,k = Fk(ε,hε,k) and comparing coefficients with equal powers of ε
up to order k. To determine hl+1 in this way from already known h0, . . . , hl we have to solve
a linear evolution equation of the form
h˙l+1(t) = F ′k
(
0, h0(t)
)
hl+1(t)+Rl(t), hl+1(0) = 0,
where Rl(t) is a finite sum of terms
DiεD
j
hFk
(
0, h0(t)
){
hi1(t), . . . , hij (t)
}
with 1 i + j  l + 1, i1, . . . , ij ∈ {0, . . . , l}. Thus, assuming (5.16) for i = 0, . . . , l, we obtain
from Lemma 5.2 (with s replaced by s2 − (l + 1)τ , s1 = s2 − lτ )∥∥Rl(t)∥∥s2−(l+1)τ  C, t ∈ [0, T ]. (5.17)
Further, in view of (4.31) we find F ′k(0, h0) to be the linear fourth-order differential operator
F ′k(0, h0)h = divx
(
h20h∇x(xh0)
)+ 1 divx(h30∇x(xh)),3
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estimates we obtain that any solution h = h(t) of the inhomogeneous evolution equation
h˙ = F ′k(0, h0)h+ f in [0, T ],
satisfies ∥∥h(t)∥∥
σ
 C
(∥∥h(0)∥∥
σ
+ max
t∈[0,T ]
∥∥f (t)∥∥
σ
)
.
Applying this estimate to hl+1 with σ = s2 − (l + 1)τ and using (5.17) together with τ > 4 we
get (5.16) also for i = l+1. The estimate (5.14) is now a consequence of Lemma 5.2 and Taylor’s
theorem ∥∥∥∥∥Fk(ε,hε,k(t))−
k∑
l=0
εl
l!
dl
dεl
Fk
(
ε,hε,k(t)
)∣∣
ε=0
∥∥∥∥∥
s
 Cεk+1 max
η∈[0,ε]
∥∥∥∥ dk+1dηk+1 Fk(η,hη,k(t))
∥∥∥∥
s
.
Finally, as F (ε,h) has always zero mean value over Γ , we find∫
Γ
h˙ε,k(t) dΓ = O
(
εk+1
)
,
by (5.14), and consequently ∫
Γ
hk(t) dΓ = 0, i = 1, . . . , k, as hi(0) = 0. This completes the
proof. 
6. Energy estimates and proof of the main result
Define U as in Section 4. Again, if not stated otherwise, constants occurring in estimates are
independent of ε ∈ (0,1) and h ∈ U .
From Lemma 4.3 together with the scaled trace inequality we obtain∥∥F(ε,h)f ∥∥
s−1 +
√
ε
∥∥F(ε,h)f ∥∥
s−1/2  Cε
−5/2 min
{‖f ‖Γs−3/2,√ε‖f ‖Γs−1} (6.1)
for 1 s  s0 − 1/2. On the other hand, Lemma 4.6 yields∥∥F(ε,h)f ∥∥
s−2  C‖f ‖s
for 2 s  s0 − 3/2. In particular, this implies the boundedness∥∥F (ε,h)∥∥
s0−4  C (6.2)
independent of ε ∈ [0,1] and h ∈ U . Moreover, the estimate of Fréchet derivatives in Lemma 4.5
together with the scaled trace inequality gives∥∥F (l)(ε, h){h1, . . . , hl}f ∥∥  Cε−3‖h1‖s · · · ‖hl‖s ‖f ‖−1/2 (6.3)1/2 0 0
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Actually, by exploiting the structure of F more precisely, (6.4) can be improved. For l = 1 this
will be done in the following lemma.
Lemma 6.1. There holds ∥∥F ′(ε,h){h1}f ∥∥1/2  C‖h1‖3/2‖f ‖s0 . (6.5)
Proof. By definition of F we have
F ′(ε,h){h1}f = ε−2
(
(−ε∇xh1,0) · u(ε,h)[f ν] + (−ε∇xh,1) · u′(ε,h){h1}[f ν]
+ (−ε∇xh,1) · u(ε,h)
[
ν′{h1}f
])
.
Hence, in view of the estimates (4.31)–(4.34), it is sufficient to check the estimate∥∥(T (u,p)− f )ν′{h1}∥∥1/2  Cε2‖h1‖3/2‖f ‖s0 . (6.6)
As
ν′{h1} = −h1h−1ν − εh−1(∇xh1,0)
and T (u,p)ν = f ν, we have(
T (u,p)− f )ν′{h1} = −εh−1(T (u,p)− f )(∇xh1,0).
As a consequence of (4.31) we obtain∥∥Tij (u,p)− f δij∥∥C1(Γ )  Cε‖f ‖s0,
which implies (6.6). 
To find estimates in higher Sobolev norms we will use the invariance of our problem with
respect to horizontal translations. For this purpose, we first derive a chain rule expressing this
invariance.
For μ ∈ Tm let Sμ ∈ L (L2(Tm)) denote the translation operator given by
Sμu(x) := u(x +μ).
We clearly have
SμF(ε,h)f = F(Sμh, ε)Sμf
and therefore, after differentiation with respect to μ at μ = 0,
∂i
(
F(ε,h)f
)= F ′(ε,h){∂ih}f + F(ε,h)∂if
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this equation yields
∂iF
(k)(ε, h){h1, . . . , hk}f
= F (k+1)(ε, h){h1, . . . , hk, ∂ih}f +
k∑
l=1
F (k)(ε, h){h1, . . . , hl−1, ∂ihl, hl+1 . . . , hk}f
+ F (k)(ε, h){h1, . . . , hk}∂if. (6.7)
For higher order derivatives in horizontal directions, we get under appropriate smoothness as-
sumptions on h and f
∂γ F (ε,h)f =
∑
Cγ1,...,γk+1F
(k)(ε, h)
{
∂γ1h, . . . , ∂γkh
}
∂γk+1f, (6.8)
where the sum is to be taken over all (k + 1)-tuples of multiindices γi ∈ Nm such that γ1 +
· · · + γk+1 = γ , γ1, . . . , γk > 0. In particular, one has Cγ = Cγ,0 = 1. This follows from (6.7) by
induction over |γ |.
Lemma 6.2. Let γ ∈ Nm be a multiindex and s := |γ | + 1/2 2s0 + 7/2. Then∥∥∂γ F (ε,h)f − F(ε,h)∂γ f ∥∥1/2  Cε−3‖f ‖s−2(1 + ε3‖h‖s+1) (6.9)
with C = C(s,‖h‖s). Moreover we have
∂γ
(
F(ε,h)f − F(ε, h¯)f )= (F(ε,h)− F(ε, h¯))∂γ f +Qγ (ε,h, h¯, f ),
where Qγ allows for the estimate∥∥Qγ (ε,h, h¯, f )∥∥1/2  C‖f ‖s−2(‖h− h¯‖s+1 + ε−3‖h− h¯‖s‖h¯‖s+1) (6.10)
with a constant C = C(s,‖h‖s ,‖h¯‖s).
Proof. By the chain rule (6.8) we have
∂γ F (ε,h)f = F(ε,h)∂γ f + F ′(ε,h){∂γ h}f +Rγ (ε,h)
with
Rγ (ε,h) =
∑
F (l)(ε, h)
{
∂γ1h, . . . , ∂γl h
}
∂βf,
where the sum is to be taken over all multiindices γ1, . . . , γl , β and l = 1,2, . . . with
γ = γ1 + · · · + γl + β, |γ1|, . . . , |γl |, |β| |γ | − 1. (6.11)
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|β| s − 3
2
, |γ1|, . . . , |γl | 12
(
s − 1
2
)
 s − 2 − s0,
and we get by (6.3)∥∥F (l)(ε, h){∂γ1h, . . . , ∂γl h}∂βf ∥∥1/2  Cε−3∥∥∂γ1h∥∥s0 · · ·∥∥∂γl h∥∥s0∥∥∂βf ∥∥−1/2
 Cε−3‖f ‖s−2‖h‖ls−2. (6.12)
On the other hand, if |β| |γj | = maxi=1,...,l |γi | with some j ∈ {1, . . . , l} then
|γj | s − 32 , |β|, |γi |
1
2
(
s − 1
2
)
 s − 2 − s0 for i = 1, . . . , l, i = j,
we assume without loss of generality j = 1 and find from (6.4)∥∥F (l)(ε, h){∂γ1h, . . . , ∂γl h}∂βf ∥∥1/2  Cε−3∥∥∂γ1h∥∥3/2∥∥∂γs h∥∥s0 · · ·∥∥∂βf ∥∥s0
 Cε−3‖f ‖s−2‖h‖ls . (6.13)
From Lemma 6.1 we get ∥∥F ′(ε,h){∂γ h}f ∥∥1/2  C‖f ‖s−2‖h‖s+1.
Together with (6.12) and (6.13), this proves (6.9).
To show (6.10) note first that Rγ (ε,h)−Rγ (ε, h¯) is a finite sum of terms of the form
I := F (l)(ε, h){∂γ1(h− h¯), ∂γ2 hˆ2, . . . , ∂γl hˆl}∂βf,
J := (F (l)(ε, h)− F (l)(ε, h¯)){∂γ1 h¯, . . . , ∂γl h¯}∂βf
with multiindices satisfying (6.11) and hˆi = h or hˆi = h¯, i = 2, . . . , l − 1. Writing
J =
1∫
0
F (l+1)
(
ε, h¯+ θ(h− h¯)){h− h¯, ∂γ1 h¯, . . . , ∂γl h¯}∂βf dθ
and proceeding as in the estimation of Rγ (ε,h) above, we get
‖I‖1/2  Cε−3‖f ‖s−2‖h− h¯‖s
(‖h‖s + ‖h¯‖s)l−1,
‖J‖1/2  Cε−3‖f ‖s−2‖h− h¯‖s
(‖h‖s + ‖h¯‖s)l .
Finally, as
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{
∂γ h
}
f − F ′(ε, h¯){∂γ h¯}f
= F ′(ε,h){∂γ (h− h¯)}f + 1∫
0
F ′′
(
ε, h¯+ θ(h− h¯)){h− h¯, ∂γ h¯}f dθ,
(6.10) follows from∥∥F ′(ε,h){∂γ (h− h¯)}∥∥1/2 C∥∥∂γ (h− h¯)∥∥3/2‖f ‖s0  C‖h− h¯‖s+1‖f ‖s−2,
which holds because of Lemma 6.1, and∥∥F ′′(ε, h¯+ θ(h− h¯)){h− h¯, ∂γ h¯}f ∥∥1/2
 Cε−3‖h− h¯‖s0
∥∥∂γ h¯∥∥3/2‖f ‖s0  Cε−3‖h− h¯‖s−2‖h¯‖s+1‖f ‖s−2
because of (6.4). This completes the proof. 
Lemma 6.3. Under the assumptions of Lemma 6.2,
Pγ (ε,h, h¯) := ∂γ
(
F (ε,h)−F (ε, h¯))− F(ε,h)[κ ′(ε,h){∂γ (h− h¯)}]
satisfies ∥∥Pγ (ε,h, h¯)∥∥1/2  C(‖h− h¯‖s+1 + ε−3‖h− h¯‖s‖h¯‖s+1)
with C = C(s,‖h‖s ,‖h¯‖s).
Proof. Because of the structure of h → κ(ε,h) as a quasi-linear second-order differential oper-
ator we find easily∥∥κ(ε,h)∥∥
s−2  C‖h‖s ,
∥∥κ(ε,h)− κ(ε, h¯)∥∥
s−2  C‖h− h¯‖s ,
as well as∥∥∂γ (κ(ε,h)− κ(ε, h¯))− κ ′(ε,h){∂γ (h− h¯)}∥∥−1/2  C(‖h‖s ,‖h¯‖s)‖h¯‖s+1‖h− h¯‖s ,
and by (6.1) with s = 1∥∥F(ε,h)[∂γ (κ(ε,h)− κ(ε, h¯))− κ ′(ε,h){∂γ (h− h¯)}]∥∥1/2  Cε−3‖h− h¯‖s‖h¯‖s+1.
(6.14)
Furthermore, from
(
F(ε,h)− F(ε, h¯))∂γ κ(ε, h¯) = 1∫ F ′(ε, h¯+ θ(h− h¯)){h− h¯}[∂γ κ(ε, h¯)]dθ0
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 Cε−3‖h− h¯‖s0
∥∥∂γ κ(ε, h¯)∥∥−1/2  Cε−3‖h− h¯‖s‖h¯‖s+1. (6.15)
Using the notation of Lemma 6.2, we split
Pγ (ε,h, h¯) =
(
F(ε,h)− F(ε, h¯))∂γ κ(ε, h¯)+Qγ (ε,h, h¯, κ(ε, h¯)),
+ ∂γ F (ε,h)(κ(ε,h)− κ(ε, h¯))− F(ε,h)∂γ (κ(ε,h)− κ(ε, h¯))
+ F(ε,h)(∂γ (κ(ε,h)− κ(ε, h¯))− κ ′(ε,h){∂γ (h− h¯)}).
The estimate follows now from (6.9), (6.10), (6.14), and (6.15). 
The following lemma states a coercivity property of the linear operator ϕ → F(ε,h)ϕ inde-
pendent of ε, which is crucial for our further considerations. To formulate this result we define
‖ϕ‖−1/2,ε := sup
ψ∈H 1/2(Γ ),ψ =0
〈ϕ,ψ〉L2(Γ )
‖ψ‖0 + √ε‖ψ‖1/2 .
Clearly there holds
C1‖ϕ‖−1/2  ‖ϕ‖−1/2,ε  C2 min
{‖ϕ‖0, ε−1/2‖ϕ‖−1/2}
with some positive C1, C2. Moreover, for any μ > 0 there exist C = C(μ) and ε0 = ε0(μ) > 0
such that for ε ∈ (0, ε0)
‖ϕ‖−1/2  μ‖ϕ‖−1/2,ε +C(μ)‖ϕ‖−1. (6.16)
This is seen as follows. Expand ϕ in a Fourier series ϕ(x) =∑n∈Zm ϕˆne2πin·x and define
ϕk(x) :=
∑
|n|k
ϕˆne
2πin·x, ψk(x) :=
∑
|n|k
|n|−1ϕˆne2πin·x, k = 1,2, . . . .
Then
‖ϕ − ϕk‖−1/2  Ck1/2‖ϕ‖−1,
‖ψk‖0  Ck−1/2‖ϕk‖−1/2, ‖ψk‖1/2  C‖ϕk‖−1/2, (6.17)
and
〈ϕ,ψk〉L2(Γ ) ∼ ‖ϕk‖2−1/2.
Consequently,
‖ϕ‖−1/2,ε 
〈ϕ,ψk〉L2(Γ )√  C−1/2 1/2 ‖ϕk‖−1/2.‖ψk‖0 + ε‖ψk‖1/2 k + ε
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‖ϕk‖−1/2  μ‖ϕ‖−1/2,ε
for ε ∈ (0, ε0). Hence together with (6.17) we obtain (6.16).
Lemma 6.4. There exists a positive constant c independent of ε ∈ (0,1), such that for all h ∈ U
and all ϕ ∈ H 1/2(Γ ) that satisfy ∫
Γ
ϕ dΓ = 0 (6.18)
we have 〈
ϕ,F (ε,h)ϕ
〉
L2(Γ )  c‖ϕ‖2−1/2,ε. (6.19)
Proof. Let (u,p) be the solution to (4.26) with E := ϕν and observe
F(ε,h)ϕ = ε−2√gν · u,
thus
〈
ϕ,F (ε,h)ϕ
〉
L2(Γ ) = ε−2
∫
Γ
√
gϕν · udΓ = ε−2
∫
Γ
√
gTij (u,p)νjui dΓ
= ε−2a(u,u) cε−2‖u‖21,ε
with some c > 0 by the Green identity (4.15) and Korn’s inequality, hence it suffices to prove
‖ϕ‖−1/2,ε  Cε−1‖u‖1,ε. (6.20)
It follows from Lemmas 3.1(ii) and 4.2(ii) that for any ψ ∈ H 1/2(Γ ) satisfying∫
Γ
ψ dΓ = 0,
there is a v ∈ H 1(Ω,Rm+1) such that
Divi = 0 on Ω, viνi = ψ/√g on Γ, v = 0 on Γ0
and
‖v‖1,ε  Cε−1
(‖ψ‖Γ0 + √ε‖ψ‖Γ1/2).
Thus, applying (4.15) again,
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ϕψ dΓ =
∫
Γ
√
gϕνjvj dΓ =
∫
Γ
√
gTij (u,p)νivj dΓ
= a(u, v) C‖u‖1,ε‖v‖1,ε  Cε−1‖u‖1,ε
(‖ψ‖Γ0 + √ε‖ψ‖Γ1/2).
Due to (6.18), the last inequality is also valid for arbitrary ψ ∈ H 1/2(Γ ). This implies (6.20). 
Remark 6.5. From the facts that F(ε,h)ϕ has zero mean value and vanishes on constants it is
easily seen that the condition (6.18) is natural.
The following proposition is the main result of this section. In particular, together with the
existence and blowup statement of Theorem 2.1 it implies Theorem 2.2.
Proposition 6.6. Let n ∈ N, T > 0 and let s  2s0 integer. Assume k = k(s, n) ∈ N suffi-
ciently large and then let s2 = s2(k, s), h0 = h0(t) and hε,k = hε,k(t) as in Lemma 5.3. Then,
if ε ∈ (0, ε0), ε0 > 0 sufficiently small and hε = hε(t) > 0 is the solution of (4.41) of class
hε ∈ C0
([0, Tε],H s+(Γ ))∩C1([0, Tε],H s−1(Γ ))
in some time interval [0, Tε], Tε ∈ (0, T ] with hε(0) = h0(0), we have∥∥hε(t)− hε,k(t)∥∥s  Cεn for t ∈ [0, Tε]. (6.21)
The constants C and ε0 depend on s, k, n, M2, α.
Proof. By the construction of Lemma 5.3 we have
h˙ε,k(t) = F
(
ε,hε,k(t)
)
κ
(
ε,hε,k(t)
)+R1(t), t ∈ [0, T ],
where the remainder term satisfies ∥∥R1(t)∥∥s  Cεk. (6.22)
Let hε = hε(t), ε ∈ (0, ε0) be a solution of (4.41) as presupposed and choose T˜ε ∈ (0, Tε] maxi-
mal such that
hε(t) α/4,
∥∥hε(t)− hε,k(t)∥∥s  1 for t ∈ [0, T˜ε].
It suffices to prove ∥∥hε(t)− hε,k(t)∥∥s  Cεn for t ∈ [0, T˜ε] (6.23)
with some constant C depending on s, k, n, M2, α.
Actually, we have T˜ε = Tε for ε0 > 0 sufficiently small, as (6.23) then implies
hε(t) α/2,
∥∥hε(t)− hε,k(t)∥∥s  1/2 for t ∈ [0, T˜ε],
which contradicts the maximality of T˜ε if T˜ε < Tε .
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and then in a second step, assuming additionally k  n+ 6s − 3, the full claim (6.23).
Step 1. Introducing the differences
d(t) := hε(t)− hε,k(t), d1(t) := κ
(
ε,hε(t)
)− κ(ε,hε,k(t)),
we obtain for d = d(t) the evolution equation
d˙(t) = F (ε,hε(t))d1(t)+R2(t)−R1(t), (6.25)
where
R2(t) :=
1∫
0
F ′
(
ε,hε,k(t)+ θd(t)
){
d(t)
}
κ
(
ε,hε,k(t)
)
dθ.
Note that d(t) and d1(t) have zero mean value over Γ as a consequence of (4.42), (5.15) and the
divergence structure of κ , respectively. Writing
d1(t) =
1∫
0
κ ′
(
ε,hε,k(t)+ θd(t)
){
d(t)
}
dθ
and using
κ ′(ε,h){d} = divx
( ∇xd
(1 + ε2|∇xh|2)1/2 −
ε2∇xh
(1 + ε2|∇xh|2)3/2 ∇xh∇xd
)
,
we find for σ ∈ [1,2]
c1
∥∥d(t)∥∥
σ

∥∥d1(t)∥∥σ−2  c2∥∥d(t)∥∥σ
with positive constants c1, c2 > 0. Thus, by Lemma 6.1, the term R2 satisfies∥∥R2(t)∥∥1/2  C∥∥d(t)∥∥3/2∥∥κ(ε,hε,k(t))∥∥s0  C′∥∥d1(t)∥∥−1/2. (6.26)
Moreover, an integration by parts yields
−〈d˙, d1〉L2(Γ ) = B(ε,hε,hε,k)(d˙, d),
where B(ε,h, h¯),B(ε,h) :H 1(Γ )×H 1(Γ ) → R are the bilinear forms defined by
B(ε,h, h¯)(e, f ) :=
1∫
B
(
ε, h¯+ θ(h− h¯))(e, f ) dθ0
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B(ε, v)(e, f ) :=
∫
Γ
( ∇xe∇xf
(1 + ε2|∇xv|2)1/2 − ε
2 (∇xv∇xe)(∇xv∇xf )
(1 + ε2|∇xv|2)3/2
)
dx.
Hence, using
‖hε‖C1(Γ ),‖h˙ε‖C1(Γ ),‖hε,k‖C1(Γ ),‖h˙ε,k‖C1(Γ )  C,
we find
−〈d˙, d1〉L2(Γ ) 
1
2
d
dt
(
B(ε,hε,hε,k)d
2)−C‖d‖21.
Note that
c1‖d‖21  B(ε,hε,hε,k)d2  c2‖d‖21 (6.27)
with some constants c1, c2 > 0. On the other hand, by scalar multiplication of (6.25) with −d1(t)
we have
−〈d˙, d1〉L2(Γ ) = −
〈
F(ε,hε)d1, d1
〉
L2(Γ ) + 〈R1, d1〉L2(Γ ) − 〈R2, d1〉L2(Γ ),
thus by Lemma 6.4 together with (6.16) and (6.22), (6.26)
−〈d˙, d1〉L2(Γ ) −μ‖d1‖2−1/2 +C(μ)‖d1‖2−1 +C‖R1‖1‖d1‖−1 +C‖R2‖1/2‖d1‖−1/2
 C‖d1‖2−1 +Cε2k
for μ sufficiently large and ε ∈ [0, ε0) with ε0 > 0 sufficiently small. Therefore we find
d
dt
(
B
(
ε,hε(t), hε,k(t)
)
d(t)2
)
 C
(
ε2k +B(ε,hε(t), hε,k(t))d(t)2)
for t ∈ [0, T˜ε] and ε ∈ (0, ε0). Due to d(0) = 0 and (6.27), this implies (6.24).
Step 2. Let γ be a multiindex with |γ | = s − 1. Then we have by (5.14) and Lemma 6.3
∂γ d˙(t) = F (ε,hε(t))dγ (t)+Rγ (t), (6.28)
where dγ (t) := κ ′(ε,hε,k(t)){∂γ d(t)} and the remainder Rγ satisfies∥∥Rγ (t)∥∥1/2  C(εk + ∥∥d(t)∥∥s+1/2 + ε−3∥∥d(t)∥∥s).
Hence, similarly as in Step 1 above, we get
−〈∂γ d˙, dγ 〉L2(Γ )  12 ddt (B(ε,hε)(∂γ d)2)−Cε2‖d‖2s ,
−〈∂γ d˙, dγ 〉 2 −μ‖dγ ‖2 +C(μ)‖dγ ‖2 + ‖Rγ ‖1/2‖dγ ‖−1/2L (Γ ) −1/2 −1
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d
dt
( ∑
|γ |=s−1
B
(
ε,hε(t)
)(
∂γ d(t)
)2) ε2k − ∥∥d(t)∥∥2
s+1/2 + c1ε−6
∥∥d(t)∥∥2
s
for t ∈ [0, T˜ε] and ε ∈ (0, ε0), ε0 > 0 sufficiently small. Further, by interpolation and Young’s
inequality we obtain
c1ε
−6∥∥d(t)∥∥2
s

∥∥d(t)∥∥2
s+1/2 +Cε−12(s−1/2)
∥∥d(t)∥∥21,
hence together with (6.24)
d
dt
( ∑
|γ |=s−1
B
(
ε,h(t)
)(
∂γ d(t)
)2) C(ε2k + ε2k−12(s−1/2)) Cε2n
because of our choice of k. Thus the proof is complete. 
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