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Abstract
We present here an extraction of the jet transport coefficient, qˆ, using RHIC and LHC single-inclusive high-pT data
for different centralities. We fit a K-factor that determines the deviation of this coefficient from an ideal estimate,
K ≡ qˆ/(23/4), where  is given by hydrodynamic simulations. As obtained already in previous studies, this K-factor
is found to be larger at RHIC than at the LHC. However it is, unexpectedly, basically no-dependent on the centrality
of the collision. Taken at face value this result, the K-factor would not depend on local properties of the QGP as
temperature, but on global collision variables such as the center of mass energy.
Keywords:
1. Introduction
Jet quenching has been established as a successful
tool to extract medium parameters that describe the
QGP created in heavy-ion collisions. This talk is
based on our recent publication [1], where we perform
an extraction of the qˆ parameter using RHIC and
LHC data on the nuclear modification factor, RAA, for
single-inclusive particle production at high transverse
momentum. The formalism of Quenching Weights [2–
4], embedded in different hydrodynamic descriptions of
the medium, is used.
We define the jet quenching parameter K ≡ qˆ/(23/4),
motivated by the ideal estimate qˆideal ∼ 23/4 [5], where
 is the energy density given by the (three) hydrody-
namic models . Our main results are that this K-factor
is ∼ 2 − 3 times larger for RHIC than for the LHC and,
surprisingly, it is almost independent of the centrality of
the collision.
2. Energy loss implementation
The production of a hadron h at transverse momen-
tum pT and rapidity y can be described by
dσAA→h+X
dpT dy
=
∫
dx2
x2
dz
z
∑
i, j
x1 fi/A(x1,Q2)x2 f j/A(x2,Q2) ×
× dσˆ
i j→k
dtˆ
Dk→h(z, µ2F) . (1)
All the calculations are done at NLO using the code
[6], with the proton PDF set CTEQ6.6M [7] and EPS09
nuclear correction [8]. The renormalization, fragmenta-
tion and factorization scales are taken as µF = pT .The
energy loss is absorbed in a redefinition of the fragmen-
tation functions:
D(med)k→h (z, µ
2
F) =
1∫
0
dPE()
1
1 − D
(vac)
k→h
( z
1 −  , µ
2
F
)
, (2)
where PE() are the ASW Quenching Weights and
D(vac)k→h (z, µ
2
F), DSS vacuum fragmentation functions [9].
The ASW Quenching Weights, i.e. the probability
distribution of a fractional energy loss,  = ∆E/E, of
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the fast parton in the medium, are based on two main
assumptions: gluon emissions are independent and
fragmentation functions are not modified. It has been
found that for the total coherence case and for soft
radiation these are good approximations [10–12]. In
fact, for soft radiation and no finite energy effects QW
and rate equations are equivalent. In our analysis, the
QW are used in the multiple soft or harmonic oscillator
approximation.
The quenching weights, Pi(∆E/ωc,R) are tabulated
in [4] for the case of a static medium of finite length L
and transport coefficient qˆ, where
ωc =
1
2
qˆL2, R = ωcL . (3)
For a expanding medium, if qˆ(τ) ∼ 1/τα, a dynamic
scaling law was found [3] that relates the resulting spec-
tra with an equivalent static scenario. Hence, ωe f fc and
Re f f for a hydrodynamic medium profile are computed
as
ω
e f f
c (x0, y0, τprod, φ) =
∫
dξ ξ qˆ(ξ), (4)
Re f f (x0, y0, τprod, φ) =
3
2
∫
dξ ξ2 qˆ(ξ). (5)
So, we only need to specify the relation between the
local value of the transport coefficient qˆ(ξ) at a given
point of the trajectory and the hydrodynamic properties
of the medium:
qˆ(ξ) = K · 23/4(ξ), (6)
where K ' 1 would correspond to the ideal QGP
[5]. The local energy density (ξ) is taken from a
hydrodynamic model of the medium, for which we will
consider several different options in the next sections.
However, there is an ambiguity on its value for times
smaller than the thermalization time τ0 . Consequently,
we consider here three different extrapolations for the
time from the hard production to the thermalization
time:
(i) qˆ(ξ) = 0 for ξ < τ0;
(ii) qˆ(ξ) = qˆ(τ0) for ξ < τ0; and
(iii) qˆ(ξ) = qˆ(τ0)/ξ3/4 for ξ < τ0, usually called the
free-streaming extrapolation.
3. Hydrodynamic models of the medium
We obtain the space-time distribution of the local en-
ergy density by solving the relativistic hydrodynamic
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Figure 1: K-factors obtained from fits to PHENIX RAA data [18]
(left panel) and to ALICE RAA data [19] (right panel) using differ-
ent hydrodynamic profiles vs. the average impact parameter for each
centrality class and qˆ constant before thermalization, see the previous
Sections.
equations. To check that our conclusions do not depend
on the hydrodynamic profile used, three different hydro-
dynamic setups are employed.
The first, which we refer to as “Hirano”, corresponds
to the calculation described in [13–16]. In short, this
computation uses an optical Glauber model with initial
proper time τ0 = 0.6 fm and with vanishing viscosity.
The other two hydrodynamic models correspond to
the calculations in [17]. Both of them start at an initial
proper time of τ0 = 1 fm and use an equation of state
inspired by lattice QCD calculations. One simulation,
which we refer to as “Glauber”, uses for an initial con-
dition an energy density proportional to the density of
binary collisions, while the ratio of shear viscosity to en-
tropy density is fixed to a constant value of η/s = 0.08.
The final computation is referred to as “fKLN”. This
takes its initial condition from a factorised Kharzeev-
Levin-Nardi model, with the shear viscosity set to η/s =
0.16.
4. Results
We restrict our analysis to the simplest observable
RAA at RHIC [18] and the LHC [19]. It is the first study
of the centrality dependence of both LHC and RHIC
data.
We have performed a χ2 fit to the best value of K
for each energy and centrality using three different hy-
drodynamic profiles and three different assumptions for
the time prior to the equilibration time, see the previ-
ous Sections. The uncertainty band is determined by
∆χ2 = 1. In the left panels of Fig. 1, Fig. 2 and Fig. 3
we plot the different values of the K-parameter fitted to
the PHENIX data [18] for different combinations of hy-
drodynamic profiles and behavior before the thermaliza-
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Figure 2: K-factors obtained from fits to PHENIX RAA data [18] (left
panel) and to ALICE RAA data [19] (right panel) using different hy-
drodynamic profiles vs. the average impact parameter for each cen-
trality class and for the free-streaming extrapolation, see the previous
Sections.
tion time. The corresponding values for the LHC [19]
are plotted in the right panels of the same figures.
First of all, the values of K obtained are compatible
for Fig. 1 and Fig. 2, and the results for the three dif-
ferent hydrodynamic setups are similar. Second, the re-
sults at RHIC are flat or slightly decreasing with de-
creasing centrality, while at the LHC the behavior is
constant except for the most peripheral collisions where
it depends very much on the hydrodynamic model em-
ployed. Third, the K-factor is ∼ 2 − 3 times larger for
RHIC than for the LHC. Other groups [20] have found
a factor ∼ 25%. Therefore, the extracted value of K
seems to depend mainly on the energy of the collision
and to be independent of the centrality of the collision.
As there is an overlap on typical energy densities (or
temperatures) between central AuAu at RHIC and semi-
peripheral PbPb at the LHC, in a naive interpretation,
their values of K should coincide. To illustrate that this
interpretation does not correspond to the present find-
ings we plot in Figure 4, the K-factors obtained for dif-
ferent centralities and energies versus an energy density
times formation time τ0 extracted from the experimental
data using Bjorken estimates [21, 22].
5. Conclusions
We have analyzed the single-inclusive suppression of
particles at high transverse momentum as a function of
centrality and the energy of the collision. A constant K-
factor with respect to the perturbative estimate qˆ ' 23/4
is defined. This factor is fitted to the corresponding ex-
perimental data at RHIC and LHC for different central-
ities. The obtained value at the LHC is close to unity,
while the one at RHIC confirms large corrections to the
ideal case.
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Figure 3: K-factors obtained from fits to PHENIX RAA data [18] (left
panel) and to ALICE RAA data [19] (right panel) using different hy-
drodynamic profiles as a function of the average impact parameter for
each centrality class and for qˆ(ξ) = 0 before thermalization, see the
previous Sections.
As the medium formed at the LHC has a larger tem-
perature, one may be tempted to naively interpret that
it is closer to the ideal case than the one at RHIC, for
which larger corrections, could be needed. Neverthe-
less, the centrality dependences at RHIC and the LHC
separately are rather flat, that is, the change in the value
of K is not only due to the different temperature, as there
is a large region of overlap between RHIC and the LHC
for different centralities.
Our approach has several limitations that may affect
the results. First of all, as we have already mentioned,
the quenching weights are based on two assumptions
which could fail if color coherence is broken. They are
computed in the multiple soft scattering approximation,
where the perturbative tails of the distributions are ne-
glected, which may enhance the energy loss. The scal-
ing law used has only been proved for qˆ(τ) ∝ 1/τ. Col-
lisional energy loss is also neglected in our formalism.
The CMS collaboration presented new experimental
data on RAA of PbPb collisions at
√
s = 5.02 TeV at
InitialStages2016 in Lisbon. These data show that the
suppression at the LHC does not depend on the center of
mass energy of the collision. To extract the exact value
of K from these data, a new fit needs to be performed.
However, we have checked that this K-factor would be
∼ 10% smaller than the corresponding one at √s = 2.76
TeV.
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Figure 4: K-factor at RHIC and LHC energies for different centrality classes versus an estimate of the energy density [21, 22] times formation time
τ0 of the QGP created in each case.
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