A change-point detection is proposed by using a Bayesian-type statistic based on the shortest Hamiltonian path, and the changepoint is estimated by using ratio cut. A permutation procedure is applied to approximate the significance of Bayesian-type statistics. The change-point test is proven to be consistent, and an error probability in change-point estimation is provided. The test is very powerful against alternatives with a shift in variance and is accurate in change-point estimation, as shown in simulation studies. Its applicability in tracking cell division is illustrated.
M
odeling high-dimensional time series is necessary in many fields such as neuroscience, signal processing, network evolution, text analysis, and image analysis. Such a time series may contain unknown multiple change-points. For example, the time of cell divisions can be accessed using an automatic embryo monitoring system by a time-lapse observation (see ref. 1) . When a cell divides at some time point, the distribution of pixel values in the corresponding frame will change, and hence the detection of cell divisions can be formulated as a multiple changepoint problem. Sample frames of a particular mouse embryo from ref. 1 are shown in Fig. 1 . The aim is to automatically detect multiple change-points: the time points of first, second, and third division cycles (from one to two cells, from two to four cells, and from four to eight cells, respectively). Histograms are usually used to compare cell images. Their advantages are efficiency and insensitivity to cell movement (see, e.g., ref. 2) . Assume that the pixel values are placed into d bins, and let h 0 t,k be the number of occurrences of pixel values in the tth image that are contained within that k th bin for k = 1, . . . , d . A nonlinear scaling (h t,k ) of the count (h 0 t,k ) can usually improve the performance of image segmentation, e.g., by using a squareroot or logarithmic transformation (3, p. 88) . The ultimate aim is to detect the multiple change-points in d -dimensional vectors Ht = (ht,1, ht,2, . . . , h t,d ) for t = 1, 2, . . . , N . As there are 321 × 321 pixel values in each image, it is possible to consider a large number of bins. In other words, d may be very large for high-resolution images. Another example is the authorship debate given in Chen and Zhang (4) , where h 0 t,k represents the count of the k th word in the tth chapter. More examples can be found in Chen and Zhang (4) and Roy et al. (5) , among others.
A change-point detection can be built upon a two-sample test; Chen and Zhang (4) recently developed scan statistics for change-point detection by using the run test of Friedman and Rafsky (6) that is based on the minimal spanning tree (MST). Even though the test of Friedman and Rafsky (6) can be used in high-dimension, low-sample-size situations, as by ref. 7 , it is no longer distribution-free and may not be consistent under some conditions (see ref. 7, theorem 2). As shown in the simulation studies of this paper, the power of Chen and Zhang's MST-based test tends to zero when the variance changes and d is large.
Considering a two-sample testing problem with two independent d -dimensional samples of size m1 and m2 respectively from distributions FX and FY , ref. 7 proposes a multivariate generalization of the Wald-Wolfowitz run test (8) using the shortest Hamiltonian path (SHP), where vertices are points in a Euclidean space and edge weights are Euclidean distances between points. They show that the generalized run test is distribution-free and consistent when N = m1 + m2 is finite and d tends to infinity, which leads us to consider extending their method from a two-sample test to a change-point detection, and to investigate the properties of SHP-based tests for change-point detection.
Our contributions are as follows: (i) a Bayesian-type statistic for change-point detection and a change-point estimate by using ratio cut; (ii) a permutation procedure for approximations to the significance of Bayesian-type statistics; (iii) a theoretical analysis respectively on consistent tests for change-point detection and an error probability in change-point estimation; and (iv) a method for tracking cell division using the SHP-based statistics.
Recent alternative approaches for change-point analysis in high-dimensional time series can be found in Cho and Fryzlewicz (9), Jirak (10), and Roy et al. (5), among others.
Change-Point Detection Based on the Minimal Spanning Tree
A change-point is a location or time t * at which observations or data make a transition from one model (until t * ) to another model (after t * ). The null hypothesis is that there is no changepoint, and the alternative hypothesis is that there exists a changepoint t * . We denote respectively pr0 and pr1 as the probabilities under the null hypothesis and the alternative hypothesis. To detect whether there is a change-point or not, we cut the whole sequence {Hj , j = 1, . . . , N } at an arbitrary point t into two sequences {Hj , j = 1, . . . , t} (until t) and {Hj , j = t + 1, . . . , N } (after t). As in ref. 4 , we define Significance Change-point detection in high-dimensional time series is necessary in many areas of science and engineering, including neuroscience, signal processing, network evolution, image analysis, and text analysis. In terms of a multivariate generalization of the Wald-Wolfowitz run test using the shortest Hamiltonian path, this paper proposes a distributionfree, consistent graph-based change-point detection for high-dimensional data. Once a change-point is detected, its location is estimated by using ratio cut. The test is very powerful against alternatives with a shift in mean or variance and is accurate in change-point estimation. Its applicability is demonstrated in the example of tracking cell division. 
where G is an undirected finite graph with vertex set V (G) = {1, . . . , N }, E(G) is the edge set, and I (x ) is an indicator function that takes the value 1 if x is true, and 0 otherwise. Given the minimum spanning tree MST, ref. 4 proposes a test based on the standardized version of C MST t by using a scan statistic based on a standardized version of C MST t in Eq. 1,
where n0 and n1 are prespecified constraints, and E0(C Note that the permutation is based on a distribution of degrees in the MST of original observations. If another new set of observations differs from the original ones, then the distribution of degrees in the corresponding MST may also differ, which causes the scan statistic based on the MST to be no longer distribution-free. Thus, in this paper, we aim to find a distribution-free change-point test that is also consistent when the dimension d tends to infinity.
Bayesian-Type Statistic and a Change-Point Estimate Based on the SHP
In light of the Bayesian-type statistic for detecting mean shift in refs. 11 and 12 among others, we propose the following Bayesiantype statistic based on the SHP: 
where E0(C
is large, then the null hypothesis is rejected, and the change-point is estimated by usingt
the ratio cut introduced in ref. 13 , where Dt = t(N − t). For simple presentation, we name this the SWR test.
To illustrate the change-point estimate, we present a variance shift model with N = 10 and d = 2. Each entry of the data is from a normal distribution with mean zero, but its variance changes from 1 to 4 at the change-point 5. As it is a NP (nondeterministic polynomial time) problem to find an SHP in the complete graph with N vertices, the efficient heuristic Kruskal algorithm (14) suggested by ref. 7 is applied here by using the msTreeKruskal function in the R package optrees (15) . Fig. 2 shows the SHP in a complete graph with N = 10 and d = 2, and C SHP t /Dt , 1 ≤ t < N . The change-point estimate is determined by finding the value of t that minimizes C SHP t /Dt as in Eq. 4, the ratio cut. It can be seen that the change-point estimate using ratio cut is exactly the same as the true change-point.
Permutation Procedure
For a random SHP and an observed SHP denoted as SHP obs , one usually need to compute the p value or the critical value cα defined by
for a significant level α. A permutation method is applied to approximate the p value and the critical value cα bŷ
where PATH1, . . . , PATHB are independent replicates of path connecting the sampled points from the set {1, . . . , N } without replacement. Table 1 presents the estimated critical values by using Eq. 8 under the permutation null hypothesis based on various N and α, and B = 100,000 permutations. 
Theoretical Analysis Consistency in Test.
A theoretical investigation of asymptotic behaviors when N is fixed and d tends to infinity is established to show that the SWR test is consistent and that the change-point estimatetD in Eq. 4 provides an accurate estimate of the true change-point t * . Suppose that the t * independent observations on X = (X1, . . . , X d ) are from distribution FX and the N − t * independent observations on Y = (Y1, . . . , Y d ) are from distribution FY, FX = FY, and the observations on X and Y are independent. Let X1 = (X1,1, . . . , X 1,d ) and X2 = (X2,1, . . . , X 2,d ) be two independent copies of X, and let Y1 = (Y1,1, . . . ,
q=1 var(Xq ), and σ
where κt * ≤ 2 and |κt − κt±1| ≤ 2 for all t.
Assumption 1 is based on weak convergence, which is a modified version of three assumptions in theorem 1 of ref. 7 . If the components of X and Y are independent and identically distributed, as for the normal examples in Eq. 10 with µ = 0.3 and η = 1.3, then σ ) are defined in Eq. 3, and cα can be estimated by Table 1 based on various N and α. For example, set N = 100 and t * = 50. If α = 0.05, Table 1 suggests choosing Nα = 1, as the minimum in Assumption 2 is 2.7 greater than the estimated cα, 2.2. Further for a smaller α such as 0.001, Nα can be 3 because the minimum is 5.7 greater than the estimated cα, 4.6. The following theorem shows that SWR test is consistent. 
For any t ∈ {2, . . . , N − 1}, |C SHP t − C SHP t±1 | ≤ 2 due to the connected path. When C SHP t * ≤ 2, it can be shown that 
[9]
Proof. It can be seen that
In light of Biswas et al.
Therefore, the theorem follows. By Assumption 1, the first error probability pr1{C SHP t * > 2} in Eq. 9 tends to 0 as d → ∞. The second error probability pr0(R * t < 2Dt /Dt * ) in Eq. 9 can be obtained from formulas 7 and 8 in ref. 8 , To show how to calculate the second error probability
consider N = 100 and t0 = 1 = N − t1; if t * = 50, the error probabilities are, respectively, 2.2 × 10 −6 for M = 5 and 0.3 × 10 −2 for M = 2 after rounding. The second error probability will decrease if M increases, but may increase if t * is near the beginning or end of the sequence. For instance, when t * = 40, the second error probability increases to 1.6 × 10 −5 for M = 5 and 0.4 × 10 −1 for M = 2.
Data Examples
Simulations. Consider In Table 2 , simulated type I errors for the SWR test are compared based on 1,000 simulations, with N = 20, 40, 60, 80, 100, 200, and 300, α = 0.05, µ = 0, η = 1, d = 10, 50, 100, 500, 1,000, and 5,000 in Eq. 10, and estimated critical valuesĉ0.05 in Table 1 . It can be seen from Table 2 that the SWR test has a satisfactory accuracy.
To Fig. 4 shows the percentage that the null hypothesis is rejected at 0.05 level for each of the SWR and CZ tests.
It can be seen from Fig. 4 that the power of the SWR test monotonously increases as d increases, which suggests that this test may be consistent. For the mean-shift model with µ = 0.3, η = 1, and t * = N /2, the CZ test is more powerful than the SWR test. However, for the other models with a shift in variance (µ = 0, η = 1.3) or (µ = 0.3, η = 1.3), the power of the CZ test converges to zero, which may be explained by Biswas et al. (7, theorem 2, ii) .
Further comparisons are carried out for each of the three change-point estimates based on the ratio cut Eq. 4 and the scan statistic in Eq. 2 where the change-point estimate is determined by finding the value of t that maximizes C MST N , as in Eq. 2. Fig.  5 shows the box plots of these estimates in order for each of the dimensions d1 = 10, d2 = 50, d3 = 100, d4 = 500, d5 = 1,000, and d6 = 5,000.
It can be seen from Fig. 5 that the ratio cut tends to give accurate estimates when d increases; CZ estimates (Eq. 2) have a comparable performance only for the mean shift model with µ = 0.3 and η = 1, but tend to be biased when d increases for other models with a shift in variance.
Cell Division Detection. To illustrate the application to some real data, we use the 321 × 321 cell images provided in ref. 1, on square-root or logarithmic transformed 10-dimensional vectors Ht = (ht,1, ht,2, . . . , ht,10) for t = 1, 2, . . . , 285.
For a square-root transformation, the SWR test statistic S SHP 285 = 199.5, which suggests that there is a change-point. Fig. 6B , where the ratio cut locates a change-point at 22. In the second segment, as the SWR test statistic S SHP 90 = 55.6, there also exists a change-point. The result is shown in Fig. 6C , where the ratio cut gives the change-point estimate 262. After these three change-point estimates, corresponding to three division cycles, are obtained, the detection procedure stops, and no more segmentation of the data sequence is needed.
The logarithmic transformation produces the same results as the square-root transformation for d = 10. Table 3 shows the results for d = 10 and d = 50 based on the proposed method. Because the three change-point estimates match with the time points of the first, second, and third division cycles in the cell images displayed in Fig. 1 , our method has a satisfactory performance.
Discussion and Conclusions
A graph-based method is developed for the detection and estimation of unknown change-points in high-dimensional data. It performs well when applied to the problem of identifying the time points at which cell division occurs in the monitoring of an embryo. By Theorem 1, the larger the dimension of the data, the more powerful the SWR test. Thus, to improve the tracking of cell division, one might input the green fluorescent protein, which may significantly improve the performance of the SWR test.
