Abstmet-This paper considers robust performance analysis and state feedback design for systems with time-varying parameter uncertainties. The notion of a strongly robust % performance criterion is introduced, and its applications in robust performance analysis and synthesis for nominally linear systems with time-varying uncertainties are discussed and compared with the constant scaled small gain criterion. It is shown that most robust performance analysis and synthesis problems under this strongly robust % performance criterion can be transformed into linear matrix inequality problems, and can be solved through finite-dimensional convex programming.
Introduction
During the last decade, much progress has been made in the robust control analysis and synthesis of linear time-invariant systems with time-invariant uncertainties. In particular, the development of Z?_ theory and structured singular value computation algorithms has greatly simplified the robust stability, performance analysis and controller design (see Doyle, 1982; Packard and Doyle, 1988; Doyle et al., 1989 Doyle et al., , 1991 Krause ef al., 1989; and references therein) . For systems with time-varying uncertainties, some new results regarding the system robust stability have also been developed using the notion of quadratic stability (see Boyd and Yang, 1989, Khargonekar et al., 1990; Doyle, 1990, Packard er al., 1991; Becker and Packard, 1991) . However, the robust performance problem for systems with time-varying uncertainties has not been sufficiently explored. The most commonly used criterion in this case is the so-called constant scaled small gain condition (Krause et al., 1989) . This paper is motivated by the need to improve the results that can be obtained by the constant scaled small gain *Received 9 September 1992; revised 14 October 1993; received in final form 17 March 1994. This paper was not presented at any IFAC meeting. This paper was recommended for publication in revised form by criterion. Our approach is closely related to the notion of quadratic stability and is a further extension of the results presented in Boyd and Yang (1989) , Khargonekar et al. (1990) . Packard et al. (19911, Packard and Dovle (1990) . Xie and S&a (199Oa, b) , , Geromel er al. (1991) and Peres et al. (1991) .
In this paper we consider the notion of strongly robust %_ performance. This is a natural generalization of the concept of quadratic stability and is related to an analogous concept introduced in Xie and Sousa (199Oa, b) . While some of the results presented in this paper are similar to those in Geromel et al. (1991) and Peres et al. (1991) , we consider a more general class of uncertain systems and a more natural description of the uncertainty. More importantly, it should also be noted that our results are non-conservative, i.e. the conditions stated in the paper are necessary and sufficient under the defined stability and performance notions. We consider linear time-invariant systems with real time-varying parameter uncertainties which lie in compact intervals. The main results of this paper show that both analysis and state-feedback synthesis problems can be reduced to finite-dimensional convex programming problems.
The paper is organized as follows: the strongly robust x_ performance criterion is formally introduced in Section 2 and its implications in disturbance rejection and robust stability are discussed. It is also shown in this section that under this robust performance criterion the dynamic state feedback problem is equivalent to a static state feedback problem. Section 3 considers the analysis problem while Section 4 considers the state feedback controller synthesis problem. The results obtained in this paper are compared with the so-called scaled small gain condition in Section 5 and an example is shown in Section 6 to illustrate our results. The corresponding discrete-time results are also obtained in Section 7. Finally, Section 8 offers some conclusions.
Preliminaries
Consider a linear time-varying dynamical system with a state space representation
where A,, B&, CA, and DA are continuous matrix functions of A(r), and A(t) E A is (possibly) a time-varying uncertain matrix. The symbol A denotes a compact set of appropriately dimensioned matrices with a particular structure which will be specified later on. The function A(r) is assumed to be a measurable function of t E [0, m).
Definirion 1. The system described by equations (1) and (2) with w = 0 is said to be quadratically stable if there exists a symmetric matrix X > 0 such that V(x) = X'XX is a Lyapunov function for the system, i.e. V@(t)) <O for all x ZO and A EA.
The key point here is that the Lyapunov function is fixed and is independent of uncertainty. It should be noted that this stability notion is quite reasonable since the uncertainty 249 A(!) could be time-varying. Moreover this stability notion is useful even in the case of time-invariant real uncertainty due to the lack of better analysis methods.
This point will be further demonstrated in Section 5.
Definition 2. The time-varying uncertain dynamical system described by equations (1) and (2) It is easy to see that if a system satislies strongly robust Jr'; performance criterion. then it is necessarily quadratically stable. This concept is also equivalent to a robust disturbance attenuation concept introduced in Xie and Souza (1990a.b) . The strongly robust K, performance criterion implies a standard X, disturbance attenuation bound as shown in the following lemma:
Lemma 3. Suppose that A is a compact set and the uncertain system in equations (1) and (2) satisfies the strongly robust Z= performance criterion. Then the system is quadratically stable and there exists an E > 0 such that 
>O such that for all -R,')
It follows from the delinition that the uncertain system is quadratically stable. Furthermore, we have
I~/&""[I?~w ~ (B;X + D;C,)x]ll' -x'Q>x
If w E i":. then x E ,x2-,. and integrating from t r 0 to I = x gives Thus for some E > 0. 0
Our objective in this paper is to derive some easily computable conditions for checking the satisfaction of the strongly robust E% performance criterion for certain classes of uncertain systems. We shall also consider finding state feedback controllers to achieve the strongly robust x, performance criterion.
The following result is a generalization of Khargonekar ef al. (1988) : 
,' = C',s + n,w + 1%A\1,
and suppose that there exists a dynamic state feedback controller u = K(s)y such that the closed-loop system satisfies the strongly robust Z performance criterion. Then there exists a real matrix F such that with the static controller u = Fy, the closed-loop system satisfies the strongly robust Z performance criterion.
Proof: Suppose that there exists a dynamic state feedback controller such that the closed-loop system satisfies the strongly robust Z performance criterion.
The closed-loop system has the following state space representation: Then it can be shown using inequality (7) that X and F satisfy the following inequality It is also important to note that the operator A need not necessarily be uncertain for the analysis and synthesis approaches proposed here to be applicable. These approaches may also be useful for systems with known but complicated operator A in order to simplify the analysis and design. This is particularly true for the analysis and synthesis of nonlinear time-varying systems.
The following theorem is our main result of this section:
Theorem 6. Consider the uncertain system described by equations (8) Now the key point is that finding a positive definite symmetric matrix X > 0 such that condition (iii) holds can be done through convex programming. In particular, the numerical algorithm described in Boyd and Yang (1989) can be modified easily for this problem.
Remark 7. In fact, the above results (and the results presented in the rest of the paper) apply to a much more general class of uncertain systems. For example, suppose the uncertain system matrices satisfy the following conditions: for each $, there exist appropriately dimensional matrix functions Ei, Hi, and scalar functions oi, pi which are all independent of $ such that
Then it is easy to see that the following relation used in the proof is still true: Hence, the theorem holds for uncertain systems satisfying the above conditions. Remark 8. It is not hard to show that for the class of uncertain systems considered above, the system matrices can be written in a matrix linear fractional form: for some matrices A, B,, B,,, C,, CO, DIO, DIO, D, and A E A. Hence this problem can also be treated in the general linear fractional framework and the constant scaled small gain condition can be used as suggested in Krause et al, (1989) . The advantages of these approaches will be further discussed in Section 5.
Robust state feedback control
In this section, we shall consider state feedback controller design such that the closed-loop system satisfies the strongly robust &I_ performance criterion. For technical reason, we shall only consider the following class of uncertain systems:
where AA, BA, BzA, CA, DA, and DzA are any affine matrix functions of A as assumed in the last section and A is the same compact set defined in the last section. In fact, they can be more complicated matrix functions as pointed out in the last section. By the definition of strongly robust 2L performance criterion and Theorem 5, there exists an X = X' > 0 such that
X(AA t BZJF) + (Ad t BzaF)'X + (C, t D,d')'(C, + Dd) + [XB, t (C, + D,,F)'D,]RA' x [BLX + D;(C, t DziF)] < 0
for all A t A,,,. Now define
Then the above inequality can be written as 
Then we have (A, ~ B,Ri 'D;J,)'X t X(A* -B2R,'D;2C,) t C;(I ~ D12R,'D;,)C, t XB,BhX -XB,R,'X < 0
for all A E AVr,. Now define Y :=X '. We have •1
Y(A, -B2R; 'D;&,)' t (A, -B,R,'D;,C,)

Compurison with small gain type criterion
In this section, we will analyze the conservativeness of the proposed analysis and synthesis framework. In particular, we will compare the proposed method with constant scaled small gain type analysis and synthesis methodology, i.e. time varying p framework. We will focus on a simple class of uncertain systems where the system can be shown as in Fig. 1 
We now show that the inequality (13) implies the strongly robust sltb, performance condition. To do that, we note that for any T E T, we have
XB&,, + C;A'B,$X sXE,T-'(T')-'B&Y + CAT'TC,, (14)
for all A E A. Using inequalities (13) and (14), we have immediately X(A + B&Z,) + (A + B&,,)'X + XB,B;X +C;C,<O, VAEA,
i.e. the strongly robust Z performance criterion is satisfied. However, it should be pointed out that the strongly robust Z_ performance criterion condition does not in general imply the constant scaled small gain condition. This should be clear from the fact that quadratic stability for systems with structured real-time varying uncertainty does not in general imply the scaled small gain condition, see Packard and Doyle (1990) . Hence, the proposed method is in general less conservative than the constant scaled p method. They are equivalent if A is an unstructured full real block. This fact is a generalization of an analogous result on the equivalence between quadratic stability and the small gain theorem for unstructured real uncertainty (Khargonekar er al., 1990) , and follows essentially from Fu et al. (1991) . For completeness, we shall give a very short proof. We need a matrix fact which is referred to as Finsler's Lemma, see, e.g. Petersen (1987) .
Lemma 11. Let P, Q, and R be n X n symmetric matrices and P?O, Q<O, and RrO. Assume which makes the closed-loop systems satisfy the strongly robust Z performance.
Discrete-time systems
Having discussed the robust performance problem for continuous-time systems, a natural question to pose is whether similar results hold in the discrete-time case. In studying discrete-time systems, one can use the bilinear transformation to convert the problem into a continuoustime problem.
In the present setting, this transformation complicates the description of the uncertain matrices A,, B,, etc.
Consequently, we shall address the discrete-time problem directly. It is shown below that the robust performance problem for an uncertain discrete-time system can also be solved using finite-dimensional convex optimization.
Consider the discrete-time uncertain system
.ri + , = AAxk + B,w, + B,,u, 
where again A,. B,, etc are assumed to be alline matrix functions of A E A and A is the compact set defined in Section 3.
To derive the discrete-time results. we need a discrete-time xT norm characterization (Doyle e/ al.. 1991) .
