We propose a simple model that is capable of capturing the statistical characteristics of mobile video traces encoded using MPEG4-Part2, AVC and SVC-TS encoding standards. The model can be adjusted to adapt to diverse workload configurations, which gives fellow researchers a great flexibility to evaluate different network traffic scenarios. We also discuss the modelbased trace generator and the challenges of its implementation. Moreover, we present the simulation results validating the model using different encoding settings. In addition to that, we provide several insights about our video modeling approach. This will help in testing, simulating and validating mobile video transmission and resource scheduling strategies over broadband wireless networks such as WiMAX and LTE..
INTRODUCTION
Mobile video traffic is gaining an increased share of access networks and Internet resources. This trend has caused an increased interest in researching the behavior of mobile video communications in order to design better resource management and allocation strategies that can support the needed level of quality of service (QoS) required by the mobile users.
Simulation provides an easy means to analyze different resource allocation strategies. While simulation environments like NS/2 provide the means to create the necessary network topology, there is still a need to provide an accurate workload for the test scenarios. The workload should represent the real world traffic accurately and should be easy to administer and adjust to different simulation conditions.
There are two ways to provide traffic workloads for mobile video simulations: actual video traces used by trace-driven simulations, and statistical models that can be used to generate the required video sequences for the simulations. Figure 1 illustrates the two approaches. Statistical modeling requires additional step of analyzing the video traces and modeling them in order to generate the sequences that represent the statistical characteristics of real videos.
Figure 1. Trace-drive versus model-based simulations
Trace-driven simulations are known for their credibility. It is easy to convince others that the workload is representative and accurate since a real frame trace is used in the analysis. On the other hand, their usefulness and flexibility are questionable. It is hard to adjust any parameter or to extend the trace if there is a need for continuing simulations beyond the frames available in the trace file. Even if a shorter trace is required, it is not easy to determine the starting point in the trace [1, 2] .
Statistical traffic models are considered a better workload choice since they provide a better understanding of the tradeoffs of the various traffic characteristics. Once a representative model is obtained, it is easy to change and adapt it to different workload parameters. Most of the statistical models are complex and require a significant amount of time to verify and implement. A simple statistical model is, therefore, preferred as long as it closely represents the real network traffic.
Permission to make digital or hard copies of all or part of this work for personal or classroom use is granted without fee provided that copies are not made or distributed for profit or commercial advantage and that copies bear this notice and the full citation on the first page. To copy otherwise, or republish, to post on servers or to redistribute to lists, requires prior specific permission and/or a fee. The lack of good and simple video models has deterred researchers from considering statistical models as an option for their simulations. Although, there have been many attempts to provide such models, these attempts have been marked as complex, and hard to implement. In addition to that, many of these approaches were developed by working only on short movie scenes. In order to obtain a reliable and meaningful statistical model, long movie traces with thousands of frames need to be examined [3] [4] [5] [6] [7] [8] [9] .
In this paper, we propose a statistical model using a seasonal auto regressive integrated moving average (ARIMA) model to represent different video traces encoded with different encoding techniques: MPEG4-Part2, Advanced Video Coding (AVC) and Scalable Video Coding with Temporal Scalability (SVC-TS).
The novelty of our contribution lies in the fact that one model can be used to represent different videos traces that are encoded with different encoding parameters, different encoding standards, and are statistically diverse. The results we are presenting confirm our conclusion that our approach is valid, and thus allows a great flexibility in video modeling.
We also provide the tools that we developed so that fellow researchers can use, extend and improve them. Through this contribution we aims to have a greater impact on other fields of research such as network scheduling optimization, where the knowledge of video traffic characteristics helps to provide a better QoS support. This paper is organized as follows: Section 2 presents the statistical model and its validation for MPEG4-Part2 encoded videos. Section 3 discusses the modification of the model to represent AVC encoded video traces. Section 4 describes our findings of modeling SVC video traces. Section 5 illustrates the usage of our trace generator to produce the needed video sequences for simulations. Finally, Section 6 concludes our results and explains our future work.
MODELING MPEG4-PART2 TRACES
ARIMA is a process in which auto-regression analysis, differencing, and moving average methods are used to fit time series data [10, 11] . ARIMA has three main parts: autoregressive (AR), integrated or differencing (I), and moving average (MA). ARIMA models are usually represented as ARIMA(p, d, q), where p is the order of the autoregressive part, d is the order of differencing part, and q is the order of moving average part. ARIMA models can be implemented using simple equations. For example, ARIMA(1,1, 1) can be described as
where ) (t w is the error term at time t, φ is the coefficient of the AR part and θ is the coefficient of the MA part of the ARIMA model. Seasonal ARIMA (SARIMA) is an extension to ARIMA model to express series that exhibit periodic or seasonal behavior. Seasonal ARIMA is described as ARIMA (p, d, q) × (P, D, Q)s. P, D, and Q represent the order of seasonal AR (SAR) part, the order of seasonal differencing part, and the order of the seasonal MA (SMA) part, respectively. S represents the seasonality of the series (e.g., month seasonality in a year is 12) [11] .
A statistical model to represent MPEG4-Part2 video traces using SARIMA model class called Simplified Seasonal ARIMA (SAM) was proposed in [10] . SAM views mobile video traffic as a time-series of frames clustered as group of pictures (GoPs). Using ARIMA representation, the simplified seasonal ARIMA model or SAM can be written as
This equation indicates that SAM has one autoregressive (AR) coefficient, no differencing, and one moving average (MA) coefficient (1,0,1). The seasonal behavior includes one seasonal autoregressive coefficient, one seasonal differencing coefficient, and one seasonal moving average coefficient (1,1,1) . In MPEG4-Part2, the seasonal period s is equal to the GoP size. In all, there are 5 coefficients for SAM including the modeling error. The modeling error is used in the simulation to perform Monte Carlo random number generation [11] [12] [13] .
In this section we extend our testing of the model and present the results of our analysis of several full movie traces. The video traces represent the following movies: the Lord of The Rings (LOTR) trilogy, and the Matrix trilogy. These traces have the following common video encoding parameters: MPEG4-Part2 coding using advanced simple profile (ASP), CIF size (352x288), with frame rate of 25fps using a variable bit rate (VBR). The GoP structure used is G12B2 with a quantization level of 10 for I, P, and B frames. Table 1 lists the SAM model parameters for some of the movies that we analyzed. Notice that the variation in parameter values is small. Not only we can use one model, we can also use one set of parameters to represent a group of movies that belong to the same genre. The promising results discussed here and in [10] have encouraged us to pursue the possibility of using the model with other common encoding standards: H.264/AVC and SVC-TS. In the following section, we will discuss our method to adapt SAM model to AVC encoded video traces, and our modeling results.
MODELING H.264/AVC TRACES
The H.264 standard has shown significant improvements over its predecessors, like MPEG4-Part2 [14, 15] . AVC encoded movies have lower mean values compared to MPEG4-Part2 videos because AVC compression is more complex, and thus, on the downside, it requires more processing power. Long range dependence (LRD) level between video frames has been recorded to be similar to MPEG4-Part2 videos. Because of the new techniques in AVC compression, the encoded videos have higher variability in their frame sizes. Therefore, an accurate model that can represent the highly variable sizes of the video frames is highly valuable. The reader can refer to [14] [15] [16] for more information about AVC codec and the characteristics comparison between AVC and MPEG4-Part2 videos.
One of the main differences between MPEG4-Part2 and AVC encoded videos is the multiple-frame reference feature in AVC. This feature results in the change of the seasonality period from s to 2×s, where s is the GoP size as shown in Figure 2 .
. Figure 2 shows the autocorrelation function (ACF) for an AVC coded video. Notice that the repetition period is now equal to 2s, given that the used GoP size is 16 and the observed period is 32. This observation led to the modification of SAM from its previous form to the form shown in equation 3.
Figure 2. Seasonality in AVC encoded videos
Another way to describe SAM is to represent the seasonality of the model independently of the GoP size. We achieved this by using the interval between the maximum ACF values instead. The interval value can be obtained easily visually or using simple mathematical approaches like comparing the maximum ACF values over a reasonable number of lags.
To further test the applicability of the model, we analyzed several full movie traces encoded with different video encoding settings. Through our analysis, we noticed that different quantization levels will result in scaling the frames sizes up and down without interfering with their autocorrelation, as shown in Figure 3(b) . We have chosen GoP structure of G16B7 with a quantization level of 28 (I=28, P=28, B=30) as a good compromise of the quality and the size of video frames.
Increasing the quantization parameter (QP or Q) results in a lower frame sizes, lower quality, and requires more computational power to decode on the receiver side. Q28 is a good choice compared to Q10, and Q48 as shown in Figure 3 (a). Our decision is based on the fact that Q28 does not result in large frame sizes, compared to Q10, and does not require extensive computational power, compared to Q48. A quantization level of 28 (Q28) is close to the AVC JM reference software [25] default values (I=24,P=24,B=24) as well. We have tested our model on the following GoP structures: G16B1, G16B3, and G16B7. We used the following movies : Silence of the Lambs (~30m), Star Wars IV(~30m), the Tokyo Olympics (~74m), a clip of an NBC news broadcast (~30m), and a Sony demo (~10m). We tested several optimized models for AVC encoded traces and compared them against the SAM AVC model. These optimized models are the result of extensive analysis of the video traces to determine the best possible model following the steps in [12] . Our analysis showed that SAM AVC produces Akaike's information criterion (AIC) values that are very close to those for the calculated models. This proves the SAM is capable of producing accurate results without the hassle of performing extensive analysis for each movie trace. We used AIC since it gives a good indication of the goodness-of-fit of statistical models. It describes the tradeoffs between the precision and the complexity of the model. Lower AIC values indicate a better goodness-of-fit for the model. AIC is generally defined as
where k is number of the parameters of the statistical model, and L is the maximized value of the likelihood function for the estimated model. Because SAM AVC is simpler than any of the other calculated models, its AIC results were better than the calculated models. Table 2 shows some of the obtained results. Figure 4 shows some of our results. The figure shows how well the generated trace using SAM AVC for Star Wars IV movie trace compares to the original trace. Notice that the model is capable of representing the modeled traces accurately, which is shown in the full video trace, ACF, and CDF graphs comparisons. Moreover, the results show that SAM AVC is capable of modeling even the sudden transitions of the video frame sizes in the modeled video traces. In our analysis we used both R [21] and SAS softwares [24] . 
. SAM AVC Comparison Results
We have conducted a similar test on several of the commonly used YUV 4:2:0 reference video sequences available through [26] . To evaluate SAM AVC with different encoding settings, we encoded the video sequences with the following encoding settings, as shown in Table 3 . 
IDR Period 30

Symbol Mode CAVLC
We have encoded the video sequences using Main and Extended profiles with a frame rate of 30fps. We specified the minimum requirement for the decoder to decode CIF resolution videos at 3041280 samples per second. We used instantaneous decoding refresh (IDR) frames with a period of 30, which matches the fps rate. An IDR frame is a special type of I frame that allows better seeking precision and thus enhances the user's experience. We used also Context-Adaptive Variable Length Coding (CAVLC) mode since it is supported by all H.264 profiles, unlike ContextAdaptive Binary Arithmetic Coding (CABAC) mode. We chose these encoding parameters to be close to the suggested settings for HD video in [27] . In this section, we presented our analysis and results of modeling various video traces encoded with different encoding settings using SAM AVC model. In the next section, we will show our analysis and results of modeling SVC-TS encoded video traces.
MODELING SVC-TS TRACES
In this section, we discuss our approach to model video traces encoded with the Scalable Video Coding (SVC) extension with emphasis on temporal scalability. SVC provides a better solution to support the wide variety of video quality levels required due to the heterogeneity of hardware and software capabilities of mobile units [15] [16] [17] . The two main SVC scalability modes support scalability in two dimensions: spatial and temporal.
Temporal scalability is performed by splitting the frames into a base layer and a hierarchy of enhancement layers. The enhancement layers increase the frame rate of the transmitted video and reference the base layer frames. In spatial scalability, a higher resolution is achieved by assigning a down-sampled resolution to the base layer, then it is combined with one or more enhancement layers.
Temporal scalability, or SVC-TS, is better suited for mobile video devices, since it can meet different bandwidth constraints. It is also better for low power CPU devices [18] . Older video standards encoders support SVC-TS to a certain degree. For instance, AVC encoders did not require any change of the design to support a reasonable number of temporal or enhancement layers [19] .
Our analysis of SVC encoded video focused on temporal scalable video. We have tested several movies provided by the same source for MPEG4-Part2 and AVC movie traces [20] . Our analysis has led us to adapt the SAM model to the two different types of layers: base layer, and enhancement layers. We considered in our analysis SVC video traces with base layer (Layer 0) and three enhancement layers. For our analysis, we chose similar encoding parameters to AVC video traces: H.264 SVC single layer, variable bit rate, CIF size, GoP structure of G16B7 with a quantization level of 28 (I=28, P=28, B=30).
SVC encoded video traces are more complex than the traces we previously analyzed. Figure 6 shows the seasonality in SVC coded video traces that led to our formula for SAM SVC . Notice how the enhancement layers correspond to the GoP size s. For example, the seasonality for layer 0, or the base layer, is equal to 2×s, or 32. For enhancement layer 2, the seasonality is equal to s/2, or 8. We have concluded that the following adjustment to the SAM model, as shown in equation 4, is successful in modeling the traces correctly. Here s represents the number of frames between two consecutive I frames, and L represents the layer level. For the base layer, L is zero and SAM SVC will be identical to SAM AVC .
Similar to our approach in analyzing AVC video traces, Table 5 shows the difference in AIC values between SAM SVC and calculated models. The AIC values are very close in almost all cases. Again, SAM SVC proves to be a preferred model because of its simplicity and generality. In this section, we demonstrated the validity of SAMSVC and its ability to model several SVC-TS movie traces. In order to facilitate the usage of SAM, we developed a trace generator that is based on the model. The following section will discuss in detail our implementation and our design decisions.
SAM-BASED FRAME GENERATOR
In this section we explain the implementation of the SAM frame generator which is capable of generating frames that represent MPEG4-Part2, AVC, and SVC video traces.
As mentioned before, we did our movie trace analysis using the public-domain statistical package R [21] . R provides several tools to model and display the results. In order to generate our video traces, we first tested two mathematical functions provided by R: arima.sim and the gsarima package's function, called garsim [22] . Both functions can simulate ARIMA models but not seasonal ARIMA models. To overcome this obstacle, we had to convert SAM model to an abstracted version as a series of either AR or MA coefficients. This approach is well known to statisticians to simplify model simulations. For more information the readers can refer to [11, 13] .
The SAM frame generator incorporates gsarima package's arrep function as a component of its implementation. Arrep is capable of converting ARIMA models to their representations of series of AR coefficients. The SAM traffic generator is capable of generating any specific number of frames, and allows the user either to store the results to a file or to generate a continuous stream to be used with other applications.
One of the challenges in writing the SAM traffic generator is to imitate the sudden transitions and high variations of movies frame sizes. This challenge is due to the fact that the model represents a smoothed version of the modeled traces because of the differencing method used. Therefore, we had to add random shocks in the generated video traces. These random shocks represent the sudden transitions of video frame sizes, and show up as spikes in the video traces. The SAM frame generator includes a simple mechanism that inserts random shocks into the video stream while limiting frame sizes to be within reasonable values (i.e., non-negative frame sizes). Figure 8 shows the measured and generated traces for Matrix 3 movie validating that the random shocks approach works.
Figure 8. Random shocks implementation in SAM-Sim
To further test the capabilities of the SAM frame generator to produce valid workloads that closely represent the original traces, we conducted another test. In this test, we generated several traces with different lengths, and compared them to the original movies traces' segments. The traces' lengths were chosen to represent long, medium and short traces as follows:
• Short traces: 5,000 frames • Medium traces: 30,000 frames • Long traces:
150,000 frames Figure 9 shows the comparison between SAM generated traces and the original traces (shown in grey). The original traces represent the six movies traces presented previously in Table I . The generated traces use the mean values of SAM parameters presented in the table. The introduction of random shocks has the side effect of slightly influencing the distribution of frame sizes while the mean frame size is maintained. As a result, the short length traces, presented in 9(a), perform better than medium and long traces presented respectively in 9(b) and 9(c). Our tools allow further improvements and additions by fellow researchers. For instance, we designed the SAM frame generator to allow additional application protocol layers to be appended easily. As an example, we added seamlessly an additional protocol layer that implements Real-time Transport Protocol (RTP) [23] . Figure 10 shows the GUI interface of the SAM frame generator with RTP add-on implemented using C#.NET. Users can easily specify the SAM model coefficients, encoding method, and the length of the video trace to be generated. Figure 10 . Implementation of SAM frame generator using C#.NET Figure 11 depicts the design and the addition of the RTP layer, while Figure 12 shows an example of the generated RTP packets compared to an original movie RTP trace, in this case LOTR1.
Notice that the generated RTP packets distribution is comparable to the original RTP distribution. In this example, we used a maximum transmission unit (MTU) size of 1500 bytes. Other protocols and packetizing settings can be applied easily. In this section we discussed the implementation and the results obtained from the SAM frame generator and the RTP packet generator. The results have shown that the SAM frame generator is capable of generating accurate video workloads that can be used in mobile video simulations. The SAM frame generator implementation allows easy integration of additional protocol layers.
CONCLUSIONS AND FUTURE WORK
In this paper, we have provided a simple ARIMA model that is capable of capturing the statistical characteristics of mobile video traces encoded with MPEG4-Part2, AVC, and SVC-TS encoding methods. SAM allows easy adjustments of traffic parameters required for resource allocation studies. SAM has few parameters, and the parameter values for various movies of the same genre may also be similar. This model can be used to generate video sequences that are statistically similar to the original videos.
We have also discussed our implementation of the SAM frame generator and its ability to generate diverse video sequences with various lengths and characteristics. We demonstrated some of the results that we obtained throughout our analysis. Furthermore, we implemented an RTP packet generator to show the ease of adding extra functionalities to the frame generator.
The model helps facilitate the assessment of the QoS strategies for mobile video transmission in upcoming broadband wireless networks, such as those based on WiMAX or LTE. We aim through this contribution to allow better scheduling and admission control mechanisms to maximize the utilization of the scarce bandwidth in these wireless networks.
The tools mentioned in this paper are available at our website [28] and will be available as part of the software archive for the ACM Multimedia Systems Conference.
