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Abstract Soft landing is one of the most critical phases for space missions which
require landing a spacecraft on the surface of a body like asteroids or planets, as
well as concepts like reusable launch vehicles. In order to ensure safety and success
for the terminal landing phase, in addition to hazard maps obtained by on-board
sensors, there is also a need for a map which characterizes the attainable landing
area that the lander can achieve by obeying constraints within the presence of un-
certainties. This paper proposes a method to obtain the attainable landing area of a
lunar lander with uncertainties by reachability analysis. The method obtains the set
of achievable states for a dynamical system starting from an initial condition with
given admissible control inputs of the system.
Nonconvex reachable sets (RS) are computed using optimal control. The candi-
date landing area on the Moon surface is represented by equidistant grid points and
for each point an optimal control problem (OCP) is defined. The corresponding OCP
is transcribed into a finite dimensional Nonlinear Programming Problem (NLP) by
using Pseudospectral Methods (PSM). The solution of the NLP leads to the RS of
the dynamical system. A Riccati equation-based controller is designed to track the
reference trajectories. Monte Carlo simulations are carried out to obtain the safely
attainable landing area of the lunar lander as probability maps.
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1 Introduction
In recent years, advances of the proven technological heritage and new sophisticated
tools led to more challenging space missions. Along with the government initiatives,
private companies also increase their efforts for space exploration and exploitation.
As a result of these contributions, concepts like reusable launch vehicles, asteroid
mining and establishing bases on extraterrestrial space bodies are getting closer to
reality. State of the art guidance and control algorithms are required for the success
of these missions. In particular, the determination of hazards, the implementation of
landing maneuvers and maximizing the likelihood of a safe landing is of paramount
importance.
From the safety point of view it is important to ensure that the target landing area
is suitable for landing due to surface properties and that is also within the reach of
the lander. At this point two sets of information are important:
• Hazard Maps: obtained by optical sensors and contain information about the
craters, the roughness of the landing surface and the slope of the terrain.
• Attainable Map: related to the physical limits of the lander like available on-
board propellant, state constraints (final attitude and velocity for safe landing)
and control constraints (avoiding saturation of controllers).
This paper proposes an algorithm to obtain the attainable map of a lunar lander
for a generic lunar mission scenario using reachability analysis. Reachability deals
with the problem of whether from a given point, a system will eventually be able to
reach another given point as illustrated in Fig. 1. Reachability analysis could either
be used for verification or determination of the safety of a system (like computation
of the safe landing envelope of an aircraft [1], the landing corridor of a reusable
launch vehicle or reentry problems [2, 3, 4]. The reachability problem is handled by
set-valued methods [5], level-set methods [6] or OCP based methods [7].
Fig. 1: Attainable Landing Area for a Lunar Lander
Attainable Landing Area Computation of a Lunar Lander 3
In order to obtain the reachable set (RS) of the lunar landing problem, the can-
didate landing area is characterized by discrete equidistant landing points. For each
point a distance function, which acts as the objective function of an associated op-
timal control problem (OCP), is defined. These infinite dimensional OCPs are tran-
scribed into a Nonlinear Programming (NLP) problem using Pseudo-Spectral meth-
ods (PSM).
PSM uses a linear combination of Legendre polynomials to obtain discretiza-
tion points or nodes. This methodology could be classified into different groups ac-
cording to the used discretization points, namely Legendre-Gauss, Legendre-Gauss-
Radau or Legendre-Gauss-Lobatto [8]. In these approaches, the continuous func-
tions are collocated using the corresponding nodes, leading to a sparse structure of
the Jacobian. Finally the NLP is solved with commercial off-the-shelf solvers to ob-
tain the state information at the landing points. The union of the points approximate
the reachable landing area with an error, due to the discretization of the domain.
In order to verify the effect of uncertainties, which could be encountered during
the mission phase, Monte Carlo simulations are performed. The main source of
uncertainties are the initial state or system parameters. Later on, the probabilistic
attainable maps are obtained by counting the number of successful landings on the
candidate points. The rest of the paper is organized as follows:
Section 2 defines basic terms associated with reachability analysis. Section 3 de-
scribes the dynamical model of the lunar lander including the mission scenario and
the associated constraints. Section 4 presents an optimization based methodology
for the computation of reachable sets, the discretization of the infinite dimensional
OCP and the design of the controller. Monte Carlo simulations with uncertainties
and probabilistic attainable maps are discussed in Section 5. Finally Section 6 con-
cludes the paper with a short summary.
2 Reachability
Consider a dynamical system with:
x˙(t) = f (x(t),u(t), t) , t ∈ I= [t0, t f ],
x(t0) = x0 ∈ X ,
(1)
where X ⊂ Rn denotes the state space and U ⊂ Rm the input space. x0 = x(t0)
is the state at initial time t0 while x f = x(t f ) denotes the final state. The control
input is contained in the space of admissible control signals, that is u(t) ∈ U =
L∞([t0, t f ],U). For each point in time, the solution or state trajectory x(·) : R+→ X
of (1) is an element of the state space x(·) ∈ X .
Definition 1. Given x0 and the set of all admissible U , the reachable set of (1) at
time t f is defined as
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Rt f (x0) = {x f ∈ X |∃u ∈ U ∧ ∃x(·) ∈ X s.t. (1) holds ∧ x f = x(t f )}. (2)
In other words, a reachable set includes the set of final states of a given dynamical
system for a final time and given constraints.
In order to determine an approximated RS, the two dimensional subset of the
state space Gs is discretized by equidistant grid points gs as illustrated in Fig. 2.
Fig. 2: Discretization of the Landing Area with Uniform Grid Points.
The OCP defined by (3) is solved to find control inputs that steer the system from
the initial state to a sufficiently small neighborhood of a corresponding grid point
gs. If an optimal solution is found, the point is said to be reachable. Otherwise, if the
solution cannot be found, the candidate point is excluded from the set. Instead, final
states of the associated problem are included in the set. In other words, the solution
which minimizes the distance between the candidate landing point on crossrange-
downrange plane and final states obtained from the solution of NLP are taken into
account. The set which encloses all these final points constitutes the approximated
RS. The OCP is formulated as
min
u∈U
1
2
‖x(t f )−gs‖22
x˙= f (x(t),u(t)), a.e. in [t0, t f ]
x0 ∈ X0 ⊆ Rn
(3)
with inequality constraints
xL ≤ x(t)≤ xU
uL ≤ u(t)≤ uU
(4)
where x˙ = f (x(t),u(t)) is the equality constraint to be satisfied. For a given x0,
let u?(·;gs) be the solution of (3), and x?(·;gs) is the corresponding solution of
the underlying system dynamics. Hence the approximation of the reachable set is
defined as
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Rt f s(x0) =
⋃
gs∈Gs
{x?(t f ;gs)}. (5)
where t f ∈ I. State information at t f are used to obtain an approximation of the RS.
3 Dynamical Model and Mission Scenario
The equations of motion of the lunar lander are taken from [9]. However, instead of
a non-throttable main engine, the thrust level is modulated. Moreover, orthogonal
thrusters are discarded in the model. Only one main engine provides thrust during
the final phase of the landing, leading to following equations of motion
d¨h¨
c¨
=

r
mh˜c(c˜)
(−T1c(d˜)+T2s(d˜))+2d˙( c˙r t(c˜)− h˙h˜ )
1
m [(−T1s(d˜)−T2c(d˜))c(c˜)−T3s(c˜)]+ [(d˙c(c˜))2+ c˙2] (h˜)r2 − MG(h˜)2
r
m(h˜)
[(T1s(d˜)+T2c(d˜))s(c˜)−T3c(c˜)]− d˙2r s(c˜)c(c˜)− 2c˙h˙h˜

.
(6)
where d is the downrange, c is the crossrange, h is the altitude and m is the mass of
the lander. In addition the following abbreviations are used in (6)
h˜= h+ r, s(d˜) = sin
d
r
, c(d˜) = cos
d
r
s(c˜) = sin
c
r
, c(c˜) = cos
c
r
, t(c˜) = tan
c
r
.
The transformed thrust vector is given byT1T2
T3
=
cos(β − dr )Tcosχsin(β − dr )Tcosχ−Tsinχ
 (7)
where T is the modulated thrust value. The thrust vector is defined in non-dimensional
form. The first derivatives of the pitch angle β and yaw angle χ are also added to
the system of differential equations, where ωβ and ωχ are the commanded angular
rate
β˙ = ωβ , χ˙ = ωχ . (8)
The thrust dependent fuel consumption, depending on σSFC, is defined as
m˙=−|T | ·σSFC (9)
All states of the dynamical system defined by (6,8,9) are represented in the following
state vector
x= (d˙, h˙, c˙,d,h,c,β ,χ,m)T (10)
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while the control vector is represented by
u= (T,ωβ ,ωχ)T . (11)
3.1 Mission Scenario
The reachable sets for the lunar lander are obtained for the terminal landing phase
of the mission. The spacecraft starts a landing maneuver from an altitude of 96 km
and moves on an elliptical descent orbit with an altitude of 15 km. Powered descent
starts at this altitude. The main thruster reduces the velocity of the spacecraft until an
altitude of 2 km is achieved. At the approach phase, an attitude adjustment maneuver
is performed between 2 km and 300 m. The final phase of the landing maneuver is
supposed to start at an altitude of 300 m as shown in Fig. 3.
Fig. 3: Mission Scenario for the Powered Descent and Landing
The initial conditions are defined by the state of the dynamical system at an
altitude of h0 = 300 m using the optimal trajectory in [9]. The mission requires the
following initial and terminal conditions
x0 = (d˙0, h˙0, c˙0, free,h0, free, β0, χ0, m0)T (12)
x f = (0 ,0 ,0 , free,0 , free,−pi2 , free,m f )
T. (13)
Additional constraints results from final landing condition. A landing is considered
successful if the condition |∆x(t f )| ≤ ∆xmax holds with
∆xmax = (1m/s,1m/s,1 m/s,d f ,1m,c f ,10◦,180◦, f ree). (14)
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The initial conditions, final conditions and constraints are summarized in Table 1,
where xu and xl denote upper and lower bounds on states respectively for the whole
time interval. Similarly u0 and u f represents initial and final control inputs, uu and ul
are associated upper and lower bounds on the control inputs which are summarized
in the Table 2.
Table 1 State Constraints used for the solution of OCP in (3)
x0 x f xl xu
d˙(m/s) 5 0 free free
h˙(m/s) -19 0 free free
c˙(m/s) 0 0 free free
d(m) 0 free free free
h(m) 300 0 0 free
c(m) 0 free free free
β (◦) -86 -90 -90 90
χ(◦) 0 free 0 180
m 0.5397 ≤ 0.5 0.5 0.5397
In this setup, the mass of the lander is the sum of the propellant mass and the
mass of the structure. The allowed minimum mass of the vehicle is defined as hard
constraint during trajectory optimization.
Table 2 Constraints on the Control Inputs for the solution of OCP in (3)
u0 u f ul uu
T 0 free 0 1.222
ωβ (◦/s) 0 free -2 2
ωχ (◦/s) 0 free -2 2
4 Optimal Control Problem
In this study the infinite dimensional OCP in (3) is converted into a corresponding
finite dimensional NLP which is solved via a direct method. The basic principle
is to collocate the differential equations, the cost functional and related constraints
at a finite number of collocation points. After the continuous OCP is transcribed
into a finite dimensional NLP, the resulting set of nonlinear algebraic constraints are
solved numerically.
The collocation points are obtained using linear combination of the roots of Leg-
endre Polynomials or their derivatives. The Gauss Pseudospectral Method (GPM),
Lobatto Pseudospectral Method (LPM) and Radau Pseudospectral Method (RPM)
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with its flipped version (f-RPM) are the well known Pseudospectral methods for
discretization of continuous problem with respect to the time domain [10, 11, 12].
Pseudospectral methods are advantageous due to:
• their straightforward implementation leading to a sparse NLP structure after dis-
cretization of the OCP;
• the avoidance of the Runge phenomenon [13];
• exponential convergence behavior for smooth problems [8];
In this study, a flipped variation (f-RPM) of the RPM is used to transcribe the
OCP in (3). The roots of the linear combination of Legendre polynomials are ob-
tained by RPM and flipped in the domain [-1,1]. SPARTAN (SHEFEX-3 Pseu-
dospectral Algorithm for Reentry Trajectory ANalysis), an in-house developed tra-
jectory generation tool, is used for the discretization of the problem [14, 15].
SPARTAN obtains the NLP by hybridization of the jacobian J by evaluating
the different contributors as illustrated in Fig. 4 . The methodology is described in
[16], and tested for the computation of the reachable sets in [17, 18].
Fig. 4: Hybridization and Representation of the Different Contributors of the jacobianJ for the
NLP.
After solving the NLP of the associated OCP in (3), state information and control
inputs for each grid point gs ∈ Gs are obtained. In addition to the exit flag of the
solver, the result is also validated by propagating the control inputs by Runge-Kutta
integration schemes and comparing it with the state information obtained within
the same solution of the OCP. After the computations, the RS of the lunar lander
is obtained including trajectories and control inputs for each of the related landing
points with a final time t f = 40 s.
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4.1 Feedback Controller
The trajectory control of the lunar lander consist of a combination of feedforward
and feedback controls as illustrated in Fig. 5.
For the purpose of the design of the feedback controller the dynamics of the lunar
lander are represented by the nonlinear state space model as shown in (1). Assuming
that the aforementioned state space representation is analytic and that a real landing
trajectory is close to the optimal trajectory x(t) = xˆ(t)+ δx(t), the linearization of
(1) along xˆ(t) and uˆ(t) yields
δ˙x(t) = A(t)δx(t)+B(t)δu(t) (15)
with A(t) = ∂ f∂x
∣∣∣
xˆ,uˆ
∈Rn×n and B(t) = ∂ f∂u
∣∣∣
xˆ,uˆ
∈Rn×m , t ∈ [t0, t f ] and corresponding
initial conditions. Considering a time variant control law for the linear time variant
dynamical system leads to
δu(t) =−K(t)δx(t)
u(t) = uˆ(t)−K(t)δx(t), t ∈ [t0, t f ]
(16)
Fig. 5: Block diagram of the closed loop system
The changes in the dynamics of the lunar lander during a landing maneuver along
a reference trajectory are supposed to be slow compared to the sampling rate of the
discretized version of the OCP in (3). For this reason the gain matrix of the feedback
controller K(t) is calculated only at each point ti, i ∈ I with I = 1, ..., l of the control
discretization by minimization of the cost function
J (δx,δu) =
∞∫
0
δx(τ)TQ(ti)δx(τ)+δu(τ)TR(ti)δu(τ)dτ (17)
for all i ∈ I. Assuming the stabilizability of the underlying system, and positive
semi-definite Q(ti) and R(ti) for all i ∈ I, the feedback matrix that solves the OCP
is given as a function
K(ti) = R(ti)−1B(ti)TS(ti), i ∈ I (18)
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of the unique stabilizing solution S(ti) of the algebraic Riccati equation
A(ti)TS(ti)+ S(ti)A(ti)− S(ti)B(ti)R(ti)−1B(ti)TS(ti)+Q(ti) = 0, i ∈ I, (19)
such that the eigenvalues of A(ti)B(ti)K(ti), i∈ I are negative. A linear interpolation
has been applied to the K(ti), i ∈ I to obtain a time-continuous control law.
The main goal for the feedback control is to achieve the final landing point by
following the reference trajectory while attenuating external disturbance or uncer-
tainties for the initial state. The weighting matrices Q and R are kept constant during
the simulations for each reference trajectory.
Fig. 6: Simulation of the Closed Loop System for the Tracking Reference Trajectories.
Fig. 6 shows the simulation of the closed loop system with initial disturbance.
Similarly, Fig. 7 shows the discrepancy between the reference trajectory and the
simulated states of the closed loop system. It can be seen from the plots that the
controller is able to track the given reference trajectory by attenuating the initial
state error.
Monte Carlo simulations are carried out to obtain the successful attainable land-
ing area. The uncertainties for the initial state and the specific fuel consumption are
included as error sources during the simulations. Table 3 shows the range of the error
for each state and specific fuel consumption. The uncertainties for the initial state
are obtained from [19] by imposing the values with the same proportion. The uncer-
tainty for the specific fuel consumption of the main engine σSFC is around %2 [20],
but in this paper taken as %3 with a conservative assumption . The cost of attenuat-
ing the disturbance and uncertainty is the amount of extra propellant consumed by
the main engine. After the Monte Carlo simulations, the results that satisfy the safe
landing conditions are filtered leading to nonconvex successful landing regions. The
success rate for each corresponding point inside the nonconvex set is evaluated by
counting the number of simulations that achieves a successful landing with respect
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Fig. 7: State Error Between the Reference Trajectory and the Simulated Results.
to total number of simulations. The final result is called the successful attainable
landing area (SALA) of the lunar lander.
The borderlines that define the nonconvex hull of the successful landing area
are obtained using alpha shapes. Finally, an ellipse with the maximum area is fitted
inside the nonconvex set to evaluate the ratios of the reachable area, the successful
landing area and the area of the ellipse. The parameters of the ellipse are discretized,
and the maximum area is computed by a brute force method. Fig. 8 shows the com-
parison of the reachable landing area without the controller, with the controller and
ellipse that fits inside the nonconvex successful landing area.
Fig. 8: Representation of the Reachable Landing Area, Nonconvex 100% Successful Landing Re-
gion and Maximum Area Ellipse
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Table 3 summarizes the range of uncertainties and the results obtained from the
Monte Carlo simulations. Two scenarios which include respectively %3 and %5
uncertainty in the specific fuel consumption together with the initial state errors
are denoted as Total(#1) and Total(#2). Area ratio denotes the ratio of the area for
the reachable set and the nonconvex region. Similarly, the ellipse ratio shows the
proportion of the areas for the reachable set and the ellipse.
Table 3 Uncertainties, Results for the Monte Carlo Simulations and Properties of the Maximum
Area Ellipses inside the 100% Successful Landing Region
Range Area Ratio Ellipse
Ratio
Center (m) Orientation (◦) Semi-major
Semi-minor
Axis (m)
∆ d˙ (m/s) [-2 2] 52.75 43.65 [100 0] 10 [1250 1100]
∆ h˙ (m/s) [-2 2] 50.95 41.59 [50 0] 0 [1200 1100]
∆ c˙ (m/s) [-2 2] 53.22 43.86 [50 0] 0 [1200 1150]
∆d (m) [-30 30] 52.02 43.89 [100 0] 10 [1250 1100]
∆h (m) [-30 30] 55.49 45.56 [100 0] 0 [1250 1150]
∆c (m) [-30 30] 53.09 43.76 [50 0] 0 [1200 1150]
∆β (◦) [-2 2] 90.96 64.29 [-100 0] 20 [1500 1350]
∆χ (◦) [-2 2] 89.30 61.34 [0 100] 40 [1600 1200]
∆m %5 46.09 41.92 [100 0] 0 [1050 1050]
∆σSFC %3 46.92 41.93 [100 0] 0 [1200 1100]
Total(#1) 29.18 34.81 [0 0] 0 [1000 950]
Total(#2) 26.25 31.66 [100 -50] 0 [950 900]
Table 3 also shows the center, semi-major and semi-minor axis as well as the
orientation of the ellipse that fits inside the nonconvex attainable area.
The change of the successful landing area is most sensitive to the mass of the
spacecraft or the amount of propellant considering the area ratios. As the uncer-
tainty increases for the initial mass, the points along the boundary of the reachable
set is not attainable by the lander during Monte Carlo simulations. Although the
tracking controller tracks the reference trajectory, the successful landing condition
is not satisfied in some cases. Specific fuel consumption is yet another important
parameter affecting the area of the success region. For the cases, where the main en-
gine consumes more propellant per unit thrust, the available propellant is not enough
to steer the vehicle to the desired landing point.
On the other hand, the ellipse is not orientated w.r.t. the coordinate axis and the
center of the ellipse lies close to the origin in downrange and crossrange coordinates,
where the landing maneuver starts.
For the cases Total(#1) and Total(#2), all uncertainties are included in the simu-
lations. For each single landing point inside the reachable set, 500 Monte Carlo sim-
ulations are performed. The results show that the successful landing area is 26.25%
of the reachable landing area, which is the maximum landing region that can be
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achieved by the lander. The extra propellant consumed for correcting maneuvers
result in a substantial decrease of the successful landing area.
5 Probabilistic Attainable Maps
Probabilistic attainable areas are obtained for each uncertainty source as illustrated
with Fig. 9a-13b. The successful landing area for all uncertainties together are rep-
resented with Fig. 14a and Fig. 14b. For each specific case, 500 Monte Carlo sim-
ulations are performed using a fixed structure of the feedback controller with the
same gains.
As the initial error for the velocity along downrange is introduced, the successful
landing region becomes smaller along crossrange, leading to a slender successful
landing region as illustrated in Fig. 9a. Similarly, the initial error for the velocity
along crossrange results in a smaller successful landing area, with unattainable re-
gions close to the maximum and minimum crossrange of the reachable set in Fig.
10a. The initial error for the rate of altitude has a symmetric behavior in crossrange
and downrange coordinates as shown in Fig. 9b. Although initial position error de-
creases the success rate of the landing, similar attainable landing maps are obtained
in Fig. 10b-11b. The results for the position error is also verified from the properties
of the ellipses inside the nonconvex 100 % successful landing region in Table 3.
On the other hand, the initial error for the attitude of the spacecraft in β and χ
is not very critical in Fig. 12a and Fig. 12b. The success rate of landing decreases
slightly for some points on the boundary of the reachable set. However, similar
to the discussion for the properties of the ellipses, the mass and the specific fuel
consumption of the vehicle is decreasing the success rate of landing considerably
in Fig. 13a and Fig. 13b. Finally, for the cases in Total (#1) and Total (#2), the
success rate of the landing decreases substantially with a symmetrical behaviour as
illustrated in Fig. 14a and Fig. 14b.
(a) (b)
Fig. 9: SALA with initial error in downrange velocity d˙ and altitude rate h˙
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(a) (b)
Fig. 10: SALA with initial error in crossrange velocity c˙ and downrange d
(a) (b)
Fig. 11: SALA with initial error in altitude h and crossrange c
(a) (b)
Fig. 12: SALA with initial error in pitch β and yaw χ
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(a) (b)
Fig. 13: SALA with initial error in mass m and specific fuel consumption σSFC
(a) (b)
Fig. 14: SALA for scenario Total(#1) and Total(#2)
6 Conclusions
The attainable landing area is obtained with reachability analysis, leading to the at-
tainable landing area of the lunar lander for the given mission scenario. A two degree
of freedom controller is designed to stabilize the system and attenuate disturbances
or initial uncertainties in the states. Monte Carlo simulations are performed to ob-
tain the successful attainable landing area of the lander with probabilistic maps. In
order to assess the results of the Monte Carlo simulations, a maximum area ellipse
is fitted inside the nonconvex attainable landing area.
The probabilistic maps show the behaviour of the change of success rate with
respect to the uncertainties. It is seen that, when uncertainties are introduced, the
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area of the attainable landing region decreases due to the amount of extra propellant
consumed to track the reference trajectories in all scenarios. The error for the ini-
tial velocity in crossrange and downrange decreases the success rate of the landing
starting from extreme points in the downrange and crossrange coordinates respec-
tively. Initial position errors in three orthogonal coordinates have similar probabilis-
tic maps, with similar characteristics of the maximum area ellipse. On the other
hand, the initial attitude error has no significant effect on the probabilistic maps.
The lander is most sensitive to changes of the initial mass for a successful land-
ing. The ratio of the attainable area with respect to the successfully attainable area
is 46.09% for the uncertainty in the initial mass. The scenario in Total(#2) has the
smallest attainable landing area, as expected, in which only 26.25% of the initial
reference map is attainable when all uncertainties are introduced in the MC simula-
tions.
The guidance and control algorithms also have an impact on the computed RS
for the given dynamical system and uncertainties. The developed method provides a
tool to evaluate the performance of the G&C algorithms and optimize the parameters
to obtain the maximum landing area w.r.t the reference RS. Future work includes the
assessment of different G&C algorithms and the optimization of the parameters for
increasing the likelihood of a successful landing.
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