We consider two-source two-destination (i.e., two-unicast) multihop wireless networks that have a layered structure with arbitrary connectivity. We show that, if the channel gains are chosen independently according to continuous distributions, then, with probability 1, two-unicast layered Gaussian networks can only have 1, 3/2, or 2 sum degrees of freedom (unless both source-destination pairs are disconnected, in which case no degrees of freedom can be achieved). We provide sufficient and necessary conditions for each case based on network connectivity and a new notion of source-destination paths with manageable interference. Our achievability scheme is based on forwarding the received signals at all nodes, except for a small fraction of them in at most two key layers. Hence, we effectively create a "condensed network" that has at most four layers (including the sources layer and the destinations layer). We design the transmission strategies based on the structure of this condensed network. The converse results are obtained by developing information-theoretic inequalities that capture the structures of the network connectivity. Finally, we extend this result and characterize the full degrees of freedom region of two-unicast layered wireless networks.
I. INTRODUCTION
C HARACTERIZING network capacity is one of the central problems in network information theory. While this problem is in general unsolved, there has been considerable success in two research fronts. The first one focuses on single-flow multihop networks, in which one source aims to send the same message to one or more destinations, using multiple relay nodes. Since, in this scenario, all destination nodes are interested in the same message, there is effectively only one information stream in the network. Starting from the max-flow-min-cut theorem of Ford-Fulkerson [2] , there has been significant progress on this problem. For wireline networks, the maximum multicast flow was characterized in [3] . In [4] and [5] , it was further shown that this maximum flow can be achieved using linear network codes.
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Digital Object Identifier 10.1109/TIT. 2012.2214024 In [6] , the max-flow min-cut theorem was generalized for a class of linear deterministic networks with broadcast and interference. Inspired by this generalization, the multicast capacity of wireless networks was then characterized to within a gap that does not depend on the channel gains [6] , hence providing a constant-gap approximation of the capacity. Tighter capacity approximations were later derived in [7] and [8] .
The second research direction focuses on multiflow wireless networks with only one hop between the sources and the destinations, i.e., the interference channel. While the capacity of the interference channel remains unknown (except for special cases, such as [9] - [15] ), there has been a variety of capacity approximations derived, such as constant-gap capacity approximations [16] - [18] and degrees of freedom characterizations [19] - [24] .
However, once we go beyond single hop, there is much less known about the capacity of multiflow networks. Even in the simplest case with two sources and two destinations, there are very few general results, such as [25] , where the maximum flow in two-unicast undirected wireline networks is characterized. For two-unicast directed wireline networks, the authors in [26] - [28] have provided graph-theoretic and cut-set based conditions under which rate (1, 1) can be achieved. In the wireless realm, constant-gap approximations of the capacity of specific two-hop networks (the ZZ and ZS networks) were obtained in [29] . Furthermore, it was recently shown that the network resulting from the concatenation of two or more fully connected interference channels (the XX structure) admits the maximum of two degrees of freedom [30] . The achievability scheme relies on the notion of real interference alignment, which was introduced in [22] .
In this paper, we consider two-unicast multihop wireless networks that have a layered structure with arbitrary connectivity. We consider an additive white Gaussian noise (AWGN) channel model and assume that the channel gains (for each existing link) are independently drawn from a continuous distribution and remain fixed during the course of communication. Moreover, we assume that all channel gains are fully known at all nodes. Under these assumptions, we will show that, with probability 1 over the choice of the channel gains, two-unicast layered Gaussian networks can only have 1, 3/2, or 2 sum degrees of freedom (unless the source-destination pairs are disconnected, in which case we have 0 degree of freedom). Furthermore, we will extend this result and show that there are only five possible degrees of freedom regions for two-unicast layered networks, and we will provide necessary and sufficient conditions for each case that are based only on properties of the network graph.
Paper Outline and Description of Main Contributions: In Section II, we provide some basic definitions and state our main result. Then, in Section III, we give a high-level description of the proof techniques and the intuition behind some of the arguments. We proceed to describing the networks in which only one degree of freedom can be achieved in Section IV. More specifically, if we let and be the pairs of corresponding source and destination, we will show that the maximum achievable degrees of freedom is one if and only if we are in one of the following two cases: 1) the network contains a node whose removal disconnects pairs , and at least one of and ; or 2) the network contains an edge such that the removal of disconnects a destination from both sources and the removal of disconnects the noncorresponding source from both destinations. The conditions we present can be seen as a generalization of the graph-theoretic conditions given in [27] which characterize when a two-unicast wireline network does not support rate (1, 1) .
Then, in Section V, we consider the cases in which two degrees of freedom can be achieved. We will show that if our network graph contains a Butterfly or a Grail subgraph, then two degrees of freedom can be achieved. In order to describe the third class of networks which admit two degrees of freedom, we introduce the notion of manageable interference. We will say that two disjoint source-destination paths have manageable interference if, intuitively, all the interference between them can be either avoided or neutralized. Once again, it is interesting to compare the description of the networks with two degrees of freedom to the graph-theoretic description of the wireline networks which support rate (1, 1) . While in the wireline case it is possible to achieve rate (1, 1) in networks which contain a Butterfly, a Grail, or two edge-disjoint paths from each source to its corresponding destination (see [27] and [28] ), in the wireless case, it is possible to achieve two degrees of freedom in networks which contain a Butterfly, a Grail, or two vertex-disjoint paths from each source to its destination that have manageable interference.
In order to describe general achievability schemes that work for an arbitrary number of layers, we propose a new method which involves building a condensed network, by identifying specific key layers which will perform nontrivial relaying operations. All the nodes which do not belong to the key layers will be assumed to simply forward their received signals at all times. Therefore, an effective transfer matrix between any pair of consecutive key layers can be obtained and it can be used to define the edges and the channel gains of our condensed network. To achieve two degrees of freedom, we will consider two distinct relaying schemes for the nodes in the key layers. If our condensed network is a 2 2 2 interference channel, then we will resort to the real interference alignment schemes provided in [30] . Otherwise, we will show that a linear coding scheme will suffice to achieve the sum degrees of freedom. Notice that, since we assume single antennas at all nodes, the cut-set bound tells us that we cannot hope to achieve more than two degrees of freedom, and this case requires no converse proof.
In Section VI, we address all the networks which do not fall into the cases considered in Sections IV and V. We will show that they all have 3/2 degrees of freedom. Our achievability scheme is based on defining two distinct modes of operation for the network. During the first mode, specific nodes act as buffers, storing all the received signals in order to use them during the second mode of operation. Then, in the second mode, these stored signals can be either forwarded toward the destinations or used to neutralize the interference. This way, it is possible to achieve 3/2 degrees of freedom by evenly dividing the amount of time the network operates in each mode. The converse result is obtained by finding information-theoretic inequalities which capture the fact that the interference, in this case, is not completely manageable.
In Section VII, we describe how the results regarding the sum degrees of freedom of two-unicast layered Gaussian networks can be extended to obtain the full degrees of freedom region. We show that there are only five possible degrees of freedom regions (assuming each source is connected to its destination) and we provide necessary and sufficient conditions for a network to have each of these regions. We do this by using the outer bound provided by the sum degrees of freedom and by describing achievability schemes for some specific extreme points in the degrees of freedom region, using real interference alignment.
Finally, in Section VIII, we provide some concluding remarks.
II. DEFINITIONS AND MAIN RESULTS
A multiple-unicast Gaussian network consists of a directed graph , where is the vertex (or node) set and is the edge set, and a set of source-destination pairs . We will focus on two-unicast (two-source two-destination) Gaussian networks, which means that , for distinct vertices , , , . Moreover, we will assume that the network is layered, meaning that the vertex set can be partitioned into subsets (called layers) in such a way that , and ,
. For a vertex , we will let (the input nodes) and
(the output nodes). Furthermore, we will let be the index corresponding to the layer containing , i.e.,
. Notice that the layers induce a natural ordering of the nodes. Thus, we may say, for example, that occurs before if . A real-valued channel gain is associated with each edge . Since we will often be referring to vertices by , for , we will also use to represent the channel gain associated with edge . We will assume that the channel coefficients are independently drawn from continuous distributions and are fixed during the course of communication. We also assume that all channel gains are fully known at all nodes. At time , each node (with the exception of and ) transmits a real-valued signal (or simply , when there is no ambiguity), which must satisfy an average power constraint , , for a communication session of duration , where the expectation is taken with respect to any possible randomization involved. The signal received by node at time is given by for where is the zero mean unit variance Gaussian discretetime white noise process associated with node . The transmitted signal from node (with the exception of and ) at time must be a (possibly randomized) function of its past received signals , for . Source picks a message that it wishes to communicate to , and transmits signals , , which are a function of , for , 2. Each destination uses a decoder, which is a mapping from the received signals to the source message indices ( is the number of messages that can be chosen). We say that rates for , 2 are achievable if the probability of error in the decoding of both messages by their corresponding destinations can be made arbitrarily close to 0 by choosing a sufficiently large . The sum capacity is the supremum of the achievable sum rates for power constraint .
Definition 1:
The sum degrees of freedom of a two-unicast Gaussian network is defined as
Remark:
will in general depend on . However, we will show that with probability 1, only depends on the network graph , and not on the values of .
We now consider several definitions which will be used throughout the paper.
Definition 2: A (directed) path between
and is an ordered set of nodes such that for . We will commonly refer to a path between and by . We write , if there is a path between and . Notice that for any node , . For simplicity, we will assume that any belongs to at least one path for and . This is reasonable since a node that does not belong to any source-destination path does not alter the achievable rates in the network and can be removed. Moreover, we will always assume that for , since implies that . In order to be able to "cut and paste" path segments, we will also consider the following path operations. For a path , we will let if . Moreover, if we have paths and , we will let be the path which results from concatenating and . For the next definitions, we assume we have two disjoint paths and . Since we will often make statements which work for both and , we will let if and if .
Definition 6:
We will say that a node causes interference on and write , if we can find a node such that and a path between and such that , for , 2. Moreover, we will say the interference is direct, and write , if, in addition, . Otherwise, we call the interference indirect.
Consider a subnetwork for some . We will define , for , 2. Notice that, in the definition of , the path implied by must exist in the subnetwork with graph . Moreover, we define . When there is no ambiguity in the choice of our two disjoint paths and , we will simplify the notation by using and . in all other cases.
We also characterize the full degrees of freedom region of two-unicast layered Gaussian networks. We first define some basic notions.
Definition 8:
The capacity region of a two-unicast Gaussian wireless network with power constraint is the closure of the set of all pairs of achievable rates .
Definition 9:
The degrees of freedom region of a two-unicast Gaussian network is given by (1) In order to simplify the characterization of the networks according to their degrees of freedom regions, we also consider the following definition. For the degrees of freedom region of two-unicast Gaussian networks, we have the following result. 
III. PROOF OVERVIEW
Even though Theorem 1 can be seen as a simple consequence of Theorem 2, we will first prove Theorem 1. Theorem 2 will then follow as an extension of it. We will consider cases (A), , (B), and (C) sequentially. The intuition behind (A) is as follows. Let be the message from and be the message from . If the removal of disconnects from both sources, then by knowing the received signal at we should be able to decode . Then, since also disconnects from , loosely speaking, all the information about goes through . Therefore, can use the knowledge about to remove any interference due to signals about , thus being able to decode as well. Since a single node can decode both messages, we have that , and it follows that , since 1 degree of freedom is trivially achievable from the fact that and . The intuition behind is similar. If the removal of disconnects from both sources, then by knowing the received signal at , we should be able to decode . Since Fig. 4 . Three categories of networks which are not in case (A). Notice that not all nodes are explicitly shown for the sake of generality. Each line represents a path, not necessarily a link, with any number of nodes. the removal of disconnects from both terminals, all the information regarding goes through . This means that all the information received at which does not come from is about and, thus, by knowing the received signal at , one can remove the part regarding and obtain the part of the transmitted signal at regarding . But this implies that from we should be able to decode both and , which implies
. An example of a network that would fall in is shown in Fig. 3 . To prove (B) and , we will provide several achievability schemes for 2 degrees of freedom. For networks in (B), i.e., networks which contain two disjoint paths with manageable interference, depending on the network topology, we will either consider simple amplify-and-forward schemes or schemes based on real interference alignment, as described in [30] . If the network is in , we will first restrict ourselves to the subnetwork which satisfies the description in . Then, we will use a result from the double unicast problem for wireline networks to claim that the subnetwork must contain one of the three structures shown in Fig. 4 . But since we are assuming that the subnetwork has no two disjoint paths, we must have either the structure in Fig. 4 (b) or the structure in Fig. 4 (c). We provide an amplify-and-forward achievability scheme in each case.
For case (C), we only need to consider networks which have two disjoint paths and , but do not have two disjoint paths with manageable interference. This is because all networks which do not contain two disjoint paths and must fall into (A) or . Moreover, any network that has two disjoint paths with manageable interference will fall into (B). We will identify two main classes of networks in (C), depicted in Fig. 5 , and for each of these classes we will first provide an achievability scheme, based on two separate modes of operation for the network, which achieves degrees of freedom. Then, we will show that the nonexistence of two disjoint paths with manageable interference implies that either the network falls into or . We will then build upon the result from Theorem 1 to obtain Theorem 2. For networks in cases (A), , (B), and , we will notice that the degrees of freedom region can be readily obtained from the sum degrees of freedom. For networks in case (C), we use the fact that they must contain two disjoint paths that do not have manageable interference to infer properties about the network connectivity. Then, we combine the outer bound provided by the sum degrees of freedom with achievability schemes for the extreme points to characterize the degrees of freedom region. Some of the extreme points will require the use of real interference alignment schemes.
IV. NETWORKS WITH ONLY ONE DEGREE OF FREEDOM
In this section, we will provide converse results for networks that fall in cases (A) and
. For the converse proofs, necessary for (A),
, and (C), we will derive information inequalities which allow us to bound the achievable sum rates, and thus the degrees of freedom. We start by considering (A), and we assume without loss of generality (WLOG) that we have a node whose removal disconnects from both sources and from both destinations. We assume that the communication session lasts time steps, and for a node , we let , , and be length vectors whose entries are, respectively, the transmitted signals , the received signals , and the noise terms . For a set of nodes , we will define to be the set of all 's, for . Then, if we have , we have a set of length vectors. We let and be independent random variables corresponding to uniform choices over the messages on sources and , respectively. Then, we have (2) where follows from Fano's inequality, where as ; and
follows because the removal of disconnects from both sources; thus, we have . For , we have
where follows because the removal of disconnects from , and, as a consequence, the removal of and disconnects from both sources, and we have ; and follows since is independent of . Now, by adding inequalities (2) and (3), we obtain (4) where is a constant which does not depend on , for sufficiently large. Therefore, we conclude that In order to simplify the converse proofs for and (C), we will consider a decomposition of the additive Gaussian noise associated with each node . More specifically, if , we break the noise at node into independent noise components, each with variance . Then, we associate each of these components with one of the incoming edges, and we can define for where is the noise term associated with the edge . Clearly, we have , and has unit variance. Notice that we can now write, for a node , . Moreover, we will define As earlier, we let be the set of all 's, for , and be a length vector with all the 's, for . In order to find upper bounds to the rates, we will often be interested in showing that certain conditional mutual information terms can be upper bounded by a constant. In particular, if we have a Z structure across two layers in the network, such as the one shown in Fig. 6 (a), we would like to say that can be upper bounded by a constant that does not depend on . Intuitively, the reason is that, given and , one can subtract from and obtain . This means that "almost all" information in can be deduced from , and thus the conditional mutual information cannot be very large. This reasoning is formalized in the following lemma, where we generalize the Z structure to one where 
and
, as shown in Fig. 6(b) . Moreover, we generalize this notion to the case where the mutual information may be conditioned on other signals as well, provided that these signals do not contain information about , for some . The proof can be found in Appendix A. where is a constant that is only a function of the channel gains and the network graph .
Remarks: If, in the statement of Lemma 1, we condition the mutual information on instead of , the same result holds. Also, if instead of conditioning on and we condition on , the same result holds, since, in the proof, we use and to construct . We will consider these cases to be covered by Lemma 1 as well.
We can now proceed to the proof of case (A') in Theorem 1. We assume WLOG that we have an edge such that the removal of disconnects from both sources and the removal of disconnects from both destinations. We let , and we notice that , since, otherwise, we would have a node such that , and this would contradict the fact that the removal of disconnects from . Moreover, , because all paths from to contain and we must have at least one such path. Thus, we have (5) where follows because disconnects from both sources and ; thus, we have ; and follows because and ; hence, we can upper bound as (6) where and are constants which are independent of , for sufficiently large .
Next we notice that, since the removal of disconnects from and the removal of disconnects from , the removal of and disconnects from both sources. Thus, we have (7) where follows from the fact that the removal of and disconnects from both sources, which implies ; follows from the fact that is independent of ; follows from the fact that, given , we have ; follows from the application of Lemma 1 to , since . Finally, by adding (5) and (7) , we obtain and we conclude that . Since one degree of freedom is trivially achievable, we have for both (A) and .
V. NETWORKS WITH TWO DEGREES OF FREEDOM
In this section, we will provide achievability schemes for the networks which fall into cases (B) and
. In order to describe these schemes, we will proceed as follows. We will first identify the key layers, whose nodes will be responsible for performing nontrivial relaying operations. All the nodes which do not belong to the key layers will simply forward their received signal. This will allow us to build a condensed version of the network. The condensed network only contains the nodes in the key layers, and . The edges and respective channel gains are determined according to the effective transfer matrices between two consecutive layers of the condensed network, which are obtained by assuming that all intermediate nodes which are not in the key layers, or are simply forwarding their received signals. An example is shown in Fig. 7 .
We will refer to the effective channel gains of the edges in the condensed network by , where is the starting node and is the ending node. For example, in Fig. 7 , we have and . Notice that, in the condensed network, the effective additive noises at the nodes are not necessarily independent and identically distributed. However, they are still drawn from continuous distributions, which will be sufficient for us. The condensed networks will be useful since we will conclude that entire classes of layered networks will possess essentially the same condensed network, and therefore, we may describe a single achievability scheme for all the networks in that class. We will describe achievability schemes for in essentially two ways, according to the structure of the condensed network. If the resulting condensed network is a 2 2 2 interference channel, then we will use the scheme described in [30] to achieve . Otherwise, we will describe a simple amplify-and-forward scheme that guarantees that the end-to-end transfer matrix for the condensed network (and thus for the original network as well) is of the form for ,
. Thus, we have , for , 2, where is the effective additive noise at . Since the scaling factors used at the key layers and the noise variances are functions of the channel gains only (and not the power of the signals transmitted by the sources), we have essentially two parallel point-to-point AWGN channels. In order to make sure that the output power constraint is satisfied at all nodes, we will restrict the sources to using power , for some . It is not difficult to see that, for sufficiently large, can be chosen independent of . The effective additive noises at the destinations will be linear combinations of the individual Gaussian noises at each node, where the coefficients are functions of the channel gains . Therefore, , the variance of the additive Gaussian noise at destination , is not a function of , and each source-destination pair , for , 2, can use Gaussian random codes to achieve rate and, therefore, one degree of freedom. We conclude that we achieve . First, we will consider (B), in which case we have two disjoint paths with manageable interference.
A. Two Disjoint Paths With Manageable Interference
We let and be our two disjoint paths such that we have containing and and satisfying and . In general, we will assume that is chosen to be minimal, and all the nodes in are removed from the network. If we have and , then achieving is trivial: we have two disjoint paths and with no interference whatsoever. For networks where , for or , we will define to be the first node on whose removal disconnects from . Notice that is the layer containing
. This layer will be used as one of the key layers. Intuitively, this is the last layer where we can choose the scaling used at the nodes so that the interference on is canceled. 
If
and , for or , our condensed network will be a two-hop network formed by layers , and . If and , our condensed network will be a three-hop network formed by layers , , and (unless , in which case the condensed network will be a two-hop network). We will need the following technical lemma about , whose proof can be found in Appendix A.
Lemma 2: Assume
, for or , and let be defined as previously. Then, there exist two paths and such that . The importance of Lemma 2 is that it guarantees that the transfer matrix between and two nodes in will be invertible with probability 1. This will be further explained later but, intuitively, it is necessary to give the nodes in freedom to cancel the interference from on . A second useful property about is now stated in the form of another Lemma.
Lemma 3: Assume
, for or , and let be defined as earlier. Then, there are (at least) two nodes such that and .
Proof: Since , we have that . Thus, since the removal of disconnects from , we must have at least one node such that . If we suppose by contradiction that is the only such node, then we have that disconnects from . If , we contradict our choice of . If , then we contradict the fact that .
The importance of the property in Lemma 3 is that it guarantees that, with probability 1, at least two nodes in will have in their received signal a component which corresponds to the transmitted signal from . Intuitively, this means that, we can cancel the interference from on , while still allowing the signal from to reach . We now consider the case in which we have and .
1)
, : Notice that in this case only is defined. Thus, we will consider the condensed network formed by layers , and , with . Our condensed network should look like the network in Fig. 8 . The solid lines correspond to edges that must exist in the condensed network, due to the existence of two disjoint paths and . The dashed lines correspond to edges that may or may not exist. To each of the nodes , in the intermediate layer, we associate a variable which will be the scaling factor used by node . Our task is to show that the end-to-end transfer matrix, given by
where , can be made diagonal with nonzero diagonal entries by an appropriate choice of . Since, in this case, , there is no path from to , and therefore, we must have for and is always 0. From the use of Lemma 2, we know that for two nodes , with associated variables and , we must have two disjoint paths and . From Lemma 3, we know that there is a node , such that and . We now claim that if the matrices are both full rank, then we can choose so that is diagonal with nonzero diagonal entries. To see this, we first consider , where for , , and . This choice of scaling factors guarantees that and . If , we are done. Otherwise, if , we let , where for , and . This choice guarantees that and . If we have , we are done. Otherwise, we set . By linearity, this choice will guarantee that is the identity matrix.
Next we show that, with probability 1, and (which are just functions of the channel gains in the original network) are full rank. First we consider the transfer matrix between and , given by
The determinant of can be seen as a polynomial where the variables are the channel gains from the original network. All we need to show is that this polynomial is not identically zero. Then, since the 's are drawn independently from continuous distributions, will be nonzero with probability 1. To see that this polynomial is not identically zero, we notice that the existence of two disjoint paths and guarantees that, if we set if connects two consecutive vertices of or and otherwise, will be the identity matrix. Therefore, will be invertible, and thus, cannot be identically zero. Now, we notice that
Since and , we have that is also a nonidentically zero polynomial in the 's, and therefore, is invertible with probability 1. To show that is invertible with probability 1, we will follow very similar steps. We notice that the transfer matrix between and is given by
Since and , we clearly have two disjoint paths and . This implies that is nonidentically zero, and therefore nonzero with probability 1. Then, we notice that and, since , , we have that is a nonidentically zero polynomial in the 's and therefore so is . This proves that is full rank with probability 1, and thus, we conclude the proof when , . The case where , follows in the exact same way.
Next, we consider the cases in which and . We will use and as our key layers. We can assume WLOG that . We consider the case where and the case where separately.
2) , and : We let and . Our condensed network will be of the form shown in Fig. 9 (a). Once again, the solid lines correspond to edges that must exist in the condensed network, due to the existence of two disjoint paths and , and the dashed lines correspond to edges that may or may not exist. We name the nodes in , and the nodes in , . Moreover, to each of the nodes , , we associate a variable which will be the scaling factor used by node , and to each of the nodes , we associate a variable which will be the scaling factor used by node .
We will again show that, with probability 1, there is a choice of and such that the effective end-to-end transfer matrix is diagonal with nonzero diagonal entries. This time, however, we will proceed in two steps. First we will show that, with probability 1, we can choose such that, for some , , the transfer matrix between and is invertible and the transfer matrix between and is of the form for . Then, by "suppressing" the key layer , we will essentially be in the case we described in Section V-A1, and thus, we can choose so that the end-to-end transfer matrix is as desired.
In order to describe how we choose , we must first consider the connectivity between the nodes in and its consecutive layer, , in the original network. This layer transition can be depicted as in Fig. 9 (b). We will now show that, with probability 1, it is possible to choose all nonzero, such that the transfer matrix between and is of the form for . We first notice that is given by From Lemma 3, we know that there are at least two nodes , such that and . This implies that and , if viewed as polynomials on the channel gains, are not identically zero. Thus, with probability 1, they will be nonzero, and will have nonzero coefficients in front of and . This means that we can choose , with all nonzero, so that . If we have , then we are done. Otherwise, if , we proceed as follows. From Lemma 2, we know that we can choose , so that we have two disjoint paths and . Therefore, the transfer matrix between and , given by is full rank with probability 1. This also implies that the matrix is full rank with probability 1, because we have , and, since , , we have that is nonzero with probability 1. The matrix allows us to build by setting , for , , and . This choice guarantees that as desired, but we do not have all nonzero. However, it is easy to see that if we set , for some , we will have all nonzero and . We conclude that we can choose all nonzero and have with . Moreover, since there exists a path from to , and there exists no path from to which does not contain , we conclude that, with probability 1, our choice of will make the transfer matrix from to be of the form for . Next, we would like to prove that, with this choice of , there exist nodes , , such that the transfer matrix between and is full rank. First, we notice that, from Lemma 2, there exist two nodes , , such that we have two disjoint paths and . However, we cannot proceed as earlier to conclude that the transfer matrix between and is full rank with probability 1, because our variables were not chosen independently from the channel gains. Nonetheless, if we let be the set of all for and all the channel gains that appear in , for , 2 and , we notice that our choice of only depends on . Therefore, we assume that all the channel gains in are drawn according to their distributions, and are from now on viewed as constants. Then, we can also fix , following the steps described previously, and view them as constants.
First, we assume that neither nor contain . In this case, we will show that we can set and . The determinant of the transfer matrix between and can be seen as a polynomial where the variables are the channel gains which are not in . Notice that all the channel gains not in are still independent (since the choice of was made independent of them) and have a continuous distribution. Thus, we will show that, with probability 1 over the choice of the channel gains in , there exists a choice of the channel gains which are not in , such that the transfer matrix between and is invertible. Therefore, the determinant of the transfer matrix between and is not identically zero, and will be nonzero with probability 1 over the choice of the channel gains not in .
Since and are disjoint, there are distinct nodes and in , such that and . For any , we will set if connects two consecutive vertices of or and otherwise. Therefore, the transfer matrix between and is the identity matrix. Thus, we have that the transfer matrix between and is given by
The existence of disjoint paths and implies the existence of disjoint paths and . Therefore, with probability 1 over the choice of the channel gains in (since they were drawn independently first, according to their continuous distributions) is full rank. Therefore, since we chose and to be nonzero, the transfer matrix in (9) must be full rank, which implies that the transfer matrix between and is full rank with probability 1 if are chosen as described previously. Now, we consider the situations in which either or contains . We will show that, in any case, for some , , we can find either i) two other disjoint paths and not containing ; or ii) two disjoint paths and . If we suppose , then we are clearly in case ii, by setting and , and setting . Thus, we suppose that . If we let be the node from in the layer containing , we have two disjoint paths and . We also let be the node from in . Then, we let be the last common node between and . If [see Fig. 10 (a)], we must have disjoint paths and . This implies that we have a path and a path which are disjoint, and we are in case ii. Note that this case also includes . If, instead, [see Fig. 10 (b)], we must have disjoint paths and . We also clearly have two disjoint paths and . Thus, we let be the first common node between and . If [see Fig. 11 (a)], then we have two disjoint paths and . Therefore, we are in case ii. If [see Fig. 11 (b)], then we have two disjoint paths and . Therefore, we can build two disjoint paths and not containing , and we are in case i. Finally, if does not exist, we clearly have the disjoint paths and , and, since , we are in case ii. Since case i was already taken care of, we only need to consider case ii. We will show that, if we have two disjoint paths and , and if we choose as described previously, then, for some , , the transfer matrix between and will be full rank with probability 1 over the choice of the channel gains not in . We will look at the determinant of the transfer matrix between and as a polynomial on the channel gains not in , since the channel gains in and the scaling factors have already been fixed. Then, we can show that this determinant is not identically zero by showing that for a specific choice of the channel gains not in , the transfer matrix between and is full rank. For any not in , we will choose if is connecting two consecutive vertices of or , and
otherwise. This means that the transfer matrix between and is the identity matrix. Then, if we let be the node from in layer , the transfer matrix between and is given by (10) where we used the fact that our choice of guarantees that the transfer matrix between and is for some . Now, since there exists a path from to , is nonzero with probability 1 over the choice of the channel gains in . Therefore, since was chosen to be nonzero, the transfer matrix in (10) is upper triangular (with nonzero diagonal entries) and thus full rank.
Therefore, we proved that we can find , so that the transfer matrix between and is full rank with probability 1, after the choice of the scaling factors . Next, we consider suppressing the layer from the condensed network by incorporating our choice of into the terms for , 2 and . We will show that the resulting condensed network is equivalent to the one considered in Section V-A1. As in Section V-A1, the end-to-end transfer matrix can now be written as (11) As we noted earlier, the transfer matrix between and is of the form for some . This implies that and . Moreover, since disconnects from , we conclude that for . Otherwise, this would either imply the existence of a path between and not containing or contradict the fact that the transfer matrix between and is of the form . Thus, we conclude that . As shown in Section V-A1, if we can find , and , , such that the matrices are both full rank, then it is possible to choose so that the end-to-end transfer matrix in (11) is diagonal with nonzero diagonal entries. We will choose and to be the two nodes in for which the transfer matrix from to is full rank with probability 1. Then, we will notice that
Since , , we have that and , and is nonzero with probability 1. Therefore, is invertible with probability 1.
As we did in Section V-A1, we use Lemma 3 to guarantee that we can choose such that and . Then, we notice that the transfer matrix between and is given by (12) Since and , we clearly have two disjoint paths and . This implies that the transfer matrix in (12) is invertible with probability 1. Then, we notice that As we noticed previously, our choice of guarantees that . Since , there must be at least one path . If does not contain , then the fact that we chose to be nonzero guarantees that is nonzero with probability 1. If contains , then the fact that the transfer matrix between and is for guarantees that is nonzero with probability 1. Either way, we conclude that is invertible with probability 1. This concludes the proof when , and . Next, we consider the situations in which . In this case, our condensed network will only contain three layers, , , and . We will use two different approaches, depending on the size of .
3)
, , , and : Our condensed network should look like the network in Fig. 12 . The nodes in are named according to Fig. 12 . We notice that all the edges in the condensed network must in fact exist. This can be justified as follows. Lemma 2 guarantees that and . Thus, we must have , which justifies the existence of edges for and . Moreover, from Lemma 3, we have that there must be two distinct nodes , in such that and . This justifies the existence of and . Similarly, we can apply Lemma 3 to to justify the existence of and . The edge structure of the condensed network guarantees that, with probability 1, the transfer matrix between and and the transfer matrix between and , given, respectively, by have only nonzero entries. Furthermore, from our previous discussions, we know that the existence of disjoint paths and guarantees that the transfer matrix between and is full rank with probability 1. Similarly, the existence of disjoint paths and guarantees that the transfer matrix between and is full rank with probability 1. Therefore, we essentially have the 2 2 2 interference channel described in [30] . The only difference is that additive noises at , , , and are not independent and Gaussian. However, they still have a variance which does not depend on the power (only on the channel gains), and thus, the same scheme described in [30] will achieve .
4)
, , , and : In this case, our condensed network is shown in Fig. 13 . Once again, we let be the nodes in , and to each of the nodes , , we associate a variable which will be the scaling factor used by node . We will show that the end-to-end transfer matrix, given by (13) can be made diagonal with nonzero diagonal entries by an appropriate choice of . First, we notice that we can assume that, in the original network, any layer for Fig. 13 . Illustration of the condensed network for the case where , , , and .
only contains two nodes. This is because any node in such layer which is not in nor can be removed since it may not contribute to nor (or that would contradict the fact that disconnects from and disconnects from ). Therefore, the edge configuration between and in the condensed network is the same as the edge configuration between and in the original network. It is then easy to see that each , for and , 2, when seen as a polynomial in the channel gains, is composed of a single product of variables , one of which is not shared by any other .
Next we claim that if we can find two sets of nodes and , such that the matrices are full rank, then we can choose such that the transfer matrix in (13) is diagonal with nonzero diagonal entries. To see this, suppose and are full rank. Then, we can set , where for , , , and . This guarantees that the transfer matrix in (13) is of the form
If
, we achieve our goal with . If , we set , where for , and . This guarantees that the transfer matrix in (13) is of the form
, we achieve our goal with . If , then we let , and the transfer matrix in (13) becomes the identity matrix.
Next, we show that we can either find and as described previously, or we can remove nodes from so that we have a 2 2 2 interference channel (case in Section V-A3). We start by applying Lemma 2 to . Then, we can find , so that there are two disjoint paths and . Then, from Lemma 3 applied to , we know that there exist nodes , such that and . Suppose . Then, we can assume WLOG that . We choose and we have
The third term in the aforementioned expansion can be written as which is a nonidentically zero polynomial since , , ,
, and there are two disjoint paths and . Moreover, as we noticed previously, one of the variables in is not shared by any other effective channel gain , and therefore, the term above cannot be canceled by the other terms. This allows us to conclude that is full rank with probability 1. Now, suppose . This means that the original network must contain the network shown in , then we can remove the nodes in , and we are in the case of Section V-A3. If , then , and by applying Lemma 3 to , we must have at least one node , such that (since is the other one). Then, we choose . If is not identically zero, then the same proof shown previously with instead of will show that is full rank with probability 1. If we assume that is identically zero, then we have The last term is nonidentically zero since , , , , , and . Moreover, as we noticed previously, one of the variables in is not shared by any other effective channel gain , and therefore, the last term above cannot be canceled by the other two terms. Thus, we conclude that is invertible with probability 1.
From the symmetry between and (they simply have and exchanged), the exact same steps can be used to show that either we can find the nodes such that is full rank with probability 1, or we can remove nodes from so that we are in the case of Section V-A3. This concludes the achievability proof of in the cases where we have two disjoint paths with manageable interference.
Next, we proceed to providing the achievability scheme for , in which case we have a subnetwork with no two disjoint paths, and no node as described in (A).
B. Butterfly and the Grail
We start by inferring important properties of the structure of the network, if it does not fall into case (A). We will show that such a network must contain one of the subnetworks in Fig. 4 . The subnetwork in Fig. 4 (a) simply contains two disjoint paths and . Next, we formally characterize the other two.
Definition 11:
The network is a Butterfly network if it contains two nodes and connected by a path (if , then we assume the path consists of a single node), two disjoint paths and which do not contain any node from , and two paths and such that . An example is shown in Fig. 15 .
Definition 12:
The network is a Grail network if it contains two disjoint paths and and nodes and such that , , and . An example is shown in Fig. 16 .
Then, we can state the following Claim. Claim 1: The absence of a node whose removal disconnects from both sources and from both destinations, for or , implies that must contain 1) two disjoint paths and , 2) a butterfly subnetwork, or 3) a grail subnetwork.
Sketch of Proof: We start by building an extended network , by transforming each layer of our original network into two copies of itself, and connecting each node to its copy. Then, we notice that the absence of a node whose removal disconnects from both sources and from both destinations in the original network, for or , implies the absence of an edge whose removal disconnects from both sources and from both destinations, or , in the extended network. Therefore, the result obtained in [27] and [28] guarantees that either contains two edge-disjoint paths, a butterfly, or a grail. Since any two edge-disjoint paths in are also vertex disjoint, we conclude that our original network must contain two vertex-disjoint paths, a butterfly, or a grail. A more detailed proof can be found in Appendix C.
Next, we assume that all nodes that do not belong to the subnetwork satisfying the conditions in are removed. Since the resulting network does not contain two disjoint paths, but does not fall in case (A), we conclude from Claim 1 that we may either have a butterfly network or a grail network. We provide achievability schemes for each case separately.
1) Butterfly Network: We assume we have a subnetwork as described in Definition 11 and that any node which does not belong to , , , or is removed from the network. Moreover, we will assume that, if there are several choices for and , we choose them so that is as close as possible to the destinations (i.e., we maximize ). Similar to what we did in the case of two disjoint paths with manageable interference, we will identify a key layer and build a condensed network. Then, we will show that by using amplify-and-forward in the nodes in the intermediate key layer, we can make the end-to-end transfer matrix diagonal with nonzero diagonal entries. As our key layer, we will use . Notice that we are guaranteed to have three nodes in (since any extra node would have been removed). The condensed network is shown in Fig. 17 .
We let the three nodes in be called , , and as shown in Fig. 17 (notice that ), and associate scaling factors , , and to them. We will follow the same steps that we used in Section V-A4, except that now our intermediate layer has exactly three nodes. Thus, we will show that either we can remove one of the nodes in so that the resulting condensed network falls in the case from Section V-A3 (i.e., a 2 2 2 interference channel), or the matrices are full rank with probability 1. In the latter case, the same steps as in Section V-A4 guarantee that we can find , , such that the end-to-end transfer matrix is diagonal with nonzero diagonal entries. An important property about the Butterfly structure is that for any two nodes , , there exists two disjoint paths between and and two disjoint paths between and . Therefore, we see that if is a nonidentically zero polynomial in the channel gains, we can remove and we are in the case from Section V-A3. Similarly, if is nonidentically zero, we can remove and we are in Section V-A3. Therefore, we may assume that either or is zero, and either or is zero. To show that is full rank with probability 1, we first consider the case when . We notice that the fact that and our assumption that was chosen as close as possible to the destinations guarantee that there is no path starting on a node in and ending in . Thus, we see that the first channel gain in the path only appears as a variable in , and no other . Then, we notice that
The last term is a nonidentically zero polynomial, since , , , and there are two disjoint paths and . Thus, since contains a variable which cannot be canceled by the other term, we conclude that is nonidentically zero, and is full rank with probability 1. If instead we assume that is not identically zero, then , and we have that which is not identically zero, since , , , , and there are two disjoint paths and . Therefore, we conclude that is full rank with probability 1. From the symmetry between and , we conclude that the same steps (but considering or to be zero) will show that is full rank with probability 1.
2) Grail Network:
We assume that we have a minimal subnetwork which still satisfies Definition 12, i.e., all the unnecessary nodes are removed. As key layers, we will use and . Notice that if we assume that the subnetwork is chosen to be minimal, each of these layers must contain exactly two nodes. Therefore, our condensed network will be as shown in Fig. 18 . We will let the nodes in be called and , and the nodes in be called and , as shown in Fig. 18 . Next, we will show that either we can suppress one of the two intermediate key layers (by assuming their nodes are just forwarding their received signals) and obtain a network as in Section V-A3, or we can choose scaling factors , , , and (respectively for , , , and ) so that the end-to-end transfer matrix is diagonal with nonzero diagonal entries. We notice that if is not identically zero, then the existence of two disjoint paths and guarantees that if we suppress from the condensed network, we obtain the network in Section V-A3. Similarly, if is not identically zero, we can suppress from the condensed network, and we are again in the case of Section V-A3. Therefore, we will assume that , and we will show that there is a choice of , , , and so that the end-to-end transfer matrix is diagonal with nonzero diagonal entries. In order to do that, we first consider the transfer matrix between and , which is given by (14) Then, we notice that if we let we have which is a nonidentically zero polynomial on the channel gains, since , , and there are two disjoint paths and . Thus, is invertible with probability 1. Since we also have that and with probability 1, we are guaranteed that if we choose and such that , then , , and . Notice that, if were zero, we would contradict the fact that the system only has as a solution. Therefore, we have that the end-to-end transfer matrix can be expressed as where , , and . Therefore, since , , and are all nonzero with probability 1, we can choose and nonzero to make the end-to-end transfer matrix diagonal with nonzero diagonal entries. This concludes the achievability proof for the case in which we have a grail subnetwork and thus we conclude all cases in which is achievable.
VI. NETWORKS WITH 3/2 DEGREES OF FREEDOM
In this section, we prove that if our network does not fall into cases (A), , (B), and , then we have . We start by defining two main categories of networks which belong to (C). If does not contain a node whose removal disconnects from both sources and from both terminals, for (i.e., is not in (A)), then, from our discussion in Section V-B, we know that we must have one of the three structures in Fig. 4 . Moreover, if the network does not contain such a node and does not contain two disjoint paths and , then we are in . Therefore, all networks in (C) contain two disjoint paths and , but do not contain any pair of disjoint paths and with manageable interference, or else we would be in case (B).
We will assume that we have two disjoint paths and and we will first show that we can assume that our network falls into one of following two cases: C1)
, , , and . C2) We see this as follows. Since the interference on and is not manageable, we have that either or . Moreover, we must also have either or , because otherwise we can let and Fig. 19 . Illustration of the network in case C1. and . So we assume WLOG that . Then, if , we are in case C2. Thus, we assume , and we must have . If , we are again in case C2 by exchanging the names of and . Otherwise, if , we are in case C1 (notice that ). We will provide an achievability and a converse for in each case.
A. Achievability for Case C1
We will start by considering case C1. Notice that we must have a node such that and thus we have a path that is disjoint from . We let be the last node in , and we have the path . Next we consider letting . This guarantees that . Since and do not have manageable interference, we must have . Moreover, since , we conclude that we must have a node such that , and we must have a path . It can then be seen that our network is as shown in Fig. 19 up to a change in the position of the edge . The curvy lines and the dashed lines indicate paths (which may consist of a single edge or multiple edges). Notice that we may also have . In order to achieve , we will describe a scheme in which we use two different modes of operation for the network. During each mode of operation, only a subset of the nodes will be transmitting, while the others will stay silent. During the first mode of operation, one special node will store its received signals. Then, in the second mode of operation, it will forward the stored signals. We will consider two subcases, according to the position of edge with respect to .
1)
: In this case, our "special node" will be the node from in . In the first mode of operation, it will function as a virtual destination . Node and any node such that will stay silent during Mode 1. Then, we notice that the two disjoint paths and have manageable interference. This must be the case, since , and this unique interference is caused by on a node such that , and thus . Moreover, since and , we have . Therefore, by using the amplify-and-forward scheme described in Section V-A1, it is possible to guarantee that the transfer matrix between and is diagonal with nonzero diagonal entries. Notice that, even though and are not in the same layer, one could create a virtual path between and a virtual node which does not receive nor cause any interference. Then, we can use the scheme from Section V-A1 to guarantee that the transfer matrix between and is diagonal with nonzero diagonal entries. Then, it is easy to see that the same would hold for the transfer matrix between and . During Mode 1, will store its received signals.
The second mode of operation should last for the same number of time steps as the first one. In Mode 2, will become a virtual source . Then, we remove all the nodes from the network except those in the paths and . Now we clearly have two disjoint paths with no interference. Therefore, it is clear that we can have the transfer matrix between and be diagonal with nonzero diagonal entries. Thus, by letting node forward each of the signals received during Mode 1 in Mode 2, it is clear that, over the two modes, we create three parallel AWGN channels, two of them between and and one of them between and . Therefore, we achieve . A visual representation of the scheme is shown in Fig. 20 .
2) : In this case, in the first mode of operation, we let the node from in be a virtual destination . Then, we clearly have two disjoint paths and . Any node will stay silent during Mode 1. Since we assumed that , we cannot have any direct interferences between and , or else we would contradict the fact that and . Therefore, during Mode 1, we can have the transfer matrix between and be diagonal with nonzero diagonal entries. During Mode 1, will store its received signals.
The second mode of operation should last for the same number of time steps as the first one. During Mode 2, will become a virtual source . Any node such that will stay silent. Notice that the paths and have manageable interference. Therefore, by assuming the existence of a virtual node which is connected to through a virtual path that does not receive nor cause any interferences, we can use the linear scheme from Section V-A1 to guarantee that the transfer matrix from to is diagonal with nonzero diagonal entries. Thus, by letting node forward each of the signals received during Mode 1 in Mode 2, it is clear that, over the two modes, we create three parallel AWGN channels, two of them between and and one of them between and . Therefore, we achieve . A visual representation of the scheme is shown in Fig. 21 .
B. Converse for Case C1
In this section, we will show that if a network falls in C1, but does not contain two disjoint paths with manageable interference, then . We will start by naming some extra nodes which will be important to us, as shown in Fig. 22 . We will let be the node on such that . From our discussion in Section VI-A, we know that we have a path , which must be entirely contained in . Thus, we let be the last node in , and we let be its consecutive node on (which must be part of as well).
The assumption that there are no two disjoint paths with manageable interference allows us to infer some important connectivity properties about networks in case C1, illustrated in Fig. 22 . Next, we state and prove these properties. P1) All paths from to contain nodes and . It is easy to see that if we have a path not containing , then we must have a node such that , and thus we would have , which is a contradiction. P2) All paths from to contain nodes and . First consider the path . Clearly, and . If we have a path not containing , we conclude that . But since , we contradict the fact that there are no two disjoint paths with manageable interference. P3) All paths from to contain or . Suppose there is a path not containing nor . Then, we let and we have . But since P1 and P2 imply that any path from to must contain , and , we must have , contradicting the fact that there are no two disjoint paths with manageable interference. P4) The removal of disconnects from both sources. From P1, the removal of disconnects from . So, suppose the removal of does not disconnect from and we have a path not containing . We know that must be disjoint from , since otherwise we would contradict the fact that the removal of disconnects from (P1). Moreover, if we let , since , we must have . If , we contradict the assumption of no two disjoint paths with manageable interference. However, if , we must have a direct interference from on , and we will have and , and we again reach a contradiction. P5) The removal of disconnects from both destinations.
From P2, the removal of disconnects from . So we suppose the removal of does not disconnect from and we have a path not containing . The path must be disjoint from , or else we would contradict the fact that the removal of disconnects from (P2). So first we let , and, since , we have . If we have , we contradict the assumption of no two disjoint paths with manageable interference. However, if , we must have a direct interference from on , and we will have and , and we again reach a contradiction. P6) The removal of and disconnects from both sources. From P1, the removal of disconnects from . So suppose the removal of and does not disconnect from and we have a path not containing nor . We know that is disjoint form , or else we would contradict the fact that the removal of disconnects from (P1). Then, we set . Since , , from P1, we must have , and from P3, we must have . But this contradicts our assumption of no two disjoint paths with manageable interference. P7) The removal of and disconnects from both sources. From P3, the removal of and disconnects from . Thus, we assume that we have a path not containing nor . The path must be disjoint of , or else we contradict P3. Thus, we set . Since , , from P1, we must have , and from P3, we must have . But this contradicts our assumption of no two disjoint paths with manageable interference. This follows easily from P1, P2, and P3, since and . These properties allow us to infer the information inequalities that will build the converse proof. For these derivations, we will let and , and let and be independent random variables corresponding to a uniform choice over the messages on sources and , respectively. Before we formally derive the inequalities, we will describe some of the intuition that leads to them, for a specific network example, shown in Fig. 23 .
We will consider, for a given , the quantities
It is easy to see that , . Intuitively, since all the information from the sources must go through either or the nodes in to reach , can be thought of as the number of useful degrees of freedom (i.e., carrying information about the sources) transmitted by . Similarly, can be thought of as the number of degrees of freedom transmitted by , but only counting the degrees of freedom with information about message (since we condition on ). Based on these quantities, we will state three inequalities related to the degrees of freedom that can be achieved, and for each one we will provide an intuitive explanation. The formal proof is omitted, but it follows from the information inequalities we will derive later based on properties P1-P8. In the sense of Definition 9, we let be the degrees of freedom assigned to , for , 2. First, we have (15) since all information from must flow through . Next, we claim that both and can be decoded from and , and thus (16) To see this, we first notice that, since the removal of and disconnects from , from and , can be decoded. Then, can be used to approximately obtain (since the nodes in cannot be influenced by ), and, by removing its contribution from , we can obtain a noisy version of the transmit signal from . But since all the information about must flow through , this allows one to use and to decode as well. For the third inequality, we claim that, from , we can decode completely and degrees of freedom of , and thus (17) To see this, we first notice that, since the removal of disconnects from , from , we can decode , and thus obtain approximately. By removing its contribution from , we obtain a noisy version of the transmit signal from node , which allows us to decode the degrees of freedom transmitted by it. Now we ask ourselves how many of the degrees of freedom transmitted by must be carrying information about
. To answer this question, we notice that all the degrees of freedom transmitted by must have come through node . Since node receives degrees of freedom with information about from , at most of its degrees of freedom can be not about . Thus, any number of degrees of freedom above that transmits, i.e., , must contain information about . Finally, by adding inequalities (15)- (17) , we obtain , and therefore . Next, we formally derive information inequalities that can be used to show that for all networks in case C1. The intuition is similar to that of inequalities (15)- (17) , but the inequalities are somewhat different since they need to hold for any network in case C1. First, we have (18) where follows from the Markov chain , which is implied by P4 and the fact that ; follows from the fact that can be upper bounded by by following the steps in (6), where is a positive constant, independent of , for sufficiently large. We also have that (19) where follows because P5 and the fact that imply that the removal of and disconnects from both sources and thus ; follows from the fact that is independent of ; follows from the fact that, given , we have ; follows from Lemma 1, since P2 implies that . To obtain the next inequalities, we consider two cases, according to the position of and . I) : In this case, we have (20) where follows because P6 implies the Markov chain ; follows from the fact that is independent of ; follows by applying Lemma 1 to the second term, since implies that , or else we contradict P3;
follows from the fact that ; and follows because we have , since the removal of , , and disconnects and from . This can be seen as follows. From P8, all paths from or to must contain a node in . From P2, we know that . From P3, we know that any path from or to must contain . Finally, since , we have that , and, therefore, any path from or to must either contain or a node in . Notice that we had to consider instead of simply , because we have , and not . Next, we have that where follows because P7 implies the Markov chain ; follows since ; follows from the fact that can be upper bounded by by following the steps in (6) , where is a positive constant, independent of , for sufficiently large. The second term in the aforementioned inequality can be bounded as (21) where follows because of the Markov chain ; follows because P8 implies ; follows since, given , we have ; follows by applying Lemma 1 to , since , or else we contradict P1; follows from the fact that can be upper bounded by by following the steps in (6) , where is a positive constant, independent of , for sufficiently large. Thus, we obtain (22) 
II)
:
We will obtain similar inequalities to the ones in case I. We will define and . Then, we will let . We also let . Notice that if . Then, we have (23) where follows because P6 implies that the removal of and disconnects from both sources. Then, since P1 implies that all paths from to contain , we know that the removal of and also disconnects from both sources, and we have the Markov chain ; follows from the fact that is independent of ; follows since ; follows by applying Lemma 1 to , since, in case II, if , then , or else we contradict P8; follows since ; and follows from the fact that, given and , is independent of . This is true because P3 implies that any path from a node in to a node in must contain , and, thus, the removal of and disconnects from and both sources. Notice that is only nontrivial in the cases where (when ). Next, we have that where follows because P7 implies the Markov chain , and can be constructed from (notice that it may be the case that , if ); follows since ; follows from the fact that can be upper bounded by by following the steps in (6) , where is a positive constant, independent of , for sufficiently large. The second term in the aforementioned inequality can be bounded as where the inequalities are justified as in (21) . Therefore, we obtain (24) Finally, by adding (18)- (20) and (22) for case I, and (18), (19) , (23) , and (24) for case II, we obtain where . Thus, as we let and then , we obtain
We now proceed to considering C2. We will show that if our network does not fall in cases (A), , (B), and , then .
C. Achievability for Case C2
In this section, we will show that if we are in C2 and no edge as in exists, then we can also achieve degrees of freedom. We start by proving properties about the connectivity of our network, if we are in C2. Notice that, if for some choice of two disjoint paths and we are in C1, our previous result shows that . Therefore, we may assume that for no choice of two disjoint paths we are in C1. So we suppose we have two disjoint paths and , but no two disjoint paths with manageable interference. In addition, we assume that we do not have an edge as in . Since we are in C2, we have that and we let be the unique edge such that and . P1) All paths from to contain and . If we have a path not containing , then we must have , thus contradicting the fact that we are in C2. P2) There exists a path such that , and , for or 2. Since we have no edge as in , we may assume that either the removal of does not disconnect from both sources, or the removal of does not disconnect from both destinations. However, from P1, the removal of or disconnects from . Then, we also switch the names of and , and of and , and we obtain the case where . Thus, from now on, we assume . We will build our achievability scheme based on the paths , , and , an edge such that and but , and an edge such that and but
. Two examples of networks in C2 that satisfy P1-P6 for are shown in Fig. 24 . We will now consider two cases and provide a scheme to achieve degrees of freedom in each case. Our schemes will once more be based on using two modes of operation and having nodes store the received signals during the first mode of operation and use them during the second mode of operation.
1) : In Mode 1, we let the node from in be a virtual destination . Any node such that will stay silent during Mode 1. Then, we notice that the two disjoint paths and have no direct edge between them and thus have manageable interference. Therefore, it is possible to guarantee that the transfer matrix between and is diagonal with nonzero diagonal entries. During Mode 1, will store its received signals. The second mode of operation should last for the same number of time steps as the first one. In Mode 2, will become a virtual source . Then, we remove all the nodes from the network except those in the paths and . We again have two disjoint paths with no direct interference. Therefore, we can have the transfer matrix between and be diagonal with nonzero diagonal entries. Thus, by letting node forward each of the signals received during Mode 1 in Mode 2, it is clear that, over the two modes, we create three parallel AWGN channels, two of them between and and one of them between and . Therefore, we achieve . A visual representation of the scheme is shown in Fig. 25 .
2) : In Mode 1, we let be a virtual destination . Then, we consider the path . Then, we notice that and are disjoint paths. Moreover, we claim that if stays silent, and have manageable interference. We must have , since otherwise we would have a path from to not containing , and we would contradict P1. If , then and the edge will guarantee that . Moreover, since we have a path not containing , we must have . If , then will not cause a direct interference from to . Then, if we have , and have manageable interference. If , the direct interference must be due to an edge so that . Otherwise, that would contradict the fact that . Therefore, the fact that we have a path not containing guarantees that . We conclude that, in any case, and have manageable interference. Therefore, during Mode 1, it is possible to use an amplify-and-forward scheme which guarantees that the transfer matrix between and is diagonal with nonzero diagonal entries. During Mode 1, will store its received signals.
The second mode of operation should last for the same number of time steps as the first one. We will remove all nodes except those in and . In Mode 2, will transmit the same signals it transmitted during Mode 1, while will transmit new signals. The only interference between the two paths happens through the edge . However, node received, during Mode 1, scaled versions of the transmitted signals at . Therefore, by using the signals received during Mode 1, is able to remove the interference due to from its received signal during Mode 2. Hence, we can guarantee that the transfer matrix between and during Mode 2 is diagonal with nonzero diagonal entries. Over the two modes, we again create three parallel AWGN channels, two of them between and and one of them between and . Therefore, we achieve . A visual representation of the scheme is shown in Fig. 26 .
D. Converse for Case C2
In this section, we will show that if our network falls in C2, and does not fall into (A), , (B), , nor C1, then . We will start by deriving additional connectivity properties, under the assumption that properties P1-P6 are satisfied for . P7) The removal of disconnects from both sources. From P4, we know that the removal of disconnects from . If the removal of does not disconnect from , then we must have a path not containing . We have that may not intersect , since that would imply the existence of a path from to not containing and we would contradict P4. Moreover, we must have . Otherwise, since , we would contradict either P1 or P4. But this means that and have manageable interference, which is a contradiction. P8) The removal of disconnects from both destinations.
From P1, we know that the removal of disconnects from . If the removal of does not disconnect from , then we must have a path not containing . We have that may not intersect , or else we would have a path not containing , thus contradicting P1. Moreover, we must have . Otherwise, since , we would contradict either P1 or P4. Therefore, and have manageable interference, which is a contradiction. P9) The removal of and disconnects from both sources. From P1, the removal of disconnects from . Thus, we assume that the removal of and does not disconnect from , and we have a path which does not contain nor . Then, we have that , or else we would have a path from to not containing , thus contradicting P1. Moreover, P1 and the fact that imply that . Likewise, P4 and the fact that imply that , and thus, and have manageable interference, which is a contradiction. P10) There is no path from to .
Suppose
. Then, we must have . We will show that our network must contain a grail subnetwork, and must be in . The network on the left of Fig. 24 is an example. We consider paths and . We claim that and must be disjoint. , we are in case , and we may assume . We may now prove that under properties P1-P10, . We will derive information inequalities, as we did for C1. Once more, we let and be independent random variables corresponding to a uniform choice over the messages on sources and , respectively, and let and . First, we have (25) where follows from the Markov chain , which is implied by P7 and the fact that ; follows from the fact that can be upper bounded by by following the steps in (6) , where is a constant, independent of , for sufficiently large. Next, we have (26) where follows because from P8, the removal of disconnects from , and therefore, the removal of and disconnects from both sources, and we have ;
follows since is independent of ; follows because, given , we have ; follows by applying Lemma 1 to , because , or else we would contradict P1. Furthermore, we have (27) where follows from P9, which implies ;
follows from the fact that is independent of ;
follows from the fact that, given , we have ;
follows from the fact that ; follows because P1 and P10 imply that and, therefore, ;
follows from the fact that can be upper bounded by by following the steps in (6) , where is a constant, independent of , for sufficiently large; and follows by applying Lemma 1 to , since , or else we contradict P4. In order to bound the sum degrees of freedom, we can use the fact that (28) where the last inequality follows in the same way as (6) . Therefore, we can add inequalities (25)- (28) in order to obtain Thus, if we let and then , we obtain . 
VII. OBTAINING THE FULL DEGREES OF FREEDOM REGION
In this section, we extend the results from Theorem 1 and characterize the full degrees of freedom region of two-unicast layered Gaussian networks. The degrees of freedom region (see Definition 9) can be understood as a high-SNR approximation to the capacity region, scaled down by . Since the sum degrees of freedom is given by we conclude that if , then we must have . Thus, the results from Theorem 1 provide an outer bound to the degrees of freedom region with at least one achievable point. Moreover, by following the steps in (28) , it is always possible to bound each individual rate, for sufficiently large, as where is independent of , for . Hence, we conclude that is always a subset of . It is straightforward to show that is convex. Therefore, for networks that belong to cases (A) and from Theorem 1, the fact that guarantees that the degrees of freedom region is given by This region is depicted in Fig. 2(a) . The degrees of freedom region for networks in cases (B) and
can also be easily obtained from the result in Theorem 1. Since for all networks in cases (B) and
, we have , we conclude that the degrees of freedom region in these cases is given by as depicted in Fig. 2(b) .
For networks in case (C), we will once again consider the division into cases C1 and C2, as described in Section VI. If our network falls into case C2, then, under the assumption that properties P2, P3, P5, and P6 in Section VI-C are satisfied for , we have inequalities (25)- (27) . By adding these three inequalities, we obtain which implies that, if , then . Since the achievability scheme described in Section VI-C shows that , we conclude that the degrees of freedom region for networks which belong to case C2 (but do not belong to cases (A), , (B), , and C1) and satisfy properties P2, P3, P5 and P6 in Section VI-C for is given by (29) This region is depicted in Fig. 2(d) . If properties P2, P3, P5, and P6 in Section VI-C are instead satisfied for , then it is easy to see that analogous results will hold, and the degrees of freedom region is given by (30) as depicted in Fig. 2(e) . The only networks that we still need to consider are networks which are in case C1. We will show that in these cases, the degrees of freedom region will be given by (31) as shown in Fig. 2(c) . In order to do that, we will assume that our network contains disjoint paths and such that , , and , and that the nodes from are named as described in Section VI-A and depicted in Fig. 27(a) . We will then consider the condensed network formed by layers , , and , which is shown in Fig. 27(b) . Notice that is the same node as in the original network. Therefore, edges and may not exist due to property P1 in Section VI-B. Edges and may or may not exist, and that will depend on the position of the edge in the original network. We will show that points (1, 1/2) and (1/2, 1) are included in and, by convexity and the fact that , must be as shown in Fig. 2(c) .
First note that we may assume that exactly one of the edges and exists. Otherwise, by removing , and have manageable interference, thus (1, 1) is in and we are in case (B). Hence, we restrict ourselves to two cases: 1) ; and 2) . We consider each one separately.
1)
: This network is depicted in Fig. 28(a) . We see that it falls in the case described in Section VI-A2.
The achievability scheme provided for shows that . In order to achieve the point (1, 1/2), we need to use a scheme based on real interference alignment, similar to the ones described in [22] and [30] .
At source , the message will be split into two submessages and , while will have a single message . Each of these messages will be encoded using a single codebook with codewords of length , which is obtained by uniform i.i.d. sampling of the set
for a small and a constant . The rate of this code, i.e., the number of codewords, will be determined later. We will let be the symbols of the codeword associated to message , , 2, and be the symbols of the codeword associated to message . At time , source will transmit where is an irrational number, and is chosen to satisfy the power constraint for a constant to be determined. Source will transmit
The maximum power of a transmit signal from is upper bounded by and the maximum power of a transmit signal from is upper bounded by Thus, for any choice of and , parameter can be chosen so that the maximum transmit power at the sources is less than . Next we write the received signals at , , and . We will drop the time from the notation for simplicity.
Nodes
and will simply perform amplify-and-forward. More precisely, their transmit signals will be given by where is a constant and is a function of the channel gains. We will choose so that the power constraint at each relay is satisfied. For example, consider node . The noise term at its received signal is a linear combination of noises in the original network, whose coefficients are products of channel gains. Therefore, we may assume that is a constant . Thus, the transmitted power at is (33) It is now easy to see that can be chosen independently of to make sure that , for sufficiently large. The received signal at node can be seen as a noisy observation of a point in the set for and , where Z Z
. As explained in [22] , the fact that is irrational guarantees that there is a one-to-one map from the points in to the points . Moreover, from Theorem 1 of [22] and subsequent remarks, we conclude that, for almost all choices of , the minimum distance between two points in satisfies for some constant . Thus, we have Node will map its received signal to the nearest point in , and then use the fact that this point uniquely determines and to decode these two integers. We will refer to the output of this procedure as and . If the variance of is given by , then the probability of a wrong decoding at is given by where is a positive constant, independent of . The transmit signal at will then be We choose independently of , so that the power constraints at , , and are simultaneously satisfied, for sufficiently large. The received signal at the destination is given by where . The received signal at is given by where . Notice that with probability at least , and are given by
The destinations will first perform a hard decoding, similar to the one performed by . If we assume that the decoding at node was correct, the signal received by is a noisy version of a point in the set for and . Thus, by using the same argument used previously, it can be shown that can decode and with probability of error smaller than , for some positive constant . Assuming that the decoding at node was correct, the signal received by is a noisy version of a point in the set for and , where .
Next we notice that , , , and are each a polynomial on the channel gains of the original network with only coefficients 1. Since each is independently drawn from a continuous distribution, we see that if the polynomials and are not identical, then, with probability 1, is an irrational number. From the description of the original network, given in Section VI-A, we see that is on a path such that , and . Therefore, there must exist two disjoint paths and . This implies that the determinant is nonzero with probability 1. This implies that and are not identical polynomials. Hence, we conclude that, with probability 1, is an irrational number and can decode (and also , and thus , even though does not require the message encoded by the s) with probability at least , for some . By applying these hard decoders, destination obtains the estimates and , and destination obtains the estimates , for . Then, they can apply typicalitybased decoders in order to decode the messages , , and
. We now determine the rate of the codebook which is used to encode , , and . We notice that for each of the messages , , and , we effectively have a point-topoint discrete channel with input and output alphabet . Even though we do not calculate the actual transition probabilities, we know that the error probability is upper bounded as where . This allows us to lower bound the mutual information between the input and the output of this channel, for a uniform distribution over the input alphabet. Using Fano's inequality, we have Therefore, since we constructed our code by taking independent samples uniformly at random from the set , it can achieve rate , by having the codebook contain codewords. Thus, each of the messages , , and possesses degrees of freedom. Since can be chosen arbitrarily small, we conclude that each of the messages may in fact achieve arbitrarily close to 1/2 degrees of freedom. Therefore, we achieve the point (1, 1/2) in the degrees of freedom region, and complete the proof in this case.
2)
: As seen in Fig. 28(b) , the network in this case falls in the category of networks described in Section VI-A1. The achievability scheme provided for shows that . Once more, we will use real interference alignment to achieve the other extreme point, i.e., (1/2,1). We will follow the steps in case (1) closely.
This time, at source , message will be split into two submessages and , while will have a single message . These three messages will be encoded using a single codebook with codewords of length , which are obtained by uniform i.i.d. sampling of the set , defined in (32) . The rate of this code will be determined later. We let be the symbols of the codeword associated to message , and be the symbols of the codeword associated to message , , 2. Sources and will, respectively, transmit As in (1), can be chosen as to satisfy the sources power constraint, for some constant . We again drop from the notation for simplicity. The received signals at , , and are given by Nodes and will simply perform amplify-and-forward. More precisely, their transmit signals will be given by for some constant , where and are functions of the channel gains only. The received signal at node can be seen as a noisy observation of a point in the set for and , where . Next we notice that , , , and are each a polynomial on the channel gains of the original network with only coefficients 1. From the description of the original network from Section VI-A, we see that is on a path such that and . Therefore, there must exist two disjoint paths and . This implies that the determinant is nonzero with probability 1. As we argued previously, this implies that, with probability 1 on the value of , after mapping the received signal to the nearest point in , can decode and with probability at least , for some positive constant . The transmit signal at will then be where is the output of the hard decoding performed by . We again notice that can be chosen independently of , for sufficiently large, guaranteeing that the power constraints at , , and are simultaneously satisfied. The received signal at destination is given by where . The received signal at is given by where . Notice that with probability at least , and are given by
The destinations will first perform a hard decoding, similar to the one performed by . If we assume that the decoding at node was correct, the signal received by is a noisy version of a point in the set for and . Thus, it can be shown that, with probability 1 over the value of , can decode (and also ) with probability of error smaller than , for some positive constant . Again assuming that the decoding at node was correct, the signal received by is a noisy version of a point in the set for and . With probability 1 over the value of , can decode and with probability at least , for some positive constant (if the decoding at was also correct). Therefore, destination obtains and destination obtains both and , for , and, by applying typicality-based decoders, the messages , , and can be decoded by their intended destinations.
By following the same steps as in case (1), our codebook can have rate where . Thus, each of the messages carries degrees of freedom. Since can be chosen arbitrarily small, we conclude that , and is as given in (31) . This concludes the derivation of the degrees of freedom region of all two-unicast layered Gaussian networks.
In order to state the result in a concise way, we will use the notion of disjoint paths with -manageable interference (see Definition 10) . Notice that if and have interference that is both -manageable and -manageable, they do not necessarily have manageable interference, since the latter requires a single set for which and . We will describe case C1 in terms of -manageable interference through the following claim. Fig. 27(a) The results obtained in this section regarding the complete degrees of freedom region are summarized in Theorem 2.
VIII. CONCLUSION
We explored the degrees of freedom of two-unicast layered Gaussian networks. Our result shows that, in terms of degrees of freedom, there are essentially three categories of such networks. In the first one, the network connectivity creates a bottleneck for the information flow, forcing all the messages to be decodable at a single node. Therefore, we only have one degree of freedom. In the second, the interference can be completely avoided or neutralized and we achieve two degrees of freedom. Networks which contain a grail or a butterfly achieve their two degrees of freedom by "borrowing" their achievability schemes from linear network coding. When no such structures exist, we must find two disjoint paths and verify whether it is possible to completely neutralize their interference. The notion of manageable interference arises quite naturally in these cases: we simply want to make sure that no path receives a single interference from the other path. This way, a path may either receive no interference at all or receive at least two interferences from the other path, which allows for interference cancellation techniques. The remaining networks have exactly 3/2 sum degrees of freedom. The intuitive reason is that these networks do not have a single node through which all information must pass restricting the degrees of freedom to one, but their interference is not manageable. One way to achieve the 3/2 sum degrees of freedom is to perform a sort of "scheduling" of the transmissions, in order to be able to avoid or neutralize the interference. The buffering involved in this scheduling costs us half a degree of freedom. This third class of networks can be further subdivided into three subclasses, according to which of the points (1, 1/2) and (1/2, 1) are included in the degrees of freedom region.
The achievability schemes considered show that only a small fraction of the nodes must in fact be careful in their relaying operations. In fact, we achieve the sum degrees of freedom by converting any multilayered network into a condensed network with at most four layers. Thus, the nodes in at most four layers (the source layer, the destination layer, and two intermediate layers) perform relaying operations that require channel state information. All the other nodes are simply forwarding their received signals. Another interesting aspect of the achievability schemes is that, in most cases, a linear scheme suffices to achieve two degrees of freedom. In some cases, however, we must resort to a more sophisticated scheme such as real interference alignment. For example, this is the case of the 2 2 2 interference channel studied in [30] , where a simple linear scheme cannot achieve two degrees of freedom (unless the channel gains vary with time).
Our assumption of a layered network topology serves mainly to simplify the problem. If nonlayered networks are considered, the main issue is that interference may occur not only between signals originated at different sources, but also between signals originated at different times. Therefore, in order to perform interference cancellation, for example, one needs to make sure that the two canceling signals correspond to the same time version of the source signal. For nonlayered networks, other techniques such as signal delaying and backward decoding must be used to achieve the degrees of freedom, and the problem becomes significantly more difficult. However, the layered network assumption is not artificial. Since the layered topology simplifies the analysis and the implementation of coding schemes, it is desirable in practice, and it can actually be simulated in practical contexts by having the transmitters on each layer transmit on a different frequency band, which allows us to assume that the links only exist between consecutive layers. Moreover, a layered structure can also arise from the scheduling of the transmitting nodes in a wireless network with half-duplex nodes. In this context, each hop would capture which nodes are transmitting and which nodes are receiving at a given time slot, and the same node could appear in multiple layers, since they may be transmitting at multiple time slots.
One extension of this work is to relax the requirement that source only has a message for destination , for , 2. This was recently done in [31] , where the authors considered networks with two sources and two destinations where each source has a message to each destination (for a total of four messages). Interestingly, it was shown that the sum degrees of freedom can also take values 4/3 and 5/3, in addition to the values 1, 3/2, and 2 that are possible in the setup considered in this paper.
Another direction for extension is to consider more than two source-destination pairs. The first step in this direction was recently taken in [32] , where two-hop networks with sources, relays, and destinations were considered. It was shown that, for almost all values of the channel gains, degrees of freedom can be achieved with a scheme based on real interference alignment, similar to the scheme introduced in [30] . However, extending such a result to more general -unicast network topologies seems to be a very challenging task. The main issue lies in the combinatorial complexity of a larger number of source-destination pairs. For example, if one were to extend a notion such as manageable interference to more than two source-destination pairs, not only would the number of interferences on a -path have to be considered, but also which subset of the other sources contributes to each interference. Furthermore, as evidenced by the converse proofs in this paper, the derivation of outer bounds is a lengthy and very technical process. Thus, as the number of possible degrees of freedom regions increases with the number of source-destination pairs, we expect that deriving all outer-bounding arguments in the same way as it is done in this paper will quickly become impractical.
One approach that may simplify the derivation of converse inequalities is the use of deterministic models. In fact, the information inequalities used to prove the converse results in this paper have much shorter derivations (and the number of cases to be considered is smaller) if we adopt the truncated deterministic channel model [6] . The techniques to establish the connection between the capacity regions of a multiple-unicast wireless network under the usual AWGN channel model and under the truncated deterministic channel model were recently introduced in [33] . Even though they were introduced in the context of wireless networks, they can be applied to more general wireless networks. These techniques allow one to derive outer bounds on the capacity region (and degrees of freedom region) of an AWGN wireless network by instead focusing on a truncated deterministic model. This approach has the potential of simplifying the derivation of converse results, as well as making the process more intuitive and systematic.
APPENDIX

A) Proof of Lemma 1:
where follows from the fact that ; follows since, for , ; follows by letting ; follows because conditioning reduces entropy and thus we can condition on ; follows from the fact that, since for and ,
, is independent of all the random variables conditioned on. B) Proof of Lemma 2: Consider the nodes in . Assume, by contradiction, that there are no two paths and such that . Then, we do not have two vertex-disjoint paths starting in and ending in . From Menger's Theorem, there exists a node whose removal disconnects from , and thus from . The existence of the path containing guarantees that . Since the removal of disconnects from , and the removal of disconnects from , we conclude that the removal of also disconnects from . But this is a contradiction to the fact that was the first such node. C) Proof of Claim 1: We let be the graph of our original network, and we construct an extended network with graph in the following way. We let the layers in be , where is a copy of , . The edges between and , for , are the same as the edges between and in . To add the edges between and , for , we simply connect each to its copy in . The source-destination pairs of are the same as of . Next we claim that if we have an edge whose removal from disconnects from both sources and from both destinations, , then our original network falls in (A). Suppose we have such an edge . If for some , then it is easy to see that in the original network, this edge corresponds to a single node in whose removal disconnects from both sources and from both destinations, and we must be in (A). Otherwise, if for some , then the removal of the edge in (or ) which is adjacent to must also disconnect from both sources and from both terminals. This is because all paths from any source to any destination which contain the nodes in must also contain the nodes in . Therefore, can be translated to a node in whose removal disconnects from both sources and from both destinations, and falls into case (A). Therefore, the absence of a node as described in (A) in our network implies that does not contain an edge whose removal disconnects from both sources and from both destinations for some . Thus, we employ a result for double unicast networks, shown in both [27] and [28] , which guarantees that the extended network must contain one of the three structures shown in Fig. 4 : two edge-disjoint paths and , a butterfly, or a grail. Moreover, we notice that, in , any pair of edge-disjoint paths is also vertex disjoint, and corresponds to a pair of vertex-disjoint paths in . Thus, we conclude that if our network is not in (A), then it must contain two vertex-disjoint paths and , a grail structure, or a butterfly structure.
