Abstract. The multicritical behaviour at the Nishimori point of twodimensional Ising spin glasses is investigated by using numerical transfer-matrix methods to calculate probability distributions P (C) and associated moments of spin-spin correlation functions C on strips. The angular dependence of the shape of correlation function distributions P (C) provides a test of how well they obey predictions of conformal invariance; and an even symmetry of (1−C) P (C) reflects in infinite systems the consequences of the Ising spin-glass gauge (Nishimori) symmetry. The overall conclusions are that (i) strict conformal invariance is not obeyed, and (ii) the even symmetry of (1 − C) P (C) is not strictly exhibited for correlations in all directions on the strip, though it is a good approximation along the diagonal. Power law divergences of P (C) are observed near C = 1 and C = 0, in partial accord with a simple scaling scheme which preserves the gauge symmetry.
Introduction
Investigation of the critical behaviour of magnetic systems is usually made harder, compared to the translationally-invariant case, when one considers quenched disorder. This is because one gets inherent, randomness-induced, fluctuations in experimentallyor numerically measurable quantities, whose effects are often difficult to separate from those of purely thermal origin, or connected with finite-size scaling and crossover phenomena. Therefore, redoubled interest is attracted when exact results (either rigorously proved or conjectured) are put forward in the context of disordered spin systems. Suitable tests can then be devised in which, by taking advantage of the proposed exact relationships, one attempts to provide a clearer physical picture of the problem at hand.
Here we study two-dimensional ±J Ising spin glasses, i.e. Ising spins interacting via nearest-neighbour bonds of the same strength and random sign. While no spin-glass ordering arises at T = 0 for equal concentrations of ferro-(p) and antiferromagnetic (1 − p) bonds, in the asymmetric case p = 1/2 one can have longrange order for suitably low concentrations of frustrated plaquettes. Accordingly, for p not far from unity a critical line on the T − p plane separates paramagnetic and ferromagnetic phases. Since, for a square lattice as is the case here, the phase diagram is invariant with respect to the symmetry p ↔ 1 − p, we shall only consider p > 1/2.
A number of exact results have been derived along a special line in the T − p plane, the Nishimori line [1, 2] ; also, the exact location of a multicritical point, the Nishimori point, believed to be at the intersection of the critical boundary with the Nishimori line, has been predicted [3] .
In this paper, we investigate the multicritical behaviour at the Nishimori point. We use numerical transfer-matrix methods to calculate probability distributions and associated moments of spin-spin correlation functions, and try to ascertain whether their properties may reflect constraints imposed by conformal invariance requirements.
In section 2 we recall some exact statements and numerical results, pertaining to the Nishimori line and the location of the Nishimori point, as well as the shape of the phase diagram. In section 3, we display and analyse results from numerical calculations of correlation functions on strips, concentrating on the shape and properties of the corresponding distributions, especially as regards: (i) correlation-function equalities stemming from the gauge symmetry obeyed by Ising spin glasses, and (ii) conformalinvariance requirements. Section 4 is dedicated to an approximate scaling scheme which preserves some of the essential symmetries obeyed along the Nishimori line. Finally, in section 5, concluding remarks are made.
Brief review of early results for ±J Ising spin glasses
We consider Ising spin-1/2 variables on sites of a square lattice, with couplings between nearest-neighbours i and j drawn from the binary distribution:
The Nishimori line (NL) is defined by the following relationship between temperature T and positive bond concentration p:
Along this line, the configurationally-averaged internal energy is analytic and can be calculated in closed form [1] . Also, a number of exact relationships (some of which will be described in detail below) holds between moments of correlation function distributions, as well as between order parameters and their derivatives [1, 2, 4, 5] . It is widely believed that, within the ordered phase, the NL separates a high-temperature region, dominated essentially by pure-system behaviour, from one where zero-T effects play the leading role. A doubly-unstable (multicritical) fixed point is then expected to exist on the ferro-paramagnetic phase boundary. It was argued [6] that the location of this, also known as Nishimori point (NP), should coincide with the intersection between the critical boundary and the NL. We shall take this view in the following.
Recently it was predicted [3] that, on a square lattice, the NP should belong to a subspace of the T − p plane which is invariant under certain duality transformations. For ±J Ising systems, the invariant subspace is given by [3] :
The NP is thus predicted to be at the intersection of equations (2) and (3), namely p = 889972 · · · , T /J 0 = 0.956729 · · · . This agrees well (though, in some cases, it is slightly outside estimated error bars) with available numerical results, from which p is given respectively as: 0.886(3) (series) [7] , 0.894(2) (zero-T calculations, assuming the phase boundary to fall vertically from the NP) [8] ; 0.8872(8) (Monte-Carlo analysis of non-equilibrium relaxation) [9] ; ≃ 0.885 (exact combinatorial work) [10] ; 0.8905(5) (transfer-matrix scaling of correlation lengths) [11] ; 0.8906(2) (transfer-matrix scaling of domain-wall energies) [12] ; 0.8907(2) (mapping into a network model for disordered non-interacting fermions, via transfer-matrix) [13] . Though the pure-system critical point also belongs to the subspace given by equation (3), it is known [3] that interpreting that equation as the exact form of the critical boundary (at least above the NP) brings problems of its own. Indeed, at p = 1, the reduced slope of the phase diagram is predicted [14] to be exactly:
While numerical transfer-matrix calculations are in good agreement with this, giving respectively 3.25 (11) [11] and 3.23(3) [13] , equation (3) yields 2+ √ 2 = 3.4142 · · · , 6.4% in excess of equation (4) . Such discrepancy is to be compared to the disagreement between the above prediction for the NP and the various central estimates quoted there, which never exceeds 0.5% on either side.
Our conclusion from the preceding considerations is that, even though the location of the NP given by equations (2) and (3) may turn out not to be exact, it is certainly a very good approximation, and will be taken as the exact one in what follows.
Correlation functions on strips
The following property has been shown to hold, on the NL, for correlation functions between Ising spins σ i , σ j [1, 2, 4, 5]:
where angled brackets denote the usual thermal average, square brackets stand for configurational averages over disorder, and ℓ = 0, 1, 2, . . .. On the other hand, conformal invariance properties [15] are known to hold at the critical point of pure two-dimensional magnets, and evidence has been provided that they are present in random systems (at least, unfrustrated ones) as well [16, 17, 18] . As regards the two-dimensional Ising spin glass, early attempts to apply conformal invariance ideas at the NP [11] were undertaken in the context of testing whether the ferro-paramagnetic transition was in the same universality class of random percolation, as suggested by series work [7] . While extrapolation of the uniform zerofield susceptibility gave the exponent ratio γ/ν = 1.80(2), consistent with (γ/ν) p = 43/24 = 1.7917 · · · of percolation, the exponent-amplitude relation [19] L/πξ L = η (ξ L is the correlation length on a strip of width L, at criticality) gave η = 0.182(5), thus excluding the percolation value η p = 5/24 = 0.208333 · · ·. However, it must be noted that the calculated values of γ/ν and η are not mutually excludent, via the scaling relation γ/ν = 2 − η. This indicates that a reanalysis of the validity of conformal invariance at the NP is in order (though the connection to percolation can probably be ruled out, as shown by later numerical data [12, 13] ). Also, one can devise more stringent tests of conformal invariance requirements than that given by the exponentamplitude relation. Indeed, the correlation length entering that relation is the single parameter governing the asymptotic (exponential) decay of correlations, whereas for short distances conformal invariance implies specific functional relationships [15] . This fact has been exploited in [12] , where assorted moments of the correlation function distributions were fitted to a form suggested by conformal invariance arguments, thus enabling the extraction of the corresponding exponents from relatively short-range correlation data.
Our goals here are: (1) to verify the extent to which the consequences of equation (5) are directly reflected in the probability distributions of the C ij ; and (2) to probe the angular dependence of correlation functions, in order to test whether they obey the predictions of conformal invariance.
We apply numerical transfer-matrix (TM) methods to the spin-1/2 Ising spin glass, on strips of a square lattice of width 4 ≤ L ≤ 12 sites. Periodic boundary conditions across the strip are used, except where otherwise noted. We have calculated correlation functions C xy between spins separated by x lattice spacings along the strip, and y in the transverse direction (see [16] for details), such that R = (x 2 + y 2 ) 1/2 is typically of order L. On account of periodic boundary conditions across the strip, we need only consider 0 ≤ y ≤ L/2. By iterating the TM on sufficiently long strips with N = 10 5 − 10 7 columns, we have accumulated enough samples, in order to produce clean histograms, P (C xy ), of occurrence of C xy . We have used a linear binning, dividing the [−1, 1] interval of variation of C xy into 10 3 equal bins of width δ = 2 × 10 −3 . We first note that the pairing of successive odd and even moments predicted in equation (5) implies that P ′ (C xy ) ≡ (1−C xy ) P (C xy ) must be an even function of C xy , everywhere on the NL. For the time being, we shall restrict ourselves to correlation functions along the strip, i.e. y = 0. In this context, the typical degree to which we have verified such parity property can be seen in figure 1 , where results at the NP for L = 8, (x, y) = (4, 0) are displayed. The quantity ∆ = ∆(C) ≡ P ′ (C xy ) − P ′ (−C xy ), also shown, measures how much, and where, P ′ (C xy ) deviates from evenness. While ∆ (which is strictly odd, so we need only analyse C > 0) fluctuates about zero along much of the axis, one sees: (i) a sharp peak close to C = 0, and (ii) a slight upward trend close to the right edge. Feature (i) can be ascribed to inaccuracies introduced by the binning process, as P (C) itself displays a small and very narrow peak at the origin, of width ≃ δ. On the other hand, while a second peak, not so narrow but very pronounced, arises close to unity (≃ 10% of the distribution is concentrated at C > 0.98, for the data of figure 1), we shall see below that feature (ii) cannot be simply attributed to inexact numerical representation of a rapidly varying function. In fact, it is intrinsically connected to the way the symmetries of the NL are constrained by the strip geometry. As we shall see in section 4, for finite systems special symmetry considerations (possible only within the approximate scheme described there) must be invoked, in order to ensure that the property given in equation (5) is strictly obeyed.
As regards conformal invariance, we first recall that, for pure Ising systems on a strip of width L with periodic boundary conditions across, the following result holds at criticality [15] :
where the proportionality factor can be obtained from the exact square-lattice (L, R → ∞, R ≪ L) result [20] , C R = 0.703 38/R 1/4 . Though strictly speaking equation (6) is an asymptotic form, we have found that discrepancies are already very small at short distances: for an L = 20 strip, the largest deviation to be found between that and numerically-calculated values is 1.3% for (x, y) = (1, 1), while it remains below 0.5% for all other cases, approaching zero very fast: for (x, y) = (3, 3) it is 0.2%. The picture is the same already for smaller strip widths, e.g. L = 10.
Turning to disordered systems, a version of equation (6) was used at the NP in the strip calculations of [12] . Moments of order i = 1, 2, · · · 8 of the correlation function distribution, for y = 0 and varying x ≤ L, were numerically calculated and fitted to the form equation (6) , with the corresponding η i to be extracted from the fitting procedure. For i = 1 their result is η 1 = 0.1854 (error bar estimated as ≃ 1% [12] ), which agrees with, and is more accurate than, that obtained from the asymptotic decay of correlations, namely 0.182(5) [11] .
Here we shall try to capture variations in the correlation function distribution and its moments, against variations in the argument of equation (6)
. As (i) the coordinates (x, y) only take discrete values, and (ii) we have no guide as to the specific functional dependence of P (C xy ) on z, we shall compare distributions corresponding to points for which the argument is nearly equal, in contrast to those corresponding e.g. to the same distance, but with significantly different arguments. We take L = 10 and the points (x, y) = (1, 5), (2, 3), (3, 2) and (5, 1), for which one has z 23 /z 15 = 1.001; z 51 /z 15 = 2.1922; z 32 /z 23 = 1.1773. For reasons explained in the following, we consider (x, y) = (3, 3) as well.
In figure 2 we show the symmetrized distributions P ′ (C) for (x, y) = (1, 5) and (2, 3) . Contrary to what might be expected if the dependence on x and y were only through z, the distributions differ markedly. Furthermore, they exhibit pronounced deviations from the parity demanded by equation (5) . Such deviations are displayed in figure 3 , together with corresponding data taken along the y = 0 direction, for reference. The above data confirm that the slight deviations from parity shown, for y = 0, in figure 1 are part of a more general trend. Note also that, close to C = 1, the deviations for (1, 5) and (2, 3) are opposite in sign to those for y = 0. The corresponding quantitative effects can be put in perspective by considering the averaged moments of the distributions, and their deviation from equation (5), for as many different angular positions as feasible. Thus, in figure 4 we show the fractional deviations exhibited by successive pairs of moments, according to the angle which the respective position vector between the two spins makes with the horizontal. In order to reduce the number of variables involved, we have chosen points for which the respective spin-spin distances are as close as possible to each other.
At this point, it is of primary importance to check whether such deviations from equation (5) are strictly a consequence of the restricted geometries one is dealing with. We have looked at three ways in which the strip geometry could possibly bring about such distortions, namely (1) finite width, (2) boundary condition effects, and (3) the ratio R/L. Point (1) was tackled by performing a systematic study of the evolution of deviations from equation (5) against L, for fixed angle θ = 0. Results are displayed in figure 5 , where no sign of abating is evident. Instead the trend seems to be towards increasing with growing strip width (though stabilization for L → ∞ cannot be ruled out). As regards point (2), we calculated correlation functions on strips with free boundary conditions (FBC) along both edges. In this case, in order to reduce the obvious surface effects, one must proceed as follows: (i) use only odd strip widths L = 2k + 1, and (ii) take one of the spins always to be at mid-height on the strip, i.e. with −k ≤ y ≤ k, always use the spin at y = 0 (if the second spin is e.g. also at y = 0, this corresponds to θ = 0, and so on). Results for L = 9, and selected pairs of points (chosen, as above, so that the respective spin-spin distances are as close as possible to each other, and of order L/2) are shown in figure 6 . One sees that the effect is qualitatively the same as with periodic boundary conditions, and slightly more pronounced.
Finally, for point (3) we return to periodic boundary conditions. Recalling that the ratio R/L is always kept at 1/2 in the y = 0 cases displayed in figure 5 , we kept R = x = 3 (i.e. θ = 0) fixed and varied L, in order to investigate the approach to the condition R/L ≪ 1. Data for 4 ≤ L ≤ 12 are shown in figure 7 . Once more, no signs are present to indicate that the deviations might vanish as L → ∞ with R/L ≪ 1.
From the data displayed above, the overall conclusions are then: (i) conformal invariance is not obeyed, at least in the strict form inspired by equation (6) (see figure 2) ; and (ii) equation (5) is not strictly valid for correlations in all directions (see figures 3-7), though it seems to be a good aproximation close to the diagonal, θ ≃ π/4 (at least with periodic boundary conditions across the strip).
In the following section, we work out an approximate scheme which, among other results, shows that conclusion (ii) seems to be, in fact, an inescapable consequence of the inherent anisotropy of the strip geometry. 
Approximate scaling
In order to further explore the connection between the gauge symmetries underlying the NL and the properties of correlation function distributions, in this section we introduce an approximate scaling transformation which incorporates such symmetries.
We recall, from real-space renormalization ideas, the concept of decimation [21, 22, 23] : considering e.g. a square lattice, summing upon the degrees of freedom of spins on a given sublattice will produce a new square lattice with half as many sites as the original one, and a lattice parameter enlarged by a factor of √ 2. In this context, the appropriate variable is the bond transmissivity t ≡ tanh(J/T ), which represents the spin-spin correlation function in a restricted (single-bond) ensemble. For a point on the NL, the constraint given in equation (2) means that, with t 0 ≡ tanh(J 0 /T ), the probability distribution of t is
Denoting by t i , i = 1, 2, 3, 4 the transmissivities of bonds around a plaquette, the scaled transmissivity of the diagonal (effective) bond after decimation is [22, 23] 
We investigate how the distribution function of scaled transmissivities, P(t ′ ), evolves under successive rescalings via equation (8), given that the original distribution obeys equation (7).
We first prove that the distributions generated by iteration of equation (8) obey the NL symmetry given in equation (5), i.e. the NL is an invariant subspace of the transformation equation (8) . The proof is by induction, as follows.
(i) Direct examination of equation (7) shows that the moments m (0) j of the original, i.e. zero-th order distribution, obey
where the upper index (0) attached to square brackets denotes average over the distribution equation (7).
(ii) Assuming that m
2ℓ+2 , whence t 2ℓ+1 (1 − t) (n) = 0, where the upper index (n) denotes averages over the n-th order iterated distribution, one can show that
by expanding the RHS and invoking the statistical independence of the variables t i . It has also been assumed that all bonds play exactly the same role, so they are interchangeable for all purposes (a fact which is true both here and in the infinite system, but not in the strip geometry with periodic or free boundary conditions of section 3.) In fact, the invariance property just proved is guaranteed by equation (8), because the decimated spins are connected to an even number of bonds. Indeed, the gauge transformation originally introduced for the ±1/2 Ising spins, in the derivation of the NL [1, 5] , could equally well have been applied to the transmissivities of the current approach, with the same final result.
Analytical examination of the evolution of P(t) under iteration of equation (8) shows the following relevant features:
(1) Assuming that the distribution has a non-negligible weight near t = 0 and making a self-consistent ansatz, in which P (n) (t) ∼ t α (n) , one obtains the fixed-point value α * = −1, i.e. P(t) ∼ |t| −1 , t → 0. (2) Assuming now that the distribution has a non-negligible weight near t = 1, and making an ansatz in which, with
obtains the fixed-point value β * = −1, i.e. P(t) ∼ (1 − t) −1 , t → 1. The analytic predictions for the exponent values α * , β * were determined by the limiting forms of equation (8) for small t i or small 1 − t i respectively. Of these, the first is the less reliable, since the simple transformation equation (8) captures less well the key subtle effects needed there, of removal of order by frustration, than the simpler characteristics of the ferromagnetic state involved at small 1 − t i . So we expect (and find, see below) that the predicted α * is much less reliable than the predicted β * . In order to test the above predictions, one might work out the iterated distributions directly from equation (8) . This, however, is feasible only for the first four iterations, since the number of distinct outcomes grows very rapidly from 2 of equation (7) at order zero, respectively to 3, 5, 25, 702 at subsequent orders (the latter figure, for the fourth-order distribution, reflects the binning of 25 4 = 390, 625 results onto 10 3 bins of width 2 × 10 −3 , while no binning was used for the preceding iterations). The next step would involve considering of order 2×10
11 operations, which might be reduced by perhaps one order of magnitude by considering symmetries. The alternative of considering a coarser binning structure (to be kept fixed for iterations of order ≥ 4) was seen to introduce gross distortions of the symmetry reflected in equation (5), thus the presumptive advantages of exact recursion relations over the purely numerical techniques of section 3 would be lost.
Before setting out to compare predictions (1) and (2) to numerically-collected data on strips, we mention that the soundness of the rescaling scheme can be roughly tested as follows. Following the usual renormalization-group ideas, one would expect the NP to be characterized by a scaling-invariant P * (t) [23] . In practice, one searches for equality between the j-th moments of the m-th and n-th order iterated distributions, expecting that the results: (i) do not depend strongly on the choice of j, and (ii) should improve as m and/or n grows. Considering m = 0, one can parametrize the search for a fixed point distribution through the value t 0 in equation (7):
In this context, recalling the invariance of the NL under equation (8) and taking j = 1, we have p * = p(t * 0 ) = 0.9395 and 0.9417, respectively for n = 3 and 4. An ad hoc twopoint extrapolation against 1/n gives a non-trivial limiting value, lim n→∞ p * = 0.959. This is to be compared with the presumed exact p = 0.889972 · · · [3] . We conclude that the rescaling scheme is qualitatively correct, though its quantitative predictions must be carefully scrutinized.
We have tested prediction (1) above against numerical data from strips. The results are displayed in figure 8 . One can see that, although there are clear signs of a power-law divergence both below and above C = 0, the corresponding exponent is certainly not above 1/3. The slight asymmetry between data for C > 0 and C < 0 is entirely consistent with the general property that the symmetrized distribution P ′ (C) is an even function. Indeed, by plotting P ′ (C) we get two essentially identical branches.
Turning now to prediction (2), the corresponding results are displayed in figure 9 . Now one can see that the form P (C) ∼ (1−C) −1 indeed captures the essential features of behaviour.
Conclusions
Our investigation has probed behaviour at the Nishimori point (NP), where the infinite two-dimensional system is both critical and subject to the Nishimori gauge symmetry. Mounting, but incomplete, evidence has suggested that random critical two-dimensional systems share, in a statistical sense, the conformal invariance of their pure counterparts. So it was expected that at the NP, the correlation function distributions P (C) on strips would be the same at all (lattice) points (x, y) on any curve of constant | sinh(π(x+ iy)/L) | (see equation (6)). Evidence has been presented in section 3 that this (strict) form of statistical conformal invariance does not apply. The second expectation, not borne out by our results, relates to the gauge symmetry. This has previously been used to show that, in unbounded systems on the Nishimori line (1 − C) P (C) is an even function of C [1, 2, 4, 5] (see also the scaling discussion in section 4). However, small but definite systematic deviations from this property have been identified in the strip geometry (section 3).
Among other results are the power-law divergencies of distributions P (C) near C = 1 and C = 0, which were first identified in the invariant distributions of the simple scaling theory (section 4) and then confirmed by the strip scaling analysis (section 4). Of the respective power laws (−1, −1/3) only the first was correctly predicted because of the crudeness of the scaling transformation, equation (8) (which nevertheless maintains the gauge symmetry).
The lack of strict conformal invariance and of the evenness of (1 − C) P (C) merit further discussion. Current views of random critical systems will need important modifications if they are not conformally invariant. The test of conformal invariance we have applied is the severest one for a random system, so it may well have uncovered previously undetected features. At the same time, it is possible that lattice effects are showing up. That could in principle be investigated by using larger x, y, L than have been possible so far. While the evidence available for pure systems points out to the extremely rapid decay of the corresponding distortions in that case, one cannot rule out lattice effects being more prominent in the distributions.
Similarly, the symmetry of (1−C) P (C) appears to have been broken by a specific feature in the strip geometry. The obvious candidates, finite size or boundary condition effects, inspired the numerical tests outlined at the end of section 3. The conjectured possibility, that the lack of symmetry goes away as the size L is increased, has not been borne out by those calculations. On the other hand, the scaling discussion in section 4 does suggest a possible explanation, namely the effect of geometry in removing the equivalence of bonds.
