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I. INTRODUCTION 
A. Cohesive Energy 
1. Definition 
The subject of cohesion and cohesive energy is one of 
many important and interesting problems associated with the 
area of solid state physics. Measurements of crystal cohesive 
energies give a quantitative picture of the forces which hold 
aggregates of atoms and molecules together. The values ob­
tained from experiment may also give an idea of the fracture 
and fatigue effects which are of considerable interest in 
engineering applications. 
In a simple but pictorial representation the cohesive 
energy of a crystal may be considered the energy necessary 
to separate an atom from its position deep inside a crystal 
lattice to its free neutral state outside the crystal. This 
energy must then equal the difference between the energy of 
the free atom in its ground state and the energy of that 
atom in its normal state inside the crystal (1, p. 3*+5)• 
For purposes of calculation the latter interpretation is 
preferred since it is possible to at least estimate the 
energies of the atom in either of its free or crystalline 
states. It should be noted that this definition is usually 
applied at absolute zero temperature in order to avoid tem­
perature effects in estimates of the atomic energies. 
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Immediately one can understand the importance of either 
calculations or experimental observations of cohesive energy. 
In order to substantiate the results of a theoretical treat­
ment it is necessary to obtain experimental confirmation of 
the calculated results. Unfortunately at the present time 
the experimental observations are considerably more voluminous 
than are the theoretical interpretations. However, as the 
methods of machine computations are improved it should soon 
be possible to extend the theoretical knowledge beyond its 
present limit. In the following sections both the theoretical 
and experimental situations will be briefly discussed. 
2. Theoretical situation 
The basic problem which is encountered in the calcula­
tion of cohesive energy concerns itself with the solution for 
the energy of the atom in its crystal state. As pointed out 
by Wigner and Seitz (2, p. 97) it is not the purpose of 
theory to solve this problem exactly but rather to make 
suitable assumptions and approximations to reduce the many-
body problem to a solvable one. The assumptions and approx­
imations involved are perhaps more important than the exact 
solution since through them the various contributions to 
crystal cohesion as well as other properties of crystals may 
be interpreted and weighed accordingly. 
Although the present numerical results obtained the-
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oreticaily are somewhat limited, enough is understood to 
classify crystals into categories according to the major 
source of binding in each category. The methods which have 
been successfully employed to obtain numerical results depend 
then upon the category of crystals being considered. In all 
crystals binding is directly a result of the charge property 
of the electrons and protons of which the atoms are con­
structed. How the charges are distributed in the crystal 
distinguishes one crystal type from another. The crystal 
types to be discussed in Section II are labeled ionic, van 
der Waals, valence, and metallic and will be discussed in­
dependently in that section. Since the metallic crystal 
is of primary interest in this thesis the others will only 
be briefly mentioned. 
3« Experimental situation 
In order to attempt an interpretation of cohesive 
energy in terms of basic crystal properties it is necessary 
to have experimental evidence of the anticipated results. 
These results must include groups of similar crystals to 
allow verification of fundamental assumptions which are nec­
essary for the interpretation. The necessary experimental 
evidence is often difficult to obtain, especially for crystals 
which are relatively refractory even at high temperatures. 
It is immediately obvious that one could not attempt a 
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cohesive energy experiment at absolute zero temperature. One 
must therefore attempt to relate an observation at some 
elevated temperature T to the cohesive energy at T = 0. 
Fortunately, such a relation is possible since the cohesive 
energy is also equal to the heat of sublimation or sublima­
tion energy at zero degrees. From well known thermodynamic 
and statistical arguments (3, p. 326) it is possible to re­
late the sublimation energy at an elevated temperature to 
the sublimation energy at zero degrees. Thus the problem 
becomes that of the measurement of the sublimation energy at 
reasonable temperatures, and the reduction of this observa­
tion through suitable known thermodynamic quantities to 
absolute zero. How this reduction is carried out will be 
shown in Section III where all of the necessary equations 
will be derived and be treated. 
At this point we shall indicate briefly the method by 
which the sublimation energy at elevated temperatures can be 
obtained. Most experimental techniques presently employed 
make use of the same defining equation for the sublimation 
energy. It will be shown later that the sublimation energy 
is in fact equal to the change in enthalpy associated with 
the sublimation of the solid. 
It can be shown (4, p. 55) that for the reversible sub­
limation of a solid substance to an ideal vapor (i.e., to a 
vapor at low enough pressures that it may be treated as an 
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ideal gas) the heat of sublimation is given by the Clausius-
Clapeyron equation (4, p. 56), 
(i) A a. = . RâiisEl 
 ^ a(i) 
where AH^, is the heat of sublimation at the temperature T, 
R is the universal gas constant, and p is the saturated vapor 
pressure at the temperature T. This expression shows how 
the heat of sublimation can be expressed as a function of 
two experimentally observable quantities, vapor pressure and 
temperature; for instance, the slope obtained from a plot of 
In (vapor pressure) vs. reciprocal temperature is the sub­
limation energy ( AH) divided by the gas constant R. For­
tunately, for a relatively large temperature range such a 
plot is linear within experimental error so that the slope 
can be obtained by least squares methods. 
Several schemes are presently employed to measure vapor 
pressure, which is the more difficult of the two variables 
to determine accurately. For substances whose vapor pressures 
are high (10 mm of Hg, for instance) at reasonable temper­
atures manometric measurements are possible (5)• These 
methods, also referred to as boiling point and partial pres­
sure methods, are discussed in detail by Ditchburn and 
Gilmour (6) in their review. Extensive details are not of 
sufficient interest in this thesis to merit further attention. 
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The Knudsen effusion method (7) is of considerably more 
interest here because some of the techniques employed are 
also employed in the present work. This method is used for 
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substances whose vapor pressures are in the range 10" to 
10"? mm of Eg or lower. The basic experimental approach is 
to place the substance in a container or cell which is com­
pletely closed except for a small knife-edged orifice in one 
wall. The cell is then heated to a known temperature at 
which a vapor exists in the container. At constant temper­
ature this vapor will be in equilibrium with the base sub­
stance. To measure the vapor pressure some of the atoms ef­
fuse from the container through the orifice. From kinetic 
theory it is possible to relate the number of atoms which 
leave the orifice in a known time to the pressure of the 
vapor inside the container. 
Several techniques are employed to measure the number 
of escaping atoms. If the atoms are allowed to condense on 
a cool surface a measurable deposit will grow on the surface 
provided a long enough time is allowed to elapse for the ef­
fusion run. This deposit can be analyzed chemically, can 
be weighed with a carefully constructed microbalance, or can 
be counted if a radioactive sample is available. Such 
techniques are being used with success for moderately low 
vapor pressure substances. However, these techniques do not 
have the sensitivity and precision afforded by the mass 
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spectrometric method. 
These techniques are also applicable to some moderately 
refractory metals and are being used at the present time by 
A. H. Daane (8) with the additional refinement that the 
container rather than the collector is weighed during the 
sublimation run. This so-called weight loss method is being 
used with success for substances whose vapor pressures are 
as low as 5 x 10"^ mm Eg. Several of the rare earth metals 
have been studied in this way with results in agreement with 
results obtained with the mass spectrometric method. 
B. Introduction to the Mass Spectrometric Method 
In addition to the above techniques a highly sensitive 
method has been developed at this laboratory and has been 
employed to investigate the latent heat values for some of 
the rare earth metals. This method involves the use of a 
mass spectrometer to measure directly the rate of neutral 
atom effusion from a knudsen cell. With this method the need 
for a delicate microbalance, precise temperature controls 
and radioactive samples are avoided. Due to its sensitivity 
the mass spectrometric method allows the use of small crystals 
for measurement of the change in enthalpy associated with 
sublimation. This fact can be an advantage where only small 
samples of high purity are readily available. The mass 
spectrometric method also features a high degree of precision 
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since several runs may be made on a single sample in the time 
necessary for a single run with other methods. These runs 
are used to compute an average heat of sublimation whose 
precision may be estimated from the statistical scatter of 
the individual runs about the average value. 
1. Brief description of the method 
The mass spectrometer which has been employed for latent 
heat study serves only as a beam selecting instrument and 
does not incorporate many of the features which are necessary 
for precise isotopic analyses. Sublimation of a heated 
sample is accomplished in a conventional Knudsen type effu­
sion cell which is located in the source chamber of the mass 
spectrometer. The neutral atoms which effuse from the cell 
are ionized in the source, accelerated through a slit system, 
deflected by a magnetic field and focussed at the collector 
electrode which is located in the collector chamber. The 
resulting current is then amplified and automatically re­
corded. 
A schematic view of the mass spectrometer is shown in 
Figure 1. The source chamber A contains the Knudsen cell, 
ionization agency, and a simple beam defining slit system. 
The mass tube, B, is the channel through which the ions must 
pass to be focussed at the collector electrode, C. The beam 
is focussed by the 60° sector magnetic field, D, which is 
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Figure 1. Schematic view of the mass spectrometer 
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located midway between the source and collector chambers. 
The beam of ions which arrives at the collector is monitored 
continuously as a direct current on a strip chart recorder. 
Two methods of amplification have been employed to obtain 
a current which may be recorded. For large ion beams (lO~^ 
to 10~lh amps) a vibrating reed electrometer has been used 
to amplify the ion current. For smaller currents (10~^ to 
10~16 amps) an electron multiplier ion detector (9) has been 
employed in tandem with the electrometer. The measured ion 
current is proportional to the pressure inside the crucible 
since it is proportional to the beam of neutral atoms ef­
fusing from the cell. 
The procedure for a sublimation run is to vary the tem­
perature of the cell in steps so that ion currents may be 
read as a function of cell temperature. Since the equation 
which must be satisfied to determine the heat of sublimation 
is an equilibrium equation it is necessary that the tempera­
ture be held constant at each datum point. Equilibrium is 
reached quickly at each temperature so that it is not nec­
essary to regulate the Knudsen cell power to obtain the de­
sired conditions. A run taken over three decades of vapor 
pressure is limited in time only by the time necessary to 
obtain equilibrium at each datum point. The time for a run 
is usually of the order of twenty to thirty minutes for ten 
datum points. 
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2. Advantages and disadvantages of the procedure 
Perhaps the most important advantage of this method is 
the rapidity with which sublimation runs may be made. With 
conventional weighing techniques the time for a single run 
may extend over a two day interval. The present technique 
affords a method whereby the period is shortened to thirty 
minutes. Many runs on each sample may be made and a 
statistical analysis of the results on the basis of several 
random samplings may be undertaken. The statistical analysis 
of experimental data is a good check on the quality of the 
experiment insofar as internal and external consistency 
checks may be estimated to ascertain the presence or absence 
of systematic effects which are sometimes difficult to re­
solve. 
Sensitivity is another important advantage of this 
method. The high gain low noise feature of the multiplier 
detection unit allows the measurement of extremely small ion 
currents. The present apparatus can measure the order of 
one thousand ions per second at the collector with a back­
ground noise current approximately three magnitudes lower 
than this value. Because of the geometrical factors and a 
low ionization efficiency at the ion source this amounts to 
approximately 10^° atoms per second effusing from the Knudsen 
-8 
cell. This rate represents a pressure of about 10~ mm Eg 
inside the cell, which is the lowest vapor pressure which has 
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been observed for the rare earth metals. 
Another important advantage of the method is the mass 
selection feature which allows one to measure only the 
partial pressure of the sample material. Impurity and back­
ground vapors contribute nothing to the observed beam. This 
feature allows one to measure sublimation energies in the 
presence of undesirable impurity vapors which often evaporate 
from the Knudsen cell and heater unit. The feature also al­
lows measurement of the sublimation energy of a slightly 
impure sample where the impurity has little or no effect on 
the cohesion of the base material. 
The precision of the experimental results should also 
be considered an advantage of the method. Precise results 
are obtained only if meticulous care is maintained to obtain 
the experimental data. This care requires experienced opera­
tion and maintenance of the experimental equipment. Without 
this care inaccurate and imprecise results are readily ob­
tained . 
For sublimation studies the only apparent disadvantages 
of the system lie in the quantity of circuitry which must 
operate satisfactorily for accurate and precise results to 
be obtained. The mass spectrometer must be carefully main­
tained so that the ionization source, the focussing system, 
and the detection unit be stable in time and linear with 
respect to the effusion flux from the Knudsen cell. Line-
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arity means that the gain of the system must be constant so 
that the observed ion current will be directly proportional 
to the effusion flux of atoms from the cell. The linearity 
of the component sections of the system has been determined 
experimentally. The results of the linearity experiments 
are given in the Appendix. It should be pointed out that 
these disadvantages can be minimized by careful day-to-day 
maintenance of the circuitry and care to avoid gross mal­
treatment of the equipment during the sublimation runs. 
3. Auxiliary information obtainable 
Often it is desirable to obtain thermodynamic quantities 
other than sublimation energy from data of this kind. In 
particular, direct measurement of vapor pressures are of 
interest- With the present apparatus a quantity (the ion 
current) proportional to vapor pressure is measured. The 
constant of proportionality which links ion current to vapor 
pressure is unknown, and cannot be calculated accurately. 
If the vapor pressure were measured directly the absolute 
activity could be calculated, the free energy could be ob­
tained, and perhaps some data on the statistical weights of 
the atomic states would be possible. This last quantity 
might help to establish the ground state of the neutral atom 
which has as yet only been determined for a limited number 
of the rare earths (10). 
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In spite of the fact that absolute pressures are not 
directly measurable at present, thermodynamic estimates of 
absolute vapor pressures are possible provided that the vapor 
may be considered an ideal gas. For the vapor pressures 
encountered in the present work this assumption appears to 
be valid. One may write the entropy change associated with 
the sublimation of the solid as 
-|s = St(T,P) - Sg(T), 
where AH is the latent heat of sublimation at a temperature 
T, Sy(P,T) is the entropy of the vapor at temperature T and 
pressure P, and Sg(T) is the entropy of the solid at the 
temperature T. AH and Sg may be obtained experimentally 
from sublimation and specific heat data, respectively. The 
analytical form of S^ may be derived as a function of the 
pressure, temperature, and molecular weight of the ideal 
monatomic vapor. The equation may then be solved for the 
vapor pressure in terms of known experimental quantities. 
This calculation must, however, assume a ground state weight 
for the atom which must be estimated in order to obtain the 
pressure. Some of these calculations will be presented in 
later sections for the particular rare earths which have 
been studied. 
At present the experimental apparatus is being modified 
to allow the direct measurement of vapor pressures from the 
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observed intensity of the ion current. This modification is 
being accomplished by the construction of a new ion source 
whose efficiency for ionization of the neutral atom flux may 
be measured. D. M. Jackson (11) is currently working on the 
construction problem. 
C. Objectives of this Investigation 
1. Present knowledge of rare earth cohesive energies 
As pointed out above the Knudsen effusion method has 
been used successfully by F. H. Spedding, A. H. Daane, and 
coworkers to determine the sublimation energies of several 
rare earth metals. The original results were obtained for 
lanthanum and praseodymium by A. H. Daane (8). Later the 
heat of sublimation of thulium was determined by F. H. 
Spedding, E. J. Barton, and A. H. Daane (12) who used the 
weigh-loss method in conjunction with radioactive counting 
to extend the measurements over a wider temperature range. 
Recently, the sublimation energy and other properties of 
europium have bcsn measured by F. H. Spedding, J. J. Hanak, 
and A. H. Daane (13) again by the weight loss method. The 
special techniques which each of these earths necessitated 
have been discussed by these authors and need not be con­
sidered at present. Results of the experiments are referred 
to later in the main body of this thesis. 
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Measurements of rare earth cohesive energies with a mass 
spectrometer were initiated by Dr. W. C. Caldwell and Dr. 
F. H. Spedding of the Ames Laboratory of the Atomic Energy 
Commission. Soon thereafter Dr. Caldwell's part was taken 
over by Dr. D. E. Hudson. Working in this group, Mr. R. G. 
Johnson successfully employed the method with the elements 
aluminum, praseodymium, and neodymium (l4). Aluminum was 
studied to check the method and to substantiate the work 
of other investigators. Further rare earth studies were 
carried out by W. R. Savage, D. E. Hudson, and F. H. Spedding 
who used the method to obtain the cohesive energies of 
dysprosium, samarium, thulium, and ytterbium (15)• These 
rare earths were all sufficiently volatile that they could 
be studied at temperatures less than 1500°T. Other rare 
earths had been attempted but were of such low volatility 
that they were impossible to study except at temperatures 
above 1500° K which is about the upper temperature limit for 
the apparatus as it now exists. 
With the introduction of the multiplier ion detector into 
the mass spectrometer by 0. C. Trulson (9), the experimental 
determination of the sublimation energies for these latter 
elements became possible. The present investigation was 
made to complete the rare earth series with respect to sub­
limation and cohesive energies. All of the rare earths with 
the exceptions terbium and lutecium have now been studied. 
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•Some preliminary runs were made with lutecium. However, 
the results of these runs showed that perhaps the crystals 
were not of high enough purity to allow precise and accurate 
results to be obtained. Terbium was found to be of suf­
ficiently low vapor pressure that results could not be ob­
tained with the present experimental apparatus. 
2. Results to be obtained in this investigation 
The present investigation was undertaken to increase 
the available cohesive energy data for elements of the rare 
earth or lanthanide series. It was hoped that with the ac­
quisition of a complete set of data would eventually come a 
satisfactory explanation of the differences in cohesive 
energy of the elements in this series. Such an interpreta­
tion has not been made in this thesis. However, some of the 
relevant contributions to the rare earth cohesive energies 
are indicated in a later section. 
Prior to the results of this work cohesive or sublima­
tion energies had not been obtained for erbium, holmium, gado­
linium, lutecium, or terbium. As explained above the latter 
two elements were not possible to study due to impurity 
and low volatility problems. Erbium, holmium, gadolini­
um, and europium have been successfully completed. The data 
on europium were obtained to supplement the single sublima­
tion run made by Spedding _et al. (13). The other sublimation 
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results were obtained to complete the results for the 
lanthanide series. 
These data have been reduced to two common temperature 
reference points, 298° and 0°K. The reductions to 298°K were 
obtained by using as much high temperature specific heat data 
as was available. Where experimental specific heat results 
were not available the reductions were obtained from esti­
mates of specific heat and molar enthalpy data. The reduc­
tions from 298° to 0°K were achieved by using the low tem­
perature specific heat results. Only in the case of europium 
were these data not available. In addition, the sublimation 
data for all the other rare earths which have been studied 
were reduced to 0°K in order to make a comparison of their 
cohesive energies. The tabulated results of these reduc­
tions are included in Section VI. The data which were used 
for these reductions are given in that section. 
With the limited specific heat data available the vapor 
pressures of the rare earths have been estimated and 
tabulated. The results of these estimates appear in Section 
VI. 
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II. STATUS OF COHESIVE ENERGY THEORY 
A. Introduction 
1. Statement of the problem 
Nearly all of the fundamental assumptions associated 
with the theory of cohesion stem from the way in which the 
normal valence electrons of the free atom are situated in 
the crystal. In other words, the calculation of crystal cohe­
sion requires the calculation of the crystal energy when the 
valence electrons are distributed in a certain assumed manner 
in the crystal. This assumes, of course, that the energy of 
the free atom can be computed. The cohesive energy per atom 
of the solid is the energy per atom of the solid relative to 
that of the free atom. If E is the energy of the atom in the 
crystal and I is the energy of the free atom, the actual (nega­
tive) energy of cohesion is E-I. However, it is customary 
to define the cohesive energy, ¥, to be positive 
(2) ¥ = I - E . 
In order to discuss the relative atomic energies in 
these two cases it is necessary to define several terms which 
are to be used in the presentation. The free atom is con­
structed from a positively charged nucleus surrounded by 
enough electrons to make the atom electrically neutral. Some 
of the surrounding electrons are in closed shells. The ion 
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core is defined as the nucleus plus the closed shell elec­
trons, this making up the greater portion of the atom. The 
outer electrons which are responsible for most of the chemical 
properties of the atom, are called the valence electrons. 
In a solid the valence electrons are those which distribute 
themselves so as to make the solid energetically stable. 
The free atom energy (I) is that which is necessary to 
construct the atom from its infinitely separated constituent 
components (i.e., ion cores and electrons). The crystal atom 
energy (E) is that which is required to construct the crystal 
from its constituent components (i.e., ion cores, valence 
electrons). The quantum mechanical concepts necessary for 
the free atom construction may be found in many standard 
treatises (16) and will not be considered. It does not often 
appear clear, however, how one must attack the crystalline 
problem. In the following paragraphs a simplified picture 
of the fundamental problems is presented. It is pointed out 
that a similar discussion is presented by Jaswon (17) and 
that the ideas involved are not original. 
There are three basic interactions which are to be con­
sidered in the construction of the crystalline solid from 
the ion cores and valence electrons. The energies involved 
are due to the ion core-ion core interactions, the valence 
electron-ion core interactions, and the interactions of the 
valence electrons with themselves. These interactions may 
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be considered independently. Following is a tabulation of 
the considerations necessary for computations as quoted from 
Jaswon. 
1. The energy associated with the ion cores, 
(a) the self-energies of the ion cores. This 
is independent of interatomic distance until the 
closed shells begin to overlap; 
(b) the coulomb interaction of the ion cores; 
(c) the exchange interaction of the ion cores. 
This is not important in the alkalis owing to the 
large clearance between ions, but assumes greater 
importance for the noble metals. 
(d) the van der Waals interaction energy of the 
ion cores. This is taken to be negligible for all 
except molecular solids and graphite, but may be 
a contributory factor in the high cohesion of the 
transition elements (18). 
2. The energy associated with the valence electrons, 
(a) the kinetic energy; 
(b) the potential energy (with respect to the 
field of the ion cores); 
(c) the coulomb self-potential; 
(d) the exchange interaction energy. This may 
be regarded as a correction to (c) operative for 
electrons of parallel spin: 
(e) the correction to (c) for electrons of anti-
parallel spin. This has to be estimated independent­
ly of the mean value of the Hamiltonian of the solid. 
3. The interaction between the valence and ion core 
electrons, 
(a) the coulomb interaction. This has already 
been accounted for by 2(b); 
(b) the exchange and correlation interactions. 
In this tabulation the coulomb energy is taken to mean the 
electrostatic energy between charges treated on a quantum 
mechanical basis similar to the classical coulomb energy 
between point charges. The exchange energy is a direct 
consequence of the quantum treatment and is due to the anti­
symmetric form of the wave functions which must be employed 
for the crystal electrons. The van der Waals energy is the 
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energy associated with the interaction of the instantaneous 
dipole moments associated with adjacent atoms. Correlation 
corrections are a consequence of the fact that electrons tend 
to avoid each other due to exchange and coulomb effects. 
In order to introduce simplifying assumptions into the 
computations several of the interactions tabulated above are 
neglected and are assumed to be negligible or are assumed to 
be the same for the free atom as for the crystal atom and 
are therefore canceled in the cohesive energy. In some cases 
it turns out that a simplifying assumption would affect the 
free atom energy as well as the crystal energy. In these 
cases the free atom energy, although perhaps incorrect, must 
be calculated on the basis of the simplifying assumption. 
One cannot therefore always use independent experimental or 
theoretical results for the free atom to compare with those 
obtained for the crystalline atom. The assumptions which 
are made depend upon the type of crystal being considered. 
2. Classification of crystals 
The various methods which are employed to calculate 
cohesive energies depend upon the crystal being con­
sidered. This classification is based upon the relative 
freedom of the valence electrons in a particular crystal. 
One should note that the crystals, not the component atoms, 
are considered in the classification. That is, the crystal 
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type which includes the atoms of a one component system does 
not necessarily also include those same atoms in a compound. 
For example, the sodium atoms which make up a pure sodium 
metal crystal are treated theoretically in a quite different 
manner from the case where the sodium atoms are found in a 
sodium chloride structure. The crystal classes which are 
briefly discussed in the following sections comprise nearly 
all of the common one component and multi-component systems 
which occur in nature. These types are called ionic, valence, 
van der Waal's and metallic. The metallic crystal is of most 
interest in the present work since the rare earth elements 
occur as metal crystals. However, the other types merit 
brief consideration on the basis of the introductory informa­
tion which is necessary for the discussion of metals. 
In the ionic crystal the valence electrons are assumed 
to be definitely localized at particular atomic sites. In 
a sodium chloride crystal, for instance, the sodium sites 
are assumed to be positively charged and the chlorine sites 
negative. Calculations of cohesive energy then involve the 
electrostatic interaction energies of a group of point charges 
arranged in a definite lattice. Such calculations have been 
made by M. Born and K. Huang (19) and will not be discussed 
here. The electrostatic forces cannot account for dynamic 
stability of the lattice. This possibility would be in 
violation of Earnshaw's theorem (20, p. 14) which states that 
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a charge, acted on by electric forces, cannot rest in equi­
librium in an electric field. When the atomic separations 
become small there are repulsive interactions between the 
inner shells of the atoms which prevent complete collapse of 
the crystal. Equilibrium is reached where the sum of the 
electrostatic and repulsive energies possesses a minimum. 
The depth of the minimum gives the cohesive energy of the 
crystal; the shape of the minimum determines the compress­
ibility of the crystal. 
In the van der Waal's type crystal cohesion is obtained 
through the electrostatic interaction of induced dipoles at 
the atomic sites. The basic physical ideas are as follows. 
Even in its neutral state an atom possesses an oscillating 
dipole moment due to the movement of the closed-shell elec­
trons about the positive ion core. This dipole induces dipole 
moments in neighboring atoms in the crystal. The interaction 
of the reference dipole with the induced neighboring dipoles 
gives an attractive force such that the crystal is then in 
an energetically lower state than would be the collection of 
free neutral atoms (i.e., cohesion is promoted). As in the 
ionic crystal the electrostatic forces do not solely con­
tribute to cohesion. Again the repulsive short range forces 
of overlapping shells prevent collapse of the lattice. 
Examples of van der Waal's type crystals include the rare 
gas and organic solids and are usually associated with low 
25 
cohesive energies. A more detailed description of these 
forces has been presented by M. Born (21) and more recently 
by N. Bernardes (22). 
The first appearance of a non-localized electronic 
structure occurs in the covalent type crystals. In these 
crystals the outer atomic (valence) electrons are shared be­
tween adjacent atoms« In elementary terms cohesion is ob­
tained according to the following picture. Since the valence 
electrons are shared between atoms there exists a high density 
negative charge cloud between the positive cores. This cloud 
attempts to attract the cores to it and thus tends to promote 
cohesion of the system. An example of this type of cohesive 
force is the carbon bond which is found for instance in 
diamond. Calculation efforts on this type of crystal are 
presented by Pauling ( 2 3 ) .  
In the metallic crystal the valence electrons lose al­
most completely their localized character and are distributed 
throughout the crystal as an electron gas of nearly constant 
density. The manner in which the cohesion of a metal may be 
envisioned and calculated is a quite difficult problem. In 
the following section some of the elementary and basic 
physical ideas associated with metallic cohesion are presented. 
3» The cohesion of metals 
The last crystal type and that with which this thesis 
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is primarily concerned is the metallic crystal. In the metal 
the electrons which are responsible for cohesion lose their 
localized character and are assumed to exist throughout the 
crystal as an electron gas. The positive ion cores are as­
sumed to be imbedded in the gas in an orderly manner to ob­
tain the regular structure of the crystal. For a metallic 
crystal it is difficult to visualize the cohesive process in 
terms of forces since cohesion is strongly effected by quantum 
considerations which have no classical analog. Calculation 
efforts are therefore usually directed toward determinations 
of the energies of interaction between the components of the 
crystal lattice (i.e., atomic nuclei, valence electrons, and 
core electrons). 
The principal objective in a calculation of metallic 
cohesive energy is to find the difference in energy between 
the valence electrons in the free atom and the valence or 
conduction electrons in the metal. It is assumed that the 
self-energies of the charged ionic cores are not appreciably 
different in the atomic and solid states, thus do not con­
tribute to a significant energy difference. The interaction 
energies of the valence electrons are decidedly different 
in the two cases due to fact that the electrons of the 
crystal state are non-localized whereas in the atomic state 
they are confined to the small region immediately surrounding 
the nucleus. Two guiding principles are employed to discuss 
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qualitatively the energies of the electrons in solids. These 
are the Heisenberg uncertainty principle and the Pauli ex­
clusion principle. The following discussion parallels that 
by H. Brooks (24). 
The important consequence of the uncertainty principle 
is that an electron can be confined to a small space only at 
the expense of considerably kinetic energy. That is, the 
localized electron in the free atom must have considerable 
kinetic energy since it is confined to the space of the region 
of space which immediately surrounds the atomic nucleus. 
In the crystal the non-localized electron is considered to 
be smeared throughout the volume of the crystal and thus does 
not have appreciable kinetic energy. The potential energies 
in the two cases are not much different, however, since the 
electron in the crystal always finds itself near an ion core 
and thus feels the electrostatic field due to the core much 
the same as it does in the free atom. This non-localization 
effect tends to reduce the total energy of the valence elec­
tron in the crystal below the energy that it would have in 
the free atom, thus to bring about cohesion of the crystal. 
In the qualitative analysis of cohesion due to Wigner and 
Seitz (2, p. 98) this effect is called the boundary correc­
tion. If this were the only operative effect in the cohesion 
of metals one would observe extremely large binding energies. 
However the effect of the Pauli exclusion principle and the 
28 
statistics of the electron gas prevents the existence of all 
the metallic electrons in zero or negligible kinetic energy 
states. 
The exclusion principle states that no two electrons can 
occupy the same quantum state at the same time where the term 
stato is taken to refer to spin and position or velocity. 
This implies that at most only two electrons can be considered 
in a lowest kinetic energy state. All the remaining electrons 
of the crystal must be in higher states whose distribution 
is governed by the statistics of the electron gas. As a 
result this energy increase of the valence electrons nearly 
balances the decrease of energy associated with the exclusion 
principle. There is still a net decrease in the total energy 
of the electrons, however, this decrease being nearly the 
cohesive energy of the crystal. 
A third important aspect of the problem which has not 
been taken into account in this naive discussion concerns 
itself with the mutual interactions of the valence electron 
cloud. If this interaction were considered on a completely 
classical basis for a constant density electron gas the re­
sultant energy would be much larger than the observed cohesive 
energy and would therefore cancel the first two effects. 
However, on a quantum basis the positions of the electrons 
are correlated to some extent so that they try to avoid each 
other. This correlation is brought about by so-called 
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coulomb and exchange effects; the coulomb effects are a direct 
consequence of the mutual electrostatic repulsion of the 
valence electrons; the exchange effects arise from the exclu­
sion principle and the use of antisymmetric wave functions 
to describe the states of the free electrons. The mutual 
interaction energy associated with the valence electron 
cloud amounts to about ten per cent of the cohesive energy, 
which is much less than would be expected on purely classical 
grounds. 
The following section is devoted to a brief discussion 
of some of the theoretical methods which are successfully 
employed to calculate metallic cohesive energies. Due to 
the complexities of the individual methods the section is 
by no means complete. Only the fundamental ideas associated 
with each method are presented so that one might have some 
feeling for the general approach to the problems involved. 
B. Theoretical Methods 
The methods most commonly employed for cohesive energy 
calculations are reviewed in the references associated with 
the classification of crystals (Section IIA). These do not 
include the work on the cohesion of metals. In this section 
metallic cohesion is considered more in detail although 
specific calculations for various crystals are not presented. 
The two theoretical methods which have enjoyed the most 
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success for the calculation of metallic cohesive energies are 
the Wigner and Seitz and Quantum Defect Methods. In each 
of these methods suitable approximations are employed to 
reduce the many body crystal problem to a problem where the 
solutions for the individual atoms determine the character­
istics of the whole crystal with respect to cohesion. 
The basic problem which must be solved is to find the 
energy of the valence electrons in the crystal with respect 
to the energies of the valence electrons in the free atom. 
This means that one must find the energy of the bottom of 
the conduction band plus the average Fermi energy of the 
electrons due to the Pauli exclusion principle. Schemati­
cally the situation is as shown in Figure 2, where the con­
duction band of a monatomic solid is plotted with respect 
to the energy of the neutral atom. The bottom of the conduc­
tion band is determined from the solution of the Schrodinger 
equation for the case where the propagation vector is 
zero (i.e., k = 0 for the general Bloch wave 0 = u^e^^*^). 
This is the case where the wave function for the electron 
is periodic with the period of the lattice. The energy 
which is obtained from an analysis of this sort depends 
upon the interactions of the valence electrons with the ion 
cores, the interactions of the ion cores with each other, 
and the mutual interactions of the valence electrons. 
In the Wigner and Seitz approximation (25) the crystal 
VACUUM 
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V: FREE ATOM IONIZATION ENERGY 
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Ef: FERMI LEVEL 
Ec: COHESIVE ENERGY PER ATOM 
Figure 2. Electronic energy level diagram of 
a simple monatomic solid 
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volume is divided into polyhedra each of which contains a 
single ion core. These polyhedra fill the whole space oc­
cupied by the crystal. In the case of monovalent metals the 
ion cores are singly charged. Wigner and Seitz observed that 
due to the mutual correlations of the valence electrons there 
was likely to be only one valence electron in each polyhedron. 
Therefore, with this approximation the polyhedra were elec­
trically neutral so that the interaction between adjacent 
polyhedra could be considered negligible. This approximation 
means that the mutual interactions between ion cores vanish 
since the valence electrons shield the cores from each other. 
It also means that the interactions between valence electrons 
could be considered nearly negligible, the effect of their 
interaction being taken into account as a perturbation which 
could be calculated as the classical coulomb interaction 
energy of the charge cloud inside the polyhedron. As a 
further approximation the Wigner and Seitz Method assumed 
that each polyhedron could be considered a sphere where the 
volume of the sphere was taken to be the same as the volume 
of the polyhedron. It was also assumed that the potential 
field associated with the ion core was spherically symmetric 
so that the wave function for the lowest state of the elec­
tron could be obtained from the solution of the radial wave 
equation with the boundary condition that the normal deriva­
tive of the wave function vanished at the boundary of the 
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sphere. This meant that the radial derivative vanished at 
the boundary to make the normal derivative of the wave func­
tion continuous. The potential function associated with the 
ion core was constructed from experimental observations of 
the energy eigenvalues of the free atom. Such a construction 
has proven possible for sodium by Prokofiev (26) and for 
lithium by Seitz (2?). Gorin (28), however, could not suc­
cessfully construct a single ion core potential for potassium 
which would reproduce the observed eigenvalues. Similar 
procedures have been employed by Fuchs (29) for copper and 
silver with an additional correction for exchange effects 
due to the overlap of the d shells between adjacent atoms. 
A table of the theoretical results is presented as a summary 
of this section after the Quantum Defect Method has been 
briefly discussed. 
The purpose of the Quantum Defect Method was to allow 
computation of the electronic energy without knowledge of the 
ion core potential field. With this method it was possible 
to go directly from the knowledge of the free atom eigenvalues 
to the energy of the metallic electrons without the tedious 
numerical integration of the Schrodinger equation. The 
method allowed the direct determination of the crystal wave 
functions from the experimental data. The calculated wave 
functions were shown to be quite accurate for the region 
inside the atomic polyhedron. Refined calculations which 
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involve a so-called "Y|-defect" (30) made possible the 
calculation of crystal wave functions within the core and 
thus could be applied to the elements where core overlap be­
tween adjacent atoms might exist. The Quantum Defect Method 
was developed by H. Brooks (31) who used a procedure similar 
to that of Kuhn and Van Vleck (32) to determine the crystal 
wave functions. The ideas and theorems upon which the method 
was based are much too specialized and involved to be pre­
sented in detail here. It should suffice to say that the 
method assumed the existence of a radial core potential func­
tion just as in the case of the Wigner and Seitz Method. 
However, suitable solutions of the radial wave equation were 
obtained not from the integration of the potential function 
but from the data obtained from the experimental spectra. 
These data were suitably plotted to allow computation of the 
crystal wave functions for continuously varying energy 
parameters. When the Wigner and Seitz spherical approxima­
tion was employed in conjunction with this method curves of 
the electron energy vs. sphere radius were obtained similar 
to those found from use of the calculated ion core potential. 
The method apparently was much easier to employ than was the 
Wigner and Seitz procedure and with considerably more ac­
curate results. 
Typical results from the calculations based upon the 
Wigner and Seitz and Quantum Defect Methods are shown in 
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Table 1. The results associated with Brooks, Kuhn, and Van 
Vleck were obtained by use of the original and extended ver­
sions of the Quantum Defect Method. All of the remaining 
data were obtained from the simple or slightly modified forms 
of the Wigner and Seitz Method. Experimental results are 
also included in order to compare the accuracy of the methods. 
One notes that neither of the methods outlined briefly 
above has been applied with success to multivalent systems. 
The reason for this is that the existence of several valence 
electrons inside the polyhedra complicates the calculations 
to the extent that they are nearly impossible. F. S. Ham 
has pointed this out in a recent survey of the defect method 
which appeared in the first volume of the Solid State Physics 
series (30). In his paper Ham indicated a possible procedure 
for the development of the defect method for multivalent 
metals although solutions for specific problems have never 
been attempted. Perhaps as the Quantum Defect Method is 
further refined there will be some hope that the results for 
multivalent systems can be obtained. Modern high-speed 
computational techniques will be a future hope toward this 
end. 
C. Interpretation of the Rare Earth Results 
As pointed out in the last section the multivalent sys­
tems are nearly impossible to analyze theoretically. Elements 
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Table 1. The cohesive energies of some simple metals 
(1 ev/atom = 23-05 kcal/mole) 
Element Method Cohesive energy 
(kcal/M) 
Lithium Quantum Defect 38.7 
Wigner and Seitz (25) 35.7 
Wigner and Seitz (25) 33.8 
Experiment 36.5 
Sodium Quantum Defect 26.3 
Quantum Defect 25.9 
Wigner and Seitz (25) 23.O 
Wigner and Seitz (25) 23.2 
Experiment 26.0 
Potassium Quantum Defect 22.2 
Quantum Defect 27.9 
Wigner and Seitz (25) 14.5 
Experiment 22.6 
Rubidium Quantum Defect 20.8 
Quantum Defect 24.2 
Experiment 18.9 
Cesium Quantum Defect 19.8 
Experiment 18.8 
of the rare earths or lanthanide series are particularly not 
well adapted to theoretical interpretation with respect to 
cohesion. The reason for this is that the valence electrons 
of the free neutral atoms occupy three incomplete shells. 
This makes calculations difficult since the interactions be­
tween the shells may be significant in the cohesive process. 
In the alkali metals, for instance, a single valence electron 
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per atom is free to migrate throughout the crystal and thus 
promote cohesion. The valence electrons in these cases lie 
outside the completed shells of the ion core. The closed 
shells are probably so tightly bound that their electrons do 
not contribute to the cohesive energy except to provide re­
pulsion of the ion cores. 
The cohesive energies of the rare earth metals and the 
electron configurations of the neutral atoms are indicated 
in Table 2- The table shows that the atoms are quite similar 
with respect to the number of electrons in the outer shells 
but quite dissimilar with respect to their cohesive energies. 
Based upon the chemical properties and the ionization poten­
tials of the rare earths Wigner and Seitz (2, p. 123) have 
asserted that the cohesive energies were nearly equal. In 
view of the present results and the results of earlier in­
vestigations these assertions have proven to be incorrect. 
However, Wigner and Seitz also pointed out that their con­
clusions were based in part on the incomplete knowledge of 
the band structure of these metals that their estimated co­
hesive energy values should be considered only until experi­
mental results were available. 
It is hoped that the apparent anomalies in the cohesive 
energies of the rare earth metals are of sufficient interest 
to stimulate theoretical work on the problem. Ho theoretical 
work will be presented in this thesis. This thesis is con-
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Table 2. The cohesive energies and electron configurations 
of the rare earths 
Q Id 
Element Cohesive energy Electron configuration 
(kcal/M) 4f 5s 5p 5d 5f 6s 6p 
La 82 0 2 6 1 0 2 
Ce I 2 6 1 0 2 
Pr 85.3 2 2 6 1 0 2 
Nd 77.0 3 2 6 1 0 2 
Pm 
Sm 50.2 6 2  6  0 0 2 
Eu 43.8 7 2 6 0 0 2 
Gd 82.0 7 2 6 1 0 2 
Tb 8 2 6 1 0 2 
Dy 72.0 9 2 6 1 0 2 
Ho 74.6 10 2 6 1 0 2 
Er 75.5 11 2 6 1 0 2 
Tm 57.8 13 2 6 0 0 2 
Yb 4-0.2 14 2 6 0 0 2 
Lu 94.1 14 2 6 1 0 2 
Values obtained at the Ames Laboratory of the Atomic 
Energy Commission. The errors and credits associated with 
these values are indicated in a later section. 
^These configurations may be found in the references 
(33). 
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cerned with the experimental measurement of the cohesive 
energies. A brief qualitative interpretation of the relative 
cohesive energies is presented as a summary to this work. 
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III. THERMODYNAMIC AMD STATISTICAL TREATMENT OF DATA 
A. Introduction 
Sublimation results are obtained in this experiment 
through the use of a utility mass spectrometer to measure 
partial vapor pressures. The change in the molar enthalpy 
associated with sublimation is given in terms of temperature 
and vapor pressure by the Clausius-Clapeyron equation (Sec­
tion I). This equation is satisfied for the reversible sub­
limation of a crystal in a closed cell. For samples of low 
volatility it is not possible to determine the vapor pressure 
by direct measurement, and indirect methods are employed. 
The mass spectrometric technique is one such method. 
The basic ideas involved are the following: One imagines 
the sample to be contained in a cell which is completely 
closed except for a small orifice in one wall. With the 
orifice the cell is called a Knudsen effusion cell. Atoms 
are allowed to effuse through the orifice. The pressure 
inside the cell determines the current of effusing neutral# 
atoms. The neutral atom current is first ionized then 
measured as an electric current. The equations which define 
the experiment are relatively simple and are presented in 
the following paragraphs. 
Since the indirect method is used to measure vapor 
pressure It is necessary that each critical component of 
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equipment be discussed separately to shew that the final 
results are not affected by the measuring apparatus. Since 
the Clausius-Clapeyron equation is an equilibrium equation, 
it is necessary to show that the equilibrium is not disturbed 
by introduction of the orifice in the cell. This problem is 
discussed according to a simplified picture which involves 
the concept of accommodation coefficients. More detailed 
discussions are available "but with similar results. 
The ionization agency which is used for this experiment 
is another critical component of the apparatus which must be 
discussed. It is imperative that the ionization efficiency 
of the source be a constant independent of the incident 
neutral atom flux. This insures that the electric current 
is directly proportional to the number of atoms per second 
which are effusing from the Knudsen cell orifice. In this 
work it is assumed that the ionization efficiency is a con­
stant when the filament is clean. The temperature at which 
the filament becomes clean is determined from a plot of ion 
current vs. reciprocal filament temperature with a constant 
incident atom flux. In a later section a discussion of the 
theoretical efficiency is presented. It is shown that the 
present data do not satisfy the theory. However, it is also 
pointed out that this satisfaction probably is not necessary. 
As an auxiliary result the vapor pressures of the rare 
earths are estimated. These estimates are based on the 
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theoretical properties of an ideal vapor. Whether the work 
allows this interpretation is perhaps questionable. However, 
order of magnitude estimates are deemed important enough to 
be calculated. 
B. The Knudsen Effusion Cell 
1. Clausius-Clapeyron equation 
Sublimation of a solid sample inside a closed cell obeys 
the Clausius-Clapeyron equation, 
(3) a? _ Ss ~ sv 
13 ai " vs - vv 
where Sg and Sv are the molar entropies of the solid and 
vapor respectively when the system is in equilibrium at the 
temperature T and vapor pressure P. Vg and V are the molar 
volumes of the solid and the vapor under the same conditions 
of temperature and pressure. The difference in molar en­
tropies of the solid and vapor may be written as a change in 
A H 
enthalpy divided by the temperature ) under conditions 
of constant pressure and temperature. If the molar volume 
of the vapor is much greater than that of the solid one may 
rewrite the equation in the form 
(4) dP _ _AH 
dT " TVv ' 
For low vapor pressures the molar state equation of the vapor 
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may be written 
(5) PVv = RT 
so that Equation 4 becomes 
(6)  dP _ P AET dT " m^2 
or 
(7) d In P _ "~T d(1/T) " " R 
Equation 7 gives the heat of sublimation (AH^,) in terms 
of vapor pressure and temperature and is the working equation 
which is employed for the sublimation experiment. 
2. Ehudsen effusion 
To obtain a neutral atom beam from which the vapor 
pressure may be determined, a small orifice is opened in the 
wall of the cell. This orifice is much smaller than either 
the inside area of the cell or the area of the sample. Such 
a small orifice is assumed not to disturb the equilibrium 
conditions which must prevail to assure the applicability of 
the equations which govern Knudsen effusion. This point is 
discussed again. Some of the kinetic theory equations which 
are used in the effusion discussion are applicable to this 
discussion. 
For a case where the diameter of the cell orifice is 
much smaller than the mean free path of the vapor atoms true 
effusive flow results and is governed by the classical molec­
ular theory of gases. In this case the number of atoms which 
pass through the orifice must be the same as the flow across 
a section of equal area inside the cell. The solution of 
this problem gives the equation, 
(8) g - aN,v 
where dN/dt is the rate of effusion from the cell (atoms/ 
sec), a is the orifice area (cm2), is the density of vapor 
in the cell (atoms/cm^), and v is the average speed of the 
atoms in the cell (cm/sec). With v set equal and 
the introduction of the ideal equation of state, Equation 8 
becomes, 
dN aP (9) 
dt (2-irmkT)1 
Equation 9 shows that the rate of atom effusion is directly 
proportional to the pressure of the vapor in the cell. 
M. Knudsen (3*+) has studied the molecular effusion 
problem in detail. His investigation showed that Equation 
9 described effusion only when the mean free path of the 
vapor was at least ten times the orifice diameter. At higher 
pressures (shorter mean free paths) the rate of effusion was 
found to be somewhat greater than predicted by Equation 9, 
and at high pressures (mean free path one tenth the diameter 
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of the orifice) the flow was found to obey the laws of hydro-
dynamic streaming. 
There may be some question as to the meaning of pressure 
which appears in Equation 9. The Clausius-Clapeyron equation 
requires that the pressure be the equilibrium vapor pressure. 
If Equation 9 is to be used in this connection it must be 
established that P is an equilibrium vapor pressure. The 
disturbance of equilibrium by introduction of the effusion 
orifice must therefore be studied more in detail. 
H. Hertz (35) and J. Langmuir (36)  assert that equilib­
rium is effected when the rates of condensation and evapora­
tion are equal at the surface of the sample. The rate at 
which atoms impinge upon the surface of area A is given by 
Equation 9 with a = A. Some of the impinging molecules are 
reflected so that the condensation rate is 
(10) Jc = *AP/(2TtmkT)1/2 
where &, the condensation coefficient, is one minus the 
reflection coefficient. The rate of evaporation is given by 
a similar expression: 
(11) Jv = pAPe/(2-rrmkT)1/2 , 
where is the evaporation coefficient. Here the pressure 
Pe, is the equilibrium vapor pressure at the temperature T. 
At equilibrium, J"c = Jy, P = Pg, and therefore <* = ^ . One 
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may attempt to carry this result over to the case where the 
orifice is included in the cell, thus disturbing to some 
extent the intended equilibrium. 
When atoms leave the cell through an orifice of area a 
one can write: net rate of evaporation from the sample = rate 
of effusion from the orifice = rate of evaporation from the 
sample - rate of condensation on the sample. Equations 9$ 
10, and 11 give the mathematical form of this result as fol­
lows : 
(12) aP/(2-rrmkT)1/2 = ( dUP)/(2wmkï)1/2 
or, 
(13) aP = £APe- a AP . 
The rearrangement of Equation 13 gives the pressure P as a 
function of the equilibrium vapor pressure 
(14) P = £ Pe/( (X + a/A) . 
To study the effects of the relative areas of the orifice 
and sample the result (X = ^  as obtained from equilibrium 
considerations may be applied. The observed pressure is then 
very nearly the equilibrium vapor pressure when a/A «0C . 
For clean metal crystals having a monatomic vapor ck is nearly 
unity (36, 37)• This means that for a/A <X 1 one may con­
sider the observed pressure as the equilibrium pressure. 
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Experimental evidence (38,  39» 40) indicates, however, 
that even though is unity, § may have values from 10"^ 
to 1 for metal crystal vaporization. The value 10~^ is per­
haps due to surface oxidation so probably is a lower limit 
on the coefficient (À . This implies that OC ^ for slight­
ly non-equilibrium conditions. Hirth and Pound (41) show 
from a study of the kinetics of evaporation that for clean 
metal crystals with a monatomic vapor, the coefficient 
should be more properly given by 
ex?) 
If the condensation coefficient Ck is considered unity, the 
requirement on the relative areas of the orifice and sample 
to maintain nearly equilibrium vapor pressure is established 
as follows (substituting Equation 15 into Equation 13), 
(16) aP = (| + |) AP0 - AP 
or, 
P 
(17) P = e 1 + 3a/A 
This means that a/A must be much less than j for a true vapor 
pressure measurement. 
In the present experiment a/A is of the order of 1/300; 
therefore it is assumed that the requirement established 
above is satisfied. As is shown later a correction for lack 
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of equilibrium conditions is not necessary in the present 
work since only relative vapor pressures are required. The 
multiplying factor 1/1 + (3a/A) is not temperature dependent 
and therefore does not enter into the calculation of sublima­
tion energy. 
C. Application of the Method 
1. Introduction 
The mass spectrometric method converts directly the 
current of neutral atoms which leave the cell to a measurable 
current of positive ions. This establishes the ion current 
as a function of vapor pressure. The conversion of neutral 
atoms to ions is effected by a heated tungsten filament whose 
ionization efficiency is denoted by E. The current of ions 
which arrives at the collector unit is denoted by I. Sym­
bolically one writes this as, 
(17) I = Ee § flf2 
where f^ is a geometrical factor which is the ratio of the 
number of atoms which arrive at the filament from the cell 
to the number of atoms which leave the cell; f2 is another 
geometrical factor which is the ratio of the number of ions 
which arrive at the collector to the number of ions which 
leave the filament; e is the charge of the ion. 
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Sublimation results are obtained by extraction of 
relative vapor pressures from ion current measurements. The 
results depend upon a constant ionization efficiency at the 
filament but do not depend upon absolute determinations of 
vapor pressure. The working equation from which heats of 
sublimation are calculated is derived in the following sec­
tion. 
2. Mass suectrometric sublimation equation 
From Equations 9 and 17 the ion current is determined 
in terms of the vapor pressure from the relation 
(18) I = f.f_Ee —^ t  = i 
1 2  ( 2  m k T)i C T* 
where 1/C is a lumped constant which includes all of the 
multiplication factors in the equation. The pressure is 
therefore given by 
P = CIT1/2 . 
In terms of the Clausius-Clapeyron equation it takes the form 
(19) d(ln P)/d(l/T) = d(ln I)/d(l/T) - T/2 . 
Thus the heat of sublimation is given by 
(20a) - AH^/R = d(ln I)/d(l/T) - T/2 
or, 
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(20b) AHj = - R d(lnI)/d(l/T) + RT/2 . 
The slope of a In I vs. 1/T plot gives the first term in 
this expression. The RT/2 term is added to this slope to 
give the heat of sublimation. This term is taken at the 
midrange temperature of the run as determined by, 
(21) 2/Tm = 1/Th + 1/T1 
vhere T^ and T^ represent the highest and lowest temperatures 
at which data are taken. This midrange temperature is the 
proper temperature to be taken since the heat of sublimation 
is obtained at the middle of a 1/T plot. 
The data which are taken are analyzed by the means of 
a In I vs. 1/T plot. Experimental slopes are obtained from 
a least squares fit of the data to a straight line. The 
method of analysis is given in Section V and sample calcula­
tions are given in Appendix C. 
3. Ionization efficiency 
Experimental observations of the enthalpies of sublima­
tion require a source ionization efficiency which is constant, 
independent of the incident flux of neutral atoms. Therefore 
surface ionization phenomena were investigated thoroughly. 
I. Langmuir was one of the first to observe the surface 
ionization phenomenon. His observations were in connection 
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with the ionization of cesium by a heated, tungsten filament. 
From these experiments a theory was developed in which the 
probability of ionization was given by the equation 
(22) E = [exp(0 - V)/kTf] [l + exp(0 - V)/kTf] "1 , 
where 0 is the work function of the ionization filament, V 
is the first ionization potential of the incident atoms, k 
is Boltzmann's constant, and T^ is the filament temperature. 
The derivation of this result on the basis of thermodynamic 
or statistical arguments may be found in references (4-2, 43). 
This result may also be obtained in a much simpler manner. 
One is referred to the work by Harold Fox of this Laboratory 
for the simpler, but perhaps more pictorial derivation (44). 
For purposes of this investigation the ionization ef­
ficiency of the source is determined from plots of In I vs. 
1/T2 each with a constant incident atom flux. The ionization 
potential of the rare earths is much greater than the work 
function of the tungsten filaments. Thus the ionization 
efficiency reduces to the approximate form 
(22b) E = exp(0 - V)/kTf , 
and with f^f^e constant (= G) the ion current is given by 
(23a) I = G exp(0 - V)/kTf 
(23b) In I = In G + (0 - V)/kTf 
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The slope of the line obtained from a In I vs. 1/T plot should 
be the constant (0 - V)/k. At low temperatures on such a 
plot one observes a sudden change in slope due to surface 
adsorption of the neutral atoms. The change results since 
the composite layer formed by partial surface adsorption has 
a work function unlike that of clean tungsten. All sublima­
tion data are taken well above this temperature break to 
insure a clean surface and a flux-independent ionization ef­
ficiency. 
D. Reduction and Analysis of Sublimation Results 
1. Kirchhoff's equation 
The enthalpy of sublimation is measured at an elevated 
temperature, T. Often one would like to know the enthalpy 
of sublimation at some other reference temperature. In 
particular, it is of interest to know the enthalpy of sub­
limation at 298°K and at 0°K. The Kirchhoff equation (3, 
p. 326) allows the reduction of enthalpies of sublimation 
to any given temperature subject to the restrictions that 
(1) the specific heat of the solid is known, (2) the pressure 
is low, and (3) the saturated vapor behaves like an ideal 
gas. The equation states that the energy necessary to sub­
lime a solid at temperature T is equal to the energy neces­
sary to sublime the solid at a reference temperature T^ plus 
the difference between the enthalpies of the vapor and solid 
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for the temperature difference T - T , 
(2« % - % + - H(I0,P0)]vapor 
- [H(I'P) - H(To'po^ solid 
In this equation is the enthalpy of sublimation at tem­
perature T; AHq is the enthalpy of sublimation at temper­
ature To; H(T,P)varior is the absolute enthalpy of the vapor 
at temperature T where it has a saturated vapor pressure P; 
and H(T>P)sojj_d is the absolute enthalpy of the solid at the 
temperature T and pressure P. 
The enthalpy differences of the vapor and the solid are 
given by the expressions 
(25) [H(T,P)- H(T ,P )] =1 C* dT = \ 5R/2 dT=5R(T-T )/2 
u o o vapor t y T ° 
o o 
(26) [h(T,P) - H(l0,P0)]solld = jT eg dl + AAH± 
o 
where and C£ are the heat capacities at constant pressure 
of the vapor and solid, respectively; R is the gas constant; 
and £ are the enthalpies of the solid associated with 
phase changes in the temperature interval Tq to T. For an 
ideal monatomic vapor is equal to 5^/2; therefore the 
difference in enthalpy of the vapor is 5R/2 multiplied by 
the difference in the reference temperatures (T-Tq). Strict­
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ly speaking, Equation 26 is an approximate equation. A term 
which involves the compression of the solid by the saturated 
vapor has been neglected. For the low vapor pressure en­
countered in this investigation this term is negligible. 
Since the heat capacity of the solid does not vary appreciably 
with the pressure, the value of C£ at atmospheric pressure 
is used to reduce the experimental data to the desired ref­
erence temperatures. 
Equation 2b is used in this work to reduce the experi­
mental results to 298°K and to 0°K. The reductions to 298°K 
are useful from the chemist's point of view since many other 
thermodynamic results use this point as a reference tempera­
ture. To obtain the cohesive energy, however, the results 
are reduced to 0°K. 
2. Vapor pressure estimates 
Even though absolute vapor pressure is not measured in 
this investigation it is possible to estimate this quantity 
by means of the thermodynamic equations which govern the 
ideal monatomic vapor. It is realized that the estimates are 
perhaps only crude approximations to the absolute measure­
ments ; however, the results are of sufficient importance to 
merit some consideration. 
The sublimation of a solid substance is accompanied by 
an entropy change which may be written 
55 
(26) ASp/T = Sy _ Sg , 
where AH^ and T are the heat of sublimation and absolute 
temperature, respectively; and Sg are the molar entropies 
of the vapor and solid phases. According to the statistics 
of an ideal vapor the molar entropy may be written (4, p. 
180) 
(27) Sv = R [| InT +  InK - InP + InKj , 
where T is the temperature, M is the molecular weight, P is 
the vapor pressure, and K is a constant which involves the 
fundamental constants, k, h, and TT . Equations 26 and 27 may 
be solved to obtain an expression for vapor pressure: 
InP = |InT + |InM + InK - AE^/RT - S /R . 
When the numerical result is substituted for In K, one finds 
(28) InP = |InT + |InM + 5.469 - AH^/RT - Sg/R , 
where P is the saturated vapor pressure in mm Eg. 
The results of the vapor pressure estimates which are 
obtained in this investigation are based on calculated values 
of S made by Stull and Sinke (45)• Some experimental 
evidence which supercedes the results of Stull and Sinke is 
also used. Only in the case of europium is it possible to 
compare the calculated vapor pressure with an absolute meas­
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urement. In this case the two independent determinations 
are in quite good agreement. 
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IV. APPARATUS AND INSTRUMENTATION 
A. Introduction 
A description of the construction and operation of the 
general utility mass spectrometer has been given in earlier 
works (46, 47, 48). The typical operation procedure and 
construction as discussed by Savage was used in the present 
work. Since the description may be found in the references 
this section will only briefly describe the use of the 
instrument for sublimation studies. The beam sensing ap­
paratus is considered more in detail here since the earlier 
studies did not employ the multiplier detector unit to 
amplify the ion current. 
A schematic description of the mass spectrometer has 
been given in Section IB. The reader may refer to Figure 
1 of that section. Further construction considerations are 
amplified in following paragraphs. The discussion to follow 
describes the units of apparatus individually in the order 
in which the necessary sublimation data were obtained. The 
Khudsen effusion cell is considered first. This is the sec­
tion of the apparatus where sublimation actually occurred. 
Following the Knudsen cell the ionization source is dis­
cussed as to constructional details and the merits of indi­
vidual units as applied to the sublimation study. The mass 
analyzer is not considered in detail. However, specific 
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references to magnetic focussing are included in the descrip­
tion. The collector and detection system are discussed in 
more detail. Results for the gain of the multiplier are 
included in this section. 
In addition to the mass spectrometer several auxiliary 
units of apparatus were employed for the study. These in­
cluded an auxiliary vacuum system and temperature measuring 
devices (i.e., thermocouple and related apparatus, optical 
pyrometer). Reference to the method of calibration of the 
temperature-measuring apparatus is made in this section and 
in Appendix B. 
B. The Knudsen Effusion Cell 
The sublimation process took place in the Knudsen ef­
fusion cell. The atomic vapor which was studied in the mass 
spectrometer originated from the Knudsen cell. Figure 3 is 
a drawing of the cell and heater assembly. The cell (c) was 
made from a tantalum rod one-quarter inch in diameter. The 
lid (l) for the cell was also fabricated from the rod. Lids 
were carefully made to fit snugly on the cell to prevent loss 
of metal vapor between the lid and the cell. A small 0.020 
inch diameter knife-edged orifice (o) was drilled in the lid 
to allow the atom beam to escape from the cell. 
Concentric with the cell was a lava insulator (a) which 
was machined from a solid block of grade N lava (49). This 
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Figure 3* The Knudsen effusion cell and heater unit 
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insulator prevented electrical leakage of the heater current 
to the cell. The 0.010 inch diameter tantalum heater wires 
(b) were wound around this insulator. Outside the heater 
wires was another lava insulator (d) which prevented leakage 
of the heater current to the heat shields (e). The heat 
shields were made from tantalum, molybdenum, or nichrome 
sheet. The heat shields were dimpled with a spring punch 
to separate them from each other. Circular end shields (f) 
were also separated in this manner. The heater unit which 
is shown in the figure was spot-welded to a nichrome sup­
porting structure, which was mounted on a stainless steel 
base. The base was a part of the ion source which was 
located in the source chamber of the mass spectrometer. 
Two temperature-measuring devices were employed in con­
nection with the sublimation study. Figure 3 shows the 
thermocouple installation which was used for low-temperature 
(i.e., below red heat) investigations. The bead of the 
thermocouple (t) was inserted into a slot cut in the base of 
the Knudsen cell. The slot was crimped shut so as to make 
good thermal contact with the bead. The thermocouple wires 
were electrically insulated from the heater unit by means 
of a two hole ceramic insulator (p). For high temperature 
work (i.e., above red heat) an optical pyrometer was employed 
to measure the cell temperature. The pyrometer was sighted 
on the orifice (o). Since the orifice was small compared 
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to the interior dimensions of the cell it was assumed that 
these temperature observations represented nearly ideal 
blackbody conditions. 
C. The Ion Source 
1. Schematic description 
In addition to the Knudsen cell and heater assembly the 
source chamber contained the ionization filament assembly and 
the beam defining slit system which determined the shape of 
the beam to be accelerated through the magnetic analyzer. 
The ion source complete with Knudsen cell and ionization 
filament is shown in Figure 4. This figure is a line drawing 
of the entire assembly which was located in the source 
chamber. The Knudsen cell and heater were located at (k). 
Atoms from the cell were allowed to impinge upon the heated 
ribbon filament (f) where a fraction of them were positively 
ionized. The ions were then accelerated through the defining 
slit (c) which fixed the width of the beam and then through 
a second slit (d) which determined the angular spread of the 
beam. The properly shaped beam was then directed into the 
mass tube and through the mass analyzer. 
2. The ionization agency 
The ionization agency consisted of a flat filament which 
was heated to incandescense by direct current. The method 
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Figure 4. Schematic view of the ion source 
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of surface ionization was employed to obtain a beam of singly 
charged positive ions. The filaments were made from 0.020 
inch by 0.0005 inch tungsten ribbon which was commercially 
available. All sublimation data were obtained with tungsten 
filaments. Experiments performed in connection with the 
surface ionization phenomenon (44) employed iridium as well 
as tungsten filaments, however. 
Figure 5 is a view of the filament and supporting 
structure as observed from above the ion source (see Figure 
4). The filament (f) was held by the clamps (c) which were 
fixed to the upper filament plate (p). The unit was supported 
by means of two parallel lavite insulators (s) which also 
provided the spacing between the filament and the beam de­
fining slit. Electrical connections to the terminals of the 
filament were made at points labeled (t). Power to the 
filament was obtained from a well regulated variable direct 
current power supply. 
3* The beam forming system 
The resolution and focussing characteristics of the mass 
spectrometer were mainly dependent upon the energy spread and 
shape of the ion beam formed in the source. In the present 
study it was desirable to combine the conditions of maximum 
intensity with adequate resolution to obtain a well-focussed 
image at the collector section. The energy spread and shape 
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Figure 5» The filament holder as viewed 
from above the source 
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of the ion beam were determined by the stability of the 
energy selector and the width of the source slit, respective­
ly. 
Energy selection was effected between the filament and 
the first slit of the source structure, where the ions were 
accelerated through a potential difference of 1900 volts. 
The fluctuation in ion energy was minimized by the use of a 
well-regulated high voltage power supply to give the 1900 ev 
energy to the ions. Fluctuations from this supply were less 
than one volt. These small fluctuations did not materially 
affect the resolution of the ion peaks observed at the col­
lector section. 
The width of the ion beam was determined by the shape 
of the beam defining slit (see Figure 4). In normal opera­
tion this slit was 0.005 inches wide. Use of this narrow 
slit allowed resolution of adjacent mass peaks to at least 
two hundred mass units, which was adequate for the sublima­
tion study. 
D. The Mass Analyzer 
The mass analyzer consisted of a sector type electro­
magnet whose field was made variable by control of the magnet 
current (50). The magnet acted as a lens to focus the ion 
beam on the slit system at the collector section of the mass 
spectrometer. Descriptions of the focussing action may be 
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found in the literature (51» 52) and are not considered here. 
A 60° sector magnet was employed with this machine because 
it incorporated the features desirable for general utility 
studies, namely moderate resolution with adequate intensity. 
Figure 6 is a schematic view of the sector type magnet and 
the manner in which focussing is attained through the use 
of this type of analyzer. 
The mass analyzer was used to discriminate the desired 
rare earth beam current from undesirable background beams. 
This feature was particularly necessary when the high sensi­
tivity multiplier detection unit was employed to measure the 
ion current. Background peaks observed with the multiplier 
detector were of sufficient intensity to completely mask the 
rare earth beam. Figure 7 shows the intensities of some 
background peaks observed with the multiplier detector as a 
function of the isotopic mass. The peaks at mass 23 (sodium), 
39 (potassium), and 40 (calcium) were above the lowest 
sensitivity limit of the detector. The figure illustrates 
the errors which could result in beam current measurements 
were it not for mass separation. 
E. The Collector and Detection System 
1. Introduction 
Two ion beam collector and detection systems were em­
ployed in connection with the sublimation study. Each of the 
67 
B OUT 
SECTOR MAGNET 
Figure 6. Schematic view of sector magnetic focussing 
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Figure 7* Relative intensities of background mass peaks 
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systems was used in conjunction with a narrow entrace slit 
at which the ion beam was focussed by the mass analyzer. For 
moderate currents (10""^ to 10"^ amps) a faraday cage and 
electrometer-recorder unit were employed to collect and 
measure the current. An electron multiplier detection unit 
was employed in tandem with the electrometer-recorded unit 
to collect and measure the incident ion current when greater 
sensitivity was desired (10"^ to lO"1^  amps). 
Figure 8 is a line drawing of both detector units as 
they were installed in the mass spectrometer. The two col­
lector units could be employed interchangeably since the 
faraday cage (f) was mounted on rails (r) so that it could 
be moved out of the path of the incident beam when high cur­
rent sensitivity was required. 
2. Faraday cage system 
The lower sensitivity beam collector consisted of a 
faraday cage and a suppressor grid. The ion beam which 
passed through the entrace slit was collected by the shallow 
box (faraday cage) located beyond the slit and the suppressor 
grid. The suppressor grid was maintained twenty volts nega­
tive with respect to the box to deflect secondary electrons 
which were produced in the box by the incident ion beam. 
Figure 8 is a diagram of the collector system. The entrance 
slit was located at (a), the suppressor grid at (s), and the 
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Figure 8. The ion collector assembly 
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collector box at (c). Fired lava was used to insulate the 
components from each other- The current from the box passed 
through the wall of the collector chamber by means of a high 
quality kovar electrical seal. Current was amplified by a 
vibrating reedelectrometer unit (53) and was displayed con­
tinuously on a strip chart recorder. 
The collector cage was mounted on two rails (r), Figure 
8, which were rigidly attached to the collector housing. A 
rotating seal in the collector chamber allowed the cage to 
be moved on the rails. When high current sensitivity was 
desired the box was moved to allow the ion beam to strike 
the first stage (m) of the multiplier located immediately 
below the operating position of the collector box. 
3* Multiplier detector 
The high gain, low noise multiplier detector unit which 
was employed in this study was the product of an earlier in­
vestigation (9). One is referred to the earlier work for a 
complete discussion of the fabrication of this unit. The 
basic principle of operation was as follows : An incident ion 
impinges upon the collector stage of the multiplier to pro­
duce several secondary electrons. These secondaries are ac­
celerated into a second stage where a further multiplication 
occurs in the same manner. Thirteen such stages were cas­
caded in the present unit so that the output current was 
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nearly 10 times the incident ion current. 
Figure 9 is a diagram of the multiplier unit. The 
convertor stage (c) collected the incident ions which passed 
through the entrance slit. The stage was designed so that 
all secondary electrons produced here were collected by the 
first stage (s) of the base multiplier. Potential differ­
ences between successive stages were obtained from a resistor 
bleeder network (R) which was connected across the multiplier 
structure. For optimum operation the total potential dif­
ference across the multiplier was 1800 volts, corresponding 
to potential differences between stages of approximately 135 
volts. The anode was run near ground potential so that the 
converter was 1800 volts negative with respect to ground. 
The 1900 ev positive ions were accelerated to 3700 ev between 
the slit and the convertor. The increase in ion energy due 
to the additional acceleration was advantageous to the sensi­
tivity of the multiplier since the number of secondary elec­
trons produced by the impinging ions was nearly linearly 
proportional to the ion energy (54, p. 43). 
The output current from the multiplier anode (a) was 
amplified by a vibrating reed electrometer and recorded con­
tinuously on a strip chart. The noise current measured with 
no incident ion beam was in all cases negligible (less than 
10-W amps). The high signal-to-noise characteristics made 
this type of detector unit extremely well adapted to this 
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Figure 9» Diagram of the multiplier detector unit 
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detection problem where high current sensitivity was neces­
sary. 
F. Auxiliary Apparatus 
1. Introduction 
The mass spectrometer and beam selection system provided 
only the pressure data for the determination of sublimation 
results. It was also necessary to accurately measure the 
temperature of the crystal samples at each datum point. 
Neither of these measurements could be made before a clean 
sample was obtained for the analysis. Several pieces of ap­
paratus were necessary for these additional measurements and 
objectives. A well-calibrated sensitive device was employed 
for the temperature measurements. An auxiliary outgassing 
vacuum system was necessary for the high temperature degassing 
of sensitive components of equipment to prevent contamination 
of the crystal samples during sublimation runs. 
2. Thermocouple and accessories 
Thermocouples were used to measure the temperatures of 
the samples for which sublimation data were taken below 
800°C. The thermocouples were fabricated from six mils di­
ameter high purity platinum and platinum (87#) rhodium (13$) 
wire. The thermocouple was crimped into the base of the 
Knudsen cell to insure good thermal contact between the 
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thermocouple and the cell. An ice point reference was 
employed with the thermocouples. The emf of the thermocouple 
was read with a Leeds and Northrup type K potentiometer. 
For cell temperatures above 900°C the lavite insulators 
which were used in the cell heater unit began to conduct 
electrical current from the heater wires to the cell. Oc­
casionally the thermocouple emf was affected by the stray 
emfs associated with this leakage current, Therefore when 
sublimation data were taken above 800°C a carefully calibrated 
optical pyrometer was employed to measure the Knudsen cell 
temperature. 
3. Optical pyrometer 
The optical pyrometer which was used in this study was 
of conventional design manufactured by Leeds and Northrup 
and Co. (55)« The pyrometer employed a disappearing filament 
and optical filter system which allowed a color comparison 
of the filament and the intensity of the 0.655yu. radiation 
from a heated sample. The pyrometer was calibrated on the 
basis of black body radiation and therefore had to be used 
in connection with the radiation from a cavity. In operation 
the pyrometer was sighted on the Knudsen cell orifice which 
was assumed to approach the black-body condition. A plate 
glass window in the collector chamber cap allowed the cell 
to be observed from outside the system. The effect of this 
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window with respect to absorption of the emanating radiation 
was considered as a correction to the pyrometer reading. 
Additional "personal" calibration of the pyrometer was also 
necessary since it was apparent that the eyes of an observer 
had some effect on the temperature read with the pyrometer. 
To effect this calibration an auxiliary experiment was per­
formed where the optical pyrometer was sighted by the in­
dividual user on a black body whose temperature was measured 
with a calibrated thermocouple. The calibration method em­
ployed is described in Appendix B. 
4. Auxiliary vacuum system 
Before a solid sample could be inserted in the Knudsen 
cell it was important that the cell be clean with respect 
to adsorbed or absorbed gases. Not only did these gases 
sometimes chemically combine with the sample to cause er­
roneous results for sublimation data but they also were 
evolved into the system in the vicinity of the atom beam to 
cause scattering errors in the measured ion current. To rid 
the heater unit of the undesirable gases the entire unit was 
baked at a high temperature in an auxiliary vacuum system 
before installation in the mass spectrometer. 
The auxiliary vacuum chamber was constructed so as to 
be identical with the source chamber of the mass spectrometer. 
Performance tests with the Knudsen cell, heater and filament 
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were made in this system prior to installation in the mass 
spectrometer. Electrical pass-throughs were provided in the 
base plate to allow electrical connections to the parts in­
side the chamber. A replica of the ion source was included 
in the auxiliary vacuum chamber. Before a heater unit and 
a filament holder were used in the mass spectrometer they 
were outgassed in this chamber. Each of the units was out-
gassed at least 100°C hotter than the highest temperature 
anticipated to obtain sublimation data. The outgassing was 
allowed to continue until the pressure inside the system 
reached the low pressure limit of the mass spectrometer. 
This bake-out assured relatively clean heater and filament 
structures. No special techniques were employed to transfer 
the outgassed units to the mass spectrometer. The main pur­
pose of the outgassing procedure was to rid the units of 
grease and oil which were deposited on the parts during fab­
rication. Careful transfer of the units to the mass spec­
trometer minimized the readsorption of these hydrocarbons. 
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V. PROCEDURE 
A. Introduction 
1. Preliminary operations 
Before the apparatus could be used for sublimation runs 
several preliminary operations had to be performed to estab­
lish the possibility of satisfactory results. These opera­
tions included preparation of a clean heater unit and adequate 
vacuum, selection of a pure clean sample, calculation of an 
approximate running temperature, and roughly calculating the 
magnetic field at which the appropriate mass peaks were like­
ly to occur. 
Prior to insertion of the sample the tantalum cell was 
chemically cleaned in a saturated solution of chromium tri-
oxide in concentrated sulphuric acid at 110°C. After it was 
cleaned the cell and heater were placed in the auxiliary 
vacuum system. The ionization filament was prepared on its 
carrier and placed in the auxiliary vacuum system with the 
heater unit. Both were outgassed at a background pressure 
less than 10"*^ mm Eg. The heater unit was outgassed at 
1200°C and the filament at approximately 2000°C as observed 
with the optical pyrometer. 
While the heater and filament were being outgassed the 
mass spectrometer was pumped out to 1x10"^ mm Eg. The 
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auxiliary system and mass spectrometer were then vented to 
dry helium and the cooled heater and filament carrier were 
removed from the auxiliary system. A freshly prepared sample 
was placed in the Knudsen cell and the heater and filament 
were installed in the mass spectrometer. This procedure al­
lowed the mass spectrometer to be opened to room air only 
for the time necessary to insert the sample and install the 
working components in the machine. 
Samples of highest purity were obtained from the Metal­
lurgical Section of this laboratory. Usually these samples 
were chips approximately one-quarter gram in mass. A run­
ning sample was cut from one of the chips with a jeweler's 
saw, filed on all sides with a new, clean file and placed in 
the freshly cleaned and outgassed Knudsen cell. The running 
samples were usually shaped as cubes approximately one hundred 
mils on a side and 1/40 gram in mass. 
After installation of the sample the mass spectrometer 
was pumped down to 1 x 10"^ mm Hg and the electronic circuitry 
was turned on. During the pumpdown time, which was usually 
between eight and twelve hours, rough calculations were made 
to determine approximate running conditions for the particular 
sample. 
For all of the rare earth metals crude estimates of boil­
ing and melting temperatures have been made by Spedding et al. 
(56). To obtain an estimate of the running temperature the 
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method proposed by R. L. Lof tries s (57) was employed to deter­
mine approximate vapor pressures. This method utilizes the 
empirical approximation that the vapor pressure reciprocal 
temperature plots converge at 10,000 atm and 10,000 degrees 
for all materials. If the boiling point of the sample is 
approximately known this gives two points on the In P vs. 
1/T line from which vapor pressures at other temperatures 
may be obtained. The ion current, 1^, to be expected for a 
particular material was approximately related to the ion 
beam, I^, associated with a sample whose vapor pressure was 
known by the equation 
E 1 P1(M2) 
* 
<29) 11 = 12 *2 W* ' 
E1 
where gr- was the relative ionization probability of samples 
whose vapor pressures were P^ and Pg respectively. Here 
subscript one indicates the new material and subscript two 
denotes the material whose vapor pressure temperature char­
acteristics were known, m^ and were the isotopic masses 
of the two materials. This equation assumed that the running 
temperatures (T^ and Tg) were not too much different for the 
two materials. On this basis the estimated ion current was 
rT2i ^ in error by a factor j . Due to the approximate manner 
in which the vapor pressures were obtained this factor did 
not contribute significantly to the calculated estimate. 
Before a run could be attempted it was also necessary 
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to know roughly the magnetic field which was necessary to 
focus the beam of ions. This field was calculated from the 
first order approximate equation, 
(30) B = k(mV)* , 
where m is the mass of the isotope selected for study, B is 
the magnetic field intensity, V is the accelerating potential 
difference, and k is a constant which depends upon the ge­
ometry of the mass spectrometer. Since this mass spectrometer 
was equipped with a constant voltage accelerating system the 
equation reduces to 
(31) B = k' n£ , 
where 
(32) k' = kV2 - 4.2 x 102 gauss/(amu)^ . 
k! was determined from a measurement of the field intensity 
for a known mass, and was used for all subsequent calcula­
tions. With these preliminary operations the system was 
prepared for ionization efficiency and sublimation runs. 
The sample was prepared and loaded, an approximate running 
temperature was calculated, and the appropriate magnetic 
field was determined. 
2. Data processing 
In this investigation ionization efficiency and sublima-
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tion runs were obtained with the rare earth samples. In the 
ionization efficiency runs the ion current was plotted on a 
logarithmic scale against the reciprocal filament temperature 
for a constant cell temperature. The data were obtained to 
determine where in filament temperature the ionization 
probability was a constant independent of cell temperature. 
It was hoped that the data could be fitted to the curve 
described by Equation 23b, Section IIIC. 
As shown by Equation 20a, Section IIIB a sublimation 
run consisted of a plot of the ion current on a logarithmic 
scale against reciprocal cell temperature for constant fila­
ment temperature. The slope of the resulting straight line 
determined the heat of sublimation for the rare earth sample. 
Sublimation runs usually consisted of ten datum points where 
each point corresponded to the observed ion current which 
was obtained for a particular cell temperature. 
The data which resulted from ionization efficiency and 
sublimation runs were processed according to a definite 
schedule where suitable corrections were applied. The 
processing schedule for ionization efficiency runs has been 
carried out elsewhere (44) and will not be presented in this 
thesis. Only the results necessary to insure constant 
ionization efficiency are discussed here. The heat of sub­
limation result was obtained from a fit of the corrected 
datum points to a straight line; the heat of sublimation was 
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calculated from the slope of the line. Standard least squares 
techniques were employed. Standard errors were computed for 
each run and were used to assign weights to the results. The 
average heat of sublimation was determined on a weighted 
basis from the set of sublimation runs for each of the rare 
earths studied. External and internal consistency checks 
were made for each element to attempt to verify the accuracy 
of the results and to show the existence or absence of 
systematic effects or of unusual fluctuations in the data. 
In the derivation of Equation 20a which relates the heat 
of sublimation to observed ion currents and cell temperatures, 
it was assumed that the ionization efficiency of the source 
was constant independent of the incident atom flux. Before 
any sublimation data were obtained it was therefore necessary 
to show experimentally the validity of this assumption. Ac­
cording to the theory presented (Section III C) the ioniza­
tion efficiency of the incandescent ribbon filament was given 
B. Ionization Efficiency 
by, 
(33) E = exp (^jJ) 
In terms of the ion current, I 
(34) In I = In G + 
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This equation shows that a plot of In I vs. l/T^ should be 
a straight line with slope T V) , provided 0 and V are 
constants. In this study the ionization efficiency was as­
sumed constant where In I vs. 1/T^ plots were linear. 
Results for the ionization efficiency studies were ob­
tained from observations of the ion currents and filament 
temperatures over a rather wide range of filament tempera­
tures. The isotope which was studied was selected from a 
tabulation of relative abundance data (58). Usually the most 
abundant isotope associated with each element was used since 
it gave the largest ion beam intensity at the collector. 
The mass range in the vicinity of the element was 
scanned by adjustment of the automatic magnetic field scan­
ning controls. During the scanning operation the filament 
was set at approximately 2100°K. After the isotope was found 
the peak was maximized by manual adjustment of the magnet 
current control. The filament was then raised in temperature 
to approximately 2600° K preparatory to the ionization ef­
ficiency run. In the first ionization efficiency run on each 
sample the filament temperature was maintained below 2600°K 
because experience showed that filament lifetime was con­
siderably shortened above this temperature. In later runs 
after sublimation results were obtained the ionization runs 
were started at about 2900° K and as many runs as possible 
were obtained before filament burnout. The latter runs were 
8< 
taken at different cell temperatures to establish the effects 
of incident atom flux on the ionization probability. 
An ionization efficiency run was taken according to the 
following schedule: The filament temperature was set at ap­
proximately 2200°C as observed with the optical pyrometer. 
This temperature was approximately equal to 2600°K, the dif­
ference being due to the 273° conversion from degrees Centi­
grade to degrees Kelvin and to the emisslvity and window 
correction which were applied to obtain the true filament 
temperature. An ion current was observed on the strip chart 
recorder. The filament temperature was decreased approxi­
mately fifty degrees and another beam current observed. 
Successively, more datum points were taken by reduction of 
the filament temperature in increments of approximately fifty 
degrees per step. The run was considered completed when the 
filament temperature was decreased to the point where the 
ion beam was too small to be observed with the recorder and 
detection unit. The cell temperature was observed two or 
three times during each run, once at the beginning, once at 
approximately the middle, and again at the end. If the cell 
temperature drifted during the run a suitable correction was 
made to reduce the data to conform to a constant incident 
flux of neutral atoms. 
The ionization efficiency results were obtained from 
observations of the ion beam current and the filament tem­
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perature. The ion current was read directly from a strip 
chart and did not necessitate correction. Temperatures as 
read by the optical pyrometer were corrected for window ab­
sorption and emissivity. 
Window absorption data were obtained prior to the ef­
ficiency studies from the temperature comparison of a heated 
filament with and without a window interposed between the 
filament and the optical pyrometer. Data for this correction 
were taken over the temperature range 800°C to 2100°C. The 
absorption correction was plotted against observed filament 
temperature over this range. A correction curve was obtained 
from a least squares calculated straight line through the 
datum points. 
An emissivity correction was applied to the observed 
temperatures due to the lack of black body condition for 
which the optical pyrometer was originally calibrated. The 
emissivity correction was calculated from the data supplied 
in the International Critical Tables (59) and was applied 
after the window absorption correction. 
The final corrected temperature was then added to 273° 
to convert from degrees Centigrade to degrees Kelvin. Re­
ciprocal temperatures were obtained from a standard reciprocal 
table (60); these were plotted as abscissa against the natural 
logarithms of the observed ion currents. Typical results are 
shown in Appendix B. From the curves shown in Appendix B 
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the filament cleaning temperature was obtained. For sub­
limation studies the filament was usually run 100° to 200°C 
above the point at which it was assumed clean. This insured 
as much as possible that the ionization efficiency was con­
stant for the sublimation runs. 
C. Sublimation Observations 
Sublimation data were taken with the filament at a 
temperature determined by the ionization efficiency runs. 
This temperature was maintained constant throughout the sub­
limation runs. The particular isotope selected for study was 
the same as that used in the ionization study. 
A sublimation run was taken according to the following 
schedule: The cell was heated to a temperature such that the 
ion beam could be measured on the medium sensitivity range 
of the recorder unit. When the cell reached equilibrium the 
ion current and temperature of the cell were observed. 
Equilibrium was determined from the recorded ion current 
which maintained a constant value at equilibrium. 
Three equally separated datum points were taken on the 
middle sensitivity range of the recorder. The cell temper­
atures were separated by approximately thirty degree incre­
ments to obtain the three points. Following the same schedule 
three points were taken on each of the other two sensitivity 
ranges of the recorder. A final check point was then taken 
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oil the mid range to determine the existence or absence of 
beam drift during the run. Cell temperature for each of the 
points was read either with a calibrated thermocouple or an 
optical pyrometer. For low temperature work on relatively 
volatile samples the thermocouple was employed ; for high 
temperature work on samples of lower volatility the optical 
pyrometer was employed. 
The heat of sublimation of the solid sample was obtained 
by means of Equation 20a of Section IIIB. This equation 
showed that the heat of sublimation was given by the sum of 
the average midrange temperature of the run and the slope 
obtained from a In I vs. 1/T plot. The following discussion 
indicates the corrections which were applied to the observed 
data to obtain the experimental slope. 
Before the data were plotted several corrections were 
applied to the experimental observations. The beam current 
was corrected for the zero setting of the recorder and the 
corrected beam current was written on a suitable data page. 
Samples of the data pages are shown in Appendix C. When the 
thermocouple was employed for cell temperature measurements 
the emf was converted to degrees Centigrade according to the 
thermocouple calibration results (see Appendix B). Both the 
emf and the temperature were recorded on the data page. When 
the optical pyrometer was employed the observed temperature 
was corrected for window absorption and calibration (see 
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Appendix B). The observed and corrected temperatures were 
recorded on the data page. Centigrade temperatures were 
converted to absolute temperatures by addition of 273° to the 
corrected values. The reciprocal temperatures were then ob­
tained. Samples of the observed and corrected data are shown 
in Appendix C. 
Data were plotted on semi-log paper, with the ion cur­
rent as ordinate on a logarithmic basis and the reciprocal 
cell temperature as abscissa. As shown by Equation 20a of 
Section IIB the slope of the resulting straight line deter­
mined the heat of sublimation. This quantity was referred 
to an average temperature which was obtained from the mean 
of the sum of the reciprocal temperatures associated with 
the highest and lowest observed ion currents (see Equation 
21, Section IIIC). Final results were obtained from a least 
square analysis of the corrected data. However, the plotted 
results and estimated slopes served as a useful guide for 
the sudden appearance of systematic effects and for the ap­
parent consistency of the results. 
D. Treatment of Errors 
The latent heat of sublimation was calculated from the 
experimental data by means of the expression 
(35) ASj = -bR + RTm/2 
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where AH^ was the heat of sublimation, R the gas constant, 
Tm the midrange temperature of the run, and b was the mean 
slope of the In I vs. 1/T plot, 
The net experimental error in the latent heat was computed 
from a combination of the random and instrumental errors as­
sociated with the current and temperature observations. 
The following notation was used for the computation of 
the net experimental error in the latent heat: 
Sg = standard deviation in the mean latent heat; 
e^ = instrumental error in AH^; 
er = instrumental error in the mean latent heat; 
ej - instrumental error in b associated with uncertain­
ty in T; 
ej = instrumental error in b associated with uncertain­
ty in I; 
Eg = net experimental error in the mean latent heat. 
The instrumental error in AH^, was obtained from 
(36) b = d in I/d(l/T) 
= standard deviation in b; 
= instrumental error associated in b 
e4. = instrumental error in T i m 
(37a) eh = R2®b + (R/2)2(e,p2 
which reduced to 
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(37b) efa = Reb 
since the error in the RI^/2 term was negligibly small com­
pared to the error in Rb. 
The net experimental error in the average latent heat 
was computed from 
(38) e| = s| + eg . 
eg was calculated from 
(39) eh = eh = Ret> • 
In general e^ could be obtained from the instrumental error 
in b associated with the uncertainties in T and I, 
(40) eb = eI + eT ' 
A simple calculation showed that e^ was negligible compared 
to eT so that efc was given simply by 
(41) e^ = e^ 
The instrumental error due to the temperature uncertainty 
was shown to be (see Appendix B) 
2 AT T. (42) eT = - ^
where AT was the uncertainty in the temperature measurement 
and Tm was the midrange temperature. 
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was computed in two ways and the larger of the two 
values was assigned as the standard deviation of the mean 
e 
latent heat. The expected standard deviation, Sg, was found 
from (see Appendix C) 
(43) (8^)2 = R2/Z (l/S,)2 
n b D 
This quantity represented the standard deviation which would 
be expected in the mean latent heat from the calculated scat­
ter of the individual runs. The observed standard deviation, 
Sg, was computed from (see Appendix C) 
(44) (Sg)2 = L Wbd£/(n-l) % Wb 
b b 
These calculations were based upon the treatment by Topping 
(6l) who called Equations 43 and 44 the "internal" and "ex­
ternal" consistency checks of the data. From a comparison 
e o 
of and Sg one should be able to ascertain the existence 
of systematic effects in the data which would not be readily 
o e 
apparent from the Sg calculation alone. In this study Sj-
and Sg were sometimes different by as much as a factor of 
two. However, the results were always assigned the larger 
of the two values as a standard deviation, which probably 
accounted for the unknown apparent systematic error in the 
result. 
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VI. RESULTS 
A. Introduction 
The results for europium, gadolinium, holmium, and 
erbium are tabulated in Part B of this Section. Data on the 
running conditions, purities, and midrange temperatures of 
runs are discussed and tabulated. The discussion of errors 
is also included. Results on the calculations of estimated 
vapor pressures are also tabulated as a summary of the sec­
tion. 
Reductions of sublimation results to 298° and 0°K are 
included with comparisons of the present results and the 
results obtained by Johnson, et al (14) and by Savage, et al 
(15)• Cohesive energies are obtained and compared with 
earlier results. These comparisons are extended to include 
all the rare earth metals, although only preliminary results 
are available for terbium and lutetium (62). 
B. Sublimation Results 
1. Europium 
Sublimation results for europium metal were taken at an 
average midrange temperature of 727°K. The final weighted 
average result was obtained from a set of fourteen runs from 
two samples of europium metal. The two samples came from the 
same distillation; there appeared to be no reason to treat 
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independently the results for each sample. 
A platinum-platinum rhodium (13%) thermocouple was im­
bedded in the base of the Knudsen cell to measure the tem­
perature for the sublimation runs. Measurements were made 
with the ionization filament above 2100°K to assure a constant 
ionization efficiency. The surface adsorption temperature 
was approximately l800°K as may be seen by reference to Ap­
pendix A. With the system cool (i.e., no heater or filament 
power) the pressure was 1 x 10~^ mm Hg. Careful outgassing 
of the source parts minimized re-evaporation of contaminating 
vapors so that during the sublimation runs the pressure never 
rose above 5 x 10~^ mm Hg. The faraday cage and electrometer-
recorder system was employed to measure the ion current since 
the relatively high volatility of the sample did not require 
the use of the more sensitive electron multiplier detection 
system. 
The samples which were studied were obtained from Mr. 
Joseph Hanak of this Laboratory who had analyzed the metal 
for impurities subsequent to the measurement of some of its 
physical and chemical properties. This analysis showed faint 
trace amounts of Sm, Yb, Ca and Fe. No La or Ta were de­
tected. In the course of the sublimation studies the mass 
range was scanned in the vicinity of the known trace im­
purities. Only Sm and Ca were found. However, the Sm beam 
appeared to be greater than a faint trace amount, perhaps as 
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much as 0.1$ but probably less than 0.5$. These numerical 
estimates were made by comparisons of the ionization ef­
ficiencies and approximate heats of sublimation of the two 
metals. However, the purity of the metal crystals was still 
considered better than 99« 5%* It is likely that this small 
impurity (probably less than 0.5%) did not appreciably affect 
the results obtained, at least within the quoted instrumental 
and random errors associated with the study. 
Previous work in this laboratory indicated that the 
europium metal reacted rapidly with water vapor or moist air. 
Therefore special handling techniques were required to prevent 
surface reaction of the europium metal prior to its installa­
tion in the mass spectrometer. A steel leakfree dry box was 
constructed for this purpose. The europium samples were ob­
tained from the Metallurgical Section sealed in an evacuated 
pyrex tube. The transportation of the metal from the pyrex 
tube to the Knudsen cell and then to the mass spectrometer 
was accomplished in the dry box. Dry helium was used to 
continually flush both the box and the mass spectrometer 
prior to installation of the sample. The following installa­
tion procedure was successfully employed : The pyrex protec­
tive tube was broken open in the dry box. A small section 
was cut from the europium sample, filed on all sides with a 
clean dry file, and then inserted into the Knudsen cell. The 
remaining sample was sealed in a pyrex vial. The Knudsen 
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cell assembly was removed from the dry box and quickly in­
stalled in the helium-filled source chamber of the mass 
spectrometer. To insure that this slight contact with moist 
air did not cause reaction with the metal a dummy sample was 
loaded and then unloaded from the source. Visual inspection 
of the sample in the dry box after unloading did not show any 
of the characteristic yellow color associated with the ex­
pected reaction. The system was pumped out and sublimation 
runs were taken. After the runs the spectrometer was again 
vented to dry helium and the sample was removed to the dry 
box. No visible reaction was apparent on the sample surface 
after the runs. 
Figure 10 is a typical plot of the data which were ob­
tained for a single europium sublimation run. The indicated 
recorder current is plotted on a logarithmic scale against 
the reciprocal cell temperature. For this run the experi­
mental slope was -4-1.82 kcal/M (= Rb) which was referred to 
the midrange temperature 733°K. The associated heat of sub­
limation (Equation 32, Section V D) was 42.55 kcal/M with a 
standard deviation equal to 0.234 kcal/M. The heat of sub­
limation did not include the correction due to the expansion 
of the orifice since this correction was applied to the mean 
latent heat and not to the individual runs. 
Results for the fourteen sublimation runs are shown in 
Table 3» This table gives the midrange temperatures, experi-
97 
1000 
100 -
EUROPIUM RUN 4 
R x b = Rx SLOPE = -41.82 KCAL/M 
AH? =42.55 KCAL/M 
RxSb= 0.234 KCAL/M 
1.20 1.30 1.40 1.50 1.60 _ 
RECIPROCAL CELL TEMPERATURE, i/T (10 *k ) 
Figure 10. A typical plot of europium sublimation data 
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Table 3. The experimental slopes, corrections, and errors 
used to obtain the heat of sublimation of europium 
metal 
Run Midrange 
temperature 
Experimental 
slope 
—bR 
(kcal/M) 
Temperature 
term 
RT /2 
(kca?/M) 
Latent 
heat 
AHR£ 
(kcal/M) 
Weight 
1/8= 
1 731 41.767 0.726 42.493 30.991 
2 736 41.426 0.731 42.157 52.507 
3 741 41.368 0.736 42.104 19.412 
4 733 41.820 0.728 42.548 72.070 
5 730 41.399 0.725 42.124 48.832 
6 724 41.686 0.719 42.405 32.655 
7 728 40.241 0.723 40.964 12.824 
8 714 40.400 0.709 41.109 72.650 
9 714 41.126 0.709 41.835 9.729 
10 740 40.418 0.735 41.153 31.940 
11 745 42.788 0.740 43.528 13.676 
12 751 42.508 0.746 43.254 12.833 
13 694 41.528 0.689 42.217 7.863 
14 621 41.946 0.688 42.634 17.707 
Mean 727 42.063 
Expected standard . deviation of 
e 
mean, Sg 0.095 kcal/M 
Standard deviation of mean, Sr 0.185 kcal/M 
Inst rumental error, er O.366 kcal/M 
Net experimental error, Er 0.410 kcal/M 
Orifice correction —0.02 kcal/M 
Latent heat of sublimation of europium 42.04 + 0.4l kcal/M 
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mental slopes, the RT^/2 term, the corrections, and the latent 
heats associated with each of the fourteen runs. The weight 
factor for each run is included in the table for computation 
of the weighted average latent heat for europium (see Appendix 
C). 
The mean latent heat of sublimation of europium was 
found to be 42.04 + 0.41 kcal/M at an average midrange tem­
perature of 727°K. This result was obtained from the weighted 
average of the fourteen sublimation runs. The error associ­
ated with this result was obtained from the combination of 
instrumental and random errors of the runs (see Section V D). 
The random error, Sg, was found to be 0.185 kcal/M; the 
instrumental error associated with the uncertainty in the 
measurement of absolute temperature was O.366 kcal/M. These 
errors combined to give 0.4l kcal/M as the final experimental 
error in the mean latent heat. To check the consistency of 
the result the average expected standard deviation of the 
mean was calculated by the method outlined in Appendix C and 
discussed in Section V D. This quantity was found to be 
0.095 kcal/M, which was only one-half the value found for 
e o e 
Sg. The discrepancy between Sg and S^ indicated a possible 
systematic effect from run to run which had little or no 
effect on the individual runs. Since the larger of the two 
values was used to compute the experimental error, a recalcu­
lation of the mean latent heat based upon a reweighting 
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procedure was not attempted. 
The latent heat of sublimation of europium has been deter­
mined by Spedding, et al. (13) from a vapor pressure run using 
the weight-loss method. They found the heat of sublimation to 
be 41.101 + 0.075 kcal/M referred to a midrange temperature of 
798°K. The deviation indicated is the probable error (i.e., 
0.675 times the standard deviation). The difference between 
the present result and that due to Spedding is 0.853 kcal/M 
when reduced to the common reference temperature 727°K. This 
discrepancy is more than twice the error quoted in the present 
study, which is difficult to resolve since the methods have 
consistently shown agreement in previous latent heat studies. 
However, since europium is a highly reactive metal, it is pos­
sible that the surface characteristics of the two samples used 
in the independent studies were not the same, even though con­
siderable precautions were taken in each case to insure a 
clean, oxide-free sample. One should note that the discrepan­
cy noted indeed does not represent a considerable error in 
light of precision of results quoted in other investigations. 
2. Gadolinium 
The latent heat of sublimation for gadolinium has been 
determined from experimental data taken near 1370°K. The 
final average result was obtained from nine sublimation runs 
taken with a single gadolinium sample. No special handling 
techniques were necessary with the sample since it was 
chemically stable at room temperature and remained clean after 
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the cleaning procedure. 
The sample was obtained from a 1/k gram gadolinium chip 
which had been chemically analyzed with respect to impurities 
by the spectrochemistry group of this laboratory. The major 
impurities were found to be Ca with trace amounts of other 
rare earths. All of the impurities were apparent in the mass 
spectrum as obtained by scanning the mass range with the mass 
spectrometer. These impurities were thought to have little 
effect on the sublimation results. 
The optical pyrometer and multiplier detection unit were 
employed to obtain the sublimation data. The optical pyrom­
eter was used to measure the cell temperature since data were 
taken above red heat. The multiplier detector and recorder 
unit were employed to measure the ion currents since the 
highest possible current sensitivity was required. The small­
est ion current measured was approximately lO~^ amps since 
the gain of the multiplier was about 10^ and the electrometer 
and recorder system was set to read lO~^ amps per scale 
division on the highest sensitivity range. Measurements were 
made with the ionization filament above 2350°K to assure a 
constant ionization efficiency. The surface adsorption tem­
perature was approximately 2100°K (see Appendix A). Several 
of the runs were taken with the filament at 2550°K. There 
appeared to be no systematic difference in the heats of sub­
limation between the runs taken with the filament at 2350°K 
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and at 2550°K. 
A typical gadolinium sublimation run is shown in Figure 
11. For this run Rb was -77.4-1 kcal/M at the midrange tem­
perature 1347°K. The heat of sublimation associated with 
this slope was 78.75 kcal/M with a standard deviation computed 
by least squares methods of 0.56 kcal/M. 
The experimental slopes, correction, and errors used 
to obtain the mean latent heat of sublimation for gadolinium 
are given in Table 4. The expected standard deviation of 
e 
the mean latent heat, Sg, was found to be 0.212 kcal/M; the 
o 
observed standard deviation of the mean, S^, was 0.233 kcal/M. 
e o 
The excellent agreement between Sg and Sj- indicated that 
there were perhaps no unknown systematic effects between 
runs, such as might have existed with europium metal. The 
larger of the two values was combined with the instrumental 
error to give the net experimental error for the mean latent 
heat equal to 0.33 kcal/M. After the orifice correction 
(see Appendix C) the mean latent heat was 78.20 + 0.33 kcal/M. 
No previous heat of sublimation results were available 
for gadolinium other than a rough estimate of 72 kcal/M made 
by Spedding et al. (56). This estimate was based on the 
L. 
empirical convergence of all In P vs. 1/T curves at 10 at­
mospheres and 10^ degrees K (57) • This crude estimate does 
not appear to be of sufficient reliability to warrant 
critical comparison with the present result. 
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Figure 11. A typical plot of gadolinium sublimation data 
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Table 4. The experimental slopes, corrections, and errors 
used to obtain the heat of sublimation of gadolinium 
metal 
Run Midrange 
temperature 
Tm 
(°K) 
Experimental 
slope 
-bR 
(kcal/M) 
Temperature 
term 
RT/2 
(kcal/M) 
Latent 
heat 
6% 
(kcal/M) 
Weight 
1/8% 
1 1371 76.945 1.362 78.307 3.566 
2 1346 76.154 1.337 77.491 11.387 
3 13^7 77.415 1.338 78.753 12.553 
4 1358 76.403 1.349 77.752 30.425 
5 1360 77.855 1.351 79.204 8.619 
6 1359 76.738 1.350 78.088 4.959 
7 1393 77.330 1.384 78.714 6.524 
8 1398 77.132 1.389 78.521 4.890 
9 1397 77.977 1.388 79.365 5.232 
Mean 1370 78.254 
Expected standard deviation of mean, 
Standard deviation of mean, Sg 
Instrumental error, eg 
Net experimental error, Eg 
Orifice correction 
SE 0.212 kcal/M 
0.233 kcal/M 
0.236 kcal/M 
0.331 kcal/M 
-0.050 kcal/M 
Latent heat of sublimation of gadolinium 78.20 + 0.33 kcal/M 
3. Holmium 
The heat of sublimation of holmium metal has been ob­
tained from experimental data taken near 1248°K. The weighted 
mean latent heat was determined from a set of 21 runs taken 
with two holmium samples» No attempt was made to analyze 
separately the results for each sample since they were both 
the product of the same distillation. The samples were 
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chemically stable at room temperature so that special handling 
techniques were not required. 
The holmium samples used in the study were analyzed for 
impurities by the spectrochemical section of this Laboratory 
and faint trace amounts of Ca, Fe, Ta, and Yt were detected. 
The estimated holmium purity was better than 99%. In the 
course of the sublimation study the mass spectrum was scanned 
and trace amounts of Ca, Dy, and other rare earths were ob­
served. Due to their relatively high volatility and favor­
able ionization efficiency at the filament these impurities 
were apparently more readily detected with the mass spectrom­
eter than with the spectral devices and thus did not imply 
lack of purity of the base holmium samples. 
The temperature and ion current observations were made 
with the optical pyrometer and multiplier detection unit, 
respectively. The limit of the ion current sensitivity was 
estimated to be lO~^ amps. For all the sublimation runs the 
ionization filament was run above 2300°K were it was considered 
to be clean with an ionization efficiency independent of the 
incident atom flux. The temperature at which surface adsorp­
tion appeared to change the work function of the filament was 
approximately 1800°K (see Appendix A) which was well below 
the operating temperature of the filament for the sublimation 
study. 
A typical plot of the holmium sublimation data is shown 
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in Figure 12. The experimental slope (Kb) for this run was 
-71.81 kcal/M at the midrange temperature 1279°K. The as­
sociated heat of sublimation was 73*10 kcal/M with a standard 
deviation of 0.57 kcal/M. 
Table 5 gives the experimental slopes, midrange temper­
atures, B.T^/2 terms, corrections, heats of sublimation and 
weights for the 21 sublimation runs. The weighted average 
latent heat for holmium was 72.84- + 0.44 kcal/M referred to 
an average midrange temperature of 1248°K. The net experi­
mental error (Eg) was computed from a combination of the 
standard deviation, Sg, and the instrumental error, eg, in 
the mean latent heat. The expected standard deviation in 
the mean (Sg) was 0.185 kcal/M compared with the observed 
standard deviation (Sg) 0.366 kcal/M. The larger value, Sg, 
was used for the error calculation. No experimental heat 
of sublimation results for holmium are known to the author 
so that a comparison of the present result with an independent 
measurement was not possible. 
4. Erbium 
The mean latent heat of sublimation of erbium metal was 
determined from a set of fourteen sublimation runs taken at 
an average midrange temperature of 1207°K. Results were ob­
tained from a single sample which had been used by Mr. James 
McKeown of this Laboratory for high temperature heat capacity 
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Figure 12. A typical plot of holmium sublimation data 
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Table 5« The experimental slopes, corrections, and errors 
used to obtain the heat of sublimation of holmium 
metal 
Run Midrange 
temperature 
Tm 
(°K) 
Experimental 
slope 
-bR 
(kcal/M) 
Temperature 
correction 
RTm/2 
(kcal/M) 
Latent 
heat 
AHJ 
(kcal/M) 
Weight 
1 1260 69.333 1.252 70.585 3.229 
2 1226 71.468 1.218 72.686 2.273 
3 1250 67.021 1.242 68.263 1.787 
4 1233 73.435 1.225 74.660 4.997 
5 1236 77.002 1.228 78.230 1.789 
6 1290 71.144 1.282 72.426 6.034 
7 1294 74.080 1.286 75.366 3.214 
8 1289 73-046 1.280 74.326 1.356 
9 1291 73.258 1.283 74.541 1.097 
10 1291 72.337 1.283 73.620 3.358 
11 1285 72.070 1.277 73.347 2.796 
12 1279 71.815 1.271 73.086 12.106 
13 1274 75.596 1.266 76.862 2.913 
14 1283 69.755 1.275 71.030 5.471 
15 1289 69.981 1.281 71.262 2.648 
16 1191 71.508 1.183 72.691 7.032 
17 1189 73.765 1.181 74.946 9.553 
18 1191 70.743 1.183 71.926 8.934 
19 1184 71.361 1.176 72.537 9.302 
20 1194 70.162 1.186 71.348 13.242 
21 1194 71.214 1.186 72.400 11.852 
Mean 1248 72.842 
Expected standard deviation of mean, Sg 
Observed standard deviation of mean, S° 
Instrumental error 
Net Experimental error, Eg 
Orifice correction 
0.185 kcal/M 
0.366 kcal/M 
0.240 kcal/M 
0.44 kcal/M 
-0.041 kcal/M 
Latent heat of sublimation of holmium 72.80 + 0.44 kcal/M 
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study. 
The erbium ingot from which the sublimation sample was 
obtained had been distilled by the Metallurgical Section of 
this Laboratory then redistilled several times by McKeown. 
The impurity concentration after the original distillation 
was less than one per cent by volume. Major impurities were 
calcium and other rare earths which were detected with the 
mass spectrometer during the course of the sublimation study. 
The temperature and ion current observations were made 
with the optical pyrometer and multiplier detection unit, 
respectively. The noise level of the detection system was 
about lO-1? amps which was considered to be the limit in the 
ion current sensitivity of the instrument. For all of the 
sublimation runs the ionization filament was run above 2200°K 
which was well above the temperature (1900°K) at which 
surface adsorption began to affect the work function (see 
Appendix A). 
A typical plot of one sublimation run is shown in Figure 
13. The experimental slope (Rb) for this run was -71.85 
kcal/M at the average midrange temperature 1204°K. The as­
sociated heat of sublimation (see Equation 20a, Section III 
C) was 73.05 kcal/M with a standard deviation of 0.4-3 kcal/M. 
The midrange temperatures, experimental slopes, RT^/2 
terms, heats of sublimation, and weights of the fourteen 
sublimation runs are shown in Table 6. The weighted mean 
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Table 6. The experimental slopes, corrections, and errors 
used to obtain the heat of sublimation of erbium 
metal 
Run Midrange 
temperature 
Tm 
(°K) 
Experimental 
slope 
-bR 
(kcal/M) 
Temperature 
correction 
RT/2 
(kcal/M) 
Latent 
heat 
AHj 
(kcal/M) 
Weight 
1 1215 69.733 1.207 70.940 0.967 
2 1198 72.814 1.190 74.004 4.441 
3 1200 71.742 1.192 72.934 6.992 
4 1207 72.469 1.199 73.668 4.812 
5 1210 73.460 1.202 74.662 4.773 
6 1214 71.207 1.206 72.413 2.278 
7 1202 72.818 1.194 74.012 16.292 
8 1204 72.319 1.196 73.515 1.041 
9 1195 71.198 1.187 72.385 1.202 
10 1204 71.855 1.196 73.051 21.361 
11 1209 70.674 1.201 71.875 2.614 
12 1212 69.920 1.204 71.124 10.732 
13 1207 71.648 1.199 72.847 21.687 
14 1223 72.128 1.215 73.343 6.911 
Mean 1207 73.049 
Expected standard deviation of 
e 
mean, Sr 0.193 kcal/M 
Observed standard deviation of mean, Sg 0.247 kcal/M 
Instrumental error, eg n 0.249 kcal/M 
Orifice correction 
-O.O39 kcal/M 
Latent heat of sublimation of erbium 73 .01 + 0.35 kcal/M 
latent heat for erbium metal was 73.01 + 0.35 kcal/M referred, 
to an average midrange temperature of 1207°K. The net ex­
perimental error was computed from a combination of the 
standard deviation and the instrumental error in the mean 
latent heat (see Section V D and Appendix C). The expected 
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e 
standard deviation in the mean, Sg, was 0.193 kcal/M compared 
with the observed standard deviation, Sg, 0.24-7 kcal/M. The 
larger value was used to compute the net experimental error 
in the mean latent heat. 
C. Reduction of Sublimation Results to 298* and 0°K 
The general Kirchhoff equation necessary for the reduc­
tion of sublimation results has been presented in Section 
III D (Equation 24). In the present work the several approxi­
mations discussed in Section III D have been employed to 
reduce the experimental results to 298° and 0°K. The use 
of the approximations enables one to simplify the notation 
so that the practical form of Equation 24 is written (using 
s and v to denote solid and vapor, respectively) 
(W) AHj = AHj + [Hs(D - Hs(T0i] - [Hv(D - HV(T0)] 
where and AH^ are the heats of sublimation at T and 
o 
TQ; HG(T) and E^ (T) are the molar heat contents of the solid 
and vapor at T. In Equation 45 HG(T) is understood to mean 
the molar heat content of the solid at atmospheric pressure 
which is nearly equal (within experimental error) to the 
molar heat content at the saturated vapor pressure. Since 
ideal gas considerations are employed the molar heat content 
of the vapor is a function of the temperature only so that 
EY(T,P), Equation 24, is rewritten E^ ,(T). 
Heat content results for europium metal have been ob­
tained by John Berg of this Laboratory (63) in the temperature 
range 273° K to 1000eK. From Berg's results H^(727) - Hg(29S) 
= 3*200 + 0.010 kcal/M. The calculated heat content of the 
vapor was E^.(727) - Ev(298) = 2.131 kcal/M. The error in 
the vapor heat content was considered negligible. The heat 
of sublimation at 298°K was obtained from Equation 45 
A E298 = 43.13 ± 0.42 kcal/M . 
No low temperature heat capacity data were available 
for europium metal. The classical Dulong and Petit value 
of 3r was used to obtain Hg(298) - Hg(0) = 1.78 + 0.10 kcal/M. 
The estimated error was based on the difference between 
estimated and observed heat contents for the other rare earth 
metals. The calculated heat content of the vapor was 
Hv(298) - Hy(0) = 1.480 kcal/M. Equation 45 was used to 
reduce the heat of sublimation from 298° K to 0°K with the 
result 
AHq = 43.43 + 0.42 kcal/M . 
High temperature heat capacity results for gadolinium 
metal have been estimated by Stull and Sinke (45, p. 46) 
based on the low temperature data reported by M. Griffel, 
et al. (64). Stull and Sinke estimated H (1370) - H (298) = 
8.345 + 0.010 kcal/M. The estimated error in this value was 
determined by the author from the difference between the 
114 
measured and estimated heat contents of praseodymium metal 
where similar approximations were used to obtain the high 
temperature estimate. The calculated heat content of the 
vapor phase was E^,(1370) - E^(298) = 5» 325 kcal/M. Equation 
45 was used to compute the heat of sublimation at 298°K 
AH298 = 81.27 ± O.33 kcal/M . 
The thermodynamic functions for gadolinium metal have 
been tabulated by M. Griffel, et al., for the temperature 
range 15 to 355°% (64, Table III). Griffel's results gave 
Hg(298) - Eg(0) = 2.171 + 0.002 kcal/M. The heat content 
of the vapor was obtained from 5^,(298) - S^,(0) = 1.480 kcal/M. 
Equation 45 was used to reduce the heat of sublimation from 
298°K to 0°K with the result 
A Eq = 81.96 ± 0.33 kcal/M . 
Beat capacity results for holmium metal have been ob­
tained by B. C. Gerstein, et al. (65), in the temperature 
range 15° to 300°K but no experimental data are available at 
higher temperatures. The low temperature results were used 
by the author to estimate the heat capacities at higher tem­
peratures from a fit of some of the experimental data to an 
equation of the form Cp = a + bT. The values of a and b were 
obtained from a least squares analysis of the experimental 
data shown in Table 7-
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Table 7« Heat capacity data from Gerstein, et al., (65), 
Table I 
Heat capacity, Cp Temperature, T 
(cal/M-deg) (°E) 
6.400 240 
6.410 250 
6.420 260 
6.440 270 
6.460 280 
6.470 290 
The data used to obtain Cp were taken well above the 
130°K maximum in the heat capacity curve (65, Fig. 1) so that 
the "tail" of the maximum would not influence the extrapola­
tion. 
From the least squares analysis the value 
Cp = 6.039 + 1.486 x 10~3 T 
was found to be the best fit to the experimental data. The 
heat content of the solid referred to 298°K was obtained from 
p 1248 
H (1248) - H (298) = I Cp dT 
s s J 298  ^
= 6.828 kcal/M . 
with an estimated error of 0.010 kcal/M. The heat content 
of the vapor was 5^(1248) - 2^(298) = 4.719 kcal/M to make 
the heat of sublimation at 298°K 
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&H298 = 74.95 ± 0.44 kcal/M . 
The low temperature thermodynamic data for holmium metal 
has been tabulated by Gerstein (65, Table II) to give 
Hs(298) - Eg(0) = 1.913 ± 0.002 kcal/M. The low temperature 
heat content of the vapor was E^(298)- H^(0) = 1.480 kcal/M 
with an error considered negligible. These results were used 
to reduce the heat of sublimation from 298° to 0°K to give 
AHq = 75.38 ± 0.44 kcal/M . 
High temperature heat capacity results for erbium metal 
have been estimated by Stull and Sinke (45, p. 44) from meas­
ured results (66) in the temperature range 15° to 320°K. 
From the estimated results Eg(l2O7) - Hg(298) = 6.724 + 0.010 
kcal/M. The heat content of the vapor was E^(1207)- E^(298) 
= 4.515 kcal/M. These results were used to obtain the heat 
of sublimation at 298°K 
AH298 = 75.26 + 0.35 kcal/M . 
Low temperature heat contents were obtained from the 
data due to Skochdopole, Griffel, and Spedding (66, Table 
II). The results were Eg(298) - Eg(0) = 1.763 ± 0.002 kcal/M. 
The heat content of the vapor was H^(298) - E^(0) = 1.480 
kcal/M. These results were used with Equation 45 to reduce 
AH298 to 
AEq = 75.54 + 0.35 kcal/M . 
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D. Estimates of Saturated Vapor Pressures 
As pointed out in Section I B the absolute vapor pres­
sures of the rare earth metals have not been measured in this 
investigation. However, estimated vapor pressures were ob­
tained from the statistical considerations of ideal gases 
(Section III D, Equation 28). Equation 28 assumed a sta­
tistical weight (w) of unity for the electrons in the ground 
state of the neutral atom. A more general equation gives 
the pressure as 
(46) ln(P/w)= 5.469 + | In T + | In M - AH%/RT - Sg/R 
where P is the true vapor pressure in mm Hg; T, the absolute 
temperature in °K; M, the molecular weight in grams ; A Hp, 
the heat of sublimation in calories/M; Sg, the entropy of the 
solid in cal/M-deg; and R, the gas constant. 
The estimated vapor pressures of the rare earth metals 
have been computed at the average midrange temperatures of 
the respective sublimation runs. Estimated vapor pressures 
over temperature ranges may be found from the integrated 
Clausius-Clapeyron equation 
(47) In P = - AHj/RT + B , 
where B is determined from the computed vapor pressure at the 
midrange temperature. This equation may be accurately used 
over several decades of vapor pressure with AH^ = constant = 
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H^midrange T* 
The data necessary for the vapor pressure computations 
are given in Table 8. The calculated P/w for each of the 
rare earths are also included in the table. References as­
sociated with the sublimation reductions (Section VI C) were 
used to obtain the entropies of the solid state. The 
molecular weights of the neutral atoms were obtained from 
experimental data summarized by J. M. Hollander et al. (67)• 
The experimental results of the present and preceding works 
were used for AHp and T. 
In general the statistical weight w which appears in 
Equation k6 is obtained from the spectral terms for each 
element and is given by w = 2J + 1, where J is the total 
angular momentum quantum number of the ground state neutral 
atom. The values of J for the rare earths are unknown to the 
author. In the table the estimated vapor pressures are given 
as P/w where P is the true vapor pressure observed experi­
mentally. Since J should not be expected to be greater than 
six, one would expect the estimated P/w to be at least within 
an order of magnitude of the observed pressure. 
In cases where independent measurements were available 
the observed vapor pressures were compared with the esti­
mated results. The observed P was greater in each instance 
than P/w which should be the case since w is always greater 
than unity. These independent checks give some confidence 
Table 8. The experimental data needed for computations of the estimated vapor 
pressures of the rare earth metals 
Element Molecular Tempera- Latent Entropy of Estimated Observed vapor 
weight, M ture. T heat, AHm condensed vapor près- pressure, P 
(grams) (°K) rimai/Ml phase, S sure, P/w (mm of Kg) 
kKcai/m; s (mm of Hg) 
Pra 140.92 1380 79.3 31.27 1 X lor* 4.45 X 10-5 
Nd 144.2? 1236 74.1 30.64 4 X ID"? 
Sm 150.35 811 48.7 23.73 4 X 10-6 
Eu 152.0 727 42.1 20.66b 4 X 10-5 6.09 X 10-5 
Gd 157.26 1370 78.2 27.43 1 X 10-5 
Dy 162.51 1215 69.3 27.86 7 X 10~6 
Ho 164.94 1248 72.8 28.16 4 X 10-6 
Er 167.27 1207 73.0 27.60 1 X 10-6 
Tm 168.94 937 56.2 25.10 4 X 10-6 6.38 X 10-5 
Yb 173-04 667 39.5 20.07 3 X 10-5 
Lu 175-0 1311 91.5 22.60 2 X 10-7 
aVaporization. 
^Estimated from high temperature heat capacity data. 
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to the order of magnitude estimated pressures. 
The errors associated with the order of magnitude esti­
mates were not considered in this presentation. The uncer­
tainty in the assignment of ground state statistical weights 
to each element made the experimental errors in the observed 
data negligible in the final results. 
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VII. DISCUSSION AND INTERPRETATION OF RESULTS 
A. Introduction 
In this investigation the latent heats of sublimation 
of europium, gadolinium, holmium, and erbium have been meas­
ured by the mass spectrometric method. The experimental 
results were reduced to the two reference temperatures 298° 
and 0°K, and the estimated vapor pressures were calculated 
at the average midrange temperatures associated with each 
element. Two of the stable rare earth metals remain to be 
investigated. They were not measured in this investigation 
because pure samples of each were not available and because 
their relatively low volatilities prohibited accurate meas­
urements of their relative vapor pressures with the present 
experimental apparatus. 
In this section the experimental results are critically 
analyzed with respect to the experimental factors which might 
influence the individual sublimation runs to cause fluctua­
tions in the observed latent heats. The effects of sample 
purity, filament conditions, and stability of the measuring 
apparatus are considered in brief detail. 
It is hoped that with the present results and with the 
results of earlier investigations a satisfactory theory for 
the relative cohesive energies of the rare earth metals can 
be proposed. A brief qualitative interpretation based on the 
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relative importance of the electrons in the three incomplete 
shells of the neutral atoms is considered in this section. 
A more detailed analysis of the theory of rare earth cohesion 
is presently being considered by this research group. 
B. Instrumental Effects 
From the analysis of the sublimation results it has been 
shown that the expected standard deviations of the mean latent 
heats did not always coincide with the observed standard 
deviations (see Section VI). The reason for the difference 
between the computed values was not apparent since the experi­
mental conditions from run to run were identical for all of 
the runs. The fact that a significant difference existed 
implied the presence of one or more unknown experimental 
factors which influenced the results of successive runs more 
than the result for a single run. One should realize, how­
ever, that these effects are in the range of very small er­
rors for this kind of work. 
There are three critical experimental areas which should 
be thoroughly investigated for apparent systematic changes 
from run to run. These are: (l) the surface chemistry of 
the sublimation sample, (2) the ionization filament, and 
(3) the measuring instruments (i.e., the temperature sensing 
devices and the current measuring system). In the following 
paragraphs these three areas are discussed in brief detail 
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in the order of assumed major importance with respect to 
systematic fluctuations in the measured latent heats. 
It is presently felt that the most important reason for 
the fluctuations in heats of sublimation from run to run is 
concerned with the microscopic surface chemistry of the sub­
limation sample. For instance, Johnson et al. (68) noted 
that the heat of sublimation of neodymium metal was a function 
of the time that the sample had been held at high tempera­
tures. This effect implied a gradual change in the surface 
characteristics of the sample with time due to contamination 
or surface reaction. A discussion of this possibility has not 
been considered in this thesis since no systematic change in 
the heat of sublimation was observed as a function of the 
running time. A gradual drift of the ion current with time 
was noted by Savage (48) for the sublimation of ytterbium. 
Savage employed a correction for the long range drift which 
probably accounted for the change of the sample with time. 
It is felt that the drift observed by Savage was also due to 
microscopic changes in the surface chemistry of the solid, 
perhaps due to absorption of bulk impurities such as oxygen 
from the vacuum system. With the improved purity of the 
sublimation samples due to new techniques for the separation 
of the rare earth metals, changes in surface characteristics 
were not as apparent in the present study as in the earlier 
works. However, the possibility remains that the observed 
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fluctuations were a result of the surface purity of the 
sample. 
One must distinguish between the effects of bulk and 
surface impurities in these fluctuations. The bulk impurity 
concentrations associated with each element were discussed 
in Section VI where it was shown that the sublimation samples 
were at least 99% pure. From the thermodynamic laws of ideal 
solutions or dilute real solutions it can be shown that such 
small impurity concentrations have little effect on the ab­
solute vapor pressures and probably no effect on the observed 
latent heats. Surface impurity concentrations can arise from 
the reaction of the sublimation sample with the residual 
vapor in the vacuum system or with higher concentrations of 
impurities in the immediate vicinity of the Knudsen cell due 
to the continuous outgassing of the heater parts. For in­
stance, in a preliminary investigation with holmium. metal, 
quartz insulators were used in place of the standard lava 
insulators in the heater unit. The chemical reaction of the 
molybdenum heater wires with the quartz resulted in the evolu­
tion of oxygen which reacted with the holmium sample to form 
a white flaky layer of oxide on the surface of the metal. 
Sublimation runs taken with the sample showed a marked curva­
ture and the experimental slopes determined from the data 
did not agree with the results of subsequent investigations. 
In addition, the beam current was observed to gradually drift 
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downward as a function of running time. This example is 
cited to indicate how the heat of sublimation might vary with 
surface impurities and what to expect in terms of ion current 
fluctuations in the limit of large surface impurity concen­
trations. In the measurements reported in this thesis the 
sublimation samples always appeared to be clean after the 
sublimation runs. Ifo systematic drift in the ion current 
was observed from run to run for a given cell temperature. 
The tungsten filaments used for surface ionization in 
the present work were the same type as those used by Johnson 
and by Savage in earlier investigations. All of the sublima­
tion data were obtained at filament temperatures high enough 
that the filament was assumed to be clean. The temperature 
above which the filament apparently remained clean was deter­
mined from the ionization efficiency studies carried out by 
Harold Fox of this group. The data obtained by Fox did not 
indicate long period systematic changes in the filament work 
function due to the partial surface adsorption of background 
atom beams. However, these adsorption effects could only be 
carefully studied by observations of the ion current with the 
cell temperature constant over a long period of time. Since 
the experimental apparatus was not so equipped this study was 
not carried out. However, check points associated with the 
ionization efficiency data gave some confirmation to the 
suspicion that there were no long period systematic changes 
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in the work function of the filament at least in the time 
necessary for two or three sublimation runs. Long term 
changes in the conditions of the filament surface were not 
considered effective to cause fluctuations in the sublimation 
results. 
All of the measuring instruments used in the sublima­
tion study were carefully calibrated with respect to the 
linearity and stability of the ion currents and observations 
of the temperature. It is well known that platinum is 
chemically active in the presence of rare earth vapors. The 
platinum thermocouple wires used in the europium study were 
well shielded from the rare earth vapor. If systematic changes 
in the calibration of the thermocouples had occurred it is 
likely that the observed temperatures would cause a monotonie 
change in the observed latent heats with time. No such change 
was apparent. For high temperature work the optical pyrometer 
was employed to measure the cell temperature. There was no 
reason to suspect that the calibration of the pyrometer 
would change with time. The current measuring apparatus was 
calibrated for linearity and stability several times during 
the study. No systematic change in the instrument was ob­
served. 
C. Cohesive Energies of the Rare Earth Metals 
The cohesive energies, structures, molar volumes, and 
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electron configurations of the rare earth metals are shown 
in Table 9» There appear to be two regions of anomaly in the 
cohesive energies, the first at Z = 62 and 63, the second at 
Z = 69 and 70. These anomalies can perhaps be discussed by 
reference to the electron configurations of the free atomic 
states. 
The table indicates that the atoms are quite similar 
with respect to the number of electrons in the outer shells. 
The 5s, 5p> and 6s shells are completely filled in all cases. 
There is a serious question as to whether some of the internal 
electrons are of 4f or 5d character when the atoms are in the 
solid state. The configurations indicated in the table are 
those which appear most reasonable in view of the relative 
cohesive energies of the metals. It should be possible to 
determine which electrons are in 4f states from detailed 
analyses of the paramagnetic (69), Hall effect (70), and 
conductivity (71) data which have been obtained for these 
metals. A suggested method of analysis would employ the ef­
fects of separated bands as has been demonstrated by Pugh 
(72) for iron, nickel, and cobalt. However, the rare earths 
are probably more complicated than the iron group metals with 
respect to electron interactions so that the suggested method 
of analysis would be a singularly difficult problem. 
One may qualitatively interpret the relative cohesive 
energies in terms of the roles of the 4f, 5d, and 6s elec-
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Table 9 -  The cohesive energies, crystal structures, molar 
volumes, and electron configurations of the rare 
earth metals 
Z Ele- Cohesive Struc- Molar Electron configuration 
ment energy ture volume 4f 5s 5p 5d 5f 6s 6p 
(kcal/M) (c.c.) 
59 Pr 85.3 hex 20.82 2 2 6 1 0 2 
60 Nd 77.0 hex 20.59 3 2 6 1 0 2 
61 Pm 
62 Sm 50.2 rhom 19.95 6 2 6 0 0 2 
63 Eu 42.9 bcc 29.42 7 2 6 0 0 2 
64 Gd 82.0 hep 19.94 7 2 6 I 0 2 
65 Tb hep 19.26 8 2 6 1 0 2 
66 Dy 72.0 hep 18.99 9 2 6 1 0 2 
67 Ho 74.6 hep 18.74 10 2 6 1 0 2 
68 Er 75.5 hep 18.46 11 2 6 I 0 2 
69 Tm 57.8 hep 18.13 13 2 6 0 0 2 
70 Yb 40.2 fee 24.86 14 2 6 0 0 2 
71 Lu 94.1 hep 17.77 14 2 6 1 0 2 
trons in the cohesive process. From an admittedly simple Bohr 
type argument one would expect the binding of the electrons in 
the free atoms to decrease from the 4f to the 6s shells. In the 
metallic state this argument would imply that the 5d and 6s 
electrons would be more loosely bound to the ion cores and 
thus would be relatively free to participate in the crystal-
wide interactions which promote metallic cohesion. For the 
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elements where the 5d electrons were absent the density of 
the electron "glue" which holds the crystal together would 
be less than in the case where the pd electrons were present. 
One notes that the electron configurations of the elements 
62, 63, 69, and 70 indicate the absence of 5d electrons and 
thus are consistent with lower cohesive energies. 
The cohesion results thus tend to indicate that in the 
solid state the number of electrons in the 4f shell should 
agree with Table 9 and disagree with some other estimated 
configurations now current in the literature. Of course, in 
the solid crystal the outer electrons are not of the atomic 
5d or 6s character, and these designations are only names. 
The role of crystal structure as a "cause" of cohesion 
is problematical. The element picks a crystal structure 
which minimizes its energy subject to a number of auxiliary 
conditions. The most important auxiliary condition might 
be described qualitatively in terms of the possible sym­
metries of the wave functions consistent with the number of 
electrons available for binding. Since this condition cannot 
in general be laid down analytically prior to a calculation, 
the theorist is forced to assume a crystal structure and to 
calculate for that structure. Experimentally it is under­
standably found that the closer-packed structures more often 
are associated with tighter binding than are open structures. 
However, one should, we believe, avoid the common assertion 
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that a certain structure "causes" tight (or loose) binding. 
Aside from the auxiliary symmetry predispositions, there is 
little to choose between lattice constant and structure as 
an indicator of binding. The symmetry predispositions are 
unclear in a crystalline solid because the outer electrons 
belong to the whole crystal; hence, the assignment of an 
integer number of electrons to a given "bond" is ambiguous. 
The fact remains that no crystal structure has ever been un­
ambiguously predicted by atomic theoretical considerations 
alone. 
With the exceptions of samarium and thulium, the elec­
tron configurations indicated in Table 9 are consistent with 
the results of magnetic measurements made by Spedding and 
Legvold of this Laboratory. For samarium and thulium the 
magnetic measurements indicate the presence of the 5d elec­
trons. However, as a postulate to explain cohesion of these 
metals it is more satisfying to assume the electron con­
figurations in Table 9- One might attempt to consider the 
picture in terms of the relative molar volumes of samarium 
and thulium with respect to the other rare earths. For the 
same molar volume one might naively assert that the relative 
cohesive energies of two neighboring elements would be nearly 
proportional to the number of binding electrons per atom. 
The molar volume of samarium is not much different 
from the molar volumes of neighboring elements. However, the 
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cohesive energy of samarium is 50 kcal/M compared to ap­
proximately 80 kcal/M for the neighboring elements. If one 
assumes two valence electrons per atom effective for cohesion 
one would estimate the cohesive energy of samarium to be 
2/3 x 80 or approximately 54 kcal/M. The hypothesis of only 
two binding electrons per atom thus leaves less to be ex­
plained as far as cohesion is concerned. For thulium metal 
the molar volume is approximately the same as for neighboring 
elements. Furthermore, the crystal structure of thulium and 
the neighboring elements are identical (hep). However, the 
binding energy is only 58 kcal/M compared with 75 to 94 
kcal/M for erbium and lutecium. Again the hypothesis of two 
binding electrons would resolve the controversy in the co­
hesive energy. In the light of these arguments, the magnetic 
and cohesion results are in direct contradiction. The 
reasons for this puzzle are presently unknown but add interest 
to the physics of the rare earth metals. 
The qualitative predictions outlined above are nearly 
all that one can say about the relative binding energies of 
the rare earth metals. A more complete description would 
involve numerical calculations which are beyond the scope of 
this thesis. It is hoped that with the experimental informa­
tion contained in this and preceding works one might more 
critically analyze the theoretical situation in terms of the 
interactions between the several valence electrons. It ap­
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pears that one must first postulate the character of the 
valence electrons with respect to their configurations in the 
free atomic state; one of the probable configurations has 
been presented in this section. However, nothing has been 
said about the 6p shell. There might be good reason to 
suspect that the 6s electrons of the free atom go into a 6p 
band in the metal where their average Fermi energy would not 
be prohibitively high since the 6p band can accomodate six 
electrons per atom whereas the 6s band can accomodate only 
two. Such a possibility is presently being considered and 
will be the subject of future work in this research group. 
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X. APPENDIX A: IONIZATION EFFICIENCIES 
The ionization of rare earth atoms from a heated tungsten 
filament was the subject of an auxiliary investigation in the 
latent heat study. The experimental latent heat procedure 
required that the ionization efficiency be constant independ­
ent of the incident atom flux to the filament. To establish 
this criterion the positive ion emission of rare earth atoms 
was studied as a function of the temperature of the tungsten 
filament. The thermodynamic and statistical theory indicated 
that the ionization efficiency should be given in terms of 
the filament temperature by the equation 
E = exp(0 - V)/kTf . 
On a semi-logarithmic plot of the ion current as a function 
of the reciprocal filament temperature the observed data 
should obey a linear relationship. In the auxiliary experi­
ment this linear relationship was found to be true only over 
limited temperature ranges. However, the results of the 
study indicated that for sufficiently high temperatures the 
ionization efficiency was constant even though the above 
equation was shown not to be rigorously obeyed by the experi­
mental data. 
A typical ionization efficiency plot of europium from a 
tungsten filament is shown in Figure 14. The two curves 
represent the experimental data from two runs. The ion cur-
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Figure 14. Ionization of europium by a heated tungsten filament 
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rent is plotted as ordinate and the reciprocal filament tem­
perature as abscissa. The lower curve in the figure was ob­
tained with the Knudsen cell at ?60°K; the upper curve was 
obtained with the temperature at 809°K. From these curves 
one observes that the linear relationship is obeyed in the 
region 1800° to about 2400°K. Below 1900°K the filament 
surface was assumed to be changed by the partial adsorption 
of the rare earth atoms to form a composite surface whose 
characteristics for positive ion emission were different from 
that of a clean surface. This effect should account for the 
gradual deviation of the data from the linear relationship 
for temperatures below 1800°K. The upper end of the data 
plot also showed a deviation from the linear behavior. The 
reason for the deviation has not been established. However, 
from all of the ionization efficiency studies it was concluded 
that this deviation was independent of the incident atom 
flux, thus the ionization efficiency was assumed constant for 
filament temperatures above 1800°K. For all of the sub­
limation runs with europium the filament was maintained be­
tween 2200° and 2400°K which was the temperature range in 
which the efficiency data indicated the best agreement be­
tween experimental results and theory. 
Arguments similar to those presented above are applicable 
to the data observations of gadolinium, holmium and erbium 
from tungsten. A typical plot of the gadolinium ionization 
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efficiency data is shown in Figure 15* The deviation from 
the expected linear behavior begins to appear at about 2100°K. 
The sublimation runs for gadolinium were all taken in the 
filament temperature range 2250° to 2600°K with no systematic 
differences in the latent heats apparent for different fila­
ment temperatures in this range. Holmium ionization ef­
ficiency data are shown in Figure 16. The sublimation data 
were taken in the filament temperature range 2200° to 2600°K 
which was well above l800°K where the efficiency data began 
to deviate from the theoretical linear behavior. A typical 
erbium ionization efficiency plot is shown in Figure !?• The 
deviation from the predicted linear behavior appears at about 
1900°K. Sublimation data taken with the filament at several 
different temperatures are shown in Table 10. From these 
Table 10. Heats of sublimation of erbium for various constant 
ionization filament temperatures 
Run Heat of sublimation, AIL, Filament temperature, T™ 
(kcal/M) CfK) _ 
1 70.94 2414 
2 74.00 2414 
3 
4 
5 
72.93 
73.67 
74.66 
72.41 
74.01 
2395 
238O 
2400 
6 2388 
2404 7 
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Table 10. (Continued), 
Run Heat of sublimation, AHm 
(kcal/M) 
Filament temperature, T-
(°K) 1 
8 73-52 2351 
9 72.39 2415 
10 73.05 2477 
11 71.88 2546 
12 71.12 2601 
13 72.85 2664 
14 73.34 2664 
results (which are typical) one can see no systematic trend 
with filament temperature, which supports the assumption of 
a clean filament whose ionization efficiency is independent 
of the incident atom flux. 
The experimental data and results shown above have been 
obtained by Harold Fox of this research group who has meas­
ured the relative ionization efficiencies of these and 
several other rare earth metals from tungsten and iridium 
ribbon filaments. The results of his investigation have been 
prepared as an internal report and M.S. Thesis for this 
Laboratory. More extensive discussions of his work may be 
found in these reports. 
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XI. APPENDIX B: CALIBRATION .OF APPARATUS 
A. Amplifier-Recorder System 
An auxiliary experiment was performed where the gain of 
the electrometer-recorder system was measured as a function 
of the input voltage signal to the electrometer. This experi­
ment was necessary since the accuracy of the experimental 
slopes depended to a large extent on the linearity of the 
current measuring device. 
The detection system used in the sublimation experiment 
was sensitive to the potential differences developed by the 
ion currents across a large measuring resistor in the pre­
amplifier section of the electrometer. To perform a gain 
measurement with the system it was therefore only necessary 
to impress a known voltage across the large measuring re­
sistor and to read the indicated current on one of the three 
sensitivity ranges of the recorder. Since the sublimation 
results required only relative ion current measurements it 
was not necessary to know the absolute gain of the system, 
but rather to determine whether the gain was constant in­
dependent of the input signal. 
To perform the relative gain experiment a voltage 
source, consisting of a one and one-half volt mercury cell 
in series with a helipot bleeder resistor, was constructed 
and used to obtain the input potential difference for the 
1 \7 
detection system. The low potential and tap terminals of the 
helipot were connected across the terminals of the bleeder 
resistor to give the input signal which was simultaneously 
read with a Leeds and Northrup type K-2 potentiometer. Ten 
measurements of the impressed voltages and indicated recorder 
currents were made on each of the three sensitivity ranges 
of the detection system. The system was found to be linear 
with respect to input signal with an error of less than 0.1%, 
which meant thai relative current measurements made with this 
detection system could be assumed accurate with an error 
negligible compared to other instrumental errors associated 
with the study. 
B. Multiplier System 
The experimental results associated with the auxiliary 
experiments on the ionization efficiency and linearity of the 
apparatus indicated that the relative ion current determined 
from the strip chart record was directly proportional to the 
rate of atom effusion from the Knudsen cell. In each of the 
auxiliary experiments the current was read directly by the 
electrometer amplifier and recorder system. In the case 
where a solid sample was of such low volatility that the 
amplifier system was insensitive to the incident ion current 
it became necessary to employ an additional amplification 
stage. In the present experiment this stage was the. ion -
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multiplier detector unit. Since the multiplier was another 
link in the system which converted the atom beam to a meas­
urable ion current, it too had to be checked for linearity. 
Experimental confirmation of multiplier linearity was 
a rather difficult task since one could not employ voltage 
sources to reproduce the effect of the ion current as was 
possible with the amplifier unit, It would have been de­
sirable to obtain a linearity check for incident currents 
whose magnitudes corresponded as nearly as possible to the 
ion currents expected in the mass spectrometer. Such an 
experiment would necessitate an independent current measuring 
system whose response with respect to linearity and gain was 
known. If such a system existed it could be used in lieu of 
the multiplier for ion beam detection and would make the 
linearity check unnecessary. 
Electron multiplier tubes nearly identical in design to 
the ion detector (for instance, Dumont 6290 series) have been 
employed successfully in many investigations. These tubes 
are known to be linear with respect to incident radiation 
for anode currents up to 20 ma. Deviations in linearity 
above this anode current are due mainly to photocathode 
saturation and apparently not to saturation of the dynode 
stages. In the ion detector, deviations from linearity could 
be expected for: (l) large electron currents between stages 
and (2) high background pressure so that the electron beams 
149 
would. Ionize the residual gas to cause extraneous multiplica­
tion between stages. In the present work the maximum anode 
current measured was 10"^ amps which was considerably below 
the saturation current. The vacuum in the collector chamber 
was always below 10"^ mm Hg so that the background current 
due to electron impact ionization could be considered neg­
ligible. 
However, a limited linearity experiment was performed 
where the highest sensitivity range of the electrometer-
recorder unit was made to overlap the lowest sensitivity 
range of the multiplier system. The ion beams from samples 
of europium and holmium were used for the auxiliary experi­
ment. Twelve datum points were taken with each detection 
system and the best-fit straight line was calculated for each 
set of data by least squares methods. Within the accuracy 
obtained from the least squares treatment the slopes of the 
lines were equal and the multiplier was thus assumed to be 
linear over this limited range of ion currents. Further 
evidence of the linearity of the detection system has recent­
ly been obtained by D. M. Jackson of this group who has used 
the multiplier in the measurement of the latent heat of 
vaporization of silver and has found excellent agreement 
between his measurements and the measurements of other in­
vestigators. Since the heat of vaporization for silver is 
well known, Jackson's measurements confirm the evidence of 
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multiplier linearity demonstrated'by the experiment described 
above. 
C. Temperature Measuring Systems 
To minimize the experimental errors in the calculated 
slopes careful calibrations of the temperature measuring 
devices were carried out in order that the absolute tempera­
tures could be measured as accurately as possible. For the 
sublimation runs below red heat a thermocouple was employed 
to measure the cell and sample temperature. For temperatures 
above red heat an optical pyrometer was employed to measure 
the cell temperature. The calibration corrections associated 
with these instruments were applied to the observed tempera­
tures for the sublimation results. 
High quality platinum-platinum, rhodium (13$) thermo­
couple wire was obtained from the American Platinum Works in 
Newark, New Jersey. This wire was claimed to be free from 
impurity and homogeneous in composition such that a sample 
thermocouple from the spools of wire would have the same 
characteristics as any other thermocouple from the same 
spools. Thus a single thermocouple was accurately calibrated 
and the corrections determined from this calibration were 
used for all succeeding thermocouples. The result of the 
calibration is permanently filed with the records of the 
research group. " *- - " • : \ V 
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The optical pyrometer which was employed for the high 
temperature sublimation.work was obtained from Leeds and 
Northrup Company. The operation maiiual which accompanied ..the 
optical pyrometer contained no information on the accuracy 
of the instrument for temperature observations. From the 
experience of several members of the group it appeared that 
it would be necessary to calibrate the pyrometer with each 
observer since preliminary work indicated that two observers 
consistently obtain as much as a five degree observation 
difference for the same temperature condition. 
A preliminary observation correction was obtained from 
a calibration of the pyrometer against a standard lamp which 
had been previously calibrated by the National Bureau of 
Standards. This calibration did net appear successful since 
the pyrometer observations were consistently as much as 
thirty degrees below the indicated temperatures of the lamp 
which appeared unreasonable in view of the experience which 
other workers in this laboratory had had with a similar 
pyrometer. Therefore, a high temperature source was con­
structed where the optical pyrometer could be calibrated 
against a standard thermocouple. In a preliminary experi- 1 ; 
ment"the standard thermocouple was calibrated against a 
thermocouple whose accuracy was certified to be better than 
one-half degree by the National Bureau of Standards. The 
high temperature source was constructed from an inconel block 
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(b) as shown in Figure 18. Inconel was used since it does 
not oxidize appreciably for temperatures as high as 1200°C 
which was the upper temperature'Timt::,.desired. for the cal­
ibration. A one inch deep 1/4 inch diameter hole was drilled 
along the axis of the cylindrical block and a 1/4 inch 
diameter platinum tube (t) was inserted in the hole to serve 
as a protective liner for the standard thermocouple (s). The 
thermocouple was installed through a small hole (h) in the 
opposite end of the block. This hole was made large enough 
that a two hole ceramic insulator (i) would snugly fit into 
it. The insulator was used to electrically shield the thermo­
couple from the inconel. 
For calibration, the pyrometer was sighted on the 
platinum end cap (c) which was spun from a 0.005 inch platinum 
sheet. A 0.020 inch diameter hole (corresponding to the 
Knudsen cell orifice) was drilled in the end cap in order 
that the pyrometer could be sighted on a nearly ideal black-
body. Color comparisons were made with the pyrometer fila­
ment and the blackbody orifice. This construction followed 
as closely as possible the geometry of the Knudsen cell so 
that the calibration would reproduce the temperature condi­
tions of the cell. Inherent in the calibration was the lack 
of blackbody condition for which the pyrometer.Was original­
ly calibrated. The optical pyrometer was located the same 
distance from thé'-platinum orifice in the test apparatus as 
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Figure l8. The optical pyrometer calibration block 
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it was from the Knudsen cell in the temperature observations 
for the sublimation data. The test block was placed in a 
cylindrical furnace whose temperature was varied by control 
of the current through the heater windings. Fifty-eight 
datum points were taken for the calibration. The thermo­
couple emf was measured with a Leeds and Northrup type K 
potentiometer. Temperature observations were made in ap­
proximately twenty degree steps in the range 800 to 1200°C 
with the furnace at equilibrium in temperature at each 
calibration point. In the range 1200° to 800°C the furnace 
was allowed to cool continuously with no attempt to obtain 
equilibrium at the calibration points. The thermocouple emf 
and pyrometer observations were read simultaneously at each 
datum point. This procedure required two observers, one to 
read the thermocouple emf, the other to read the optical 
pyrometer. No systematic calibration differences were ob­
served from the two procedures. 
In addition to the pyrometer calibration, sight glass 
correction data were obtained by the procedure employed for 
the 800 to 1200° range. Corrections were obtained as fol­
lows : A pyrometer observation was made with the test ap­
paratus at a temperature equilibrium. The sight glass was 
then interposed between the pyrometer and the test apparatus 
and another temperature observation was taken. The differ­
ence between the two observations constituted the temperature 
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correction due to sight glass absorption. 
From the calibration data a -correction:curve was ob­
tained for the optical pyrometer. The pyrometer corrections 
were plotted against the observed pyrometer readings and a 
straight line was drawn through the experimental data. The 
equation of the line was determined from the least squares 
analysis of the data 
(48) AT = - 5.295 + 1.0631 x 10~2T , 
where AT was the correction and T the observed temperature 
in degrees Centigrade. For the entire range 800° to 1200°C 
the optical pyrometer observations were lower than the true 
temperatures. Therefore, the indicated corrections were 
added to the observed temperature to obtain the true tempera­
ture of the Knudsen cell for the sublimation results. 
The window correction determined from the indicated 
procedure was nearly the same as that determined by W. R. 
Savage in his work on the rare earth metals. The window 
correction equation was 
(49) AT = - 13.3O + 2.33 x 10~2T 
with AT and T in degrees Centigrade. For the first set of 
holmium runs a slightly clouded window was inadvertently 
employed in the source chamber for the sublimation.runs. 
This window was calibrated for absorption and the resulting 
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correction equation was, 
(50) AT = - 4.774 + 2.018 x 10"2T 
As a further check on the calibration of the standard 
thermocouple and the optical pyrometer a copper melt was ob­
tained and used to check the indicated correction of the 
optical pyrometer. The copper used for the melt was of ex­
tremely high quality with less than 0.0001% impurity content 
The melting point of the pure copper was observed to be 
1085°C with excellent agreement between the thermocouple and 
corrected optical pyrometer readings. However, this tempera 
ture was approximately two degrees higher than published 
values of the copper melting point. Another copper melt was 
therefore obtained. The second melt had been calibrated by 
the National Bureau of Standards to be 1083-4 ± 0.1°C. The 
temperature observed with the standard thermocouple was 
1082.9°C which was within the error of the calibration. 
These observations gave assurance that the calibration data 
obtained for the thermocouple and pyrometer were accurate. 
Based upon the estimated uncertainties in the calibra­
tions of the temperature measuring devices, the following 
errors were assigned to the absolute temperature readings: 
thermocouple, 1.5°C due to calibration and 0.5°C .due to-.the 
uncertainty in the ice bath reference temperature; optical 
157 
pyrometer, 2.0°C due to calibration and 0.5°C due to the un­
certainty in the window correction. 
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XII. APPENDIX C: ANALYSIS OF SUBLIMATION RESULTS 
This section summarizes in brief detail the method of 
numerical analysis employed to determine the mean latent heat 
of each element studied in this experiment. Typical data 
pages are presented to show how the final results are ob­
tained from the raw experimental data. The method of least 
squares analysis used in=this study is summarized and two 
given 
A. Samples of Data Pages 
The uncorrected data for each sublimation run were ob­
tained from the strip chart record and the optical pyrometer 
or thermocouple observations and were recorded on a standard 
data page which was permanently filed in a laboratory note­
book . Corrections to the raw data were itemized in appropri­
ate columns on the standard data page.. Proper corrections . 
were determined from the auxiliary^calibration: experiments : 
u^WcrïW<d;:ln--Appendix B and discussed in Section V= of this 
thesis. The corrected data were then suitably plotted on 
semi-log paper and an estimated experimental slope was ob­
tained from each plot. The estimated slopes were used to 
give a preliminary comparison of several runs to confirm the 
consistency of the experimental results prior to the least 
squares analysis. Obviously inconsistent results could then 
be more carefully considered in terms of the experimental 
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conditions and techniques associated with each set of data. 
A sample data page for europium run 4 is shown in Table 
11. The preliminary plot of these data has been given in 
Section V, Figure 10, where the final least square slope for 
the run was also tabulated. Ten datum points were obtained 
for this run, three points per decade of ion current, with 
a final check point to establish the effect of beam drift 
during the run (no drift was observed). Cell temperatures 
in the range 391° to 544°C were determined from the thermo­
couple readings by means of= the thermocouple calibration 
data (see Appendix B). No additional corrections were neces-
l-.sary since the beam current was observed to be free from*,, 
' :'drift as determined from the high temperature check jpoint. . 
• The observed and corrected experimental data for .a 
: typical gadolinium run are shown in Table 11 which is a 'fac­
simile of the original data page. This particular run= is 
used as an example since .it illustrates nearly all of the 
possible corrections which have been applied to the raw data 
in this study. The plot of this data is given in Figure 12, 
Section V, where the results of the least squares analysis 
are also tabulated. Ten datum points were obtained in the 
temperature range 933° to 1210°C as observed with the optical 
pyrometer. Corrections for calibration and window absorption 
were applied to the observed temperature readings in accord­
ance with the calibration results of auxiliary experiments 
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Table 11. Experimental data for europium sublimation run 
number 4. A reproduction of the original data 
sheet 
EXPERIMENT : Sublimation ISOTOPE: 153 
SAMPLE: Europium SAMPLE CODE: Eu 1 - 1.6 
EXPERIMENTAL DATA 
Point Cell temperature ; "Ion current 
no. Observed T 
(°C) 
T 
(°K) 
' T"1 
(10^%^) 
Observed 
1 4.934 ^ .5^4 _ 1.2240 8k5 
° 2 4,737 % 806 . 1.2500 490 
.3  ^ " 4.464::'^ : 775 I.2903 228 
4 4# 751 1.3316 90.4 
/5# 4.03-2 \ 736 1.35# 48.3 
.6 3.837 ^ #6 I..3966 23.1 
y 
-3^590 420 693 I.443O 8.21 
3.470. . - . kq8 681 1.4684 
9 3.304 391 ' "%4 1.5060 . " 2 . 2 6 —  
10 4,926 543 816 1.2255 802 
(see Appendix B). The corrected temperatures were converted 
from °C to °K by the addition of 273° to the Centigrade values 
and the reciprocals were determined from standard reciprocal 
tables (60). 
In the gadolinium runs the most abundant isotope (mass 
158 amu) was used for the sublimation study. A constant 
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intensity "background peak of unknown molecular species also 
appeared at mass 158. The shutter system employed by Jackson 
(11) with the electron gun source was used to stop the 
gadolinium beam several times during each run so that read­
ings of the background intensity could be taken. The average 
background intensity was subtracted from the observed ion 
currents at mass 158; this background is treated as a cor­
rection to the observed current in Table 12. 
o . c 
° * Bv.. Least" Squares Calculations . - ', : ..-v, 
The standard least squares method was employed for each 
of the sublimation runs to determine the best fit of the 
ëx-p.er i m entai data to an equation of the general form 
(51) y = a -r bx 
where-y-corresponded to : the • na turaï : iôgàrithm..côf\.thë- ion ; • 
current and x to the- reciprocal temperature, b was the ex­
perimental slope and a the intercept of the line on the y-
axis. The value of a was not computed since only the slope 
b was necessary to determine the latent heat. To facilitate 
the use of a manual calculator an analysis schedule was set 
up which minimized the number of independent operations with 
the calculator. The method and samples of the analyses for 
the typical europium and gadolinium runs are presented in 
this section. 
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Table 12» Experimental data for gadolinium sublimation run 
number 3. A reproduction of the original data 
page 
EXPERIMENT : Sublimation ISOTOPE: 158 
SAMPLE: Gadolinium SAMPLE CODE: Gd M 2 - 1.6 
EXPERIMENTAL DATA 
Point Cell temperature Recorder current 
no. ° Ob- Cor- T - ^-l Observed Corrected 
served rected >, , 10 , 0 
(°C) CC) ÇK) (10 0K )- (10 amps) (IQ'^amps) 
1 1208 1230 1503 6.6534 = 618 ,618 
r . 2 .  1168 1189 1462 6.8399 293 293 
3 il24.:.%\, 1144 141'/ ; 7.0572 139 139 
4 106'/ ^ . 7.2046- " 76.6 \ 76.4 
5. 1P76' "1094 1367, 7.3153 46.7 46.5 
0 6 ° " 1040 " 1057 1330 7.5188 20.3 20.1 
7= 1005 1020 1293 7.7340 9.46 9.22 
° '8 970 984 1257 7.9554 4.00 3.76 
9 933 946 1219 8.2034 1.79 1.55 
10 1210 1232 1505 6.6445 640 640 
Correction to recorder current due to ,? 
background = -0.24 x 10 amps 
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The value of b for each run was obtained from (6l, p. 
102) 
(52) b = A/B 
where, 
(53) A = nZxy - Zx Zy 
and 
(54) 5 = nZx2 - (^x)2 . 
n denotes the number of datum points for each run. (Note 
that the indices for the sums and individual entries are 
omitted in this discussion.) The standard error in b was 
given by (61, p. 106) 
(55) s^= c - bA 
>b = (n - 2)B 
where, 
(56)  0  = nZy 2  -  (Zy) 2  
and A, B, and b are given above. 
A statistical weight was assigned to each run in ac­
cordance with the standard deviation of the run (6l, p. 88) 
(57) wb = l/S2 
and was used in the computation of the weighted mean latent 
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heat ( AH) 
Iw, AH 
(58) AH = -=-2 . 
The standard error in the weighted mean latent heat was de­
termined from (see Section V D for notation and (61), p. 89) 
o' Iw, ("O - AH) 
Sh = (nb-l)l«b 
- ^-Vb 
" (n-lJZwb * 
In Section V D this expression was termed the observed 
standard deviation in the mean as compared to the expected 
standard deviation in the mean, see (6l, p. 92) 
2 
(60) s| = l/£wb = l/Kl/S2) . 
o 
Note that S^ is computed from the deviations of the individual 
e 
runs from the mean latent heat; Sg is computed from the scat­
ter of standard deviation of the individual sublimation 
runs. In principle, the two quantities should be in agree­
ment. Comparisons of the two values for each of the rare 
earths have been presented in Section V. 
Typical least squares analysis pages for the europium 
run 4 and the gadolinium run 3 are given in Tables 13 and 14. 
The tables indicate the numerical sums necessary for computa­
tions of -Rb and S^ for each run. Summaries of all the least 
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squares analyzed results for each of the elements studied 
are given in Section VI. 
Table 13. Reproduction of the least squares analysis page 
for europium run number 4 
Point Ion current, I y x Sums 
no. (ip-l^amps) (= In I) (lO"3^ "1) 
1 845 6.7393 1.2240 Ix±= 13.4941 
2 490 6.1944 I.25OC 
3 228 5.4293 1.2903 Iy±= 41.1077 
4 90.4 4,5042 1.3316 
5 48.3 3.8774 1.3587 Ix2= I8.3036OO 
6 23.1 3.1398 1.3966 
7 8.21 2.1054 1.4430 Z.y?= 210.870857 
8 5.03 1.6154 1.4684 
9 2.26 0.8154 I.506O I%iyi= 53.481569 
10 802 6.6871 1.2255 
A = 
-19.895725 (n - 2)B = 7.562120 
B = 0.945265 4 = 0.0138753 
C = 418.865571 l/Sb = 72.0705 
b = 
-21.04777 sb = 0,1178 
-Rb = 41.8198 RSb = 0.2341 
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Table 14. Reproduction of the least squares analysis page 
for gadolinium run number 3 
Point 
no. 
Recorder 
current, I 
(10~^2amBS) 
y 
(= In I) 
X 
(10-3°K-1) 
Sums 
1 618 6.4265 0.66534 Ix. = 7.31265 
2 293 5.6802 0.68399 
3 139 4.9345 0.70572 %y^ = 38.6630 
4 76.4 4.3360 0.72046 
5 46.5 3.8395 0.73153 = 5.373566 
o 20.1 3.0007 0.75188 
7 9.22 2.2214 0.77340 ly2 = 189.092464 
8 3.76 1.3244 0.79554 
9 1.# 0.4383 0.82034 %Vi= 27.256716 
10 640 6.4615 0.66445 
A = 
-IO.161827 (n - 2)B = 2.086480 
B = 0.260810 4 = 0.0796632 
C = 396.097071 i /sl  = 12.5528 
b = 
-38.962566 sb = 0.282247 
-Rb = 77-4147 RSb = 0.5608 
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XIII. APPENDIX D: TREATMENT OF CORRECTIONS AND ERRORS 
A. Orifice Correction 
In the derivation of Equation 18, Section III it was 
assumed that C represented a lumped constant which included 
the orifice area. The temperature dependent expansion of the 
Knudsen cell orifice was therefore not included in the deriva­
tion. To indicate the correction which must be applied to 
the experimental slopes due to orifice expansion one writes 
(61) P = C I T1/2/a 
where C1 = Ca, Equation 18. The Clausius-Clapeyron equation 
is then 
(62) d lnP/d(l/T)= d lnI/d(l/T)- T/2- d lna/d(l/T)= AE^/R , 
and the heat of sublimation is given by 
(63) Hçj, = -Rb + RTm/2 + Rc(T) , 
where c(T) = d lna/d(l/T). c(T) may be evaluated directly 
from the consideration a = aQ (1 + 2 CtT), where 0( is the 
coefficient of linear expansion of tantalum over the tempera­
ture range associated with the sublimation runs. Hence, 
(64) c(T) = d lna/d(l/T) = -T2 d Ina/dT 
= -T2 d In [aD(l + 2 T)] /dT 
= -2cCT/(l + 2dT) . 
168 
Since 2 <XT« 1, c(T) is approximately given by 
(65) c(T ) = -2 PIT2 
The coefficient of linear expansion for tantalum was equal 
to 6.7 x 10~°/°C. Values of -Rc(T) were: Eu, 0.020; Gd, 
0.050; Ho, 0.041; and Er, 0.039, all in the units kcal/M. 
B. Instrumental Errors 
In this investigation the experimental slope b for each 
sublimation run was obtained from an incremental equation 
(66) b = A In 1/ A(l/T) . 
For purposes of instrumental error analysis this equation is 
written 
in I, - In Ip 
(67) b = (1/T1) - (1/T2) > 
where (I^,T^) and (I^,T^) are two points on the best fit line 
through the data. If incremental errors A T^ and A T^ are 
assigned to the respective temperatures one obtains a general 
expression for e^ (= instrumental error in b) which reduces 
to a simple workable form for reasonable assignments of A T^ 
and A'T2. For instance when AT^ = AT^ = AT (constant 
temperature error) 
(68) e% = (2AT/ T^)b , 
or when AT = fT (constant fractional error in T) 
(69) eb = (AT/ Tm)b . 
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Equation 68 was employed in this investigation since it 
gave a more conservative estimate of the instrumental (tem­
perature) error. The estimated absolute error in T was de­
termined from the root mean squared uncertainties in the 
calibration of the temperature measuring devices. Random 
(measurement) errors in T were reflected in the variations 
in b from run to run and were not included in the instrumental 
error. 
The uncertainties in the measured temperatures for the 
europium runs arose from the estimated calibration error and 
the estimated error in the ice bath reference temperature for 
the thermocouples. A 1.5°C temperature uncertainty was as­
signed due to calibration; a 0.5°C temperature uncertainty 
was assigned due to the ice bath. The root mean squared 
uncertainty in the temperature was then 1.58°C which made 
the fractional temperature error 1.58/727 or 0.217$. The 
fractional error in the measured latent heat was then 0.435$ 
which made the instrumental error (e^) 0.183 kcal/M. 
For the gadolinium, holmium, and erbium sublimation runs 
the optical pyrometer was employed to measure the cell tem­
perature. The estimated uncertainty in the temperature read 
by the pyrometer were 0.5°C for the window correction and 
2.0°C for calibration. The combined root mean squared error 
in the temperature observations was then 2.06°C. The frac­
tional errors in the mean latent heats were: Gd, 0.301%; 
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Ho, 0.330$; and Er, 0.34-1%. The absolute (instrumental) 
errors in the mean latent heats were: Gd, O.236; Ho, 0.240; 
and Er, 0.249, all in kcal/M. 
