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A B S T R A C T 
The present t h e s i s e n t i t l e d " Some measures of 
information and coding theorem " cons i s t s of f ive 
c h a p t e r s . The f i r s t chapter gives the basic ideas 
and prel iminary r e s u l t s tha t l cons ide red necessary 
for the t h e s i s t o be a se l f contained one. 
Noiseless coding theorem for Shannon's (1948) 
entropy with ordinary mean l e n g t h , under the cond i t ion 
of unique d e c i p h e r a b i l i t y , has played an important ro l e 
i n ordinary communication theory. A general ized study 
in t h i s d i r e c t i o n for d i f f e ren t en t rop i e s has been 
made by Campbell (1965), Sharma (1970) and Rathie (1972). 
In ordinary communication theory , as discussed by Shannon, 
i t i s described how to choose the most e f f i c i e n t codes 
when the frequencies with which the d i f f e ren t messages 
w i l l be sent are exact ly known. However, i n p r a c t i c e , 
t hese frequencies are r a r e l y known exac t ly , and the 
pe r sona l codes (Kerridge (1961)) have t o be used in 
s t e a d , Autar and Soni (1975,76) have successful ly 
a t tempted t h i s motivated idea and proved the coding 
theorem t o the independent input symbols for general ized 
inaccuracy . 
In chapter H , we have t r i e d to expose the above 
idea in some more general form, by consider ing the 
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genera l ized a d d i t i v e and non-addi t ive measures of 
inaccuracy for incomplete (genera l i zed) p r o b a b i l i t y 
d i s t r i b u t i o n s . The proof of the theorems have been 
extended upto a sequence of input symbols. 
Bel i s and Guiasu (1968) proved a measure of i n f o r -
mation for the u t i l i t y u. which resembles to Shannon*s 
(1948) en t ropy . Guiasu and picard (1971) have consiered 
the problem of encoding by means of a pref ix code with 
codewords s a t i s f y i n g the Kraft i nequa l i ty (See F e i n s t e i n 
(1958) ) t The/ defined the useful mean length of the code 
and obtained bounds for i t . Longo (1976) a l so obtained 
bounds for i t i n terms of usefu l informat ion. Recently, 
Gurdial and Pessoa (1977) considered the genera l ized 
a d d i t i v e useful information of order a which resembles 
t o Renyi ' s (1961) entropy and proved a no i s e l e s s coding 
theorem. 
Keeping in view the u t i l i t i e s u. , an a d d i t i o n a l 
p a r a m e t e r , i n chapter I I I , we have defined a parametr ic 
mean l eng th , ca l l ed ' useful mean length* s imi l a r to 
Gurdial and Pessoa (1977) and s tudied the r e l a t i o n s h i p 
between the measure (useful measure of information of 
the power d i s t r i b u t i o n P^ due t o Sharma e t a l . ) i n terms 
of useful mean l eng th and proved a coding theorem for 
uniquely decipherable codes. The r e s u l t s are t o appear 
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in the proceedings of the annual conference on S t a t i s -
t i c s , Computer Science and Operation Research , 
In s t i tu t e of S t a t i s t i c a l Studies and research, 9-12 
March,1979, Egypt. 
Further, we also considered a function, called 
useful infor mat ion of order a and type (3 resembling to 
Kapur*s (1967) entropy and obtain lower and upper hounds. 
We extend this measure to a non-additive useful measure 
of information which is a generalization of the above 
and es tabl ish the r e l a t i on between the length and measure 
under the condition of unique decodable code. 
Chapter IV i s devoted to the study of charac te r i -
zat ion of information of type (a, (3) (theoretic measure) 
associated with a pair of probabil i ty d is t r ibut ions p 
and Q having the same number of elements by assuming 
a set of postula tes , we also discuss some of i t s special 
cases such as Kullback-Leibler*s r e l a t ive information 
and Kerridge's (1961) inaccuracy and the i r generalizations 
under addit ional suitable condit ions. Qhe r e su l t s are 
published in Kybernetika , 15(4-), 23-28, 1979. 
Vajda (1970) has investigated the properties of 
entropy of order a for probabili ty d is t r ibut ions P and Q 
in continuous case over the measurable space (X,36 ) and 
has established the re la t ionship between the measure of 
entropy and Bayes' r i sk . He simply called a-entropy. 
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The f i r s t part of chapter V contains a method 
whereby we define (a,p)-information for d iscre te 
probabil i ty d is t r ibut ions P and Q, I t is to be noted 
t h a t (ct,(3)-information i s a general izat ion of Vajda's 
entropy. We have given a character izat ion of (a»(3)-
information by considering some simple and clear 
postulates and discussed some of i t s special cases 
such as Ifetusita (1967) distance and Bhattacharya 
(1945-46) distance. The r e su l t s of th i s section were 
in J.Comb.Inform.and System Sciences,3(3),155,(1978). 
Autar (1975$ has characterized the Thei l ' s (1967) 
information improvement through a functional equation. 
In the next section of the chapter, we have generalized 
t h i s functional equation with parameters in three 
var iab les . The continuous solution of the functional 
equation is established and also correspodning t o the 
solut ion we have associated an information theore t ic 
measure with the d is t r ibut ions p,Q and R under the 
boundary condition which in a way determines the unit of 
the measure of information improvement. The r e su l t s of 
t h i s section are published in Bul le t in 47(4)(Proceedings 
of International S t a t i s t i c a l I n s t i t u t e ) 276-2 79,(1977). 
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CHAPTER I 
BASIC ^ COMCEPTS_ARD PRELIMINARY RESULTS 
1 , 1 . INTRODUCTION 
Information Theory was developed t o dea l with the 
mathematical problems a r i s i n g in connection with the 
s t o r a g e , t ransformat ion and t ransmiss ion of informat ion . 
An understanding of the mathematical foundat ion and i t s 
communication a p p l i c a t i o n i s s u r e l y a p r e r e q u i s i t e t o 
other a p p l i c a t i o n s . 
The f i r s t i n v e s t i g a t i o n s in the f i e l d of communica-
t i o n theory were made by Nyquist (1924). l a t e r , Nyquist 
(1928) and Har t ley (1928) recognized the logar i thmic 
na ture of the n a t u r a l measure of information content for 
use i n communication eng ineer ing . They recognized tha t a 
l a rge c l a s s of problems r e l a t e d t o encoding, t r a n s m i t t i n g 
and decoding information can be approached i n a systematic 
and d i s c i p l i n e d way. Shannon and Weaver (1949), who are 
r i g h t l y regarded a s founders ef s t a t i s t i c a l communication 
t heo ry , independently published works desc r ib ing l o g a r i -
thmic measures of information for use i n communication 
t heo ry . I n h i s fundamental paper , Shannon se t up a 
mathematical model for q u a n t i t a t i v e l y def ining the 
concepts of the product ion and the t r ansmiss ion ©f 
informat ion and proved a number of very genera l r e s u l t s 
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which showed the importance and usefulness of these 
inves t iga t ions . 
During the past three decades, the information 
theory has been made more precise and has grown into 
a staggering l i t e r a t u r e . Some of i t s terminology even 
has "become part of our daily language and has been 
brought to a point where i t i s being applied in many 
areas of importance. This i s re f lec ted , for example, 
in the work of Bar-Hillel (1964) in l i n g u i s t i c s , 
Br i l louin (1956) in sciences, Kullback (1959)»Kerridge 
(1961) in s t a t i s t i c a l estimation, Theil (1967) in 
economics, Jaynes (1957), Bri l louin (1956) in thermo-
dynamics, Wiener (1961) in cybernetics, Attneave (1959) 
* Quastler (1956) in psychology, Quastler (1953) in 
biology and chemistry, Hyvarinen (1970), Siromoney 
(1963), Balasubrahmanyam and Siromoney (1968) in 
languages, Bhargava and Uppuluri (1971), Bhargava and 
Doyle (1974) in diversi ty in human ecology. 
The present chapter i s an introduction to the 
invest igat ions reported in t h i s t h e s i s . We sha l l 
r e s t r i c t ourselves only to those aspects of informa-
t i o n theory which are closely re la ted to our work, 
v i z . : 
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(a ) Shannon's e n t r o p y and i t s g e n e r a l i z a t i o n s , 
(b ) Coding t heo rems , 
(c) Gene ra l i zed ' u s e f u l 1 i n f o r m a t i o n , 
(d) R e l a t i v e i n f o r m a t i o n and i t s g e n e r a l i z a t i o n s f 
( e ) I n f o r m a t i o n improvement . 
1 .2 . SHANNON^SJ3NIR0PY_AND_ITSJ3EKERALIZAIIONS 
Let X be a random v a r i a t e assuming n d i s t i n c t 
v a l u e s x , x 2 , . . . , x n w i t h p r o b a b i l i t i e s P(p- , ,P 2» . . . , 
n 
P„) such t h a t E p . = 1 . Shannon 's (1948) e n t r o p y of 
n
 i=l 1 
t h i s p r o b a b i l i t y d i s t r i b u t i o n i s 
n 
( 1 . 2 . 1 ) H(P) = - I p . logp p . 
The measure ( 1 . 2 . 1 ) was c h a r a c t e r i z e d by Shannon 
h i m s e l f by assuming a s e t of p o s t u l a t e s . There e x i s t 
s e v e r a l o t h e r c h a r a c t e r i z a t i o n s of t h e measure ( 1 . 2 . 1 ) . 
Notably amongst them a r e t h o s e due to Kendal l (1964) , 
Lee (1964) , H i n c i n ( 1 9 5 3 ) , Tverberg ( 1 9 5 8 ) , Borges 
(1967 ) , Chaundy and Mcleod ( I 9 6 0 ) , P i n t a c u d a ( 1 9 6 6 a ) , 
Renyi ( 1 9 6 1 ) , , D i d e r r i c h ( 1 9 7 5 ) , Pa.le«v ( 1 9 5 6 ) , . 
P o r t e and Darocey n {1968)
 f Daro£2y and K a t a l 
(1970) , Daroczy ( ( 1 9 6 4 ) , ( 1 9 6 7 ) , ( 1 9 6 7 a ) , ( 1 9 6 9 a ) , ( 1 9 7 0 ) , 
( 1 9 7 1 ) ) , Acze l and Daroczy (1963) , Bav rada -Cha rva t (1967 ) , 
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For te (1973), Rathie (1972), Rathie and Kannappan (1971). 
An account of these and some o the r s may be found i n the 
review a r t i c l e "by Acze-! (1968), i n the works of Acz£l 
Dar6"czy (1975), and Mathai and Rathie (1975) . 
Let 6 denote the s e t of a l l complete f i n i t e 
n 
d i s c r e t e p robab i l i t y d i s t r i b u t i o n , i . e . 
(1.2.2) 6n = (( V V - ' - ' V ^ i - °'.£ *i = 1 ) ' 
Kendall (1964) formed a func t iona l equat ion i n 
information theory by cons ider ing the following 
p o s t u l a t e s ; 
K^; Let H 2 (p 1 , p 2 ) and H_(p - ,p 2 , p , ) be r e a l symmetric 
func t ion i n the i n t e r i o r of 6~ and 6, r e s p e c t i v e l y . 
K2; Let K-, and H, be connected by the r e l a t i o n 
^ ( t p ^ C l - t O p ^ p g ) - H 2 (p 1 , p 2 )+p ; L H 2 ( t , l - t ) , 
where ( P 1 , P 2 ) e &2 and t e ( o , l ) . 
K^: Let f (t.) = H g C t . l - t ) , t e ( o , l ) . 
The func t iona l equat ion which a r i s e s from above 
p o s t u l a t e s (also see Tverberg (1958)) i s given by 
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(1.2.3) f(x)+(l-x)f (-—) = f (y)+(l-y)f( ) , 
1-x 1-y 
for x,y e [p,l) and x+y < 1. 
Definition 1. A real valued function f defined 
on [o,lJ is called an information function if i t 
satisfies the functional equation (1.2.3) and the 
"boundary conditions 
(1.2.4) f (o) = f(l) ; f(l/2) = 1 . 
•^®li^iii°-^ 2 • I f f is an information function 
then entropy of the probability distribution P= (p-,,p2i 
. . . , p ) € &n is defined by the quantity 
(1.2.5) l£(P) = E s.f (-i-) , 
n
 i=2 x s± 
where s± = px + p2 + p? + . . . + p±, i = 1,2,... , n 
(See Aczel and Dar6czy (1963), (1975)). 
^?^9:Sl§_ii2d^l information function 
A function defined as 
(1.2.6) f(x) = ' 
-x log2x- _(l-x)log2(l-x),if xe(o,l) 
. o , if x=o or x=l, 
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satisfies functional equation (1.2,3) and the boundary 
conditions (1.2.4). Therefore, by definition, i t is an 
information function. Now (1.2.5) with (1.2.6) which 
gives Shannon's entropy, is also called Shannon's 
information function. 
Characterizations of (1.2.6) have been given by 
(i) Tverberg (1958), taking f to be Lebesgue 
i nte grable in [o, l ] , 
( i i ) Kendall (1964), taking f to be monotone 
non-deereasiig in o < x < ? , 
( i i i ) Lee (1964), taking f to be lebesgue 
measurable in (o , l ) , 
(iv) Daroczy and Katai (1970), taking f to be 
non-negative bounded in [o,!] , 
(v) Dar6czy (1970), taking f to be continuous 
at x = o. 
Yet another approach was adopted by Chaundy and 
Mcleod (I960) who characterized Shannon's entropy 
through the functional equation 
m n m n 
(1.2.7) E Z f (x.y.)= Z f (x.)+ Z f (y , ) , 
i=l j=l i d i=l 1 j=l 3 
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where 
m n 
Z x.= 2 y ^ l , o < x. < 1, ( i = l , 2 , . . .,m) 
i = l 1 j = l 3 " " 
and o < y. < 1, ( j = 1 , 2 , . . . , "^), under su i t ab l e 
J 
c o n d i t i o n s . If f i s a continuous s o l u t i o n of ( 1 . 2 . 7 ) , 
then Shannon's entropy i s defined as 
n 
H(P) = E f ( P 4 ) . 
i = l x 
For other c h a r a c t e r i z a t i o n of ( 1 . 2 . 7 ) see a l so 
Kannappan (1972). 
Addit ive gene ra l i za t i ons of Si}^.nnonJ_s_entropj^ 
Re"nyi (1961) introduced and cha rac t e r i zed axioma-
t i c a l l y the Shannon's entropy for genera l ized proba-
b i l i t y d i s t r i b u t i o n as 
n n n 
( 1 . 2 . 8 ) H, (P) = - ( E P i l o g ? p 1 ) / E p±/E p . < 1 
1
 i = 1 l <L 1 i = 1 ii=1 l -
and the entropy of order a a s 
( 1 . 2 . 9 ) H (P) *= ( l - a ) ~ 1 l o g 2 ( E p " / E p . ) , . 
a
 ^ i=l x i=l x 
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n 
where a > o, a f 1 , for Z p . < 1, by cons ider ing 
i = l x ~ 
a d d i t i v i t y of entropy as given by 
( 1 . 2 . 1 0 ) H (P * Q) = H(P) + H(Q) , 
where 
P * Q = ( p ^ f . - t l ^ q ^ f . . . f P n q 1 t . . . » P n q m ) . 
For a - 1, (1 .2 .9 ) reduces to ( 1 . 2 . 8 ) . 
Kapur (1967) gave the fol lowing type (3 g e n e r a l i -
z a t i o n of entropy : 
(1 .2 .11) H.P(P) = - ( E pP 10g2p. ) / Z pf 
l
 i = 1 i d l i = 1 i 
and 
? „a+8-l 
-1 .£ p i 
(1 .2 .12 ) H £ ( P ) * (1-a) l o g 2 ( ™ ~ ),«a f l ( > o ) . 
Z pf 
i=l x 
Some other gene ra l i za t ions of Shannon's entropy were 
made by Verma (1966). 
Havrda and Charvat (1967) introduced non^-additive 
entropy ca l l ed s t r u c t u r a l p-entropy which Daroczy (1970) 
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l a t e r c a l l e d a s e n t r o p y of t ype p . The f o l l o w i n g a r e 
the p o s t u l a t e s c o n s i d e r e d by Havrda and Charvat • 
HC- ; H P ( p 1 , p 2 , , . . , p ) i s con t inuous i n the r e g i o n , 
n 
Pi > o , Z p . = 1, 0 > o, 
1
 ~ i = l x 
HC : HP(I) = o , rf( | , 1 ) = l , 
2 ; rr KU = o , n ^ 2 » ? 
HC- » uP t H^ ( P l , . . . , VXmml,0, P 1 + 1 . . . . , P n ) 
= H P ( P 1 , ; . . , P J L - 1 , P 1 + 1 , . . . , p n ) , 
f o r every i = 1 ,2 , .". . , n , 
HC4 ; H P ( P l , . . . f P i - 1 , q n . q ^ . P i + i * - . . . P n } 
= H P ( P i r . . . , p i _ 1 , p i , p ; L + : L , . . . , p n ) + 
+ a pP HP ( 2ii , bZ) , 
P i P t 
f o r eve ry q^ + q i 2 • p ± > o , i = 1 , . . . , n , a > o . 
Under the above p o s t u l a t e s the e n t r o p y of t ype p 
i s g i v e n by 
( 1 . 2 . 1 3 ) rf(P) = (2 1 -P -1 ) ' ( I p f - 1 ) . ' 
n
 i=l x 
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Obviously when p - 1, th i s gives Shannon's entropy. 
Dar6czy (1970) generalized functional equation 
(1.2,3) "by introducing a parameter p > o, p / 1 as 
P • y P x 
(1.2.14) f (x)+( l -x) f( ) =f (y)+(l-y) f( ) . 
1-x 1-y 
According to Dar6czy (1970), we have 
Definition 3 . A r ea l valued function fD defined 
— p 
in [o , l ] i s an information function of type p if f„ 
s a t i s f i e s (1.2.14) and the boundary conditions (1 .2 .4) . 
5ifi£}i*i2£ 4. If fQ i s an information function of 
type p then entropy of type p obtained from f „ i s given by 
d.2.15) H£<P)- j 2 4 y li>. 
where s± = px + p 2 + . . . + P i , i * 2 , 3 , . . . , n. 
Dar6czy (1970) characterized information function 
of type p and obtained 
«—l R 6 
(1.2.16) f f t(x) = ( 2 1 ^ 1 ) ~ (x + (l-x) - l ) , p 7« 1 . 
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When (3. — 1, f.(x) reduces to Shannon's information 
function (1.2.6). And (1.2.16) with (1.2.15) give 
(1.2.13). 
A number of interesting properties of (1.2.13) 
have been studied by Dar6czy (1970). Following relations 
between entropy of type (3 and entropy of order (3 hold 
R -, R -1 (l-P)fHn 
(1.2.17) H£(P) = (21~P-1) (2 *" - l ) 
and 
(1.2.18)
 pHn(p) = (1-p)"1 log2((21"P-l) f£+ l ). 
Here gH (p) is the entropy of order p driven in (1.2.9) 
n 
for E p. = 1. 
i=l 1 
It may be seen here that the measure H„(P) given 
by (1.2.13) satisfies the non-additivity relation 
(1.2.19) HP(P*Q) = HP(P) + HP(Q) +(21-P-1)H(3(P)HP(Q). 
Vajda (1968) characterized the measure (1.2.13) 
by considering the non-additive relation (1.2.19) 
alongwith the mean value property. 
- 12 -
By t a k i n g n o n - a d d i t i v i t y r e l a t i o n ( 1 . 2 . 1 9 ) and t h e 
g e n e r a l i z e d mean va lue p r o p e r t y , Sharma and MLttal (1975) 
have c h a r a c t e r i z e d t h e f o l l o w i n g two measures ; 
T
 fi - 1 n 
( 1 . 2 . 2 0 ) H ( p ; i , p ) = (2 i ""P- l ) (exp 2 ( ( p - l ) Z P ^ o g ^ - l )
 ? 
where p > o , p f 1 , 
and p_i 
( 1 . 2 . 2 1 ) H(P,-a,p) = (2 ~ P - l f ( ( ? p " ) " " 1 - 1 ) , 
1=1 X 
where a f 1 , p ^ 1 . 
1 . 3 . KERRIDGE^S_£l%1) _I N&CGURAGY_AS_A_GEJERALIZA-
TiaN_OF_ SHfl.NNON S^_ENTROPY 
Suppose t h a t a n expe r imen te r a s s e r t s t h a t t he 
p r o b a b i l i t i e s of n e v e n t s ( x - , x_, . . . , x ) a r e 
Q = ( q - , , . . . , q ) 6 6 whi le t h e i r t r u e p r o b a b i l i t i e s 
a r e P = ( p - , , . . . , p ) S 6 , t h e n the s t a t e m e n t may 
l a c k p r e c i s i o n i n two ways : 
( i ) because of wrong i n f o r m a t i o n , the s t a t e m e n t 
may be vague , 
( i i ) because of wrong i n f o r m a t i o n , t h e s t a t e m e n t 
may be i n c o r r e c t . 
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Kerridge (1961) has given a measure of inaccuracy 
which accounts for both these aspects. This measure is 
given by 
n 
(1.3.1) H(P,-Q) = - Z p. logp q, . 
i=l x * x 
Here we assume that whenever any q. is zero then 
corresponding p. i s also zero and the convention 
o logpO = o is adopted. 
According to Kerridge (1961) 
n n p. 
(1.3.2) H(P,-Q) = - S p. log_ p.+ £ p. log?(~i) 
i=l 1 2 1 i=l 1 d H 
= H(P) + E(P;Q) , 
and Kerridge called E(p;Q) as inaccuracy of error. 
Obviously when p. = q. for each i , that is -P = Q, 
then E(P*Q) =o and this measure of inaccuracy turns out 
to he entropy due to Shannon. Thus the Kerridge' s-
measure of inaccuracy covers both the above aspects 
andytherefore, is a generalization of Shannon's entropy. 
Measure H(P;Q) was characterized axiomatically by 
- 14 -
K e r r i d g e h i m s e l f . L a t e r on v a r i o u s c h a r a c t e r i z a t i o n s 
have been made by Kannappan ( ( 1 9 7 2 ) , (1972a)) and a 
c o l l e c t i o n of t h e s e c h a r a c t e r i z a t i o n s may be found i n 
Acze l and Daroczy (1975) , and Mathai and R a t h i e ( 1 9 7 5 ) . 
Kannappan ( ( 1 9 7 2 ) , ( 1 9 7 2 a ) ) h a s c h a r a c t e r i z e d 
K e r r i d g e ' s i n a c c u r a c y t h rough t h e f u n c t i o n a l e q u a t i o n 
m n m n 
(1 .3w3) Z Z K(x y u . v )«= Z K(x. ,U. )+ E K ( y . , v . ) 
i = l j = l 1 a x 3 i=l x * j = l J J » 
f o r x . , u . , y . , v . > o and 
"*" J J 
m n m n 
E x . = Z y . = 1 , Z u . < 1 , Z v . < 1 , 
i = l X j = l D i=l 1 ~ j = l D 
under s u i t a b l e boundary c o n d i t i o n s l i k e c o n t i n u i t y and 
m e a s u r a b i l i t y e t c . 
Sharma (1970) g e n e r a l i z e d the i n a c c u r a c y measure 
( 1 . 3 . 1 ) t o i n a c c u r a c y of o rde r a g i v e n by 
1 n
 „ ^ 
(1.3 A) H ( P ; Q ) = ~ l o g ^ Z p q " - 1 ) , a f 1 . 
a
 1 - o c z i=l 1 x 
(Also see Nath (1968)1 When a - 1 , (1.3.4-) r e d u c e s t o 
K e r r i d g e ' s measure of i n a c c u r a c y . 
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Sharma and Taneja (1975) c h a r a c t e r i z e d type (3 
i n a c c u r a c y a s g iven "by 
( 1 . 3 . 5 ) H ^ ( P ; Q ) = (2 - 1 ) ( £ p i q ? " 1 - l ) , p ^ 1 , 
i = l 1 x 
Gupta and Sharma (1976) c h a r a c t e r i z e d t h e non-
a d d i t i v e i n a c c u r a c y of the f o l l o w i n g two forms : 
1-p - 1 n 
( 1 . 3 . 6 ) H ( P ; Q ; 1 , P ) = (2 - l ) (exp 2((p- l ) E p , l o g p q . ) - l ) , 
i = l 1 d x 
P ^ 1 
and 
P-l 1-p - I n „ , ~ T ( 1 . 3 . 7 ) H ( p ; q ; a , p ) = ( 2 - l ) (( £ p , q ? " i ) a " " i - 1 ) , 
i = l x 1 
f o r a ^ 1, p ^ 1 . 
The above two measures c o n t a i n a l l t h e measures 
of i n a c c u r a c y v i z . ( 1 . 3 . 1 ) , ( l . 3 , 4 ) and ( 1 . 3 . 5 ) a s 
p a r t i c u l a r c a s e s . 
1 .4 . GODING_THEOREMS 
Let a f i n i t e s e t of N i n p u t symbols X = ( x 1 , x 2 , . . . , x N ) 
be encoded u s i n g a l p h a b e t of D symbols , t h e n ( F e i n s t e i n 
(1958)) t h e r e i s a n i n t a n t e n e o u s / u n i q u e l y d e c i p h e r a b l e 
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code with lengths n . , * ^ , . . . , nN if , and only i f 
N -n . 
(1 .4»1) 2 D x < 1. 
i= l 
N 
Noise less coding theorem s t a t e s t ha t i f L = I p .n . i s 
i= l 1 1 
the average codeword length, where p . i s the p r o b a b i l i t y 
th of the i~**. input symbol to a n o i s e l e s s channel , then for 
a code which s a t i s f i e s ( 1 . 4 . 1 ) , 
N 
( 1 . 4 . 2 ) L > H(P) = - £ p log D P. , 
i = l x v x 
where D(D > 1) is an arbitrary base (see Peinstein 
(1958)). Equality in (1.4.2) holds if,and only if 
n± = - logD pj_ , i = 1,2, .. ., N. 
By su i t ab ly encoding in to words of long sequences 
the average length can be made a r b i t r a r i l y c lose t o 
H(P) . 
Shannon's (1948) and Rfcnyi's (1961) e n t r o p i e s have 
been s tudied by severa l r e sea rch workers d iscussed in 
s e c t i o n ( 1 . 2 ) . The study has been made from e s s e n t i a l l y 
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two different points of view. The f irs t is an axiomatic 
approach and the second is a pragmatic approach. However, 
these approaches have l i t t l e connection with the coding 
theorems of information theory. Campbell ((1965),(1966)) 
established the relationship between coding theorems 
and Renyi's (1961) entropy of order a. Campbell (1965) 
defined a code length of order t as 
1 N tn. 
(1.4.3) L(t) = - l0gD( Z p. D 1 ) , 
t i=l 
where o < t < °°, and developed a noiseless coding 
theorem for Renyi's (1961) entropy of order a, which 
is quite similar to the noiseless coding theorem for 
Shannon's entropy. For t — o, L(t) tends to the 
average code length, characterized by Aczel (1974). 
The measure of entropy is additive for independent 
probability distribution for coding theorem. 
Rathie (1972) has suitably modified the result 
so as to lead to the generalized coding theorem by 
considering an entropy of order a and type p given in 
(1.2.12) (see Kapur (1967)) under the condition 
N
 fun ~n* N P 
(1.4.4) Z vr D < £ p . 
i=l x " i=l i 
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Obviously ( 1 . 4 , 4 ) i s a g e n e r a l i z a t i o n of K r a f t ' s 
i n e q u a l i t y ( 1 . 4 . 1 ) (see F e i n s t e i n (1958) ) a s when 
N 
p = 1 and Z p . = 1 , ( 1 . 4 . 4 ) r e d u c e s to ( 1 . 4 . 1 ) . T h e 
i = l 1 
a v e r a g e code l e n g t h of o rde r t and type (3 de f ined by 
R a t h i e (1972) i s 
N „ tn_. 
1 
g ( i -1 ), _! < ( 1 . 4 . 5 ) L P ( t ) = - l 0 g T ) ( i - i — ) , - 1 < t < co , 
S
 PP 
i = l 1 
Persona l_Probabi l i^7__ Codes 
Suppose t h a t two pe r sons A and B b e l i e v e t h a t 
th 
p r o b a b i l i t y of the i even t i s q. and t h a t the codewords 
w i t h l e n g t h s r u , n „ , . . . , nN has been c o n s t r u c t e d 
a c c o r d i n g l y . But c o n t r a r y t o t h e i r b e l i e f t h e t r u e 
p r o b a b i l i t y i s p . . Such a code i s c a l l e d f p e r s o n a l 
p r o b a b i l i t y code f and a r e s u l t of t h e type ( 1 . 4 . 2 ) 
h a s been e s t a b l i s h e d by Ker r idge ( 1 9 6 1 ) . 
Autar and Soni (1975) have e s t a b l i s h e d a coding 
theorem f o r p e r s o n a l p r o b a b i l i t y codes by c o n s i d e r i n g 
a n i n a c c u r a c y of o rde r a g i v e n i n ( 1 . 3 . 4 ) w i t h ( 1 . 4 . 1 ) 
r e p l a c e d by 
( 1 . 4 . 6 ) I p
 q -
1
 D" n l < 1 . 
i = l 1 X 
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Obviously when p. = q. Tor each i , (1,4.6) reduces 
to (1.4.1) . 
Gupta (1975) has also proved a coding theorem for 
non-additive type p inaccuracies "by considering the 
quantity (1.3.6) under the condition 
N N 
(1.4.7) - E p, logD q, < E p.n , 
i=l 1 v 1 1=1 X 1 
and the quantity (1.3.7) under the condition (1 .4 .6) . 
The chapter 3M i s divided into two sections ; 
(i) Fi rs t section deals with the generalized 
coding theorem for 'personal probability codes' , by 
considering additive measure of inaccuracy of order a 
and type [(3.} for incomplete probability dis tr ibut ions, 
given by 
N P. . 
/ l a - 1 
?-t 
1=1 
-1 ,5,Pi" *i 
(1.4.8) HtPJQJa,^) = (1-a) logD( ±-± ) , 
N p. 
Z p . 1 
1=1 
N N 
where a /* 1, p. > 1, E p. < 1, E q. < 1 and by 
a
 " i=l x ~ i*l x " 
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considering the mean length of order t and type {p.} as 
N p. tn . 
1 .1 Pi1 D X 
(1.4.9) L(p;N;t,p.) = - lognC — ) , 
1
 t D N p 
E p . 1 
i«l 
N 
where -1 < t < °° , Z p. < 1, under the condition 
(1 
N p -1 -n. N p. 
.4.10) E p . 1 q D 1 < S p . 1 . 
i=l 1 1 " i=l i 
( i i ) Second section of the chapter deals with 
generalized coding theorems for personal probability-
codes by considerin? two non-additive measures of 
N v. 
inaccuracy ; (B-l) i=lP i D q i 
(1.4.11) H ( P V ; Q ; I , P ) = (D - l ) L( v 1 ~ 1 -l),ft*i, 
and 
i-p - l i ^ p i ^i 5=1 
(1.4.12) H(pv;q;a,p)=(D -1) (( — ) -1) , 
11
 v 
i ^ 
N N 
where a ^ l , p ^ l , 2 p, < 1, E q. < 1 
i*l x "" i=l x " ' 
and by considering the generalized non-additive mean 
le ngths 
- 2 1
 - N 
v 
1- p -1 • t, P i 
(1.4.13) L ( P V ; N ; I , P ) =(D - l ) (D 1 l - l ) , 
a n d
 N „ tn. .
 fl 
o V -f, 1 1 - g 
l-(3 . _.!p i D T (1.4.14) L(pv;N;t,0)=(D - i ) -^ ( ( i - i ) - i ) , 
N 
N 
where p ^ 1, t ^ o and Z p. < 1. 
i=l x ~ 
We shall prove the theorem for personal probability 
codes by considering (1.4.11) and (1.4.13) under the 
condition 
N
 v N v 
(1.4.15) - £ P± log q < E P ; n. , 
i=l v x i=l 1 
and (1.4.12) and (1.4.14) under the condition 
(1.4.16) S pT qT1 D 1 < Z pY . 
i=l 1 1 "* i=l 1 
1.5, GSN^UZED_^U^UL^_I^O^I^ION_SCHEME 
If the signals transmitted through a communication 
system are considered ag random abstract events, the 
qualitative. aspect of the information is developed 
based upon the probabilities of occurrence of these 
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e v e n t s . Eor such a d i s c r e t e sys tem, an " I n f o r m a t i o n 
Scheme" may be r e p r e s e n t e d i n the form 
( 1 . 5 . 1 ) A* = 
1 * 2* ' ' * * N 
P^»P2» • • • * P N 
where A = (A, , A p , . . . , A ) i s t he fami ly of e v e n t s 
w i t h r e s p e c t t o some random e x p e r i m e n t , and 
N 
? = ( p 1 , P 2 , . . . , p N ) , 2 p i = 1 i s t h e p r o b a b i l i t y 
d i s t r i b u t i o n d e f i n e d over i t . 
Shannon's (1948) measure of i n f o r m a t i o n f o r the 
i n f o r m a t i o n scheme ( 1 . 5 . 1 ) i s g iven i n ( 1 . 2 . 1 ) . This 
S h a n n o n s measure of i n f o r m a t i o n , i n some s e n s e , 
measures the amount of i n f o r m a t i o n c o n t a i n e d i n the 
scheme. However, t h e measure does not t a k e i n t o 
a c c o u n t t h e e f f e c t i v e n e s s (or i m p o r t a n c e ) of t he e v e n t s 
i n v o l v e d , w i t h r e s p e c t t o the obse rve r g o a l p a i r . 
T h i s i s so because ( 1 . 2 . 1 ) depends only on t h e p r o b a -
b i l i t i e s a s s o c i a t e d w i t h the even t s of the i n f o r m a t i o n 
scheme. I n a p r a c t i c a l s i t u a t i o n of p r o b a b i l i s t i c 
n a t u r e t h e r e a r e q u i t e o f t e n s u b j e c t i v e c o n s i d e r a t i o n s 
g e t t i n g invo lved w i t h the s t u d y . These c o n s i d e r a t i o n s 
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take into account the effectiveness of the outcomes. 
Motivated with this idea Be lis and Guiasu (1968) 
introduced a 'utility distribution' 
U = (u^, u2,. ., uN) , 
where each u . . i s a n o n - n e g a t i v e r e a l number a c c o u n t i n g 
f o r t h e u t i l i t y of the occu r r ence of the i e v e n t , w i t h 
t h e p r o b a b i l i t y scheme P . 
As a consequence , s t u d i e s may be based on what 
may be c a l l e d ' U t i l i t y In fo rma t ion Scheme' g i v e n by 
f A A A • 
1 ' 2* * ' *f N 
P]_» ?2» • • •» PJJ 
^ 1 ' U 2 ' * * • ' ^N 
( 1 . 5 . 2 ) A = 
I t i s wor thwhi le t o men t ion h e r e t h a t t h e u t i l i t y u^ 
of a n e v e n t i s i n g e n e r a l independent of i t s p r o b a b i -
l i t y of occur rence p . . 
The ' q u a n t i t a t i v e - q u a l i t a t i v e ! measure of 
i n f o r m a t i o n ( c a l l e d ' U s e f u l I n f o r m a t i o n ' by Longo( l976) ) 
f o r t h e u t i l i t y i n f o r m a t i o n scheme ( 1 . 5 . 2 ) , a s o b t a i n e d 
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by B e l i s and Guiasu (1968) i s g iven by 
N 
( 1 . 5 . 3 ) H(U,*P) = - E u . p . l o g D p . , 
i = l 1 x 1 
N 
where u. > o, E p . = 1 . 1
 i=l x 
I t r e d u c e s to Shannon ' s (1948) en t ropy ( 1 . 2 . 1 ) when 
u t i l i t y a s p e c t of the scheme i s i g n o r e d by t a k i n g 
u . = 1 fo r every i . 
R e c e n t l y , Gurd ia l and Pessoa (1977) d e f i n e d t h e 
g e n e r a l i z e d a d d i t i v e u s e f u l i n f o r m a t i o n of o rde r a 
g i v e n by 
H(U,'P) 1 N u i p i 
( 1 . 5 . 4 ) a = logT)( E ) , 
1-a i = l N 
X u . p . 
0=1 3 d 
in 
where a ^ 1 ( > o ) and used i t ^ s t u d y i n g n o i s e l e s s 
cod ing theorem f o r s o u r c e s h a v i n g u t i l i t i e s . The 
measure a ^ u > p ' r e sembles R e n y i 1 s (1961) e n t r o p y 
of o rde r a g iven i n ( 1 . 2 . 9 ) when the u t i l i t y i s i gno red 
by t a k i n g u. = 1 fo r every i . 
Guiasu and P i c a r d (1971) c o n s i d e r e d the problem 
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of encoding the outcomes of A in (1*5*2) "by means of 
a prefix code with codewords w.. , w , . . . , w,j having 
lengths n , , n - , . * . , n^ and sat isfying the inequality 
given in (1 .4 .1) , He defined the useful mean length 
L of the code as 
u 
i=l x 1 x (1 .5 .5) L = , 
u
 N 
and obtained bounds for i t . Longo (1976) also obtained 
lower and upper hounds on L in terms of (1.5.3) and 
proved a noiseless coding theorem for sources involving 
u t i l i t i e s . 
Sharma, Mohan and Mitter ((1977), (1378)) have defined a 
quantity 
1 E vf (1 .5 .6) I (u;PP) = logD( i - i ) , 1-a N 
.
Z U i P i i=l x x 
where a > o( ^ 1) and called i t " Useful Information 
of order a of the power d i s t r i bu t ion P^ ". 
Chapter H I consists offsur sections' . 
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(i) In the f i r s t section we define a parametric 
mean length, called generalized useful mean length of 
codewords as 
p i N . u i t+1 tn , 
(1.5.7)
 + l£ = - logD ( Z pf( ) D i ) , t ^ o j 
11 U
 t " i=l X N
 R 
2 U±PP 
and study the relationship between the mean length 
so defined in (1.5.7) and the measure I (u;p^) given 
in (1.5.6) under the condition of unique decipherability. 
The resul ts of th i s section are to appear in a paper of 
Khan in (1979). 
Further we consider a function 
(1.5.8) H (^U,-P) = logD( i - i ) , 
a
 _Tl-a V N _ 
N
 E u PP 
a^l,p>o,a+p>l and_E p±<l f i = 1 i *i 
and cal l i t as generalized additive useful information 
of order a and type p. We shall establish a relationship 
between the mean length .Ir and measure HP(u;P) under 
the condition 
(1.5.9) I vV D 
i=l 1 
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( i i ) In the sec t ion 3 .4 of the chapter we prove 
genera l i zed coding theorem "by consider ing genera l ized 
non-add i t ive useful information as 
(1 .5 .10) Ha(U,*PV) * (D -1) (( i = i ) a - 1 - l ) , 
1=1 1 1 
N 
where a f I, v f 1 and Z p . < 1, and genera l ized 
i=l x " 
non-addi t ive useful length 
3 1-v - 1 N . u i t+1 t n i 1 ^ 
( 1 . 5 . H )
 t L„(v ) = (D -1) (( 2 p | ( ) D ) V L ) , 
X u
 1=1 X N
 R 
1=1 1 X 
where v / 1, t / o, 
We s h a l l e s t a b l i s h the r e l a t i o n s h i p between the 
l eng th +IiP(v) and the measure H P ( U J P V ) under the 
cond i t ion (1 .5 .9 ) . 
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1.6. RELATIVE ip0RMA.TI0N_A3_STTXDIEB^BY 
KUI^CK-IEIBIiR_Aro
-
ITS_GEKEElALlZATIONS 
K u l l b a c k - L e i b l e r (1951) developed a measure of 
i n f o r m a t i o n a s f o l l o w s : 
l e t a random d i s c r e t e v a r i a t e X t ake n f i n i t e 
v a l u e s ( x , , x „ , . . . ,x ) w i th a c t u a l p r o b a b i l i t i e s 
(ch ><!?»•-• »q. ) S 6 and t h a t a f t e r a n exper iment E, 
l e t the r e l a t i v e f r e q u e n c i e s of t h e s e be ( p - , , P o » . . . » 
D ) € 6 t h e n Fu l l bac* , -Le ib l e r (1951) r e l a t i v e i n f o r m a t i o n 
Fn' n' "-
provided by the experiment is given by 
n p. 
(1.6.1) In(P;Q) = 2 P, log? (-i) . n
 i=l -1 ^ qi 
This measure has found appl icat ions in s t a t i s t i c a l 
inference and est imation. It i s assumed that whenever 
any q. i s zero then corresponding p. i s also zero 
and we take o I c ^ t ^ ) = o. 
In case the experiment i s such that i t does not 
a t tach probabi l i t ies with the outcomes but ascer ta ins 
which of the event has occurred, then mean information 
in an asser t ion i s 
n 
- Z q, logp q. 
i = 1 l d l » 
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which i s Shannon 's e n t r o p y . This shows t h a t K u l l b a c k -
l e i b l e r ' s (1951) r e l a t i v e i n f o r m a t i o n i s a g e n e r a l i -
z a t i o n of Shannon ' s e n t r o p y , 
A d e t a i l e d s tudy of t h i s measure w i t h i t s 
a p p l i c a t i o n i n s t a t i s t i c s would be found i n Kul lback 
( 1 9 5 9 ) , Schu tzenberger ( 1 9 5 4 ) . Some a p p l i c a t i o n s of 
K u l l b a c k - L e i b l e r ' s measure i n economic a n a l y s i s has 
been g iven by T h e i l ( 1 9 6 7 ) . 
Renyi (1961) has g i v e n two g e n e r a l i z a t i o n s of 
( 1 . 6 . 1 ) a s 
n p . n 
( 1 . 6 . 2 ) I*-(P,"Q) = ( 2 P, l o g p (-*-))/ E p . , 
n
 i=l 1 d
 qJL i=l X 
n n 
where E p . < 1, E q., < 1 , 
i = l x " i=l 1 
and 
(1.6.3) I?(P;Q) = — log ( E p« qJ-«/ J ) , 
n
 cc-1 * i = l X X
 i ^ 1
 p i 
n n 
where a > o( ^ l ) and I p < 1 , z q. < 1, which 
i = l 1 " i=l x " " 
a r e the g e n e r a l i z a t i o n s of ( 1 . 6 . 1 ) . When a - 1 , ( 1 . 6 . 3 ) 
r e d u c e s t o ( 1 . 6 . 2 ) , 
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Recently Kannappan ((1972a) , (1973), (1974"), 
Kannappan a-nO. Rr.thie ((1973) -, (19 73a ) , (19-73 b ) , (1974)) , 
Rathie and Kannappan ( (1972) , (1973) , (1973a) ) , Rath ie 
and Nath (1972), Ng (1974), Kannappan and Ng(l974), 
Campbell (1974), Sharma and Autar ( (1972) , (1973) , 
(1974-)),Sharma and Mitt a 1 (1977), Sharma and Taneja 
( (19743,(1975)) , Taneja (1976), l ane ja and &upta (1978), 
Gupta and Sharma (1975) have cha rac t e r i zed measure 
of r e l a t i v e information and inaccuracy e i t h e r through 
the genera l ized func t iona l equat ions or through the 
axiomatic method. 
Chapter IV dea ls with a scudy of an axiomatic 
c h a r a c t e r i z a t i o n of information t h e o r e t i c measure of 
type (a, (3) a s soc ia t ed with a pa i r of p robab i l i t y 
d i s t r i b u t i o n s p and q having the same number of elements 
consider ing some p o s t u l a t e s . The measure so in t roduced, 
under a d d i t i o n a l s u i t a b l e cond i t i ons , leads to a gene-
r a l i z e d r e l a t i v e information of type (a,j3) due to 
Sharma and Autar (1974), to a d i rec ted-d ivergence 
f u n c t i o n of type (3 due tr» Rathie and Kannappan (1972)> 
and i n p a r t i c u l a r to Kullbaek (1959) r e l a t i v e informa-
t i o n . Also i t reduces t o inaccuracy of type ( a , p ) 
s tud ied by Sharma and A u t a r (1972) and in p a r t i c u l a r 
- 31 -
Ker r idge i naccu racy (1961) . Moreover , the measure a l s o 
r e d u c e s t o neasure of ' " i sc rcpancy These r e s u l t s a r e 
t o appea r i n a paper Of Khan ( 1 9 7 9 ) . 
Vajda (1970) h a s i n v e s t i g a t e d t h e p r o p e r t i e s of 
e n t r o p y of o rder a fo r two p r o b a b i l i t y d i s t r i b u t i o n s 
P and Q in c o n t i n u o u s case over t h e same measurab le 
space (X, 3£ ) and he has e s t a b l i s h e d t h e r e l a t i o n s h i p 
between H (P,'Q) and Bayes1 R i s k , where 
( 1 . 6 . 4 ) H a(p;Q) = / p a qX" a du t a e ( o , l ) , 
and simply c a l l e d a - e n t r o p y . 
I n t h e f i r s t s e c t i o n of the c h a p t e r V,we de f ine 
( a , p ) - i n f o r m a t i o n fo r two d i s c r e t e p r o b a b i l i t y 
d i s t r i b u t i o n s p and Q g i v e n a s 
( 1 . 6 . 5 ) D ^ ' ^ (PJQ) = ? p<? q f - a , a f (3,a,(3>o., 
n
 i = 1 I I r 
which i t s e l f i s a g e n e r a l i z a t i o n of ( 1 . 6 . 4 ) i n 
d i s c r e t e c a s e . *js w i l l give a c h a r a c t e r i z a t i o n of 
D
^
a
 (P,*Q) by c o n s i d e r i n g c e r t a i n axioms and 
d i s c u s s some of i t s s p e c i a l ' c a s e s such a s M a t u s i t a 
(1967) d i s t a n c e and B h a t t a c h a r y a (1945-46) d i s t a n c e . 
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The r e su l t s of t h i s section are presented fcy Khan 
and Zaheeruddin (197®). 
A quantity studied and used widely in economic 
analysis i s 'Information Improvement' (see Theil 
(1967)) given by 
(1.6,6) i (P ;Q;R) = s
 P i iog2(—-) , 
i=l q± 
where R = ( r , , r 2 , . . . , E n ) e 6 n i s *h e revised 
predict ion probabil i ty of the original predict ion 
d i s t r ibu t ion Q = (q -^qg , . . . , qn) € & on the basis 
of the d i s t r ibu t ion P = (p^,P2». . .>Pn) 6 6 real ized 
a f t e r an experiment E. 
I t can be seen that I (P$Q;R) given in (1.6.6) 
i s a generalization of Shannon's entropy, Kerridge's 
inaccuracy (1961) and Kullback's re la t ive information, 
In case r . = q^ for each i then I ( P ; Q ; R ) i s zero 
which shows tha t there i s no information improvement 
the 
i f the revised prediction probabi l i t ies are^ same as 
those predicted already. 
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Autar (1975»>) characterized the information 
improvement 
n (1.6.7) I (P;Q;R) = Z F(p , q r ) , 
n
 i = 1 1 1 1 
through the functional equation 
m n 
(1.6.8) 2 Z F(x.y -u.v ; s . t ) 
i=l 0=1 ± J i 1 i J 
m n 
= Z F(x. ,u1 ,s ,)+ Z P(y.,v , t ) 
i=l 1 1 x j=l 3 D a 
m n 
where x . ,y , u , , v s t > 0 , Z x . = Z y = 1 , i 3 i D i D- i = i •>• j = 1 D 
m n m n 
Z u . < 1, Z v . < 1 , Z s , < 1 and Z t . < 1 under 
i = l x " o = l D " i=l X " 3=1 D "* 
the suitable boundary conditions. This functional 
equation generalizes the functional equation (1.2.7) 
and (1,3,3). A detailed study of measure (1.6.6) may 
be found in Aczel and Ifetth (1972), Kannappan (1974), 
Mathai and Rathie (1975), Ifeth (1968), Ng(l974) , 
Sharma and Autar ((1974^,(1977)), and Taneja ((1976a), 
(1976b), (1976c)). 
In the second section of the chapter Y , we 
have generalized functional equation (1.6.8) as 
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m n ( 1 . 6 . 9 ) 2 2 F ( x . y . , u . v , s t ) 
1=1 .1=1 i J i 3 i 0 
m n
 0 o 
= 2 2 x ± uf~a sJ-P F ( y . , v t ) 
i = l i = l D J 0 
m n X-6 6-X 
+ I 2 y v t F(x. , u . , s ± ) 
1=1 .1=1 D D D 1 x * 
m n 
i » y i , U i , v i , s i , t i > o, 2 x = 2 y = 1 , 
n m n 
2 u. < 1 , 2 v . < 1, 2 s < 1 , z t . < 1 and 
=1 x ~ i = l 3 - 1=1 x * i = l 3 " 
f o r x 
I ' - I ' l ' T ' l ' l — ' . _. i 1 
m 
have charac ter i zed non-addi t ive measure of information 
improvement tak ing F t o he continuous i n ( 1 . 6 . S ) 
and de f in ing I ( P ; Q ; R ) c a l l e d (a , (3,X,6)-Information 
Improvement a s 
n 
( 1 . 6 . 1 0 ) I ( P ; Q ; R ) = 2 F(p q , r . ) . 
1=1 i l i 
These r e s u l t s are publ ished i n a paper of Khan r-nd 
ZaheeruddiK i n ( 1 9 7 7 ) . 
CHAPTER I I 
CODING THEOREMS POR_PERSOKAL 
PROBABILITY_C ODE S 
2 - 1 - i ^ 2 5 5 5 T I O N 
For a p a i r of d i s c r e t e p r o b a b i l i t y d i s t r i b u t i o n s 
? = (p-j_»P2» • • • >PiP> Q = W-1^21 " ' ,q-N^' p i , q i - °» 
N N 
E P J = E q. = 1, the measure of i naccu racy a s 
i = l x i=l x 
suggested by Kerridge (1961) i s 
1 
( 2 . 1 . 1 ) H ( P ; Q ) = E p log ( - - - ) , 
which i s a g e n e r a l i z a t i o n of Shannon's (1948) en t ropy . 
Throughout t h i s chapte r , the summation 2 i s taken for 
i from 1 to IT and the logarithms to the base D(D > 1 ) . 
Let X = (x, , x„ , . . . ,x^) be the f i n i t e se t of N 
input symbols which a re to be encoded using a lphabet 
of D symbols. I t has been shown (Fe ins t e in (1958)) 
t h a t the re i s a unique decipherable code with lengths 
n 1 , n 2 , . . . , n^ iff and only i f 
( 2 . 1 , 2 ) E D x < 1 . 
Noiseless coding theorem fnr Shannon's (1948) 
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entropy with ordinary mean length 
( 2 . 1 . 3 ) L = E n± p ± f 
under the condi t ion of unique d e c i p h e r a b i l i t y ( 2 . 1 . 2 ) , 
ha s played an important r o l e in ordinary communication 
theo ry . A genera l ized study in t h i s d i r e c t i o n for 
d i f f e r e n t en t rop ies has been made by Oampbell (1965), 
Sharma (1970) and Rathie (1972). 
In ordinary communication theory a s discussed by 
Shannon,i t i s descr ibed how to choose the most e f f i c i e n t 
codes when the frequencies with which d i f f e r e n t 
messages w i l l be sent are exac t ly known. However, i n 
p r a c t i c e , the f requencies wi th which d i f f e r e n t messages 
a r e s e n t , are r a r e l y known e x a c t l y , and the personal 
codes (Kerridge (1161)) have to be used i n s t ead . 
Supnose tha t two persons A and B bel ieve t h a t the 
p r o b a b i l i t y of the i n event i s q. and t h a t the code 
wi th word lengths n , , n 2 , . . ._,nN has been cons t ruc ted 
acco rd ing ly . But con t ra ry t o t h e i r b e l i e f the t r u e 
p r o b a b i l i t y i s p . . such a code i s ca l l ed ' pe r sona l 
p r o b a b i l i t y code1 and a r e s u l t of this type has been 
e s t a b l i s h e d by Kerridge (1961), 
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Further inaccuracy of order a given "by Sharma (1970) 
i s defined as 
- 1 .. 
( 2 . 1 .4 ) Ha(P»*Q) = ( l - a ) l o g ( s P j . ^ ),a>o,* a ^ l . 
A coding theorem for personal p r o b a b i l i t y codes 
has been e s t a b l i s h e d by Autar and Soni (1975) wi th 
( 2 . 1 . 2 ) replaced by 
( 2 . 1 . 5 ) Z p ± q"1 D x < 1 . 
Obviously when Pi *= q. for each i , (2 .1 .5) reduces t o 
x 
( 2 . 1 . 2 ) . 
In t h i s chap t e r , we give genera l ized coding theorems 
for personal p r o b a b i l i t y codes by cons ider ing a d d i t i v e 
and non-addi t ive measures of inaccuracy for incomplete 
p r o b a b i l i t y d i s t r i b u t i o n s . F i r s t , we give a coding 
theorem for personal p r o b a b i l i t y codes i n which we consider 
the a d d i t i v e measure of inaccuracy of order a and type 
{p±j (Rathie (1970a)) a s 
-1 Pi1 qi 
(2.1.6) H(p;Q;a,j3._) = (1-a) l©g( — - ^ ) , 
£ Pi1 
where a ^  1, p. > o,E p. < 1, £ q> < 1,- and the generalized 
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l e n g t h of order t and type JpA a s 
p. tn 
E p i 1 D i 
( 2 . 1 . 7 ) L ( p ; N ; t , p . ) = I l og ( ) , 
1 t
 P , 
where - 1 < t < °° , E p i < 1 . When E p . s 1 and 
p . = 1 f o r each i , and t •* • t h e n L(P,*NJt ,p±) t e n d s 
t o E p . n . which i s the average code l e n g t h a s s o c i a t e d 
w i t h Shannon's e n t r o p y . 
The r e s u l t of t h i s coding theorem p r o v i d e * a 
c h a r a c t e r i z a t i o n of H(P,*Q,*a,p . ) under the c o n d i t i o n 
( 2 . 1 . 5 ) r e p l a c e d by 
p. - - n . p. 
( 2 . 1 . 8 ) E p i 1 q" 1 D x < E p ^ . 
2 . 2 . GENERALIZED ADDITIVE CQJ^Ng^^pRgM_£QR^PERSONAL 
PROBABILITY_CODES 
We f i r s t e s t a b l i s h t h e f o l l o w i n g lemmas '. 
Lemma 1 . For a l l ( i n t e g e r ) D > 1 
( 2 . 2 . 1 ) L(p ;N,* t ,P i ) > HCP. 'QJa ,^ ) , 
under the c o n d i t i o n ( 2 . 1 . 8 ) , where a = ( l + t ) and 
t ? 6 . 
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Proof. We w i l l use Holde r ' s i n e q u a l i t y (See 
Hardy et a l . , ( 1 9 3 4 ) , Sect ion 2 .8 ) which s t a t e s t h a t 
p 1/P , q 1/q 
( 2 . 2 . 2 ) (E x p (£ y ± ) < E x ^ , 
for a l l x ± > o, y i > o, ( 1 = 1 , . . . , N ) and p < l ( ^ o) 
where p " 1 + q"~ = 1 . 
There i s e q u a l i t y i n (2 .2 .2 ) i f , and only i f the re 
e x i s t s a (pos i t i ve ) number c such t h a t 
( 2 . 2 .3 ) xf = c y j . 
( 2 . 2 .4 ) x ± = p " " ^ D~n± i 
(2 .2 .5 ) y± = P i a f qT1 , 
and t 
P * - t , q « ( ), 
1+t 
FOY p < 1, p / o, we have 
t > - 1 , t f o , 
and consequently p""1 + q - 1 = 1 gives a = (1+t)""1 , 
Holder ' s i n e q u a l i t y with (2.2.4-) and ( 2 . 2 . 5 ) g ives 
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1 l*. 
(y J± J^ix" l (v A na-lJ"a p. - -n. 
(2
 Pj_ D ) (E P± q± ) < Z p £ i q - l D i f 
i . e .
 n 
6. a -1 *,=-
p. tn. J ( E Pi *i > 
(2.2.6) (E p lD *f > , 
~ P4 T -n i 
(E p11 q f D *) 
P- 1/t 
Dividing (2 .2 .6 ) by (E p ^ ) , we get 
(3. t n p
 a - l x p 
Ep^D 1 Ep *
 q ± j j L E p ^ 
( ) * > ( ) ( ) 
E P i 1 Epj,1 2 p i i q i J - D x 
i
'
e
* p . t n . p. -. 
Ep . 1 D 1 1 E p . 1 q f 1 1 
( 2 .2 .7 ) ( f > (
 R ) X - a . 
Using (2.1.8) and taking logarithms of both the sides 
of (2.2.7) to the base D , we get 
P± tni p. a-1 
1 Z*i D 1 ^ i 1 1± 
- log-n( .<%( r ) > - ~ logD( £- ), 
Ep. Ep. 
i.e. 
L(p;N;t,pi) > H(p;Q;a,pi). 
This proves the lemma. 
The e q u a l i t y holds in (2 .2 ,1 ) i f , and only i f 
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/^ ^i a -1 /
 v „±\ U Pi I t / E Pi ' 
or 
^ Pi qj 
If a natural positive number satisfying (2.2.8) 
can be found then the minimun code length of order t 
and type [ p ^ is H^Qj'a.p^where a = (1+t)"1 . When 
p. = 1 for eaeh i and E p. * 1% i t reduces to ( &?e 
Autar and Soni (1975)) 
a-1 
(2.2.9) n± = - a log q_± + log (Z P i q.^ ) 
For minimum code length of order t and type {$*}
 t 
the n. is given by 
z p i *i 
(2.2.10) -a log q^+log ( p ) < n± 
Zp i i 
r. A a-1 
s p i q i 
< -a log q_±+ log( —• £ ) + 1. 
z
 PjL
i 
lema 2, L(P;N;t,p.) can be made to satisfy the 
inequality 
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( 2 . 2 . H ) LCP. 'N . ' t ^ ) < H(P,*Q;a,P i) + 1 , 
fo r proper choice of ( n _ , n 2 , . . . , n^) of the codes of 
lemma 1. 
Proof* Let the codeword lengths n. be the p o s i t i v e 
i n t e g e r s s a t i s f y i n g ( 2 . 2 . 1 0 ) . Consider the i n t e r v a l s 
6±= f-iog( ) ; 
fv* i « - l / v -^  i \ 
? ; 
- l o g ( ) + 1 ) 
p. , B.. 
/ v _ l a - 1 v, / i \ 
of l eng th 1-, For each 6 . , there l i e s exac t ly one 
p o s i t i v e in teger n . , such t h a t 
( 2 . 2 . 1 2 ) o < - log ( i ) < n . < 
a 
< - l o g ( i ) + 1 . 
6, a-1 p . 
(2Pi q± / Z P i 1 ) 
F i r s t , w e efraJl show t h a t the p o s i t i v e i n t e g e r s n . j , n 2 , . . . , 
nN , so defined s a t i s f y ( 2 . 1 . 8 ) . L.H.S. i n e q u a l i t i e s 
in (2 .2 .12) i s 
* L .H.S . Stands for Left Hand S ide . 
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- l o g ( *- g- ) < n± 3- •, 3 
v „ i a - 1 /
 v « i 
- n . 
= - log D * 
or 
*i -n> 
(2 .2 .13) ( ) > D X 
6. , 6. 
v ~ l a - 1 /
 v " l 
Mul t ip ly ing both s ides of the i nequa l i t y (2 .2 .13 ) "by 
P i -1 p . q. and summing over i = 1 through N, we get 
* Pi1 a f 1 
p. , -n. 
> E p ^ q " 1 D 1
 9 
(Z p ^
 qJ-V£ P-1) 
i . e . 
P± _i - n i Pi 
S P i 1 q / D < 2 p . 1 , 
which i s same as (2.1.8). We a l so note t ha t t h i s 
i n e q u a l i t y . i s the g e n e r a l i z a t i o n of (2„1,5) i f 3 . =1 
for each i and Ep. = 1. 
F u r t h e r , the R.H.'S. i nequa l i t i e s in (2 .2 .12) y i e l d 
a 
n± < - l o g ( ) + 1 ,. 
* R.H.S. s tands for Right Hand Side. 
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a 
- -leg ( ) + iogDD 
. , " i a- l /v ^ i \ 
or 
n . t a? - t
 + (2.2.14) D * < ( i ) D \ 
8. T 6. - . 
(£ p i q i / z P A ; 
Multiplying "both sides of the inequality (2.2.14) by 
Pi 
p. and summing over i = 1 through N, we get 
h ~*t * 
(2.2.15) £p± 
, n.t 2Pi *i D 
1 -n 1 
G. a-1 (3 -t 
( S p ^ q± / IP^1 ) 
/ > Pi Dividing both sides of (2.2.15|by E p. , we get 
8. n.t 8. . . 
Zp.^  D L pi q,^  D 
(2.2.16) ( )<( ) 
8. 6. . 8. -t 8. 
2 P ^ ( 2pi1 q£ V Z P ^ ) X Epi1 
E Pi *I t+1
 t 
2 Pi1 
Taking the logarithms of both sides of (2.2.16) to the 
base D, we have 
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2 p i D Ep± q± t + 1 
( 2 . 2 . 1 7 ) l o g p ( p ) < l o g D (( ) I T ) . 
D i v i d i n g ( 2 . 2 . 1 7 ) now by t , we ge t 
B. n . t . 8. -, 
Z P i D t + 1 S P i q i 1 
1O
«D< ~ p j — > < - - 1 O SD ( — -- >+1°si)D, 
LV± Sp^ 
o r L ( p ; N , ' t , P i ) < H(p ;Q > ' a ,P i ) + 1 . 
Th i s p roves t h e . lemma 2 . 
We now give a n d i s e l e s s g e n e r a l i z e d cod ing theorem 
f o r p e r s o n a l p r o b a b i l i t y codes w i t h independen t i n p u t 
symbols . 
Theorem 1 . By encoding s u f f i c i e n t l y long sequences 
of i n p u t symbols i t i s p o s s i b l e t o have the g e n e r a l i z e d 
a v e r a g e code l e n g t h of o r d e r t and t y p e { 8 . 1 per i n p u t 
symbol a s c l o s e t o H ( P ; Q ; O C , 8 . ) a s d e s i r e d , bu t no t 
l e s s t h a n H ( p ; Q ; a , B . ) , where a = ( 1 + t ) " * 1 , - ! < t < «>, 
under t h e c o n d i t i o n ( 2 . . 1 . 8 ) . 
P roof . Le t t h e sequence of i n p u t symbols , where 
each symbol i s governed by t h e p r o b a b i l i t y d i s t r i b u t i o n 
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( Px» P2> ••• t PJJ ) 
be generated independently,* and let one such sequence "be 
(2.2.18) s = (ax, a 2 , . . . , aM) 
of length M. 
If ax = x ^ , a2 = x ^ , . . . , aM = X i M with 
p(x. ) = p. then the probability of s i s 11 H 
(2.2.19) P(s) = p. p. . . . p. . 
^1 2 M 
Obviously there would be 1H sequences of length M. 
It would now be noted that 
;ea a-i e. „
 n 
z(p(s)) iP^(Q(s)) zp^ qf 1
 M 
(2 .2 .20 ) ( ) = ( * ) , 
E^s))1 i r EPi 
s 
where summation on the left side extends over a l l 
sequences in the product space. 
Now let n(s) be the length of a code sequence s 
in some personal code. Then the length of order t and 
"type {P-} f o r * h e M sequences is 
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J p.I t n ( s ) 
Z(P(s) ) 1 i ; D 
i s 
(2.2.21) I(P;N,'t,p ) = - log( ~ J*-? )f 
s 
where -1 < t < ° ° . £ p. < 1 , "the sumnation £ extends 
— — i — s 
i 8 • \ 
for a l l N11 sequences and ( P(s) y * l stands for the 
Pi Pi Pi, ix i2 XM 
product p, . p. ... p, . *he inaccuracy! of order a 
1 1 1 2 XM 
and type {fi^] for t h i s produclt space i s given by 
_! E<P(s))™(Q<s)) 
(2.2.22) HM(P;Q,'ofP1) « ( 1 - O ) log(S ) , 
Z < P ( s ) ) ^ 
s 
where 
( 2 . 2 . 2 3 ) Q(s) = q . q . . . . q . 
x l x2 -"-M ' 
i s the probabil i ty of s assigned by an experimenter when 
the . true probabil i ty i s P(s ) . I t follows from (2.2.18) 
and (2.2.23) that 
P- n 
,
 E p i ^i M 
;Q ;« ,P4 )=( ! -«) iog( « ) ( 2 . 2 . 2 4 ) Ey[(l?f\4ia,p^/-\j.-at iogv, — — g ~ 
= M H(P;Q;a,p i ) . 
l e t n(s) be the integer sat isfying the following 
inequa l i t i e s 
- 48 -
L(?(s)V l f ( Q ( s ) ) 
( 2 . 2 . 2 5 ) - a log Q(s )+ log ( - - - - - — T r - , ) < n ( s ) 
S ( p ( S ) ) ^ i > 
s • • J p . I a - 1 
S ( P ( s ) > * X M Q ( s ) ) 
< - a log Q(s )+ log( — .___-_^_-) +1 .. 
£ ( p ( s ) ) ^ 
£ ( p ( s ) ) ^ i ; C Q ( s > y 
s 
I f each n ( s ) e q u a l s - a l o g Q(s)+log — • • ——•*- / 
sihh -*-1 
z ( p ( s ) ) 
s 
t h e n from the L.H. S. i n e q u a l i t y we have 
/ p . I a - 1 
2 ( P ( s ) ) ^ X / ( Q ( B ) ) 
D n ( s ) = ( Q ( s ) ) ( — - ) , 
z (p (s ) ) { P i > 
s 
o r
 E ( p ( s ) ) i F l / ( Q ( s ) ) 
( 2 . 2 . 2 6 ) D t n ^ = (Q(s ) ) ( ) . 
Z ( p ( s ) ) Vl) 
Multiplying (2.2.26) by (p(s))T -1 and summing 
for 6, we get 
Jp.l tn(s) 
(2.2.27) Z(P(s) V *fV , . 
S
 E(p(s))iPir(Q(s)) 
J p. \ -at s
 + 
= ECP(S))1 "(Q(B)) ( _ ) * 
E(p(s)) i^J 
s 
Divide (2.2.27) by E(P(s))1 *'to get 
s 
,t^ t
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/M tn(s) 
s 
( 2 . 2 . 2 8 ) 
E ( p ( s ) ) ^ 
s
 SB.-X a -1 JS.I a - 1 
E ( F ( s ) V 1 ? ( Q ( s ) ) £ ( T ? ( s ) ) ^ l J ( Q ( s ) ) 
s s ^ 
£ ( P ( s ) ) ^ > E ( P ( s ) ) ^ > 
SB.\ a -1 S 
Z C P ( S ) ) 1 1 ? ( Q ( s ) ) 
s t+1 
£ ( p ( s ) ) ^ P l * 
s 
of Taking l o g a r i t h m s ^ b o t h the s i d e s of ( 2 . 2 . 2 8 ) and 
d i v i d i n g "by t , we g e t 
( 2 . 2 . 2 9 ) L M ( p ; N ; t , p ± ) = HM(p;Q;a, B) . 
Further^, i f the number n ( s ) s a t i s f i e s ( 2 . 2 . 2 5 ) fo r 
each sequence s , t h e n 
/ p . \ - 1 - n ( s ) {B. \ 
( 2 . 2 . 3 0 ) Z ( P ( s ) r X M Q ( s ) ) D < E ( P ( s ) ) 1 x \ 
s s 
so t h a t t h e r e i s a p e r s o n a l code w i t h l e n g t h n ( s ) 
s a t i s f y i n g ( 2 . 1 . 8 ) . The i n e q u a l i t i e s ( 2 . 2 . 2 5 ) t h u s reduce 
to 
IB. I a - 1 
Z ( P ( s ) ) i 1 ? ( Q ( s ) ) 
- a t s t t n ( s ) 
( 2 . 2 . 3 1 ) ( Q ( s ) ) ( ) <D 
Z ( p ( s ) ) i H l * 
s 
- 50 -
L ( P ( s ) r i ; ( Q ( s ) ) 
t - a t s t 
< D (Q(s ) ) ( ) . 
l ( p ( s ) ) ™ 
s 
M u l t i p l y i n g ( 2 . 2 . 3 1 ) by ( p ( s ) ) 1 x> and summing fo r s 
and d i v i d i n g "by 2 ( p ( s ) ) * , we g e t 
s 
Jp . I - a t i p . l a -1 
S ( P ( s ) ) ^ 1 ? ( Q ( s ) ) E ( P ( s ) ) * l ! ( Q ( s ) ) 
s s t 
Z ( P ( s ) ) ^ § ( P ( s ) ) ^ 
s s 
< ! _ . . _ <{! J ) 
Z ( P ( s ) ) ^ £ ( P ( s ) ) * P i * 
E ( P ( s ) ) { P l ? ( Q ( S ) ) a - 1 
s t 
X ( ) , 
C P ( . ) ) ^ ( ( Q ^
 S C P ( . ) ) ^ D t e W z 
s * " ' t + 1 s 
( 2 . 2 . 3 2 ) ( —) < 
S ( P ( s ) ) { ^ } " L(Hs))ih,} 
s s 
J p , l a -1 
2 ( P ( s ) ) ^ l J ( Q ( s ) ) 
s t+1 
< ( )
 D t 
* 
E ( P ( s ) ) * P ± * 
Taking l o g a r i t h m s of ( 2 . 2 . 3 2 ) t o t h e base D and d i v i d i n g 
by tM, we ge t 
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JBA a-1 
Z ( P C s ) ) 1 ^ (Q(s ) ) 
1 s t + 1 
( 2 . 2 . 3 3 ) l o g ( ) 
tM { 6 . } 
2 ( P ( s ) ) - 1 
s
 <[p,} tn(s) 
Z(P(s))X irD 
I s \ 
2 ( p ( s ) r i 
s 
fP-} a-1 
S ( P ( s ) ) 1 * (Q(s ) ) 
1 s t + 1 . 
< — l o g ( ( ) D*), 
tM {(3 } 
s ( p ( s ) r x 
s 
t h a t i s , ( s ince a = (1+t) ) , 
^ (P ' tQ- .a , P±) L M (p ;N ; t , p . . ) H M ( p ; Q ; a , p i H l 
M M M 
L M ( p ; N ; t , p ± ) 
o r H(p ;Q, - a , 8 . ) < < H(P*Qf<x,p,)+ i • 
X
 M 1 M 
L M ( p ; N ; t f p ± ) 
The q u a n t i t y • nay be c a l l e d t h e g e n e r a l i z e d 
M 
a v e r a g e code l e n g t h per i npu t symbol . Thus by t a k i n g M 
s u f f i c i e n t l y l a r g e , t he ave rage l e n g t h nay be made a s 
c l o s e t o H ( p ; Q ; a , P i ) a s d e s i r e d . 
P a r t i c u l a r c a s e s 
( a . ) I f q = p f o r each i , t h e n the r e s u l t a g r e e s 
w i t h one d e r i v e d by R a t h i e ( 1 9 7 2 ) . 
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( a 2 ) If Pj_ = 1 fo r each i , ( y ^ ^ e V £ r y ± a n d 
S p . = 1 n ive cod ing theorem f o r R e n y i ' s (1961) e n t r o p y 
g iven by Campbell (1965^ . 
( a , ) If p . = 1 , f o r each i and Ep^ = 1 then 
cod ing theorem f o r p e r s o n a l p r o b a b i l i t y codes r e d u c e s 
t o a r e s u l t g i v e n by Autar and Soni ( 1975 ) . 
( a 4 ) I f p1= p 2 = . . . = p N = 1 , t -* o , a - 1 , and 
p r o b a b i l i t y d i s t r i b u t i o n s a r e comple te t h e n the r e s u l t 
h o l d s f o r K e r r i d g e ' s (1961) i n a c c u r a c y a s e x p e c t e d , 
and i n t h a t c a s e e q u a l i t y in ( 2 . 2 . 1 ) h o l d s f o r n . = - l o g q . , 
f o r each i . 
2.3. 2?SAiI55?_^2l?r^?:DITiZl-52?™^^H?055M§_l!^. 
EERSCmi PROBABIIITY_CODES 
I n t h i s s e c t i o n , we s tudy t h e g e n e r a l i z e d n o n - -
a d d i t i v e coding theorems f o r p e r s o n a l p r o b a b i l i t y codes ; 
Le t us c o n s i d e r a g e n e r a l i z e d n o n - a d d i t i v e measure 
of i naccu racy g i v e n by „ 
" V 
(2.3.1) H(P V ;Q;I ,P) - ( D 1 ^ - ! ) " (D P ± -I )
 } 
(^D„i..™i 
where p f 1 , £ p . < 1 and I q i < 1 
For p - 1 , H ( P V ; Q ; 1 , P ) t ends t o K e r r i d g e ' s (1961) 
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inaccuracy for general ized we igh t s . 
Let us consider a funct ion
 v v 
2.p i n ± 
( 2 . 3 , 2 ) L(PV , 'N;l,p) ^ ( D ^ - l f (D i - l ) , p ^ l . 
' £pY n> 
Here aga in as p - 1, L(P ; N ; l , p ) tends to - * , 
2 p ± 
which fu r the r for v = 1 and Dp. = 1, reduces to ordinary-
mean leng th . We c a l l (2 .3 .2 ) a s genera l ized non-addi t ive 
l e n g t h . 
We s h a l l now e s t a b l i s h a r e s u l t t h a t w i l l a l s o 
provide a c h a r a c t e r i z a t i o n of H(Pv,*Q;l,p) under the 
cond i t ion 
(2 .3 .3 ) - Z p^ log q± < S pT n ± . 
Remark 1 . For v = 1, v± e q. for ©veTyjj(2.3.3) always 
holds (see Ker r idge ' s (1961)) . This, i n a way , (2 .3 .3 ) i s a 
g e n e r a l i z a t i o n of Kraft i nequa l i ty (see F e i n s t e i n (1958)) 
( 2 . 1 . 2 ) . 
Theorem 2. For a l l ( i n t e g e r ) B > 1 
( 2 . 3 . 4 ) L ( P V ; N ; 1 , ( 3 ) > H(p v ;Q; l ,p ) , 
under the cond i t i on ( 2 . 3 . 3 ) . Equa l i ty holds if , and only 
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i f n . = - l og q^ f o r each i . 
Proof . M u l t i p l y i n g ( 2 . 3 . 3 ) by ( l - p ) , p /* 1 , we 
get 
(p-1) ( Z p j log q±) £ ( l -p ) (2 p£ n ± ) , 
according as p i 1 , 
Dividing both s ides by ZpY &nd r a i s i n g to the power 
of D we get 
2 pY log q. ZpT n. 
(p-l)( _ - i ^i) ( l . p ) ( A i ) 
z pT z
 PY 
( 2 . 3 . 5 ) (D x - 1 ) £ (D X - 1 ) , 
l - p 
a c c o r d i n g a s p > 1 . Now s i n c e (D - 1 ) > o a c c o r d i n g 
a s p ^ 1, ( 2 . 3 . 4 ) f o l l o w s . 
This p roves the theorem. 
l e t us now c o n s i d e r a more g e n e r a l i z e d n o n - a d d i t i v e 
measure of i n a c c u r a c y g iven by 
v „ v a -1 £-1 
1-P - 1 Z p i * i ™ 
( 2 . 3 . 6 ) H(Pv }Q,-a,p) =(D - l ) ( ( y * " 1 - l ) , 
Z pj 
where a ^ l , P ^ l , E p . < 1 , Z q i < l and B( > l ) , 
the s i z e of t h e code a l p h a b e t . We c a l l ( 2 . 3 . 6 ) a s 
g e n e r a l i z e d n o n - a d d i t i v e measure of i n a c c u r a c y . 
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( i ) When D = 2, v = 1, p. = q. for each i and 
£ p. = Zq. = 1, measure (2 .3 .6 ) reduces to Sharma and 
M i t t a l (1975) non-additive measure of entropy. 
( i i ) When D = 2, v * 1, and Zpi =1, (2.3#6) reduces 
to G-upta and Sharma (1975) non-additive measure of 
inaccuracy. 
( i i i ) When p - 1, H(Pv;Q;<x,p) tends to inaccuracy 
due to Sharma (1970), which further for p± = q^ for 
each i g ives Kapur's (1967) entropy of order a and 
type v„ 
Let ^s consider the genera l ized non-addi t ive length 
1-p - 1 Z p i D ~ r 
(2 ,3 .7 ) L (p v ;N ; t , p ) =(D -1) ( ( ) - 1 ) , 
E pv 
where p f i , t f o ^ - ^ P j
 < 1 # 
For p — 1, (2 .3 .7 ) reduces t o generalized average 
code length due to Rathie (1972) which i t s e l f ±g
 a 
g e n e r a l i z a t i o n of Campbell (1965) mean length. 
We sha l l now es tab l i sh a r e s u l t (Theorem 3) that 
w i l l provide a characterization of H(PV;Q;<X,P) under 
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the condition 
(2.3.8) Z p?" q"1 3) '* < £ p j . 
Remark 2. For v = 1, ^ * q^ for each i and 
E p± = 1, (2.3.8) gives (2 ,1 .2) . Thus,in a way,(2,3,8) 
is a generalization of (2 .1 .2) . 
Theorem 3. For a l l ( integer) D > 1 
(2.3.9) L(pv;N;t,p) 2 H(PV;Q;<X,{3) , 
under the condition (2 .3 .8 ) . Equality holds if ,and only 
if 
-n . * i 
(2.3.10) D 1 = 
(Z p^ q ^ 1 /E p j ) 
-1 
where a = ( l+t ) , 
p£oof. Setting 
v 
x i B p i ^ D * ' y i * p i " V * i 
v 
* *Tni - - - «* > i 
p = - t and q * ( j - ^ ) , 
in (2 .2 .2 ) , we get 
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1 
v tn. 1/t (ZpJ q f 1 ) 1 ^ 
(2.3.11) ( S P ^ D *) > ~ i _ i . 
Dividing both sides by ( Epv ) / and using (2 .3 .8 ) , 
we get 
tn 1 
(2.3.12) ( — i ) ' > ( * - - * - ) . 
S P i ^Pj[ 
Raising both the sides t o the power ( l - p ) , p ^ 1 and 
multiplying by (D 1 "^-! )" 1 we have (2 .3 .9) , since 
(D1""^-!) ^ o according as p £ 1 . The other part of the 
theorem is easy to e s t ab l i sh . 
Remark 3 . Relation (2.3.10) gives 
^ p- q< 
(2.3.13) n = - a log q, + log ( — = — ) . 
2 pj 
If we agree to take t ha t n. i s not necessarily to be 
an integer , then the minimum possible value of 
L(pv ;NJt,p) i s always H(Pv;Qja,p)>where a = (1+t)""1, For each 
1
 '
 p i = q i ^ ^ 2 - 3 - 1 3 ^ ^ s e e ****•& (19T2) the equal i ty 
holds while considering Kapto^s (1967) entropy. 
We, now, prove the following generalized coding 
theorem for 'personal probabili ty codes* by considering 
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t h e g e n e r a l i z e d n o n - a d d i t i v e measure ( 2 * 3 . 6 ) w i t h 
i ndependen t i n p u t s y m b o l s . 
Theorem 4 . A g e n e r a l i z e d n o n - a d d i t i v e l e n g t h 
p e r i n p u t symbol can be made a r b i t r a r i l y c l o s e t o 
H(PVjQj<x,p) by encod ing s u f f i c i e n t l y long sequences 
of i n p u t symbols b u t i t i s not p o s s i b l e t o c o n s t r u c t a 
p e r s o n a l code whose g e n e r a l i z e d n o n - a d d i t i v e l e n g t h i s 
l e s s t h a n H(pv,*Q;a,(3),where a = ( 1 + t ) " 1 , o < t < « , 
under the c o n d i t i o n ( 2 . 3 . 8 ) . 
Proof . Let a sequence of i n p u t symbols be g e n e r a t e d 
i n d e p e n d e n t l y where each symbol i s governed by a p o s s i b l e 
d i s t r i b u t i o n ( p . , P ? , . . . , PN ) . Cons ide r a n i n p u t 
sequence of l e n g t h M, say s= ( a . . , a 2 , , . . , a „ ) . The 
p r o b a b i l i t y of s i s 
( 2 . 3 . 1 4 ) P ( s ) = p , p . . . . p 
XM 
where a = x , a =• x
 f . . . , a M * x , w i t h p ( x . ) = p . 
1 x l d x2 m XM xl H . 
l e t n ( s ) be the l e n g t h of a cade sequence f o r s i n p e r s o n a l 
code s a t i s f y i n g ( 2 . 3 . 8 ) and l e t t h e g e n e r a l i z e d 
code l e n g t h f o r t h e M-sequences be de f ined a s 
E ( P ( s ) ) v D t n ( s ) l - § 
( 2 . 3 . 1 5 ) L M (P v , 'N; t ,p)=(D - 1 ) (( - _ - _ - } -*>• 
M
 E ( P ( s ) ) v / 
s 
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where p f 1 , o < t < °°, the summation £ ex t ends over 
s 
t h e IT sequences s and ( p ( s ) ) v s t a n d s f o r the p roduc t 
pT pT . . . pT . The g e n e r a l i z e d n o n - a d d i t i v e measure 
T. x2 *M 
of i n a c c u r a c y f o r t h i s p roduc t space i s g i v e n by 
v a - 1 p-1 
1-p - ! ^ ( P ( B ) ) V ( Q ( s ) ) - ^ 
( 2 . 3 . 1 6 ) I ^ ( P v ; Q ; a , p ) = ( D ~ l ) ( ( - S - ) -
I ( P ( s ) ) v 
s 
where a ^ 1 , (3 ^ 1 and 
( 2 . 3 . 1 7 ) Q(s) = q. q, . . . q, , 
i s t he p r o b a b i l i t y of s a s s e r t e d by an e x p e r i m e n t e r when 
t h e t r u e p r o b a b i l i t y i s P ( s ) . I t f o l l o w s from ( 2 . 3 . 1 4 ) 
and ( 2 . 3 . 1 7 ) t h a t 
ft
 n a - l p - 1 
)M 
) 
1 - P - 1 S p i q i (--T)M 
( 2 . 3 . 1 8 ) H M ( p v ; Q ; a , p ) = ( D - 1 ) ( ( - ~ ) a " 1 - l ] 
E P i 
1-P - 1 1-P
 v NM 
= CD - 1 ) ((1+(D - l ) H ( P V > Q , a , p ) ) - 1 ) . 
Let us suppose t h a t n ( s ) i s an i n t e g e r s a t i s f y i n g 
t h e i n e q u a l i t y 
S ( P ( s ) ) V ( Q ( s ) ) a - 1 
s 
( 2 . 3 . 1 9 ) - a l og Q(s) + log ( ) < n ( s ) 
Z ( P ( s ) ) v 
s
 2 ( p ( s ) ) ^ ( Q ( s ) ) a - l 
< - a log Q(s)+log ( - 2 )+ l . 
§ ( P ( s ) ) V 
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Z ( P ( s ) ) Y ( Q ( s ) ) a - 1 
s 
If each n (s ) equals -a log Q(s) + log( ——) 
Z(P(s ) ) V 
then s 
£ ( P ( s ) ) V ( Q ( s ) ) a - 1 
t n ( s ) - a t s t 
(2 .3 .20) D =(Q(s)) ( ) . 
Z (P(s ) ) V 
s 
Mult ip lying (2 .3 .20) by ( p ( s ) ) v , summing for s and 
d iv id ing "by £ ( p ( s ) ) , we get 
/ ,
 Nor t n ( s ) Z ^ S » V (Q(s) ) a " X g ( P ( s ) ) v I > T l u s ' s t+1 
Z ( P ( s ) ) v Z ( p ( s ) ) v 
s s 
Further simplification yields 
tn(s) 
Z(P(s))V D 1-g 
1-p -1 s 
(2.3.22) (D -1) (( ) -1) 
S(P(s))V 
s 
E(P(s))V(Q(s))a-1 X-f 
1-p -1 s I-a 
= (L -1) (( - ) -1) , 
S(P(s))V 
s 
i.e. I^CPV;*,?) * i^(pv;Q;a,p) . 
Further,if the number n(s) satisfies (2.3.19) 
for each sequence s, then 
(2.3.23) 2(p(s))V(Q(s))"1 D~n S < Z (P(s))V , 
s 
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so t h a t there i s a personal code with length n (s ) 
s a t i s f y i n g ( 2 . 3 . 8 ) . From (2 .3 .19 ) , we have 
Z ( P ( s ) ) v ( Q ( s ) ) a - 1 
_~+ s t t n ( s ) 
(2 .3 .24 ) ( Q ( s ) ) ^ x t ( ) < D 
E ( P ( s » 
s 
V 
£ ( P ( s ) ) v ( Q ( s ) ) a ' 1 
2(P(s ) ) 1 
-at s t
 + 
< (Q(B)) ( ) TT 
s 
Mult ip lying both s ides by ( P ( s ) ) v , summing over s , 
d iv id ing by Z ( p ( s ) ) v and r a i s i n g the power by 
s 
- ~ » P ^ 1 | we ob ta in 
x 
« i tr t n ( s ) 
S ( P ( s ) ) V ( Q ( s ) ) a 1 l-fi S ( p ( s ) ) V D i^g 
s T-a s t 
S ( P ( s ) ) v ~ Z ( p ( s ) ) v 
s s 
2 ( P ( s ) ) V ( Q ( s ) ) a - 1 1-g 
1 a s 1 - a 
< D 1 " ^ —) 
Z(P(s ) ) V 
s 
or 
2 ( p ( s ) ) v ( Q ( s ) ) a - 1 l - £ 
s X-a -i a - 1 
(2 .3 .25) (( ) -1) (D1 P - l ) 
E ( P ( s ) ) v 
s 
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v t n ( s ) 
Z ( P ( s ) ) v D 1-g 
1-P - i s T 
< (D - 1 ) (( ' ) - 1 ) 
E (P ( s ) ) V 
s 
E ( P ( s ) ) V ( Q ( S ) ) a - 1 1 " 1-p -1 1-p s i-g 
<(D -1 ) (D ( ) I"*a - 1 ) , 
Z (P(s ) ) V 
s 
i.e. 
(2 .3 .26) IfcCP^QJa.p) < I ^ P ^ N ^ p ) 
< 3) I^ (P , 'Q;a,p) +1 , P ^ 1, 
In view of (2 .3 .18) , (2 .3 .26 ) reduces to 
1-p - l i - p M 
(D -1) ((1+CD - l )H(PV ;Q;a ,p)) -1 ) 
< i M ( p v ; N ; t , p ) 
1-P 1-p - 1 l -P
 v M 
< D (D -1) ((1+(D - l ) H ( P V ; Q ; a , p ) V D 
the 
which is/same a s 
{L+(D " P - i ) H ( p v ; Q ; a , p ) ) - i <(D " - i ) % ( p v ; N ; t , p ) 
< D1-p((^(D1-P-l)H(PV ,-Q;a,p))M-l) + D 1 - P - 1 , 
or 
o r 
o r 
where 
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D ( H ( D - l )H(P V ;Q ;a , . p ) ) - 1 , 
l - p M 1 - p 
(1+(D - i ) H ( p v ; Q ; a , p ) ) <l+(D - i ) i M ( p v ; N ; t , p ) 
1-P 1-P v M 
< D (i+(D - l ) H ( p v ; q ; a , p ) ) 
1 
1+(D ' - i ) H ( p v ; q ; a , p ) <(l+(D ' - i ) i M ( p v ; N ; t , p ) ) 1 W r^
 1
~P -o- ft 
1 = £ 1-P 
< r " ^ (i+(D - i ) H ( p v ; q - , a , p ) ) 
1 
a + C ^ - P - i ) LM(Pv;N;t,p)P-i 
or H(Pv;q;a,p)< - . 
(D1-P-i) 
- r f l -p „ l-p -1 
< ( D 1 F ( 1 + ( D - l ) H ( p V ; Q ; a , p ) ) - l ) ( D - 1 )
 J 
1-1 1-g 
* l -p - 1 ~S "M 
H(p V ;QJa ,p)< L t <(D - 1 ) ((D - l ) + D 
l - p 
(D - l ) H ( P V ; Q ; a , p ) ) , 
1 
l - p _ ffl 
(1+(D - 1 ) I ^ ( P V j N § t , p ) ) - 1 
I t = — • 
l - p 
CD - 1 ) 
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* 1-p - 1 M 
or H ( P , ' Q ; a , p ) < L t <(D -1) ((D - l ) 
i - £ 1-6 
+(D M - 1 ) ( D - l ) H ( P V ; Q ; a , p ) 
+ p - l ) H(p v ;q ;a , (3 ) ) 
l-p -1 k £ l-p 
= (D - i ) ( ( D M -DCi+CD - i ) H ( p v ; Q ; a , p ) ; ) 
1-p 
+ (D - 1 ) H ( p v ; q ; a , p ) ) '
 f 
or H ( p \ ' Q ; a , p ) < 1^ <(D - 1 ) (D M - 1 ) (l+(D - l ) 
X H(p v JQ;a ,p ) )+ H(pv ;Q;a, , .p) . 
Hote t h a t 
1 
1 - P -o- J& 
* (1+(D - 1 ) Ifo(P , -N, t , . |3 ) ) - l . Lt = " 
( D 1 " ^ ! ) 
v t n ( s ) 
E ( p ( s ) ) v D
 x 1 - | 
. («! ) • T-a) (/-P.x-)-1 , 
s 
wh ich i s of the type ( 2 . 3 . 7 ) . I»t may, t h e r e f o r e , be 
c o n s i d e r e d as t h e g e n e r a l i z e d n o n - a d d i t i v e l e n g t h pe r 
i n p u t symbol . Also a s M - «>, D ( 1 ~ P ' / M «•
 1 a n d t h e r e f o r e 
by t a k i n g M s u f f i c i e n t l y l a r g e , 
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(D~M - 1 ) ( ( D ^ - i f \ H ( P v ; Q ; a , P ) ) = eM, p ^ i ; 
can be made a r b i t r a r i l y smal l . Thus we ha^e 
H(PV;Q;a,j3) < L* < eM + "H(Pv;Q;a,|3) , 
where e - o as M -* °°„ 
This proves the theorem. 
CHA£™._III_ 
3 . 1 . 'INTRQDUCTID1T 
Consider a model A g i v e n below f o r a f i n i t e scheme 
random exper iment h a v i n g A , , A p , . . . , A,T a s t h e complete 
sys tem of e v e n t s happening w i t h p r o b a b i l i t i e s ( p ^ P p ? . . . j 
p N ) = P and c r e d i t e d w i t h u t i l i t i e s (u-^Up, . . . , u N ) =U, 
U± > o , i = 1 , . . . , N. Denote 
( 3 . 1 . 1 ) A = 
1 ' 2 ' * * *' N 
P^ _ ^ 2 ' * ° * ' PN 
U-i j U p > • • • j ^ T ' T ' 
- •*- -^ J 
We c a l l the scheme i n ( 3 . 1 . 1 ) a s ' u t i l i t y i n f o r m a t i o n 
scheme r 4 B e l i s and Guiasu (1968) proposed a measure of 
i n f o r m a t i o n ( c a l l e d u s e f u l i n f o r m a t i o n ) f o r t h e u t i l i t y 
i n f o r m a t i o n scheme i n ( 3 . 1 . 1 ) . This measure i s g i v e n by 
( 3 . 1 . 2 ) H(U,-P) = 
N 
J^ u i p i l o gD p i ' 
N 
where u., > o and E p . = 1 . I t r e d u c e s to Shannon 's 1
 i=l x 
(1948) e n t r o p y when u t i l i t y a s p e c t of t h e scheme i s 
i g n o r e d by t a k i n g u^ = 1 f o r every i . 
R e c e n t l y G-urdial and Pessoa (1977) c o n s i d e r e d the 
g e n e r a l i z e d a d d i t i v e use fu l i n f o r m a t i o n of o rder a 
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given by 
a 
H(u;p) 1 N U i P i 
( 3 . 1 .3 ) a = logrjC 2 ) , 
1-a i = l H 
2 u . p . 
3=1 3 D 
where a ^ 1,' a > o and used i t i n s tudying n o i s e l e s s 
coding theorem for sources having u t i l i t i e s and derived 
lower and upper bounds for t h i s in terms of useful 
information of order a. The measure (3 .1 .3 ) resembles 
R e n y i ' s (1961) entropy of order a. 
Guiasu and Picard (1971) considered the problem of 
encoding the outcomes of A in ( 3 . 1 . 1 ) by means of a 
p r e f i x code with codewords w, , w ? , . . . , w,T having 
lengths n_, n^, . ., nN s a t i s f y i n g the Kraft (see 
F e i n s t e i n (1958)) inequa l i ty 
N -n . 
(3 .1 .4 ) Z D 1 < 1 
i= l 
D being the s i ze of the code a lphabe t . They defined 
the useful mean l eng th L of the code as 
N 
E u . n i P i 
( 3 . 1 . 5 ) L = i - 1 , 
U
 N 
1=1 
and obtained bounds for i t . 
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Longo (1976) a l s o obtained lower and upper "bounds 
on L in terms of ( 3 .1 .2 ) and proved a no i se l e s s coding 
theorem for sources having u t i l i t i e s . 
Sharma, Mohan and Mit ter (1977) have defined a 
quant i t y 
1 .£ u i p i 
( 3 . 1 . 6 ) i ( U ; P P ) = — iogD( - i ^ i ) , 
a
 1 -a N o 
E u,p£ 
i=l 1 
where a > o( f l ) and ca l l ed i t useful information of 
order a of the power d i s t r i b u t i o n ?^ . For (3 = 1 (3 .1 .6) 
reduces to useful information of order a given by G-urdial 
and Pessoa (1977). 
In t h i s s e c t i o n , we define a parametric mean length 
. i f , c a l l ed general ized useful mean length of codewords 
weighted wi th the funct ion of u t i l i t i e s and power prob-
a b i l i t i e s a s 
R l N o u i t+1 t n . ( 3 .1 .7 )
 tLf = - log D ( E p j ( ) D x ) , t * > ; 
x u
 t n i=l x N o 
2 U,p? 
i= l x x 
and studj- -the r e l a t i o n s h i p between the mean length so 
def ined i n (3 .1 .7) and the measure I (U,*P^). We w i l l 
o b t a i n lower and upper bounds on mean length ( 3 . 1 . 7 ) 
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in terms of (3*1.6) and prove a coding theorem for every 
uniquely decoda"ble code. 
3.2. IMS%?Z2^ 91 2?™* a 2^ ^ £2K 
Theorem 1. For every uniquely decodable code, the 
useful a-average length of power distrihution of code-
words satisfies the inequality 
(3.2.1)
 t iP / > i a ( u; pp ) . 
proof. Setting in (2.2.2) 
rt+ls 
6 (-f"} 
x. = p. t ( i ) D \ 
z uiPP 
i=l x x 
I ui (-r^ t 
y± = P-L ( —) ,p^- t andq=(T-|) 
u, p? 
i=l 1 x 
we get 
N 
N
 fi u, t+1 tn, £ <--,uiP* r ~ 
( 3 . 2 . 2 ) r
 E T ) P ( — 1 — ) ? x f >(izi__i)I-a 
i = l 4 1 N " N 
i = l s u.pt; z u±pf 
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Taking log t o the base D , we o b t a i n 
1 N
 ft
 u i t+1 t n . 
- logD( Z pf ( ) D X) 
t v i=l 1 N o 
Z U . p T 
1 = 1 1 
N Q 
i -E. ui*Y 
> logD( ±-l ) , 
*" l - a u N
 A 
2 u.pP 
1=1 
i , e .
 t i £ > i a (u;pP) . 
'xhis p roves the theorem. 
Note t h a t t h e e q u a l i t y h o l d s I f , and only i f , 
U.pf ln±vf 
( 3 . 2 . 3 ) n = - l o g D ( -) + l o g D ( i - i ) , 
N N 
6 B 
E u . p j S U.pS 
1=1 X 1=1 1 
f o r each i . 
Remark. I f B = 1 and a - 1 then ( 3 . 2 . 1 ) g i v e s the 
r e s u l t obtained by longo ( 1 9 7 6 ) . 
We aha11 now obta in apper bound on the use fu l 
a - a v e r a g e l e n g t h (power d i s t r i b u t i o n P^) of codewords, 
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Theorem 2 . Let n_, n^,., . , nN be the l e n g t h s of 
codewords of theorem 1 , Then
 +L^ can "be made t o 
s a t i s f y the i n e q u a l i t y 
( 3 . 2 . 4 )
 t L ^ < I a (U;PP) + 1 . 
Proof . Let n . he t h e p o s i t i v e i n t e g e r s a t i s f y i n g 
t h e f o l l o w i n g i n e q u a l i t y 
( 3 . 2 . 5 ) (-log^C ) + l o g n ( ) ) < n. 
E U.pP E u .p? 
1=1 x 1 i=l x 1 
u iPf .S u±pf 
<( - l o g D ( ) + i o g D ( - i - l ) ) + l . 
N
 S N B 
E u.pif E U,P!; 
i=l x x 1=1 x x 
Consider t h e i n t e r v a l s 
v ± p - i p f , , 
( 3 . 2 . 6 ) 5. = [ ' - l o g r , ( ) ; - log^C ) + D 
E U.pf E u ± pf 
of l e n g t h 1 . In every 6 . , t h e r e l i e s e x a c t l y one p o s i t i v e 
in tegcxi ^ , such t h a t 
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(3.2.7) o < -log-nC — i-i -) < n 
i=l x x 
*af 
< -logD ( i-i- ) + 1. 
s u.pf 
i=l x x 
We will first show that the sequence /n_ ,n2,... ,n.T \ , 
thus defined, "belongs to (3.1.4). Now (3.2.7) implies 
-log-rjC ) < n. 
N o X 
1
"
1
 = - logD D * 
(3.2.8) ( ) > D i . 
i=l 1 1 
Summing over i = 1 , 2 , . . . , N, i t g i v e s 
2 u i P.-K 
i=l x . N - n . 
( ) > E D 1 * 
N „ ~ i = l 
S U. p f 
i=l 1 1 
N -n_. 
E 
i - 1 
i . e . D x < 1 . 
A l so i n e q u a l i t y ( 3 . 2 . 7 ) y i e l d s 
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u , p a3 P 
n, < - logDC i - - ) + 1 
Z u ± P f 
u i P i 
= _ i0gD( __ ) + i0gDD ? 
• £n U iP i 1 = 1 
i . e . 
n, u i p i -1 
(3.2.9) D ± < ( ) D . 
1 = 1 
Raising power t , multiplying 'both the sides hy 
t+1 s 
*i Pi 
N ' t+1 
(3.2.10) 1 X 
( S U.pf ) 
i=l 1 1 
and summing over i = 1 through N, we get 
N
 Q
 u i t+1 tn . 
P ' ^ D x Z P? ( ) 
i = 1 N
 0 
z U,PP 
i=l x 1 
2 « r p£ vaip -t
 t 
< i z l X ( ) D* 
N o 4 . . , N ( Z U i P P) t + 1 Z u±pf 
i=l * x i=l 1 X 
N „/, , \ N
 D t 
Z u.pr X( E u . p / ) 
= i=i____ i r i JLi D N
 0 t+1 ( Z u±PP) 
i=l 1 x 
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i.e. 
N
 n
 u i t+1 tn. 
(3.2.11) Z pg ( ) D X 
1 = 1
 5 6 
1=1 
,a6 
< ( 
*
U i P i t + l t 
N
 B 
Ji1UiPi 
No-v taking logarithms to the "base D and Ghen dividing 
by t "both the sides, we obtain 
1 N . u. t+l tn. 
- log ( S pP ( i — ) D 1 ) 
t n i=l x N
 p 
i=l x 1 
a 6 
i e 
t+l . ^ u i p i 
t D H
 R 
^ u.p': 
1=1 
.L? < I (u;pp) + l . t u a ' ' 
This proves the Theorem 2. 
3,3
 : ^ E ^ I J Z E D MEASURE OF USBPI3X INFORMATION 
°J! 9^5^ a M5 TYPE p. 
Let us consider a function 
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i J ¥fP_1 
( 3 . 3 . D H£(U,-P) = logD( i - i ) , 
a
 1-a N
 R 
2 u.pP 
i = l x * 
N 
where a f 1, p > o, a + p > 1 and E p . < 1. 
i= l x ~ 
( i ) When
 we take p = 1, ( 3 .3 .1 ) reduces t o 
( 3 . 1 . 3 ) which i s a measure of useful information of 
order a given by G-urdial and Pessoa (1977). 
( i i ) I f the u t i l i t y aspect of the scheme i s ignored 
by taking u. = 1 for every i , ( 3 .3 .1 ) reduces to 
Kapur ' s (1967) entropy of order a and type p. 
We c a l l (3 .3 .1) as general ized add i t ive useful 
informat ion of order a and_type_ p_. This resembles to 
Kapur' s (1967 ) entropy . 
We fur ther study the r e l a t i o n s h i p between the 
.ii3 given in ( 3 . 1 . 7 ) and the measure Hj*(u;P) under 
the condi t ion 
( 3 . 3 . 2 ) E pP" 1 D x < 1 . 
i= l 1 
For a code to be uniquely dec ipherab le , (3-1 .4) 
N '
 B 
and (3 .3 .2 ) are s a t i s f i e d Simulateneously as Z p.- < 1 
1=1 
for o < p < l ( s e e Hardy et a l , ( 1 9 3 4 ) , s e c t i o n 2 . 7 ) . 
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Now we s t a t e the following theorems ; 
Theorem 3 . For e=.very code whose lengths n , , n 2 , . . . , n N 
s a t i s f y ( 3 . 3 . 2 ) , the average code length s a t i s f i e s 
( 3 .3 .3 )
 t l £ > H^(UJP) , 
where a = ( l + t ) . Equali ty holds i f , and only i f 
a IT ,
 n i 
U i P i .£ u ± P i 
( 3 . 3 . 4 ) n = -log-j) + log-r, 
•" ft T*T 
1 1
 i = 1 X 1 
Proof of the theorem i s s imi la r to t h a t of Theorem 1 
i n s e c t i o n 3.2 of t h i s chapter . 
Theorem 4 . Let n , , ^ , . . . ,nN be the lengths of 
codewords of Theorem 3 , then . I r can be made to 
t u 
s a t i s f y the inequa l i ty 
(3 .3 .5)
 t i £ < HP ( U ; P ) + l . 
Proof i s s imi l a r to t h a t of Theorem 2 given in s e c t i o n 
3 . 2 . 
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3 . 4 . FURTHER STUDY OF MEASURE OF USEFUL INFORMATION 
We s h a l l s tudy a coding theorem of u s e f u l 
i n f o r m a t i o n weigh ted w i t h t h e f u n c t i o n of u t i l i t i e s 
a n d p r o b a b i l i t i e s ; 
l e t us c o n s i d e r a f u n c t i o n 
1-v -1 * V i ^ " " 1 2== (3.4.1) H^(U;PV) =(D " V - I ) " (( i -L.L- )«ZI - i ) , 
N
 6 
Z U.pf 
i = l 1 1 
N 
where a f 1 , v ^ 1 and £ p . < 1 . 
i = l x " 
( i ) When v - 1 ( 3 . 4 . 1 ) r e d u c e s t o ( 3 . 3 . 1 ) 
N 
( i i ) When p = 1, u.. = 1 for each i and E p . = 1 , 
—
 i=l 
( 3 . 4 . 1 ) r e d u c e s t o n o n - a d d i t i v e e n t r o p y due t o Sharma 
and M i t t a l (1975) which i t s e l f i s a g e n e r a l i z a t i o n of 
R e n y i ' s (1961) e n t r o p y . We c a l l ( 3 . 4 . 1 ) a s g e n e r a l i z e d 
non^addJ . t ive_usefu l j i n fo rma t ion . 
Next, c o n s i d e r a f u n c t i o n 
1-v - i
 N
 u
± t+1 tn. T 
( 3 . 4 . 2 ) L P ( V ) = (D - 1 ) ( ( i pft - ) D x ) - 1 ) , 
U
 i=T *• N
 R 
1=1 1 1 
where v ^ 1 , t ^ o. 
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I t i s easy t o see t h a t when v - 1, (3 .4 .2 ) 
reduces to (3 .1 .7) ;when v - 1 and ( 3 = 1 , (3 .4 .2 ) reduces 
to a length discussed by G-urdial and Pessoa (1977). 
We o a l l (3 .4 .2) as general ized non-addi t ive useful 
le ngth. 
We s h a l l e s t a b l i s h a r e s u l t t h a t w i l l in a way 
provide a c h a r a c t e r i z a t i o n of IV* (U,*PV) under the 
c o n d i t i o n ( 3 . 3 . 2 ) . 
Theorem 5. For every code whose lengths ru , r u , . . . , n N 
s a t i s f y (3.3.2)» the a v e r a g e code l eng th s a t i s f i e s 
( 3 . 4 . 3 )
 t I ^ ( v ) > H^ (U,-PV) , 
where a = ( l + t ) ~ . Equa l i ty holds i f , and only i f 
( 3 .3 .4 ) h o l d s . 
Proof. Set t ing i n (2 .2 .2 ) 
B u± " ^ - ) _ n 
x . = pT t ( ) D i 
1 1
 N 
Z u . p f 
i=l x 1 
y i - P i 0 " (^ ) . 
x
 N 
£ u,p| 
i=l 1 1 
- 79 -
p = - t and q « ( ^ ^ ) » we get 
N o U i t+1 t n . f 
( 3 . 4 . 4 ) ( E pP( ) L * ) 
s u .pr 
N £ , ^a+p-1 1 
L u i P i T-a 
> ( >i=l ) 
2 UiPP 
Rais ing both the s ides of (3 .4 ,4 ) to the power 
( 1 - v ) , v / 1 , we have ( 3 . 4 . 3 ) , s ince (D1"^-!) ^ o 
accord ing as v < 1 . The other pa r t of the theorem i s 
easy t o e s t a b l i s h . 
CHAPTER_-_IV 
CHARA.CmIZATI0N_QF_ IMPORMATION 
(THEORETIC-MEASURE) 
4 . 1 . I™ODUGTIQN 
Let a random v a r i a b l e X tal-css v a l u e s (x, , . . . ,x ) 
w i t h p r o b a b i l i t i e s (q- ,»qp». . •> ( ln) e &n a n d l e ' b " t t i e 
r e l a t i v e f r e q u e n c i e s i n an exper iment be found t o be 
(PT t P 2 > » . . » P n ) e ^ • TtLe«- the i n f o r m a t i o n ga ined 
by t h i s exper iment i s g iven by 
( 4 . 1 . 1 ) i n ( p ; Q ) = i n ( ! P 1 , P 2 , . . . , p n ; q 1 » q 2 » . . . » q n ) 
n 
= S p . logp (P-./q, ) , 
which we s h a l l r e f e r to a s K u l l b a c k - L e i b l e r (1951) 
r e l a t i v e i n f o r m a t i o n . The q u a n t i t y ( 4 . 1 . 1 ) i s w i d e l y 
used ( i n the above form or i n some o t h e r form) i n 
Ku11back (1959) , Shannon and Weaver ( 1 9 4 8 ) , Wiener (1961 ) , 
Jayane (1957 ) , T h e i l (196 7) e t c . 
Here t h e c o n v e n t i o n o log o = o i s fo l lowed ; 
a l s o whenever q = o , t he c o r r e s p o n d i n g p . = o , 
i = l , . . , n and a l l l o g a r i t h m s a r e c o n s i d e r e d t o the 
base 2 . This i s i n keep ing w i t h t h e usage of b i t s a s 
u n i t s of i n f o r m a t i o n . 
Renyi (1961) de f ined r e l a t i v e i n f o r m a t i o n of 
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order a "by the quantity 
( 4 . 1 . 2 ) I n ^ p l ' p 2 , * 4 , » p n ; ^ l ' ^ * • • • »1 n) 
= J L log2( Z pj q^ a ) , 
a-1 i=l 
for a f 1, which i s a generalization of (4 .1 .1 ) . 
Rat hie and Kannappan (1972) have given another 
general izat ion of (4 .1 .1) , called directed-divergenee 
of type a given by 
(4.1.3) I^(p1 ,P2» ••• »Pn *» qi»£l2»'"»<ln^ 
a-1 - I n „ .. 
= (2 -1) ( Z p" qV"a - 1 ) , 
i=l 
for a / 1, and characterized i t through a functional 
equation. 
For a - 1 both (4.1.2) and (4.1.3) lead to (4 .1 ,1) . 
Sharma and Autar (1974^ have introduced and characterized 
a generalized r e l a t ive information of type (a,p) through 
functional equation and also through axiomatic method 
given by the quantity 
( 4 . 1 . 4 ) I ^ a , P ) ( p 1 , P 2 , . . . , P n ; cil9q_Z9m..,^n) 
B-a T n
 Q 
= (2 - 1 ) - 1 ( Z pf q?"P -1) , 
i=l 1 x 
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n n 
fo r a f p , a , (3 > o , where Z p . = I q. = 1. I t may 
i = l x i=l x 
be noted that for a = 1 and |3 f 1, (4.1.4) reduces to 
(4 .1 .3 ) . 
la ter on, Sharroa and Taneja (1974) and Taneja (1976) 
have characterized re la t ive information and inaccuracy 
through different methods. 
We take a measure of information of type (a ,p) in 
two probabil i ty d is t r ibut ions P and Q, having the form 
(4.1.5) l£a» ^ ( p 1 , P 2 , . . . , P n ; q1,q2»« "^r? 
=M(a,P) ( £ P? q?"a -1) , 
i=l 
where a f P*a,p > o and jLi(a, p) / o i s an a rb i t r a ry 
constant tha t depends on the parameters a and p. 
In the present chapter, a parametric axiomatic 
character izat ion of information theoret ic measure 
associated with a pair of probabi l i ty d i s t r ibu t ions 
P and Q having the same number of elements has been 
given. This quantity under addi t ional sui table 
conditions leads to a r e l a t ive information of type 
(a,p) due to Sharma and Autar (1974*), to a directed-
divergence function of type p due to Rathie and 
Kannappan (1972), and in par t icular to Kullback-
Leibler (1951) r e l a t ive information. Also i t reduces 
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to inaccuracy of "type (a ,p) s tudied by Sharma and 
Autar (1972) given "by 
(4 .1 .6 ) H ^ a ' ^ ( p 1 , P 2 , . . . , P n ; q 1 , q 2 , . . . , q n ) 
1-p - 1 n
 n e 
= (2 -1 ) ( X p j q | - a - 1 ) , 
i= l x x 
where a 7^  1, p ^ 1 and in p a r t i c u l a r to K e r r i d g e ' s 
(1961) inaccuracy in the l i m i t i n g ca se . Moreover, 
the quan t i ty ( 4 .1 .5 ) also r educes to measure of d i s c r e -
pancy between two popu la t ions . 
4 . 2 . CHARACTERIZATION OF I ^ a , ^ ( p ; q ) I 
We prove the fol lowing theorem ; 
Theorem. l e t Kn : Sn = &n X 6 n - R ( r e a l s ) 
(n = 2 , 3 , . . . ) he a sequence of funct ions of p i ' s 
and q . ' s s a t i s f y i n g the following p o s t u l a t e s \ 
i s continuous funct ion of i t s v a r i a b l e s . 
( i i ) ^mmetry_ : K^a*P' ( p ^ P ^ t . . . , P n ; q 1 » q 2 » . • • »qn) 
i s symmetric for any permutat ion of elements 
i n P followed by the same permutat ion of 
elements in Q. 
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( i i i ) Genera l i zed Branching P r o p e r t y *, 
Kn+1 ^ p l , p 2 ' • • • » % - ! » u i l » u i 2 ' p i + l » • • •» p n » 
q 1 , q 2 > . - . » ^ J L _ I » v i l » v i 2 , q - i + l > * - "^n) 
= 4 a ' ^ (p ,Q) 
+ Pa a^ a K ^ P ) ^ ^ -i? -Ii i 1*^ 
Pi P ± q± q± 
where u . , + ^ i 2 = P i > ° 
v i l + v i 2 = * i > o j 
» i l»^-»• • • »n. 
Then v/e have 
( 4 . 2 . 1 ) ^ a ' P ) ( P l , p 2 , . . . , p n ; q i , q 2 , . . . , q n ) 
n 
= tf(a,0)( E p j q ^ a -1) 
i= l x 1 
F i r s t we prove the fol lowing- lemmas ; 
Ie_mffla 1 ; I f u, > o, v , > o , K = 1 ,2 , . . . , m, 
m m 
>o f o r every 
c=l * x k=l ^ 1 
i = l f 2 , . . . , n, then 
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(4.2.2) Kn+m-l(pl'p2'--"Pi-l'ul'U2'---'ua'pi+l»--"Pn; 
( a , (3) 
= Kn ( p 1 f P 2 » . . - » p n » q . i » q 2 » . . . » q n ) 
+ p i q i % ^ — ' — • • • • ? — * — * — > . . . » 
Pi P i P i d± q ± 
v 
» • • • » —-—-—— y . 
The proof of t h i s lemma f o l l o w s i n t h e way of t he 
proof of Lemma 4- i n t h e paper by Sharma and Tane^a ( 1 9 7 4 ) , 
t h e proof i s s i m p l e . 
m. 
l 
Lemma. 2 ; I f u±;. > o , 3 = 1 , 2 , . . . , m 1 , E u ^ p ^ o , 
„ m. 
n
 1 S p . = 1 and v . . > o, j = 1 ,2 , . . . , m , , Z v . . = q . > o, 
i = l •*• i j i ^ ^ I J 1 
n 
i - 1 , 2 , . . . , n , E q. < 1, t hen 
i = l 1 " 
(a»P) 
( 4 . 2 . 3 ) E in 1 +m 2 + # . .+n i n ( u l i> •• - ^ l n ^ » • • • » u n l » ' • • »unmn ' 
v l l » " • » v l m 1 , " " v n l , , " , v m i ^ 
= K^ a ' ^ - ( p 1 , P 2 , . . . , P n ; q 1 , q 2 ' - - » ( l n ^ 
.
 p i q i *m4 *• » . . . » — - - 1 , . . . » ) 
1=1 1 P ± V± q± q ± 
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When m i = m f o r a l l i = 1 , . . . , n , ( 4 . 2 . 3 ) r e d u c e s t o 
( 4 . 2 . 4 ) E ^ - P ) ( u n ^ u n l ) . . . , u m ; 
v l l " - • » v l m ' 4 " ' v n l ' •• " v n m ^ 
n 
= K ^ a » ^ ( p 1 > p 2 , . . . , p n ; q 1 , q 2 , . . . , q n ) + S ^±q.^a 
, » i l ttim V i l Vim 
K ( a , P ) / • • • . \ 
P ± P ± q ± q ± 
Proof d i r e c t l y f o l l o w s from p o s t u l a t e ( i i i ) . 
Lemma 3 * Let 
(cc,j3) -, -, -, -. 
( 4 . 2 . 5 ) ^ ( m , r ) = K ( ± , . . . , ± ,' £ , . . . , * ) , 
f o r 1 < m < r | 1 < n < s where m , n , r and s a r e p o s i t i v e 
i n t e g e r s , t h e n 
( 4 . 2 . 6 ) y ( n m , r s ) = <^  ( n , s ) + ( | ) a ~ ( | ) ^ (m, r ) . 
Proof : Taking 
1 1 
u . . = — , v . . = ; i = l , 2 , . . . , n ; 3 = l , 2 , . . . , m 
x
* mn J r s 
u . . = o o the rwise , 
ID 
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and q. = = , i = 1,2,..., n in (4.2.4) and using 
(4.2.5), we have 
(4.2.7) ^(mn,rs) = (/Kn,s)+ ( 1)"" (1) " a^(m,r), 
from which the lemma fo l lows . 
Lemi^ 4 : If a ^ p, a , p > o , then 
(4 .2 .8 ) (^(m,r) = ,a(a,p) (( i ) " " ( i ) P ~ ° - D , 
where |U(a,p) / o i s an a r b i t r a r y constant depending 
on the parameters a and (3. 
Proof : From pos tu la t e ( i i ) , the symmetry of 
K ^ a » ^ , (4 .2 .7) can be wr i t t en as 
( 4 . 2 . 9 ) (jJ"(nm,rs) = ^/(nm, s r ) 
n a-1 - 8-a 
= jp(m fr)+(£) <|) ( ^ ( n , s ) . 
On comparing ( 4 . 2 . 7 ) and ( 4 . 2 . 9 ) , we get 
iff (m,r) V ( n , s ) 
_.
 s = / j ( a ,p ) ( s^y) , 
which gives for m < r 
- 88 -
T a—1 -i (3—a 
( 4 . 2 . 1 0 ) (^ (m, r ) = ^ ( a , p ) ( (±) (±) - 1 ) , 
When m = r and p = 1 , we have ( ^ (m , r ) = o . 
This p roves the Lemma 4 . 
|£oof_of_the__thegrem *. 
We prove t h e theorem fo r r a t i o n a l s and t h e n 
c o n t i n u i t y (axiom ( i ) ) g i v e s the r e s u l t fo r r e a l s . For 
t h i s l e t m,r . and t . be p o s i t i v e i n t e g e r s such t h a t 
n 
r < t , i = 1 , 2 , . . . , n J Z r . 1 1
 ± = 1 l 
r t . 
Now,if we put p . = — , q = - - , 1 = 1 , 2 , . . . , n , 
m x r 
n 
where £ t . < r , t h e n by us ing Lemma 2 
i = l 1 " 
(4 2 ll) K^ '^C - - 1; 1 1 Iv 
^
, d , u ;
 n^ v m' m , • ' • , m' r> ! •» • • ' • ' r ; 
n 
+ 
i= 
z p a a P - ^ T r ^ f 3 ^ 1 x 1 .1 1_ 
^
 pi *± ' *n ^r j , r i ' , , , ^ , f j»€ j f ••» 
Applying ( 4 . 2 . 5 ) i n ( 4 . 2 . 1 1 ) , we get 
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(^(m,r) = K £ a r ^ ( p v P 2 , . . . , p n ; q1»q2»...»qn) 
or 
K ^ a > ^ (PX»P2» - . . .»P nJ I x * ^ * ' * " q n ^ 
= (f/(m,r)-Z pj qf"a If ( r ± f t ± ) 
, a-1 -, p-a n p? q< 6-a 
=/4«,P) ((1) (J) - 1 - 2 ( — i-)( —=) 
m r
 i=l _a-l t±. r i x 
n 
+ I pj qfa ) 
= tfatp) ( ? P? q f a - l ) . i=l x 
From ( 4 . 2 . 1 ) , we have 
(4 .2 .12 ) I^ a ' P ) (P , -Q) = jU(a,P) ( E p? q | " a - 1 ) , n
 i = 1 I I 
This proves the theorem. 
Par t i cu la r^Cases : 
(a ) Measure (4 .2 ,12) under the cond i t ion 
T ( a , P) /-i 1 1 i •= n 
reduces to 
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(4.2.13) I ^ a , P ; ( p 1 , P 2 » . . . » P n ; Q.1*(l2"-"^ 
a-(3 -1 n
 R 
= (2 -1) ( I p" qP"a - 1 ) , 
i=l 
which is (4.1.4) . If p = 1, (4.2.13) reduces to (4 .1 .3) . 
Now if p = 1 and a - 1, (4.2.13) reduces to 
(4.2.14) I n(Pi»P2' •••»Pn5li»<l2'* *"qn^ 
n 
= E p. log2 ( p . / ) , 
i=l 1 d 1 q i 
which i s Kullback-Leihlerfe(1951) re la t ive information 
measure, characterized by Campbell (1972), Hobson (1969), 
Kannappan (l972),B&thie and Kannappan (}.972), Sharma 
and Autar ((1972), (1974^) e t c . 
(a_) Lfeasure (4.2.12) under the condition 
x(a,P) ( 1 1 . 1 1 ) B , 
reduces to 
(4.2.15) I n a , P ) ( P ! » P 2 Pn » ^ l ' ^ " * " ^ 
l-(3 -1 n „
 R „ 
= (2 -1) ( Z p« q|~a - 1 ) , 
1=1 1 X 
which is (4 .1 .6) . 
- 91 -
When a. = 1 and (3 -* 1 , we g e t 
(4.2.16) 1n(Vi>V2' , * " p n ; q l ' q 2 ' ' ' ' ,qn^ 
n 
= - S p. log9 q, s 
i=l x ^ x 
which is Kerridge (1961) inaccuracy measure and i t has 
been studied by Kannappan (1972), Sliarma and Autar (1974$. 
(a,) I t is interesting to note that measure 
(4.2.13) for a = 2 and p = 1 reduces to 
(4.2.17) I i 2 , 1 ) (P i»P2»- -"P n ; ^ l ' ^ ' - ' - ^ n ^ 
= (? (pf / ) -1), 
i=l 1 q i 
which is a measure of discrepancy between two discrete 
population P and Q. 
CHAPTER - V 
PtRTHE^._HEASURES_OF _IKFQRM^IION 
5 . 1 . INBtQDUCTION_ 
Vajda (1970) h a s i n v e s t i g a t e d t h e p r o p e r t i e s of 
e n t r o p y of o rde r a fo r two p r o b a b i l i t y d i s t r i b u t i o n s p 
and Q i n c o n t i n u o u s case over the same measurab le 
space and he has e s t a b l i s h e d t h e r e l a t i o n s h i p be tween 
H (PfQ) and Bayes f r i s k where 
( 5 . l » l ) H a ( p ; q ) = / P a q1-*a d/i, a e ( 0 , 1 ) , 
p , q be ing the Radon-Nikodym d e n s i t i e s of p r o b a b i l i t y 
d i s t r i b u t i o n s p and Q on measurable space (X,X) 
w i t h r e s p e c t t o a n o t h e r (domina t ing) p r o b a b i l i t y 
d i s t r i b u t i o n [i on (X, X ) . Ha(p>*Q) w a s s imply 
c a l l e d a - e n t r o p y . 
Por d i s c r e t e p r o b a b i l i t y d i s t r i b u t i o n s P = (p-, , p 2 » . . . 
p n ^ e 6 n a n d Q = ^ i * ^ " - * , q n ^ e 6n» ^ d e f i n e 
( a , p ) - i n f o r m a t i o n a s 
( 5 . 1 . 2 ) D (P;Q) = Z p j qf" a , 
n
 1^1 1 1 
where a / p , a,p > o, 
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In this cUapocr, we will give a characterization 
0f D^a,P'(p;Q) through certain axioms and discuss 
some of i t s special cases such as Matusita (1967) 
distance and Bhattacharya (1945-46) distance. 
5.2. CHARACTERIZATION OP D^a»^(P;Q) 
I 
We prove the following theorem. 
Theorem ; Let Kn : Sn = 6n X 6n -—> R (reals) 
(n=2,3, . . . ) "be a sequence of functions of p . ' s and q. ls 
satisfying the following posulates ; 
(i) Symmetry ; K, is symmetric in pairs {Pj><lil 
i = 1,2,3. 
( i i) Normalization ; K2 ( l,o,* \f | ) = 20c~f3 
(iii)Branching_Prop_er^; ; 
Kn(P1,p2».. .'»pn;q1»q2,.. .»q.n) 
= Kn-l (pl+p2» P '^ ' V q l + q2 ' ^ ' *qn ) + ( V 3 ^ " 
. (q- i+qo) ( K 2 ^ — — > >'—* * )-D» 
Pl+P2 Pi+P2 ^ l " ^ ql+cl2 
for a l l n > 2, P-L+P2 > ot cu+q2 * °* 
(Postulate ( i i i ) explains the desired nature of combi-
nations of the measures to "be taken when the union of 
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two mu tua l l y e x c l u s i v e e v e n t s a r e c o n s i d e r e d . ) 
The measure of (a , P ) - i n f o r m a t i o n d e f i n e d i n 
( 5 . 1 . 2 ) i s un ique ly de te rmined "by t h e above p o s t u l a t e s . 
F i r s t we prove the f o l l o w i n g lemmas \ 
Lemma 1 . Let 
( 5 . 2 . 1 ) h ( r , s ) = K 2 ( r , l - r , s , l - s ) - l , f o r r , s e i = [ o , l ] . 
Then 
( 5 . 2 . 2 ) h ( r , s ) = h ( l - r , l - s ) ; r , s e I . 
Proof : Prom p o s t u l a t e ( i ) f o r n = 3 , we g e t 
( 5 . 2 . 3 ) K5(P1»P2>P3»"qi»<l2 ,q-3^ = ^ ^^l*^'1^'^!*^ ' 
where P - L + P ^ P ^ = q 1 + q 2 +q3 = 1 . 
Apply ing p o s t u l a t e ( i i i ) , ( 5 . 2 , 3 ) "becomes 
K2 ( p 1 + P 2 f P 5 ; q 1 + q 2 » ( l 3 ^ + ^ ) l + p 2 ^ ^ i + ^ 2 ^ 
(K o(-i^, *2 ;Jl— , -X- ) i ) 
C p l + p 2 ' p l + p 2 q l + q 2 q l + q 2 
= ^ ( p ^ p ^ p ^ ; q 2 + q l f q 3 - ) 
p -a p2 p l <*2 q l 
+ (p 2 -*-p 1 ) a (q 2 + qi ) (x>< , ; , ) - D , 
P 2 +P 1 P 2+P x q2+qx q2+qx 
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Pi P2 *L q2 
(5.2.4) K2(- , — ; — #--' ) 
pl + p2 Pl+p2 ql+q2 ql+q2 
P2 PX q2 qx 
= K p ( > •- » > ""/ t 
P 2 + P X p2+Px q2+qx q2+qx 
Substi tuting 
p l q l 
r = and s = i n ( 5 . 2 . 4 ) , we g e t 
p 1 + p 2 q 1 + q 2 
Kg ( r , l - r ; s , l - s ) = K 2 ( l - r , r , ' l - s , s ) . 
i . e . 
h ( r , s ) = h ( l - r , 1 - s ) , u s ing ( 5 . 2 . 1 ) . 
This prove s t h e lemma, 
Lemma 2 . h ( r , s ) s a t i s f i e s t h e fo l l owing f u n c t i o n a l 
e quat i on 
a (3-a u v 
( 5 . 2 . 5 ) M r , s ) + ( 1 - r ) ( 1 - s ) h ( , ) 
1-r 1-s 
= h ( u , v ) + ( l - u ) ( l - v ) h ( ~ , ) , 
1-u l - v 
f o r r , s , u , v 6 [ o , l ) and r+ u< 1 , s + v < 1 . 
Proof *. From p o s t u l a t e ( i ) f o r n = 3 
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K 5 ( p 1 , P 2 , P 5 ; q 1 , q 2 , q 3 ) ~ K 3 ( P 3 »P2 ^ 1 ^ 3 *^2 , q l ^ 
Nov/ u s i n g "branching property for n = 3 , we ge t 
a p-a 
( 5 . 2 . 6 ) K 2 ( p 1 + p 2 , p 3 ; q 1 + q 2 , q 3 ) + ( p 1 + P 2 ) (q 1 +q 2 ) 
P l ^ ?2_. q l _ _q2__^ _ x / 
p~a 
p l + P 2 p l + P 2 q l + q 2 q l + q 2 
=K2 (p 3 +P 2 , Px ,*q3+q2, q-j_)+ ( P 3 + P 2 ) (q 3+q 2) 
,
 P
^
 P2 q3 q2 x 
P3+P2 P 3 + P 2 <13+Cl2 q 3 + q 2 
or 
a p-a 
( 5 . 2 . 7 ) K 2 ( l - p 3 , p 3 ; i - q 3 , q 3 ) + ( l - p 3 ) ( l - q 3 ) 
I -P3 I-P3 l - q 3 ^ 
p-a 
« K 2 ( l - p 1 , P i ; i - q 1 , q 1 ) + ( l - p i r ( l - q 1 ) 
P3 P2 ^3 ^2 
(K2( , ; , )-i), 
0
 1 -1^ 1 - ^ l - q x l - q x 
3 3 
a r S p . = £ q, = 1 . 
i - 1 x i=l x 
New by put t ing p 3 = r , q, = s , p^ = u and q^ = v i » 
( 5 . 2 . 7 ) , we g e t 
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a p-a 
K 2 ( l - r , r ; i - s , s ) + ( l - r ) (1-s ) 
u u v v 
( K 2 ( T ~ 5 1- T - - ; i : : - , i _ - - - ) * . 1 ) F K 2 ( L * - U , U ; 1 - V , V ) 
p-a r r s s 
+ ( l - y . ) a ( l - v ) { ^ ( ^ ^ l ^ - - ^ - ^ - T - - ) - l ) . 
Using ( 5 . 2 . 1 ) , we have 
a p-a u v 
h ( l - r ; i - s ) + ( l - r ) ( i - s ) h ( , ) 
1-r 1-s 
a P-a r s 
= h ( l - u , l - v ) + ( l - u ) (1-v) h ( — - , ) .. 
1-u 1-v 
Fur the r using (5 .2 .2 ) we get ( 5 , 2 . 5 ) , 
This proves the Lemma 2. 
Lemma 3 . h ( r , s ) s a t i s f y i n g the funct iona l 
equa t ion ( 5 . 2 . 5 ) , i s uniquely determined as 
a p-a a p-a 
(5,2.. 8) h ( r , s ) = C (r s + ( l - r ) ( l - s ) - l ) , 
for r,s e l , 
where C i s a cons tant to be determined by nornal iz iw 
condit ion ( i i ) . 
Proof : Pu t t ing 
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U V 
—— = x , = x , 1 - r = y_ and 1-s = j 0 i n 
1-r L 1-s d ' L . <L 
( 5 . 2 . 5 ) , we g e t 
( 5 . 2 . 9 ) M l - y ^ l - y ^ + y J y | " a h ( x 1 , x 2 ) = h ( x 1 y 1 , x 2 y 2 ) 
a p-a l-y-, 1-y-
+ ( l - x y ) ( l - x ? y 2 ) h ( — - ± ~ , - & - ) , 
l ^ i y i l - x 2 y 2 
f o r
 y i e ( o , l | , x ± e | o t l ] , x i y i ^ 1 ( i = l , 2 ) . 
Using ( 5 . 2 . 2 ) i n ( 5 . 2 . 9 ) , we g e t 
a (3—a 
( 5 . 2 . 1 0 ) h ( y 1 , y 2 ) + y 1 y 2 h ( x - L , x 2 ) = } i ( x 1 y 1 , x 2 y 2 ) 
a p-a 1""yI 1 ~ y 2 
+ ( l - x y ) ( l - x ? y p ) h ( , ) 
1
^
x
1 y 1 i - x 2 y 2 
Now c o n s i d e r the f u n c t i o n 
a p-a 
0 . 2 . 1 1 ) g ( x - L > x 2 j y 1 , y 2 ) = h ( y 1 , y 2 ) + ( y 1 y 2 
a P—a 
+ ( 1 ^ ) d - y 2 ) . ) i i ( x 1 , x 2 ) , 
f o r x 1 , x 2 , y 1 , y 2 e ( o , l ) . 
We w i l l snow t h a t gv^n » x 2 ' ' y l > y 2 ^ *-s s y m m e ' t r i c i*1 p a i r s 
( x ^ , y ^ ) and ( x 2 , y 2 ) . I n t e r c h a n g i n g t h e y * s and x f e i n 
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( 5 . 2 , 1 0 ) , we ge t 
a P-a 
( 5 , 2 . 1 2 ) h ( x 1 , x 2 ) + x 1 x 2 h ( y 1 y 2 ) = h ( x 1 y 1 , x 2 y 2 ) 
D l -x n l - x_ 
a {3-a 1 2 
+ ( l - x y n ) (1-x^yp) h ( , ) . 
1
 ^ l ^ l ^ ^ 
Nov/ s u b s t r a c t t he r e s p e c t i v e s i d e s of ( 5 . 2 . 1 2 ) 
from ( 5 . 2 . 1 0 ) , t o o b t a i n 
a p-a a g_ 
h ( y 1 , y 2 ) + y 1 y 2 h ( x 1 , x 2 ) - 0 i ( x 1 , x 2 ) + x 1 x j p M y 
a p-a 1-y-. l - y 9 
= ( l - x y ) ( l - x ^ 2 ) (h( -5=-, £ - ) 
1 1
 ^ l ^ l 1 - X 2 ^ 2 
1
"
X 1 1-x, 
That i s 
1
~
x l y l 1-x ^ 2 
a p-a 
( 5 . 2 . 1 3 ) h ( y 1 , y 2 ) + y 1 y 2 h ( x 1 , x 2 ) = h ( x 1 , x 2 ) 
a p-a a P-a 
+x x x 2 h ( y 1 , y 2 ) + ( l - x 1 y 1 ) (l-XgVg) 
l - y x l - y 2 1 - X i 1 - X 2 
l -x^^ l -x^ l - x ^ ' l - x ^ 
i-y. 
Setting y. = ----* (1=1,2) in (5.2.10), we get 
1
 ^ i ^ i 
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1-y. l - y P l-y-i . a l - y ? 8-a 
1 _ X l y l 1 " x 2 y 2 1 " X l y l 1"0 C2y2 
( l - y 1 ) x 1 ( l - y 2 ) x 2 
1
-
X l y l ' 1 _ X 2 y 2 
^ l ^ l a ( l - y 2 ) x 2 p _ a 
+ (1 _ ) . ( i _ ) ' h ( y , , y ? ) . 
1 _ X 1 7 1 ~L-*2y2 
Using ( 5 . 2 . 2 ) i n ( 5 . 2 . 1 4 ) , v/e g e t 
1-7-. i-7o i - y . 1-7. J l J 2 i a z p -a 
h ( - , X ) ( ) n(x1 5x2) 
1 _ X l y l 1 " X 2 7 2 1 _ X i y l 1 - x 2 y 2 
i 
1
""
x l a 1 _ X 2 . P - a 
, )+( ) ( ) h ( y , y 2 ) , 
"
X i y l 1 -"x2y2 1 ~ X l y l 1 ~ x 2 y 2 
o r 
l - y x l - y 2 1 ^ l - x 2 
* i"~y/ilx2y2 ^ V i ' 1-x2y2 
o r 
( 5 . 2 . 1 5 ) 
1
~
x l a 1 " X 2 p-a 
= ( ) ( ) h ( y l t y 2 ) 
1
"
x l y l 1"*X2y2 
.
 1
"
y l a ^ 2 fl-a 
- ( ) ( ) r h ( x , , x 2 ) , 
l-x-,y-, l-x„y0 •*• ^ l y l 
a 
:&2 
p-a ^ l X - y 2 
(1-ac.y.,) (1 -x^yp) (h( , ) 
1 1
 ^
2
 i ^ y - L i - x 2 y 2 
1-x, 
-h(—X, ~^-)) 
1
~
x l y l l - x £ y 2 
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f3-a a p-a 
= ( l - x 1 ) a ( l - x 2 ) h ^ ^ ^ - d - y - j ^ ) ( l - y 2 ) h ( X l , x 2 ) . 
Thus e q u a t i o n ( 5 . 2 . 1 3 ) and ( 5 . 2 . 1 5 ) give 
h(y1#y2)+y1 y2 h(x1,x2)=h(x1,x2)+x1xP~ah(y1,y2) 
+ ( l - . X l ) a ( l - . x 2 ) h ( y 1 , y 2 ) - ( l - y 1 ) ( l - y 2 ) h ( x ] f , x 2 ) , 
i . e . 
i * e . 
i.e. 
i . e . 
y l y | " a h ( x 1 , x 2 ) + ( l - y 1 ) ( l - y 2 ) h ( x 1 , x 2 > - h ( x 1 , X 2 ) 
=x^ x 2
3
-
a h ( y 1 , y 2 ) + ( i - x 1 ) ( l - x 2 ) b ( y 1 , y 2 ) - h ( y 1 , y 2 ) > 
h ( x x , x 2 ) ( y « y | - ° c + ( l - y 1 ) a ( l - y 2 ) | 3 " " a . l ) 
= n(y1,y2) (xj x|-a+(i-x1)a(i-x2) ~a-i) , 
fcCy., , y 0 ) 1 , J 2 -
(yJsr|-a+(i-y1)a(i-y2)P^-D 
h ^ , x 2 ) ' 
(xj xP-a+(i-x1)aa-x2)Fa-i) 
( 5 . 2 . 1 6 ) h C y ^ ) = C( y f y l ^ + U - y ^ d - y , , ) " - ! ) , 
where C i s c o n s t a n t depending on the p a r a m e t e r s a and p . 
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Now on using the normalizing cond i t ion given in 
p o s t u l a t e ( i i ) , C must "be equal to 1 and (5 .2 .16) reduces 
t o 
(5 .2 .17) h (y 1 # y 2 )= yf y | " a + C i - y 1 ) a ( l - y 2 ) ~" - l , 
f o r y 1 , y 2 s^0'1) t 
i . e . 
(5 .2 .18) K 2 ( y 1 , l - y 1 ; y 2 , l . y 2 ) = y J y ^ + ( l - y - L ) a ( l - y 2 ) ° . 
We observe t h a t K2 (y, ,l--y, ,*y2 j l - ^ ) = ^» whenever 
y , = y2 which implies tha t the measure of (a , |3)-inf ormation 
i s maximum when the p robab i l i t y d i s t r i b u t i o n s P and Q 
c o i n c i d e . 
Fur ther we have t o show t h a t (5 .2 .17) can be 
extended t o y - , ^ 6 [©t 1 ] . ^ (5 .2 .5 ) s e t t i n g r = o 
and v = o, we get 
P«»a a 
h(o,s)+(l-s) h(u,o) =h(u,©)+(l-u) h(o,s), 
i.e. 
Q—fY 
(5.2.19) ((l-u)a-l)h(o,s)=((l-s) -l)h(u,o). 
Since u's are arbitrary in Q),!), (5.2.19) gives 
(5.2.20) h(o,s) *C 1((l-s) -l ) , 
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h(u,o) 
'1 where C, = --*— is constant not involving s. ( d - u ) a - i ) 
But h(o,s) = h ( l f l - s ) , (according to 5 .2 .2 ) . Therefore 
replacing s by ( l - s ) in (5,2.20) , we get 
p-cc 
(5.2.21) h ( l , s ) = (^(s - 1 ) , for s € ( o , l J . 
Also, i t i s evident from (5.2.20) and (5.2,21) that s nay 
he taken as o in (5.2.20) and as unity in (5 .2 .20) . Now 
s+v < 1 ( as in 5.2,5 ) . Take s + v = 1 and since 
s e ( o , l ] and v = 1 , we have s = o and (5.2.21) reduces 
to 
(5.2.22) h ( l ,o ) = C^C-l) . 
Similar r e s u l t i s easi ly obtained for unity and 
zero in h( ) . Hence, in general using (5 .2.2 ) , (5 .2.1;.') 
and normalizing condition given in postulate ( i i ) , we have 
(5.2.23) h ( x l f x 2 ) . x j x P ^ + d ^ ) ( l -x 2 ) - 1 , 
for x i r x 2 € I , 
Thus we have 
(5 .2 .24) . K 2 (x 1 , l - .x 1 , -x 2 f l -x 2 )*x^x | - a +(I-x 1 ) a ( l -x 2 ) , 
for x_, x2 £ I . 
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This proves the Lemma 3. 
S:£^ ,of _fche_Theorem. By repeated appl ica t ion of 
the postulate ( i i i ) , we get 
(5.2.25) Kn(p l fp2 P ^ q ^ q g , . . . ^ ) - ! 
n
 a P*"", P< P.t q- a . 
J-™*- P . . " D n r\ P< Q-- QH 
where 
P t * V"P2 + l « - + Pi 
Q< q!+q2 + . . .+ q± I V i - 1 „ 2 , . . . ,
 n . 
Sine l*e Kj.Oi.l-^ .-jrg.W.,)- y« yf^U-^ft-r,)""", 
we g e t 
K n ( p 1 , P 2 , . . . , p n ; q 1 , q 2 , # # # > q n ) _x 
1
 ^
 P i Q± P i Q± 
n 
^
 p i *i - 1 (since Pn = Qn = D 
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i . e . n a fi— 
K n ( p 1 , P 2 , . . . , P n ; q 1 , q 2 , . . . , q n ) = i 2 i P i q f ^ 
This comple tes t h e proof of t h e theo rem. 
P a r t i c u l a r c a s e s of D ^ a , ^ ( P , * Q ) 
( a x ) I f we take o » | » P = x t h e n D ^ a ' ^ ' ( P ; Q ) r e d u c e s t o 
( 5 . 2 . 2 6 ) D ^ 2 ' 1 ( P ; Q ) = z
 P p o1/2 , 
which i s a measure of a f f i n i t y "between t h e d i s t r i b u t i o n s 
P and Q and the M a t u s i t a (1967) d i s t a n c e M ^ ( P ; Q ) t a k e s 
t h e form 
( l A . l ) 
( 5 . 2 . 2 7 ) M n (p ;g) = 2 ( 1 - D n d ( P ; Q ) ) . 
( ! / ? , ! ) 
( a 2 ) The q u a n t i t y - l o g 2 ( D n (P,*Q)) i s a measure 
of d i s t a n c e proposed by B h a t t a c h a r y a ( 1 9 4 5 - 4 6 ) . 
5 . 3 . INFORMATION_MffiQRETICJSEASTJRE 
I n t h i s s e c t i o n , we c o n s i d e r t h e g e n e r a l i z e d 
f u n c t i o n a l e q u a t i o n i n t h r e e v a r i a b l e s d e f i n e d a s 
m n m n P-aoc-p 
( 5 . 3 . 1 ) Z J P ( x j i , « i v 1 , s i t > Z I x . u . s . F ( y . , v . 
m n X-o 6~A 
+ S z y , v . t P f r . j U ^ s , ) , 
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ra r± n 
f o r x . , y , u . , v . , s , t > o , 2 x . = E ^ = 1 , 2 u±< 1 , 
a- 3 i 3 1 J i = l 1 j = l 3 1=1 x 
n m n 
E v . < 1 , E s . < 1 , and E t . < 1 , where a l l t h e 
j = l D ~ i=l x ~ j = l 3 " 
a, P, 6 and X are parameters. 
If F is the continuous function satisfying functi 
equation (5.3.1) under soiro suitable conditions, ther 
define information measure associated with discrete 
probability distributions P, Q and R as 
n 
(5.3.2) I (P ;Q ;R) .= E P (p 1 ? q i t r , ) . 
i = l i l l 
Theorem 1. The only continuous solution of the 
functional equation (5.3.1) is 
p-oc a-p X-6 6-X 
(5.3.3) ?(p,q,r) = |U(p(q r -q .r )) , 
where |U is a constant depending on the parameters 
a, p, 6 and X such that a f p and 6 f X. 
Proof : Let n^n^h^c and d be the positive 
integers such that 1 < m < a, c and 1 < n < b, d. 
Now set ting 
x i = i' u i ^ i > s i = 1 (i=1 ? - - " m> 
y3 =n> vj = £> *j = \ (0=1,2,..., n) 
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in equat ion ( 5 . 3 . 1 ) , we ob ta in 
1 1 1 . , . , _ - _ (3-a
 n a 
nm F ( ~ , - , _ ) = mn F(±, ^ ) « 1 ) ( | ) A) 
mn a t c d n D a m a c 
i . e . 
I l l T -, p-a T a-p I T T ( 5 . 3 . 4 ) F ( ~ , ~ , - - ) = ( i ) ( | ) (1) P F ( l f £ , £ ) 
m n a b c d m a c n o a 
By p u t t i n g 
5 = p > n = f ' I = *» I = r ' \ = «» 3T = h *» 
( 5 . 3 . 4 ) we get 
p-a a-H 
F ( p f , q g , r h ) = p q r F ( f , g , h ) 
+ f g X - 6 h 6 - X P ( P , q , r ) . 
Since (due t o symmetry p£op_err*ty) , we have 
F<pf,qg-,rh) - F ( f p , g q , h r ) , 
P-a a-p X-6 6-X 
p q r F ( f , g ,h )+ f g h F ( p , q , r ) 
p-a a-p X-6 6-X 
• f g h F (p ,q , r )+p q r F ( f , g , h ) 
X-6 6-X p-a a-p 
o r F ( p , q , r ) ( f (g h -g h )) 
r
^ ( f , g , h ) ( p ( q X " 6 r 6 " X - q P ^ r ^ P ) ) , 
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o r 
F ( p , q , r ) 
j3-a a-p X-6 6~X 
p(q r - q r ) 
F( f ,g ,h) 
p-a a-p X-6 6-X 
f(g h -g h ) 
i . e . 
( 5 . 3 . 5 ) 
M (say) 
p-a a-p X-6 6-X 
F ( p , q , r ) = /j(p (q r -q r )•). 
The solution (5.3.5) can a lso be extended t o the 
case when p,q and r are r a t iona l numbers. For t h i s , l e t 
* 
x = S (m < n) , y = E (p < q),u = E,(p* < q*) 
q
 q 
Choose integers K and K* suff ic ient ly large such that 
q(n-m) 
m < Kp, K*p*«, n < Kq, K*q* ; < K 
n(q-p) 
q*(n-m) 
and ( ) < K*. 
n(q*-p*) 
S e t 
(5 .3 .6) 
m _ 
x l n >x2 x3 
i y r y 2 s 
= x 
= y 
n-m+l n 
= 1 
m m. 
! U l = q ' U2. = U3 = ' • • -=un-in+l = 3T 
v l = v2 ~Ym p£ 
; s l " ^ ' S 2 " s3 = • • • " Sn-m+l~ ~ nK* 
i * l - "2 tn = .= t m 
« -1— 
p*K* 
Taking m as n-m+l and n as m in equation (5 .3 .1 ) , 
we get 
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i l l 1 1 1 
n
 ^ q*K* mn npK np*K*^  
= ((^)(£) (--) P + (n -u ) ( i ) ( M ) P (—) )X n q
 q * n m ^ ^ 
T 1 1 -, 1 X-6 1 6-X 
m F ( | , - , ) + m ( | ) ( - ) ( ) X 
m
 pK p*K* m pK p*K* 
CF(2, E, 2-)+ (n-m) P (L - - , — - ) ) . 
n q q* n nK nK* 
Now (5.3.7) alongwith (5.3.3) gives 
*<S, £ £T) = M ( ( 2 ) ( ( 2 ) p - a ( £ r ) a - p 
n
 1 q* n q
 q * 
_ X-5 ~ 6-X 
- (£) (2-) >; , 
0- q* 
i . e . 
p-a a-p X-6 6-X 
(5.3.8) P(x,u,s) = /l(x (u s _
 u s J), 
for a l l rationals x,u, s € £o , l ] . 
From the continuity of P i t follows that (5.3.8) is 
valid for a l l real numbers x,u, s e [p,l]> 
Theorem^. Corresponding to the continuous solution 
(5.3.5), the information theoretic measure associated 
with the distribution P,Q and R is 
P,X 
( c) of-p 6--X--1 n _ . 
(5.3.9) I a ' 6 (P;Q;R)=(2 ^ ) ( E p . q ^ r ^ P 
JJ- i~l 
- 2 p . q ^ 6 r f X ) . 
i = 1 l l l 
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Remark : If the original and f ina l predictions are the 
same then the information improvement i s zero. In mathe-
matical terms i t means 
n In(P,Q,R) =.S F C p ^ q ^ r ^ = o , 
whenever q. = r . for a l l i . Therefore from (5 .5 .9) , 
I n a ' 6 (P?Q?R$ = o. 
The quantity (5.3.9) may "be called type (a,p,6,X) 
information improvement. 
We add an addi t ional condition which in a way 
determines the unit of the measure, i . e . 
(5.3.10) I (1 , £,1) = F ( l , £,1) = 1 . 
Proof 0f_the_theorem2: Equation (5.3.5) for 
F ( l , | , 1 ) = 1 yields 
1 
(5.3.11) H « ( ) . 
Therefore (5.3.9) follows from (5 .3 .2 ) , (5.3.5) and 
( 5 . 3 . H ) . 
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