Abstract. The traditional wind turbine fault monitoring is often based on a single monitoring signal without considering the overall correlation between signals. A global condition monitoring method based on Copula function and autoregressive neural network is proposed for this problem. Firstly, the Copula function was used to construct the binary joint probability density function of the power and wind speed in the fault-free state of the wind turbine. The function was used as the data fusion model to output the fusion data, and a fault-free condition monitoring model based on the auto-regressive neural network in the faultless state was established. The monitoring model makes a single-step prediction of wind speed and power, and statistical analysis of the residual values of the prediction determines whether the value is abnormal, and then establishes a fault warning mechanism. The experimental results show that this method can provide early warning and effectively realize the monitoring of wind turbine condition.
Introduction
Wind energy has played an increasingly important role in the world energy structure in recent years, which results in the rapid development of wind power equipment. Statistically, the installed capacity of global wind turbines has increased from 24 GW in 2001 to 433 GW in 2015. According to the current growth trend, it is expected that the capacity will reach 800 GW by 2020 [1] . Wind farms are generally located in remote areas where the working environment is quite complex; therefore, the wind turbines have a high probability of failure. If the key components of the turbine fail, the equipment will be damaged, and even the whole unit may be shut down, causing huge economic losses. Condition monitoring can effectively diagnose the internal failure of wind turbines, which makes it possible to optimize maintenance strategy, reduce unplanned shutdowns, and save operation and repair costs. It can be seen that it is necessary to monitor the operating status of the gearbox and realize fault early warning.
As technology advances, there are diverse statuses monitoring methods for different parts of wind turbines [2] . BP neural network was applied to turbine fault forecasting, and a multi-agent method was proposed to give comprehensive evaluation of the overall operating status [3] . Wavelet analysis was adopted to process vibration signals for fault detection [4] . Nonlinear State Estimate Technology (NEST) was deployed to detect and early-warn the temperature of gearbox bearings in wind turbines [5] . An artificial neural network approach was applied to the gearbox bearing and cooling oil temperature condition monitoring modelling [6] . Condition monitoring technology has developed greatly, but it is still based on single parameters (vibration, temperature, etc.) at present to detect turbine status and carry out fault early warning. Therefore, it is significant to use the overall correlation between the monitoring parameters of wind turbines to conduct state monitoring research.
There is a close relationship between the power curve of the wind turbine and the faults. At the same time, the power curve is greatly influenced by the wind speed. Therefore, a condition monitoring model based on power and wind speed can be considered as a whole. This paper proposes a wind turbine condition monitoring method based on Copula function and auto-regressive neural network, and uses Copula function to construct a joint probability density function data fusion model of wind speed and power binary monitoring parameters.
Theoretical basis

Copula function
Copula is a mathematical tool that connects the edge distribution and joint distribution of random variables. Copula function described in Eq.1 is defined as a connection function of standard uniform random variables [7] .
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Archimedes Copula is widely used because of its simple structure and good nature. The commonly used Archimedes Copula functions have Gumbel Copula functions, Clayton Copula functions, and Frank Copula functions. Gumbel Copula is sensitive to the tail-tailed correlation, Clayton Copula is sensitive to the tail-tail correlation, and Frank Copula is sensitive to the symmetry of the variable. Let u, v be a random variable and be a related parameter, then the analytical formulas of the commonly used three types of binary Archimedean Copula are shown in Table 1 . Table 1 . Archimedean copula functions.
Autoregressive neural network
Some signals have strong autocorrelation, and their future time values can be predicted by learning signal autocorrelation features. Commonly used time series modelling methods include auto-regressive moving average (ARMA) models, artificial neural networks (RNN) and other methods. In this paper, a non-linear auto-regression (NAR) dynamic neural network is introduced to model the monitoring signal time series. Generally, the static neural network processes input signals from the input layer and then goes through each layer in order, and finally outputs the output results through the neurons in the output layer. The NAR and other dynamic networks can feed back the output signal to the input end, so that the output signal can participate in the next iterative training with memory function, so it can better describe the characteristics of time-varying systems with non-stationary, nonlinear and other complex mapping relationships [9] , and overcome the shortcomings of the ARMA model that can only be modelled for stationary linear signals.
The NAR neural network can be defined as shown in Eq.4
is the historical time series of the monitoring signal, and
yt is a prediction value.
Establishing fault-free monitoring model
Determination and selection of Copula functions
Determining the edge distribution function of each variable is the first step in determining the Copula function, so firstly an edge distribution function for wind speed and power is built. In most cases, the monitoring signal does not completely obey the Gaussian distribution, so the Gaussian distribution cannot be used to fit the data. This paper uses the kernel density estimation (KDE) nonparametric estimation method to fit the edge distribution. Subsequently, the maximum likelihood estimation method was used to solve the parameters of the Copula function to determine the Archimedean Copula function expression. Then select the appropriate Copula function type based on the binary frequency histogram.
Establishing condition monitoring model based on NAR network
First determine the input data for the NAR neural network. In this paper, based on the joint probability density function of wind speed and power, it is used as a data fusion mapping model. The model is used for data fusion of multivariate parameters to obtain a new fusion data vector, which are denoted as
Using the new data vector t y as the input of the NAR neural network, the operational status of the system is described in terms of wind speed and power.
After using the Copula function to fuse the wind speed and power data in the fault-free state, the fault-free fusion data can be obtained, which is denoted as , t norm y , then it is used as the input vector of the NAR network. After training, a single step prediction model under normal conditions can be established. This model is called a faultless condition monitoring model. Furthermore, the single-step prediction residuals of training sample were obtained using the no-fault monitoring model, and the distribution of residual samples was analysed using statistical principles. After training, after the NAR network fully extracts the information of the training sample, the residual sample generally approximately obeys the normal distribution. After training, the NAR network can generally fully extract the effective information of the training sample, so the residual sample generally approximately obeys the normal distribution. Consider the residual as a random variable A, and then in the no-fault state, there should be ( , )
, where and are the mean and standard deviation of the residual sample.
Finally, using the residual distribution law to monitor the running status of the system in real time, it is judged whether the single-step prediction residuals of the nonfault state monitoring model obey the residual distribution law. If the single-step prediction residual is deviating from the distribution of residual, it is considered that the system has an early fault signal，the monitoring model will carry out fault early warning.
The above process is the so-called state monitoring process based on Copula function and autoregressive neural network. The process can be described as 
are the edge cumulative distribution of wind speed and power, C is the binary Copula joint probability density function, t y is the output vector of Copula function, and f is the NAR neural network mapping.
Application verification and analysis
This paper uses the wind speed and power data collected by the wind turbine Supervisory Control and Data Acquisition (SCADA) system as an application verification to verify the effectiveness of the proposed method. The sampling interval for wind speed and power is 10 s. The acquisition time is from 1:00:10 on November 15, 2015 to 11:59:00 on December 2, 2015.
Among them, at the time of 11:45:00 on December 2, 2015, the SCADA system showed that a right yaw reaching limit fault occurred in the system. This article will use 8640 data sets from 11:59:00 on December 1st, 2015, to 11:59:00 on December 2nd, 2015 as a test sample. This data contains failure data; use the remaining data as a training sample training model. This article will use a total of 8640  2 sets of data from 11:59:00 on December 1st, 2015 to 11:59:00 on December 2nd, 2015 as a test sample, which contains fault data of a right yaw reaching limit fault. The remaining data are used as a training sample to train the NAR model. The frequency histograms of the two datasets are shown in Figure 1 (a) and Figure 1(b) , obviously, neither of them fully obeys the normal distribution. The wind speed and power are converted into uniform distributions u and v on [0, 1]. The binary frequency histogram is shown in Figure 2 . It can be seen that the graph has obvious symmetry, so the Frank Copula function was chosen to fit the model. 
MATEC Web of Conferences
Using KDE non-parametric estimation method to fit the edge distribution of wind speed and power data, and then using the maximum likelihood estimation method to obtain the parameter of the Frank Copula function as 11.706   , then the joint probability density function of the binary Frank Copula is 
Enter u, v into the joint probability density function of Eq. 6 to find the time series t y of fusion sample points based on the Copula function. The time series of wind speed, power, and fusion data are shown in Figure 3 . The fusion data sample is used as a training set, and further divided into sub-training sets, sub-validation sets, and sub-test sets, respectively accounting for 70%, 15%, and 15% of the total fusion data samples, and the NAR model is trained using the data set. The training error goal is set as . After several parameter optimizations, the hidden layer of the NAR neural network selected in this paper is 30, and the delay order is 10. The training process shows that the convergence step is up to 4 steps, which satisfies the error requirements. The model establishment speed is fast and all parameters of the network meet the requirements.
The statistical analysis of the single-step prediction residual random variables of the training samples in the no-fault state can be considered as approximately obeying the normal distribution, and there is In Figure 4 , the residual values of the single-step prediction clearly exceeds the confidence interval of [ 3 , 3 ]      . In order to overcome the effects of extreme errors, an abnormal signal is considered to be present only if there is a continuous period of time exceeding the threshold and the sample point satisfying this condition appear at 3:40 on December 2, 2015. By comparison, it can be found that the fault early warning time is 8 hours earlier than the fault recording time of the SCADA system. The results show that the fault-free monitoring model proposed in this paper can effectively monitor the early abnormal signal before the failure occurs compared with SCADA system. In order to fully illustrate the effectiveness of the method, it is applied to the actual monitoring to observe whether more faults can be monitored. After a period of testing, it is found that the method can effectively monitor the following faults: the left yaw reaching limit fault, the gearbox oil temperature overrun fault, and the generator bearing temperature overrun fault. Compared with the fault alarm time of the SCADA system, the prediction time of the three kinds of faults in advance is shown in Table 2 . The residual error sequences of the above three kinds of faults are shown in Figure 5 . As can be seen from the Table 2 , this method can give an alarm earlier than the SCADA system, which is of great significance for the condition monitoring activities of wind turbines. The analysis proves that the method proposed in this paper has a high state monitoring and early warning capability.
Conclusions
This paper makes use of the wind speed and power parameters of wind turbines to monitor the status of the system. A condition monitoring method based on Copula function and autoregressive neural network is proposed. The final application verification shows that the warning time of this method is 8 hours earlier than the SCADA monitoring system, which proves that this method can effectively perform state monitoring and abnormal alarm for wind turbines.
