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SOMME PONCTUELLE D’OPE´RATEURS MAXIMAUX
MONOTONES
∗
H. Attouch, H. Riahi and M. The´ra
Communicated by R. Lucchetti
Abstract. The primary goal of this paper is to shed some light on the maximality
of the pointwise sum of two maximal monotone operators. The interesting purpose
is to extend some recent results of Attouch, Moudafi and Riahi on the graph-
convergence of maximal monotone operators to the more general setting of reflexive
Banach spaces. In addition, we present some conditions which imply the uniform
Bre´zis-Crandall-Pazy condition. Afterwards, we present, as a consequence, some
recent conditions which ensure the Mosco-epiconvergence of the sum of convex
proper lower semicontinuous functions.
1. Introduction. Ce travail, dans une premie`re partie, porte principalement
sur l’e´tude de la somme ponctuelle de deux ope´rateurs maximaux monotones. Nous
donnons une condition suffisante pour que la somme ponctuelle de deux ope´rateurs
maximaux monotones reste un ope´rateur maximal monotone (ce qui n’est pas bien suˆr
le cas en ge´ne´ral). La condition obtenue est une hypothe`se d’absorption portant sur la
diffe´rence des domaines des ope´rateurs conside´re´s. La preuve du re´sultat, qui constitue
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la partie principale de la troisie`me section, se fait en utilisant une me´thode analogue a`
celle utilise´e par H. Attouch [2]. Ce re´sultat, ge´ne´ralise et unifie les e´tudes entreprises
par H. Attouch [2], E. Krauss [28], H. Riahi [35] et R. T. Rockafellar [39].
La seconde partie de l’article est consacre´e a` la convergence en graphe d’une
somme d’ope´rateurs maximaux monotones. Cette question initialement conside´re´e
par H. Attouch en 1976, [1], a e´te´ ensuite e´tudie´e dans le cadre hilbertien, pour la
convergence de Hausdorff borne´e, par H. Attouch, A. Moudafi et H. Riahi [9]. Dans la
section 4 nous de´montrons la convergence en graphe d’une somme d’ope´rateurs maxi-
maux monotones, lorsque en addition a` la convergence des deux suites d’ope´rateurs,
on utilise la condition de Bre´zis-Crandall-Pazy uniforme (voir The´ore`me 5). Cela nous
permet d’e´tendre des re´sultats de stabilite´ obtenus dans le cadre hilbertien (voir [9]) a`
un espace de Banach re´flexif. On tente ensuite de formaliser cette condition uniforme
(The´ore`me 6) en e´tablissant dans le The´ore`me 6 un re´sultat plus simple ou` elle est
ve´rifie´e.
Dans la dernie`re section, on met en e´vidence l’utilite´ de cette condition uniforme.
C’est pourquoi, on reprend et de´veloppe, en s’appuyant sur les the´ore`mes 5 et 6 (voir
The´ore`me 7), des travaux re´cents ([31]) concernant la convergence au sens de Mosco
d’une somme de deux suites de fonctions convexes semi continues infe´rieurement et
propres.
2. Preliminaires, notations et de´finitions. Soit X un espace de Banach
re´flexif et X∗ son dual topologique. Le crochet de dualite´ entre X et X∗ sera note´ 〈·, ·〉
et les normes dans X et X∗ identiquement note´es par | · |. On de´signe par s− lim ou s→
(resp. w− lim ou w→) la convergence forte (resp. convergence faible) dans X et X∗. On
note rU = {x ∈ X| |x| ≤ r}, la boule ferme´e de X de rayon r > 0 et Int A l’inte´rieur
de A ⊂ X pour la topologie forte.
L’application de dualite´ J de X dans X∗ est l’application (en ge´ne´ral multi-
voque) donne´e par
Jx =
{
x∗ ∈ X∗|〈x, x∗〉 = |x∗|2 = |x|2
}
.
On rappelle que X est localement uniforme´ment convexe si pour tout x ∈ X et toute
suite {xn}n∈N tels que |x| = |xn| = 1 et lim
n→+∞
|xn + x| = 2, alors x = s − lim
n→+∞
xn.
D’apre`s un the´ore`me de John et Zizler ([29], [23], p. 182), tout espace de Banach re´flexif
X admet une norme e´quivalente, de telle sorte que X et X∗ soient simultane´ment
localement uniforme´ment convexes. En particulier,X etX∗ sont ne´cessairement Kadec :
xn
w→x et lim
n→+∞
|xn| = |x| =⇒ xn s→x
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et strictement convexes, i.e., la frontie`re de leurs boules unite´ respectives ne contient
pas de segment non trivial (cf. [23] par exemple).
Lorsque X et X∗ sont tous les deux munis de normes localement uniforme´ment
convexes, l’application de dualite´ J est alors univoque, bijective et bicontinue de X sur
X∗ (c.f. [15]). L’application inverse J∗ = J−1 est l’application de dualite´ de X∗ dans
X.
Etant donne´ un ope´rateur (une application multivoque) A : X ⇉ X∗, on
identifie A avec son graphe
G(A) :=
{
(x, x∗) ∈ X ×X∗|x∗ ∈ Ax
}
,
et on e´crira indiffe´remment (x, x∗) ∈ G(A), (x, x∗) ∈ A ou x∗ ∈ Ax. On de´signe par
D(A) :=
{
x ∈ X|Ax 6= Ø
}
le domaine de A et par
R(A) :=
⋃
x∈D(A)
Ax
l’image de A. L’inverse de A est de´fini par A−1y :=
{
x ∈ X|y ∈ Ax
}
.
De´finition 1.
1. Un ope´rateur A ⊂ X ×X∗ de domaine non vide est monotone lorsque :
〈x2 − x1, x∗2 − x∗1〉 ≥ 0 pour tout (xi, x∗i ) ∈ A, i = 1, 2.
2. A est maximal monotone si A est monotone et si de plus il n’existe aucun autre
ope´rateur monotone contenant strictement A.
Dans ce qui suit, sauf mention du contraire, on suppose que X et X∗ sont des
espaces de Banach strictement convexes. Rappelons quelques de´finitions et proprie´te´s
relatives aux ope´rateurs maximaux monotones. Soit A ⊂ X×X∗ un ope´rateur maximal
monotone. D’apre`s la maximalite´ de A, on de´duit que pour tout x ∈ D(A), alors Ax
est un convexe ferme´ de X∗
Ax =
{
x∗ ∈ X∗|〈x− y, x∗ − y∗〉 ≥ 0 ∀(y, y∗) ∈ A
}
.
X∗ e´tant strictement convexe, pour tout x ∈ D(A), l’e´le´ment de norme minimal dans
Ax sera uniquement de´termine´. On le notera A0x.
La caracte´risation suivante de la maximale monotonie duˆe a` R. T. Rockafellar
ge´ne´ralise le ce´le`bre the´ore`me de Minty :
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Soit X un espace de Banach re´flexif et strictement convexe. Un ope´rateur monotone
A ⊂ X × X∗ est maximal monotone si et seulement si R(A + λJ) = X∗ pour tout
λ > 0.
En particulier, l’ope´rateur Aλ, appele´ re´gularise´e Yosida de A et de´fini pour
tout λ > 0 par
Aλ := (λJ
−1 +A−1)−1(1)
est un ope´rateur maximal monotone qui ve´rifie l’inclusion
Aλx ∈ A(JAλ x),(2)
ou`, JAλ x := x−λJ∗Aλx de´signe la re´solvante associe´e a` A, c’est a` dire l’unique solution
xλ de l’inclusion
J(xλ − x) + λAxλ ∋ 0.
Les proprie´te´s suivantes ont lieu ([15] Proposition 1.1) :
Proposition 1. X un espace de Banach re´flexif et strictement convexe ainsi
que son dual X∗, et soit A ⊂ X ×X∗ un ope´rateur maximal monotone. Alors,
1. Aλ est une application (univoque) partout de´finie de X dans X
∗;
2. Aλ est monotone et borne´ ;
3. Pour tout x ∈ D(A), on a |Aλx| ≤ |A0x| ;
4. Pour tout x ∈ D(A), Aλx tend faiblement dans X∗ vers A0x, lorsque λ tend
vers 0.
De´finition 2. Soit {An, A ; n ∈ N} un ensemble d’ope´rateurs maximaux
monotones dans X ×X∗. La suite {An}n∈N est dite convergente au sens des graphes
vers A (on dit aussi que {An}n∈N G-converge vers A), et on note An G→A, lorsque la
suite {G(An)}n∈N converge au sens de Painleve´-Kuratowski vers G(A). Sans rentrer
dans les de´tails de la convergence au sens de Painleve´-Kuratowski, ceci e´quivaut a` dire
que
pour tout (x, y) ∈ A, il existe (xn, yn) ∈ G(An) avec xn s→x et yn s→ y.(3)
La convergence au sens des graphes posse`de donc une version analytique qui,
contrairement a` la convergence simple ou` la variable est gele´e, prend en compte le com-
portement des ope´rateurs en des points voisins. Cette notion de convergence pour des
suites d’ope´rateurs maximaux monotones ou plus ge´ne´ralement d’ope´rateurs accre´tifs
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a e´te´ particulie`rement e´tudie´e par H. Attouch en relation avec d’autres approches lie´es
aux semi groupes de contraction associe´s et duˆes a` H. Bre´zis, A. Pazy, M. Crandall, Ph.
Be´nilan. Cette convergence s’est ave´re´e eˆtre un outil majeur dans l’e´tude de proble`mes
d’e´volution. Combine´e par exemple avec l’approximation Yosida, la convergence au
sens des graphes de suites d’ope´rateurs maximaux monotones a re´cemment permis a` H.
Attouch, J.-B. Baillon et M. The´ra ([4] et [5]) de de´finir une notion de somme e´tendue
(variationnelle) d’ope´rateurs. Combine´e au concept d’ope´rateur asymptote introduit
par P. L. Lions [30], elle a permis d’e´tablir de nouveaux re´sultats concernant la solva-
bilite´ d’une e´quation ge´ne´ralise´e gouverne´e par un ope´rateur maximal monotone (cf. H.
Attouch, Z. Chbani et A. Moudafi [8]).
Rappelons, pour conclure cette section, deux re´sultats importants. Le premier
duˆ a` H. Bre´zis, e´tablit un lien entre la convergence en graphe des ope´rateurs et la
convergence simple (ponctuelle) des re´gularise´es Yosida des ope´rateurs.
The´ore`me 1. Soit X un epace de Banach re´flexif et strictement convexe.
Soit {An, A : n ∈ N} ⊂ X ×X∗ un ensemble d’ope´rateurs maximaux monotones. Les
assertions suivantes sont e´quivalentes :
1. An
G→A ;
2. Anλx
s→Aλx, pour tout x ∈ X et tout λ > 0 ;
3. Anλ0x
s→Aλ0x, pour tout x ∈ X et λ0 > 0 fixe´.
La remarque suivante sera utilise´e dans la suite :
Remarque 1. Observons d’apre`s (3) que
An
G→A ⇐⇒ (An)−1 G→A−1.
Par suite, d’apre`s le The´ore`me 1 on a :
An
G→A ⇐⇒ (J +An)−1x∗ s→(J +A)−1x∗, pour tout x∗ ∈ X∗.(4)
Le second re´sultat concerne la condition de Bre´zis, Crandall et Pazy et donne
une condition pour que la famille des ope´rateurs maximaux monotones reste stable par
addition.
The´ore`me 2. Soit X un epace de Banach re´flexif et strictement convexe.
Soient A ⊂ X × X∗ et B ⊂ X × X∗ deux ope´rateurs maximaux monotones tels que
D(A) ∩D(B) est non vide. Les conditions suivantes sont alors e´quivalentes :
1. R(A+B + J) = X∗, i.e., A+B est un ope´rateur maximal monotone;
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2. Soit x∗ ∈ X∗ donne´ et de´signons par xλ la solution de l’inclusion
x∗ ∈ Aλxλ +Bxλ + Jxλ.
Alors la famille
{
Aλxλ|λ > 0
}
est borne´e pour λ → 0. Ceci implique en
particulier que la famille
{
xλ|λ > 0
}
est borne´e lorsque λ→ 0.
Pour plus de de´tails le lecteur peut, par exemple, se reporter aux ouvrages [1],
[15], [20], [21], [22], [43].
3. Maximale monotonie de la somme ponctuelle d’ope´rateurs maxi-
maux monotones. Soit A,B : X ⇉ X∗ deux ope´rateurs tels que D(A) ∩D(B) 6= Ø.
On note A+B la somme ponctuelle de A et B de´finie par
(A+B)x = Ax+Bx
D(A+B) = D(A) ∩D(B),
ou` la somme Ax+Bx est comprise au sens de Minkovski :
Ax+Bx =
{
x∗1 + x
∗
2|x∗1 ∈ Ax, x∗2 ∈ Bx
}
.
Notre objectif dans cette partie est d’e´tudier la maximale monotonie de A+B lorsque A
et B sont des ope´rateurs maximaux monotones. Commenc¸ons par rappeler le re´sultat
classique duˆ a` R. T. Rockafellar [39] :
The´ore`me 3. Soient X un espace de Banach re´flexif, A et B deux ope´rateurs
maximaux monotones dans X ×X∗ tels que
D(A) ∩ Int D(B) 6= Ø.(5)
Alors A+B est un ope´rateur maximal monotone.
SoitX un epace de Banach re´flexif et strictement convexe. D’apre`s le The´ore`me
3, on peut donc observer que : Aλ +B est maximal monotone pour tout λ > 0.
Dans ce qui suit, pour toute partie A de X, on note
K(A) =
⋃
λ>0
λA,
le coˆne engendre´ par A.
Notre but, dans cette section est de montrer qu’on peut affaiblir la condition
de qualification (5) de R. T. Rockafellar.
Enonc¸ons a` pre´sent le re´sultat principal de cette section :
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The´ore`me 4. Soient X un espace de Banach re´flexif, A et B deux ope´rateurs
maximaux monotones dans X × X∗ tels que ze´ro soit un point absorbant de D(A) −
D(B) : ⋃
λ>0
λ
(
D(A)−D(B)
)
= X.(6)
Alors A+B est un ope´rateur maximal monotone.
P r e u v e. Il est clair queA+B est monotone. Pour avoir la maximalite´ deA+B,
il suffit d’appliquer la condition de Bre´zis-Crandall-Pazy (The´ore`me 2). Pour cela, il
suffit donc de montrer que si xλ = (J + Aλ + B)
−1x∗, alors la famille {Aλxλ|λ > 0}
est borne´e pour tout x∗ ∈ X∗. Soit donc y ∈ X = K
(
D(A) −D(B)
)
. Il existe alors
α > 0, a ∈ D(A) et b ∈ D(B) tels que y = α · (a− b) . Par suite,
〈Aλxλ, y〉 = α
(
〈Aλxλ, a− xλ〉+ 〈Aλxλ, xλ − b〉
)
.
Soit yλ ∈ Bxλ tel que Aλxλ = x∗ − yλ − Jxλ. Aλ et B e´tant monotones, on en de´duit
que :
〈Aλxλ −Aλa, xλ − a〉 ≥ 0 et 〈yλ −B0b, xλ − b〉 ≥ 0.
La dernie`re ine´galite´ re´sulte du fait que (b,B0b) ∈ B, avec
|B0b| = inf
{
|b∗| |b∗ ∈ Bb
}
.
Par suite,
〈Aλxλ, y〉 ≤ α ·
(
〈Aλa, a− xλ〉+ 〈x∗ −B0b− Jxλ, xλ − b〉
)
.
On sait d’apre`s la Proposition 1. 3) que |Aλa| ≤ |A0a|. Par suite,
〈Aλxλ, y〉 ≤ α ·
(
|A0a| · |a− xλ|+ (|x∗ −B0b|+ |xλ|)|xλ − b|
)
.(7)
L’hypothe`se de qualification impliquant que 0 ∈ D(A)−D(B), nous pouvons toujours
supposer, sans perte de ge´ne´ralite´ que 0 ∈ D(A)∩D(B) et donc que (0, 0) ∈ A, (0, 0) ∈
B, (0, 0) ∈ Bλ.
En effectuant le produit de dualite´ de chaque membre de l’e´quation
x∗ = Jxλ +Aλxλ +Bxλ
par xλ et en utilisant que la monotonie de Aλ et de B (avec (0, 0) ∈ Aλ ∩ B), on en
de´duit que la famille {xλ|λ > 0} est borne´e. Par suite,
sup
λ>0
〈Aλxλ, y〉 < +∞.(8)
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La relation (8) e´tant re´alise´e pour tout y ∈ X, le the´ore`me de Banach-Steinhaus nous
permet de conclure que la famille {Aλxλ|λ > 0} est borne´e dans X∗, ce qui ache`ve la
de´monstration. 
Pour le corollaire suivant, nous avons besoin d’une hypothe`se de qualification
du type Attouch et Bre´zis (cf. [7]) utilise´e dans le cas ou` les ope´rateurs conside´re´s sont
des sous-diffe´rentiels de fonctions convexes semi-continues infe´rieurement et propres :
Corollaire 1. Soient X un espace de Banach re´flexif, A et B deux ope´rateurs
maximaux monotones dans X ×X∗ et supposons que
E = K
(
D(A)−D(B)
)
soit un sous-espace ferme´ de X.(9)
Alors A+B est un ope´rateur maximal monotone.
P r e u v e. Sans perte de ge´ne´ralite´, nous pouvons supposer que 0 ∈ D(A) ∩
D(B). Par suite, d’apre`s la condition (9), on peut toujours supposer que D(A) ⊂ E et
D(B) ⊂ E. Pour tout x ∈ E, de´finissons les ope´rateurs A0 : E ⇉ E∗ et B0 : E ⇉ E∗
de la manie`re suivante :
A0(x) := {z∗ ∈ E∗|∃x∗ ∈ Ax, tel que z∗ = x∗|E}
et
B0(x) := {z∗ ∈ E∗|∃x∗ ∈ Bx, tel que z∗ = x∗|E}.
Il est clair que A0 et B0 sont des ope´rateurs monotones. Etablissons leur maximale
monotonie :
Soit (z, z∗) ∈ E × E∗ et supposons que
∀ (s, t∗) ∈ A0, 〈s − z, t∗ − z∗〉 ≥ 0.
On a par suite,
∀ (s, s∗) ∈ A, 〈s− z, s∗|E − z∗〉 ≥ 0.
D’apre`s le the´ore`me de Hahn-Banach, z∗ admet un prolongement y∗ ∈ X∗ tel que
y∗|E = z∗. On a alors :
pour tout (s, s∗) ∈ A, 〈s− z, s∗|E − y∗|E〉 ≥ 0,
c’est a` dire,
pour tout (s, s∗) ∈ A, 〈s − z, s∗ − y∗〉 ≥ 0.
D’apre`s de la maximale monotonie de A, il en re´sulte que (z, y∗) ∈ A. Par suite,
(z, z∗) = (z, y∗|E) ∈ A0 et par conse´quent, A0 est un ope´rateur maximal monotone.
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Remarquons maintenant que la condition (6) est trivialement ve´rifie´e. D’apre`s
le The´ore`me 4, on de´duit que C0 := A0 + B0 est un ope´rateur maximal monotone sur
E×E∗. De´signons par C la somme ponctuelle de A et B. AlorsD(C) = D(A)∩D(B) =
D(A0) ∩ D(B0) = D(C0). Montrons que C est un ope´rateur maximal monotone sur
X ×X∗.
Fixons (w,w∗) ∈ X ×X∗. Il s’agit de montrer que si pour tout (c, c∗) ∈ C on a
(∗) 〈c− w, c∗ − w∗〉 ≥ 0,
alors (w,w∗) ∈ C. Pour cela, utilisons une ide´e de S. Simons [41] :
Lemme 1. Soit A : X ⇉ X∗ un ope´rateur maximal monotone tel que
D(A) ⊂ E. Alors, A ve´rifie la condition suivante :
(u, u∗) ∈ A, v∗ ∈ X∗, v∗|E = u∗|E =⇒ (u, v∗) ∈ A.
P r e u v e d u l emme 1. Soit (u, u∗) ∈ A, v∗ ∈ X∗ et v∗|E = u∗|E . D’apre`s la
monotonie de A on obtient :
pour tout (s, s∗) ∈ A, 〈s− u, s∗ − u∗〉 ≥ 0.
Comme s− u ∈ E et v∗|E = u∗|E , on a par conse´quent,
pour tout (s, s∗) ∈ A, 〈s− u, s∗ − v∗〉 ≥ 0.
En utilisant la maximale monotonie de A, on obtient que (u, v∗) ∈ A, ce qui ache`ve la
preuve du lemme. 
Lemme 2. Soit A,B : X ⇉ X∗ des ope´rateurs de domaine inclus dans
E, tels que l’un des ope´rateurs soit maximal monotone, alors C = A + B ve´rifie la
condition :
(u, u∗) ∈ C, v∗ ∈ X∗, v∗|E = u∗|E =⇒ (u, v∗) ∈ C.
P r e u v e du l emme 2. Soit (u, u∗) ∈ C. Alors, u∗ = u∗1 + u∗2 avec (u, u∗1) ∈ A
et (u, u∗2) ∈ B. Si v∗ ∈ X∗ ve´rifie v∗|E = u∗|E , alors (v∗ − u∗1)|E = u∗2|E et en vertu du
Lemme 1 on a (u, v∗ − u∗1) ∈ B. Il s’en suit : (u, v∗) ∈ A+B = C. 
Remarquons d’abord que ne´cessairement, w ∈ E. Dans le cas contraire, d’apre`s
le the´ore`me de Hahn-Banach, on pourrait trouver y∗ ∈ X∗ tel que y∗|E = 0. Pour λ
re´el assez grand on aurait alors :
〈c− w, c∗ − λy∗ − w∗〉 = 〈c− w, c∗ − w∗〉 − λ〈w, y∗〉 < 0
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et une contradiction, car comme (c∗ − λy∗)|E = c∗|E, on a ne´cessairement d’apre`s le
Lemme 2 que (c, c∗ − λy∗) ∈ C.
Soit (c, t∗) ∈ C0 et soit c∗ ∈ X∗ telle que t∗ = c∗|E . Comme w ∈ E, d’apre`s (∗)
on a alors :
〈c− w, t∗ − w∗|E〉 ≥ 0,
et d’apre`s la maximale monotonie de C0, on en de´duit que (w,w
∗|E) ∈ C0. Par
conse´quent, il existe z∗ ∈ X∗ tel que z∗|E = w∗|E et (w, z∗) ∈ C. Par suite, d’apre`s le
Lemme 2 on obtient que (w,w∗) ∈ C et le re´sultat. 
Remarque 2. Les re´sultats pre´ce´dents ge´ne´ralisent et unifient divers re´sultats
sur la maximale monotonie d’une somme de deux ope´rateurs maximaux monotones ([2],
[28], [35], [39]).
4. G–Convergence de la somme d’ope´rateurs maximaux monotones.
On suppose a` nouveau que X est un espace de Banach re´flexif, et soit X∗ son dual
topologique. On se donne deux suites d’ope´rateurs maximaux monotones {An}n∈N et
{Bn}n∈N dans X × X∗. Pour x∗ ∈ X∗ et λ > 0 donne´s, unλ de´signe la solution de
l’inclusion
x∗ ∈ Junλ +Anunλ +Bnλunλ.
Nous dirons que la condition de Bre´zis-Crandall-Pazy uniforme est satisfaite lorsque
les quantite´s αn(x
∗) := sup
λ>0
|Bnλ (unλ)| associe´es aux couples (An, Bn) satisfont
lim sup
n→+∞
αn(x
∗) < +∞, pour tout x∗ ∈ X∗.
Enonc¸ons le re´sultat principal de cette section dont la de´monstration se fait en
plusieurs e´tapes.
The´ore`me 5. Soit X un espace de Banach re´flexif tel que X et X∗ soient lo-
calement uniforme´ment convexes. Soient {An}n∈N et {Bn}n∈N deux suites d’ope´rateurs
maximaux monotones dans X × X∗ telles que An G→A et Bn G→B. Supposons que la
condition Bre´zis-Crandall-Pazy uniforme soit ve´rifie´e. Alors,
An +Bn
G→A+B.(10)
Dans une premie`re e´tape on s’inte´resse a` la convergence au sens des graphes
d’une approximation de la somme des deux suites d’ope´rateurs.
Proposition 2. Soit X un espace de Banach re´flexif tel que X et X∗ sont lo-
calement uniforme´ment convexes. Soient {An}n∈N et {Bn}n∈N deux suites d’ope´rateurs
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maximaux monotones dans X×X∗ telles que An G→A et Bn G→B. Alors pour tout λ > 0
et toute suite {λn}n∈N (λn > 0) telle que λn → λ on a
An +Bnλn
G→A+Bλ.(11)
P r e u v e d e l a P r o p o s i t i o n 2. Soit pour cela (u, v∗) ∈ A + Bλ. Alors
(u, v∗−Bλu) ∈ A. La convergence au sens des graphes de An vers A entraˆıne l’existence
de (un, v
∗
n) dans A
n telle que un
s→u et v∗n s→ v∗ −Bλu.
Pour obtenir (11), il suffit donc de montrer que Bnλn un
s→Bλu. Pour ce faire, on
utilise le fait que la norme duale est Kadec. Il suffit donc de de´montrer la convergence
normale ainsi que la convergence faible de la suite {Bnλnun}n∈N vers Bλu.
Les deux lemmes suivants (Lemme 3 et 4) vont nous servir :
Lemme 3. Les suites {|Bnλnun|}n∈N et {|Bnλnu|}n∈N sont borne´es.
P r e u v e d u l emme 3. Il suffit de donner la preuve pour la suite {|Bnλnun|}n∈N.
Supposons que (x, y) ∈ B. En vertu de la G-convergence de Bn vers B, on peut trouver
une suite (xn, yn) ∈ Bn convergente vers (x, y). Des relations
yn ∈ Bnxn et Bnλnun ∈ Bn(un − λnJ∗(Bnλnun))
et de la monotonie de Bn, on tire
〈Bnλnun − yn, un − λnJ∗(Bnλnun)− xn〉 ≥ 0.
Par suite on en de´duit,
λn|Bnλnun|2 − |Bnλnun|
[
|un − xn|+ λn|yn|
]
≤ 〈yn, xn − un〉,
et la bornitude de la suite {|Bnλnun|}n∈N. 
Etape 1 : La suite {|Bnλnun|}n∈N converge vers |Bλu|.
En effet, des relations
Bnλnun ∈ Bn(un − λnJ∗(Bnλnun)) et Bnλu ∈ Bn(u− λJ∗(Bnλu))
et de la monotonie de Bn on obtient :
〈Bnλnun −Bnλu, un − u〉 ≥ 〈Bnλnun −Bnλu, λnJ∗(Bnλnun)− λJ∗(Bnλu)〉.
On en de´duit que
(√
λn|Bnλnun| −
√
λ|Bnλu|
)2
≤
(√
λ−
√
λn
)2
|Bnλnun|.|Bnλu|
+
(
|Bnλnun|+ |Bnλu|
)
|un − u|.
(12)
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Par suite, en utilisant la convergence de un vers u, de λn vers λ, et la bornitude des
suites {|Bnλnun|}n∈N et {|Bnλu|}n∈N, on de´duit de (12) que
lim
n→+∞
(√
λn|Bnλnun| −
√
λ|Bnλu|
)2
= 0.
Comme d’autre part, la suite {Bn}n∈N G-converge vers B on a aussi que |Bnλu| → |Bλu|
et par suite, |Bnλnun| → |Bλu|.
Etape 2 : La suite {Bnλnun}n∈N converge faiblement vers Bλu.
Soit pour cela une sous-suite, que par commodite´ nous noterons encore {Bnλnun}n∈N,
telle que Bnλnun
w→ γ dans X∗. Ve´rifions que γ = Bλu.
Conside´rons y ∈ X; on a alors d’apre`s (2),
Bλy ∈ B(y − λJ∗(Bλy)).
et
Bnλnun ∈ Bn(un − λnJ∗(Bnλnun)).
Comme Bn
G→B, il existe (yn, y∗n) ∈ Bn tel que y∗n s→Bλy et yn s→ y − λJ∗(Bλy). Par
conse´quent en utilisant la monotonie de Bn et de J∗ on a
〈Bnλnun − y∗n, un − yn − λnJ∗(Bλy)〉 ≥ λn〈Bnλnun − y∗n, J∗(Bnλnun)− J∗(Bλy)〉
= λn〈Bnλnun − y∗n, J∗(Bnλnun)− J∗(y∗n)〉
+λn〈Bnλnun − y∗n, J∗(y∗n)− J∗(Bλy)〉
≥ λn〈Bnλnun − y∗n, J∗(y∗n)− J∗(Bλy)〉.
Par ailleurs, Bnλnun − y∗n
w→ γ −Bλy. Par passage a` la limite, lorsque n tend vers +∞,
il re´sulte :
〈γ −Bλy, u− y〉 ≥ λ lim inf
n→∞
〈Bnλnun − y∗n, J∗(y∗n)− J∗(Bλy)〉 = 0.
Ceci re´sulte du fait que X e´tant localement uniforme´ment convexe on a J∗(y∗n)
s→
J∗(Bλy). On a montre´ ainsi que pour tout y ∈ X,
〈γ −Bλy, u− y〉 ≥ 0.
De la maximale monotonie de Bλ, on de´duit que γ = Bλu. On a ainsi e´tabli que
toute sous-suite de {Bλnun}n∈N convergeant faiblement a pour limite faible Bλu. Il
en re´sulte que la suite {Bλnun}n∈N converge faiblement vers Bλu, ce qui ache`ve la
de´monstration. 
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Lemme 4. Supposons que l’espace X soit localement uniforme´ment convexe.
Soit {xn}n∈N une suite d’e´le´ments de X et soit x ∈ X fixe´. Si
lim sup
n→∞
〈Jxn − Jx, xn − x〉 ≤ 0,
alors xn
s→x.
P r e u v e d u l emme 4. Pour tout n ∈ N, on a la relation :
〈Jxn − Jx, xn − x〉 =
(
|xn| − |x|
)2
+
(
|x|.|xn| − 〈Jx, xn〉
)
+
(
|xn|.|x| − 〈Jxn, x〉
)
.
Les trois derniers termes intervenant dans la pre´ce´dente de´composition e´tant positifs,
on peut de´duire que
lim
n→+∞
|xn| = |x| lim
n→+∞
〈Jx, xn〉 = |x|2 et lim
n→+∞
〈Jx, x+ xn〉 = 2|x|2.
On a par conse´quent,
2|x|2 = lim
n→+∞
〈Jx, x+ xn〉 ≤ |Jx| lim inf
n→+∞
|x+ xn|
≤ |Jx| lim sup
n→+∞
|x+ xn|
≤ |Jx| lim
n→+∞
(|x|+ |xn|) = 2|x|2.
Il en re´sulte que lim
n→+∞
|xn+x| = 2|x|, d’ou` en utilisant la locale uniforme convexite´ de
X, on en de´duit que xn
s→x. 
P r e u v e du Th e´ o r e`m e 5. Soient x∗ ∈ X∗ et λ > 0 : posons
xn = (J +An +Bn)−1x∗,
x = (J +A+B)−1x∗,
xnλ = (J +A
n +Bnλ )
−1x∗ et xλ = (J +A+Bλ)
−1x∗.
D’apre`s la Remarque 1, il suffit d’e´tablir la convergence forte de la suite {xn}n∈N vers
x.
(i) Soit µ > 0 ; on a x∗−Jxµ−Bµxµ ∈ Axµ. Soit y∗ ∈ Bx tel que x∗−Jx−y∗ ∈
Ax. En vertu de la monotonie de A, on a
〈(x∗ − Jxµ −Bµxµ)− (x∗ − Jx− y∗), xµ − x〉 ≥ 0.
D’ou`
〈Jxµ − Jx, xµ − x〉 ≤ 〈y∗ −Bµxµ, xµ − x〉.
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De meˆme B est monotone, Bµxµ ∈ B(xµ − µJ∗(Bµxµ)) et y∗ ∈ Bx. Par suite,
〈Bµxµ − y∗, xµ − µJ∗(Bµxµ)− x〉 ≥ 0,
ce qui entraˆıne
〈Jxµ − Jx, xµ − x〉 ≤ 〈y∗ −Bµxµ, µJ∗(Bµxµ)〉.
D’apre`s la condition Bre´zis-Crandall-Pazy uniforme, la famille {Bµxµ} est borne´e. Il
en re´sulte que
lim sup
µ→0+
〈Jxµ − Jx, xµ − x〉 ≤ lim sup
µ→0+
µ|Bµxµ|
(
|y∗|+ |Bµxµ|
)
= 0.
Du Lemme 4 on de´duit que xµ
s→x si µ→ 0+.
(ii) Par raisonnement identique on justifie, pour tout n ∈ N, la convergence
forte de xnµ vers x
n lorsque µ→ 0+.
(iii) Soit λ > 0 et µ ∈]0, λ[. Comme pre´ce´demment, dans (i), il re´sulte de la
monotonie de An que
〈Jxnλ − Jxnµ, xnλ − xnµ〉 ≤ −〈Bnλxnλ −Bnµxnµ, xnλ − xnµ〉(13)
D’autre part, en utilisant la monotonie de Bn et la relation :
〈Bnλxnλ −Bnµxnµ, xnλ − xnµ〉 =
〈
Bnλx
n
λ −Bnµxnµ, xnλ − λJ∗(Bnλxnλ)−
(
xnµ − µJ∗(Bnµxnµ)
)〉
+〈Bnλxnλ −Bnµxnµ, λJ∗(Bnλxnλ)− µJ∗(Bnµxnµ)〉,
on obtient :
−〈Bnλxnλ −Bnµxnµ, xnλ − xnµ〉 ≤ −〈Bnλxnλ −Bnµxnµ, λJ∗(Bnλxnλ)− µJ∗(Bnµxnµ)〉
≤ −λ|Bnλxnλ|2 − µ|Bnµxnµ|2 +
λ+ µ
2
(
|Bnλxnλ|2 + |Bnµxnµ|2
)
≤ λ
2
|Bnµxnµ|2 +
µ
2
|Bnλxnλ|2.
Combinant (13) avec cette dernie`re relation, et tenant compte de la condition Bre´zis-
Crandall-Pazy uniforme, il s’en suit que pour λ > 0 fixe´ et µ ∈]0, λ[ on a :
〈Jxnλ − Jxnµ, xnλ − xnµ〉 ≤
λ+ µ
2
α2n(x
∗).(14)
En faisant tendre respectivement µ vers 0+ et n vers +∞ dans (14), on de´duit que
lim sup
n→+∞
〈Jxnλ − Jxn, xnλ − xn〉 ≤ λC.(15)
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(iv) Pour tous n ∈ N et λ > 0 on a :
(
|xnλ| − |xn|
)2
≤ 〈Jxnλ − Jxn, xnλ − xn〉.
D’apre`s (15) on en de´duit que
lim sup
n→∞
(
|xnλ| − |xn|
)2
≤ λC.(16)
Fixons µ > 0 arbitrairement. Comme xnµ → xµ (d’apre`s la Proposition 2 et la Remarque
1), la suite {xnµ}n∈N est borne´e. D’apre`s (16), la suite {xn}n∈N est e´galement borne´e.
Par suite, pour tout λ ∈ (0, µ] on a :
lim sup
n→∞
|xn| ≤ lim sup
n→∞
(
|xnλ| − |xn|
)
+ lim sup
n→∞
|xn|
≤
√
λC + lim sup
n→∞
|xn| ≤
√
µC + lim sup
n→∞
|xn|.
Par conse´quent les nombres
α := sup
{
|xn − xnλ| | n ∈ N, λ ∈ (0, µ]
}
, β := sup
{
|Jxn − Jx| | n ∈ N
}
sont finis. Un calcul e´le´mentaire donne :
〈Jxn − Jx, xn − x〉 = 〈Jxn − Jxnλ, xn − xnλ〉 + 〈Jxnλ − Jx, xn − xnλ〉
+ 〈Jxn − Jx, xnλ − x〉.
Ainsi en utilisant (15) et la dernie`re relation on obtient :
lim sup
n→∞
〈Jxn − Jx, xn − x〉 ≤ lim sup
n→∞
〈Jxn − Jxnλ, xn − xnλ〉+ α lim sup
n→∞
|Jxnλ − Jx|
+β lim sup
n→∞
|xnλ − x|
≤ λC + α|Jxλ − Jx|+ β|xλ − x|.(17)
Comme xnλ
s→xλ et Jxnλ
s→Jxλ, en faisant tendre λ vers 0 dans (17), on obtient
lim sup
n→∞
〈Jxn − Jx, xn − x〉 ≤ 0.
En appliquant a` nouveau le Lemme 2, on conclut finalement que xn
s→x. 
Pour conclure cette section, nous allons examiner sous quelles hypothe`ses, la
condition de Bre´zis-Crandall-Pazy uniforme est ve´rifie´e. Pour cela, nous avons besoin
de la proposition suivante, qui peut eˆtre conside´re´e comme une version non-line´aire
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du the´ore`me de Banach-Steinhaus. La formulation que nous en donnons est un cas
particulier d’un re´sultat plus ge´ne´ral e´tabli par L. Vesely´ ([42] (Corollaire 2, p. 1301))
pour le cas des familles ǫ-monotones.
Proposition 3. Soit X un espace de Banach re´flexif tel que X et X∗ soient
localement uniforme´ment convexes et soit {An}n∈N une suite d’ope´rateurs maximaux
monotones dans X. Supposons que
U = Int
( ⋂
n≥k
D(An)
)
6= Ø
pour k ∈ N, et que pour tout x ∈ U
lim sup
n→+∞
d(0, Anx) < +∞.(18)
Alors {An}n∈N est uniforme´ment localement borne´e sur U : pour tout x ∈ U , il existe
r > 0 et c > 0 tels que pour tout n ∈ N et tout u ∈ x+ rU ⊂ U on ait
|Anu| := sup
v∈Anu
|v| ≤ c.
Nous avons le the´ore`me suivant :
The´ore`me 6. Soit X un espace de Banach re´flexif tel que X et X∗ soient lo-
calement uniforme´ment convexes. Soient {An}n∈N et {Bn}n∈N deux suites d’ope´rateurs
maximaux monotones qui convergent en graphe vers A et B, respectivement. Supposons
que l’hypothe`se (19) ci-dessous soit satisfaite :
∃x0 ∈ D(A) ∩D(B), ∃r > 0 tels que
∀z ∈ x0 + rU, z ∈
⋂
n∈N
D(An) et lim sup
n→+∞
d(0, An(z)) < +∞.(19)
Alors la suite d’ope´rateurs maximaux monotones {An + Bn}n∈N converge au sens des
graphes vers A+B.
P r e u v e. Par translation, on peut se ramener1 au cas ou` x0 = 0 et (0, 0) ∈ Bn
pour tout n ∈ N. D’apre`s le The´ore`me 5, il suffit de montrer que la condition Bre´zis-
Crandall-Pazy uniforme est satisfaite.
1En effet, soit x0 ∈ D(A) ∩D(B). On a pour y0 ∈ Bx0 et y
′
0 ∈ Ax0. Puisque {B
n}n∈N converge
en graphe vers B, il existe (xn, yn) ∈ B
n tel que xn
s
→ x0 et yn
s
→ y0. Conside´rons les ope´rateurs
A
n
x = An(x+ xn)− yn et B
n
x = Bn(x+ xn)− yn.
On aura effectivement que 0 ∈ B
n
0.
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D’apre`s la Proposition 3, l’hypothe`se (19) assure que la suite {An}n∈N est uni-
forme´ment localement borne´e sur rU :
∃r0 > 0, ∃c0 > 0 tels que ∀u ∈ r0U, ∀n ≥ 0 |Anu| ≤ c0.
Fixons alors x∗ ∈ X∗. Soit unλ la solution de l’inclusion
x∗ ∈ Junλ +Anunλ +Bnλunλ.
Soit ynλ ∈ Anunλ tel que x∗ = Junλ + ynλ +Bnλunλ.
Assertion 1. Pour tous λ > 0 et n ∈ N on a |unλ| ≤ |x∗|+ c0.
P r e u v e d e l’ a s s e r t i o n 1. En vertu de l’uniforme bornitude de la suite
{An}n∈N on a 0 ∈
⋂
n∈N
D(An) et |yn| ≤ c0 pour yn ∈ An0. De la monotonie de An, on
tire
〈x∗ − Junλ −Bnλunλ − yn, unλ〉 ≥ 0.
Par suite
|unλ|2 ≤ |x∗ − yn| · |unλ| − 〈Bnλunλ, unλ > .
Puisque 0 = Bnλ0 et B
n
λ est monotone, il s’en suit que
|unλ| ≤ |x∗ − yn| ≤ |x∗|+ c0·(20)
Assertion 2. ∀λ > 0 et ∀n ≥ 0 on a
|ynλ | ≤ c0 +
1
r0
(
|x∗|+ c0
)2
.
P r e u v e d e l’ a s s e r t i o n 2. On sait de´ja` que
〈x∗, unλ〉 = 〈Junλ + ynλ +Bnλunλ, unλ〉
= |unλ|2 + 〈ynλ , unλ〉+ 〈Bnλunλ, unλ〉 ≥ 〈ynλ , unλ〉.
Donc,
〈ynλ , unλ〉 ≤ 〈x∗, unλ〉 ≤ |x∗| · |unλ| ≤ |x∗|
(
|x∗|+ c0
)
.(21)
Soient u ∈ r0U ⊂ D(An) et v ∈ Anu. Comme unλ ∈ D(An) on a :
〈ynλ , u〉 = −〈ynλ − v, unλ − u〉+ 〈ynλ , unλ〉+ 〈v, u − unλ〉
≤ 〈ynλ , unλ〉+ c0
(
|unλ|+ r0
)
.
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En combinant (21) et l’assertion 1, on de´duit que
〈ynλ , u〉 ≤ r0c0 +
(
|x∗|+ c0
)2
.
Comme |ynλ | =
1
r0
sup
{
〈ynλ , u〉| |u| ≤ r0
}
, nous en de´duisons donc l’assertion 2.
En utilisant les deux assertions pre´ce´dentes, nous avons pour tous n ≥ 0 et
λ > 0
|Bnλunλ| = |x∗ − ynλ − Junλ| ≤ |x∗|+ |unλ|+ |ynλ |
≤
(
c0 + |x∗|
)
·
(
2 +
c0 + |x∗|
r0
)
= k.
Par suite la condition Bre´zis-Crandall-Pazy uniforme est satisfaite, ce qui permet de
de´duire que la suite {An +Bn}n∈N converge au sens des graphes vers A+B. 
Remarque. La conclusion du The´ore`me 6 est pre´serve´e si on suppose que X
est un espace de Hilbert et si on remplace (19) par
lim inf
n→∞
λ→0
[
inf
yn
λ
∈Anun
λ
〈Bnλunλ, Anunλ〉
]
> −∞.
En effet, soit ynλ ∈ Anunλ tel que ynλ = x∗−Bnλunλ−unλ ; on a alors l’existence de n0 ∈ N,
λ0 > 0 et α0 > 0 tels que pour tous n ≥ n0 et λ ∈]0, λ0]
〈Bnλunλ, ynλ〉 = 〈Bnλunλ, x∗ −Bnλunλ − unλ〉 ≥ −α0.
Donc,
|Bnλunλ|2 ≤ α0 + 〈Bnλunλ, x∗〉 − 〈Bnλunλ, unλ〉 ≤ α0 + |x∗| · |Bnλun|,
car les ope´rateurs Bn sont monotones et suppose´s contenir (0, 0). On conclut que la
suite {Bnλunλ}n∈N est borne´e; ce qui ache`ve la preuve du the´ore`me. 
Nous terminons ce paragraphe par un corollaire ou` apparaˆıt d’une manie`re
simple l’utilite´ de la condition (19).
Corollaire 2. Soit X un espace de Banach re´flexif tel que X et X∗ soient
localement uniforme´ment convexes. Soit {Bn}n∈N une suite d’ope´rateurs maximaux
monotones qui converge en graphe vers B. Soit A un ope´rateur maximal monotone
satisfaisant
D(B) ∩ Int D(A) 6= Ø.(22)
Alors la suite {A+Bn}n∈N converge en graphe vers A+B.
P r e u v e. On applique le The´ore`me 6 apre`s avoir remarque´ que (22) entraˆıne
(18). 
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5. Mosco-epiconvergence d’une somme de fonctions convexes. Nous
allons consacrer la dernie`re partie du travail a` e´tudier la convergence au sens de Mosco
d’une somme de fonctions convexes semi-continues infe´rieurement et propres. Nous
nous plac¸ons, comme pre´ce´demment, sur un espace de Banach re´flexif X tel que X et
X∗ soient localement uniforme´ment convexes (ce qui, comme on l’a de´ja` remarque´, ne
restreint pas la ge´ne´ralite´, compte tenu du the´ore`me de John et Zizler).
Soit f : X → R ∪ {+∞}; on de´signe par
D(f) = {x ∈ X; f(x) < +∞}
le domaine de f et par
epi f =
{
(x, t) ∈ X × R|f(x) ≤ t
}
son e´pigraphe.
Nous pouvons caracte´riser une fonction re´elle par son e´pigraphe : f est semi-
continue infe´rieurement, convexe et propre si epi f est ferme´, convexe et non vide dans
X × R.
On de´finit la fonction conjugue´e f∗ de f par :
f∗(x∗) = sup
x∈X
{
〈x, x∗〉 − f(x)
}
.
Notons par Γ0(X) l’ensemble des fonctions convexes, semi continues infe´rieurement
et propres. D’apre`s un re´sultat classique d’analyse convexe, pour toute fonctionnelle
f ∈ Γ0(X), alors f∗ ∈ Γ0(X∗), et f est identique a` sa biconjugue´e f∗∗.
On appelle sous-diffe´rentiel de f en x ∈ D(f), l’ope´rateur ∂f ⊂ X ×X∗, de´fini
par
∂f(x) =
{
x∗ ∈ X∗|f(y) ≥ f(x) + 〈x∗, y − x〉 ∀y ∈ X} si x ∈ D(f)
∂f(x) = Ø sinon.
De manie`re e´quivalente, ∂f(x) peut eˆtre caracte´rise´ en fonction de la conjugue´e de f
de la manie`re suivante :
∂f(x) =
{
x∗ ∈ X∗|f∗(x∗) + f(x) = 〈x, x∗〉
}
.
Il est facile de ve´rifier que ∂f est un ope´rateur monotone. Il est plus difficile de montrer
que dans un espace de Banach ge´ne´ral, ∂f est un ope´rateur maximal monotone. Ce
re´sultat est duˆ a` R. T. Rockafellar [38] et a e´te´ re´cemment rede´montre´ de manie`re
e´le´gante par S. Simons [40].
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De´finition 3. Soit X un epace de Banach re´flexif et strictement convexe et soit
f ∈ Γ0(X). On note fλ l’approxime´e de Moreau-Yosida de f ; il s’agit de l’application
de´finie par
fλ(x) := inf
y∈X
{
f(y) +
1
2λ
‖y − x‖2
}
.
Rappelons la relation importante liant le sous-diffe´rentiel de l’approxime´e de Moreau-
Yosida de f a` l’approxime´e Yosida du sous-diffe´rentiel de f :
∂(fλ) = (∂f)λ.
De´finition 4. Rappelons a` pre´sent la de´finition de la convergence au sens de
Mosco d’une suite de fonctions convexes ([32], Lemma 1.10). Cette convergence s’est
ave´re´e eˆtre une notion de grand inte´reˆt dans les espaces de Banach re´flexifs.
Nous dirons qu’une suite {fn}n∈N ⊂ Γ0(X) converge au sens de Mosco vers f
et on e´crit fn
M→ f , si pour tout x ∈ X
— il existe ζn
s→x tel que lim sup
n→+∞
fn(ζn) ≤ f(x),
— pour tout xn
w→x on a lim inf
n→+∞
fn(xn) ≥ f(x).
L’inte´reˆt de cette convergence, pour l’optimisation et l’analyse variationnelle
est qu’elle posse`de des proprie´te´s remarquables que nous re´sumons dans la Proposition
suivante :
Proposition 4. Soient X un espace de Banach re´flexif et {fn, f |n ∈ N} un
ensemble de fonctions dans Γ0(X). Alors
1. fn
M→ f dans Γ0(X)⇐⇒ f∗n M→ f∗ dans Γ0(X∗) (Mosco, 1971);
2. fn
M→ f ⇐⇒ ∂fn G→ ∂f+ condition de normalisation (CN) (Attouch, 1977);
3. fn
M→ f ⇐⇒ ∀λ > 0,∀x ∈ X ∂fn,λ(x) s→ ∂fλ(x) + (CN),
⇐⇒ ∃λ0 > 0,∀x ∈ X ∂fn,λ0(x) s→ ∂fλ0(x) + (CN).
La condition de normalisation (CN) signifie qu’il existe (x, y) ∈ ∂f et (xn, yn) ∈
∂fn tels que xn
s→x, yn s→ y et fn(xn)→ f(x).
Proposition 5. Soient {φn}n∈N et {ψn}n∈N deux suites de fonctions dans
Γ0(X) qui Mosco-e´piconvergent respectivement vers φ et ψ. On suppose que les couples
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(∂φn, ∂ψn) satisfont la condition Bre´zis-Crandall-Pazy uniforme :
si unλ = (J + ∂φn + ∂ψn,λ)
−1(x∗) on a
lim sup
n→+∞
λ→0
|∂ψn,λ(unλ)| < +∞ pour tout x∗ ∈ X∗.(23)
Alors ∂(φn + ψn) converge au sens des graphes vers ∂(φ+ ψ).
Si, en plus, la condition de normalisation pour (φn + ψn) est satisfaite, alors
{φn + ψn}n∈N Mosco-e´piconverge vers φ+ ψ.
P r e u v e. On remarquera que la condition de Bre´zis-Crandall-Pazy uniforme
implique la maximalite´ de ∂φn + ∂ψn (The´ore`me 2). Par suite, comme ∂(φn + ψn) est
un ope´rateur maximal monotone on a
∂(φn + ψn) = ∂φn + ∂ψn.
Pour conclure, il suffit alors d’appliquer le The´ore`me 5 et la Proposition 4. 
Dans le The´ore`me 6, la condition de Bre´zis-Crandall-Pazy uniforme joue un
roˆle crucial. Nous allons donner dans ce qui suit un re´sultat ou` l’une des conditions
re´centes (voir [31]) sur la Mosco-e´piconvergence d’une somme de fonctions convexes est
une conse´quence de cette condition uniforme.
The´ore`me 7. Soit X un espace de Banach re´flexif tel que X et X∗ soient
localement uniforme´ment convexes. Soit {ϕn, ϕ, ψn, ψ|n ∈ N} un sous-ensemble de
Γ0(X) tel que ϕn
M→ϕ et ψn M→ψ. Supposons qu’il existe x0 ∈ D(ϕ), ρ0 > 0, M ∈ R
tels que
∀u ∈ x0 + ρ0U sup
n∈N
ϕn(u) ≤M.(24)
Alors la suite {ϕn + ψn}n∈N Mosco-e´piconverge vers ϕ+ ψ.
P r e u v e. Elle est une conse´quence du The´ore`me 6 (applique´ aux sous-diffe´ren-
tiels) et de la Proposition 4. Elle se fait en plusieurs e´tapes.
Etape 1 : La suite {ϕn}n∈N est e´qui-borne´e sur U = x0 + ρ0U :
∃m ∈ R tel que ∀n m ≤ ϕn(u) ≤ M sur U .(25)
P r e u v e d e l’ e´ t a p e 1. Fixons pour cela u ∈ ρ0U . Par convexite´ de ϕn on
a :
ϕn(x0) = ϕn(
1
2
(x0 + u) +
1
2
(x0 − u)) ≤ 1
2
(ϕn(x0 + u) + ϕn(x0 − u)).
Par suite,
ϕn(x0 + u) ≥ 2ϕn(x0)− ϕn(x0 − u).
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Comme lim inf
n→+∞
ϕn(x0) ≥ ϕ(x0), on peut trouver un re´el L tel que ϕn(x0) ≥ L pour tout
n. Par conse´quent,
ϕn(x0 + u) ≥ 2ϕn(x0)− ϕn(x0 − u) ≥ 2L−M = m;
ce qui donne (25).
Etape 2 : Soit f une fonction convexe telle que
m ≤ f(x) ≤M pour tout x ∈ x0 + ρ0U.
Alors, f est Lipschitzienne sur x0 +
(ρ0
2
)
U avec une constante de Lipschitz e´gale a`
2(M − n)
ρ0
. En particulier,
∂f(x) ⊂
[
2(M − n)
ρ0
]
U pour tout x ∈ x0 +
(ρ0
2
)
U.
P r e u v e d e l’ e´ t a p e 2. Soit ui ∈ x0+ρ0U pour i = 1, 2. Posons t = |u2−u1|,
alors v = u2 +
ρ0
2t
(
u2 − u1
)
∈ x0 + 1
2
ρ0U . Puisque u2 = sv+ (1− s)u1, si s = 2t
2t+ ρ0
,
on de´duit de l’e´tape 1 et de la convexite´ de ϕn que
ϕn(u2)− ϕn(u1) ≤ s(ϕn(v)− ϕn(u1)) ≤ s(M −m) ≤ 2(M −m)
ρ0
|u2 − u1|.
u1 et u2 jouant un roˆle syme´trique, pour tout n ≥ n0 on a donc
|ϕn(u2)− ϕn(u1)| ≤ 2(M −m)
ρ0
|u2 − u1|.
L’inclusion
∂f(x) ⊂
[
2(M − n)
ρ0
]
U pour tout x ∈ x0 +
(ρ0
2
)
U.
est bien connue et re´sulte de la de´finition meˆme de la sous-diffe´rentiabilite´. En com-
binant (24) et le fait que Int D(ϕn) = Int D(∂ϕn) ([15], Prop. 2.5), et en utilisant le
The´ore`me 6, on en de´duit que ∂ϕn + ∂ψn = ∂(ϕn + ψn) converge au sens des graphes
vers ∂ϕ+ ∂ψ = ∂(ϕ+ψ). Pour conclure que la suite {ϕn+ψn}n∈N Mosco-e´piconverge
vers ϕ+ ψ, la Proposition 4, b) nous impose une condition de normalisation.
Soit ε > 0 donne´; d’apre`s le The´ore`me de Brøndsted et Rockafellar, D(∂(ϕ+ψ))
est dense dans D(ϕ+ ψ) et par suite, soit u0 ∈ D(∂(ϕ+ ψ)) tel que
|x0 − u0| < ε et y0 ∈ ∂(ϕ+ ψ)(u0).
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Alors, il existe
(un, yn) ∈ ∂(ϕn + ψn) tel que un s→u0, yn s→ y0.
Etape 3 : On a lim
n→∞
(ϕn + ψn)(un) = (ϕ+ ψ)(u0).
P r e u v e d e l’ e´ t a p e 3. Il est clair que
lim inf
n→+∞
(ϕn + ψn)(un) ≥ lim inf
n→∞
ϕn(un) + lim inf
n→+∞
ψn(un) ≥ ϕ(u0) + ψ(u0).
Pour l’autre ine´galite´ revenons a` yn ∈ ∂(ϕn + ψn)(un).
Puisque ϕ = M − limϕn et ψ = M − limψn, il existe alors xn s→u0 et xn s→u0 tels
que
lim sup
n→+∞
ϕn(xn) ≤ ϕ(u0), lim sup
n→+∞
ψn(xn) ≤ ψ(u0)
et
(ϕn + ψn)(un) ≤ ϕn(xn) + ψn(xn) + 〈yn, un − xn〉.
D’ou`
lim sup
n→+∞
(ϕn + ψn)(un) ≤ lim sup
n→+∞
ϕn(xn) + lim sup
n→+∞
ψn(xn)
≤ lim sup
n→+∞
ϕn(xn) + ψ(u0)
De l’e´tape 2, pour n suffisamment grand de telle sorte que
|xn − u0| < r0 et |xn − u0| < r0,
on de´duit
ϕn(xn) ≤
(
ϕn(xn)− ϕn(xn)
)
+ ϕn(xn) ≤ ϕn(xn) + M −m
r0
|xn − xn|.
Passant a` la limite supe´rieure on obtient :
lim sup
n→+∞
ϕn(xn) ≤ lim sup
n→+∞
ϕn(xn) ≤ ϕ(u0).
On de´duit que lim sup
n→+∞
(ϕn + ψn)(un) ≤ ϕ(u0) + ψ(u0); ce qui ache`ve la preuve du
the´ore`me. 
Corollaire 3. Soit X un espace de Banach re´flexif. Soit {ϕn, ψn, ϕ, ψ|n ∈ N}
une famille de Γ0(X) telle que ϕn
M→ϕ et ψ est continue en un point de son domaine.
Alors la suite {ϕn + ψ}n∈N Mosco-e´piconverge vers ϕ+ ψ.
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P r e u v e. La continuite´ de ψ en x0 ∈ Dom ψ reste ve´rifie´e lorsqu’on renorme
X de fac¸on a` ce qu’il soit uniforme´ment convexe ainsi que son dual. Il suffit par suite
de remarquer que la condition (24) est satisfaite au point x0 ∈ Dom ψ. 
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