Essays in Asset Pricing and Tail Risk by Seo, Sang Byung
University of Pennsylvania
ScholarlyCommons
Publicly Accessible Penn Dissertations
1-1-2015
Essays in Asset Pricing and Tail Risk
Sang Byung Seo
University of Pennsylvania, sangseo@wharton.upenn.edu
Follow this and additional works at: http://repository.upenn.edu/edissertations
Part of the Finance and Financial Management Commons
This paper is posted at ScholarlyCommons. http://repository.upenn.edu/edissertations/1127
For more information, please contact libraryrepository@pobox.upenn.edu.
Recommended Citation
Seo, Sang Byung, "Essays in Asset Pricing and Tail Risk" (2015). Publicly Accessible Penn Dissertations. 1127.
http://repository.upenn.edu/edissertations/1127
Essays in Asset Pricing and Tail Risk
Abstract
The first chapter "Option Prices in a Model with Stochastic Disaster Risk," co-authored with Jessica Wachter,
studies the consistency between the rare disaster mechanism and options data. In contrast to past work based
on an iid setup, we find that a model with stochastic disaster risk can explain average implied volatilities well,
despite being calibrated to consumption and aggregate market data alone. Furthermore, we extend the
stochastic disaster risk model to a two-factor model and show that it can match variation in the level and slope
of implied volatilities, as well as the average implied volatility curves.
The second chapter "Do Rare Events Explain CDX Tranche Spreads?," also co-authored with Jessica Wachter,
investigates the rare disaster mechanism based on the data on the CDX index and its tranches. Senior tranches
are essentially deep out-of-the-money options because they do not incur any losses until a large number of
investment-grade firms default. Using the two-factor stochastic disaster model, we jointly explain the spreads
on each CDX tranche, as well as prices on put options and the aggregate market. This paper demonstrates the
importance of beliefs about rare disasters and shows a basic consistency in these beliefs across different asset
markets.
In the third chapter, "Correlated Defaults and Economic Catastrophes: Linking the CDS Market and Asset
Returns," I consider economic catastrophes as massive correlated defaults and construct a catastrophic tail risk
measure from joint default probabilities based on my model as well as information contained in the CDS data.
Using the rich information contained in this measure, I find that investors put more weight on future extreme
events even after the stock market showed signs of recovery from the recent financial crisis. Furthermore, I
show that high catastrophic tail risk robustly predicts high future excess returns for various assets, including
stocks, government bonds, and corporate bonds. This risk is negatively priced, generating substantial
dispersion in the cross section of stock returns. These results consistently indicate that seemingly impossible
economic catastrophes are considered as an important risk source when trading assets.
Degree Type
Dissertation
Degree Name
Doctor of Philosophy (PhD)
Graduate Group
Finance
First Advisor
Jessica A. Wachter
Keywords
Asset pricing, Credit risk, Derivatives, Tail risk
This dissertation is available at ScholarlyCommons: http://repository.upenn.edu/edissertations/1127
Subject Categories
Finance and Financial Management
This dissertation is available at ScholarlyCommons: http://repository.upenn.edu/edissertations/1127
 ESSAYS IN ASSET PRICING AND TAIL RISK 
Sang Byung Seo 
A DISSERTATION 
in 
Finance 
For the Graduate Group in Managerial Science and Applied Economics 
Presented to the Faculties of the University of Pennsylvania 
in 
Partial Fulfillment of the Requirements for the 
Degree of Doctor of Philosophy 
2015 
 
Supervisor of Dissertation      
Signature                                                  
Jessica A. Wachter         
Richard B. Worley Professor of Financial Management, Professor of Finance    
 
Graduate Group Chairperson 
Signature                                               
Eric T. Bradlow 
K.P. Chao Professor of Marketing, Statistics, and Education 
 
Dissertation Committee 
Jessica A. Wachter, Richard B. Worley Professor of Financial Management, Professor of Finance 
Nikolai Roussanov, Associate Professor of Finance 
Amir Yaron, Robert Morris Professor of Banking & Finance 
ACKNOWLEDGEMENT
First and foremost, I am deeply grateful to my advisors Nikolai Roussanov, Jessica Wachter,
and Amir Yaron for their invaluable guidance.
I would also like to thank my friends and classmates who made my time at Wharton more
enjoyable: Ian Appel, Christine Dobridge, Michael Lee, Gil Segal, and Colin Ward. I would
like to especially thank Mete Kilic for his amazing help and feedback.
Finally, I am grateful to my family and Rosie for always supporting me no matter what.
ii
ABSTRACT
ESSAYS IN ASSET PRICING AND TAIL RISK
Sang Byung Seo
Jessica A. Wachter
The first chapter “Option Prices in a Model with Stochastic Disaster Risk,” co-authored
with Jessica Wachter, studies the consistency between the rare disaster mechanism and
options data. In contrast to past work based on an iid setup, we find that a model with
stochastic disaster risk can explain average implied volatilities well, despite being calibrated
to consumption and aggregate market data alone. Furthermore, we extend the stochastic
disaster risk model to a two-factor model and show that it can match variation in the level
and slope of implied volatilities, as well as the average implied volatility curves.
The second chapter “Do Rare Events Explain CDX Tranche Spreads?,” also co-authored
with Jessica Wachter, investigates the rare disaster mechanism based on the data on the
CDX index and its tranches. Senior tranches are essentially deep out-of-the-money options
because they do not incur any losses until a large number of investment-grade firms default.
Using the two-factor stochastic disaster model, we jointly explain the spreads on each CDX
tranche, as well as prices on put options and the aggregate market. This paper demonstrates
the importance of beliefs about rare disasters and shows a basic consistency in these beliefs
across different asset markets.
In the third chapter, “Correlated Defaults and Economic Catastrophes: Linking the CDS
Market and Asset Returns,” I consider economic catastrophes as massive correlated de-
faults and construct a catastrophic tail risk measure from joint default probabilities based
on my model as well as information contained in the CDS data. Using the rich informa-
tion contained in this measure, I find that investors put more weight on future extreme
events even after the stock market showed signs of recovery from the recent financial crisis.
iii
Furthermore, I show that high catastrophic tail risk robustly predicts high future excess
returns for various assets, including stocks, government bonds, and corporate bonds. This
risk is negatively priced, generating substantial dispersion in the cross section of stock re-
turns. These results consistently indicate that seemingly impossible economic catastrophes
are considered as an important risk source when trading assets.
iv
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CHAPTER 1 : Option Prices in a Model with Stochastic Disaster Risk
(with Jessica A. Wachter)
1.1. Introduction
Century-long evidence indicates that the equity premium, namely the, expected return
from holding equities over short-term debt, is economically significant. Ever since Mehra
and Prescott (1985) noted the puzzling size of this premium relative to what a standard
model would predict, the source of this premium has been a subject of debate. One place
to look for such a source is in options data. By holding equity and a put option, an investor
can, at least in theory, eliminate the downside risk in equities. For this reason, it is appealing
to explain both options data and standard equity returns together with a single model.
Such an approach is arguably of particular importance for a class of macro-finance models
that explain the equity premium through the mechanism of consumption disasters (e.g. Rietz
(1988), Barro (2006) and Weitzman (2007)). In these models, consumption growth rates
and thus equity returns are subject to shocks that are rare and large. Options (assuming
away, for the moment, the potentially important question of counterparty risk), offer a way
to insure against the risk of these events. Thus it is of interest to know whether these
models have the potential to explain option prices as well as equity prices.
Thus, option prices convey information about the price investors require to insure against
losses, and therefore indirectly about the source of the equity premium. Indeed, prior
literature uses option prices to infer information about the premium attached to crash risk
(e.g. Pan (2002)); recent work connects this risk to the equity premium as a whole (Bollerslev
and Todorov (2011b) and Santa-Clara and Yan (2010)). Despite the clear parallel to the
literature on consumption disasters and the equity premium, the literatures have advanced
separately. The macro-finance literature takes as its source not options data, but rather
international data on large consumption declines (see Barro and Ursua (2008)). There is
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also a difference in terminology (which reflects a difference in the philosophy). In the options
literature, the focus is on sudden negative changes in prices, called crashes; connections to
economic fundamentals are not modeled. In the macro-finance literature, the focus is on
disasters as reflected in economic fundamentals like consumption or GDP, rather than the
behavior of stock prices. However, in both literatures, risk premia are specifically attributed
to events whose size and probability of occurrence renders a normal distribution essentially
impossible.
Motivated by the parallels between these very different literatures, Backus, Chernov, and
Martin (2011) study option prices in a consumption disaster model similar to that of Rietz
(1988) and Barro (2006). They find, strikingly, that options prices implied by the con-
sumption disaster model are far from their data counterparts. In particular, the implied
volatilities resulting from a calibration to macroeconomic consumption data are lower than
in the data, and are far more downward sloping as a function of the strike price. Thus
options data appear to be inconsistent with consumption disasters as an explanation of the
equity premium puzzle.
Like Barro (2006) and Rietz (1988), Backus, Chernov, and Martin (2011) assume that the
probability of a disaster occurring is constant. Such a model can explain the equity premium,
but cannot account for other features of equity markets, such as the volatility. Recent rare
events models therefore introduce dynamics that can account for equity volatility (Gabaix
(2012), Gourio (2012), Wachter (2013)). We derive option prices in a model based on that
of Wachter (2013), and in a significant generalization of this model that allows for variation
in the risk of disaster at different time scales. We show that allowing for a stochastic
probability of disaster has dramatic effects on implied volatilities. Namely, rather than
being much lower than in the data, the implied volatilities are at about the same level. The
slope of the implied volatility curve, rather than being far too great, also matches that of
the data. We then apply the model to understanding other features of option prices in the
data, such as time-variation in the level and slope of the implied volatility curve. We show
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that the model can account for these features of the data as well. In other words, a model
calibrated to international consumption data on disasters can explain option prices after
all.
We use the fact that our model generalizes the previous literature to better understand
the difference in results. Because of time-variation in the disaster probability, the model
endogenously produces the stock price changes that occur during normal times and that
are reflected in option prices. These changes are absent in iid rare event models, because,
during normal times, the volatility of stock returns is equal to the (low) volatility of dividend
growth. Moreover, by assuming recursive utility, the model implies a premium for assets
that covary negatively with volatility. This makes implied volatilities higher than what they
would be otherwise.
Our findings relate to those of Gabaix (2012), who also reports average implied volatilities in
a model with rare events.1 Our model is conceptually different in that we assume recursive
utility and time-variation in the probability of a disaster. Gabaix assumes a linearity-
generating process (Gabaix (2008)) with a power utility investor. In his calibration, the
sensitivity of dividends to changes in consumption is varying; however, the probability
of a disaster is not. There are several important implications of our choice of approach.
First, the tractability of our framework implies that we can use the same model for pricing
options as we do for equities. Moreover, our model nests the simpler one with constant
risk of disaster, allowing us to uncover the reason for the large difference in option prices
between the models. We also show that the assumption of recursive utility is important for
the accounting for the average implied volatility curve. Finally, we go beyond the average
implied volatility curve for 3-month options, considering the time series in the level and
slope of the implied volatility curve across different maturities. These considerations lead
us naturally to a two-factor model for the disaster probability.
1Recent work by Nowotny (2011) reports average implied volatilities as well. Nowotny focuses on the
implications of self-exciting processes for equity markets rather than on option prices.
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Other recent work explores implications for option pricing in dynamic endowment economies.
Benzoni, Collin-Dufresne, and Goldstein (2011) derive options prices in a Bansal and Yaron
(2004) economy with jumps to the mean and volatility of dividends and consumption. The
jump probability can take on two states which are not observable to the agent. Their focus
is on the learning dynamics of the states, and the change in option prices before and after
the 1987 crash, rather than on matching the shape of the implied volatility curve. Du
(2011) examines options prices in a model with external habit formation preferences as in
Campbell and Cochrane (1999) in which the endowment is subject to rare disasters that
occur with a constant probability. His results illustrate the difficulty of matching implied
volatilities assuming either only external habit formation, or a constant probability of a
disaster. Also related is the work of Drechsler and Yaron (2011), who focus on the volatility
premium and its predictive properties. Our paper differs from these in that we succeed in
fitting both the time series and cross-section of implied volatilities, as well as reconciling
the macro-finance evidence on rare disasters with option prices.
A related strand of research on endowment economies focuses on uncertainty aversion or
exogenous changes in confidence. Drechsler (2012) builds on the work of Bansal and Yaron
(2004), but incorporates dynamic uncertainty aversion. He argues that uncertainty aver-
sion is important for matching implied volatilities. Shaliastovich (2009) shows that jumps
in confidence can explain option prices when investors are biased toward recency. These
papers build on earlier work by Bates (2008) and Liu, Pan, and Wang (2005), who conclude
that it is necessary to introduce a separate aversion to crashes to simultaneously account
for data on options and on equities. Buraschi and Jiltsov (2006) explain the pattern in
implied volatilities using heterogenous beliefs. Unlike these papers, we assume a rational
expectations investor with standard (recursive) preferences. The ability of the model to
explain implied volatilities arises from time-variation in the probability of a disaster rather
than a premium associated with uncertainty.
Finally, a growing line of work focuses on the links between macroeconomic events, index
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option prices, and risk premia. Brunnermeier, Nagel, and Pedersen (2008) links option
prices to the risk of currency crashes, Kelly, Lustig, and Van Nieuwerburgh (2012) use
options to infer a premium for too-big-to-fail financial institutions, Gao and Song (2013)
price crash risk in the cross-section using options, and Kelly, Pastor, and Veronesi (2014)
demonstrate a link between options and political risk. The focus of these papers is empirical.
Our model provides a model that can help in interpreting these results.
The remainder of this paper is organized as follows. Section 1.2 discusses a single-factor
model for stochastic disaster risk (SDR). This model turns out to be sufficient to explain why
stochastic disaster risk can explain the level and slope of implied volatilities, as explained
in Section 1.3, which also compares the implications of the single-factor SDR model to
the implications of a constant disaster risk (CDR) model. As we explain in Section 1.4,
however, the single-factor model cannot explain many interesting features of options data.
In this section, we explore a multi-factor extension, which we fit to the data in Section 1.5.
We show that the multi-factor model can explain the time-series variation in the implied
volatility slope. Section 1.6 concludes.
1.2. Option prices in a single-factor stochastic disaster risk model
1.2.1. Assumptions
In this section we describe a model with stochastic disaster risk (SDR). We assume an
endowment economy with complete markets and an infinitely-lived representative agent.
Aggregate consumption (the endowment) solves the following stochastic differential equation
dCt = µCt− dt+ σCt− dBt + (e
Zt − 1)Ct− dNt, (1.1)
where Bt is a standard Brownian motion and Nt is a Poisson process with time-varying
intensity λt. This intensity follows the process
dλt = κ(λ¯− λt) dt+ σλ
√
λt dBλ,t, (1.2)
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where Bλ,t is also a standard Brownian motion, and Bt, Bλ,t and Nt are assumed to be
independent. For the range of parameter values we consider, λt is small and can therefore
be interpreted to be (approximately) the probability of a jump. We thus will use the
terminology probability and intensity interchangeably, while keeping in mind the that the
relation is an approximate one.
The size of a jump, provided that a jump occurs, is determined by Zt. We assume Zt is a
random variable whose time-invariant distribution ν is independent of Nt, Bt and Bλ,t. We
will use the notation Eν to denote expectations of functions of Zt taken with respect to the
ν-distribution. The t subscript on Zt will be omitted when not essential for clarity.
We will assume a recursive generalization of power utility that allows for preferences over
the timing of the resolution of uncertainty. Our formulation comes from Duffie and Epstein
(1992), and we consider a special case in which the parameter that is often interpreted as the
elasticity of intertemporal substitution (EIS) is equal to 1. That is, we define continuation
utility Vt for the representative agent using the following recursion:
Vt = Et
∫ ∞
t
f(Cs, Vs) ds, (1.3)
where
f(C, V ) = β(1− γ)V
(
logC − 1
1− γ log((1− γ)V )
)
. (1.4)
The parameter β is the rate of time preference. We follow common practice in interpreting
γ as relative risk aversion. This utility function is equivalent to the continuous-time limit
(and the limit as the EIS approaches one) of the utility function defined by Epstein and Zin
(1989) and Weil (1990).
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1.2.2. Solving for asset prices
We will solve for asset prices using the state-price density, pit.
2 Duffie and Skiadas (1994)
characterize the state-price density as
pit = exp
{∫ t
0
∂
∂V
f (Cs, Vs) ds
}
∂
∂C
f (Ct, Vt) . (1.5)
There is an equilibrium relation between utility Vt, consumption Ct and the disaster prob-
ability λt. Namely,
Vt =
C1−γt
1− γ e
a+bλt ,
where a and b are constants given by
a =
1− γ
β
(
µ− 1
2
γσ2
)
+ b
κλ¯
β
(1.6)
b =
κ+ β
σ2λ
−
√(
κ+ β
σ2λ
)2
− 2Eν
[
e(1−γ)Z − 1]
σ2λ
. (1.7)
It follows that
pit = exp
(
ηt− βb
∫ t
0
λsds
)
βC−γt e
a+bλt , (1.8)
where η = −β(a+ 1). Details are provided in Appendix A1.2.1.
Following Backus, Chernov, and Martin (2011), we assume a simple relation between div-
idends and consumption: Dt = C
φ
t , for leverage parameter φ.
3 Let F (Dt, λt) be the value
of the aggregate market (it will be apparent in what follows that F is a function of Dt and
λt). It follows from no-arbitrage that
F (Dt, λt) = Et
[∫ ∞
t
pis
pit
Ds ds
]
.
2Other work on solving for equilibria in continuous-time models with recursive utility includes Ben-
zoni, Collin-Dufresne, and Goldstein (2011), Eraker and Shaliastovich (2008), Fisher and Gilles (1999) and
Schroder and Skiadas (1999).
3This implies that dividends respond more than consumption to disasters, an assumption that is plausible
given the U.S. data (Longstaff and Piazzesi (2004)).
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The stock price can be written explicitly as
F (Dt, λt) = DtG(λt), (1.9)
where the price-dividend ratio G is given by
G(λt) =
∫ ∞
0
exp {aφ(τ) + bφ(τ)λt}
for functions aφ(τ) and bφ(τ) given by:
aφ(τ) =
(
µD − µ− β + γσ2(1− φ)− κλ¯
σ2λ
(ζφ + bσ
2
λ − κ)
)
τ
− 2κλ¯
σ2λ
log
(
(ζφ + bσ
2
λ − κ)
(
e−ζφτ − 1)+ 2ζφ
2ζφ
)
bφ(τ) =
2Eν
[
e(1−γ)Z − e(φ−γ)Z] (1− e−ζφτ)
(ζφ + bσ
2
λ − κ)
(
1− e−ζφτ)− 2ζφ ,
where
ζφ =
√(
bσ2λ − κ
)2
+ 2Eν
[
e(1−γ)Z − e(φ−γ)Z]σ2λ
(see Wachter (2013)). We will often use the abbreviation Ft = F (Dt, λt) to denote the value
of the stock market index at time t.
1.2.3. Solving for implied volatilities
Let P (Ft, λt, τ ;K) denote the time-t price of a European put option on the stock market
index with strike price K and expiration t+τ . For simplicity, we will abbreviate the formula
for the price of the dividend claim as Ft = F (Dt, λt). Because the payoff on this option at
expiration is (K − Ft+τ )+, it follows from the absence of arbitrage that
P (Ft, λt, T − t;K) = Et
[
piT
pit
(K − FT )+
]
.
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Let Kn = K/Ft, the normalized strike price (or “moneyness”), and define
Pn(λt, T − t;Kn) = Et
[
piT
pit
(
Kn − FT
Ft
)+]
. (1.10)
We will establish below that Pn is indeed a function of λt, time to expiration and moneyness
alone Clearly Pnt = Pt/Ft. Because our ultimate interest is in implied volatilities, and
because, in the formula of Black and Scholes (1973), normalized option prices are functions
of the normalized strike price (and the volatility, interest rate and time to maturity), it
suffices to calculate Pnt .
4
Returning to the formula for Pnt , we note that, from (1.9), it follows that
FT
Ft
=
DT
Dt
G(λT )
G(λt)
. (1.11)
Moreover, it follows from (1.8) that
piT
pit
=
(
CT
Ct
)−γ
exp
{∫ T
t
(η − βbλs) ds+ b(λT − λt)
}
. (1.12)
At time t, λt is sufficient to determine the distributions of consumption and dividend growth
between t and T , as well as the distribution of λs for s = t, . . . , T . It follows that normalized
put prices (and therefore implied volatilities) are a function of λt, the time to expiration,
and moneyness.
4Given stock price F , strike price K, time to maturity T − t, interest rate r, and dividend yield y, the
Black-Scholes put price is defined as
BSP(F,K, T − t, r, y, σ) = e−r(T−t)KN(−d2)− e−y(T−t)FN(−d1)
where
d1 =
log(F/K) +
(
r − y + σ2/2) (T − t)
σ
√
T − t and d2 = d1 − σ
√
T − t
Given the put prices calculated from the transform analysis, inversion of this Black-Scholes formula gives us
implied volatilities. Specifically, the implied volatility σimpt = σ
imp(λt, T − t;Kn) solves
Pnt (λt, T − t;Kn) = BSP
(
1,Kn, T − t, rbt , 1/G(λt), σimpt
)
where rbt is the model’s analogue of the Treasury Bill rate, which allows for a probability of a default in case
of a disaster (see Barro (2006); as in that paper we assume a default rate of 0.4).
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Appendix A1.2.5 describes the calculation of (1.10). We first approximate the price-dividend
ratio G(λt) by a log-linear function of λt, As the Appendix describes, this approximation
is highly accurate. We can then apply the transform analysis of Duffie, Pan, and Singleton
(2000) to calculate put prices.
The implied volatility curve in the data represents an average of implied volatilities at differ-
ent points in time. We follow the same procedure in the model, calculating an unconditional
average implied volatility curve. To do so, we first solve for the implied volatility as a func-
tion of λt. We numerically integrate this function over the stationary distribution of λt.
This stationary distribution is Gamma with shape parameter 2κλ¯/σ2λ and scale parameter
σ2λ/(2κ) (Cox, Ingersoll, and Ross (1985)).
1.2.4. The constant disaster risk model
Taking limits in the above model as σλ approaches zero implies a model with a constant
probability of disaster (Appendix A1.2.2 shows that this limit is indeed well-defined and is
what would be computed if one were to solve the constant disaster risk model from first
principles). We use this model to evaluate the role that stochastic disaster risk plays in the
model’s ability to match the implied volatility data. We refer to this model in what follows
as the CDR (constant disaster risk) model, to distinguish it from the more general SDR
model.
The CDR model is particularly useful in reconciling our results with those of Backus, Cher-
nov, and Martin (2011). Backus et al. solve a model with a constant probability of a
jump in consumption, calibrated in a manner similar to Barro (2006). They call this the
consumption-based model, to distinguish it from the reduced-form options-based model
which is calibrated to fit options data. While Backus et al. assume power utility, their
model can be rewritten as one with recursive utility with an EIS of one. The reason is that
the endowment process is iid. In this special case, the EIS and the discount rate are not
separately identified. Specifically, a power utility model has an identical stochastic discount
10
factor, and therefore identical asset prices to a recursive utility model with arbitrary EIS
as long as one can adjust the discount rate (Appendix A1.2.3).5
1.3. Average implied volatilities in the model and in the data
In this section we compare implied volatilities in the two versions of the model we have
discussed with implied volatilities in the data. For now, we focus on three-month options.
Table 1.1 shows the parameter values for the SDR and the benchmark CDR model. The
parameters in the SDR model are identical to those of Wachter (2013), and thus do not
make use of options data. The parameters for the benchmark CDR model are as in the
consumption-based model of Backus, Chernov, and Martin (2011). That is, we consider
a calibration that is isomorphic to that of Backus, Chernov, and Martin (2011) in which
the EIS is equal to 1. Assuming a riskfree rate of 2% (as in Backus et al.), we calculate
a discount rate of 0.0189 . We could also use the same parameters as in the SDR model
except with σλ = 0; the results are very similar.
The two calibrations differ in their relative risk aversion, in the volatility of normal-times
consumption growth, in leverage, in the probability of a disaster, and of course in whether
the probability is time-varying. The net effect of some of these differences turns out to
be less important than what one may think: for example, higher risk aversion and lower
disaster probability roughly offset each other. We explore the implications of leverage and
volatility in what follows.
The two models also assume different disaster distributions. For the SDR model, the dis-
aster distribution is multinomial, and taken from Barro and Ursua (2008) based on actual
consumption declines. The benchmark CDR model assumes that consumption declines are
5Backus et al. define option payoffs not in terms of the price, but in terms of the total return. In
principal one could correct for this; however the correction requires a well-defined price-dividend ratio. For
their parameters, and a riskfree rate of 2%, the price-dividend ratio is not well-defined (the value of the
infinitely-lived dividend-claim does not converge). One can assess the difference between options on returns
and the usual option definition with higher levels of the riskfree rate, which does lead to well-defined prices.
It is small for ATM and OTM options which are the focus of our (and their) study. In what follows, for
consistency with their study, we use their definition and pricing method when reporting results for the
benchmark CDR calibration.
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log-normal. For comparison, we plot the smoothed density for the SDR model along with
the density of the consumption-based model in Figure 1.1. Compared with the lognormal
model, the SDR model has more mass over small declines in the 10–20% region, and more
mass over large declines in the 50-70% region.6
Figure 1.2 shows the resulting implied volatilities as a function of moneyness, as well as
implied volatilities in the data. Confirming previous results, we find that the CDR model
leads to implied volatilities that are dramatically different from those in the data. First,
the implied volatilities are too low, even though the model was calibrated to match the
volatility of equity returns. Second, they exhibit a strong downward slope as a function of
the strike price. While there is a downward slope in the data, it is not nearly as large. As a
result, implied volatilities for at-the-money (ATM) options in the CDR model are less than
10%, far below the option-based implied volatilities, which are over 20%.
In contrast, the SDR model can explain both ATM and OTM (out-of-the-money) implied
volatilities. For OTM options (with moneyness equal to 0.94), the SDR model gives an
implied volatility of 23%, close to the data value of 24%. There is a downward slope, just as
in the data, but it is much smaller than that of the CDR model. ATM options have implied
volatilities of about 21% in both the model and the data. There are a number of differences
between this model and the CDR model. We now discuss which of these differences is
primarily responsible for the change in implied volatilities.
1.3.1. The role of leverage
In their discussion, Backus, Chernov, and Martin (2011) emphasize the role of very bad con-
sumption realizations as a reason for the poor performance of the disaster model. Therefore,
this seems like an appropriate place to start. The disaster distribution in the SDR bench-
6One concern is the sensitivity of our results to behavior in the tails of the distribution. By assuming
a multinomial distribution, we essentially assume that this distribution is bounded, which is probably not
realistic. However, it makes very little difference if we consider a unbounded distribution that matches the
observations in the data. Barro and Jin (2011) suggest this can be done with a power law distribution
with tail parameter of about 6.5. We have tried this version of the model and the results are virtually
indistinguishable. The reason is that, even though low realizations are possible in theory, their probability
is so small as to not affect the model’s results.
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mark actually implies a slightly higher probability of extreme events than the benchmark
CDR model (Figure 1.1). However, the benchmark CDR model has much higher leverage:
the leverage parameter is 5.1 for the CDR calibration versus 2.6 for the SDR calibration.
Leverage does not affect consumption but it affects dividends, and therefore stock and op-
tion prices. A higher leverage parameter implies that dividends will fall further in the event
of a consumption disaster. It is reasonable, therefore, to attribute the difference in the
implied volatilities to the difference in the leverage parameter.
Figure 1.3 tests this directly by showing option prices in the CDR model for leverage of
5.1 and for leverage of 2.6 (denoted “lower leverage”) in the figure. Surprisingly, the slope
for the calibration with leverage of 2.6 is slightly higher than the slope for leverage of 5.1.
Lowering leverage results in a downward shift in the level of the implied volatility curve,
not the slope. Thus the difference in leverage cannot be the explanation for why the slope
in our model is lower than the slope for CDR.
Why does the change in leverage result in a shift in the level of the curve? It turns out that
in the CDR model, changing normal-times volatility has a large effect. Leverage affects
both the disaster distribution and normal-times volatility. Lowering leverage has a large
effect on normal-times volatility and thus at-the-money options. This is why the level of
the curve is lower, and the slope is slightly steeper.7
1.3.2. The role of normal shocks
To further consider the role of normal-times volatility, we explore the impact of changing
the consumption volatility parameter σ. In the benchmark CDR comparison, consumption
volatility is equal to the value of consumption volatility over the 1889–2009 sample, namely
3.5%. Most of this volatility is accounted for by the disaster distribution, because, while the
disasters are rare, they are severe. Therefore normal-times volatility is 1%, lower than the
U.S. consumption volatility over the post-war period. The SDR model is calibrated differ-
7Yan (2011) shows analytically that, as the time to expiration approaches zero, the implied volatility is
equal to the normal-times volatility in the stock price, while the slope is inversely related to the normal-times
volatility of the stock price.
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ently; following Barro (2006), the disaster distribution is determined based on international
macroeconomic data, and the normal-times distribution is set to match postwar volatility
in developed countries. The resulting normal-times volatility is 2%. To evaluate the effect
of this difference, we solve for implied volatilities in the CDR model with leverage of 5.1
and normal-times volatility of 2%. In Figure 1.3, the result is shown in the line denoted
“higher normal-times volatility.”
As Figure 1.3 shows, increasing the normal-times volatility of consumption growth in the
CDR model has a noticeable effect on implied volatilities: The implied volatility curve is
higher and flatter. The change in the level reflects the greater overall volatility. The change
in the slope reflects the greater probability of small, negative outcomes. However, the effect,
while substantial, is not nearly large enough to explain the full difference. The level of the
“higher normal-times volatility” smile is still too low and the slope is too high compared
with the data.8
While raising the volatility of consumption makes the CDR model look somewhat more like
the SDR model (though it does not account for the full difference), it is not the case that
lowering the volatility of consumption makes the SDR model more like the CDR model.
Namely, reducing σ to 1% (which would imply a normal-times consumption volatility that
is lower than in the post-war data) has almost no effect on the implied volatility curve
of the SDR model. There are two reasons why this parameter affects implied volatilities
differently in the two cases. First, the leverage parameter is much lower in the SDR model
than the CDR model. Second, volatility in the SDR model comes from time-variation in
discount rates (driven by λt) as well as in payouts (φσ). The first of these terms is much
larger than the second.9
8Note further that leverage of 5.1, combined with a normal-times consumption volatility of 2% means
that normal-times dividend volatility of dividends is 10.2%. However, annual volatility in postwar data is
only 6.5%.
9To be precise, total return volatility in the SDR model equals the square root of the variance due to
λt, plus the variance in dividends. Dividend variance is small, and it is added to something much larger to
determine total variance. Thus the effect of dividend volatility on return volatility is very small, and changes
in dividend volatility also have relatively little effect.
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1.3.3. The price of volatility risk
One obvious difference between the CDR model and the SDR model is that the SDR model
is dynamic. Because of recursive utility, this affects risk premia on options and therefore
option prices and implied volatilities. As shown in Section 1.2.2, the state price density
depends on the probability of disaster. Thus risk premia depend on covariances with this
probability: assets that increase in price when the probability rises will be a hedge. Options
are such an asset. Indeed, an increase in the probability of a rare disaster raises option prices,
while at the same time increasing marginal utility.
To directly assess the magnitude of this effect, we solve for option prices using the same
process for the stock price and the dividend yield, but with a pricing kernel adjusted to set
the above effect equal to zero. Risk premia in the model arise from covariances with the
pricing kernel. We replace the pricing kernel in (1.8) with one in which b = 0.10 Because b
determines the risk premium due to covariance with λt, setting b = 0 will shut off this effect.
Figure 1.4 shows, setting b = 0 noticeably reduces the level of implied volatilities, though
the difference between the b = 0 model and the SDR is small compared to the difference
between the CDR and the SDR model.
It is worth emphasizing that the assumption of b = 0 does not imply an iid model. This
model still assumes that stock prices are driven by stochastic disaster risk; otherwise the
volatility of stock returns would be equal to that of dividends.
1.3.4. The distribution of consumption growth implied by options
Our results show that a model with stochastic disaster risk can fit implied volatilities,
thereby addressing one issue raised by Backus, Chernov, and Martin (2011). Backus et
10Note that a and η also depend on b: these expressions are also changed in the experiment. While it may
first appear that b should also affect the riskfree rate, this does not occur in the model with EIS= 1. The
riskfree rate satisfies a simple expression
rt = β + µ− γσ2 + λtEν
[
e−γZ
(
eZ − 1
)]
.
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al. raise a second issue: assuming power utility and iid consumption growth, they back
out a distribution for the left tail of consumption growth from option prices (we will call
this the “option-implied consumption distribution”).11 Based on this distribution, they
conclude that the probabilities of negative jumps to consumption are much larger, and the
magnitudes much smaller, than implied by the international macroeconomic data used by
Barro (2006) and Barro and Ursua (2008).
The resolution of this second issue is clearly related to the first. For if a model (like the one
we describe) can explain average implied volatilities while assuming a disaster distribution
from macroeconomic data, then it follows that this macroeconomic disaster distribution is
one possible consumption distribution that is consistent with the implied volatility curve.
Namely, the inconsistency between the extreme consumption events in the macroeconomic
data and option prices is resolved by relaxing the iid assumption.
Of course, this reasoning does not imply that the stochastic disaster model is any better
than the iid model with the option-implied consumption distribution. This distribution is,
after all, consistent with option prices, the equity premium, and the mean and volatility of
consumption growth observed in the U.S. in the 1889-2009 period (provided a coefficient of
relative risk aversion equal to 8.7). However, it turns out that this consumption distribution
can be ruled out based on other data: because it assumes that negative consumption jumps
are relatively frequent (as they must be to explain the equity premium), some would have
occurred in the 60-year postwar period in the U.S. The unconditional volatility of consump-
tion growth in the U.S. during this period was less than 2%. Under the option-implied
consumption growth distribution, there is less than a 1 in one million chance of observing
a 60-year period with volatility this low.12
11A methodological problem with this analysis is that it assumes that options are on returns rather than
on prices. See footnote 5.
12There are multiple additional objections to an iid model for returns. Another that arises in the context
of options and rare disaster is that of Neuberger (2012), who shows that an iid model is unlikely based on
the lack of decay in return skewness as the measurement horizon grows. We discuss this result further in
Section 1.5.4.
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1.3.5. Summary
A consequence of stochastic disaster risk is high stock market volatility, not just during
occurrences of disasters, but during normal periods as well. This is reflected in the level
and shallowness of the volatility smile: while the existence of disasters leads to an upward
slope for out-of-the money put options, high normal-period volatility implies that the level
is high for put options that are in the money or only slightly out of the money. The same
mechanism, and indeed the same parameters that allow the model to match the level of
realized stock returns enable the model to match implied volatilities.
Previous work suggests that allowing for stochastic volatility (and time-varying moments
more generally) does not appear to affect the shape of the implied volatility curve.13 How
is it, then, that this paper comes to such a different conclusion? The reason may arise from
the fact that the previous literature mainly focused on reduced-form models, in which the
jump dynamics and volatility of stock returns are freely chosen. However, in an equilibrium
model like the present one, stock market volatility arises endogenously from the interplay
between consumption and dividend dynamics and agents’ preferences. While it is possible
to match the unconditional volatility of stock returns and consumption in an iid model,
this can only be done (given the observed data) by having all of the volatility occur during
disasters. In such a model it is not possible to generate sufficient stock market volatility
in normal times to match either implied or realized volatilities. While in the reduced-form
literature, the difference between iid and dynamic models principally affects the conditional
second moments, in the equilibrium literature, the difference affects the level of volatility
itself.
13Backus, Chernov, and Martin (2011) write: “The question is whether the kinds of time dependence we
see in asset prices are quantitatively important in assessing the role of extreme events. It is hard to make a
definitive statement without knowing the precise form of time dependence, but there is good reason to think
its impact could be small. The leading example in this context is stochastic volatility, a central feature of
the option-pricing model estimated by Broadie et al. (2007). However, average implied volatility smiles
from this model are very close to those from an iid model in which the variance is set equal to its mean.
Furthermore, stochastic volatility has little impact on the probabilities of tail events, which is our interest
here.”
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1.4. Option prices in a multi-factor stochastic disaster risk model
1.4.1. Why multiple factors?
The previous sections show how introducing time variation into conditional moments can
substantially alter the implications of rare disasters for implied volatilities. The model pre-
sented there was parsimonious, with a single state variable following a square root process.
Closer examination of our results suggests an aspect of options data that may be difficult
to fit to this model. Figure 1.5 shows implied volatilities for λt equal to the median and for
the 1st and 99th percentile value for put options with moneyness as low as 0.85.14 Implied
volatilities increase almost in parallel as λt increases. That is, ATM options are affected
by an increase in the rare disaster probability almost as much as out-of-the-money options.
The model therefore implies that there should be little variation in the slope of the implied
volatility curve.
Figure 1.6 shows the historical time series of implied volatilities computed on one month
ATM and OTM options with moneyness of 0.85. Panel C shows the difference in the implied
probabilities, a measure of the slope of the implied volatility curve. Defined in this way,
the average slope is 12%, with a volatility of 2%. Moreover, the slope can rise as high as
18% and fall as low as 6%. While the SDR model can explain the average slope, it seems
unlikely that it would be able to account for the time-variation in the slope, at least under
the current calibration. Moreover, comparing Panel C with Panels A and B of Figure 1.6
indicates that the slope varies independently of the level of implied volatilities. Thus it is
unlikely that any model with a single state variable could account for these data.
The mechanism in the SDR model that causes time-variation in rare disaster probabilities
is identical to the mechanism that leads to volatility in normal times. Namely, when λt
14The figure also shows 99th and 1st percentile implied volatilities in the data at each moneyness level.
While the 99th percentile values are high in the model, they are similarly high in the data; thus the single-
factor model can accurately account for the range in implied volatilities. Because this graph is constructed
looking at implied volatilities for each moneyness level, it does not answer the important question of whether
the model can explain time-variation in the slope.
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is high, rare disasters are more likely and returns are more volatile. In order to account
for the data, a model must somehow decouple the volatility of stock returns from the
probability of rare events. This is challenging, because volatility endogenously depends on
the probability of rare events. Indeed, the main motivation for assuming time-variation in
the probability of rare events is to generate volatility in stock returns that seems otherwise
puzzling. Developing such a model is our goal in this section of the paper.
1.4.2. Model assumptions
In this section, we introduce a mechanism that decouples the volatility of stock returns from
the probability of rare events. We assume the same stochastic process for consumption (1.1)
and for dividends. We now assume, however, that the probability of a rare event follows
the process
dλt = κλ(ξt − λt)dt+ σλ
√
λtdBλ,t, (1.13)
where ξt solves the following stochastic differential equation
dξt = κξ(ξ¯ − ξt)dt+ σξ
√
ξtdBξ,t. (1.14)
We continue to assume that all Brownian motions are mutually independent. The process
for λt takes the same form as before, but instead of reverting to a constant value λ¯, λt
reverts to a value that is itself stochastic. We will assume that this value, ξt itself follows
a square root process. Though the relative values of κλ and κξ do not matter for the
form of the solution, to enable an easier interpretation of these state variables, we will
choose parameters so that shocks to ξt die out more slowly than direct shocks to λt. Duffie,
Pan, and Singleton (2000) use the process in (1.13) and (1.14) to model return volatility.
This model is also related to multi-factor return volatility processes proposed by Bates
(2000), Gallant, Hsu, and Tauchen (1999), and Andersen, Fusari, and Todorov (2013).15 In
15The purpose of this model is not to provide a better fit than existing multi-factor reduced form models;
all else equal it will be easier for a reduced-form model which has fewer restrictions to fit the data than an
equilibrium model.
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our study, the process is for jump intensity rather than volatility; however, volatility, which
arises endogenously, will inherit the two-factor structure. While we implement a model with
two-factors in this paper, our solution method is general enough to encompass an arbitrary
number of factors with linear dependencies through the drift term, as in the literature on
the term structure of interest rates (Dai and Singleton (2002)).16
Like the one-factor SDR model, our two-factor extension is highly tractable. In Ap-
pendix A1.3.1, we show that utility is given by
Vt =
C1−γt
1− γ e
a+bλλt+bξξt (1.15)
where
a =
1− γ
β
(
µ− 1
2
γσ2
)
+
bξκξ ξ¯
β
(1.16)
bλ =
κλ + β
σ2λ
−
√(
κλ + β
σ2λ
)2
− 2Eν
[
e(1−γ)Zt − 1]
σ2λ
(1.17)
bξ =
κξ + β
σ2ξ
−
√√√√(κξ + β
σ2ξ
)2
− 2bλκλ
σ2ξ
(1.18)
Equation 1.5 still holds for the state-price density, though the process Vt will differ. The
riskfree rate and government bill rate are the same functions of λt as in the one-factor
model. In Appendix A1.3.3, we show that the price-dividend ratio is given by
G(λt, ξt) = exp (aφ(τ) + bφλ(τ)λt + bφξ(τ)ξt) , (1.19)
16 Equilibrium models that highlight the importance of variation across different time scales include Calvet
and Fisher (2007) and Zhou and Zhu (2014). These papers do not discuss the fit to implied volatilities. Rather
than rare disasters, these papers induce fluctuations in asset prices based on time-varying first and second
moments of consumption growth; evidence from consumption growth itself suggests that this variation is
insufficient to produce the observed volatility in stock prices (Beeler and Campbell (2012)). These papers
require simultaneously high risk aversion and a high elasticity of intertemporal substitution; this model
requires neither.
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where aφ, bφλ and bφξ solve the differential equations
a′φ(τ) = −β − µ− γ(φ− 1)σ2 + µD + bφξ(τ)κξ ξ¯
b′φλ(τ) = −bφλ(τ)κλ +
1
2
bφλ(τ)
2σ2λ + bλbφλ(τ)σ
2
λ + Eν
[
e(φ−γ)Zt − e(1−γ)Zt
]
b′φξ(τ) = −bφλ(τ)κλ − bφξ(τ)κξ +
1
2
bφξ(τ)
2σ2ξ + bξbφξ(τ)σ
2
ξ ,
with boundary condition
aφ(0) = bφλ(0) = bφξ(0) = 0.
Similar reasoning to that of Section 1.2.3 shows that for a given moneyness and time to
expiration, normalized option prices and implied volatilities are a function of λt and ξt
alone. To solve for option prices, we approximate G(λt, ξt) by a log-linear function of λt
and ξt, as shown in Appendix A1.3.3.
1.5. Fitting the multifactor model to the data
1.5.1. Parameter choices
For simplicity, we keep risk aversion γ, the discount rate β and the leverage parameter φ
the same as in the one-factor model. We also keep the distribution of consumption in the
event of a disaster the same. Note that κλ and σλ will not have the same interpretation in
the two-factor model as κ and σλ do in the one-factor model.
Our first goal in calibrating this new model is to generate reasonable predictions for the
aggregate market and for the consumption distribution. That is, we do not want to allow
the probability of a disaster to become too high. One challenge in calibrating representative
agent models is to match the high volatility of the price-dividend ratio. In the two-factor
model, as in the one-factor model, there is an upper limit to the amount of volatility
that can be assumed in the state variable before a solution for utility fails to exist. The
more persistent the processes, namely the lower the values of κλ and κξ, the lower the
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respective volatilities must be so as to ensure that the discriminants in (1.17) and (1.18)
stay nonnegative. We choose parameters so that the discrimant is equal to zero; thus there
is only one more free parameter relative to to the one-factor model.
The resulting parameter choices are shown in Table 1.2. The mean reversion parameter κλ
and volatility parameter σλ are relatively high, indicating a fast-moving component to the
λt process, while the mean reversion parameter κξ and σξ are relatively low, indicating a
slower-moving component. The parameter ξ¯ (which represents both the average value of ξt
and the average value of λt) is 2% per annum. This is lower than λ¯ in our calibration of the
one-factor model. In this sense, the two-factor calibration is more conservative. However,
the extra persistence created by the ξt process implies that λt could deviate from its average
for long periods of time. To clarify the implications of these parameter choices, we report
population statistics on λt in Panel C of Table 1.2. The median disaster probability is only
0.37%, indicating a highly skewed distribution. The standard deviation is 3.9% and the
monthly first-order autocorrelation is 0.9858.
Implications for the riskfree rate and the market are shown in Table 1.3. We simulate
100,000 samples of length 60 years to capture features of the small-sample distribution.
We also simulate a long sample of 600,000 years to capture the population distribution.
Statistics are reported for the full set of 100,000 samples, and the subset for which there are
no disasters (38% of the sample paths). The table reveals a good fit to the equity premium
and to return volatility. The average Treasury Bill rate is slightly too high, though this
could be lowered by lowering β or by lowering the probability of government default.17
The model successfully captures the low volatility of the riskfree rate in the postwar period.
The median value of the price-dividend ratio volatility is lower than in the data (0.27 versus
0.43), but the data value is still lower than the 95th percentile in the simulated sample.18
For the market moments, only the very high AR(1) coefficient in postwar data falls outside
17As in the one-factor model, we assume a 40% probability of government default.
18The one-factor model, which was calibrated to match the population persistence of the price-dividend
ratio, has a median price-dividend ratio volatility of 0.21 for sample paths without disasters and a population
price-dividend ratio volatility of 0.38.
22
the 90% confidence bounds: it is 0.92 (annual), while in the data, the median is 0.79 and the
95th percentile value is 0.91. As we will show below, there is a tension between matching
the autocorrelation in the price-dividend ratio and in option prices. Moreover, so that
utility converges, there is a tradeoff between persistence and volatility. One view is that the
autocorrelation of the price-dividend ratio observed in the postwar period may in fact have
been very exceptional and perhaps is not a moment that should be targeted too stringently.
1.5.2. Simulation results for the two-factor model
We first examine the fit of the model to the mean of implied volatilities in the data. We
ask more of the two-factor model than its one-factor counterpart. Rather than looking only
at 3-month options across a narrow moneyness range, we extend the range to options of
moneyness of 0.85. We also look at 1- and 6-month options, and at moments of implied
volatilities beyond the means. Moreover, rather than looking only at the population average,
we consider the range of values we would see in repeated samples that resemble the data,
namely, samples of length 17 years with no disaster. This is a similar exercise to what was
performed in Table 1.3, though calculating option prices is technically more difficult than
calculating equity prices.19
Figure 1.7 shows means and volatilities of implied volatilities for the three option maturities.
We report the averages across each sample path, as well as 90% confidence intervals from
the simulation. We see that this new model is successful at matching the average level
of the implied volatility curve for all three maturities, even with this extended moneyness
range, and even though we are looking at sample paths in which the disaster probability
will be lower than average. In fact the slope in the model is slightly below that in the data.
Similarly, the model’s predictions for volatility of volatility are well within the standard
error bars for all moneyness levels and for all three option maturities.
19Because of the extra persistence in this multifrequency model, it is important to accurately capture
the dynamics when λt is near zero. We therefore simulate the model at a daily interval for 17 years. This
simulation is repeated 1000 times for the options calculation, and more for the (easier) equity calculations.
Along each simulation path, we pick monthly observations of the state variables and calculate option prices
for these monthly observations.
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One issue that arises in fitting both options and equities with a single model is the very
different levels of persistence in the option and equity markets. This tension is apparent
in our simulated data as well. As Table 1.3 reports, the annual AR(1) coefficient for the
price-dividend ratio in the data is extremely high: 0.92; just outside of our 10% confidence
intervals. The median value from the simulations is still a very high 0.79; in monthly
simulations, this value is 0.98. Implied volatilities in simulated data have much lower
autocorrelations. Median autocorrelations are roughly the same across moneyness levels,
and are in the 0.92 to 0.94 range; substantially below the level for the price-dividend ratio.
The AR(1) coefficients in the data are lower still, though generally within the 10% confidence
intervals.20 While the same two factors drive equity and option prices, they do so to different
extents. The model endogenously captures the greater persistence in equity prices, which
represent value in the longer run than do option prices.
1.5.3. Implications for the time series
We now return to the question of whether the two-factor model can explain time-variation
in the slope and the level of option prices. Before embarking on this exercise we note that
the matching the time series is not usually a target for general equilibrium models because
these models operate under tight constraints. We expect that there will be some aspects of
the time series that our model will not be able to match.
We consider the time series of one-month ATM and OTM implied volatilities (Figure 1.6).
For each of these data points, we compute the implied value of λt and ξt. Note that this
exercise would not be possible if the model were not capable of simultaneously matching the
level and slope of the implied volatility curve for one-month options. We show the resulting
values in Figure 1.8. For most of the sample period, the disaster probability λt varies
between 0 and 6%, with spikes corresponding to the Asian financial crisis in the late 1990s
and the large market declines in the early 2000s. However, the sample is clearly dominated
20 It is well known that the implied volatility series exhibits long-memory-like properties. Thus the first-
order autocorrelation of volatility may understate the true persistence of the data.
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by the events of 2008-2009, in which the disaster probability rises to about 20%. 21 While
we choose the state variables to match the behavior of one-month options exactly, Figure 1.9
shows that the model also delivers a good fit to the time series of implied volatilities from
three-month and six-month options.
The exercise above raises the question of whether the time series of λt and ξt are reason-
able given our assumptions on the processes for these variables. Table 1.4 calculates the
distribution of moments for λt and ξt. With the exception of the first-order autoregressive
coefficients, the data fall well within the 90% confidence intervals. That is, the average
values of the state variables and their volatilities could easily have been observed in 17-
year samples with no disasters. The persistence in the data is somewhat lower than the
persistence implied by the model. This illustrates the same tension between matching the
time series of option prices and the time series of the price-dividend ratio discussed in the
previous section.
As discussed in Section 1.4.1, it is not clear why adding a second state variable would allow
the model to capture the time series variation in both the level and the slope, since both
of these observables would be endogenously determined by both state variables. To better
understand the mechanisms that allow the model to match these data, we consider the
relative contributions of two state variables to the implied volatility curve in Figure 1.10.
Panel A of Figure 1.10 fixes ξt at its median value and shows implied volatilities for λt
at its 80th percentile value, at its median, and at its 20th percentile value. Panel B of
Figure 1.10 performs the analogous exercise, this time fixing λt but varying ξt. In contrast
to its behavior in the one-factor model, increasing λt both increases implied volatilities
and increases the slope. The state variable ξt has a smaller effect on the level of implied
volatilities, but a greater effect on the slope. Moreover, an increase in ξt lowers the slope
rather than raising it. To summarize, increases in λt raise both the level and the slope of
21While this model can formally capture the financial crisis, there is a tension in that the large spike in
λt would be an extremely unlikely event in a model in which state variables are driven by Brownian shocks.
Our methods can easily accomodate Poisson jumps in λt itself, or a third transitory factor that would drive
λt.
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the implied volatility curve. Increases in ξt slightly raise the level and decrease the slope.
Why does ξt affect the slope of the implied volatility curve? The reason is that ξt has
a relatively small effect on the probability of disasters at the time horizon important for
option pricing, but a large effect on the volatility of stock prices (because of the square root
term on its own volatility). Thus increases in ξt flatten the slope of the implied volatility
curve because they raise the implied volatility for ATM options much more than for OTM
options. The process for λt, on the other hand, has a large effect on OTM implied volatilities
because it directly controls the probability of a disaster. It has a smaller effect on ATM
implied volatilities than in the one-factor model because of its lower persistence.
Finally, we ask what these implied volatilities say about equity valuations. Given the
option-implied values of ξ and λ, we can impute a price-dividend ratio using (1.19). This
price-dividend ratio uses no data on equities, only data on options and the model. Figure
Figure 1.12 shows the results, along with the price-dividend ratio from data available from
Robert Shiller’s webpage. The model can match the sustained level of the price-dividend
ratio, and, most importantly, the time series variation after 2004.22 Indeed, between 2004
and 2013, the correlation between the option-implied price-dividend ratio and the actual
price-dividend ratio is 0.84, strongly suggesting these two markets share a common source
of risk.
1.5.4. The implied volatility surface
We now take a closer look at what the model says about the implied volatility surface,
namely implied volatilities across moneyness and time to expiration. Figures 1.11 show
the implied volatilities for one, three and six-month options as a function of moneyness.
We show the average implied volatilities computed using the time series of λt and ξt, and
compare these to the data. Given that we have chosen λt and ξt to match the time series
of implied volatilities on 1-month options, it is not surprising that the model matches these
22 Not surprisingly, the disaster-risk model is not able to match the run-up in stock prices from the late
90s until around 2004. It may be that time-varying fears of a disaster will not be able to capture the extreme
optimism that characterized that period.
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data points exactly. More interestingly, the model is able to match the three-month and
the six-month implied volatility curves almost exactly, even though it was not calibrated to
these curves.
The downward slope in implied volatilities from options expiring in as long as six months
indicates that the risk-neutral distribution of returns exhibits considerable skewness at long
horizons. This is known as the skewness puzzle (Bates (2008)) because the law of large
numbers would suggest convergence toward normality as the time to expiration increases.
Recently, Neuberger (2012) makes use of options data to conclude that the skewness in the
physical distribution of returns is also more pronounced than has been estimated previously.
Neuberger emphasizes the observed negative correlation between stock prices and volatility
(French, Schwert, and Stambaugh (1987)) as a reason why skewness in long-horizon returns
does not decay as the law of large numbers in an iid model suggests that it would (see also
Bates (2000)).
Figures 1.7 and 1.11 show that our model can capture the downward slope in 6-month
implied volatilities as well as the slope for shorter-term options. Thus stock returns in
the model exhibit skewness at both long and short-horizons. The short-horizon skewness
arises from the existence of rare disasters. Long-horizon skewness, however, comes about
endogenously because of the time-variation in the disaster probability. An increase in the
rare disaster probability leads to lower stock prices, and, at the same time, higher volatilities,
thereby accounting for this co-movement in the data. As a result, returns maintain their
skewness at long horizons, and the model can explain six-month as well as one-month
implied volatility curves.
1.6. Conclusion
Since the early work of Rubinstein (1994), the implied volatility curve has constituted an
important piece of evidence against the Black-Scholes Model, and a lens through which to
view the success of a model in matching option prices.
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The implied volatility curve, almost by definition, has been associated with excess kurtosis in
stock prices. Separately, a literature has developed linking kurtosis in consumption (which
would then be inherited by returns in equilibrium) with the equity premium. However,
much of the work up to now, as exemplified by a recent paper by Backus, Chernov, and
Martin (2011) suggests that, at least for standard preferences, the non-normalities required
to match the equity premium are qualitatively different from those required to match implied
volatility.
We have proposed an alternative and more general approach to modeling the risk of down-
ward jumps that can reconcile the implied volatility curve and the equity premium. Rather
than assuming that the probability of a large negative event is constant, we allow it to
vary over time. The existence of very bad consumption events leads to both the downward
slope in the implied volatility curve and the equity premium. Moreover, the time-variation
in these events moderates the slope, raises the level and generates the excess volatility
observed in stock prices. Thus the model can simultaneously match the equity premium,
equity volatility, and implied volatilities on index options. Option prices, far from ruling
out rare consumption disasters, provide additional information for the existence of what
has been referred to as the “dark matter” of asset pricing (Campbell (2008), Chen, Dou,
and Kogan (2013)).
The initial model that we develop in the paper is deliberately simple and parsimonious.
However, there are some interesting features of option and stock prices that cannot be
matched by a model with a single state variable; for example, the imperfect correlation
between the slope and the level of the implied volatility curve. For this reason, we inves-
tigate a more general model that allows for variation in disaster risk to occur at multiple
time scales. This modification naturally produces time-variation in the slope of implied
volatilities because it introduces variation in stock price volatility that can be distinguished
from the risk of rare disasters. Taken together, these results indicate that options data sup-
port the existence of rare disasters in beliefs about the equity premium. Moreover, options
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data can provide information about the disaster distribution beyond that offered by stock
prices. In particular, data from options suggest that modeling time-variation in disaster
risk occurring at multiple time scales may be a fruitful avenue for future work.
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Figure 1.1: Probability density functions for consumption declines
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Notes: The probability density functions (pdfs) for consumption declines for log-normally
distributed disasters and for the multinomial distribution assumed in the stochastic disaster
risk (SDR) model. In the case of the SDR model, the pdf approximates the multinomial
distribution from Barro and Ursua (2008). The exact multinomial distribution is used to
calculate the results in the paper. The pdfs are for the quantities 1− eZ in each model.
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Figure 1.2: Average implied volatilities in the SDR and CDR models
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Notes: Average implied volatilities for 3-month options as a function of moneyness for the
stochastic disaster risk (SDR) model, for the constant disaster risk (CDR) model (under the
benchmark calibration given in Table 1.1) and in the data. Average implied volatilities are
shown as functions of moneyness, defined as the exercise price divided by the asset price.
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Figure 1.3: Comparative statics for the CDR model
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Notes: Implied volatilities for 3-month options as a function of moneyness in the data
and for three parameterization of the CDR model. The line labeled “CDR” shows the
benchmark calibration. The line labeled “higher normal-times volatility” raises the volatility
of consumption shocks that are not associated with disasters from 1% to 2% per annum but
keeps all other parameters, including the consumption disaster distribution, the same. The
line labeled “lower leverage” lowers the term multiplying dividends from 5.1 to 2.6, while
keeping all other parameters the same.
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Figure 1.4: Evaluating the role of recursive utility
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Notes: Implied volatilities for 3-month options as a function of moneyness in the data, in
the CDR model (calibrated as in Table 1.1) and in the SDR model. Also shown are implied
volatilities in the SDR model computed under the assumption that the premium associated
with time-variation in the disaster probability is equal to zero (SDR model with b = 0).
Note both the benchmark and the b = 0 version of the SDR model are dynamic models
with stochastic moments. The CDR model is iid.
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Figure 1.5: Implied volatilities for given values of the disaster probability
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Notes: Implied volatilities on 3-month options as a function of moneyness for various per-
centile values of the probability of a disaster in the single-factor SDR model. Also shown
are average implied volatilities in the data, and, for each moneyness value, 99th and 1st
percentile implied volatilities in the data.
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Figure 1.6: 1-month implied volatility time series
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Notes: Monthly time series of implied volatilities on 1-month options in the data and of
the difference in implied volatilities. Implied volatilities are calculated for at-the-money
(ATM) options and out-of-the-money (OTM) options with moneyness equal to 0.85.
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Figure 1.7: Mean and volatility of implied volatilities in simulated data
Mean Implied Volatilities Volatility of Implied Volatilities
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Panel C: 6-Month Options
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Notes: We simulate 1000 samples of length 17 years from the two-factor model. For each
sample path, we compute the mean and volatility of implied volatilities at three different
moneyness levels and for three maturities. The dotted line shows the means of these statis-
tics across sample paths, while the dashed-dotted lines show 95th and 5th percentiles. The
solid line shows the data.
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Figure 1.8: Fitted values of state variables
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Notes: Fitted state variables in the two-factor SDR model. State variables are fitted to
the time series of 1-month implied volatilities of ATM options and OTM options with
moneyness equal to 0.85. The variable λt represents the (annual) probability of disaster.
λt reverts to a time-varying value ξt.
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Figure 1.9: 3- and 6-month implied volatility time series
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Notes: Monthly time series of implied volatilities on 3- and 6-month options in the data
and in the two-factor SDR model. Implied volatilities are calculated for ATM options and
OTM options with moneyness equal to 0.85. In the model, we compute option prices using
state variables fit to the time series of 1-month ATM and OTM options with moneyness of
0.85.
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Figure 1.10: Implied volatilities as functions of the state in the two-factor SDR model
Panel A: Varying λt
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Panel B: Varying ξt
0.85 0.9 0.95 1
0
0.05
0.1
0.15
0.2
0.25
0.3
0.35
0.4
Moneyness
 
 
80th percentile
median
20th percentile
Notes: Implied volatilities on 3-month options as functions of moneyness. The figures show
the effects of varying the state variables λt (the disaster probability) and ξt (the value to
which λt reverts). Panel A sets ξt equal to its median value and varies λt, while Panel B
sets λt equal to its median value and varies ξt.
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Figure 1.11: Average implied volatilities from the time series of state variables
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Notes: Average implied volatilities on put options in the data and in the two-factor SDR
model. In the model, we compute option prices using state variables fit to the time series of
1-month ATM and OTM options with moneyness of 0.85. We compute an implied volatility
for each option price and then take the average.
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Figure 1.12: The price-dividend ratio in the data and in the model
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Notes: The solid line shows the time series of the price-dividend ratio on the data. The red
line shows the price-dividend ratio implied by the model for state prices chosen to fit the
one-month ATM and OTM (0.85 moneyness) put options.
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Figure A.1: Exact versus approximate solution
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Notes: This figure shows implied volatilities when option prices are computed exactly (line
with stars) versus when they are computed using an approximation (line with circles) in the
SDR model. Implied volatilities assume that the disaster probability is fixed at its mean
and that, in the event of disaster, consumption falls by a fixed amount, namely 30%.
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Table 1.1: Parameter values
SDR CDR
Relative risk aversion γ 3.0 5.19
EIS ψ 1 1
Rate of time preference β 0.0120 0.0189
Average growth in consumption (normal times) µ 0.0252 0.0231
Volatility of consumption growth (normal times) σ 0.020 0.010
Leverage φ 2.6 5.1429
Average probability of a rare disaster λ¯ 0.0355 0.010
Mean reversion κ 0.080 NA
Volatility parameter σλ 0.067 0
Notes: Parameters for stochastic disaster risk (SDR) model and for the benchmark constant
disaster risk (CDR) model, in annual terms.
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Table 1.2: Parameter values for the two-factor SDR model
Panel A: λ process
Mean reversion κλ 0.2
Volatility parameter σλ 0.1576
Panel B: ξ process
Mean ξ¯ 0.02
Mean reversion κξ 0.1
Volatility parameter σξ 0.0606
Panel C: Population statistics of λ
Median 0.0037
Standard deviation 0.0386
AR(1) coefficient 0.9858
Notes: Parameter values for the two-factor SDR model. The processes are as follows:
dλt = κλ(ξt − λt)dt+ σλ
√
λtdBλ,t
dξt = κξ(ξ¯ − ξt)dt+ σξ
√
ξtdBξ,t.
Parameter values are expressed in annual terms. Panel C shows population statistics for
the disaster probability λt calculated by simulation at a monthly frequency (so that the
AR(1) coefficient should be interpreted in monthly terms).
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Table 1.3: Moments for the government bill rate and the market return for the two-factor
SDR model
No-Disaster Simulations All Simulations
Data 0.05 0.50 0.95 0.05 0.50 0.95 Population
E[Rb] 1.25 1.68 2.96 3.46 -0.47 2.41 3.37 2.02
σ(Rb) 2.75 0.34 1.07 2.71 0.48 2.06 7.14 3.69
E[Rm −Rb] 7.25 5.40 8.01 12.36 5.30 8.49 14.25 9.00
σ(Rm) 17.8 13.24 19.26 27.91 14.59 22.59 34.38 24.13
Sharpe Ratio 0.41 0.32 0.42 0.55 0.26 0.39 0.53 0.37
exp(E[p− d]) 32.5 28.96 40.63 48.88 22.93 36.95 47.41 35.36
σ(p− d) 0.43 0.15 0.27 0.47 0.17 0.33 0.59 0.43
AR1(p− d) 0.92 0.59 0.79 0.91 0.62 0.82 0.92 0.90
Notes: Data moments are calculated using annual data from 1947 to 2010. Population
moments are calculated from simulating data from the two-factor stochastic disaster risk
(SDR) model at a monthly frequency for 600,000 years and then aggregating monthly growth
rates to an annual frequency. We also simulate 100,000 60-year samples and report the 5th,
50th and 95th percentile for each statistic, both from the full set of simulations and for the
subset of samples for which no disasters occur. Rb denotes the government bill return, Rm
denotes the return on the aggregate market and p− d denotes the log price-dividend ratio.
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Table 1.4: Moments of state variables in the two-factor SDR model
No-Disaster Simulations All Simulations
Data 0.05 0.50 0.95 0.05 0.50 0.95
E[λ] 1.57 0.11 0.83 4.64 0.13 1.17 7.54
σ(λ) 2.37 0.22 1.18 4.37 0.26 1.53 5.92
AR1(λ) 0.74 0.76 0.93 0.98 0.78 0.94 0.98
E[ξ] 1.70 0.43 1.42 4.29 0.46 1.58 4.95
σ(ξ) 1.06 0.32 0.83 2.02 0.34 0.90 2.22
AR1(ξ) 0.70 0.90 0.96 0.98 0.91 0.96 0.98
Notes: Data moments of state variables are calculated using state variables extracted from
monthly data on option prices from 1996 to 2012. The parameter λt is the probability of a
disaster. The probability of a disaster reverts to the state variable ξt. Means and standard
deviations are in percentage terms. We simulate 100,000 17-year samples at a monthly
frequency and report the 5th, 50th and 95th percentile for each statistic, both from the full
set of simulations and for the subset of samples for which no disasters occur.
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CHAPTER 2 : Do Rare Events Explain CDX Tranche Spreads?
(with Jessica A. Wachter)
2.1. Introduction
In both academic work and the popular press, financial engineering has been implicated as
a cause of the 2008 financial crisis. One hypothesis is that complex securities were falsely
given high ratings. These sold at low interest rates, allowing financial firms to take on more
leverage. By making financial firms extremely sensitive to small losses, this artificially high
leverage contributed to the crisis.
In this paper, we focus on securities based on an index of credit default swaps. This
index is known as the CDX, and tranches on the CDX were actively traded both before
and during the crisis. Accordingly, Coval, Jurek, and Stafford (2009) identify mis-pricing
in these tranches, based on a model that computes risk using option prices, and fits the
spreads assuming that the spread on the 5-year CDX is priced correctly. They find that
spreads on the senior tranches are too low and that spreads on the junior tranches are too
high, consistent with the hypothesis above. This story is questioned, however, by Collin-
Dufresne, Goldstein, and Yang (2012), who argue that the focus on the 5-year spread distorts
the results. Indeed, in order to price spreads at all maturities, it is necessary to allow for
idiosyncratic jumps. Furthermore, a small probability of a system-wide catastrophic jump
is necessary for matching overall credit spreads.
Unlike Coval, Jurek, and Stafford (2009), who use a static model that assumes default
at the maturity of a bond, Collin-Dufresne, Goldstein, and Yang (2012) solve a dynamic
model of structural default. They specify a stochastic discount factor and allow for both
systematic and idiosyncratic jumps in asset value. However, their model is still reduced-
form, and therefore disconnected from underlying risks in the economy. For example, their
model allows for the specification of jump risk under the risk-neutral measure, but not the
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physical measure. Furthermore, they solve their model under the assumption of constant
jump risk. In their calibration, however, they assume that jump risk is time-varying.
In this paper, we aim to value tranches on the CDX using a representative-agent model. We
require that the model be consistent with facts about the aggregate market, and, impor-
tantly, option prices, as the connection between options and credit spreads is well known.
Our model allows for a catastrophic jump in prices driven by consumption (a rare disaster,
as in Barro (2006) and Rietz (1988)), as well as large idiosyncratic jumps in assets covered
in the CDX index. Our model also allows for the probability of both types of jumps to vary
over time. We calibrate the model to match prices on index options. In order to match
option prices, we use a two-factor model for the risk of rare disasters developed in earlier
work (Chapter 1). We find that our model can explain the spreads on both CDX junior and
senior spreads, while at the same time generating a reasonable fit to implied volatilities on
index options. Rather than arising from mis-pricing, low spreads on senior CDX tranches
could plausibly be observed in a period characterized by a low risk of a disaster. Options
and equity data also point to 2005 to mid-2007 as being such a period.
2.2. Model
2.2.1. Model primitives and the state-price density
We use the two-factor stochastic disaster risk model in Chapter 1. Namely, we assume an
endowment economy with complete markets and an infinitely-lived representative agent.
Aggregate consumption (the endowment) solves the following stochastic differential equa-
tion:
dCt
Ct−
= µCdt+ σCdBC,t + (e
ZC,t − 1)dNC,t,
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where BC,t is a standard Brownian motion and NC,t is a Poisson process. The intensity of
NC,t is given by λt and assumed to be governed by the following system of equations:
dλt = κλ(ξt − λt)dt+ σλ
√
λtdBλ,t
dξt = κξ(ξ¯ − ξt)dt+ σξ
√
ξtdBξ,t,
where Bλ,t and Bξ,t are Brownian motions (independent of each other and of BC,t).
We will assume a recursive generalization of power utility that allows for preferences over
the timing of the resolution of uncertainty. Our formulation comes from Duffie and Epstein
(1992), and we consider a special case in which the parameter that is often interpreted as the
elasticity of intertemporal substitution (EIS) is equal to 1. That is, we define continuation
utility Vt for the representative agent using the following recursion:
Vt = Et
∫ ∞
t
f(Cs, Vs) ds,
where
f(C, V ) = β(1− γ)V
(
logC − 1
1− γ log((1− γ)V )
)
. (2.1)
The parameter β is the rate of time preference. We follow common practice in interpreting
γ as relative risk aversion. This utility function is equivalent to the continuous-time limit
(and the limit as the EIS approaches one) of the utility function defined by Epstein and Zin
(1989) and Weil (1990).
As shown in Appendix A2.1, the value function has the solution
Vt = J(Ct, λt, ξt) =
C1−γ
1− γ e
a+bλλt+bξξt ,
with coefficients a, bλ and bξ given in the Appendix. In Appendix A2.2, we show that this
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value function implies the following state-price density
pit = exp
(
ηt− βbλ
∫ t
0
λsds− βbξ
∫ t
0
ξsds
)
βC−γt e
a+bλλt+bξξt , (2.2)
and risk free rate
rt = β + µ− γσ2 + λtE
[
e(1−γ)Zt − e−γZt
]
.
Equations for the aggregate market and index options can be found in Chapter 1. Here, we
focus on computing CDX prices.
2.2.2. Defaults
Let Di,t be the payout amount of firm i (i = 1, · · · , N). While we use the notation Di,t,
we intend this to mean the payout not only to the equity holders but the bondholders as
well. The payout is driven by common sources of risk Bct and Nct that affect consumption
as well, as well as idiosyncratic sources of risk Bit and N
i
t . That is,
dDi,t
Di,t−
= µidt+ φiσCdBC,t + (e
φiZC,t − 1)dNC,t + σidBit + (eZ
i
t − 1)dN it︸ ︷︷ ︸
idiosyncratic risk
.
The processes Bit, for i = 1, . . . , N , are independent Brownian motions. The processes Nit
have Poisson increments. To avoid a multiplicity of state variables, we assume that the
intensity of the Poisson processes are jointly driven by χt. However, conditional on χt, the
increments dNit are independent. We assume that χ follows a CIR process:
dχt = κχ(χ¯− χt)dt+ σχ√χtdBχ,t.
This structure allows for exposure to disasters (through Nct), as well as to large idiosyn-
cratic events. Note that, as is usual in the literature on endowment economies, these firms
have greater exposure to disasters than the consumption process itself, as indicated by the
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parameter φ.1
Let Ai,t denote the total value of firm i (the equity plus the debt). That is Ai,t is the price
of the payout stream:
Ai,t = Et
[∫ ∞
t
pis
pit
Di,sds
]
. (2.3)
We denote Gi(λt, ξt, χt) as the asset-payout ratio (Ai,t/Di,t) of firm i. We show that this
ratio is expressed as
Gi(λt, ξt, χt) =
∫ ∞
0
exp (ai(τ) + biλ(τ)λt + biξ(τ)ξt + biχ(τ)χt) dτ, (2.4)
where ai(τ), biλ(τ), biξ(τ), and biχ(τ) solve the system of ordinary differential equations
derived in Appendix A2.3.
We define default as the event that a firm’s value falls below a threshold following Black
and Cox (1976) and many subsequent studies. Let Ai,B denote the threshold for firm i.
Then the default time is the random variable defined as
τi = inf{t : Ai,t ≤ Ai,B}.
We let Ri denote the recovery rate of firm i upon default.
2.2.3. CDX pricing
CDX indices are baskets of equally-weighted individual credit default swap (CDS) contracts
for a set of large U.S. investment-grade firms.2 We will let N denote the number of firms
in the index (for all CDX indices thus far, the number of firms has been 125). Taking a $1
1Note however that φ does not have the interpretation of financial leverage, as Dit is total payout.
However, φ > 1 is still possible in the presence of labor income. Our calibration of φ will reflect the
interpretation of Dit as including interest as well as dividends.
2Each CDS contract involves two parties: protection buyer and protection seller. The protection seller
provides the protection buyer an insurance against a credit event of the reference entity (specified in a CDS
contract). Thus, the protection buyer pays a series of insurance premiums to the protection seller. In return,
if the reference entity experiences a credit event, the protection seller compensates the loss of the protection
buyer, either by purchasing the reference obligation from the protection buyer at its par value (physical
settlement) or by directly paying the loss amount to the protection buyer (cash settlement).
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protection sell position on the CDX index can be viewed as taking protection-sell positions
with notional amounts $1/N on all N individual CDS contracts in the index.
We first develop formulas for the payoffs and pricing of the protection-sell and protection-
buy positions on the index. Assume a $1 notional amount. If firm i defaults, then the
protection seller pays the protection buyer 1N (1− Ri). The cumulative loss process on the
index, Lt, can therefore be expressed as
Lt =
1
N
N∑
i=1
1{τi≤t}(1−Ri). (2.5)
The value of the cash flows paid by the protection seller is given by
ProtCDX = E˜
[∫ T
0
e−
∫ t
0 rsdsdLt
]
. (2.6)
where E˜ denotes the expectation taken under the risk-neutral measure and rt is the riskfree
rate.3
In the CDX contract, the protection buyer makes quarterly premium payments that, over
the course of a year, add up to a pre-determined spread S. If a firm defaults, the size
of premium payments goes down because the outstanding notional amount of the CDS
contract is reduced by 1N . Let nt denote the fraction of firms that have defaulted as of time
t:
nt =
1
N
N∑
i=1
1{τi≤t}. (2.7)
For a given spread S, the expected present value of cash flows paid by the protection buyer
is given by
PremCDX(S) = SE˜
[
M∑
m=1
e−
∫ tm
0 rsds(1− ntm)∆m +
∫ tm
tm−1
e−
∫ u
0 rsds(u− tm−1)dns
]
, (2.8)
3The risk-neutral measure and riskfree rate are implied by the model in Section 2.2.1.
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where 0 = t0 < t1 < · · · < tM are premium payment dates, S is the premium rate (premium
payment per unit notional), and ∆m = tm − tm−1 is the m-th premium payment interval.4
Note that if a default occurs between two premium payment dates, the protection buyer
must pay the accrued premium from the last premium payment date to the default date.
This is taken into consideration as the second term in the expectation of equation (2.8).
To simplify notation, we have assumed above that the contracts originate at time 0. Because
the model is stationary, this assumption is without loss of generality. The CDS spread SCDX
is defined as the value of the premium rate that equates the protection and premium legs
(i.e. PremCDX(SCDX) = ProtCDX). That is, SCDX is determined by
SCDX = ProtCDX/PremCDX(1).
Appendix A2.4 shows how to compute the spread, which is a function of the state variables
λ, ξ and χ.
2.2.4. CDX tranche pricing
Each tranche is defined by its “attachment point” and “detachment point.” The attachment
point refers to the level of subordination of the tranche, and the detachment point is the level
at which the tranche loses its entire notional amount. For example, consider the tranche
with a 10% attachment point and 15% detachment point. The protection seller of this
tranche does not experience loss until the the entire pool (i.e. the CDX index) accumulates
more than a 10% loss. After the 10% level, every loss the pool experiences “attaches” to
the tranche. That is, the protection seller of the tranche should compensate the loss after
10%. If the loss of the pool reaches the detachment point of 15%, the protection seller loses
the entire notional amount and no longer needs to take the loss of the pool. (i.e. further
loss “detaches” from the tranche.)
4If T is the maturity of the CDS contract (in years), the total number of premium payments M is equal
to 4T because payments are quarterly.
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The detachment of a tranche is the attachment of the next (higher) tranche. Suppose that
there are J tranches based on the CDX index. We denote Kj−1 as the attachment point
and Kj as the detachment point of the j-th tranche tranche. The attachment point of the
first tranche (K0) is equal to 0 and the detachment point of the last tranche (KJ) is equal
to 100%.
To properly understand the mechanism of tranche products, it is important to see that
a default in the pool not only affects the most junior tranche but also the most senior
tranche. To illustrate this, consider a simple case where (1) the entire pool consists of 100
CDS contracts, each of which has $1 notional amount, and (2) there are only two tranches:
0-50% and 50-100% tranches based on the pool. How does an event of one firm’s default in
the pool affect the two tranches, assuming that the defaulted firm’s recovery rate is 40%?
This event affects both the 0-50% and 50-100% tranches. Since the recovery rate is 40%
and each CDS contract is with $1 notional, the loss amount of the pool is $0.6. Since the
0-50% tranche is the most junior tranche, the protection seller of this tranche takes this
loss. The difference between $1 (notional amount of the defaulted CDS contract) and $0.6
(loss amount from the defaulted CDS contract) reduces the notional amount of the 50-100%
tranche exactly by $0.4.5
The reason why the notional amount of the most senior tranche decreases is straightforward
if we consider a case for funded CDO products: if a default occurs in the pool, the loss
amount goes to the most junior tranche holder, and the recovery amount from the default
goes to the most senior tranche holder as an early redemption. That is, the notional
amount of the senior tranche is reduced by the redemption amount. Since CDX tranches
are unfunded CDO products, which do not require initial investments, there is no actual
early redemption in cash as the case for funded CDO products, but still the notional amount
of the most senior tranche is reduced by the recovery amount.
5This is not a loss to the protection seller of this tranche. The notional amount simply reduces to $49.6.
This means that the maximum loss the protection seller can experience is $49.6. Thus, the protection seller
receives insurance premium based on the reduced notional amount $49.6.
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In sum, a default in the pool affects both the most junior tranche (by incurring loss) and
the most senior tranche (by reducing its notional amount). Keeping this in mind, we derive
the expressions for the loss and recovery amount of the j-th tranche as a fraction of the
notional amount of the tranche (Kj −Kj−1):
TLj,t =
min{Lt,Kj} −min{Lt,Kj−1}
Kj −Kj−1
TRj,t =
min{nt − Lt, 1−Kj−1} −min{nt − Lt, 1−Kj}
Kj −Kj−1 . (2.9)
Let ProtTran,j be the protection leg of the j-th CDX tranche. The expression for ProtTran,j
is the same as the one for ProtCDX except that the integral is with respect to the tranche
loss (TLj,t) rather than the entire pool loss (Lt):
ProtTran,j = E˜
[∫ T
0
e−
∫ t
0 rsdsdTLj,t
]
.
Let PremTran,j(U, S) be the premium leg of the j-th CDX tranche when the protection
buyer pays quantity U up front and quarterly premiums with premium rate S. Since insur-
ance premiums accrue based on the outstanding notional amount (which can be decreased
from 100% due to a tranche loss (TLj,t) or a tranche recovery (T
R
j,t)), we can show that
PremTran,j(U, S) = U + SE˜
[
Tf∑
m=1
{
e−
∫ t
0 rsds
∫ tm
tm−1
(
1− TLj,t − TRj,t
)
ds
}]
.
In our sample period, the entire CDX pool has been partitioned into 6 tranches, which are
traded as separate products: 0-3%, 3-7%, 7-10%, 10-15%, 15-30% and 30-100% tranches.
The first tranche is called the equity tranche and the second tranche is called the mezzanine
tranche. The four remaining tranches are called senior tranches, and, in particular, the last
(most senior) tranche is called the super senior tranche.
Except for the equity tranche, tranches are traded with zero upfront amount. Thus, for
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each of those tranches, the CDX tranche spread (STran,j) is determined by
STran,j =
ProtTran,j
PremTran,j(0, 1)
if j = 2, · · · , 6.
The equity tranche is traded with the upfront amount, fixing the premium rate at 500bp.
Thus, the upfront amount for the equity tranche (UTran,j) is determined by
UTran,j = ProtTran,j −PremTran,j(0, 0.05) if j = 1.
Again, in Appendix A2.4, we show that the spread and upfront amount for CDX tranches
can be calculated as a function of the state variables λ, ξ and χ.
2.3. Evaluating the model
2.3.1. Data
Our analysis requires the use of pricing data from the options and CDX markets. First,
our sample of options consists of implied volatilities on S&P 500 European put options.
We collect our sample from OptionMetrics, which provides the time series and the cross
section of implied volatilities on individual stocks and equity indices from January 1996
to December 2012. To construct monthly time-series of implied volatility smiles, we pick
observations using the data from the Wednesday of every option expiration week. Following
the approach in Chapter 1, we apply standard filters to extract contracts with meaningful
trade volumes and prices. The implied volatility smile for each date can be obtained by
regressing implied volatilities on a polynomial in strike price and maturity.
CDX is a family of credit default swap (CDS) indices, mainly covering firms and entities
in North America. Among many different indices, we focus on the CDX North America
Investment Grade (CDX NA IG) index, which is the most actively traded. This index
is composed of 125 equally weighted CDX contracts on representative North American
investment grade firms.
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Unlike equity indices, CDS indices have expiration dates because they consist of multiple
contracts with certain maturities. Three-, five-, seven-, and ten-year indices are typically
traded. Since each index has an expiration date, the time-to-maturity decays. For this very
reason, CDX indices roll every 6 months in March and September. That is, every March
and September, a new series of indices is introduced to the market and the previous series
becomes off-the run. There have been a total of 20 series to date.
Our data set contains daily market pricing information on CDX NA IG indices from
MARKIT. Although the first series of CDX (CDX1) was traded from September 2003,
MARKIT provides five- and ten-year data from series 5 and seven-year data from series 6.
We extract the monthly time series of on-the-run series using the same dates for our option
sample. We only use on-the-run series data because the latest series are the most liquid.
In this paper, our period of interest is from October 2005 to September 2008, which corre-
sponds to CDX series 5 to 10. We divide our sample period into two sub-periods: pre-crisis
and post-crisis. Pre-crisis sample is from October 2005 to September 2007 (CDX5 to CDX8).
Post-crisis sample is from October 2007 to September 2008 (CDX9 to CDX10). Note that
our sample period ends before SNAC was introduced. Therefore we do not need to consider
changes in the trading convention in the market. In our entire sample, CDX index and all
tranches are quoted in terms of spreads and the equity tranche is quoted in terms of upfront
amount with 500bps fixed running spread.
2.3.2. Calibration
The parameter values for aggregate consumption, market dividends, and for utility are
shown in Table 2.1. To ensure that our model can match consumption data, aggregate
market data and data on index put options, we use similar parameter values as in Chapter
1. That is, we choose risk aversion of 3, and EIS equal to 1 (which allows for closed-form
solutions), and standard parameters for temporal discounting, normal-times consumption
growth, normal-times consumption volatility, and the leverage for the dividend claim. For
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convenience, rather than using the multinomial distribution of Barro and Ursua (2008),
we assume a power law distribution with a minimum value of 10% and a tail parameter
of 7. This is a reasonable approximation to the multinomial distribution (Barro and Jin
(2011)), but is slightly more conservative in that the tail probabilities of very bad events
are lower. To keep other quantities in the model the same, we make a slight adjustment to
the volatility parameters. Otherwise, parameter values for the λt and ξt processes are the
same as in Chapter 1.
Table 2.2 reports parameter values for the individual firm dynamics. Collin-Dufresne, Gold-
stein, and Yang (2012) estimate the asset beta of the portfolio of firms in the CDX index as
0.56-0.66, the idiosyncratic volatility as 0.179-0.192, and the leverage ratio as 29-37%. To
be consistent with their estimates, we set φi, σi, and the leverage ratio equal to 1.456, 0.19,
and 32%, respectively. The recovery rate upon default is assumed to be 40% during normal
times but 20% during disasters. As recent literature suggests, we set the default boundary
much smaller than the leverage ratio. Specifically, we set the default boundary to 60% of
the leverage ratio following Collin-Dufresne, Goldstein, and Yang (2012).
Lastly, we assume that the long run mean of the idiosyncratic jump intensity process (χ¯)
is 1.5%, the mean reversion (κχ) is 0.1, and the volatility parameter (σχ) is 0.05. Since
we want to capture the possibility of sudden defaults of individual firms using idiosyncratic
jumps, the consequences of jumps are severe. That is, we set Zi so that the firm value drops
75% when idiosyncratic jumps happen.
2.3.3. Choice of state variables
A standard approach to comparing an endowment economy model with the data is to
simulate population moments and compare them with data moments. In a model with rare
disasters, this may not be the right approach if one is looking at a historical period that
does not contain a disaster. An alternative approach is to simulate many samples from the
stationary distribution implied by the model, and see if the data moments fall between the
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5th and 95th percentile values simulated from the model. For this study, this approach is
not ideal either, for two reasons. First, the short length of the CDX time series will likely
mean that the error bars implied by the model will be very wide. Thus this test will have
low power to reject the model. Second, unlike stock prices which are available in semi-
closed-form, and options, which are available up to a (hard-to-compute, but nonetheless
one-dimensional) integral, CDX prices must be simulated for every draw from the state
variables. Thus the simulation approach is computationally infeasible.
For these reasons, we adopt a different approach. We use three time series from the data to
infer time series for our three state variables. We then generate predictions for the remaining
quantities in the data based on this series of state variables. We are thus setting up a more
stringent test than endowment economy models are usually subject to. Namely, we are
asking that the model match not only moments, but the actual time series of variables of
interest.
In the model, CDX and CDX tranche prices are determined by all three state variables
λt, ξt, and χt while option prices are determined by the first two. For each date, we back
out the values of the state variables so that the model matches (1) the five-year 15-30%
tranche spread, (2) the five-year 0-3% tranche upfront amount, and (3) the one-month at-
the-money (1M ATM) implied volatility. The spread senior tranche is almost entirely driven
by catastrophic risk, and so it is a good source of information for rare-disaster intensity λt.
The equity tranche, on the other hand, is particularly sensitive to idiosyncratic risk χt.
Finally, ξt is a major determinant of stock market volatility , which can be proxied for by 1
month ATM options. Given these state variables, we compute model-implied CDX spreads
and option prices.
2.3.4. Results
Our goal in this paper is not only to match CDX spreads, but to do so in a way that is
consistent with asset prices more broadly. In Chapter 1, we show that our model, calibrated
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at these parameters is capable of matching the mean and volatility of Treasury bills and
of excess stock returns. Thus, at these parameters, the model can resolve the riskfree rate,
equity premium, and volatility puzzles, even with a low risk aversion for the representative
agent. The model generates very little predictability of consumption growth (in samples
without disasters there is no consumption growth predictability). Moreover, excess stock re-
turns, are predictable, consistent with the data. In samples without disasters, consumption
growth volatility matches the low volatility of the postwar sample in the U.S. Because the
pricing of CDX products is closely tied to aggregate volatility, matching the volatility puz-
zle is particularly important. These results show that our model explains aggregate stock
market volatility without counterfactually introducing volatile or predictable consumption,
or volatile interest rates.
The link between put options and the pricing of default risk is well-known, so verifying the
ability of the model to match option prices is also important. While options are the subject
of Chapter 1, we check that this is still the case, given that we use a different algorithm to
back out the values of the state variables. Indeed, Figure A.1 verifies that the model can
match the implied volatility smirk at the 1-month, 3-month, and 6-month maturities. As
Chapter 1 discusses, the model’s ability to match option prices arises in part from the fact
that it can match the volatility of stock returns. Moreover, out-of-the-money put options
are a particularly good hedge against increases in the risk of a disaster, leading implied
volatilities to be higher than realized volatilities. These affects persist for 6-month options
(Panel C) because the model endogenously generates long-horizon skewness in asset returns.
We now turn to the pricing of CDX products. Figure A.2 shows average spreads for the
index as a whole, and for various tranches at maturities of 5, 7, and 10 years (for the equity
tranche, we show the upfront amount because the spread is fixed). The model prices the
5-year spreads almost exactly. One one level this is not surprising, as the state variables
are chosen to match the upfront amount of the equity tranche and the spread of 15-30%
tranche. However, it is not automatic that the model would match the spreads of all
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tranches in between, as well as the CDX index as a whole. Moreover, the debate between
Coval, Jurek, and Stafford (2009) and Collin-Dufresne, Goldstein, and Yang (2012) pertains
to the 5-year spread. Coval, Jurek, and Stafford (2009) find that the spreads of all tranches
reported in Figure A.2 except the equity tranche are too low in the data compared with
their model. In our model, the 5-year spreads are very close to the data for all tranches.
We go a step beyond Coval, Jurek, and Stafford (2009) and Collin-Dufresne, Goldstein,
and Yang (2012) and report data and model spreads for longer-term CDX contracts in
Figure A.2. Our model is also able to explain the average spreads for the 7-year contracts.
Though the model was not fit to these contracts, the spreads on the total CDX index are
matched almost exactly. For 10-year contracts, the model predicts spreads that are slightly
higher than in the data, with the difference being most notable for the 10-15% and 15%-30%
tranche. However, this difference is small compared to the mispricings reported by Coval,
Jurek, and Stafford (2009), and similar in magnitude to the errors of the preferred model
in Collin-Dufresne, Goldstein, and Yang (2012) for the 5-year spread.
As Collin-Dufresne, Goldstein, and Yang (2012) show, the prices of CDX contracts change
dramatically during the time period of interest. Moreover, results in Coval, Jurek, and
Stafford (2009) are (naturally) in reference to the pre-crisis period. The puzzle noted by
Coval et al is that average spreads on all but the most junior tranche were too low. When
data for the crisis is included, spreads are higher; perhaps this is the reason why we can
match average spreads in Figure A.2. To test this possibility, we split the sample into
pre- and post-crisis periods. 6 The solid lines in Figures A.3–A.5 show average tranche
spreads in the data when the sample is split in this way. The financial crisis lead to a
dramatic increase in spreads for all tranches from the mezzanine to senior level, and for
all maturities. Consider the 5-year spreads, shown in Figure A.3. For the 15-30% senior
tranche, the average spread went from less than 10 basis points to close to 70 basis points. At
6The pre-crisis period is defined as ending in September 2007, as in Collin-Dufresne, Goldstein, and Yang
(2012). While this may seem an early date for the financial crisis, the time series of CDX spreads do undergo
a dramatic change at this time.
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the other end of the seniority spectrum, for the 3-7% mezzanine tranche, the average spread
increased from about 100 basis points to 500 basis points. Given that the state variables
are chosen to match the time series of the senior 5-year tranche, it is not surprising that this
data point is matched exactly for both the pre- and post-crises periods. However, the state
variables were not chosen to match the other tranches (the equity tranche will be discussed
later), but the model fits these very well. The reason the model is able to capture the
shift in average spreads is because it allows for time-varying probabilities of catastrophic
economy-wide events, as well as idiosyncratic jumps. These possibilities are built into the
dynamics of the model. In contrast, Collin-Dufresne, Goldstein, and Yang (2012) assume
constant jump intensities but allow the parameters to shift over time to match the data,
interpreting these as structural breaks. Their structure, however, assumes that investors do
not build the possibility of such breaks into the model.
Figures A.4 and A.5 show 7 and 10-year tranche spreads also increase dramatically, though
less than the 5-year spread. This is sensible, economically, as it indicates the beliefs of
investors that the stresses firms faced during the crisis were unlikely to be permanent. Such
mean reversion in disaster probabilities is built into our model, and explains why our model
can capture the change in average spreads for these maturities, despite the fact that the
state variables were not chosen based on these maturities at all.
Finally, Figures A.6–A.8 show the actual time series of tranche spreads in the model and in
the data. The solid lines, showing the data, illustrate the substantial change that these prices
undergo beginning in late 2007. Consider the time series for 5-year contracts (Figure A.6).
After a period of relatively low spreads, spreads rose and became much more volatile. The
degree to which the activity in the CDX market anticipated the broader financial crisis is
interesting. An initial uptick in the level of spreads occurred in late 2007. Spreads fell
slightly, but they did not return to their previous levels. Then, beginning in early 2008,
spreads rose steadily to several orders of magnitude beyond anything that had been seen
prior to September 2007. Spreads fell substantially, only to rise again in late 2008. This
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pattern holds for all tranches except for the equity tranche; it was relatively expensive to
insure this tranche even early in the sample, and, while the patterns are the same, the
difference in the crisis period is much less notable.
Figure A.7 and A.8 show the time series for the 7- and 10-year contracts. Similar patterns
are apparent as in the 5-year contracts, with several important qualifications. First, as noted
previously, the increase around the crisis was smaller in magnitude for 7-year as compared
with 5-year contracts, and smaller still for 10-year contracts. The differences in maturity
are most apparent at the junior tranches. Indeed, for the 10-year equity tranche, the crisis
appears to have had little effect.
One pervasive narrative of the financial crisis focuses on a massive liquidity disruption
that led to widespread mispricing, especially in structured debt products like those based
on CDX tranches. This paper is based on another narrative that emphasizes changes in
investor beliefs about rare events. These narratives are not mutually exclusive, as many
models have emphasized the link between liquidity events and subsequent economic declines.
In this paper, however, it is investor beliefs alone that drive prices. Our intention is not
to rule out other models, but simply to point out that there are some features of the data
that support the view that prices on CDX products accurately reflected investor beliefs at
the time. While all the products moved to a certain extent in tandem, we see much less of
a change in the longer-term contracts as compared with the shorter-term contracts. This
suggests the view of investors that the crisis would ultimately be short-lived. Moreover,
senior tranches were far more affected than junior tranches, reflecting the fact that what
had changed was primarily a view of catastrophic risk, not the idiosyncratic risk of firms.
Our model formalizes this intuition. A basic test of the plausibility of the model is that we
are able, at some value of the state variables, to match the time series of prices for equity
and senior tranches for 5-year contracts. Figure A.6–A.8 show that, in addition to these, the
model can match the time series of prices for the other tranches, and for other maturities.
Though it is not calibrated to the longer-term contracts, the mean reversion that is built
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into the model allows it to price these as well. Thus both the low levels of the spreads on
senior tranches prior to the crisis, as well as the much higher spreads during the crisis can
be explained within a single rational and frictionless framework.
2.4. Conclusion
CDX senior tranches are analogous to extremely deep out-of-the-money options on the US
economy because they do not incur any loss until a highly significant number of investment
grade firms go into default. In this sense, CDX senior tranche spreads are an important
source of information about the probability of catastrophic events. In this paper, we utilize
this information to study equilibrium-based asset pricing models. Specifically, we focus on
rare disaster models since we believe that the large, infrequent shocks are a natural choice
to generate positive prices for extremely bad states.
We extend the two-factor stochastic disaster risk model (Chapter 1) to explain the charac-
teristics of CDX and CDX tranche spreads over different maturities in both the pre-crisis
and the post-crisis samples. Our model can explain the equity and option markets along
with the CDX market, which emphasizes the importance of beliefs about rare disasters in
the asset markets.
We also point out that senior tranche spreads are very crucial source to see how the mar-
ket assesses the risk of rare disasters. In this sense, our analysis potentially provides an
alternative to the conventional Barro-Ursua calibration of rare disasters.
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Figure A.1: Average implied volatilities
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Notes: Average implied volatilities on put options in the data and in the model as a function
of moneyness (exercise price divided by index price). Data are monthly from January 1996
to December 2012. In the model, implied volatilities are computed assuming state variables
fit to the time series of the 0-3% tranche, the 15-30% tranche and the 1 month ATM implied
volatility. We compute the implied volatility for each month and take the average.
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Figure A.2: Term structure of tranche spreads
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Notes: This figure shows the term structure of historical and model-implied average CDX
tranche spreads. We compute the average spreads for five-, seven-, and ten-year maturities.
Monthly data start in October 2005 for the five- and 10-year maturities and in April 2006
for the seven-year maturity and end in September 2008. For the equity tranche, we show
the upfront amount, assuming a spread of 500 basis points. Model quantities are computed
assuming state variables fit to the time series of the 0-3% tranche, the 15-30% tranche and
the 1 month ATM implied volatility.
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Figure A.3: Average CDX tranche spreads (5Y)
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Notes: Historical and model-implied average five-year CDX tranches in the pre-crisis sample
and the post-crisis sample. We divide our sample into two sub-periods: pre-crisis and post-
crisis. The pre-crisis sample is from October 2005 to September 2007 (CDX5 to CDX8).
The post-crisis sample is from October 2007 to September 2008 (CDX9 to CDX10). Model-
implied spreads are computed using the state variables fit to the time series of the 0-3%
tranche, the 15-30% tranche and the ATM implied volatility. We compute the spread for
each month and take the average.
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Figure A.4: Average CDX tranche spreads (7Y)
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Notes: Historical and model-implied average CDX tranches in the pre-crisis sample and the
post-crisis sample. We divide our sample into two sub-periods: pre-crisis and post-crisis.
Since the data on seven-year spreads start from April 2006, the pre-crisis sample is from
April 2006 to September 2007 (CDX6 to CDX8). The post-crisis sample is from October
2007 to September 2008 (CDX9 to CDX10). Model-implied spreads are computed using
the state variables fit to the time series of the 0-3% tranche, the 15-30% tranche and the
ATM implied volatility. We compute the spread for each month and take the average.
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Figure A.5: Average CDX tranche spreads (10Y)
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Notes: Historical and model-implied average ten-year CDX tranches in the pre-crisis sample
and the post-crisis sample. We divide our sample into two sub-periods: pre-crisis and post-
crisis. The pre-crisis sample is from October 2005 to September 2007 (CDX5 to CDX8).
The post-crisis sample is from October 2007 to September 2008 (CDX9 to CDX10). Model-
implied spreads are computed using the state variables fit to the time series of the 0-3%
tranche, the 15-30% tranche and the ATM implied volatility. We compute the spread for
each month and take the average.
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Figure A.6: CDX index and CDX tranches time series (5Y)
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Notes: Monthly time series of five-year CDX and CDX tranche spreads in the data and the
model. For the equity tranche we report the upfront amount because the spread is fixed
at 500 basis points. Spreads in the data are computed using on-the-run contracts. Data
are monthly from October 2005 to September 2008. Spreads in the model are computed
using state variables fit to the time series of the 0-3% tranche, the 15-30% tranche and the
1-month ATM implied volatility.
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Figure A.7: CDX index and CDX tranches time series (7Y)
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Notes: Monthly time series of seven-year CDX and CDX tranche spreads in the data and
the model. For the equity tranche we report the upfront amount because the spread is
fixed at 500 basis points. Spreads in the data are computed using on-the-run contracts.
Data are monthly from April 2006 to September 2008. Spreads in the model are computed
using state variables fit to the time series of the 0-3% tranche, the 15-30% tranche and the
1-month ATM implied volatility.
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Figure A.8: CDX index and CDX tranches time series (10Y)
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Notes: Monthly time series of seven-year CDX and CDX tranche spreads in the data and
the model. For the equity tranche we report the upfront amount because the spread is fixed
at 500 basis points. Spreads in the data are computed using on-the-run contracts. Data
are monthly from October 2005 to September 2008. Spreads in the model are computed
using state variables fit to the time series of the 0-3% tranche, the 15-30% tranche and the
1-month ATM implied volatility.
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Table 2.1: Parameter values for the model
Panel A: Basic parameters
Relative risk aversion γ 3.0
EIS ψ 1.0
Rate of time preference β 0.012
Average growth in consumption (normal times) µ 0.0252
Volatility of consumption growth (normal times) σ 0.020
Market leverage (equity claim) φ 2.6
Panel B: Disaster distribution
Minimum value 0.10
Power law parameter 7
Panel C: λ parameters
Mean reversion κλ 0.20
Volatility parameter σλ 0.1643
Panel D: ξ process
Mean ξ¯ 0.02
Mean reversion κξ 0.10
Volatility parameter σξ 0.0632
Notes: Panel A shows parameters for normal-times consumption and dividend processes,
and for the preferences of the representative agent. Panel B shows parameters for the power
law distribution that governs the tail of the consumption distribution. Panels C and D show
the parameter values for λ and ξ processes:
dλt = κλ(ξt − λt)dt+ σλ
√
λtdBλ,t + Zλ,tNλ,t
dξt = κξ(ξ¯ − ξt)dt+ σξ
√
ξtdBξ,t
Note that ξ¯ is the average level of the probability of a disaster. Parameter values are in
annual terms.
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Table 2.2: Parameter values for an individual firm
Panel A: Individual firm parameters
Leverage φi 1.456
Idiosyncratic volatility σi 0.19
Leverage ratio 32%
Default boundary (percent of leverage ratio) 60%
Recovery rate (normal times) 40%
Recovery rate (disaster times) 20%
Panel B: χ process
Mean χ¯ 0.015
Mean reversion κχ 0.10
Volatility parameter σχ 0.05
Notes: This table reports the parameters for the total payout process on an individual firm.
The default boundary in the model is computed as the leverage ratio (0.32) multiplied
by 60%. Panel B shows parameter values for the χt process, where χt is the intensity of
idiosyncratic jumps. The process is given by
dχt = κχ(χ¯− χt)dt+ σχ√χtdBχ,t + Zχ,tNλ,t.
All parameter values are expressed in annual terms.
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CHAPTER 3 : Correlated Defaults and Economic Catastrophes:
Linking the CDS Market and Asset Returns
3.1. Introduction
The bankruptcy of Lehman Brothers illustrates how large of an impact a single significant
firm’s default can have on the economy. Following this failure, trust and confidence in the
financial system plummeted and the real economy experienced a severe contraction. This
single event was undoubtedly bad. However, consider a scenario in which not only one but
twenty, or even thirty, significant firms collectively go into default. This would not just be
bad, but catastrophic.
Using this simple intuition, I consider economic catastrophes as events in which a number
of large firms representing various industries collectively go into default. Over the last 150
years, the U.S. has experienced several events that entailed severe correlated defaults in
both the financial and non-financial sectors. One notable example is the Panic of 1893 and
the subsequent economic downturn, which resulted in not only a series of bank failures, but
also a large number of non-financial corporate defaults.1 The Great Depression is another
well-known example.
Motivated by the observation that massive correlated defaults are not simply a hypothetical
situation, I ask the following questions: (1) Is it possible to quantify catastrophic tail risk
based on the possibility of massive correlated defaults? (2) Given that catastrophic tail risk
is successfully measured, is this risk an important factor for asset pricing? (3) How has the
recent financial crisis affected investors’ beliefs about future extreme events?
Catastrophic events are, by definition, very rare. Thus, given the relatively short history
of economic data, it is difficult to investigate the risk of such events. To address this issue,
I use the data on credit default swap (CDS) spreads of 215 firms, each of which directly
1According to Giesecke, Longstaff, Schaefer, and Strebulaev (2011) and Giesecke, Longstaff, Schaefer,
and Strebulaev (2014), almost 30% of non-financial corporate bonds went into default during this period.
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reflects an individual firm’s credit risk.2 Since CDS contracts trade with various maturities,
which provides a term structure of CDS spreads, it is possible to obtain comprehensive
information about individual firms’ default risks.
Based on this information extracted from the CDS spread data, I define the catastrophic tail
risk (CAT) measure as the probability that many healthy firms jointly default. However,
calculating this joint default probability is a considerable challenge due to difficulties in
realistically capturing the co-movements among default risks of multiple firms. To deal
with this issue, I develop a model of correlated defaults where the state of the economy is
subject to regime-switching: if the economy switches from the normal state to the frailty
state, each firm is exposed to an additional risk of default. I derive each firm’s default
probability as a function of investors’ beliefs by assuming that the current economic state
(normal vs frailty) and true severity of the frailty state (moderate vs extreme) are both
hidden. As a result, the beliefs about the two conditions of the economy serve as the
common source of variation in default probabilities, generating default correlations among
a large number of firms in a realistic but tractable way. Since the two beliefs disparately
impact different horizons, the model is able to account for variations in not only the level
but also the slope of CDS term structures.
The resulting CAT measure has three unique properties that other tail risk measures (such
as those based on the options market) do not have: (1) a term structure, (2) the ability
to capture different extremities of economic tail risk, and (3) the ability to pick up very
long-term as well as extremely bad tail risks. These novel characteristics provide further
insights into the dynamics of catastrophic tail risk as well as the influence of different tail
extremities on asset returns.
The CAT measure offers a useful channel to understand investors’ beliefs about future
extreme events. For instance, investors’ beliefs show marked differences between the pre-
crisis (before 2007) and post-crisis (after 2010) periods. In the post-crisis period, I find
2The structure of a CDS contract with its pricing is explained in Section 3.5.1.
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that investors put much more weight on future extreme events even after the stock market
showed signs of recovery. After experiencing the recent financial crisis, investors started to
believe that if something bad happens in the future, that event is going to be particularly
severe.
Most importantly, by using the CAT measure as a proxy for catastrophic tail risk, I investi-
gate its implications for asset pricing. First, I find that high catastrophic tail risk predicts
high future returns for various assets, including stocks, government bonds, and corporate
bonds. For example, a 1% point increase in the CAT measure predicts 0.529% higher excess
stock returns over the next year. Although the CAT measure is constructed solely based
on the CDS market, it generates high predictive power for all three markets, outperforming
or driving out classic return predictors.3
Moreover, catastrophic tail risk can explain the cross section of stock returns controlling
for exposures to the Fama and French (1993) three factors.4 I sort individual stocks into
quintile portfolios based on their sensitivities to catastrophic tail risk at the end of each
month, and investigate returns in the next month. I find that the zero-cost portfolio that
goes long the first quintile portfolio (most exposed to catastrophic tail risk) and short the
fifth quintile portfolio (least exposed to catastrophic tail risk) exhibits significantly positive
mean return, CAPM alpha, and Fama-French three-factor alpha. This substantial return
dispersion (5.4% per annum) implies that catastrophic tail risk is negatively priced in the
cross section of stock returns.
In short, these results consistently indicate that the risk of economic catastrophes should
be regarded as an important risk factor to better understand and explain asset markets.
Related literature
3Classic return predictors compared with the CAT measure include the log Price-Dividend ratio and
default spread for stock returns, the Cochrane and Piazzesi (2005) factor and term spread for government
bond returns, and the default spread for corporate bond returns.
4The results are robust to adding other control factors such as the momentum factor of Carhart (1997)
or the liquidity factor of Pastor and Stambaugh (2003).
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There have been several papers that use information contained in the CDS data to make
inferences about implied default risk in the economy. Feldhu¨tter and Nielsen (2012) propose
a Bayesian Markov Chain Monte Carlo approach to estimate a doubly stochastic model
proposed by Mortensen (2006) using the time-series of CDS spreads.5 As a result, they
find that systematic default risk is an explosive process with low volatility. Giglio (2014)
exploits information about counterparty risk in CDS contracts to measure pairwise default
probabilities between two banks. Based on these pairwise probabilities, he derives the
bounds on joint default probabilities of several banks. Benzoni, Collin-Dufresne, Goldstein,
and Helwege (2014) develop an equilibrium model where investors have fragile beliefs. Based
on the model, they study the level and variation of European sovereign CDS spreads. While
these papers focus on understanding the patterns or implied default risk in the CDS data,
my goal is to use the CDS data to make inferences about other asset markets.
My work is also related to studies on CDX tranches, prices of which critically depend on
default correlations among CDS contracts in the CDX index.67 While the prices of CDX
tranches are a potential source of information about systematic risk, these products are
subject to debate about mis-pricing: Coval, Jurek, and Stafford (2009) view senior CDX
tranches as economic catastrophe bonds and claim that investors traded these products
without recognizing substantial systematic risk, which leads to their mis-pricing. In con-
trast, Collin-Dufresne, Goldstein, and Yang (2012) find no evidence of mis-pricing if the
model is constructed and estimated to match the term structure of CDX spreads so that
defaults are not backloaded. Separately, the significantly reduced liquidity of tranche prod-
ucts after the recent financial crisis makes the price data of these products less attractive.
In my estimation, I circumvent these issues by relying on the CDS data.
My paper also contributes to the literature on rare disasters and tail risk. The rare disaster
mechanism has been proposed to account for the large equity premium apparent in the post-
5In Section 3.2.4, I discuss the features of my model in comparisons with other typical models, including
doubly stochastic models (i.e. conditionally independent models), frailty models, and contagion models.
6I provide further information about the CDX index in Section 3.3.1.
7Using the prices of CDX tranches, Longstaff and Rajan (2008) study how defaults are clustered.
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war data (e.g. Rietz (1988), Barro (2006), and Weitzman (2007)). As extensions, Gabaix
(2012), Gourio (2012), and Wachter (2013) also address equity volatility by implementing
time variation in disaster risk. The success of these models highlights the importance of
tail risk in financial markets.8 However, the rare nature of economic disasters makes it
difficult to empirically test the rare disaster hypothesis solely based on the time series of
consumption.
In response to this point, the literature focuses on other data to find evidence of tail risk.
Bollerslev and Todorov (2011a) use high-frequency data for the S&P 500 to estimate jump
tails in an essentially non-parametric setup. Bollerslev and Todorov (2011b) also propose
an Investor Fears index that captures significant time-varying compensations for fears of
disasters using high-frequency intraday data and short maturity options.9 Kelly and Jiang
(2014) estimate a tail risk measure from the cross section of stock returns by assuming a
power law tail distribution. In contrast, the CAT measure pinpoints catastrophic events by
looking at the risk of massive correlated defaults in the economy. The term structure and
various tail extremities of the measure provide deeper insights regarding how catastrophic
tail risk is perceived and priced by investors, and how it evolves in financial markets.
The remainder of this paper is organized as follows. I propose a model of correlated defaults
(Section 2), and based on the model I construct the CAT measure (Section 3). After
explaining the CDS spread data (Section 4), I provide the model estimation procedure
(Section 5). The estimated results are interpreted with an emphasis on the extracted
investors’ beliefs (Section 6). Furthermore, I provide the implications of the CAT measure
for catastrophic tail risk (Section 7) and asset pricing (Section 8). I then conclude (Section
9).
8Bansal and Shaliastovich (2011), Drechsler and Yaron (2011), and Benzoni, Collin-Dufresne, and Gold-
stein (2011) extend the results of Bansal and Yaron (2004) to an economy with jump risks.
9Tail risk implied by options data has been actively studied in the literature. Examples include Bates
(2000), Pan (2002), Broadie, Chernov, and Johannes (2007), Bates (2008), and Yan (2011).
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3.2. Model of correlated defaults
To capture catastrophic economic tail risk implied by the CDS market, I present a model of
correlated defaults. Following the typical intensity approach, each firm’s default is modeled
as the first jump of a Poisson process with time-varying arrival rate. This arrival rate
is usually called default intensity, and is the key modeling object that incorporates the
correlation structure between multiple firms in my model.
Intuitively, each firm’s default intensity can be decomposed into idiosyncratic and systematic
components. The idiosyncratic component is entirely firm-specific and follows an exogenous
mean-reverting process. On the other hand, the systematic component depends on the state
of the economy, which continuously regime-shifts between the normal state and the frailty
state. If the economy switches from the normal state to the frailty state, each firm is exposed
to an additional risk of default.10
In the model, not only regime shifts but also belief shifts play a crucial role in generating
default correlations between multiple firms. This is due to the assumption that investors
do not have perfect information about the economy. Specifically, investors do not know
exactly (1) which state the economy is currently in (state: normal vs frailty) and (2) how
severe the frailty state is (severity: moderate vs extreme). Thus, investors form two beliefs:
the probability that the economy is currently in the frailty state and the probability that
the true severity of the frailty state is extreme. These two beliefs act as important state
variables in the economy, and, coupled with the possibility of future economic regime shifts,
determine the systematic co-movement of firms’ default probabilities in the economy. Since
the two beliefs disparately impact different horizons (short-run vs long-run), belief shifts
serve as a key channel through which the term structure of default probabilities changes.
My model is similar to Benzoni, Collin-Dufresne, Goldstein, and Helwege (2014) in that
the state of the economy is hidden. However, while the (true) state of the economy is fixed
10Each firm is subject to a different magnitude of frailty. A detailed explanation of the setup is provided
in Section 3.2.1.
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in their model, I assume that it shifts between the normal and frailty states to account for
the observation that crises periods exhibit regime-switching patterns (e.g. Gorton (2014)).
Furthermore, in my model investors form beliefs not only about the current state of the
economy but also the severity of the frailty state, which enables the model to capture the
level as well as slope of CDS term structures.
3.2.1. Defaults in the regime-switching economy
Suppose that there are I firms of interest. A default event of a specific firm i is modeled as
the first jump of Poisson process N it with arrival rate λ
i
t. That is, N
i
t , or the default process
for firm i, remains zero unless the firm goes into default, in which case it becomes one.
N it =
 0 : no default1 : default until time t, for i = 1, 2, ..., I.
The arrival rate λit, or the default intensity for firm i, represents the firm’s risk of default
within a very short period of time (between t and t+dt). Since the risk of default fluctuates
over time, I assume that this intensity is time-varying. Specifically, each firm’s default
intensity consists of two components: λit = X
i
S,t +X
i
t .
First, XiS,t represents the systematic component of firm i’s default intensity, which depends
on the state of the economy. To reflect the counter-cyclical nature of default risk and
to implement the default correlation among multiple firms, I assume that the economy is
subject to (continuous-time) regime-switching. The first regime (St = 0) represents the
normal state of the economy, in which each firm is exposed to normal default intensity. The
second regime (St = 1) represents the frailty state. Under this regime, as the name of the
state implies, each firm is exposed to an additional source of default as follows:
XiS,t =
 λ
i
n if St = 0
λin + λ
i
f if St = 1
.
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In other words, when the economy is hit by a large negative shock (regime-switch from the
normal state to the frailty state), the systematic component of firm i’s default intensity rises
from λin to λ
i
n + λ
i
f . This captures the notion that crisis periods exhibit regime-switching
patterns that lead to substantial jumps in default risks in the economy.11 The dynamics of
regime-switching can be summarized by the infinitesimal generator of the chain G,
G =
 −φ0 φ0
φ1 −φ1
 ,
which implies that the infinitesimal transition probabilities are given as
P (St+dt = 1|St = 0) = φ0dt
P (St+dt = 0|St = 1) = φ1dt.
The second component, Xit , represents the idiosyncratic component of firm i’s default in-
tensity. Since this component is, by definition, entirely firm-specific, I simply specify this
component as an independent Exponential Jump-extended Ornstein-Uhlenbeck (EJ-OU)
process, which mean-reverts back to zero, namely,
dXit = κ
i(X¯i −Xit)dt+ σidBit + ZitdJ it for i = 1, 2, ..., I,
where X¯i is zero, Zit is exponentially distributed with mean ν
i, and J it is a Poisson process
with constant intensity `i. For convenience, I use the following notation:
Xit ∼ EJ-OU
(
Xi0,Θ
i
)
with Θi =
[
κi, X¯i, σi, `i, νi
]
.
The idiosyncratic component can have not only positive but also negative values due to the
following reason. In my estimated model, the systematic component drives major variations
in firms’ default probabilities through firms’ different sensitivities towards the frailty state:
11For example, Gorton (2014) argues in depth that financial crises are regime-switch type events.
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a firm’s λif tends to be larger than average if the firm is more sensitive to the business cycle
compared to the average firm, while λif tends to be smaller if the firm is less sensitive. The
idiosyncratic component is designed to pick up residual movements of the firm’s default
probabilities that are not aligned with the average movements of the market. Thus, if a
specific firm performs well beyond the level its systematic component implies (in the sense
of exceptionally low implied default probabilities), the idiosyncratic component should be
negative to pick up this phenomenon, and vice versa.12 Note that if a firm is not subject to
any firm-specific shocks, its idiosyncratic component gradually mean-reverts back to zero
(X¯i = 0).
3.2.2. Term structure of default probabilities
Let P iD(t, t+ T ) denote the time-t default probability of firm i up to time t+ T . Then, by
definition, it follows that
P iD(t, t+ T ) = 1− P iS(t, t+ T ), (3.1)
where P iS(t, t+ T ) denotes the time-t survival probability of firm i up to time t+ T . In the
following, I derive the expression for this survival probability. Then, the expression for the
default probability is simply obtained from equation (3.1).
3.2.2.1. With perfect information
As a starting point, I first calculate the term structure of default probabilities of individual
firm i with the assumption that investors are with perfect information about the economy.13
Let Gt be the information set which represents perfect information, containing both the
current economic state (St) and the true severity of the frailty state (λif ). I denote P iS(t, t+
12For example, if a firm is involved in several lawsuits that result in exceptionally high implied default
probabilities, this episode has nothing to do with the systematic component of the firm’s default intensity;
positive realizations of the idiosyncratic component should capture this instead. In Section 3.6.2, I indeed
provide a real example of this case.
13In contrast, my main model in Section 3.2.2.2 is based on the assumption that investors do not know
exactly about the current economic state (St) and the true severity of the frailty state (λif ).
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T ;Gt) as the time-t default probability of firm i up to time t+T under the perfect information
set Gt.
Recall that the default process for each firm is defined as the first jump of a Poisson process.
Thus, the event where a firm still survives until time t + T is equivalent to observing zero
corresponding Poisson arrival until time t + T . If the arrival rate of a Poisson process is
constant, say λ, the probability of no arrival between t and t+ T is simply equal to e−λT .
In my setup, however, the arrival rate λit is stochastic, so this probability is calculated
as E
[
e−
∫ t+T
t λ
i
sds
∣∣∣ Gt] instead. In other words, the survival probability under perfection
information can be expressed as
P iS (t, t+ T ;Gt) = E
[
e−
∫ t+T
t λ
i
sds
∣∣∣ Gt] .
During periods when the economy is in the frailty state, each firm is exposed to an additional
default intensity λif . This implies that each firm’s default intensity λ
i
t can be decomposed
into three parts: λit = λ
i
n + λ
i
f1{St=1} +X
i
t . Thus, in the model, the survival probability is
discounted from 1 (i.e. risk-free) due to three risks:
E
[
e−
∫ t+T
t
λisds
∣∣∣ Gt] = E [e− ∫ t+Tt λin+λif1{Ss=1}+Xisds ∣∣∣ Gt]
=
[
e−λ
i
nT
]
︸ ︷︷ ︸
normal default risk
E
[
e−
∫ t+T
t
Xisds
∣∣∣ Gt]︸ ︷︷ ︸
firm-specific risk
E
[
e−λ
i
f
∫ t+T
t
1{Ss=1}ds
∣∣∣ Gt]︸ ︷︷ ︸
frailty risk
.(3.2)
The last equality holds because the dynamics of idiosyncratic component Xit is independent
of transitions between regimes. Equation (3.2) suggests that calculating the term structure
of survival probabilities (subsequently, default probabilities) boils down to calculating two
expectations - (1) the firm-specific risk component and (2) the frailty risk component.
The first expectation (firm-specific risk) is fairly simple to compute. Since Xit is in the affine
jump-diffusion class, it follows that
E
[
e−
∫ t+T
t X
i
sds
∣∣∣ Gt] = E [e− ∫ t+Tt Xisds ∣∣∣ Xit] = e{A(T ;Θi)+B(T ;Θi)Xit},
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where function A(·) and B(·) solve the ODEs of Duffie, Pan, and Singleton (2000). I
calculate these two functions in closed form using the formula presented in Chacko and Das
(2002). See Appendix A3.1.1 for details.
Though it appears trickier, the second expectation (frailty risk) of equation (3.2) also per-
mits a closed form expression. The key to this derivation is recognizing that the random
variable Ut,t+T =
(∫ t+T
t 1{Ss=1}ds
)
is the occupation time in the frailty state between time
t and t+ T . Then, it follows that
E
[
e−λ
i
f
∫ t+T
t 1{Ss=1}ds|Gt
]
= E
[
e−λ
i
fUt,t+T |Gt
]
= MT
(−λif |St) ,
where MT (·|·) denotes the conditional moment generating function of the occupation time
Ut,t+T . According to Darroch and Morris (1968), this function can be derived using a
matrix exponential. For details, refer to Appendix A3.2.1. The subscript T signifies that
this moment generating function depends only on T (and not t) if the true current state
(St) is given. Therefore, the survival probability under perfect information (equation (3.2))
is calculated as
E
[
e−
∫ t+T
t λ
i
sds
∣∣∣ Gt] = e{−λinT+A(T ;Θi)+B(T ;Θi)Xit}MT (−λif |St) .
3.2.2.2. With imperfect information: beliefs as state variables
The model used in the empirical analyses incorporates imperfect information into the base-
line model.14 Let Ft denote the investors’ time-t information set, which reflects this point.
First, I assume that investors do not know which regime the economy is currently in. Thus,
given Ft, investors form beliefs about the current state. We denote pit as the probability
14The rationale for this extension is provided in Section 3.2.3 and 3.2.4.
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investors assign to the frailty state given Ft:
pit = P (St = 1|Ft) .
In addition to the hidden economic regime, investors do not know exactly how severe the
frailty state is. For simplicity, the frailty state is either moderate (C = 0) or extreme (C = 1).
The true value of λif (i.e. extra default intensity under the frailty state) takes λ
i
Lf if the
frailty state is moderate. On the other hand, it takes λiHf (which is greater than λ
i
Lf ) if
the frailty state is extreme. Since investors do not know the true magnitude (between λiLf
and λiHf ), they form beliefs about their likelihood. Let ξt denote the investors’ subjective
probability that the true severity is high. That is,
ξt = P (C = 1|Ft) .
With these two beliefs, the survival probability P iS(t, t+T ), or equivalently P
i
S(t, t+T ;Ft),
is calculated by taking the investors’ belief-weighted average of survival probabilities under
perfect information with four different scenarios.
P iS(t, t+ T ) ≡ E
[
e−
∫ t+T
t λ
i
sds
∣∣∣ Ft]
= e{−λinT+A(T ;Θi)+B(T ;Θi)Xit}F i(pit, ξt;T ), (3.3)
where
F i(pit, ξt;T ) ≡ (1− pit)
{
(1− ξt)MT (−λiLf |St = 0) + ξtMT (−λiHf |St = 0)
}
+ pit
{
(1− ξt)MT (−λiLf |St = 1) + ξtMT (−λiHf |St = 1)
}
.
Note that investors do not take into account future learning when computing the full-
information prices that they average over (Barberis (2000)).
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Therefore, from equation (3.1) and (3.3), the default probability is obtained in closed-form
as follows:
P iD(t, t+ T ) = 1− e{−λ
i
nT+A(T ;Θi)+B(T ;Θi)Xit}F i(pit, ξt;T ). (3.4)
The term structure of default probabilities is computed by applying equation (3.4) with
different values of maturity T .
3.2.3. Role of two beliefs
In the previous section, I show that the two latent beliefs (pit and ξt) play a crucial role in
generating the term structure of default probabilities, which subsequently implies the term
structure of CDS spreads.15 To gain a deeper understanding of how these two beliefs affect
the term structure of CDS spreads, in Figure A.1, I investigate the comparative statics of
the model.16
The blue line with circle markers represents the model-implied CDS term structure when
the two beliefs (pit and ξt) are all 10%. Taking this blue line as the baseline, I calculate the
term structures under two cases: the first one fixes ξt but increases pit to 20% (red line with
asterisk markers), while the second one fixes pit but increases ξt to 20% (green line with
triangle markers).
In both cases, the level of CDS curves escalates, reflecting higher frailty risk in the economy.
However, these two cases exhibit totally different slope behaviors. When pit increases,
short term spreads increase more than long term spreads. This is because the heightened
probability of being in the frailty state today strongly affects default probabilities in the
near future, but has a relatively small effect on the long term due to regime-switching.
Thus, the premium that protection sellers demand for short term CDS contracts increases
15In Section 3.5.1, I show that the term structure of CDS spreads is obtained using a model-free approach
if the term structure of default probabilities (equivalently, survival probabilities) is given.
16In this analysis, I take the estimated model parameters and the dynamics for the average firm in my
CDS portfolio, and see the effects of pit and ξt on its CDS term structure. Section 3.5.2 provides a detailed
explanation about this average firm.
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more significantly compared to that of long term contracts.
On the other hand, when ξt increases, short term spreads increase less than long term
spreads. In the long run, the economy always has a sizable probability of falling into the
frailty state. Hence, a belief shift about the severity of the frailty state matters for long
horizons. In contrast, this belief shift might have a smaller effect in the short run because if
the economy is in the normal state with high probability, the severity of the frailty state does
not matter for default probabilities in the near future. Thus, the premium that protection
sellers demand for long term CDS contracts increases more significantly compared to that
of short term contracts.
In sum, a shift in pit creates an inverse relationship between the level and the slope of a
CDS term structure: a change in the level is negatively associated with a change in the
slope. However, a shift in ξt creates a direct relationship: a change in the level is positively
associated with a change in the slope. Due to these two opposite responses, the model is
able to account for the different behaviors in the level and slope of the CDS market.
3.2.4. Model feature - deviating from doubly stochastic models
Doubly stochastic models refer to a class of models that generate default correlations be-
tween different firms through their loadings on observable common factors such as macro or
market variables.17 Since these common factors are all observable, defaults of different firms
become independent, conditional on the current information set. Although this assumption
provides great tractability to those models, a seminal paper by Das, Duffie, Kapadia, and
Saita (2007) finds strong evidence that this widely used assumption is rejected by the U.S.
default history data. They highlight that the conditionally independent assumption fails
to generate the high level of default clustering found in the data. In response to the short-
comings of doubly stochastic models, the literature has evolved in two directions: Frailty
vs Contagion.
17 Duffee (1999), Driessen (2005), Duffie and Singleton (1999) are good examples.
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The first approach tries to overcome the problem by assuming unobservable common risk
factors. Since these factors are not observable, the investors’ information set does not con-
tain them. This keeps defaults of different firms dependent even when they are conditioned
on the current information set. Duffie, Eckner, Horel, and Saita (2009) find clear evidence
for the existence of common latent factors from the U.S. default history data. (They name
these unobservable factors “frailty” factors following terminology used in statistics litera-
ture.18)
In contrast, the second approach deviates from the conditionally independent assumption by
considering default contagion. By definition, default contagion refers to the phenomenon
that at one firms’ default, default risks of other firms increase. This approach has intu-
itive foundations based on general observations in financial markets. Davis and Lo (2001)
and Jarrow and Yu (2001) essentially use mutually exciting jumps to model these obser-
vations.19 However, these models are difficult to use for a large pool of firms due to their
network nature.20 Modeling default contagion in a tractable framework remains an ongoing
challenge.
These two seemingly distinctive approaches are not entirely separate.21 In my model, two
subjective probabilities (pit and ξt) are latent – as such, they act as frailty factors. Instead
of exogenously specifying frailty factors, my model provides a way to economically motivate
and generate these factors. In addition, although I do not directly model default contagion
using investors’ belief updating, abrupt jumps in default probabilities due to default con-
tagion observed in the market can be empirically captured by jumps in the two beliefs in
my model. Since investors’ beliefs about the aggregate economy serve as a common com-
ponent of firms’ default risks, the model is tractable without having a complicated network
18Note that “frailty” here means unobservable factors. When I use this term in other contexts, I am
referring to its literal meaning.
19Aı¨t-Sahalia, Cacho-Diaz, and Laeven (2013) also model financial contagion using mutually exciting
jumps and analyze the model using international equity market data.
20For example, we need to consider 215P2 = 46,010 number of channels for 215 firms.
21Azizpour, Giesecke, and Schwenkler (2014) examine the potential sources of default clustering and find
that both frailty factors and default contagion are important in explaining the recent U.S. default history
data, which is consistent with my model.
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structure.22
3.3. CAT measure - Implied catastrophic tail risk
As I discuss in the introduction, by calculating the joint default probability of many healthy
firms, one can develop a measure that captures investors’ beliefs about the likelihood of
extremely catastrophic events. In other words, it is possible to extract a catastrophic tail
risk measure in the economy by utilizing the joint default risk implied by the CDS market.
I emphasize that this extraction of catastrophic tail risk is not possible when a small number
of defaults are considered. The credit risk of a single firm alone (no matter how large or
influential the firm is) does not provide accurate information about systematic risk in the
economy. This is because each firm’s credit risk is affected not only by systematic risk,
but also by its idiosyncratic shocks. High credit risk of a certain firm might reflect high
systematic risk, but it also might be attributed to high idiosyncratic risk. On the other
hand, the possibility of collective defaults provides clearer information because the shock
that causes this disastrous joint collapse of firms must be systematic.23
In the following two subsections, I explain how I construct the CDS portfolio that my
analyses rely on, and derive the catastrophic tail risk (CAT) measure based on my model.
3.3.1. CDS portfolio construction
Three conditions have to be met in order to construct a CDS portfolio that is appropriate
for my analyses. First of all, firms in the portfolio have to be investment grade entities. If
the portfolio consists of junk grade entities, it is possible that there may be many defaults
22The approach of using beliefs as a common component of default risks among multiple firms is proposed
by Benzoni, Collin-Dufresne, Goldstein, and Helwege (2014). The authors directly model investors’ beliefs
by assuming that investors learn about the hidden but fixed economic state from realized default events and
continuous signals in the economy. As a result, at one firm’s default, investors increase their beliefs about
the bad economic state, creating jumps in default probabilities of all other firms. In contrast, I extract the
time series of the two beliefs from the CDS data. For a detailed explanation, see Section 3.5.
23One may argue that a large number of defaults can be the result of many firms all having bad idiosyncratic
shocks. However, this is very unlikely because idiosyncratic shocks are, by definition, orthogonal to each
other. Moreover, even in the case where one firm’s really bad idiosyncratic shock initiates a series of defaults
in the economy (i.e. contagion), it is difficult to regard it as a bad idiosyncratic shock. Once an idiosyncratic
shock becomes contagious, it becomes systematic.
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in the portfolio even when there is no large systematic shock. Thus, it is difficult to link
the collective defaults to catastrophic tail risk in the economy.
Second, CDS contracts in the portfolio have to be liquid. Extracting a firm’s default prob-
abilities from the CDS data (i.e. CDS spread curve) assumes that CDS spreads are solely
determined by the firm’s credit risk. Therefore, if contracts are not liquid, CDS spreads
might contain a certain amount of liquidity premium, which can potentially distort my
analyses.
Lastly, the portfolio should be constantly updated. There are cases in which firms start out
investment graded, but over time become junk graded or, even worse, go bankrupt. Also,
sometimes liquid CDS contracts become less liquid. For these reasons, updating members
of the portfolio is crucial.
Fortunately, a portfolio that meets these criteria can be found in the market: Markit pub-
lishes the CDX North America Investment Grade (CDX NA IG) index which consists of 125
large U.S. investment grade firms that represent various industries.24 This index is catego-
rized into 5 sub-indices (Consumer; Energy; Financial; Industrial; Technology, Media, and
Telecommunications), each of which occupies roughly 20%. This index is updated as a new
series every 6 months, replacing firms that are not liquid or do not satisfy the investment
grade. The first CDX NA IG index (series 1) started in October 2003, and ever since the
index has been updated biannually in March and September. Each time a new (on-the-run)
series is introduced, the previous indices become off-the-run. I construct my CDS portfolio
so that it mimics on-the-run CDX NA IG index series.
By inheriting the properties of this index, my portfolio naturally meets all three conditions
stated above. The portfolio is composed of relatively healthy firms; none of the firms have
ever experienced a default during the last 10 years of the index’s history.25 Granted, some
24To be accurate, some of the firms are based in Canada.
25There have been two credit events in this portfolio: Fannie Mae and Freddie Mac. However, these events
occurred since these two firms were placed into conservatorship by the government. As a consequence, these
two firms became default-free entities.
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firms that were at some point a part of the portfolio did default. However, since the portfolio
is constantly updated every six months, these firms were eliminated from the portfolio before
they went into default.
3.3.2. Catastrophic tail risk (CAT) measure
I define the CAT measure as the probability that my CDS portfolio experiences a large loss.
Specifically, I construct it as
CATt(T ;h) = Pt
(
1
I
I∑
i=1
N it+T > h
)
. (3.5)
Since N it+T is the default indicator for firm i, the expression
1
I
∑I
i=1N
i
t+T represents the
loss rate of the CDS portfolio at time t+T . That is, this measure calculates the probability
that the portfolio has a loss rate larger than a certain threshold h within T years.
I emphasize that the probability that defines the CAT measure is under the risk-neutral
measure. In fact, the model itself does not depend on a specific probability measure.
However, since extracted individual default probabilities (from the CDS spread data) are
under the risk-neutral measure, their joint default probabilities also inherit this probability
measure. Hence, the CAT measure represents risk-neutral probabilities.
Equation (3.5) reveals the three important features of the CAT measure that other tail risk
measures do not have. First, the CAT measure has a term structure. By varying T of
equation (3.5), I am able to obtain catastrophic tail risk measures across different horizons.
For instance, if T=5, I can look at catastrophic tail risk for 5-year horizon, if T=10, 10-
year horizon, and so on. Taking advantage of the rich information contained in this term
structure data, a deeper understanding of the dynamics of catastrophic tail risk can be
gained.
Second, with different values of h in equation (3.5), the CAT measure can capture the risk
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of tail events with different extremities.26 From this characteristic, it is possible to examine
how extreme of an event investors take into consideration as a main source of risk when
they trade assets.
Lastly, the CAT measure has the ability to pick up very long-term and extremely bad tail
risks. This is possible because the measure is based on the CDS market, in contrast to other
tail risk measures based on, most prevalently, the options market. In general, options with
maturities longer than 1 year are fairly illiquid, making it difficult to extract long horizon
tail risks from options data. Furthermore, since out-of-the-money options with moneyness
smaller than 0.80 are usually not actively traded, tail risk measures based on options cannot
distinguish economic catastrophes from relatively moderate market crashes.
I stress that the three properties listed above are unique to my measure. These novel
characteristics of the CAT measure better equip me to gain further insights into catastrophic
tail risk in a way that have not been achieved before.
3.3.2.1. Joint default probabilities
Computing the CAT measure using equation (3.5) requires developing a method to calculate
joint default probabilities that reflect default correlations between firms. In the model, de-
fault correlations are generated not only through a belief shift, but also a regime shift. When
investors change their beliefs about the true state (pit) or severity (ξt), default probabilities
of individual firms fluctuate together. Moreover, the future possibility of economic regime
switches generates additional default correlations since default risks of all firms simultane-
ously rise or drop when regime shifts occur. Thus, calculating joint default probabilities
requires considering both of these aspects.
26Of course, h has to be significantly large enough because if it is small, there is a higher possibility that
the measure is affected not just by systematic risk but by idiosyncratic shocks. Given that the firms in the
portfolio have never experienced a default in the past 10 years, a tail event in which more than, say, 15% of
the firms go into default can be seen as extremely rare.
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By the law of total probability, it follows that
Pt
(
1
I
I∑
i=1
N it+T > h
)
=
∫ T
0
Pt
(
1
I
I∑
i=1
N it+T > h
∣∣∣∣ Ut,t+T = u
)
fUt,t+T (u;pit)du,
where Ut,t+T represents the occupation time in the frailty state between time t and t +
T (Section 3.2.2.2) and fUt,t+T (·;pit) is defined as the probability density function of this
random variable when the probability of being in the frailty state at time t is pit. According
to Pedler (1971), this density function is derived in terms of the Dirac delta function and
the modified Bessel function as provided in Appendix A3.2.2. By applying the law of total
probability one more time with respect to the true severity of the frailty state, the equations
become
Pt
(
1
I
I∑
i=1
N it+T > h
)
=
∫ T
0
{
Pt
(
1
I
I∑
i=1
N it+T > h
∣∣∣∣ λif = λiLf , Ut,t+T = u
)
(1− ξt)
+ Pt
(
1
I
I∑
i=1
N it+T > h
∣∣∣∣ λif = λiLf , Ut,t+T = u
)
ξt
}
fUt,t+T (u)du. (3.6)
Now, it is important to observe that conditional on the true severity of the frailty state(
λif
)
and the occupation time in the frailty state (Ut,t+T ), each firm’s default risk becomes
independent of others. Thus, conditional on those variables, each N it+T can be viewed as
an independent Bernoulli random variable with event probability P iD(t, t+ T |λif , Ut,t+T ) =
1 − e{−λinT+A(T ;Θi)+B(T ;Θi)Xit−λifUt,t+T}. If firms are homogeneous, the sum of all these
default processes (
∑I
i=1N
i
t+T ) follows a binomial distribution. However, I allow firms to be
heterogeneous, so there is no simple way to calculate the exact distribution of this sum.27
Therefore, instead of calculating the exact distribution, I approximate this distribution by
using the Central Limit Theorem. This theorem can be used because default processes
are independent (of course, conditionally) and I = 125 is a relatively large number. Note
that I do not rely on the identical condition of the classical Central Limit Theorem. In
27Mortensen (2006) provides an algorithm to calculate this exact distribution based on a recursive relation.
However, this algorithm takes too much computation time to be used in my setup.
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fact, the sum still converges to a normal distribution even without this condition as long as
some regularity conditions hold (the Lindeberg Central Limit Theorem).28 The Lindeberg
Central Limit Theorem suggests that
I∑
i=1
N it+T
∣∣∣∣ λif , Ut,t+T ∼ N
(
I∑
i=1
P iD,
I∑
i=1
P iD(1− P iD)
)
,
where P iD is short for P
i
D(t, t+ T |λif , Ut,t+T ) for notational convenience. This implies
Pt
(
1
I
I∑
i=1
N it+T > h
∣∣∣∣ λif , Ut,t+T
)
= 1− Φ
 h− 1I ∑Ii=1 P iD
1
I
√∑I
i=1 P
i
D(1− P iD)
 .
With this expression, the joint default probability Pt
(
1
I
∑I
i=1N
i
t+T > h
)
(and subsequently,
the CAT measure) is calculated from the 1-dimensional integral in equation (3.6).
3.4. Data
As described in Section 3.3.1, at every point in time, my CDS portfolio is comprised of 125
firms. However, since the list is updated regularly and some firms in the pool experience a
spin-off or M&A, my final sample includes a total of 215 firms.29 I collect the daily time
series of CDS spread curves for each of these firms from the Markit database.30 The sample
consists of the data from October 2003 to September 2013.
Markit distinguishes the reference entities of CDS contracts using their RED (Reference
Entity Database) code. Using this RED code can pose a problem because firms are given
new codes when they change names or convert their legal status (e.g. limited liability
company to corporation, or vice versa). Hence, I track the status of each and every firm
over time and match the codes so that those representing essentially the same firm are
28In Appendix A3.4, I show that my setup indeed satisfies these regularity conditions (Lindeberg’s condi-
tion).
29The sample also includes daily time series of LIBOR-Swap curves, which are conventionally used bench-
mark interest rates in the CDS market.
30Markit’s CDS curve consists of 6-month, 1-, 2-, 3-, 4-, 5-, 7-, 10-, 15-, 20-, and 30-year maturities. In
my analyses, I use the spreads with 3-, 5-, 7-, and 10-year maturities.
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conjoined together. In addition, when firms go through a spin-off or M&A, I find the RED
code of the legal successor and match it with that of the predecessor.
3.5. Model estimation procedure
Estimating the model using the CDS pricing data is a considerable challenge for three
reasons. First, it requires estimating the dynamics of 215 firms. Since each firm exhibits
meaningfully different dynamics, I allow firms to be heterogeneous. Second, I need to
estimate 217 latent processes (2 beliefs and 215 idiosyncratic components). Standard linear
Gaussian filters (such as the Kalman filter) are not applicable in my setup because CDS
spreads are not linear in state variables nor are the state variables themselves Gaussian.
Nonlinear filters such as the extended Kalman filter or the Unscented Kalman filter could
potentially be used, but the high number of latent processes remains problematic. Lastly,
the estimation should ideally fit a CDS term structure (not just a single spread), which puts
more burden on the procedure.
I provide an estimation procedure that resolves these issues. The key is to first convert CDS
curves into (risk-neutral) survival probability curves and then exploit benefits arising from
having a large number of firms with term structure data. I briefly outline my estimation
strategy.
1. For each CDS curve (for each date and each firm), I extract the term structure of
survival probabilities (Sit,t+τ ). This can be done in an essentially model-free approach.
(Section 3.5.1)
2. I consider a hypothetical firm that represents the average of the pool. Due to diversifi-
cation, the survival probabilities of the firm are not affected by any latent idiosyncratic
processes. (Thus, only two latent beliefs affect the survival probabilities.) After ex-
pressing two latent beliefs as functions of the average firm’s 5-year and 10-year survival
probabilities and the regime-switching parameters, I find the parameter values that
minimize the root mean square error (RMSE) of survival probabilities. (Section 3.5.2)
96
3. Conditional on investors’ beliefs and the regime-switching parameters, the estimation
of each firm’s dynamics becomes mutually independent because the only components
left are idiosyncratic. With the assumption that 5-year survival probabilities are
observed without error, I back out the latent idiosyncratic processes and estimate the
dynamics of individual firms using maximum likelihood estimation (MLE). (Section
3.5.3)
I do not rely on a filtering method to estimate latent processes.31 Instead, following the
interest rate term structure literature, I assume that some data are exactly observed and
others are observed with errors. (See, for example, Duffee (2002) and Aı¨t-Sahalia and Kim-
mel (2010).) Specifically, I assume that the individual firms’ 5-year survival probabilities
are observed without error:
Sit,t+5︸ ︷︷ ︸
Data
= P iS(t, t+ 5)︸ ︷︷ ︸
Model
. (3.7)
I choose 5-year maturity survival probabilities to be observed without error as 5-year ma-
turity CDS spreads are the most common and actively traded in the market. Survival
probabilities for other maturities are observed with iid Gaussian errors i,τ :
∀τ 6= 5, Sit,t+τ = P iS(t, t+ τ) + i,τ , where i,τ ∼ N(0, σi,2).
In the following subsections, I go into greater detail explaining the three steps stated above.
3.5.1. Extraction of survival probability curve from CDS curve
A CDS contract is a bilateral swap agreement designed to transfer the credit risk of a
certain reference entity from one party (protection buyer) to another (protection seller).
If a credit event of the reference entity occurs, the protection seller compensates the loss
31Hence, I do not use belief updating equations in the estimation. As described above, I directly extract
two beliefs from 5-year and 10-year survival probabilities of the average firm.
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of the protection buyer. In return, the protection seller receives a series of coupons from
the protection buyer as the insurance premium until the contract matures or a credit event
occurs.
Thus, pricing a CDS contract requires calculating two expected present values: the premium
leg and protection leg. The premium leg is the expected present value of future insurance
premiums that the protection seller receives. The protection leg is the expected present
value of future protection that the protection buyer pays.
If risk-neutral survival probabilities for all maturities {S0,t, t ∈ [0, T ]} are provided, CDS
contracts can be priced without relying on a specific model.32 The inverse relationship can
hold as well. That is, if CDS spreads for all maturities are observed, risk-neutral survival
probabilities can be bootstrapped directly from spreads. Technically only a discrete set of
maturities are observed in the market as I discuss in Section 3.4. Thus, to the extent that an
interpolation method is used, this approach is model-free. Note that this conversion should
be robust to various interpolation methods since the term structure of survival probabilities
is always monotonically decreasing.33 An unambiguously downward sloping term structure
makes the interpolated curve insensitive to interpolation schemes; this conversion can be
viewed as an essentially model-free approach.
In practice, market participants have been using a particular interpolation approach as a
convention: they assume that survival probabilities are piecewise exponential functions. In
other words, survival probabilities between two observed maturities are interpolated using
an exponential function. In response to the popularity of this assumption, in February
2009, the International Swaps and Derivatives Association (ISDA) took this assumption
and released it as the standard settlement method for CDS contracts.34 Now, extracting
32To be precise, this equation is model-free as long as the recovery rate upon default is assumed to be
constant. To prevent my analyses from becoming overly complicated, I take this assumption and use a 40%
recovery rate following the market convention for investment grade CDS contracts. Appendix A3.5 provides
further details about CDS pricing.
33Since the (cumulative) default probability is increasing with maturity, the survival probability is de-
creasing.
34This is called ISDA CDS Standard Model. For details, see www.cdsmodel.com/cdsmodel.
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the survival probability curve from the CDS curve with this assumption is accepted as a
market convention.
I implement this procedure and convert all CDS curves into their corresponding risk-neutral
survival probability curves.35 Instead of CDS curves themselves, I use these survival prob-
ability curves in the estimation.36 This greatly simplifies the estimation procedure. Note
that the T -year CDS spread is affected by all maturities of survival probabilities between 0
and T . I get rid of this complexity by directly using survival probabilities.37 Since survival
probabilities are explicitly expressed in terms of the factors and beliefs in the economy (as
shown in equation (3.3)), estimation steps become much more straightforward.
I emphasize that this essentially model-free conversion does not imply that CDS pricing
itself is entirely model-free. As I explained above, pricing CDS is model-free once the term
structure of survival probabilities is obtained. However, this term structure of survival
probabilities critically depends on the underlying model and its state variables. This point
is summarized in Figure A.2.
3.5.2. Regime-switching parameters and latent beliefs
I consider a hypothetical firm that represents 125 investment grade firms in the pool. (At
each time, my pool consists of 125 representative investment grade firms. Since this pool
updates every 6 months, the entire time series data involves a total of 215 firms.) I assume
that the survival probabilities of this firm take the average survival probabilities across the
125 firms in the pool. Given the large size of the pool, I assume that through diversification
effects, each firm’s idiosyncratic component has essentially no effect on this representative
35To make sure that this extraction procedure is indeed essentially model-free, I do the following exper-
iments: using my model, I calculate the term structure of survival probabilities and implied CDS spreads.
From this generated CDS curve, I extract the survival probabilities using the above model-free procedure
and compare it with the original. This experiment shows that the two curves are almost identical.
36The model itself does not depend on a specific probability measure. However, since the model is estimated
to match the extracted survival probabilities that are under the risk-neutral measure, all parameters and
latent processes should also be interpreted as quantities under the risk-neutral measure.
37To see why using survival probabilities (instead of CDS spreads) is convenient in the estimation, it is
helpful to consider the following analogy: (CDS spreads: survival probabilities) = (yield to maturity : spot
rate). Note that yield to maturity is affected by all maturities but spot rate is only affected by a certain
maturity.
99
firm. That is,
P repS (t, t+ T ) = e
−λrepn TF rep(pit, ξt;T ). (3.8)
Although individual survival probabilities are observed with errors (except for 5-year), I
assume (by the law of large numbers) that the survival probabilities of the representative
firm are observed without error. I use the most actively traded maturities, the 5-year and
10-year, to extract the two beliefs. That is, (pit, ξt) solves
Srept,t+5 = e
−5λrepn F rep(pit, ξt; 5)
Srept,t+10 = e
−10λrepn F rep(pit, ξt; 10). (3.9)
In Appendix A3.3, I show that this system of equations can be transformed into two
quadratic equations in pi and ξ, which permit closed-form solutions. Mathematically, two
sets of (pi, ξ) exist due to the quadratic terms. Economically, however, only one set of (pi, ξ)
remains valid when a limit case of the model is considered. That is, Appendix A3.3 shows
that the two latent processes are uniquely determined, and expressed as a function of other
parameters and two observed survival probabilities (5-year and 10-year). Thus, I circum-
vent any need to use a complicated and slow filtering approach in the estimation procedure.
To match the term structure of the representative firm’s survival probabilities, I estimate
the parameters (φ0, φ1, λ
rep
Lf , λ
rep
Hf , λ
rep
n ) by minimizing RMSE.38 Specifically, I find
argmax
√
1
NtNτ
∑
t
∑
τ
(
St,t+τ − P repS (t, t+ τ)
)2
.
38To be consistent with my earlier assumption that the survival probabilities of the representative firms
are observed without error, I do not use MLE. Instead, I minimize the RMSE to fit the entire term structure
as closely as possible.
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3.5.3. Idiosyncratic estimation
Conditional on investors’ beliefs and the regime-switching parameters, the estimation of
each individual firm’s dynamics becomes mutually independent. Since all of the remaining
random components are idiosyncratic (i.e. Xit ’s), I can treat each individual firm’s estima-
tion separately. For notational convenience, I stack all survival probabilities of i at time t
as a vector and denote it as Sit . That is,
Sit =
{
Sit,t+τ | τ = 3, 5, 7, 10
} ∀i.
The conditional log-likelihood function regarding firm i is expressed as39
logLi =
N∑
n=1
logP (Sitn |Sitn−1).
Thus, calculating logLi requires deriving the expression for logP (Sit+∆t|St).
Although the values of Xit are not directly observed, I can extract them from 5-year survival
probabilities because they are (assumed to be) observed without error. Equation (3.3) and
(3.7) imply that
Sit,t+5 = P
i
S(t, t+ 5)
= e{−5λin+A(5;Θi)+B(5;Θi)Xit}F i(pit, ξt; 5),
which can be rearranged as
Xit =
1
B (5; Θi)
[
logSit,t+5 + 5λ
i
n −A
(
5; Θi
)− log (F i(pit, ξt; 5))] . (3.10)
Not only does equation (3.10) provide the values of the latent process Xit extracted from 5-
39In the online appendix, I provide an expression for the conditional log-likelihood function that also
considers observing default processes (N it ). Since few firms went into default in the pool and those firms had
very high implied default probabilities before default events, including default processes does not change the
estimation results much.
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year survival probabilities but it also facilitates in deriving the expression for the transition
density of Sit+∆t. Denoting the vector of survival probabilities of maturities other than
5-year as Si,−5Yt , Bayes’ rule implies
P (Sit+∆t|Sit) = P (Sit+∆t,t+∆t+5︸ ︷︷ ︸
5-year
, Si,−5t+∆t︸ ︷︷ ︸
others
|Sit)
= P (Sit+∆t,t+∆t+5|Sit) · P (Si,−5t+∆t|Sit+∆t,t+∆t+5, Sit).
The first transition density P (Sit+∆t,t+∆t+5|Sit) is straightforward to calculate: since ob-
serving a 5-year spread is equivalent to observing the value of Xit , equation (3.10) implies
that
P (Sit+∆t,t+∆t+5|Sit) = P (Xit+∆t|Xit)
∣∣∣∣∣ 1Si,5Yt+∆tB (T ; Θi)
∣∣∣∣∣︸ ︷︷ ︸
Jacobian
,
where P (Xit+∆t|Xit) is the transition density of Xit .40 Furthermore, the second transition
density P (Si,−5t+∆t|Sit+∆t,t+∆t+5, Sit) is also simply obtained by computing the likelihood of
implied measurement errors. Note that conditional on the 5-year survival probability, the
value of Xit+∆t is extracted, so the model implied survival probabilities of other maturities
can be obtained. Thus, observing Si,−5t+∆t is equivalent to observing their pricing (or measure-
ment) errors i,τ = S
i
t,t+τ − P iS(t, t+ τ). Since measurement errors are iid by assumption,
P (Si,−5t+∆t|Sit+∆t,t+∆t+5, Sit) =
I∏
i=1
∏
τ 6=5
1
σi,
√
2pi
exp
(
− 
2
i,τ
2σi,
)
.
This approach of deriving the transition equation is analogous to Duffee (2002) and Aı¨t-
Sahalia and Kimmel (2010) for interest rate term structure estimation.
40In Appendix A3.1, I derive this transition density of Xit in exact (A3.1.3) and approximate (A3.1.4)
forms.
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3.6. Interpretation of estimation results
As described in Section 3.5.2, I first estimate the regime-switching parameters and latent
beliefs by using the term structure of the average firm’s survival probabilities. The estimated
transition rate from the normal state to the frailty state (φ0) is 0.0824 and the one from
the frailty state to the normal state (φ1) is 0.0884. The time series of latent beliefs are also
displayed in Figure A.3: the red solid line represents the probability that the economy is
in the extreme frailty state (pitξt) and the green dashed line represents the probability that
the economy is in the moderate frailty state (pit(1− ξt)).
3.6.1. Extracted time series of investors’ beliefs
As can be seen in Figure A.3, the model together with the CDS data extracts and interprets
investors beliefs in a very intuitive, yet intriguing way. Not so surprisingly, the figure shows
that before the financial crisis, investors believed that the probability that the economy was
in the frailty state was near 0. This probability started to rise in mid-2007 and sharply
increased from 2008 to 2009. After 2010, the probability of the frailty state returned to a
lower level.
Figure A.3 provides a fuller account of investors’ beliefs. Between 2007 and 2008, accumu-
lated bad news and concerns about subprime mortgages raised investors beliefs about the
frailty state, which led to an increase in both lines. An interesting shift in patterns can
be observed in March of 2008 when one of the largest investment banks in the U.S., Bear
Stearns, collapsed. At this event, investors realized that there was a higher chance that not
only was the economy in the frailty state but also that this frailty was very extreme. This
shift in beliefs is reflected in the increase in the red line and the decrease in the green line.
Subsequently, Bear Stearns was purchased by JP Morgan with the support of the Federal
Reserve. This allowed investors to update their beliefs accordingly by abruptly decreasing
the probability of the extreme frailty and in turn increasing the probability of the moderate
frailty. In sum, at the risk of Bear Stearns’ default, investors increased their beliefs about
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the extreme frailty, but after observing its rescue, they revised those beliefs by putting more
weight on the moderate frailty.
A second interesting pattern can be observed in September of 2008 when Lehman Brothers
filed for Chapter 11 bankruptcy protection. After experiencing this bad event, investors
started to believe with higher probability that the economy was in the frailty state. Fur-
thermore, they started to believe with conviction that the frailty they were experiencing
was very extreme. Thus, from this time point, the red line shows a sharp increase while the
green line shows a steep decline.
The red line representing the extreme frailty peaks at December of 2008 and starts to drop
from March of 2009 when S&P 500 hit its 13-year low. On the other hand, the green
line representing the moderate frailty dips in December of 2008 and begins to rise up until
mid-2009. This pattern has a clear interpretation: after the failure of Lehman Brothers
and the subsequent credit freeze, investors strongly believed that the economy is in the
extreme frailty state in which there is a very high chance of many firms collectively going
into default. (This is evidenced by the increase in the red line and decrease in the green
line.) However, due to the Fed’s and government’s series of actions, investors gradually
reduced their beliefs about the extreme frailty. Although investors still believed that the
economy was in the frailty state, they began to think that this frailty was not as severe as
they thought. (This translates into the decrease in the red line and increase in the green
line.)
The last interesting pattern is observed during the post-crisis period (after 2010). Compared
to the crisis period, this period exhibits much lower (implied) default probabilities. However,
it can be observed that the red line still maintains a significant level compared to the green
line. This can be interpreted as the following: investors think that the economy is no
longer in the frailty state but rather is most likely in the normal state. Nevertheless, having
experienced the financial crisis, investors now believe that if something bad happens in the
future, that event is going to be very severe. In short, after the crisis, investors put much
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more weight on the extreme frailty.
What aspects of the model and data make it possible to separately identify the two beliefs?
Clearly, it is impossible to do so relying on a single time series, such as stock market
valuation ratios. I emphasize that the term structure of the CDS market plays a crucial
role in disentangling the two beliefs. To illustrate this point, I calculate the implied CDS
curves of the hypothetical firm representing the average firm in the portfolio, and plot the
level (5-year) and the slope (10-year minus 3-year) of these curves in Figure A.4.
At first glance, the level and slope appear to have an inverse relationship: during the crisis
period (2008-2010), the level surged and the slope plunged.41 However, this relation fails to
hold in the pre-crisis and the post-crisis (after 2010) periods. Specifically, both the level and
slope were higher in the post-crisis period. These different relations between the level and
slope signify that the term structure data is driven by at least two factors. In my model,
two latent beliefs pit and ξt act as such factors and do an excellent job in explaining the
entire term structure series because pit and ξt have differential impacts on the CDS term
structure as described in Section 3.2.3. Due to this capability, the estimated time series
of the two latent beliefs inherit the rich information contained in the CDS term structure.
Furthermore, as can be seen in Figure A.5, the estimated model fits the data extremely well
for all maturities.
3.6.2. Individual firm dynamics and cross section of CDS spreads
Each individual firm’s survival probabilities (equivalently, default probabilities or CDS
spreads) exhibit its distinctive patterns in the data. These different behaviors between
various firms are mainly captured by two components in the model: (1) different frailty
levels in the frailty state (λiLf and λ
i
Hf ) and (2) different realizations of idiosyncratic com-
ponents (Xit). Figure A.6 explains the role of these two components using two firms as
examples: ConocoPhillips and Transocean.
41Actually, the curve was inverted during this period, which made the slope negative. That is, shorter
maturity spreads were higher than longer maturity spreads.
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The top left panel of Figure A.6 displays the time series of ConocoPhillips’ 5-year survival
probabilities (red dashed line) together with the time series of the average firm’s survival
probabilities (blue solid line). This comparison shows that ConocoPhillips has a smaller-
than-average sensitivity towards the frailty risk in the economy: the survival probabilities
not only maintain a lower level, but also fluctuate with smaller amplitudes compared to the
average firm. In my model, this pattern is captured by the small values of λiLf and λ
i
Hf .
The values of λiLf and λ
i
Hf for ConocoPhillips are estimated as 0.0028 and 0.0642, which are
roughly 19% and 53% of λrepLf and λ
rep
Hf for the average firm. Since these small values of two
frailty levels explain almost all the variations in the firm’s survival probabilities, the path
of its idiosyncratic shocks (Xit) is extracted as small values, sticking around zero (bottom
left panel).
On the other hand, the time series of Transocean’s 5-year survival probabilities (top right
panel) shows relatively high sensitivity towards the frailty risk: the values of λiLf and λ
i
Hf
are 0.026 and 0.1472, which are roughly 170% and 120% of λrepLf and λ
rep
Hf for the average firm.
However, it is difficult to explain the entire pattern of Transocean’s survival probabilities
solely based on the two frailty levels. This is because this firm exhibits exceptionally low
survival probabilities (i.e. very high default probabilities) during the post-crisis period (after
2010). For example, around mid-2010, Transocean’s 5-year survival probability decreased
to 58%, which is even lower than the level at the peak of the crisis. Since the market, on
average, shows much higher survival probabilities during the post-crisis period compared to
the crisis period, such a pattern is clearly attributable to the firm’s idiosyncratic shocks: the
bottom right panel shows that the firm has experienced large idiosyncratic shocks during
the post-crisis period. In fact, during this time period, Transocean - an offshore drilling
contractor - was involved in a series of lawsuits because one of its drilling rigs caught fire,
resulting in an oil spill off the Gulf of Mexico.
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3.7. Implications for catastrophic tail risk
Equation (3.5) implies that the CAT measure has two dimensions: horizon (T ) and ex-
tremity (h). By varying T , the CAT measure represents catastrophic tail risks of different
horizons. In addition, when different values of h are chosen, the CAT measure captures
various extremities of catastrophic tails. These two dimensions allow the CAT measure to
have a surface structure for each given date. That is, the CAT measure consists of a time
series of CAT surfaces, each of which contains daily information about catastrophic tail
risks with various horizons and extremities.
Due to these two dimensions, each CAT surface has two characteristics. First, given a fixed
horizon, a CAT surface is always downward sloping in extremity:
CATt(T ;h1) ≥ CATt(T ;h2), if h1 < h2.
This property is straightforward because the CAT measure represents the upper tail of the
joint default probability. For instance, CAT 15 (the CAT measure with 15% extremity)
represents the probability of having more than 15% defaults in the pool. That is, no matter
how many defaults occur, the probability of these defaults is captured by CAT 15 as long
as they exceed the 15% threshold. Thus, CAT 15 is always greater than or equal to, say,
CAT 25 (of course, given that they have the same horizons). Note that CAT 25 is equal to
the sum of CAT 25 and the probability of having defaults between 15% and 25%.
Second, given a fixed level of extremity, a CAT surface is always upward sloping in horizon:
CATt(T1;h) ≤ CATt(T2;h), if T1 < T2.
Since the (cumulative) default probability with a longer maturity is always higher than that
with a shorter maturity, this property is also straightforward.
Hence, due to these two properties, all CAT surfaces are monotonically increasing in the
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directions of increasing horizon and decreasing extremity. This is not to say that CAT
surfaces always look the same. In fact, despite this monotonicity, the patterns of CAT
surfaces look quite different over time. In Figure A.7, I provide CAT surfaces at different
dates, each of which represents one of the three periods: (1) pre-crisis period (March 1st,
2004), (2) crisis period (March 2nd, 2009), and (3) post-crisis period (March 1st, 2014).42
As can be seen in the first panel, the CAT surface during the pre-crisis period was relatively
flat and maintained a low level. However, the financial crisis lifted the entire surface to
a very high level (second panel). Specifically, out of the entire surface, the part with low
extremity and long horizon was noticeably raised with greater magnitude while the part
with high extremity and low maturity was not raised as much. This results in a somewhat
S-shaped CAT surface. After the crisis, the surface came back to a lower level resembling
the pattern in the pre-crisis period. However, compared to the pre-crisis period, the surface
is much steeper, especially in the direction of the horizon axis.
To see how CAT surfaces have evolved over time, I plot the time series of CAT 15, CAT
20, and CAT 25 with 3-year, 5-year, 7-year, and 10-year horizons in Figure A.8. In gen-
eral, all the time series seem to show similar patterns in that they maintained a low level
before the crisis, peaked during the crisis, and came back to a lower level after the cri-
sis. However, careful observation reveals that these time series with different horizons and
different extremities exhibit meaningful differences in their patterns, which provide useful
information for understanding catastrophic tail risk in the economy. In the following two
subsections, based on this information, I investigate the distribution and the term structure
of catastrophic tail risk during the pre-crisis, crisis, and post-crisis periods.
42In this section, when I mention the pre-crisis, crisis, and post-crisis periods, I am referring to these
specific dates. This specific choice of dates does not affect the results of my analyses.
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3.7.1. Distribution of catastrophic tail risk
Based on the CAT measure, it is possible to extract the (risk-neutral) distribution of catas-
trophic tail events. According to the definition of the CAT measure, it follows that
CATt(T ;h1)− CATt(T ;h2) = Pt
(
h1 ≤ 1
I
I∑
i=1
N it+T < h2
)
,
which is the probability mass of catastrophic events having defaults between h1% and h2%.
This implies that the probability mass function (or histogram) of catastrophic tail events
can be obtained by simply taking the difference between two adjacent CAT values. Hence,
for each day, I depict the distribution of catastrophic tail risk using probabilities of 10-15%,
15-20%, 20-25%, 25-30%, and 30-35% defaults. Although all intervals represent extremely
rare and disastrous events, the first interval (with 15-20% defaults) and the last interval
(with 30-50%) can be regarded as the most moderate state and the most extreme state,
respectively. Figure A.9 displays such distributions (with 10-year horizon) in the pre-crisis,
crisis, and post-crisis periods.
The pre-crisis period (on the top left panel) presents a fairly standard-shaped catastrophic
tail distribution. The most moderate state occupies the highest probability mass and this
probability mass diminishes as the state gets more extreme, which generates an inverted
J-shape. During the crisis period (on the bottom panel), this inverted J-shaped pattern
becomes more prominent: the extreme states (such as 30-35% and 35-40% intervals) still
maintain the pre-crisis period level even after the crisis, but the probabilities of moderate
states (such as 15-20% and 20-25% intervals) double, which makes the distribution steeper
compared to the pre-crisis period. From this observation, it is possible to presume that the
escalated catastrophic tail risk perceived by investors during the recent financial crisis is
attributable to the increased possibility of relatively moderate catastrophic events, at least
around March, 2009.
Another intriguing finding can be obtained when the distributions of the pre-crisis and
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post-crisis periods are compared. In the post-crisis period, the overall catastrophic tail risk
(measured by summing the probabilities of all intervals) has returned to roughly the same
level as the pre-crisis period. However, the shape of the distributions differs significantly
between these two periods. In contrast to the inverted J-shape pattern in the pre-crisis
period, the post-crisis period exhibits a flat distribution.43 This implies that investors put
much less weight on the possibility of relatively moderate catastrophic events, but instead,
put much more weight on the possibility of even more extreme events. Recall that this
result is consistent with what can be learned from the time series of the two latent beliefs:
after the financial crisis, investors started to believe that if something bad happens in the
future, that event is going to be very severe (Section 3.6.1). I emphasize that this insight
cannot be acquired from other tail risk measures based on the stock or options markets
because by their very nature they are not able to identify these extremely bad and rare
events.
3.7.2. Term structure of catastrophic tail risk
Figure A.10 displays the term structures of catastrophic tail risk based on CAT 15 (top
left panel), CAT 20 (bottom panel), and CAT 25 (top right panel). In each panel, I put
the three term structures that represent the pre-crisis (green dot-dashed line with triangle
markers), crisis (red dashed line with asterisk markers), and post-crisis (blue solid line with
circle markers) periods.
In all three panels, the curves corresponding to the three time periods show the same order
patterns in terms of level. That is, the crisis period curve is always positioned at the top,
the post-crisis curve at the middle, and the pre-crisis curve at the bottom. This implies the
somewhat obvious fact that for all horizons, the level of catastrophic tail risk was highest
during the crisis period and lowest during the pre-crisis period.
43It can be seen that the probability mass in the post-crisis period is increasing as the state becomes more
extreme. This is because these probabilities are under the risk-neutral measure. Although the actual (or
physical) probability decreases as the state becomes extreme, the risk-neutral probability can increase due
to risk-adjustments.
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Beyond a simple comparison between the levels of the curves, more can be learned from
their shapes. First of all, the term structure exhibits a very steep slope for the post-crisis,
compared to that of the pre-crisis. Thus, although in the short horizon there seems to be
little difference between pre-crisis and post-crisis periods, a much higher catastrophic risk
is expected in the long run since catastrophic risk increases with much greater speed as the
horizon increases. This is also consistent with the results mentioned in Section 3.6.1 and
3.7.1. After the crisis, investors no longer believe that the economy is in the frailty state,
which lowers short horizon catastrophic risk to the pre-crisis level. Nevertheless, investors
tend to believe that if something bad occurs in the future, that event will be very severe.
Since the economic state is subject to regime-switching, even though the economy may
currently be in the normal state, there is a significant probability that it may shift to the
frailty state in the long run. Thus, taking this into account, long horizon catastrophic risk
maintains a higher level in the post-crisis compared to the pre-crisis period.
While the pre-crisis and post-crisis curves always resemble a straight line, the curve for the
crisis period shows a somewhat distinctive shape that varies based on extremities. After
the 3-year horizon, the crisis period exhibits a convex curve for CAT 15 and CAT 20, but
for CAT 25, the curve is concave. From these observations, it can be inferred that the
term structure of catastrophic risk not only experiences changes in level and slope, but in
curvature as well.
To investigate the evolution of term structures in more detail, I perform a principal com-
ponent analysis (PCA) on each of CAT 15, CAT 20, and CAT 25. Figure A.11 shows the
loadings of the CAT measure on three principal components.
The blue solid line with circle markers, the red dashed line with asterisk markers, and the
green dot-dashed line with triangle markers each represent the loadings on the first, second,
and third principal components respectively. What each principal component represents can
be inferred from the patterns of loadings across different horizons. First of all, the blue line
shows a flat curve with positive values. This means that a positive innovation to the first
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principal component raises the catastrophic risk for all horizons by a similar amount. Thus,
the first factor can be seen as the level factor that causes a parallel shift in the term structure.
Next, the red line associated with the second principal component is monotonically upward
sloping. Hence, a positive innovation to the second component decreases short horizon
catastrophic risk but increases long horizon risk. In other words, this component can be
seen as the slope factor that determines the steepness of the term structure. Lastly, the
green line representing the third principal component is tent-shaped. Therefore, a positive
innovation to this component increases the risk for intermediate horizons, but decreases the
risk for short and long horizons. Due to this characteristic, the third principal component
can be seen as the curvature factor influencing how bent the curve is.
As expected, a principal component analysis confirms that the three main factors affecting
the term structure are level, slope, and curvature. In fact, these three factors explain nearly
all of the variation in the term structure. In the case of CAT 15, for example, the level
factor alone accounts for 96.06% of the total variance, and when the slope factor is added,
98.95%, and with all three factors, 99.95%. In sum, the principal component analysis shows
that all changes in the term structure can be parsimoniously abbreviated into three factors.
3.8. Implications for asset returns
In this section, using the rich information contained in the CAT measure, I investigate
asset pricing implications of catastrophic tail risk. As results, I show that catastrophic tail
risk (1) predicts future returns in various markets, and (2) is negatively priced, generating
significant dispersion in the cross section of stock returns. In the following subsections, I
discuss each aspect in detail.
3.8.1. Properties of the CAT measure
Before exploring return predictabilities based on the CAT measure, I take a look at how
individual CAT measures with various horizons and extremities are correlated with one
another as well as how these measures are related with other financial variables. Table 3.1
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presents a correlation matrix of 10-year horizon CAT 15, CAT 20, CAT 25, and CAT 30. In
general, each individual CAT measure is highly positively correlated with each other, and
especially, CAT measures with adjacent extremities show even stronger correlations.
Table 3.2 displays the correlations of individual CAT measures with the same extremities but
different horizons (CAT 15 and CAT 25). This too shows that CAT measures of different
horizons are highly correlated and that the more adjacent the horizon, the stronger the
correlations. In addition, correlations among multiple horizons generally seem to be higher
for CAT measures with lower extremities (here, CAT 15).
The correlations between individual CAT measures and three classic stock return predictors
are displayed in Table 3.3. Predictors include the log Price-Dividend ratio (log P/D; a well
known long horizon return predictor) as well as the variance premium (a well known short
horizon return predictor). Since the CAT measure is constructed using credit default prob-
abilities, for comparative purposes, the default spread (also a long horizon return predictor)
is included as well.44
First, the individual CAT measures tend to exhibit relatively high negative correlations
with the log P/D ratio but high positive correlations with the default spread. This makes
sense since high levels of the CAT measure imply bad economic times, which corresponds
to low pricing in the stock market and high level of corporate default probabilities. On
the other hand, the individual CAT measures have very low correlations with the variance
premium.
Table 3.4 shows the persistence (monthly AR(1) coefficients) of individual CAT measures
together with other stock return predictors. In my sample period (Oct. 2003 to Sep. 2013),
the log P/D ratio and default spread display high levels of persistence, 0.971 and 0.958
respectively. Individual CAT measures are also fairly persistent; the persistence of (10-
year) CAT 30 is 0.908 and as tail extremity decreases, persistence increases such that at
44For detailed discussions about these classic predictors, refer to Fama and French (1988) for the log P/D
ratio; Bollerslev, Tauchen, and Zhou (2009) and Drechsler and Yaron (2011) for the variance premium; and
Fama and French (1989) for the default spread.
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CAT 15, it is highest at 0.947. In contrast, the variance premium, a short horizon predictor,
has a low persistence of 0.133 during the sample period.
I emphasize that although the CAT measure is constructed from default probabilities of
firms in the economy, it is not perfectly correlated with the default spread. Going back
to Table 3.3, even looking at CAT 15, which has the highest correlation with the default
spread, the coefficient is 0.856, which is not close to 1 nor that much different from the
correlation between the CAT measure and the log P/D ratio. This is because the CAT
measure is not only capturing investment grade firms’ average level of default probabilities
like the default spread, but is also capturing probabilities of catastrophic events. As a result,
the CAT measure can capture a portion of systematic risk that the default spread cannot
separately identify. These aspects can be confirmed by looking at the correlation patterns
between different extremities of the CAT measure and the default spread. As extremities
increase, the CAT measure becomes less correlated with the default spread.
Lastly, the CAT measure is compared with different tail risk measures that are based on
options data. Table 3.5 presents three tail risk measures: at-the-money (ATM) implied
volatility, out-of-the-money (OTM) implied volatility with moneyness 0.90, and risk-neutral
third moment of log stock returns (Bakshi, Kapadia, and Madan (2003)).
These tail risk measures have relatively high correlations with individual CAT measures.
An increase in implied volatilities is positively associated with an increase in tail risk, so
it makes intuitive sense that implied volatilities are positively correlated with the CAT
measures. In addition, since a more negatively skewed stock return distribution means
higher tail risk, the risk-neutral third moment of log stock returns has negative correlations
with the CAT measures.
What is important to note here is that the magnitude of correlation depends on the CAT
measure’s tail extremity; as tail extremity increases, the correlations decrease. For instance,
while the risk-neutral third moment has a correlation of -0.598 with CAT 15, with a higher
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extremity, say, with CAT 30, the magnitude decreases to -0.446.
This fact signifies that the CAT measure covers tail risks that the options market cannot
capture. While options-based measures have been developed to estimate the tail risk in the
stock market, they cannot measure tail risks that are extremely deep. In general, when
moneyness becomes smaller than, say, 0.80, options become very illiquid, making it difficult
to distinguish between small market crashes and catastrophic tail events. On the other
hand, since the CAT measure uses joint default probabilities implied by the CDS market
to capture catastrophic risk, it can complement options data. That is, when extremity
decreases, the CAT measure more closely resembles options-based measures, and vice versa
as can be seen in Table 3.5.
3.8.2. Return predictability
3.8.2.1. Predictability of stock returns
I start with return predictability of stock returns based on the CAT measure. Among
various maturities and tail extremities of the CAT measure, here I choose 10-year CAT
15, which covers the broadest area of the catastrophic tail distribution. For consistency, I
use this measure in all my predictability regressions not only for stock returns but also for
government and corporate bond returns.45
The following equation shows a typical predictive regression equation for stock returns:
12
h
h∑
n=1
log(Ret+n)− log(Rft+n) = const. + βXt + t+h, h = 3, 6, 12, 24,
where Ret represents the 1-month return on the aggregate stock market and R
f
t represents
the 1-month Treasury bill rate. The return horizon h is in monthly terms (e.g. h = 12
when the horizon is 1-year) and Xt represents stock return predictors used in the analysis.
45While 10-year CAT 15 tends to generate the highest R2 in many cases, other CAT measures also have
significant predictive power.
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From the first panel of Table 3.6, one can observe that the CAT measure is a long horizon
stock return predictor: the predictive power of the CAT measure in terms of R2 increases
in horizon. Looking at the predictive regressions for 1-year and 2-year horizons, the coeffi-
cients of the CAT measure are significant for both cases.46 Furthermore, the CAT measure
generates a fairly high R2. For the 1-year and 2-year horizons, R2s are 10.56% and 34.90%
respectively.
Also, note that the coefficients of the CAT measure are positive. This is an expected
result: higher levels of the CAT measure predict higher future excess returns. High levels
of catastrophic risk, which is translated into a bad economic state, imply low stock prices.
Since the CAT measure is a persistent variable, such low pricing is associated with a high
expected return in the long run. Specifically, a 1% point increase in 10-year CAT 15
predicts 0.529% higher excess returns over the next year, and 0.656% higher (annualized)
excess returns over the next 2 years.
To compare the CAT measure’s performance on return predictability with that of other
long horizon return predictors, the second and third panels of Table 3.6 show univariate
predictive regression results based on the log P/D and default spread. For the 1-year
and 2-year horizon return predictive regressions, coefficients of these classic predictors are
all significant and the regressions generate fairly sizable R2. Importantly, however, the
CAT measure explains a larger portion of the variation in expected returns in univariate
regressions.
Furthermore, the CAT measure drives out these predictors when they are placed into the
same regression. The second and third columns of Table 3.7 present the results of bivariate
predictive regressions with the CAT measure and one of the two other predictors (log P/D
or default spread). In these two cases, the coefficient of the CAT measure is still significant
while the coefficients of other predictors not only become insignificant, but their signs are
reversed. Referring back to Table 3.6, in the univariate predictive regression, the coefficient
46All standard errors are Newey-West corrected with lags equal to h+3.
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for the default spread was positive, and the coefficient for the log P/D was negative.
The last column of Table 3.7 shows the results of the multivariate predictive regression when
all three return predictors are entered into the regression. As can be seen in this table, the
CAT measure is still highly significant and drives out the two predictors altogether. From
this, it is apparent that the CAT measure outperforms other classic long horizon return
predictors.
Furthermore, I show the results are robust to finite sample bias and issues with overlapping
returns. The details are provided in Appendix A3.6.
3.8.2.2. Predictability of government bond returns
Following the standard notation, let r
(n)
t+1 be the log holding period return from investing
in an n-year maturity government bond at time t and selling it as an n − 1 year maturity
bond at time t + 1. The excess log return on the n-year maturity government bond rx
(n)
t+1
is defined as,
rx
(n)
t+1 = r
(n)
t+1 − y(1)t ,
where y
(1)
t represents the log yield on the 1-year zero-coupon government bond at time t.
With this definition of excess log returns on government bonds, I run the following predictive
regression:
rx
(n)
t+1 = Const. + βXt + 
(n)
t+1, n = 2, 3, 4, 5,
where Xt represents bond return predictors used in the analysis.
47 The first panel of Table
3.9 shows that the CAT measure predicts returns on government bonds extremely well.
Across all maturities (from 2-year to 5-year), the coefficients of the CAT measure are all
highly significant (with t-statistics greater than 4).48 Furthermore, R2 is greater than 36%
for all maturities.
47Since rx
(n)
t+1 is the 1-year excess log holding period return, return horizons considered in the predictive
regressions are always 1 year, regardless of bond maturities n.
48All standard errors are Newey-West corrected with lags equal to h+ 3 (here h = 12).
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To assess the performance of the CAT measure in predicting government bond returns, I
compare the CAT measure with a classic bond return predictor, the Cochrane-Piazzesi (CP)
factor. Cochrane and Piazzesi (2005) construct a single factor by calculating a tent-shaped
linear combination of forward rates and show that it predicts excess returns on government
bonds with high R2. Since Cochrane and Piazzesi (2005) used a data sample from 1964 to
2003, I first extend the data sample to September 2013 (1964 to 2013; extended sample),
re-estimate their CP factor, and run predictive regressions. The results are shown in the
second panel of Table 3.9. Even with the extended data sample, the coefficients are still
significant, but the CP factor has less predictive power in terms of R2. Cochrane and
Piazzesi (2005) report R2 that are roughly 31-37%, but in the extended sample, R2 shrinks
to 19-24%.
Additionally, I run predictive regressions using the CP factor constructed from my sample
period (October 2003 to September 2013). The results from this regression are reported in
the third panel of Table 3.9. In this case, R2 increases for all maturities, compared to the
extended sample CP factor (especially for long maturities). However even these heightened
R2 values are still smaller than those obtained using the CAT measure. Especially for short
maturity bonds, the CAT measure generates much higher R2 (36.79% vs 24.28% for n = 2).
I also compare the CAT measure with the term spread, another classic bond market pre-
dictor (the fourth panel of Table 3.9). Across all maturities of bonds, the CAT measure
performs better than the term spread in terms of R2.
Table 3.10 presents multivariate predictive regressions of 5-year bond returns (n = 5). The
second column shows the results when the CAT measure and the CP factor constructed from
the extended sample are put into the same regression. As the table shows, the CAT measure
is still significant and drives out the CP factor so that it is no longer significant. When the
CAT measure and the CP factor constructed from my sample period are entered into the
regression (the third column), both the CAT measure and the CP factor are significant and
the predictive regression generates a high R2 (53.98%). Moreover, the CAT measure drives
118
out the term spread when entered into the same regression (the fourth column). Lastly, as
seen in the fifth and sixth columns, the CAT measure is always significant in multivariate
regressions with the CAT measure, term spread and one of the CP factors.
The set of results shows that high catastrophic tail risk predicts high future government
bond returns. For example, the univariate regression implies that a 1% point increase in
10-year CAT 15 predicts 0.191% higher excess returns on the 5-year maturity government
bond over the next year. This suggests that government bond returns are also subject to
catastrophic tail risk, which might be interpreted as the possibility of a government default
or a significant inflation at the event of catastrophic tail events.
3.8.2.3. Predictability of corporate bond returns
To investigate the predictability of corporate bond returns, I use the Barclays U.S. Corpo-
rate Investment Grade index to obtain the time series of corporate bond returns (RIGBt )
and run the following predictive regression:
12
h
h∑
n=1
log(RIGBt+n )− log(Rft+n) = const. + βXt + t+h, h = 3, 6, 12, 24.
Table 3.11 presents univariate and multivariate predictive regressions. The first panel shows
that high CAT risk predicts high corporate bond returns across all horizons.49 I compare the
predictive power of the CAT measure with that of the default spread (a predictor directly
from the credit market). In terms of R2, the CAT measure produces slightly higher R2, but
both measures seem to have similar predictive power as shown in the second panel. However,
when both are entered into the same regression, results show that the CAT measure drives
out the default spread for long-horizon returns (2-year).
In sum, although the CAT measure is solely constructed from CDS data, it robustly pre-
dicts future excess returns in multiple markets, outperforming or driving out classic return
49All standard errors are Newey-West corrected with lags equal to h+3.
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predictors. Classic predictors for one market are not necessarily strong predictors for others.
For example, the log P/D is not a good predictor for bond returns, and the CP factor is
not a good predictor for stock returns. The joint predictability of the CAT measure across
different asset classes suggests that it captures important systematic risk shared by various
markets.
3.8.3. Cross section of stock returns
To examine whether catastrophic tail risk is indeed an important risk factor for asset pricing,
I turn to the cross section of stock returns. The main focus here is to test if the sensitivity to
the CAT measure generates significant return dispersion in the cross section of stock returns.
Similar approaches have been taken by Pastor and Stambaugh (2003) for aggregate liquidity
risk and Ang, Hodrick, Xing, and Zhang (2006) for aggregate volatility risk.
First, I download the individual stock return time series from the CRSP database. Then,
for each month and each stock, I calculate the pre-ranking CAT beta. Specifically, I run the
following rolling regressions with 10-year CAT 25 and the Fama and French (1993) three
factors based on past 24 months data:50
log(Riet )−log(Rft ) = const.+βCAT∆CATt+βMKTMKTt+βSMBSMBt+βHMLHMLt+t.
The CAT beta refers the loading (or coefficient) on ∆CATt, which is a proxy for the inno-
vation to the CAT measure. I emphasize that I control for the Fama-French three factors
to make sure that the CAT beta picks up the sensitivity of stock returns to catastrophic
tail risk that is not captured by the exposures to MKT, SMB, and HML factors. Once the
CAT betas are obtained, I sort individual stocks into quintile portfolios at the end of each
month based on those betas, and investigate value-weighted returns in the next month.
50Note that in this cross sectional analysis, I use CAT 25. If I use another CAT measure with different
extremities (say, CAT 15), I get less significant results. This potentially suggests that the tail component
with extremities greater than 25% (not between 15 and 25%) is the one that produces meaningful cross
sectional dispersion in the stock market.
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Table 3.12 shows the statistics of the resulting five portfolios. The pre-ranking CAT betas
suggest that the first quintile portfolio is the most sensitive to catastrophic tail risk (βCAT =
−1.47). That is, this portfolio is the most exposed to catastrophic tail risk. As a result,
this quintile portfolio has the highest mean return (1.11% monthly, or equivalently 13.32%
annually). Furthermore, the mean return, CAPM alpha, and Fama-French three-factor
alpha of the zero-cost portfolio that goes long the first quintile portfolio and short the fifth
quintile portfolio are significantly large, as shown in the last two rows.51 Specifically, the
mean return of this long-short portfolio is 0.45% per month, which corresponds to an annual
return of 5.4%. In other words, the portfolios that are the most sensitive and least sensitive
to catastrophic tail risk show a significant return dispersion, which implies that catastrophic
tail risk is negatively priced in the cross section of stock returns.
It should be noted that the pattern of the mean returns across the five quintile portfolios is
not perfectly monotonic.52 One of the possible explanations for this pattern is that betas
are very noisy measures of sensitivity or that betas and returns are time-varying and quickly
mean-reverting. To check for this possibility, I calculate the full-sample post-ranking CAT
betas using the same regression equation above but with the time series of the constructed
portfolio returns in the full sample. This shows that the pattern of post-ranking CAT betas
is similar to that of mean returns.53
In conclusion, catastrophic tail risk can explain the cross section of stock returns controlling
for exposures to the Fama-French three factors. The results obtained are robust to adding
other control factors such as the momentum factor of Carhart (1997) or the liquidity factor
of Pastor and Stambaugh (2003).
51All standard errors are Newey-West corrected with lags equal to 12.
52This is not driven by the concentration of small stocks or value stocks in the first quintile portfolio.
53It should be emphasized that except for the first portfolio, the difference between any two portfolios is
not statistically significant. Only the difference between the first portfolio and any other portfolio is highly
significant.
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3.9. Conclusion
Since the financial crisis, more attention has been devoted to understanding the significance
of tail risk in asset markets. I study tail risk from a completely different angle by looking at
the risk of massive correlated defaults in the economy. By its definition, this risk exclusively
reflects extreme events that cannot be separated out using traditional methods. To capture
this risk, I build a model that incorporates the co-movements between credit risks of multiple
firms that arise from regime and belief shifts. Based on the estimated model, I develop a
measure of catastrophic tail risk implied by the CDS data.
Do investors incorporate these extremely unlikely tail events? My results say yes. The
empirical results consistently indicate that they are an important source of systematic risk
for asset pricing. The CAT measure jointly predicts stock and bond returns, which suggests
that catastrophic tail risk is pervasive across various markets. Investors account for this risk,
evidenced by the significant return dispersion between stocks with high and low exposures
on catastrophic tail risk.
This paper shows that the term structure and cross section of the CDS market contain
valuable information about the macroeconomy and investors’ beliefs. This information
is filtered into the CAT measure. This measure can be exploited to deepen understanding
about the foundations of economic catastrophes and their impact on the aggregate economy.
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Figure A.1: Impact of changes in beliefs on CDS term structure
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Note: This figure shows the comparative statistics of the model when the two beliefs change.
The blue line with circle markers represents the model-implied CDS term structure when
the two beliefs (pit and ξt) are all 10%. The red line with asterisk markers fixes ξt but
increases pit to 20%. The green line with triangle markers fixes pit but increases ξt to 20%.
pit represents investors’ beliefs that the economy is currently in the frailty state at time t,
and ξt represents investors’ beliefs that the true severity of the frailty state is high.
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Figure A.2: Estimation of the model
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Note: The diagram describes the relationship between the model, survival probabilities, and
CDS spreads. Pricing CDS is model-free once the term structure of survival probabilities
is obtained (also the reverse direction is also essentially model-free). However, the term
structure of survival probabilities critically depends on the underlying model and its state
variables.
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Figure A.3: Implied beliefs of investors
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Note: This figure displays the extracted time series of investors’ two beliefs. The red solid
line represents the probability that the economy is in the severe frailty state (pitξt). The
green dashed line represents the probability that the economy is in the moderate frailty
state (pit(1− ξt)).
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Figure A.4: Time series of the average firm’s CDS curves: level and slope
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Note: Two panels present the implied CDS curves of the hypothetical firm representing the
average firm in the portfolio. The top panel shows the time series of 5-year CDS spreads,
which depict the level of the CDS curves. The bottom panel shows the time series of the
difference between 10-year spreads and 3-year spreads, which depict the slope of the CDS
curves.
126
Figure A.5: CDS term structure of the average firm in the model and data
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Note: The figure shows the CDS term structure of the average firm in the model and data.
The red dashed lines represent the time series of the model implied CDS term structure
(3-year, 5-year, 7-year, 10-year maturities). The blue lines represent their data counterparts.
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Figure A.6: Individual firm dynamics: two examples
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Note: This figure provides two examples of individual firm dynamics. The two left panels
are about ConocoPhillips and the two right panels are about Transocean. The top two
panels display each firm’s time series of 5-year implied survival probabilities (red dashed
line) together with the average firm’s corresponding time series (blue solid line). The bottom
two panels present the realizations of each firm’s idiosyncratic component (Xit) of default
intensity.
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Figure A.7: CAT surfaces in the pre-crisis, crisis, and post-crisis period
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Note: The figure shows three CAT surfaces representing the three periods: the pre-crisis,
crisis, and post-crisis periods. Each CAT surface has two dimensions - tail extremity and
horizon.
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Figure A.8: Time series of CAT surfaces
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Note: The figure shows the time series of CAT surfaces. Tail extremities 15%, 20%, and
25% are considered at 3-year, 5-year, 7-year, and 10-year horizons. The blue solid lines
represent CAT 15, the green dot-dashed lines represent CAT 20, and the red dashed lines
represent CAT 25.
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Figure A.9: 10-year catastrophic tail distribution in the pre-crisis, crisis, and post-crisis
period
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Note: The figure presents three histograms, each of which represents the risk-neutral dis-
tribution of catastrophic tail events during one of the three periods: the pre-crisis, crisis,
and post-crisis periods. All distributions are under the 10-year horizon. Each histogram
has 5 bars representing the probability masses between 15-20%, 20-25%, 25-30%, 30-35%,
and 35-40%. The green histogram (top left panel) represents the pre-crisis period, the red
histogram (bottom panel) represents the crisis period, and the blue histogram (top right
panel) represents the post-crisis period.
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Figure A.10: Term structure of the CAT measure in the pre-crisis, crisis, and post-crisis
period
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Note: The figure presents the term structure of the CAT measure with three different
extremities: CAT 15 (top left panel), CAT 20 (bottom panel), and CAT 25 (top right
panel). In each panel, I put the three term structures that represent the pre-crisis (green
dot-dashed line with triangle markers), crisis (red dashed line with asterisk markers), and
post-crisis (blue solid line with circle markers) periods.
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Figure A.11: Principal component analysis
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Note: This figure shows the results of the principal component analysis based on the term
structures of CAT 15 (top left panel), CAT 20 (bottom panel), and CAT 25 (top right
panel). The blue solid line with circle markers, the red dashed line with asterisk markers,
and the green dot-dashed line with triangle markers each represent the loadings on the first,
second, and third principal components respectively.
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Table 3.1: Correlation matrix of CAT measures with different extremities
CAT 15 CAT 20 CAT 25 CAT 30
CAT 15 —
CAT 20 0.907 —
CAT 25 0.800 0.975 —
CAT 30 0.815 0.977 0.999 —
Notes: The table calculates the correlations between 10-year horizon CAT measures with
different extremities. Specifically, CAT 15, CAT 20, CAT 25, and CAT 30 are considered.
Table 3.2: Correlation matrix of CAT measures with same extremities but different horizons
CAT 15
3-year 5-year 7-year 10-year
CAT 15
3-year —
5-year 0.937 —
7-year 0.902 0.982 —
10-year 0.883 0.943 0.984 —
CAT 25
3-year 5-year 7-year 10-year
CAT 25
3-year —
5-year 0.927 —
7-year 0.737 0.936 —
10-year 0.491 0.780 0.950 —
Notes: The table presents the correlations between different horizons of CAT measures.
The correlations between 3-year, 5-year, 7-year, and 10-year horizon CAT measures are
computed for CAT 15 and CAT 25.
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Table 3.3: Correlation matrix of CAT measures and other classic stock return predictors
CAT 15 CAT 20 CAT 25 CAT 30
log(P/D) -0.885 -0.694 -0.549 -0.574
Default spread 0.856 0.657 0.498 0.524
Variance premium -0.019 -0.067 -0.095 -0.103
Notes: The table presents the correlations between 10-year horizon CAT measures (CAT
15, CAT 20, CAT 25, and CAT 30) and other classic stock return predictors, including the
log P/D, default spread, and variance premium.
Table 3.4: Persistence of CAT measures and other classic stock return predictors
log(P/D) 0.971
Default spread 0.958
Variance premium 0.133
CAT 15 0.947
CAT 20 0.925
CAT 25 0.915
CAT 30 0.908
Notes: The table shows the persistence of 10-year horizon CAT measures together with the
persistence of other classic stock return predictors.
Table 3.5: Correlation matrix of individual CAT measures and tail risk measures
CAT 15 CAT 20 CAT 25 CAT 30
ATM implied volatility 0.789 0.660 0.565 0.594
OTM implied volatility 0.785 0.620 0.508 0.541
RN 3rd moment of log returns -0.598 -0.493 -0.419 -0.446
Notes: The table presents the correlations between 10-year horizon CAT measures and
three tail risk measures: at-the-money (ATM) implied volatility, out-of-the-money (OTM)
implied volatility with moneyness 0.90, and risk-neutral third moment of log stock returns.
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Table 3.6: Univariate predictive regressions of stock returns
Horizon h (in months)
3 6 12 24
CAT
0.246 0.498 0.529 0.656
(0.46) (1.62) (2.72) (3.50)
R2 0.66% 4.41% 10.56% 34.90%
log(P/D)
-0.185 -0.354 -0.338 -0.343
(-0.42) (-1.39) (-2.95) (-2.87)
R2 0.78% 4.62% 9.08% 21.05%
Default spread
1.626 8.786 10.332 11.306
(0.11) (1.01) (3.11) (3.78)
R2 0.05% 2.45% 7.22% 19.51%
Notes: The table reports the results from the following predictive regression:
12
h
h∑
n=1
log(Ret+n)− log(Rft+n) = const. + βXt + t+h, h = 3, 6, 12, 24,
where Ret represents the 1-month return on the aggregate stock market and R
f
t represents
the 1-month Treasury bill rate. The return horizon h is in monthly terms and Xt represents
stock return predictors used in the analysis. Since predictive regressions here are univariate,
Xt represents either one of the CAT measure (first panel), log P/D (second panel), or default
spread (third panel). All standard errors are Newey-West corrected with lags equal to h+3.
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Table 3.7: Multivariate predictive regressions of 2-year horizon stock returns
CAT
0.936 0.879 0.945
(3.15) (3.04) (3.22)
log(P/D)
0.214 0.157
(1.11) (0.48)
Default spread
-6.036 -2.397
(-1.42) (-0.33)
Adjusted R2 35.43% 35.12% 34.21%
Notes: The table reports the results from the following predictive regression:
12
h
h∑
n=1
log(Ret+n)− log(Rft+n) = const. + βXt + t+h, h = 24,
where Ret represents the 1-month return on the aggregate stock market, R
f
t represents the
1-month Treasury bill rate. Since predictive regressions here are multivariate, Xt is a vector
of predictors that includes the CAT measure and at least one of the two classic predictors
(log P/D or default spread). All standard errors are Newey-West corrected with lags equal
to h+ 3 (here h = 24).
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Table 3.8: VAR-implied R2
Horizon h (in months)
3 6 12 24
Data 0.66% 4.41% 10.56% 34.90%
5% 0.02% 0.14% 0.67% 1.39%
Median 1.67% 6.58% 16.26% 27.32%
95% 10.46% 24.54% 43.98% 60.01%
Pop (Hodrick) 1.18% 4.77% 11.48% 18.59%
Notes: The table presents VAR-implied R2 values of univariate stock return predictive
regressions based on the CAT measure. The first row reports the R2 values in the data
and the next three rows report the median values and 90% confidence intervals obtained by
simulating the estimated VAR(1) system. The last row reports the population R2 computed
using the formula in Hodrick (1992).
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Table 3.9: Univariate predictive regressions of government bond returns
n (maturity of bond at time t)
2 3 4 5
CAT
0.052 0.099 0.146 0.191
(4.33) (4.41) (4.81) (5.03)
R2 36.79% 36.94% 39.03% 40.92%
CP factor (1964-2013)
0.436 0.835 1.252 1.477
(5.51) (5.29) (5.63) (5.31)
R2 19.57% 21.34% 24.72% 22.57%
CP factor (2003-2013)
0.372 0.759 1.214 1.643
(2.83) (3.25) (4.09) (4.46)
R2 24.28% 28.14% 34.66% 39.24%
Term spread
0.514 0.892 1.138 1.343
(4.06) (3.42) (2.90) (2.61)
R2 34.49% 28.98% 22.73% 19.54%
Notes: The table reports the results from the following predictive regression:
rx
(n)
t+1 = Const. + βXt + 
(n)
t+1, n = 2, 3, 4, 5,
where rx
(n)
t+1 is the excess log holding period return from investing in an n year maturity
government bond at time t and selling it as an n− 1 year maturity bond at time t+ 1, and
Xt represents bond return predictors used in the analysis. Since predictive regressions are
univariate, Xt presents either one of the CAT measure (first panel), extended sample CP
factor (second panel), my sample CP factor (third panel), or term spread (fourth panel).
All standard errors are Newey-West corrected with lags equal to h+ 3 (here h = 12).
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Table 3.10: Multivariate predictive regressions of 5-year maturity government bond returns
CAT
0.205 0.133 0.165 0.190 0.122
(4.87) (3.80) (5.64) (4.07) (2.95)
CP factor (1964-2013)
0.650 0.545
(1.45) (1.02)
CP factor (2003-2013)
1.102 1.039
(3.12) (2.83)
Term spread
0.588 0.275 0.317
( 1.83) (0.61) (0.93)
Adjusted R2 45.47% 53.98% 42.94% 45.53% 54.43%
Notes: The table reports the results from the following predictive regression:
rx
(n)
t+1 = Const. + βXt + 
(n)
t+1, n = 5,
where rx
(n)
t+1 is the excess log holding period return from investing in an n year maturity
government bond at time t and selling it as an n−1 year maturity bond at time t+1. Since
predictive regressions here are multivariate, Xt is the vector of predictors that includes the
CAT measure and at least one other predictors (one of the two CP factors or term spread).
All standard errors are Newey-West corrected with lags equal to h+ 3 (here h = 12).
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Table 3.11: Predictive regressions of corporate bond returns
Horizon h (in months)
3 6 12 24
CAT
0.423 0.453 0.422 0.350
(3.02) (3.59) (5.40) (8.46)
R2 13.05% 29.34% 46.75% 66.17%
Default spread
9.880 10.491 9.573 7.190
(2.71) (4.38) (10.45) (6.01)
R2 12.77% 28.20% 43.10% 51.02%
CAT
0.245 0.271 0.272 0.322
(1.42) (1.88) (2.51) (3.56)
Default spread
5.232 5.350 4.420 0.764
(0.94) (1.29) (2.03) (0.49)
Adjusted R2 12.87% 30.79% 49.17% 65.68%
Note: The table reports the results from the following predictive regression:
12
h
h∑
n=1
log(RIGBt+n )− log(Rft+n) = const. + βXt + t+h,
where RIGBt is the 1-month return on corporate bonds calculated using the Barclays U.S.
Corporate Investment Grade index, and Rft represents the 1-month Treasury bill rate. The
return horizon h is in monthly terms and Xt represents corporate bond return predictors
used in the analysis. The first two panels show the results from the univariate predictive
regressions where Xt is either the CAT measure (first panel) or default spread (second
panel). The third panel shows the results from the multivariate predictive regressions where
Xt is a vector of predictors that include both the CAT measure and default spread. All
standard errors are Newey-West corrected with lags equal to h+3.
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Table 3.12: The CAT measure and cross section of stock returns
Quintile Mean Std CAPM FF-3 Pre-ranking Post-ranking
Portfolios return return alpha alpha CAT beta CAT beta
1 1.11 6.33 0.45 0.47 -1.47 -0.16
2 0.40 4.77 -0.12 -0.12 -0.56 -0.01
3 0.40 4.54 -0.10 -0.10 -0.11 -0.04
4 0.46 4.50 -0.03 -0.03 0.32 -0.08
5 0.66 5.81 0.06 0.02 1.07 -0.12
1 minus 5 0.45 0.40 0.45
(2.26) (2.25) (2.36)
Notes: The table reports the statistics of the five portfolios constructed by sorting individual
stocks based on the pre-ranking CAT betas (sixth column), which are calculated using the
following rolling regressions with past 24 months data:
log(Riet )−log(Rft ) = const.+βCAT∆CATt+βMKTMKTt+βSMBSMBt+βHMLHMLt+t.
All portfolio returns are monthly and value-weighted. The means and standard deviations
of the five portfolios are shown in the second and third columns. Also, the CAPM alphas
and Fama-French three-factor alphas are reported in the fourth and fifth columns. The
post-ranking CAT betas (last column) are calculated using the same regression equation
above but with the time series of the constructed portfolio returns in the full sample. The
last two rows report the mean return, CAPM alpha, and Fama-French three-factor alpha of
the zero-cost portfolio that goes long the first quintile portfolio and short the fifth quintile
portfolio together with their t-statistics. All standard errors are Newey-West corrected with
lags equal to 12.
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APPENDIX
A1. Appendix for Chapter 1
A1.1. Data construction
Our sample consists of daily data on option prices, volume and open interest for European
put options on the S&P 500 index from OptionMetrics. Data are from 1996 to 2012. Options
expire on the Saturday that follows the third Friday of the month. We extract monthly
observations using data from the Wednesday of every option expiration week. We apply
standard filters to ensure that the contracts on which we base our analyses trade sufficiently
often for prices to be meaningful. That is, we exclude observations with bid price smaller
than 1/8 and those with zero volume and open interest smaller than one hundred contracts
(Shaliastovich (2009)).
OptionMetrics constructs implied volatilities using the formula of Black and Scholes (1973)
(generalized for an underlying that pays dividends), with LIBOR as the short-term interest
rate. The dividend-yield is extracted from the put-call parity relation. We wish to construct
a data set of implied volatilities with maturities of 1, 3 and 6 months across a range of
strike prices. Of course, there will not be liquid options with maturity precisely equal to,
say, 3 months, at each date. For this reason, we use polynomial interpolation across strike
prices and times to expiration.1 Specifically, at each date in the sample, we regress implied
volatilities on a polynomial in strike price K and maturity T :
σ(K,T ) = θ0 + θ1K + θ2K
2 + θ3T + θ4T
2 + θ5KT + θ6KT
2 + K,T
We run this regression on options with maturities ranging from 30 to 247 days, and with
moneyness below 1.1. The implied volatility surface is generated by the fitted values of this
regression.
1See Dumas, Fleming, and Whaley (1998), Christoffersen and Jacobs (2004) and Christoffersen, Heston,
and Jacobs (2009).
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A1.2. Details of calculations for the single-factor model
A1.2.1. The state-price density
Duffie and Skiadas (1994) show that the state-price density pit equals
pit = exp
{∫ t
0
∂
∂V
f (Cs, Vs) ds
}
∂
∂C
f (Ct, Vt) . (A.1)
Equation (A.1) shows the state-price density can be expressed in terms of a locally deter-
ministic term and a term that is locally stochastic. To obtain (1.12), we require both to be
expressed in terms of Ct and λt. We derive the expression for the stochastic term first.
It follows from (1.4) that
∂
∂C
f (Ct, Vt) = β (1− γ) Vt
Ct
. (A.2)
Wachter (2013) shows that continuation utility Vt can be expressed in terms of Ct as follows:
2
Vt = J(Ct, λt), (A.3)
where
J(Ct, λt) =
C1−γt
1− γ e
a+bλt , (A.4)
and
a =
1− γ
β
(
µ− 1
2
γσ2
)
+ b
κλ¯
β
(A.5)
b =
κ+ β
σ2λ
−
√(
κ+ β
σ2λ
)2
− 2Eν
[
e(1−γ)Z − 1]
σ2λ
. (A.6)
2Wachter (2013) expresses the value function in terms of wealth rather than consumption. Because the
ratio of wealth to consumption is β−1, it is straightforward to go from one expression to the other. The
difference between the expressions is found in the definition of a. In the earlier paper, this expression has
an extra term given by (1− γ) log β.
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For future reference, we note that b is a solution to the quadratic equation
1
2
σ2λb
2 − (κ+ β)b+ Eν
[
e(1−γ)Z − 1
]
= 0. (A.7)
Substituting (A.3) and (A.4) into (A.2) implies that
∂
∂C
f (Ct, Vt) = βC
−γ
t e
a+bλt . (A.8)
It also follows from (1.4) that
∂
∂V
f(Ct, Vt) = β(1− γ)
(
logCt − 1
1− γ log ((1− γ)Vt)
)
+ β.
Substituting in for Vt from (A.3) and (A.4) implies
∂
∂V
f(Ct, Vt) = −β(a+ bλt)− β. (A.9)
Finally, we collect constant terms:
η = −βa− β (A.10)
so that
∂
∂V
f(Ct, Vt) = η − βbλt.
Therefore, from (A.1) it follows that the state-price density can be written as
pit = exp
(
ηt− βb
∫ t
0
λsds
)
βC−γt e
a+bλt .
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A1.2.2. The iid limit
In this section we compute the limit of the state price density as σλ approaches zero. Note
that b in equation (A.6) can be rewritten as
b =
1
σ2λ
(
κ+ β −
√
(κ+ β)2 − 2Eν
[
e(1−γ)Z − 1]σ2λ) .
L’Hopital’s rule implies
lim
σλ→0
b = lim
σλ→0
1
2
(
(κ+ β)2 − 2Eν
[
e(1−γ)Z − 1
]
σ2λ
)− 1
2
2Eν
[
e(1−γ)Z − 1
]
=
Eν
[
e(1−γ)Z − 1]
κ+ β
.
It follows from the equation for a, (A.5), that
lim
σλ→0
(a+ bλt) = lim
σλ→0
(a+ bλ¯)
=
1− γ
β
(
µ− 1
2
γσ2
)
+ (κ+ β)
λ¯
β
lim
σλ→0
b
=
1− γ
β
(
µ− 1
2
γσ2
)
+
Eν
[
e(1−γ)Z − 1] λ¯
β
,
where we assume that λ0 = λ¯ and therefore that λt = λ¯ for all t.
We now apply these results to calculate the limit of pit/pi0. It follows from (A.1), (A.8) and
(A.9) that
lim
σλ→0
pit
pi0
= exp
{(
−β − β lim
σλ→0
(a+ bλ¯)
)
t
}(
Ct
C0
)−γ
= exp
{(
−β − (1− γ)(µ− 1
2
γσ2)− Eν
[
e(1−γ)Z − 1
]
λ¯
)
t
}(
Ct
C0
)−γ
,
which is equivalent to the result one obtains by calculating the state price density in the iid
case. Note that this result is not automatic, but rather holds because we choose the lower
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of the two roots of (A.7).3
A1.2.3. An isomorphism with power preferences under the iid assumption
In this section we show that, in an iid model, ratios of the state price density at different
times implied by power utility are the same as those implied by recursive utility assuming
the discount rate is adjusted appropriately. Thus the power utility model and the recursive
utility model are isomorphic when the endowment process is iid.
Let pip,t be the state price density assuming power utility with discount rate βp and relative
risk aversion γ. Then
pip,t
pip,0
= e−βpt
(
Ct
C0
)−γ
.
For convenience, let pit be the state price density for recursive utility (with EIS equal to
one). As shown in Appendix A1.2.2,
pit
pi0
= e((1−γ)(−µ+
1
2
γσ2)−λ¯Eν[e(1−γ)Z−1]−β)t
(
Ct
C0
)−γ
.
It follows that, for β given by
β = βp + (1− γ)
(
−µ+ 1
2
γσ2
)
− λ¯Eν
[
e(1−γ)Z − 1
]
,
ratios of the state price densities are the same.
A1.2.4. Approximating the price-dividend ratio
The formula for the price-dividend ratio in the SDR model is derived by Wachter (2013)
and is given by
G(λt) =
∫ ∞
0
exp {aφ(τ) + bφ(τ)λt} dτ,
where aφ(τ) and bφ(τ) have closed-form expressions given in that paper. The algorithm
for computing option prices that we use requires that logG(λ) be linear in λ. Define
3This point is also made by Tauchen (2005) for a model with stochastic volatility.
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g(λ) = logG(λ). For a given λ∗, note that for λt close to λ∗,
g(λ) ' g(λ∗) + (λ− λ∗)g′(λ∗). (A.11)
Moreover,
g′(λ∗) =
G′(λ∗)
G(λ∗)
=
1
G(λ∗)
∫ ∞
0
bφ(τ) exp {aφ(τ) + bφ(τ)λ∗} dτ. (A.12)
The expression (A.12) has an interpretation: it is a weighted average of the coefficients bφ(τ),
where the average is over τ , and the weights are proportional to exp {aφ(τ) + bφ(τ)λ∗}. With
this in mind, we define the notation
b∗φ =
1
G(λ∗)
∫ ∞
0
bφ(τ) exp {aφ(τ) + bφ(τ)λ∗} dτ (A.13)
and the log-linear function
Gˆ(λ) = G(λ∗) exp
{
b∗φ(λ− λ∗)
}
. (A.14)
It follows from exponentiating both sides of (A.11) that
G(λ) ' Gˆ(λ).
When we apply this method in this paper, we choose λ∗ equal to the long-run mean λ¯.
This log-linearization method differs from the more widely-used method of Campbell (2003),
applied in continuous time by Chacko and Viceira (2005). However, in this application it is
more accurate over the relevant range. This is not surprising, since we are able to exploit
the fact that the true solution for the price-dividend ratio is known. In dynamic models
with the EIS not equal to one, the solution is typically unknown.
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Figure A.1 shows implied volatilities from option prices computed using the loglinear ap-
proximation described above, and from option prices computed by solving the expectation
in (1.10) directly, using by averaging over simulated sample paths. To keep the computation
tractable, we assume a single jump size of -30%. The implied volatilities are extremely close
in the two cases.
A1.2.5. Transform analysis
The normalized put option price is given as
Pn(λt, T − t;Kn) = Et
[
piT
pit
(
Kn − FT
Ft
)+]
. (A.15)
It follows from (1.11), (1.12), and (A.14) that
piT
pit
= exp
{
−
∫ T
t
(βbλs − η)ds− γ log
(
CT
Ct
)
+ b(λT − λt)
}
FT
Ft
= exp
{
φ log
(
CT
Ct
)
+ b∗φ(λT − λt)
}
,
where η, b and b∗φ are constants defined by (A.10), (1.7) and (A.13), respectively. Then
(A.15) can be rewritten as
Pn(λt, T − t;Kn) = Et
[
e−
∫ T
t (βbλs−η) ds−γ(logCT−logCt)+b(λT−λt)Kn 1{FT
Ft
≤Kn
}]
− Et
[
e−
∫ T
t (βbλs−η) ds+(φ−γ)(logCT−logCt)+(b+b∗φ)(λT−λt)1{FT
Ft
≤Kn
}] . (A.16)
Note that
1{FT
Ft
≤Kn
} = 1{b∗φ(λT−λt)+φ(logCT−logCt)≤logKn}.
Equation (A.16) characterizes the put option in terms of expectations that can be computed
using the transform analysis of Duffie, Pan, and Singleton (2000). This analysis requires only
the solution of a system of ordinary differential equations and a one-dimensional numerical
integration. Below, we describe how we use their analysis.
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To use the method of Duffie, Pan, and Singleton (2000), it is helpful to write down the
following stochastic process, which, under our assumptions, is well-defined for a given λt.
Xτ =
 logCt+τ − logCt
λt+τ
 .
Note that the {Xτ} process is defined purely for mathematical convenience. Further define
R(Xτ ) = [0, βb]Xτ − η = βbλt+τ − η
d1 = [−γ, b]>
d2 = [φ, b
∗
φ]
>,
and let
Gp,q(y;X0, T − t) = E
[
e−
∫ T−t
0 R(Xτ )dτep
>XT−t1{q>XT−t≤y}
]
. (A.17)
Note that {Xτ} is an affine process in the sense defined by Duffie et al. It follows that
Pn(λ, T − t;Kn) = e−bλKnE
[
e−
∫ T−t
0 R(Xτ )dτ+d
>
1 XT−t 1d>2 XT−t≤logKn+b∗φλ
]
− e−(b+b∗φ)λE
[
e−
∫ T−t
0 R(Xτ )dτ+(d1+d2)
>XT−t 1d>2 XT−t≤logKn+b∗φλ
]
,
and therefore
Pn(λ, T − t;Kn) = e−bλ (KnGd1,d2 (logKn + b∗φλ,X0, T − t)
− e−b∗φλ Gd1+d2,d2
(
logKn + b∗φλ,X0, T − t
))
,
where X0 = [0, λ]. The terms written using the function G can then be computed tractably
using the transform analysis of Duffie et al.
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A1.3. Solution to the multifactor model
A1.3.1. Utility
We conjecture that the value function is given by
J(C, λ, ξ) =
C1−γ
1− γ e
a+bλλ+bξξ. (A.18)
It follows from the form of f(C, V ) that
f(C, V ) = β(1− γ)V
(
logC − 1
1− γ log [(1− γ)V ]
)
= β(1− γ)V logC − βV log [(1− γ)V ]
= βV log
(
C1−γ
(1− γ)V
)
= −βV (a+ bλλ+ bξξ),
where the last equation follows from the equilibrium condition that the utility process is
equal to the value function under the optimal policies: Vt = J(Ct, λt, ξt).
By differentiating J(C, λ, ξ), we obtain
∂J
∂C
= (1− γ) J
C
,
∂2J
∂C2
= −γ(1− γ) J
C2
,
∂J
∂λ
= bλJ,
∂2J
∂λ2
= b2λJ,
∂J
∂ξ
= bξJ,
∂2J
∂ξ2
= b2ξJ. (A.19)
Applying Ito’s Lemma to J(C, λ, ξ) with conjecture (A.18) and derivatives (A.19):
dVt
Vt−
= (1− γ)(µdt+ σdBt)− 1
2
γ(1− γ)σ2dt
+ bλ
(
κλ(ξt − λt)dt+ σλ
√
λtdBλ,t
)
+
1
2
b2λσ
2
λλtdt
+ bξ
(
κξ(ξ¯ − ξt)dt+ σξ
√
ξtdBξ,t
)
+
1
2
b2ξσ
2
ξξtdt+ (e
(1−γ)Zt − 1)dNt.
151
Under the optimal consumption path, it must be that
Vt +
∫ t
0
f(Cs, Vs)ds = Et
[∫ ∞
0
f(Cs, Vs)ds
]
(A.20)
(see Duffie and Epstein (1992)). By the law of iterative expectations, the left-hand side
of (A.20) is a martingale. Thus, the sum of the drift and the jump compensator of (Vt +∫ t
0 f(Cs, Vs)ds) equals zero. That is,
0 = (1− γ)µ− 1
2
γ(1− γ)σ2 + bλκλ(ξt − λt) + 1
2
b2λσ
2
λλt + bξκξ(ξ¯ − ξt) +
1
2
b2ξσ
2
ξξt
+ λtEν
[
e(1−γ)Zt − 1
]
− β(a+ bλλt + bξξt). (A.21)
By collecting terms in (A.21), we obtain
0 =
[
(1− γ)µ− 1
2
γ(1− γ)σ2 + bξκξ ξ¯ − βa
]
︸ ︷︷ ︸
=0
+ λt
[
−bλκλ + 1
2
b2λσ
2
λ + Eν
[
e(1−γ)Zt − 1
]
− βbλ
]
︸ ︷︷ ︸
=0
+ ξt
[
bλκλ − bξκξ + 1
2
b2ξσ
2
ξ − βbξ
]
︸ ︷︷ ︸
=0
.
Solving these equations gives us
a =
1− γ
β
(
µ− 1
2
γσ2
)
+
bξκξ ξ¯
β
bλ =
κλ + β
σ2λ
−
√(
κλ + β
σ2λ
)2
− 2Eν
[
e(1−γ)Zt − 1]
σ2λ
bξ =
κξ + β
σ2ξ
−
√√√√(κξ + β
σ2ξ
)2
− 2bλκλ
σ2ξ
,
where we have chosen the negative root based on the economic consideration that when
there are no disasters, λt and ξt should not appear in the value function. Namely, for
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Zt = 0, bλ = bξ = 0. Lastly, note that these results verify the conjecture (A.18).
A1.3.2. State-price density
Following the same steps for the SDR model, we can show that
∂
∂C
f (Ct, Vt) = βC
−γ
t e
a+bλλt+bξξt
∂
∂V
f (Ct, Vt) = η − βbλλt − βbξξt.
Therefore, it follows that the state-price density can be written as
pit = exp
(
ηt− βbλ
∫ t
0
λsds− βbξ
∫ t
0
ξsds
)
βC−γt e
a+bλλt+bξξt . (A.22)
By applying Ito’s Lemma to (A.22), we derive the following stochastic differential equation:
dpit
pit−
=
{
−β − µ+ γσ2 − λtEν
[
e(1−γ)Zt − 1
]}
dt
− γσdBt + bλσλ
√
λtdBλ,t + bξσξ
√
ξtdBξ,t + (e
−γZt − 1)dNt.
In equilibrium, the sum of the drift and the jump compensator of the state-price density
growth must equal the negative of the riskfree rate. The riskfree rate therefore equals
rt = β + µ− γσ2 + λtEν
[
e(1−γ)Zt − e−γZt
]
.
A1.3.3. Dividend claim price
Let Ft denote the price of the dividend claim. The pricing relation implies
Ft = Et
[∫ ∞
t
pis
pit
Dsds
]
=
∫ ∞
t
Et
[
pis
pit
Ds
]
ds.
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Let H(Dt, λt, ξt, s − t) denote the price of the asset that pays the aggregate dividend at
time s, namely,
H(Dt, λt, ξt, s− t) = Et
[
pis
pit
Ds
]
.
By the law of iterative expectations, it follows that pitHt is a martingale:
pitH(Dt, λt, ξt, s− t) = Et[pisDs].
Conjecture that
H(Dt, λt, ξt, τ) = Dt exp (aφ(τ) + bφλ(τ)λt + bφξ(τ)ξt) . (A.23)
Ito’s Lemma implies
dHt
Ht−
=
{
µD + bφλ(τ)κλ(ξt − λt) + 1
2
bφλ(τ)
2σ2λλt + bφξ(τ)κξ(ξ¯ − ξt) +
1
2
bφξ(τ)
2σ2ξξt
− a′φ(τ)− b′φλ(τ)λt − b′φξ(τ)ξt
}
dt
+ φσdBt + bφλ(τ)σλ
√
λtdBλ,t + bφξ(τ)σξ
√
ξtdBξ,t + (e
φZt − 1)dNt.
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Combining the SDE for Ht with the one for pit derived in the previous sections, we can
derive the SDE for pitHt:
d(pitHt)
pit−Ht−
=
{
− β − µ+ γσ2 − λtEν
[
e(1−γ)Zt − 1
]
+ µD + bφλ(τ)κλ(ξt − λt) + 1
2
bφλ(τ)
2σ2λλt
+ bφξ(τ)κξ(ξ¯ − ξt) + 1
2
bφξ(τ)
2σ2ξξt
− a′φ(τ)− b′φλ(τ)λt − b′φξ(τ)ξt
− γφσ2 + bλbφλ(τ)σ2λλt + bξbφξ(τ)σ2ξξt
}
dt
+ (φ− γ)σdBt + (bλ + bφλ(τ))σλ
√
λtdBλ,t + (bξ + bφξ(τ))σξ
√
ξtdBξ,t
+ (e(φ−γ)Zt − 1)dNt.
Since pitHt is a martingale, the sum of the drift and the jump compensator of pitHt equals
zero. Thus:
0 = −β − µ+ γσ2 − λtEν
[
e(1−γ)Zt − 1
]
+ µD + bφλ(τ)κλ(ξt − λt) + 1
2
bφλ(τ)
2σ2λλt
+ bφξ(τ)κξ(ξ¯ − ξt) + 1
2
bφξ(τ)
2σ2ξξt
− a′φ(τ)− b′φλ(τ)λt − b′φξ(τ)ξt
− γφσ2 + bλbφλ(τ)σ2λλt + bξbφξ(τ)σ2ξξt + λtEν
[
e(φ−γ)Zt − 1
]
. (A.24)
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Collecting terms of (A.24) results in the following equation:
0 =
[−β − µ+ γσ2 + µD + bφξ(τ)κξ ξ¯ − γφσ2 − a′φ(τ)]︸ ︷︷ ︸
=0
+ λt
[
−bφλ(τ)κλ + 1
2
bφλ(τ)
2σ2λ + bλbφλ(τ)σ
2
λ + Eν
[
e(φ−γ)Zt − e(1−γ)Zt
]
− b′φλ(τ)
]
︸ ︷︷ ︸
=0
+ ξt
[
bφλ(τ)κλ − bφξ(τ)κξ + 1
2
bφξ(τ)
2σ2ξ + bξbφξ(τ)σ
2
ξ − b′φξ(τ)
]
︸ ︷︷ ︸
=0
.
It follows that
a′φ(τ) = µD − µ− β + γσ2(1− φ) + κξ ξ¯bφξ(τ)
b′φλ(τ) =
1
2
σ2λbφλ(τ)
2 + (bλσ
2
λ − κλ)bφλ(τ) + Eν
[
e(φ−γ)Zt − e(1−γ)Zt
]
(A.25)
b′φξ(τ) =
1
2
σ2ξbφξ(τ)
2 + (bξσ
2
ξ − κξ)bφξ(τ) + κλbφλ(τ).
This establishes that H satisfies the conjecture (A.23). We note that by no-arbitrage,
H(Dt, λt, ξt, 0) = Dt.
This condition provides the boundary conditions for the system of ODEs (A.25):
aφ(0) = bφλ(0) = bφξ(0) = 0.
Recall that once we get aφ(τ), bφλ(τ), and bφξ(τ),
Ft =
∫ ∞
t
Et
[
pis
pit
Ds
]
ds
=
∫ ∞
t
H(Dt, λt, ξt, s− t)ds
= Dt
∫ ∞
t
exp (aφ(s− t) + bφλ(s− t)λt + bφξ(s− t)ξt) ds
= Dt
∫ ∞
0
exp (aφ(τ) + bφλ(τ)λt + bφξ(τ)ξt) dτ.
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That is, the price-dividend ratio can be written as
G(λt, ξt) =
∫ ∞
0
exp (aφ(τ) + bφλ(τ)λt + bφξ(τ)ξt) dτ.
A1.3.4. Approximating the price-dividend ratio
Let g(λ, ξ) = logG(λ, ξ). For given λ∗ and ξ∗, the two-dimensional Taylor approximation
implies
g(λ, ξ) ' g(λ∗, ξ∗) + ∂g
∂λ
∣∣∣∣
λ∗,ξ∗
(λ− λ∗) + ∂g
∂ξ
∣∣∣∣
λ∗,ξ∗
(ξ − ξ∗). (A.26)
We note that
∂g
∂λ
∣∣∣∣
λ∗,ξ∗
=
1
G(λ∗, ξ∗)
∂G
∂λ
∣∣∣∣
λ∗,ξ∗
=
1
G(λ∗, ξ∗)
∫ ∞
0
bφλ(τ) exp (aφ(τ) + bφλ(τ)λ
∗ + bφξ(τ)ξ∗) dτ.
Similarly, we obtain
∂g
∂ξ
∣∣∣∣
λ∗,ξ∗
=
1
G(λ∗, ξ∗)
∂G
∂ξ
∣∣∣∣
λ∗,ξ∗
=
1
G(λ∗, ξ∗)
∫ ∞
0
bφξ(τ) exp (aφ(τ) + bφλ(τ)λ
∗ + bφξ(τ)ξ∗) dτ.
We define the notation
b∗φλ =
1
G(λ∗, ξ∗)
∫ ∞
0
bφλ(τ) exp (aφ(τ) + bφλ(τ)λ
∗ + bφξ(τ)ξ∗) dτ
b∗φξ =
1
G(λ∗, ξ∗)
∫ ∞
0
bφξ(τ) exp (aφ(τ) + bφλ(τ)λ
∗ + bφξ(τ)ξ∗) dτ,
and the log-linear function
Gˆ(λ, ξ) = G(λ∗, ξ∗) exp
{
b∗φλ(λ− λ∗) + b∗φξ(ξ − ξ∗)
}
.
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It follows from exponentiating both sides of (A.26) that
G(λ, ξ) ' Gˆ(λ, ξ).
In our analysis, we pick λ∗ and ξ∗ as the stationary mean of λt and ξt, respectively.
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A2. Appendix for Chapter 2
A2.1. Value function
We note that the state variables in the economy are Ct, λt, and ξt. Since the value function
is homogeneous of degree (1− γ) in consumption and the EIS is equal to 1, we conjecture
the value function J(C, λ, ξ) is given by
J(C, λ, ξ) =
C1−γ
1− γ e
a+bλλ+bξξ. (A.27)
At equilibrium, the continuation utility is equal to the value function under the optimal
policies:
Vt = J(Ct, λt, ξt).
This optimality condition implies that
f(C, V ) = β(1− γ)V
(
logC − 1
1− γ log [(1− γ)V ]
)
= βV log
(
C1−γ
(1− γ)V
)
= −βV (a+ bλλ+ bξξ), A
By differentiating J(C, λ, ξ), we obtain
∂J
∂C
= (1− γ) J
C
,
∂2J
∂C2
= −γ(1− γ) J
C2
,
∂J
∂λ
= bλJ,
∂2J
∂λ2
= b2λJ,
∂J
∂ξ
= bξJ,
∂2J
∂ξ2
= b2ξJ. (A.28)
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Applying Ito’s Lemma to J(C, λ, ξ) with conjecture (A.27) and derivatives (A.28):
dVt
Vt−
= (1− γ)(µCdt+ σCdBC,t)− 1
2
γ(1− γ)σ2Cdt
+ bλ
(
κλ(ξt − λt)dt+ σλ
√
λtdBλ,t
)
+
1
2
b2λσ
2
λλtdt
+ bξ
(
κξ(ξ¯ − ξt)dt+ σξ
√
ξtdBξ,t
)
+
1
2
b2ξσ
2
ξξtdt+ (e
(1−γ)ZC,t − 1)dNC,t. (A.29)
By adding
∫ t
0 f(Cs, Vs)ds on both sides of (A.29), we obtain
Vt +
∫ t
0
f(Cs, Vs)ds = Et
[∫ ∞
0
f(Cs, Vs)ds
]
. (A.30)
By the law of iterative expectations, the left-hand side of (A.30) is a martingale. Thus, the
sum of the drift and the jump compensator of (Vt +
∫ t
0 f(Cs, Vs)ds) equals zero. That is,
0 = (1− γ)µC − 1
2
γ(1− γ)σ2C + bλκλ(ξt − λt) +
1
2
b2λσ
2
λλt + bξκξ(ξ¯ − ξt) +
1
2
b2ξσ
2
ξξt
+ λtE
[
e(1−γ)ZC,t − 1
]
− β(a+ bλλt + bξξt). (A.31)
By collecting terms in (A.31), we obtain
0 =
[
(1− γ)µC − 1
2
γ(1− γ)σ2C + bξκξ ξ¯ − βa
]
︸ ︷︷ ︸
=0
+ λt
[
−bλκλ + 1
2
b2λσ
2
λ + E
[
e(1−γ)ZC,t − 1
]
− βbλ
]
︸ ︷︷ ︸
=0
+ ξt
[
bλκλ − bξκξ + 1
2
b2ξσ
2
ξ − βbξ
]
︸ ︷︷ ︸
=0
.
160
Solving these equations gives us
a =
1− γ
β
(
µC − 1
2
γσ2C
)
+
bξκξ ξ¯
β
bλ =
κλ + β
σ2λ
−
√(
κλ + β
σ2λ
)2
− 2E
[
e(1−γ)ZC,t − 1]
σ2λ
bξ =
κξ + β
σ2ξ
−
√√√√(κξ + β
σ2ξ
)2
− 2bλκλ
σ2ξ
,
where we have chosen the negative root based on the economic consideration that when there
are no disasters, λ and ξ should not appear in the value function. Namely, for ZC,t = 0,
bλ = bξ = 0. Lastly, note that these results verify the conjecture (A.27).
A2.2. The state-price density
By Duffie and Skiadas (1994), the state-price density pit can be written as
pit = exp
(∫ t
0
∂
∂V
f (Ct, Vt) ds
)
∂
∂C
f (Ct, Vt) . (A.32)
By differentiating equation (2.1) with respect to C and V , we can show that
∂
∂C
f (Ct, Vt) = β(1− γ) Vt
Ct
= βC−γt e
a+bλλt+bξξt
∂
∂V
f (Ct, Vt) = β log
[
C1−γ
(1− γ)V
]
− β = η − βbλλt − βbξξt,
where
η = −βa− β.
Therefore, it follows that the state-price density can be expressed as
pit = exp
(
ηt− βbλ
∫ t
0
λsds− βbξ
∫ t
0
ξsds
)
βC−γt e
a+bλλt+bξξt .
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Furthermore, by applying Ito’s Lemma to equation (2.2), we derive the following stochastic
differential equation:
dpit
pit−
=
{
−β − µC + γσ2C − λtE
[
e(1−γ)ZC,t − 1
]
− νE
[
ebλZλ,t − 1
]}
dt
− γσCdBC,t + bλσλ
√
λtdBλ,t + bξσξ
√
ξtdBξ,t
+ (e−γZC,t − 1)dNC,t + (ebλZλ,t − 1)dNλ,t. (A.33)
At equilibrium, the sum of the drift and the jump compensator of the state-price density
growth must equal the riskfree rate multiplied by -1. It thus follows that the riskfree rate
is given by
rt = β + µ− γσ2 + λtE
[
e(1−γ)Zt − e−γZt
]
.
A2.3. Individual firm value dynamics
Let Hi(Di,t, λt, ξt, χt, s− t) denote the time-t value of firm i’s payoff at time s. That is,
Hi(Di,t, λt, ξt, χt, s− t) = Et
[
pis
pit
Di,s
]
.
We conjecture that Hi(·) has the following functional form:
Hi(Di,t, λt, ξt, χt, τ) = Di,t exp (ai(τ) + biλ(τ)λt + biξ(τ)ξt + biχ(τ)χt) .
To verify this conjecture, I apply Ito’s lemma to the process pitHi(Di,t, λt, ξt, χt, s− t) and
derive its conditional mean (which is the sum of its drift and jump compensator). The
conditional mean of this process always equals zero because the process is a martingale.4
4Equation (A.34) implies that pitHi(Di,t, λt, ξt, χt, s − t) = Et [pisDi,s]. It is straightforward that
Et [pisDi,s] is a martingale by the law of iterative expectations.
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This zero mean condition provides the system of ODEs for ai(τ), biλ(τ), biξ(τ), and biχ(τ):
a′i(τ) = −β − µC − γ(φi − 1)σ2C + µi + biξ(τ)κξ ξ¯ + biχ(τ)κχχ¯
+ νE
[
e(bλ+biλ(τ))Zλ,t+biχ(τ)Zχ,t − ebλZλ,t
]
b′iλ(τ) = −biλ(τ)κλ +
1
2
biλ(τ)
2σ2λ + bλbiλ(τ)σ
2
λ + E
[
e(φi−γ)ZC,t − e(1−γ)ZC,t
]
b′iξ(τ) = biλ(τ)κλ − biξ(τ)κξ +
1
2
biξ(τ)
2σ2ξ + bξbiξ(τ)σ
2
ξ
b′iχ(τ) = −biχ(τ)κχ +
1
2
biχ(τ)
2σ2χ + E
[
eZ
i
t − 1
]
.
Therefore, equation (2.3) can be written as
Ai,t =
∫ ∞
t
Hi(Di,t, λt, ξt, χt, s− t)ds
= Di,t
∫ ∞
t
exp (ai(s− t) + biλ(s− t)λt + biξ(s− t)ξt + biχ(s− t)χt) ds
= Di,t
∫ ∞
0
exp (ai(τ) + biλ(τ)λt + biξ(τ)ξt + biχ(τ)χt) dτ.
This subsequently implies that that the asset-payout ratio (Gi = Ai,t/Di,t) is expressed as
a function of three state variables as can be seen in equation (2.4).
A2.4. Pricing of CDX products based on the model
In this appendix, we provide our approach for pricing CDX products (the CDX index and its
tranche products) based on our equilibrium model. To make the computation tractable, we
discretize the premium and protection legs of each product by assuming that defaults occur
on average in the middle of premium payment dates (see, e.g., Mortensen (2006)) (Section
A2.4.1). This discretization is relatively accurate because premium payment interval ∆m =
tm− tm−1 is relatively small (∆m = 0.25) since premium payments are quarterly. Then, we
express these discretized legs (ProtCDX, PremCDX, ProtTran,j , and PremTran,j) in terms
of four expectations under the physical measure (Section A2.4.2). We calculate these four
expectations using a simulation-based approach. (Section A2.4.3).
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A2.4.1. Discretization of pricing formulas
First consider the discretization of the premium leg (ProtCDX) and the premium leg
(PremCDX) for CDX pricing. of a CDX contract derived in Section 2.2.3. With the dis-
cretization assumption explained above, it follows that
ProtCDX = E˜
[∫ T
0
e−
∫ t
0 rsdsdLt
]
'
M∑
m=1
E˜
[
e−
∫ tm−∆m/2
0 rsds(Ltm − Ltm−1)
]
=
M∑
m=1
E˜
[
e−
∫ tm−∆m/2
0 rsdsLtm
]
−
M∑
m=1
E˜
[
e−
∫ tm−∆m/2
0 rsdsLtm−1
]
.
Since ∆m is small, the risk-free rate is unlikely to change much between time tm −∆m/2
and tm. Therefore, we can approximate
∫ tm
tm−∆m/2
rsds ' 1
2
∆mrtm .
which allows us to further simply the protection leg (ProtCDX) as
ProtCDX '
M∑
m=1
{
E˜
[
e
1
2
∆mrtme−
∫ tm
0 rsdsLtm
]
− E˜
[
e−
1
2
∆mrtm−1e−
∫ tm−1
0 rsdsLtm−1
]}
.
We discretize the premium leg (PremCDX(S)) using the same assumption:
PremCDX(S) = SE˜
[
M∑
m=1
e−
∫ tm
0 rsds(1− ntm)∆m +
∫ tm
tm−1
e−
∫ u
0 rsds(u− tm−1)dns
]
' S
M∑
m=1
∆mE˜
[
e−
∫ tm
0 rsds(1− ntm) + e−
∫ tm−∆m/2
0 rsds
ntm − ntm−1
2
]
.
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Since ∆m/2 is small, we further approximate this expression as
PremCDX(S) ' S
M∑
m=1
∆mE˜
[
e−
∫ tm
0 rsds
(
1− 1
2
ntm −
1
2
ntm−1
)]
= S
M∑
m=1
∆m
{
H0(tm)− 1
2
E˜
[
e−
∫ tm
0 rsdsntm
]
− 1
2
E˜
[
e−
∫ tm
0 rsdsntm−1
]}
' S
Tf∑
m=1
∆m
{
H0(tm)− 1
2
E˜
[
e−
∫ tm
0 rsdsntm
]
− 1
2
E˜
[
e−∆mrtm−1 e−
∫ tm−1
0 rsdsntm−1
]}
.
where H0(τ) = H0(λ, ξ, τ) is the price of the default-free zero-coupon bond with maturity
τ , which we derive in Appendix A2.5.
While nearly all pricing formulas for credit derivatives under a reduced-form setup assume
that interest rates are uncorrelated with defaults, we cannot make this simplifying assump-
tion. This is because the systematic risk under our equilibrium model simultaneously affects
both interest rates and the likelihood of defaults.
With the same discretization approach, we also obtain the discretization of the premium
leg (ProtTran,j) and the premium leg (PremTran,j(U, S)) for CDX tranche pricing. It is
straightforward to show that
ProtTran,j '
Tf∑
m=1
E˜
[
e−
∫ tm−∆m/2
0 rsds(TLj,tm − TLj,tm−1)
]
'
Tf∑
m=1
{
E˜
[
e
1
2
∆mrtme−
∫ tm
0 rsdsTLj,tm
]
− E˜
[
e−
1
2
∆mrtm−1e−
∫ tm−1
0 rsdsTLj,tm−1
]}
and
PremTran,j(U, S) ' U + S
Tf∑
m=1
∆mE˜
[
e−
∫ tm
0 rsds
(1− TLj,tm − TRj,tm) + (1− TLj,tm−1 − TRj,tm−1)
2
]
' U + S
Tf∑
m=1
∆m
{
H0(tm)− 1
2
E˜
[
e−
∫ tm
0 rsdsTLj,tm
]
− 1
2
E˜
[
e−
∫ tm
0 rsdsTRj,tm
]
−1
2
E˜
[
e−∆mrtm−1 e−
∫ tm−1
0 rsdsTLj,tm−1)
]
− 1
2
E˜
[
e−∆mrtm−1 e−
∫ tm−1
0 rsdsTRj,tm−1
]}
.
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A2.4.2. Pricing formulas in terms of four expectations
For notational convenience, let X0 denote the state vector at time 0, namely,
X0 =

λ0
ξ0
χ0
 .
We also define the following four expectations:
EDR(u, t,X0) = E˜
[
eu·rte−
∫ t
0 rsdsnt
]
ELR(u, t,X0) = E˜
[
eu·rte−
∫ t
0 rsdsLt
]
ETLRj(u, t,X0) = E˜
[
eu·rte−
∫ t
0 rsdsTLj,t
]
ETRRj(u, t,X0) = E˜
[
eu·rte−
∫ t
0 rsdsTRj,t
]
∀u ∈ R. (A.34)
Using these notations, we can re-write the pricing formulas for the CDX index and its
tranches as the followings:
ProtCDX(X0, T ) =
Tf∑
m=1
{
ELR
(
∆m
2
, tm, X0
)
− ELR
(
−∆m
2
, tm−1, X0
)}
PremCDX(X0, T ) = UCDX + SCDX
Tf∑
m=1
∆m
{
H0(tm)− 1
2
EDR (0, tm, X0)
−1
2
EDR (∆m, tm−1, X0)
}
ProtTran,j(X0, T ) =
Tf∑
m=1
{
ETLRj
(
∆m
2
, tm, X0
)
− ETLRj
(
−∆m
2
, tm−1, X0
)}
PremTran,j(X0, T ) = UTran,j + STran,j
Tf∑
m=1
∆m
{
H0(tm)− [ETLRj + ETRRj ] (0, tm, X0)
2
− [ETLRj + ETRRj ] (∆m, tm−1, X0)
2
}
.
That is, the CDX index and its tranches are priced if we are able to calculate four expec-
tations above. Since there are multiple firms in the pool, it is impossible to compute these
expectations in closed-form. We therefore use Monte Carlo simulation. This approach is
especially relevant because we are interested in multiple maturities of the CDX index and
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their multiple tranches. Using simulation approach, we can price all these products together
in one set of simulations, so computation is fairly fast.
Note that if we use the measure changing technique before we use Monte Carlo simulation,
computation can be even simpler and faster. Recall that the Radon-Nikodym derivative of
the physical measure (P) with respect to the risk-neutral measure (P˜) is
dP
dP˜
= e−
∫ t
0 rsds
pi0
pit
,
which is equivalent to
e−
∫ t
0 rsds =
pit
pi0
dP
dP˜
. (A.35)
By plugging (A.35) into our four expectations, we obtain
EDR(u, t,X0) = E˜
[
eu·rtnt
pit
pi0
dP
dQ
]
= EP
[
eu·rtnt
pit
pi0
]
ELR(u, t,X0) = E˜
[
eu·rtLt
pit
pi0
dP
dQ
]
= EP
[
eu·rtLt
pit
pi0
]
ETLRj(u, t,X0) = E˜
[
eu·rtTLj,t
pit
pi0
dP
dQ
]
= EP
[
eu·rtTLj,t
pit
pi0
]
ETRRj(u, t,X0) = E˜
[
eu·rtTRj,t
pit
pi0
dP
dQ
]
= EP
[
eu·rtTRj,t
pit
pi0
]
. (A.36)
There are two advantages of using equations (A.36) instead of equations (A.34) in simula-
tion. First, we do not need to derive the risk-neutral dynamics of the model. (Note that
the model is specified under the physical measure.) Second, integral expression (e−
∫ t
0 rsds)
disappears in equations (A.36) because the Radon-Nikodym derivative absorbs it when the
probability measure is changed. Therefore, we do not need to use numerical integration
when we implement equations (A.36).
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A2.4.3. Simulation
Based on the values of Ai,t’s for all i = 1, · · · , N , equation (2.5), (2.7), and (2.9) enable us
to compute nt, Lt, T
L
j,t, and T
R
j,t. Thus, equation (A.36) suggests that if we simulate (1) the
state-price density (pit) and (2) the firm value of each firm (Ai,t), we are able to price the
CDX index and its tranches.
First, we start with the state-price density. From equation (2.2), it follows that
pit+∆t
pit
= exp
[
η∆t− βbλ
∫ t+∆t
t
λsds− βbξ
∫ t+∆t
t
ξsds
−γ log
(
Ct+∆t
Ct
)
+ bλ(λt+∆t − λt) + bξ(ξt+∆t − ξt)
]
. (A.37)
Using the approximations
λt+∆t∆t '
∫ t+∆t
t
λsds
ξt+∆t∆t '
∫ t+∆t
t
ξsds,
we can show that
pit+∆t
pit
' exp
[
η∆t− βbλλt+∆t∆t− βbξξt+∆t∆t
−γ log
(
Ct+∆t
Ct
)
+ bλ(λt+∆t − λt) + bξ(ξt+∆t − ξt)
]
. (A.38)
Since Ito’s Lemma implies
d logCt =
(
µc − 1
2
σ2c
)
dt+ σcdBC,t + ZC,tNC,t,
we are able to simulate log consumption growth, log
(
Ct+∆t
Ct
)
by applying the Euler scheme
to the above SDE. Once we compute the simulation paths for two state variables (λt, ξt) and
log consumption growth, equation (A.38) delivers the simulation path for the state-price
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density, pit.
Now, we consider how we simulate the firm value of firm i. We note that
Ai,t+∆t
Ai,t
=
Di,t+∆t
Di,t
Gi(λt+∆t, ξt+∆t)
Gi(λt, ξt)
= exp
[
log
(
Di,t+∆t
Di,t
)]
Gi(λt+∆t, ξt+∆t)
Gi(λt, ξt)
. (A.39)
We can simulate the log payout growth, log
(
Di,t+∆t
Di,t
)
based on the following SDE:
d logDi,t =
(
µi − 1
2
φ2i −
1
2
σ2i
)
dt+ φiσcdBC,t + σidB
i
t + φiZC,tdNC,t + Z
i
tdN
i
t .
Since we can compute Gi using equation (2.4), the simulation path of Ai,tis generated based
on equation (A.39).
A2.5. Default-free zero-coupon bond price
Let H0(λt, ξt, s− t) denote the time-t price of the default-free zero-coupon bond maturing
at time s > t. By the pricing relation,
H0(λt, ξt, s− t) = Et
[
pis
pit
]
. (A.40)
By multiplying pit on both sides of (A.40), we obtain a martingale:
pitH0(λt, ξt, s− t) = Et [pis]︸ ︷︷ ︸
martingale
.
We conjecture that
H0(λt, ξt, τ) = exp (a0(τ) + b0λ(τ)λt + b0ξ(τ)ξt) . (A.41)
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By Ito’s Lemma,
dH0,t
H0,t−
=
{
b0λ(τ)κλ(ξt − λt) + 1
2
b0λ(τ)
2σ2λλt + b0ξ(τ)κξ(ξ¯ − ξt) +
1
2
b0ξ(τ)
2σ2ξξt
− a′0(τ)− b′0λ(τ)λt − b′0ξ(τ)ξt
}
dt
+ b0λ(τ)σλ
√
λtdBλ,t + b0ξ(τ)σξ
√
ξtdBξ,t + (e
b0λ(τ)Zλ,t − 1)Nλ,t. (A.42)
Furthermore, we also derive the stochastic differential equation for pitH0,t by combining
equation (A.42) and (A.33) using Ito’s Lemma:
d(pitH0,t)
pit−H0,t−
=
{
− β − µC + γσ2C − λtE
[
e(1−γ)Zλ,t − 1
]
− νE
[
ebλZλ,t − 1
]
+ b0λ(τ)κλ(ξt − λt) + 1
2
b0λ(τ)
2σ2λλt
+ b0ξ(τ)κξ(ξ¯ − ξt) + 1
2
b0ξ(τ)
2σ2ξξt
− a′0(τ)− b′0λ(τ)λt − b′0ξ(τ)ξt
+ bλb0λ(τ)σ
2
λλt + bξb0ξ(τ)σ
2
ξξt
}
dt
− γσCdBC,t + (bλ + b0λ(τ))σλ
√
λtdBλ,t + (bξ + b0ξ(τ))σξ
√
ξtdBξ,t
+ (e−γZC,t − 1)dNC,t + (e(bλ+b0λ(τ))Zλ,t − 1)dNλ,t.
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Since pitH0,t is a martingale, the sum of the drift and the jump compensator of pitH0,t equals
zero. That is,
0 = −β − µC + γσ2C − λtE
[
e(1−γ)ZC,t − 1
]
− νE
[
ebλZλ,t − 1
]
+ b0λ(τ)κλ(ξt − λt) + 1
2
b0λ(τ)
2σ2λλt
+ b0ξ(τ)κξ(ξ¯ − ξt) + 1
2
b0ξ(τ)
2σ2ξξt
− a′0(τ)− b′0λ(τ)λt − b′0ξ(τ)ξt
+ bλb0λ(τ)σ
2
λλt + bξb0ξ(τ)σ
2
ξξt
+ λtE
[
e−γZC,t − 1]+ νE [e(bλ+b0λ(τ))Zλ,t − 1] . (A.43)
By collecting terms of (A.43),
0 =
[
−β − µC + γσ2C + b0ξ(τ)κξ ξ¯ + νE
[
e(bλ+b0λ(τ))Zλ,t − ebλZλ,t
]
− a′0(τ)
]
︸ ︷︷ ︸
=0
+ λt
[
−b0λ(τ)κλ + 1
2
b0λ(τ)
2σ2λ + bλb0λ(τ)σ
2
λ + E
[
e−γZC,t − e(1−γ)ZC,t
]
− b′0λ(τ)
]
︸ ︷︷ ︸
=0
+ ξt
[
b0λ(τ)κλ − b0ξ(τ)κξ + 1
2
b0ξ(τ)
2σ2ξ + bξb0ξ(τ)σ
2
ξ − b′0ξ(τ)
]
︸ ︷︷ ︸
=0
.
These conditions provide a system of ODEs:
a′0(τ) = −β − µC + γσ2C + b0ξ(τ)κξ ξ¯ + νE
[
e(bλ+b0λ(τ))Zλ,t − ebλZλ,t
]
b′0λ(τ) = −b0λ(τ)κλ +
1
2
b0λ(τ)
2σ2λ + bλb0λ(τ)σ
2
λ + E
[
e−γZC,t − e(1−γ)ZC,t
]
b′0ξ(τ) = b0λ(τ)κλ − b0ξ(τ)κξ +
1
2
b0ξ(τ)
2σ2ξ + bξb0ξ(τ)σ
2
ξ . (A.44)
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This shows that H0 satisfies the conjecture (A.41). We can obtain the boundary conditions
for the system of ODEs (A.44) because
H0(λt, ξt, 0) = 1,
which is equivalent to
a0(0) = b0λ(0) = b0ξ(0) = 0.
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A3. Appendix for Chapter 3
A3.1. EJ-OU process
In the model, I assume that Xit follows an EJ-OU process. Note that this process is in the
affine jump-diffusion class of Duffie, Pan, and Singleton (2000). This provides some useful
mathematical properties that are necessary for calculating important model quantities.
A3.1.1. Default probability
The following result is used for calculating the expression for the idiosyncratic risk compo-
nent:
Et
[
e−
∫ t+T
t X
i
sds
]
= e{A(T ;Θi)+B(T ;Θi)Xit},
where
B
(
T ; Θi
)
= − 1
κi
(
1− e−κiT
)
A
(
T ; Θi
)
=
σi
2
4κi3
(
1− e−2κiT
)
+
[
X¯i
κi
− σ
i2
κi3
](
1− e−κiT
)
+
[
σi
2
2κi2
− X¯i − `i
]
T +
`i
κi + νi
log
∣∣∣∣(1 + νiκi
)
eκ
iT − ν
i
κi
∣∣∣∣ .
A3.1.2. Characteristic function
According to Das and Foresi (1996), the conditional characteristic function of Xit+∆t given
Xit (namely, ϕ(ω; ∆t,X
i
t)) is derived as an exponentially affine function of X
i
t :
ϕ(ω; ∆t,Xit) = E
[
exp
(
iωXit+∆t
) |Xit] = e{A˜(ω;∆t,Θi)+B˜(ω;∆t,Θi)Xit}
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where
B˜
(
ω; ∆t,Θi
)
= iωe−κ
i∆t
A˜
(
ω; ∆t,Θi
)
= iωX¯i
(
1− e−κi∆t
)
− ω2σi2
(
1− e−2κi∆t
4κi
)
− i`
i
κ
[
arctan
(
ωνie−κ
i∆t
)
− arctan (ωνi)]
+
`i
2κ
log
(
1 + ω2νi
2
e−2κi∆t
1 + ω2νi2
)
.
A3.1.3. Transition density - exact
To construct the likelihood function in the estimation stage, the transition density of Xit is
required. Unfortunately, the transition density of an EJ-OU process does not allow a closed-
form expression due to the jump term. However, this can be calculated semi-analytically
using the transform approach (see Singleton (2001)). Note that the density function is
obtained by taking the inverse Fourier transform of the characteristic function derived in
Appendix A3.1.2:
P (Xit+∆t|Xit) =
1
2pi
∫ ∞
−∞
e−iωXt+∆tϕ(ω; ∆t,Xit)dω.
Specifically, since the transition density is real-valued, the above integral can be re-written
as
P (Xt+∆t|Nt+∆t, St, Xct , Nt) =
1
pi
∫ ∞
0
Re
[
e−iωXt+∆tφ(ω;Xct )
]
dω
where Re[·] denotes the real part of a complex number. Thus, the derivation of the condi-
tional transition density of Xt+∆t reduces to computing a 1-dimensional integral.
A3.1.4. Transition density - approximate
The transformation approach in A3.1.3 provides exact expressions for the transition den-
sity and, subsequently, the likelihood function. However, this procedure puts tremendous
174
computational burden on the estimation due to the large number of firms and daily time
series. Specifically, it requires computing (2574×215) number of numerical integrals on
each estimation iteration. Thus, instead of this transformation approach, I approximate
the transition of Xit in discrete time with ∆t
5:
Xit+∆t = X
i
t + κ
i(X¯i −Xit)∆t+ σi
√
∆t i,t + Zt+∆t(N
i
t+∆t −N it )
where it follows an iid standard normal distribution. Since I use daily data (which implies
a very small ∆t), it is reasonable to assume that there is at most one jump within each ∆t
period. This assumption reduces the jump component to a Bernoulli random variable with
probability `i∆t. That is,
Xit+∆t = X
i
t + κ
i(X¯i −Xit)∆t+ σi
√
∆t i,t + Zt+∆t1t+∆t
where
1t+∆t ∼ Bernoulli(`i∆t).
Conditional on no jump, the transition density of Xit follows a normal distribution with
mean
(
Xit + κ
i(X¯i −Xit)∆t
)
and variance
(
σi
2
∆t
)
. This implies
P (Xit+∆t|Xit , 1t+∆t = 0) =
1
σi
√
2pi∆t
exp
{
−(X
i
t+∆t −Xit − κi(X¯i −Xit)∆t))
2σi2∆t
}
.
On the other hand, conditional on a jump, the transition density follows the sum of a normal
and exponential distribution. The density of the sum of two independent random variables
can be derived from the convolution of their densities. The convolution between a normal
and exponential distribution is known as an exponentially modified Gaussian distribution.
5The comparison with the result from the transformation approach shows that this approximation is
extremely accurate.
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Thus, I can show that
P (Xit+∆t|Xit , 1t+∆t = 1)
=
1
2νi
exp
{
1
2νi
(
Xit + κ
i(X¯i −Xit)∆t+
σi
2
∆t
νi
− 2Xit+∆t
)}
× erfc
(
Xit + κ
i(X¯i −Xit)∆t+ σ
i2∆t
νi
−Xit+∆t
σi
√
2∆t
)
where
erfc(x) =
2
pi
∫ ∞
x
e−u
2
du.
Since the probability of a jump within this time period is `i∆t, the transition probability
of Xit+∆t is expressed as
P (Xit+∆t|Xit) =
(
1− `i∆t)P (Xit+∆t|Xit , 1t+∆t = 0) + (`i∆t)P (Xit+∆t|Xit , 1t+∆t = 1).
A3.2. Occupation time Ut,t+T
A3.2.1. Conditional moment generating function
Darroch and Morris (1968) derive the conditional moment generating function of occupation
time Ut,t+T . They show that
MT (c|St = 0) = E>1 eT (G+cD)(E1 + E2)
MT (c|St = 1) = E>2 eT (G+cD)(E1 + E2),
where
D =
 0 0
0 1
 , E1 =
 1
0
 , and E2 =
 0
1
 .
Since T (G+ cD) is a two-dimensional square matrix, the expression
(
eT (G+cD)
)
represents
the matrix exponential. Note that this matrix exponential is different from the matrix
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obtained by exponentiating every entry.6
A3.2.2. Probability density function
In a two-regime Markov chain model, Pedler (1971) explicitly derives the density function
of the occupation time in a certain state . This function is expressed in terms of the Dirac
delta function and the modified Bessel function. Applying these results, the density of
Ut,t+T is derived as
fUt,t+T (u;pit) = e
−φ1u−φ0(T−u)
{
pitδ(T − u) + (1− pit)δ(u)
+ (pitv1 + (1− pit)v2)I1(2v0)
+ (pitφ1 + (1− pit)φ0)I0(2v0)
}
where
v0 =
√
φ0φ1u(T − u), v1 =
√
φ0φ1u
T − u , v2 =
√
φ0φ1(T − u)
u
.
Here, δ(·) represents the Dirac delta function and Ir is the modified Bessel function of the
first kind with order r. Namely,
Ir(z) =
∞∑
j=0
(
z
2
)2j+r
j!(j + r)!
.
6Let M be an n× n matrix. Then, the exponential of M is defined as
eM =
∞∑
k=0
1
k!
MK .
If M is diagonal, eM can be calculated by exponentiating every entry on the main diagonal. If M is
not diagonal but diagonalizable (that is, M = P−1DP for some diagonal matrix D), then eM is equal to
P−1eDP . Although T (G + cD) is not a diagonal matrix, it is diagonalizable (as long as c is not zero), so
one can compute eT (G+cD) by diagonalizing T (G+ cD) and applying the above formula.
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A3.3. Extraction of two beliefs and its uniqueness
For notational convenience, I define
MT,L,s = MT
(
−λrepLf |St = s
)
and MT,H,s = MT
(
−λrepHf |St = s
)
.
Using this notation, it follows that
F rep(pit, ξt;T ) = MT,L,0
+ (MT,L,1 −MT,L,0)pit + (MT,H,0 −MT,L,0) ξt
+ (MT,H,1 +MT,L,0 −MT,L,1 −MT,H,0)pitξt
Therefore, I can re-write the system of equations (3.9) as two quadratic equations:
a5pit + b5ξt + pitξt + c5 = 0
a10pit + b10ξt + pitξt + c10 = 0
where
aT =
MT,L,1 −MT,L,0
MT,H,1 +MT,L,0 −MT,L,1 −MT,H,0 , bT =
MT,H,0 −MT,L,0
MT,H,1 +MT,L,0 −MT,L,1 −MT,H,0
cT =
MT,L,0 − Srept,t+T eλ
rep
n T
MT,H,1 +MT,L,0 −MT,L,1 −MT,H,0 .
This system of two quadratic equations in pit and ξt has two mathematical solutions.
Specifically, one can show that
pit =
−m±√m2 − 4nl
2l
(A.45)
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where
l = −a5 − a10
b5 − b10 , m = a5 −
b5(a5 − a10)
b5 − b10 −
c5 − c10
b5 − b10 , n = c5 −
b5(c5 − c10)
b5 − b10 .
The corresponding value of ξt is determined as
ξt = −c5 − c10
b5 − b10 −
a5 − a10
b5 − b10 pit.
Although mathematically the system of equations generates two solutions, only one solution
is economically valid if a limit case of the model is considered. For example, think of the
case where φ1 → 0, λrepn → 0, and λrepLf → 0. This economy has two interesting features:
(1) once the economy reaches the frailty state, it is impossible to leave it, and (2) the
default risk arises only when the economy is in the frailty state and the true severity is
high. Thus, if investors believe with certainty that the economy is in the severe frailty state
(i.e. pit = ξt = 1), the economy reduces to a single regime with a constant intensity λ
rep
Hf .
This intuition is confirmed when the model survival probability functions are investigated.
Note that equation (3.8) implies that
Srept,t+T = e
−λrepHfT ,
which suggests that the economy is equivalent to one with constant default intensity λrepHf .
Under this setup, I check the validity of two mathematical solutions of the extraction
equations (3.9). By taking the limits of φ1 → 0 and λrepLf → 0, I can show that
MT,H,0 → e−φ0T + φ0
φ0 − λrepf
(
e−λ
rep
f − e−φ0T
)
MT,H,1 → e−λ
rep
f
MT,L,0 → 0
MT,L,0 → 0.
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These results together with λrepn → 0 imply l→ 0, m→ 1, and n→ −1, which subsequently
implies
√
m2 − 4nl → m. This suggests that the negative root of solution (A.45) is not
valid because pit diverges in the limit case considered. Note that the denominator of (A.45)
approaches zero, but in case of negative root, the numerator approaches a non-zero constant
(2). This makes
pit → ∞.
The same problem does not arise for the positive root because the numerator also approaches
zero. In fact, one can show that with the positive root, both pit and ξt correctly converge
to 1. Thus, the extracted state variables are uniquely determined as
pit =
−m+√m2 − 4nl
2l
ξt = −c5 − c10
b5 − b10 −
a5 − a10
b5 − b10 pit.
A3.4. Lindeberg’s condition
Consider a sequence of random variables {W1,W2, · · · ,WI} with finite means (E[Wi] = µi)
and finite variances (V ar (Wi) = σ
2
i ). The classical Central limit theorem (CLT) requires
this sequence of random variables to be independent and identically distributed. However,
the result of the CLT still holds even when the “identical” condition is missing as long as
some regularity conditions are met. One such condition is Lindeberg’s condition. If it is
true that
lim
I→∞
1
s2I
I∑
i=1
E
[
(Wi − µi)21{|Wi−µi|>sI}
]
= 0, for every ,
where
s2I =
I∑
i=1
σ2i , E[Wi] = µi, V ar(Wi) = σ
2
i ,
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then, the sum of the random sequence (
∑I
i=1Wi) converges to a normal distribution.
Namely,
1
sI
I∑
i=1
(Wi − µi) d→ N(0, 1).
Fortunately, the setup in section 3.3.2.1 satisfies Lindeberg’s condition. Recall that condi-
tional on the true severity
(
λif
)
and the occupation time (Ut,t+T ), default processes become
independent Bernoulli random variables with
E[N it+T ] = P
i
D and V ar
(
N it+T
)
= P iD(1− P iD).
Since I focus on the pool of investment grade firms, and their default probabilities are not
too small (zero) nor too large (one), it is somewhat obvious to assume that
lim
I→∞
s2I = limn→∞
I∑
i=1
P iD(1− P iD)→∞.
Now, fix any arbitrary  > 0. Then, I can always find I0() such that
sI = 
√√√√ I∑
i=1
P iD(1− P iD) > 1, ∀I ≥ I0().
Note that |N it+T − P iD| is always smaller than or equal to 1, so it follows that
E
[
(N it+T − P iD)21{|N it+T−P iD|>sI}
]
= 0, ∀I ≥ I0().
This implies that
I∑
i=1
E
[
(N it+T − P iD)21{|N it+T−P iD|>sI}
]
converges to a finite number as I → ∞. Since s2I diverges to infinity as I → ∞, it can be
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shown that Lindeberg’s condition holds:
lim
I→∞
1
s2I
I∑
i=1
E
[
(N it+T − P iD)21{|N it+T−P iD|>sI}
]
= 0.
A3.5. CDS pricing
Given a term structure of survival probabilities, a CDS contract can be priced in a model-
free way. That is, it is possible to show that the premium leg and the protection leg can
be expressed as functions of the term structure of risk-neutral survival probabilities (see,
e.g., Duffie and Singleton (2003)). To illustrate, consider a T -year maturity CDS contract
with premium C at time 0. Let t1, ..., tM denote the insurance premium payment dates
and R the recovery rate of the contract. For notational convenience, I define t0 = 0 and
∆m = tm − tm−1 as the premium payment interval. It follows that
Premium Leg = C
M∑
m=1
D(tm)∆mS0,tm −
∫ tm
tm−1
D(tm)(t− tm−1)dS0,t
Protection Leg = −(1−R)
∫ T
0
D(t)dS0,t,
where D(·) is the risk-free discount function and S0,t is the time-0 risk-neutral survival
probability up to time t. Since the (fair or market) CDS spread C∗ is defined as the
premium that equates these two legs, it follows that
C∗ =
−(1−R) ∫ T0 D(t)dS0,t∑M
m=1 D(tm)∆mS0,tm −
∫ tm
tm−1 D(tm)(t− tm−1)dS0,t
.
A3.6. Robustness checks for stock return predictability
There may be two potential concerns regarding the stock return predictability results. I
check the robustness of the results by taking these concerns into account.
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First, the regression coefficients may be subject to finite sample bias. To check this, I follow
the approach by Stambaugh (1999). He shows that if the following predictive system is
considered,
yt = α+ βxt−1 + ut
xt = θ + ρxt−1 + vt
the finite sample bias can be calculated using the following formula:
E
[
βˆ − β
]
' −σuv
σ2v
(
1 + 3ρ
T
)
.
According to this formula, the finite sample bias is only 0.026 for the CAT measure. This
value is quite small compared to the predictive coefficients, mitigating concerns for bias.
The reasons are two-fold. First, the CAT measure is persistent, but it is not as persistent
as other classic predictors such as the log P/D. Specifically, the monthly AR(1) coefficient
of 10-year horizon CAT 15 is roughly 0.94. Second, the innovations to the CAT measure
are not strongly correlated with the residuals of the predictive regression (the correlation
between ut and vt is -0.69).
Another potential concern arises due to overlapping returns in the predictive regressions.
To mitigate this concern, I calculate the VAR-implied R2 as suggested by Hodrick (1992).
Specifically, I impose an assumption that the 1-month non-overlapping stock return and
other predictors follow a VAR(1) system and estimate the system using the data time
series. Then, I derive the expression for the VAR-implied population R2 of long-horizon
univariate predictive regressions. Furthermore, I calculate the confidence intervals for finite
sample R2 by simulating the estimated system.
Despite the strict assumption that the 1-month stock return and other predictors follow a
VAR(1) model, the CAT measure generates sizable R2, as shown in Table 3.8.
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