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Introduction
A simplified version of the Neyman (1937) "Smooth" goodness-of-fit test (GFT) is extended to adjust for the presence of estimated model parameters. The effect is to reduce size distortion and to increase the power of the test. As is well known (e.g. Bai 2003) , standard tests that do not account for the estimation of model parameters tend to under-reject the distribution assumed by the null hypothesis.
The heavy tails of most financial return series often lead to an easy rejection of the Gaussian distribution. A parametric distribution that is consistent with the data would allow the mean to be estimated more efficiently than would a nonparametric procedure. Furthermore, parametric distributions allow out-of-sample extreme tail probabilities to be estimated. These tail probabilities are important for the pricing of options and contingent claims, for Value at Risk calculations, and for non-financial applications such as the risk of floods and other extreme events.
When heavy tails are present, Mandelbrot (1963) , Fama (1965) , Samorodnitsky and Taqqu (1994), and McCulloch (1996) have suggested the use of stable distributions. Blattberg and Gonedes (1974) , Hagerman (1978) , Perry (1983) , and Boothe and Glassman (1987) propose the Student t distributions. Nelson (1991) investigates the generalized error distribution (GED), while Praetz (1972) and Clark (1973) implement a mixture of normal distributions. This paper is aimed at developing an appropriate GFT that can work well with all the above distributions. Although this paper assumes identically and independently distributed (i.i.d.) errors, Percy (2006) addresses other models including ARCH and GARCH models of volatility clustering.
Section 2 introduces a simplified Lagrange Multiplier 1 (LM) version of the Neyman Smooth
GFT. Section 3 extends this test to accommodate estimated parameters. Section 4 illustrates the extended test for the proposed heavy-tailed distributions with stock return data. Section 5 reports on the power of the test to discriminate between the candidate distributions, and Section 6
concludes. This paper draws heavily upon Percy (2006) , which provides more theory and details than are available herein.
A simplified Neyman Smooth GFT with known parameters
We can develop an LM test for any distribution with known or unknown parameters by first constructing an LM test for the uniform distribution.
An LM test for uniformity
For m perturbation functions   
At the null hypothesis, this simplifies to
The LM statistic is then
Since the null hypothesis is a single internal point in the set N, the asymptotic distribution of this statistic is  2 with m degrees of freedom under the null. 4
Functional form and basis
Although any set of linearly independent bounded functions integrating to 0 may be used in theory, there are numerical considerations in choosing a basis so that tractable results can be obtained. We investigated polynomials, orthogonal polynomials, splines, and B-splines (Judd 1999 , Percy 2006 A tendency to underestimate the difficulties involved in working with general polynomials is perhaps a consequence of one's experience in classical analysis. There it is natural to regard a polynomial as a very desirable function since it is bounded in any finite region and has derivatives of all orders. In numerical work, however, polynomials having coefficients which are more or less arbitrary are tiresome to deal with by entirely automatic procedures. (Wilkinson 1963, p. 38) Polynomials have the further drawback that fitting one region better may require fitting other distant regions more poorly.
Cubic splines, which are piecewise cubic functions with discontinuities in the third derivative at selected knotpoints, are more pliable and better able to fit a particular interval without affecting more distant intervals as much. Simple spline basis functions can create similar numerical problems with the inversion of the information matrix but the so-called B-spline basis solves this 5 issue, while generating the same space of functions. Thus, for much of the analysis, we used Bsplines as a basis but also investigated orthogonal polynomials with a moderate number of parameters. Splines have some numerical properties that are more desirable than polynomials, while the tradeoff in the other properties is not severe.
The classic Pearson GFT arises as a special case of the LM test when each perturbation function is a step function integrating to zero, with discontinuities at m selected points. Piecewise linear and quadratic spline perturbation functions are also considered below.
The proposed LM GFT is closely related to the Neyman (1937) As noted already by Rayner and Best (1989) , the LM simplification of the Neyman test employed here only needs to be estimated under the null, a much simpler calculation. Furthermore, since the alternative only needs to be a proper density in a neighborhood of the null hypothesis, polynomial or spline perturbations, which are easily constrained to integrate to zero, may be used directly, without exponentiation.
LM test for a completely specified distribution
The LM test for any continuous distribution with known parameters is essentially the same as that for the uniform distribution developed above. 
Since the second summation does not depend on α , the derivatives necessary to calculate the LM statistic are identical to those for the test for the uniform distribution. Thus one can simply use the transformed observations u i with the test for the uniform distribution (3). All tables and critical values that are suitable for the test of uniformity are also suitable for a general distribution.
Finite sample properties with a completely specified distribution
As noted, the LM statistic has a limiting asymptotic distribution that is chi-squared with degrees of freedom equal to m, the number of perturbation parameters. Simulations reported in Percy (2006) 
The LM test with estimated model parameters
We now extend the LM test to the typical situation in which the values of the model parameters are not known and so must be estimated. Our null hypothesis is now H 0 :
F  , where F is a continuous distribution with density   θ ; f  that depends on the k1 vector of parameters θ . This vector lies in the interior of a convex set Θ , but is otherwise unknown. The
Fisher information matrix is assumed to be positive definite and finite for all interior points of this set. Let the maximum likelihood (ML) estimate of θ under the null hypothesis be θ and set
For most of the competing heavy-tailed distributions considered here, namely the symmetric stable, Student t, and generalized error distributions, the unknowns consist of a location, scale, and shape parameter, so that k = 3. For a mixture of two Gaussian distributions with a common mean, two variances, and an unknown mixing probability, k = 4. More generally, the location of each y i could be determined by a possibly non-linear function h(x i ;), where x i is a vector of known constants or of exogenous random variables and  is a vector of unknown coefficients to be estimated by ML. However, the present paper illustrates the extended test only in cases involving a common location parameter.
Our alternative hypothesis is now H 1 : 
Using the partitioned matrix inverse formula, the extended LM test statistic becomes In the extended test, finite sample critical values depend on the specific model and true parameter values. Simulations reported in Percy (2006) indicate more size distortion than with known parameters. However, size distortion can still largely be ignored, even for relatively small sample sizes.
The extended test on stock market returns
The extended LM test is illustrated in this section using continuously compounded percent real monthly returns, including dividends, on the CRSP value-weighted stock market index, during The extended test was performed with the following symmetric distributions: (1) Gaussian, (2) symmetric stable, (3) Student t with a mean and scale parameter, and (4) the generalized error distribution. We also used various perturbation functions: a step function that extends the traditional Pearson test, Neyman-Legendre polynomials, and linear, quadratic, and cubic B-splines.
All the splines, as well as the extended Pearson test, used equidistant knotpoints. Table 1 reports maximum likelihood estimates under a Gaussian null hypothesis. Table 2 reports the extended LM test statistics and asymptotic p values for the hypothesis that these returns are Gaussian, with up to twelve perturbation parameters in the alternative hypotheses. Table 2 are zero to several places, but none is as small as for the Jarque-Bera statistic. Jarque-Bera is designed to be sensitive to departures of skewness from 0 and of kurtosis from 3, and is unquestionably the best test to use for departures from normality that show up strongly in these moments. The 13 extended Neyman LM statistic, on the other hand, will be sensitive to other departures from normality, depending on the number and type of basis functions, and, with sufficiently large sample size and sufficiently large values of m, could eventually detect distributions that were not Gaussian even if they had zero skewness and kurtosis equal to 3.
Gaussian ML Estimates
Drawing attention to the Pearson statistics momentarily, one can see that the Pearson statistics with low parameter numbers are not particularly adept at identifying the non-Gaussian nature of this data set. For m = 1, the significance level is 0.049 and for m = 2, the significance level is 0.099. Since Pearson takes no account of where an error resides within the bin to which it is assigned, it will often not be very sensitive to departures from the posited distribution, so we recommend against use of this statistic whenever the null is a continuous distribution, even when it is corrected, as here, for estimated parameters.
In Table 3 , we estimate the symmetric stable distribution parameters by maximum likelihood using the density approximation of McCulloch (1998). As in McCulloch (1997) , the estimated stable characteristic exponent  (not to be confused with the perturbation coefficients of the preceding sections) is 1.845. The algorithm fits the natural logarithm of the scale c, so that the asymptotic standard errors apply to log c rather than c itself. Although 1.845 is 2.63 asymptotic standard errors from the value of 2 corresponding to a Gaussian distribution, and the likelihood ratio (LR) statistic for the hypothesis of normality is 26.66, these statistics do not have their usual N(0,1) and  2 (1) distributions, because 2   is on the boundary of the permissible parameter space.
Nevertheless, the simulations of McCulloch (1997) demonstrate that the 5% critical value for the LR statistic is less than 1.12 for this sample size, and that normality can be rejected with p << .004. Turning our attention to the Neyman-Legendre polynomial tests, the first three tests do not reject the symmetric stable distribution at the 5% test size. However, when we add the fourth basis function, we begin to obtain significant rejections. The first three Neyman-Legendre statistics are necessarily identical to the first statistic for the linear, quadratic, and cubic splines, respectively.
For the cubic spline with more than 3 parameters and therefore at least one internal knotpoint, the results are similar to those for the Neyman-Legendre statistics. The step-function Pearson results are far more dependent on m than are the smooth alternatives. Tables 5 and 6 report the same tests for the Student t distribution. Infinite Student t degrees of freedom (DOF) correspond to a proper, Gaussian distribution, so the search was parameterized in terms of reciprocal DOF rather than DOF directly.
Tables 7 and 8 report these tests for the GED. An infinite GED power parameter leads to a proper, U(-1, 1) limit, so this search was also parameterized in terms of the reciprocal of the shape parameter. In order for the Fisher information matrix to be finite, it is necessary to restrict the power to be strictly greater than 1, so as to just exclude the Laplace distribution. However, this restriction was not binding. Percy (2006) 
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The most easily rejected of these three distributions is the GED. These distributions have relatively thin tails compared to the others. As a general rule, the presence of more than the expected value of outliers (or even one extreme outlier) often allows for the rejection of null hypotheses of thin-tailed distributions, while the absence of outliers does not allow for as easy of a rejection of null hypotheses of heavy-tailed distributions. Of course as the sample size grows, eventually a test for a heavy-tailed distribution will decrease its p value if outliers do not eventually appear.
For purely computational reasons, the present paper considers only symmetric distributions.
Although all three symmetric distributions considered in the present section encounter frequent rejections (with the notable exception of the Student t for m between 6 and 9), it is likely that many of these rejections would be reversed if symmetry were not imposed. The numerical approximation of Nolan (1997) permits skew-stable distributions to be fit by ML, while the Student t distribution can be generalized to incorporate skewness in a natural way (Kim and McCulloch 2007) . It is also possible to skew the GED, albeit in an ad hoc manner, simply by expanding the horizontal axis on one side of the origin while compressing it on the other.
With limited data, densities that are similar over much of their support cannot be distinguished from one other very easily. This does not allow one to make very strong statements about the extreme tail probabilities, where the densities may differ considerably. Although this data set has only 480 monthly returns, 40 years of daily returns would yield about 10,000 observations. When daily data is used, however, the returns often become less independent and less identically distributed since there is more apparent volatility clustering, day-of-the-week effects in both mean and scale, holiday effects, end-of-year effects, and other complications. However, the extended Neyman Smooth GFT developed here allows these additional effects to be estimated without size distortion.
Size distortion and power with financial data parameter values
This section investigates criteria for determining the best test to use in terms of size distortion and power against the symmetric leptokurtic alternatives considered above, and also a mixture of two normals with a common mean. With the extended test, size distortion and power These values were used in simulations for both null hypotheses and data-generating processes. It is important to note that the conclusions to be drawn using these parameter values may not be applicable with other values.
The size distortion and power against each of the other distributions considered were investigated for each of the four leptokurtic distributions. All sizes and powers are based on simulations using 1000 samples, described in more detail in Percy (2006) . All data is generated by Six sample sizes were considered: n = 32, 100, 316, 1000, 3162 and 10,000 (10 k , k = 3 / 2 , 2, 5 / 2 , 3, 7 / 2 , 4). We tested the size distortion for each extended goodness-of-fit test and did the same using conventional tests without the adjustment for estimated parameters. This produces 18 power tests per null hypothesis, based on 6 possible sample sizes with 3 possible alternative hypotheses.
For each category there is a size-adjusted power for the corrected tests and non-adjusted powers for both the corrected tests and the conventional tests.
Preliminary tests indicated that the Neyman-Legendre polynomial basis and the Cubic
Spline basis generally outperformed the other bases investigated (Pearson, the Quadratic Spline and the Linear Spline). Accordingly, only those two bases are compared here.
Size distortion
There is tremendous size distortion with the uncorrected conventional tests in every instance for every value of m. This distortion does not go away as the sample size increases from 32 to 10,000. It diminishes somewhat as the number of basis parameters increases, but this is still not very helpful. The distortion is, as expected, in the direction of over-acceptance. For 1000 and more observations, there is no significant distortion. Distortion gradually disappears for the stable null from n = 316 to 1000 as well, although it is small for smaller sample sizes with small numbers of basis parameters as well. For Student nulls, distortion dies out at only 100 observations. GED nulls require around 316 observations.
Power and recommendations
The over-acceptance caused by the size distortion in the conventional tests contributes to poor power against the chosen nulls. With the conventional tests, fitting the model parameters 22 biases against rejecting even false hypotheses. Hence, practitioners may all too often mistakenly conclude that, since their test does not reject an alternative hypothesis, they are justified in accepting the validity of the assumptions in their study. The uncorrected tests have power even less than the test size for the largest sample sizes!
The corrected tests do have more power than the conventional tests. However, it is quite difficult to tell the leptokurtic distributions under consideration from one another when the sample size is small, even with the corrected tests. When the sample size is high enough for there to be reasonable levels of power (4 to 5 times the test size), there is negligible size distortion. However, there are often significant power gains to be made by adapting the functional form and number of perturbation parameters to the specific null in question. Accordingly, recommendations are made below that are specific to the null, yet robust to the actual data-generating distribution, using parameters as fit above to stock market data.
With a stable null: a GED distribution can start to be detected with as few as 316 observations. A pattern emerges which has a power peak at only m = 2 polynomial test parameters, or 3 for the cubic spline. This power peak also works well for detecting a Student distribution. The mixture of normals, with its extra parameter, is quite difficult to identify, requiring more than 3000 observations even to get modest 30% power levels. At 10,000 observations the most power comes with a large number of parameters. But at 10,000 observations, any value of m (more than 2) will have the same (100%) power levels for the GED and Student distributions. At this sample size, it is recommended to use the cubic spline, perhaps with m = 15 test parameters, because it has fewer numerical difficulties than the polynomial as m increases. See Percy (2006) for graphs illustrating these findings.
Under a Student t null hypothesis, a stable distribution can be seen almost half the time with 316 observations. Almost any value of m greater than 2 will work equally effectively. GED and normal mixtures are still concealed for the most part at this sample size, but a test with 2 or 3 parameters has the best chance of finding them. So, if Student t is the null, one may proceed with 2 or 3 test parameters, regardless of sample size.
With a GED null hypothesis, the advisable number is 4 parameters. Using a basis with only three parameters has very low power but there is a tremendous increase at 4, with small increases after that.
With a mixture of two Gaussians as the null hypothesis, there is little power to detect the other three distributions, unless one has at least 3000 observations. The pattern is a bit unusual, however, in that higher values of m generally yield more power. For this reason, the cubic spline is recommended here to avoid numerical inaccuracy, with about 15 parameters. At 10,000 observations, even with the possible inaccuracies, the test with 8 parameters has fairly low distortion levels, so it would be safe to use against the chosen alternatives. For further discussion, see Percy (2006) .
Conclusion
The extended Neyman Smooth test can be used to analyze economic and financial data to probe the distribution underlying the generation of the data. Some parsimonious parametric distributions may be found that will aid inferences about levels of and relationships between economic variables. Thus, asymptotically consistent estimates of parameters are possible without either presuming normality of error terms or using solely nonparametric techniques. In that regard, these new procedures can offer new answers to old questions.
Unlike many goodness-of-fit tests, unknown model parameters can be estimated with the extended Neyman tests without prejudicing the tests. Since these tests rely on maximum likelihood techniques, they asymptotically meet the conditions of the Neyman-Pearson lemma against any simple alternative hypothesis in its parameter space. Tests with one-sided alternatives that meet these criteria qualify as Uniformly Most Powerful (UMP) tests for arbitrary significance levels.
Spline models are more tractable than polynomial models with existing double precision software, and it does not appear that this tractability is obtained at the cost of lower power in tests of interest.
Size distortion that is present in the conventional tests is lowered considerably with the extended tests, even for modest sample sizes. A related benefit is increased test power.
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