Abstract. In Part I, the MIPS method for calculating Fourier coefficients was introduced, and applied to functions / £ C(p> [0, 1] . In this part two extensions of the theory are described.
described.
One modification extends the theory to piecewise continuous functions, / £ PC(p' [0, 1] . Using these results the method may be used to calculate approximations to trigonometrical integrals (in which the length of the interval need not coincide with a period of the trigonometrical weighting function).
The other modification treats functions which are analytic, but whose low-order derivatives vary rapidly due to poles in the complex plane near the interval of integration. Essentially these poles are 'subtracted out' but this is done implicitly by the inclusion of additional terms in the standard series.
The practical application of these modified methods requires that the nature and location of the discontinuities-or poles-be known at least approximately. The theory of which all these equations form part is fully described in Part I. Methods based on these formulas are termed MIPS methods since these formulas may be derived by means of "Möbius Inversion of the Poisson Summation Formula." These methods generally suffer from the drawback that approximations to the derivatives of j(x) at x = 0 and x = 1 are required, but they have the advantage of providing naturally a set of results with uniform absolute accuracy.
In common with many other computational techniques, there exist classes of problems for which the standard MIPS method does not work efficiently. In some cases the method may be specially adapted to deal with such problems. In this paper we derive two such modifications. These are designed for the following problems:
(i) f(x) is piecewise continuous, i.e., / E PC(p)[0, 1]. Thus, with 0 = x0 < x, < x2 ■■■ < xn = 1,
and each function <pi(x) is Cp[Xi^u jcj.
(ii) j(x) has high peaks due to nearby poles in the complex plane. An example of such a function is (1.11) /(*) = 6(x)/(x2 -2Xx + X2 + u2)
where 0 < X < 1 and |u| is smaller than both X and 1 -X.
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It turns out that in both cases there is a relatively straightforward way to adjust the formulas involved to take direct account of discontinuities and poles. This may be done within the framework of the existing method. Additional terms of a specified nature have to be included in formulas (1.3) and (1.4) or existing terms have to be modified. This paper is organized in the following way. Piecewise continuous functions ((i) above) are treated in Sections 2 and 3 and, quite independently; functions with nearby poles ((ii) above) are treated in Sections 4, 5, and 6. Sections 2 and 5 are devoted to the mathematical derivation of the various formulas while Sections 3 and 6 discuss points that arise in their practical application.
2. Piecewise Continuous Functions: Theory. The formulas to be derived in this paper are all linear in the integrand function f(x). Consequently in treating a function like (1.10) which takes a different form on different subintervals, it is notationally convenient to carry out a detailed calculation for a single typical subinterval. Subsequently (see Section 3(i)), formulas valid for the more general piecewise continuous function (1.10) may be obtained by combining formulas for each subinterval.
In this section, then, we deal specifically with deriving formulas for the calculation of a set of Fourier coefficients corresponding to a function j(x) which is nonzero only in a subinterval [a, b] of the interval [0, 1] . In the open subinterval (a, b), f(x) coincides with a given function <p(x) which satisfies (2.1) <p(x) E Cp[a, b}.
In addition we require j(x) to coincide with f(x), the sum of its Fourier series in (0, 1). These restrictions lead to the following definitions: Generally (unless both a -0 and b = 1) In the special case that a = 0 and b = 1 (2 2b) Kx) = <p(x) for 0 < x < 1,
The special case (2.2b) is, of course, the case considered in Part I, and the relevant results are given there. It is mentioned here only to draw attention to the slightly different structure which has to be taken into account if results given here are used with a = 0 and 6=1.
We derive a formula which is analogous to (1.3) above and which reduces to (1.3) in the case a = 0, b = 1. In order to do this we require a special form of the Euler-Maclaurin formula. This is obtained following the general method given in Sections 2 and 3 of Part I. The results of Part I, Section 2 are equally valid here since f(x) as defined above is a function which coincides with its Fourier series, i.e., f(x) = j(x). As in Section 2 we define the off-set trapezoidal rule by
f(J -l + *') , ttt = (1 + «)/2> \a\< 1.
The corresponding definition with a = 1 is (1.2) above. We also employ the notation
The Poisson summation formula (derived in Part I, Section 2) states that 00 CO (2.5) fli".»i j1 -// = 2 E c°s 2irrtaCirm)f + 2 E sin 2wrtaSirm)f.
r-l r-1
However the Fourier coefficient asymptotic expansions for Clm>/ and S'"0/ given in Part I, Section 3, Eqs. Retaining the imaginary part instead gives a precisely analogous formula for S<m)/ with sin replacing cos. The remainder terms are the real and imaginary parts of (2.8) Clm)f + iSlm)j = (~j ' f <t>(p-u(x)e2'im* dx.
Since <¡}(p\x) is bounded, a single application of the second equality in (2.6) shows that these terms satisfy: In view of the properties of the remainder terms CPm)f and SPm)f, it follows that (2.13) Epm-aii ~ 0{m-") asm-»« and that Epm-aXj = 0 when <j>(x) is a polynomial of degree p -2 or less. Expansion (2.11) appears in Lyness and Ninham [4] as a special case of formula (8.1) of that paper.
In the case that a = 0 and b = 1, the expansion (2.11) reduces to the conventional Euler-Maclaurin summation formula. In this case definition (2.2b) rather than (2.2a) is valid.
The Möbius inversion of the Poisson summation formula now proceeds rather as in Section 6 of Part I. We may take various special cases of (2.12) and obtain different results. To obtain the result corresponding to (1.3) we set a = 1 in (2.12), which leaves oo (2.14)
This may be inverted, as in Part I, Section 6 to give
Expressed in full by means of (2.11) and (2.7) this Eq. (2.15) becomes 2C<»»/ = _2 2_J-ÍTÍ (2ir/n)
This formula expresses the Fourier cosine coefficient of /(x) as the sum of the first /? -1 terms of its asymptotic expansion, together with an infinite sum (over index s). The elements of this sum are p,Ep"",uf. In view of the order relation (2.13) the ultimate convergence rate is as s~p. In practice then for moderate values of p the terms in this series decrease and the series may be truncated at a point where the error incurred by omitting the rest of the series is considered to be less than the required tolerance in the approximation to the Fourier cosine coefficient.
It is convenient to generalize slightly formula (2.16). We note that in order to take advantage of a rapid convergence rate it is necessary to use some moderate value of p. Thus in practice one has to evaluate-analytically or otherwise-the first p -1 derivatives of <p(x) at x = a and at x = b. If these derivatives are evaluated numerically they are unlikely to be exact; in fact they may have large errors due to amplification of round-off error in function values. Consequently the formula actually used for the computation of Clm)/ differs from (2.16) in two major respects. The sum over index 5 will be truncated to include only terms for which ms 5¡ S. The quantities ¿"-"(b) and <t>(Q~v(a) will be replaced by approximations <£<<,_1'(6) and ¿'"""(a).
It turns out that Eq. (2.16) is an identity in the 2p -4 parameters 0<<I-U(è), "-^(a), q = 2, 3, • • ■ , p -1, and so remains valid whatever numbers may be used in their stead. To show this we proceed as follows. We consider the Möbius inversion of series (2.10). This may be rewritten as a set of equivalent equations as follows.
These equations are in the form
When q H\ 2, (2.18) may be inverted to give We may now construct a formula analogous to (2.16). We write (2.16) for the case p = 2. This is
We take 2p -4 arbitrary numbers ft'^Xb), <£<a~u(c0, g = 2, 3,
and a similar identity with a replacing b holds also. Adding these two identities into (2.22) and rearranging slightly the order of the terms gives the following equation
"_i L »ii -£rM&tT20*<,~1,<» -&£::rä*,-u(-)}l.
This formula closely resembles Eq. (2.16). The difference is that the quantities 0<a""(a) and 0(o-1)(è), q ^ 2, have been replaced by a set of arbitrary numbers denoted, for convenience, by 0<a~"(a) and 0<a_1>(¿>).
In applications then, approximate values of derivatives may be used in (2.16) and the formula is still valid. The effect of using approximations is described in Part I. Briefly the approximation Epm',ixj to the term Evm,'uf which occurs in the square bracket in (2.16) is no longer 0(5"") but contains elements of order 0(s"a),fl = 1,2 •• • p -1. The size of such low-order elements depends on the accuracy of the approximations. These elements cause the sequence Ëp',uj to converge more slowly than the sequence Ep',xxj and consequently a higher value of s is required to attain the same accuracy. Thus the penalty for using poor approximations for the derivatives is a longer calculation. The accuracy of the final result is not in general affected.** Other formulas for Cim)f and for Sim)j may be obtained by inverting other forms of the Poisson summation formula (2.12). While the results can be expressed in terms of Bernoulli functions (2.10), it is less cumbersome to use Euler functions, defined by n + 1
We return now to (2.12) but instead of specifying a -1 to obtain (2.14) we choose a linear combination as follows
r-l ;(r odd) ** It is only the error (whether due to round-off or other causes) in the derivatives which is eliminated. Other round-off errors such as accumulation error naturally affect the result and would have a more pronounced effect in the longer calculation.
Then, proceeding in the same way we find a variant of (2.24) in which the final sum over index s in (2.24) is replaced by the expression 2cpm)f = E T12(*"""n/ -«"-"/) + ^~ ^b> -*<«»
This formula stands in the same relation to (2.24) as does formula (6.14) of Part I to (6.11) of Part I. The similarities and differences are discussed in Part I. A formula for S(m)/ may be obtained from (2.12) by inverting the special case
This leads to
We close this section with a point of theoretical interest only. The reader will have noticed, on comparing (2.16) with (2.24), that while quantities such as 0<a_u(£>), qW\2, may be replaced by approximations 0<a_1>(6), the possibility of a corresponding replacement of 0(e) has not been established. While not of practical significance, it would be aesthetically satisfying if such a replacement could be made. The statement of (2.24) would then be shorter.
If this were possible, Eq. . However the author is unable to either prove or disprove this result when j(x) has discontinuities. The point in the above derivation at which the specialization is made is where (2.15) is derived from (2.14). Using a standard sufficient condition for Möbius inversion, the restriction p ^ 2 occurs. However a set of necessary and sufficient conditions for Möbius inversion do not seem to be known.
3. Comments on Applications. 3(i) . Piecewise Continuous Function. The extension to the case where j(x) is piecewise continuous is straightforward. One need simply apply the formula (2.24) to each section in turn. A general formula is obtained by adding these separate contributions. Consider, for example, a discontinuity at x = c, a < c < b with j(x) coinciding with 0+(x) and with 0_(x) according as x > c and je < c in the immediate vicinity of x = c. Under these circumstances, the terms -E (0^(0-0r "(c))
should be included in the right-hand side of (2.16). The additional term in the sum over index s ensures that the rate of convergence of the series is 0(s'T). We note that if in reality there were no discontinuity at x -c and 0+(x) = 0_(x), then the additional terms simply disappear. Eq. f^XKs/ \ q\ q\
The sum over index j is a scaled version of the trapezoidal rule. It includes the sum of the function evaluations at all the net points 2-kj/Ks which lie in the interval (A, B). The asterisk indicates that if a net point coincides with either A or B, a weighting coefficient § has to be assigned to the function value 6(A) or 6(B). Formula (3.7) is independent of the choice of m or of / made in its derivation. It is an identity in the 2/? -4 quantities 0(a_1)(S), e(a_1)(^), q ^ 2.
A formula analogous to (3.7) may be derived from (2.28) and a corresponding formula for ff 6(x) sin Kx dx may be derived from (2.30) using the same substitution (3.3) . These formulas do not involve the term ff 6(x) dx, but require about twice the number of function values needed by (3.7) to attain comparable numerical accuracy.
3(iii). Point of Discontinuity. Formula (2.16) is interesting as an example of a calculation in which it is important to treat a discontinuity carefully. In definition (2.2a) we note that (3.8) f(x) = 0(*), a < x < b, but (3.9) fia) = (l/2)0(a); fib) = (1/2)0(6).
There is a tendency to regard (3.9) of significance perhaps in presenting a wellrounded theory but of no practical significance. When a is rational, the quantities f(a) and 0(a) occur and are different. As an example, suppose a = 1/3 and b = 3/4. accurately. The effect of this error would be analogous to the effect of using one grossly incorrect function value in a sequence of applications of a numerical quadrature rule. While in many cases the sequence would converge, the rate of convergence might be unduly slow. Analytic formulas for the derivatives 0Ca)(6), <t>(a)(a) and for If were employed to calculate an array of values of Epm,uf (from (2.11)) using a computer whose machine accuracy parameter is eM = 3 X 10"u. Part of this array is shown in Table 1 . Attention is drawn to the erratic nature of the sequence for fixed p. While conforming to the order relation Epm,uf ~ 0(m~p), for fixed p this function is by no stretch of the imagination a smooth function of m even in this very amenable example. In practice this means that a very cautious practical convergence criterion should be applied. One might demand that 
Functions with Complex Poles near the Interval (0, 1).
The technique of 'subtracting out the singularity' is well known in the practice of numerical quadrature. In cases in which the integrand f(x) or its derivatives have singularities of a specified nature either on the interval of integration, or in the complex plane near this interval, the skillful application of this technique can lead to a significantly shorter numerical calculation at the expense of a relatively insignificant amount of analytical work. Essentially one sets (4.1) fix) = 000 + rOO and approximates // by I<j> + Rr instead of by Rf. One has to choose <p(x) and r(x) in such a way that I<t> is known in analytic form and r(x) is more amenable to the numerical quadrature technique than is/(x).
In the analogous problem of calculating Fourier coefficients one may in principle apply the same technique. In practice it is more difficult. In the quadrature problem one has to choose a function <¡>(x) having a specified singularity for which the value of In this section and the next we treat one rather special class of problems in which we are able to subtract out a singularity, though the subtraction process is carried out implicitly. This class is rather small, consisting of analytic functions having complex poles near the interval of integration. Specifically, f(x) is of the form An additional restriction of the technique to be described is that it is more efficient License or copyright restrictions may apply to redistribution; see https://www.ams.org/journal-terms-of-use than the standard technique only if the poles lie nearer to the interval of integration than to either of the lines Re (z) = 0 and Re (z) = 1. Specifically (4.6) 0 < X < 1; p/\ < 1; p/il -X) < 1.
However, it may be applied in cases in which f(x) has several poles satisfying this condition. These poles may be of different orders, but, corresponding to each pole, the coefficients a_" o_2, • • • , a_" which occur in the infinite part of the Laurent expansion CO (4.7) fiz) = E «r(* -c)r have to be known. Before describing a specific technique for evaluating these Fourier coefficients, it is instructive to consider for a moment what other methods are presently available. We discuss first the simplest case, namely
Reference to Abramowitz and Stegun [1, p. 230, Formula 5.1.41] leads to the analytic result
where E^z) is the exponential integral function. Standard routines for this function with complex argument are not readily available. Indeed a brief investigation into the problem of writing such a routine leads directly back to a problem very close to the one we started with. Perhaps the easiest method known to the author for this particular example is that described in Smith and Lyness [5, pp. 246 et seq.]. Essentially, the integral is replaced by two contour integrals, which are evaluated numerically using the GaussLaguerre formula. In this case that method and the one to be described are of comparable efficiency.
When one generalizes the problem a little, it is found that the contour integration method becomes successively more difficult to apply as dix) becomes more sophisticated. This is because the choice of contour depends on the behavior of /(z) for large |z|.
While the class of problems for which the following method is suitable is relatively small, at least in dealing with these problems the method is efficient.
Functions with Complex Poles
Near the Interval (0, 1): Theory. The derivation of the formulas given in Part I and in Section 2 of this paper follow a standard pattern. This involves establishing a Fourier Coefficient Asymptotic Expansion (FCAE), and using the Poisson summation formula to derive a corresponding EulerMaclaurin asymptotic expansion. The relation between the remainder terms of these respective expansions is then inverted.
In reference [3] a pair of expansions of this type was derived. These were convenient when f(z) is analytic, except for some specified poles within the rectangle where n is the integer part of (p -l)/2. This differs from the standard form in that the standard remainder term, denoted by 2Cpm)f, has been split into two parts, i.e., In numerical applications, the residue term occurs in the form (5.10) Re (4xi Res (2x/m)) = Re Uxie2'r"na+"l) E «-i(2xrm)7i! s-0
The term A1"1'a] given by (5.5) may be expressed in terms of these parameters by carrying out the sum over index r analytically. Simple expressions for these sums are available. Further details are given in reference [3] . The result is Here the functions \j/,(ta, mc) are defined in reference [3] . Examples are given in (6.8) and (6.13) below.
We emphasize here that the calculation which leads from (5.10) to (5.11) by means of (5.5) is algebraic in nature. So far as that calculation is concerned, the parameters c = X + ip. as long as p > 0, and a_r, r = I, 2, ■ ■ ■ , w, need not correspond to any actual function. These parameters are incidental. In fact they appear in formula (5.9) on much the same footing as do the parameters K2q.
We now show that formula (5.9) is actually an identity in these parameters. If these parameters are inaccurately or incorrectly calculated (with the single restriction that p > 0) formula (5.9) still holds. We have to prove Theorem 5.17 below, which is an example of Möbius inversion. Before doing this we prove two lemmas Lemma 1. Given any positive a, there exists a number A such that Proof. This follows using standard inequalities, the result of Lemma 1, and the formula for the sum of a geometric progression twice. Thus, L < Ë E AirAe-"""" = At A ¿C"*"/(l -e'"1"1) Consequently Eq. (5.9), besides being an identity in the quantities K2Q, is also an identity in the parameters which occur in Res (k) and also in a'™'11.
The formulas which correspond to the other representations of Part I are derived in much the same way. These have very much the same properties. Thus, 2C(""/ = E ^ + Re (4xi Res (2xm)) (5.18) + E JRim"uf -Ri2m'-Uf -Ê ,*Xi?.9) -A"""11 + A12""'11]
,-l;(«odd) L a-1 (mS) J and
These correspond to Eqs. (6.14) and (6.15) of Part I. The quantities K2Q.¡, \(q) and 8(q) are defined in (6.16) and (5.16) of Part I.
6. Functions with Complex Poles near the Interval (0, 1): Applications. In this section we discuss briefly some of the points which arise in the practical applications of these formulas. The discussion is limited to a method based on Eq. (5.9) which we term 'the modified method' and this is compared with a method based on Eq. (1.3) termed 'the standard method.' However, the discussion is of equal relevance in the context of the variant methods based on Eqs. (5.18) and (5.19).
The advantage of using the modified method (5.9) rather than the standard method is simply computational. If p is small, the set of quantities £,I2*n+2/, s -I, 2, 3, ■ • • , take on large values for moderate 5 and a large value of s may be required before the user is confident that oo (6.1) E l^nVV/l < 2e.
«-J+1
On the other hand the size of the quantities El2^l2(L')f, s = 1, 2, 3, • • ■ , is generally smaller for moderate s and so a smaller value of s, denoted by s(U), may be required before the user is confident that (6.2) E \E\Z:2\L')f\ < 2«.
t-I(L')+l
If this happens the effect of using the modified method is that the user is saved the calculation of (6.3) RUMf, s = siL')+ 1, ... ,s, but the additional cost incurred includes the calculation of the coefficients in Res ik) and the calculation of (6.4) A"'11, s = 1,2, ••• ,SiL').
In the case of a pole of order 1, this additional work is almost trivial. If f(x) is given in the form (6.5) fix) = 6ix)/ix -c)ix -c),
we find (6.6) a-x = 6ic)/2ip
and the terms occurring in (5.9) are given by (6.7) Re (4xi Res (2x/m)) = Re (4x/a_1e2Ti"":), (6.8) A1"'11 = Re iATia-./ie'2""" -1)).
Since values of these quantities are required successively for m = 1,2, • • • , the author has found it convenient to calculate these using complex arithmetic, updating the exponential using complex multiplication.
In the case of poles of higher order, the additional analytic work becomes more significant. Thus, if fix) has a pole of order 2 and takes the form (6.9) fix) = 6ix)/{ix-c)ix -c)}2
we find (6.10) a_, = (0(c) -ip6'ic))/Aip\ (6.11) a_2 = -6ic)/Ap2, and, after expressing ^,(1, mc) in analytic form (6.12) Re (4xf Res (2xm)) = Re (4xie2l'"":(a-1 + i7ca_2)), (6.13) A«-" = Re Lli-^-_ ^'í"-*'""jY \ {e-2r"nc -l (e_ï""' -1)2J/ Besides the human effort required to obtain these formulas, there is the added complication that the value of-or an approximation to-6'ic) is also needed.
In Tables 2a and 2b the behavior of the sequences El2'"\2f and E{2^2(L')f is illustrated. These sequences have been calculated for the function (6.14) fix) = -2-\_ , , , X = 0.4, p = 0.1,
x -2\x + X + ju using a computer whose machine accuracy parameter eM is 3 X 10-11. Analytic expressions for the values of // and the derivatives /<2a_1)(l) -/<2a_1>(0) and in Table 2b the residue a_! were used. Tables 2a and 2b illustrate the spirit of the modification and to some extent the spirit of the MIPS method. Comparison of the two tables shows that E2'Z+2f and E2n+2(L')f are virtually identical for large s, but are significantly different for small s. Because the calculation actually takes place using small values of s, considerable advantage accrues from using the modified method. This is despite the fact that asymptotically the formulas are identical.
Another point of interest is that it is possible to switch from the standard method to the modified method in the middle of a calculation. This is because E2nl2 iL )f -E2nl2 / -A , [m.l] This is illustrated in the Tables 2a and 2b . In a hand calculation of Table 2a it might be noticed that for s = 6, 7, 8, 9 the values of E['zuf are virtually independent of n for n = 2, 3, 4, 5 and are growing smaller with increasing s very slowly. At this stage the user could calculate the set of numbers A1''11 and update In practice, calculations which include this amount of supervision are rare.
But the remarks are equally valid in the context of updating an automatic code. The additional coding needed to modify a running code in this way is not significant.
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