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Abstract
Although applications of Bayesian analysis for numerical quadrature prob-
lems have been considered before, it’s only very recently that statisticians
have focused on the connections between statistics and numerical analysis
of differential equations. In line with this very recent trend, we show how
certain commonly used finite difference schemes for numerical solutions of
ordinary and partial differential equations can be considered in a regression
setting. Focusing on this regression framework, we apply a simple Bayesian
strategy to obtain confidence intervals for the finite difference solutions. We
apply this framework on several examples to show how the confidence inter-
vals are related to truncation error and illustrate the utility of the confidence
intervals for the examples considered.
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1. Introduction
Until the last decade or so, the connections between statistics and numer-
ical analysis had not been explored much. Research work that addressed
such connections were few and far in between until recently. Diaconis (1988)
was one of the first expository papers that provided examples of connection
between Bayesian analysis and numerical methods; to paraphrase Persi Di-
aconis from that paper, ‘it may even sound crazy to think that there exists
connections between numerical analysis and statistics’. However, such con-
nections do exist, as pointed out in Diaconis (1988), and further explored
in papers by O’Hagan, Ylvisaker, (O’Hagan (1991), Ylvisaker (1987)) and
many others and recently by Conrad and co-authors (Conrad et al, 2015)
and Chkrebtii and co-authors (Chkrebtii et al, 2016). For a comprehensive
list of papers related to this area, please refer to the references within the
last two papers mentioned above. O’Hagan’s and Diaconis’ work mainly ad-
dressed relations of statistics, especially Bayesian statistics, to quadrature
problems. Ylvisaker’s work was related to optimal statistical design in a
general context, but also had specific connections to quadrature problems.
All the above work were related to connections between statistical analysis
and numerical methods for quadrature or design points (mainly for quadra-
ture); none of them established a connection between statistical analysis and
numerical methods for differential equations. Recent papers, by Conrad and
co-authors and Chkrebtii and co-authors were the first two papers that ad-
dressed this connection, to the best of our knowledge. The work for the
present paper was done independently of the work by Conrad and Chkrebtii
and respective co-authors (-in Summer, 2016 and the authors were not aware
of Conrad et al and Chkrebtii et al until the writing stage of this paper, in
Fall 2016, when they were published). Although our paper is similar in spirit
to Conrad et al and Chkrebtii et al, the examples that we provide are com-
pletely different from those two papers. Our statistical approach is somewhat
simpler than theirs; we hope that our work will be a good addendum to the
above mentioned papers, and to this new emerging field of research in general.
For many finite difference methods that find an approximate solution βˆ at
discrete points for a differential equation, we may associate a linear regression
Y = Xβ + ε. (1)
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Here β is the unknown (column) vector of original solution values at the
respective discrete points, Y is a known (column) vector, X is a known
matrix, and ε is a vector of errors, with Y and X possibly depending on βˆ
and ε on the truncation error due to the approximation. The type of the
linear regression may vary from one finite difference method to the other.
Typically using this equation to estimate β has limited value in the sense that
the estimated β will not be not be much different from the approximation,
βˆ. However, the regression equation could be utilized to obtain confidence
intervals and this has a few important practical merits.
The importance and practical utility of a confidence interval obtained via this
approach are mainly due to the fact that the width of the interval depend
mostly on the size of the truncation error. One obvious merit is that confi-
dence intervals will give one an idea about the precision of the approximation.
In many physical, engineering and finance industry applications, differential
equations are solved for daily practical purposes, and hence knowing the
confidence interval will guide in making the decisions. Another important
practical use is in improving the finite difference approximation itself. If
there are segments of the solution where the confidence intervals are much
wider compared to other parts of the solution, then increasing the number
of design points (that is, decreasing the mesh width) just for that particular
segment will lead to a better approximation. In a way, this is an adaptive
approach for coming up with a non-uniform grid, with grid points clustered
in regions where they are most needed.
The goal of our paper is to explain these ideas more clearly using many dif-
ferent examples of finite difference methods. We start with a basic example.
Before we get to the examples, we describe the simple Bayesian statistical
approach that we utilize in all these examples.
We use a Bayesian approach to obtain the confidence intervals for the esti-
mate of β based on eq.(1). We follow the standard approach by first assuming
that ε is distributed N(0, σ2I) (that is, multivariate normal with mean vector
0 and variance-covariance matrix σ2I, where I is the identity matrix). We
assume a flat prior for β and an inverted-Gamma prior, IG(a, b) for σ2, so
that the posterior distribution for β is given by
P
(
β|Y,X, σ2) = N ((XTX)−1XTY, σ2(XTX)−1) .
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In each of the examples below, we draw 50500 samples from inverse-gamma
prior for σ2 and then draw the corresponding β from the posterior density.
The parameters for the inverse-gamma prior were chosen as a = m/2 and
b = a + 1, where m + 1 is the number of design points. We throw away the
first 500 β draws, and then calculate the 2.5% and 97.5% percentiles from
the remaining 50000 draws to obtain the lower and upper confidence limits
for β. We note here that although we refer to them as confidence intervals,
technically the standard terminology is credible intervals.
2. A simple example
We start with a simple finite difference method, slightly adapted from one
of the first examples given in LeVeque (2007). We consider the second order
ordinary differential equation (ODE)
u′′(x) = sin(x), 0 < x < pi
u(0) = 1, u(pi) = pi + 1.
The advantage of working with this simple problem is that we know the exact
solution: u(x) = − sin(x) + x + 1. With a mesh width h = pi/(m + 1) and
design points xj = jh, we denote by Uˆj the approximation to the solution
u(xj), j = 0, 1, . . . ,m+1, to be obtained via the finite difference scheme. We
set Uˆ0 = 1 and Uˆm+1 = pi + 1 to correspond with the boundary conditions.
Using a centered difference approximation for u′′(x), we may write a finite
difference equation
1
h2
(Uˆj−1 − 2Uˆj + Uˆj+1) = sin(xj), j = 1, . . . ,m, (2)
which leads to a linear system of m equations AUˆ = F , where
A =

−2 1
1 −2 1
1 −2 1
. . . . . . . . .
1 −2 1
1 −2

, F =

sin(x1)− 1h2
sin(x2)
...
sin(xm−1)
sin(xm)− (pi+1)h2
 and Uˆ =

Uˆ1
Uˆ2
...
Uˆm−1
Uˆm
 .
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The local truncation error is defined by replacing Uˆj with the solution u(xj)
in the finite difference formula eq.(2). So, if U = [u(x1), . . . , u(xm)]
T denote
the actual values of the solution, then AU − F = τ , where τ is the vector
of truncation errors. This equation may be re-written in the form of eq.(1)
with Y = F , X = A, U = β and ε = −τ .
With h = pi/100 (that is, m = 99), we fit the regression parameter β, and
obtained the confidence intervals using the Bayesian method outlined in the
introduction. The results are shown in figure 1. In the first panel (figure
1a), the black curve is the actual solution, u(x) = − sin(x) + x+ 1, between
0 and pi, the blue points are the finite difference approximation A−1F and
the red points correspond to the regression parameter fit. For this example,
the red points are almost smack on top of the blue points (so that it is hard
to distinguish between the two sets of points!) and they are perfectly in
alignment with the actual solution curve. The red dashed lines correspond
to the confidence interval obtained using the Bayesian fit.
Figures 1b and 1c illustrate the main point that we want to make with this
example. In figure 1b, we plot the width of the confidence interval for the
design points chosen between 0 and pi. In the figure we scale it with a factor
1/(2 × 1.96), so that if the errors are normally distributed, then this scaled
width correspond approximately to the ’standard error’. The shape of this
confidence-interval-width-curve is roughly that of a sine curve. This makes
sense because analytically (by applying Taylor series expansion to the jth
row in AU − F = τ) we have the expression for the truncation error as
τj = [u
′′(xj) +
h2
12
u′′′′(xj) +O(h4)]− sin(xj)
=
h2
12
u′′′′(xj) +O(h4)
= −h
2
12
sin(xj) +O(h
4).
Since the error term  in the regression equation used in this example was
equal to −τ , the leading term in the error is a scaled sine curve. The leading
term in the truncation error, −(h2/12) sin(x) is plotted in figure 1c. It is
easy to see that if we invert the curve in figure 1c, we get the same shape
as in figure 1b, although the scale is different. Thus, the main point is
rather simple: the width of the confidence interval mainly depends on the
5
truncation error at that point. The points where the confidence interval is
relatively wider are the points where the truncation error is relatively larger.
This simple point can have important practical utility as illustrated in the
next few examples.
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Figure 1: x-axis in all sub-figures is the interval [0, pi]. 1a) Black curve is the exact
solution, blue points are the finite difference solution, red points and the red dashed curves
are, respectively, the solution to the corresponding regression equation and the confidence
intervals obtained via the Bayesian method. 1b) Width of the confidence interval/(2 ×
1.96), 1c) leading term of the truncation error
3. Nonlinear simple pendulum example
Next we consider a nonlinear boundary value problem (BVP) which describes
the motion of a simple pendulum with a weight attached to a (massless) bar
of length L. Ignoring the forces of friction and air resistance, the well-known
differential equation for pendulum motion is
θ′′(t) = −(g/L) sin(θ(t)),
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where θ(t) is the angle of the pendulum from the vertical at time t and g is
the gravitational constant. Taking g/L = 1 for simplicity, we have
θ′′(t) = − sin(θ(t)).
An initial value problem with the initial position θ(0) and the initial angular
velocity θ′(0) is most natural for the pendulum problem, and gives a unique
solution at all later time points. However, we use the pendulum problem to
discuss and illustrate our methods to a BVP. In order to specify the BVP,
we set the initial location as θ(0) = α and the location at a later time point
T as θ(T ) = β. Formally, the 2-point BVP is
θ′′(t) = − sin(θ(t)) for 0 < t < T
θ(0) = α, θ(T ) = β.
For our specific example, we set α = β = 1.2 and T = 2pi. As pointed out
in LeVeque (2007) similar BVPs do arise in more practical situations, for
example, trying to shoot a missile in such a way that it hits a desired target.
Again, following LeVeque (2007), with θi = θ(ti), discretization can be done
as follows:
1
h2
(θi−1 − 2θi + θi+1) + sin(θi) = 0
for i = 1, 2, . . . ,m, where h = T/(m+ 1), θ0 = α and θm+1 = β. This can be
thought of as a nonlinear system of equations
G(θ1, . . . , θm) = 0, (3)
where G : Rm → Rm is the function whose ith component is
Gi(θ1, . . . , θm) =
1
h2
(θi−1 − 2θi + θi+1) + sin(θi).
LeVeque (2007) gives a Newton’s iterative scheme for solving eq.(3), and for
our present example, we assume that this scheme has been used to obtain
the solution θˆ to eq.(3). (In this section, we use bold letters to indicate that
the solution values or approximations we consider at the design points/grid
is a vector.)
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Assume θ is a solution to the original BVP. Then we may write
G(θ)−G(θˆ) = J(θˆ)(θ − θˆ) +O
(
||θ − θˆ||2
)
,
where
J(θˆ) =
[
Jij(θˆ)
]
m×m
=
[
∂
∂θj
Gi(θˆ)
]
;
that is,
Jij(θˆ) =

1
h2
, if j = i− 1 or; j = i+ 1
− 2
h2
+ cos(θˆi), if j = i
0, otherwise
Since θˆ is a solution to eq.(3), we get
G(θ) = J(θˆ)(θ − θˆ) +O
(
||θ − θˆ||2
)
. (4)
If we denote the truncation error by τ and the global error θˆ− θ by E, then
G(θ) = τ so that the above equation becomes
τ = J(θˆ)(θ − θˆ) +O (||E||2) .
Rearranging,
J(θˆ)θˆ = J(θˆ)θ + ε, (5)
where we have collected all the error terms into the term . This is a linear
regression equation of the form Y = Xβ+ε, where Y = J(θˆ)θˆ, X = J(θˆ) and
β = θ (the unknown solution to the BVP at the discrete timepoints). Since
the higher order terms for ||E|| are negligible, the error term ε is dominated
by the truncation error term.
One more fact to keep in mind regarding pendulum motion is that the cor-
responding differential equation can be approximated using the linearized
equation
θ′′(t) = −θ(t),
when the amplitude (i.e. α) is small. The linearized equation has a harmonic
solution θ(t) = α cos(t). However, for larger values of the amplitude the
harmonic solution is substantially different from the actual solution to the
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nonlinear differential equation (see, for example, Belendez et al, 2007). There
is an “explicit” solution to the IVP in terms of the Jacobi sine function, sn
(Belendez et al, 2007):
θ(t) = 2 sin−1(k sn(t− t0, k).
Here t0 represent the time that the pendulum reaches the bottom, and
k2 =
1
2
− 1
2
cos(θ) +
1
4
θ˙2
represents the total energy, which is a conserved quantity for this dynamical
system. The explicit form allows us to obtain a very accurate solution to our
BVP by solving two equations θ(0) = 1.2 and θ(2pi) = 1.2 for the unknowns
t0 and k. Although this requires a numerical method, the solution will con-
tain an error that is negligible when compared to the error from solving a
differential equation, so that for all practical purposes, we may take this nu-
merical solution as the ‘exact’ solution. Our result is t0 = 4.882567374 and
k = 0.5870761413; these values are used to plot the blue curve in figure 2.
We first chose equally spaced design points ti between 0 and 2pi by setting
h = 4/80 (m = 124). With starting values θ
[0]
i = α cos(ti) + (β − 0.2) sin(ti)
we ran Newton’s iterative scheme for 10 iterations, so that it converged to
within a tolerance limit of 10−14, to obtain the solution for the finite difference
scheme (which, keep in mind, is an approximation to the original unknown
solution). With this approximation θˆ, we fit the regression model mentioned
in the introduction to obtain the confidence intervals.
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Figure 2: x-axis in all sub-figures is the interval [0, 2pi]. 2a) Black curve is the finite
difference solution, green curve is the harmonic solution to the linear differential equation,
and the blue curve is the exact solution based on Jacobi’s elliptic function. The regression
fit is plotted as red circles and the corresponding confidence intervals as the red dashed
lines. 2b) Colors denote the same thing as for figure 2a. 2c) Circles represent the error
corresponding to the finite difference solution in figure 2a, and stars represent the error
corresponding to the finite difference solution in figure 2b
The results are shown in figure 2a. The finite difference solution obtained
using Newton’s iterative scheme is plotted as the black solid curve, the har-
monic solution to the linear differential equation is plotted as the green curve,
and the explicit solution based on Jacobi’s sine function is plotted as the blue
curve. The regression fit is plotted as red circles and the corresponding confi-
dence intervals as the red dashed lines. The important thing to notice is that
the width of the confidence interval varies across the domain, 0 < t < 2pi.
This suggests that the truncation error is larger in certain sections of the do-
main, and the accuracy could be improved by increasing the number of design
points just in those regions. The confidence interval is relatively wider, for
example, in the intervals [pi/2, pi] and [3pi/2, 2pi]. So, we increased the num-
ber of design points in those intervals by decreasing h from 4/80 to 3.3/80.
Since we would like to compare the new results to those presented in figure
2a, we have to ensure that the number of design points is the same in the
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overall interval [0, 2pi]. Hence we decreased the number of design points in
the intervals [0, pi/2] and [pi, 3pi/2] by taking h = 5.3/80, so that m remains
the same (m = 124) as in figure 2a. The revised results are plotted in figure
2b. It is immediately seen that the width of the confidence interval is smaller
than that in figure 2a, overall. But, more importantly, the accuracy of the
finite difference approximation (the black curve), which overlaps with the
Bayesian regression estimate (red triangles), has also increased. This latter
fact can be seen more clearly in figure 2c, where the error corresponding to
the finite difference solution in figure 2a is plotted as circles and the corre-
sponding error related to figure 2b is plotted as stars. We may observe that
the error was reduced not just in the intervals where we increased the number
of design points, but overall as well, which is reflective of the fact that the
error term in the regression and hence confidence interval in this example
depends on both the local truncation error τ and the global error E. Thus
this example illustrates clearly the helpfulness of calculating and plotting the
confidence interval for the finite difference approximation, when we consider
adaptively distributing the design points unevenly to reduce error.
As a last comment related to this example, one may wonder that instead of
the eq.(5), why not simply consider
θˆ = θ + ε1,
for some 1 following a normal distribution (-after all, this is the equation
one gets if one divides eq.(5) throughout by J(θˆ)). The answer is that the
error structure based on 1 is not reflective of the truncation error and hence
considering this new equation is not very helpful. To illustrate, we fit the
confidence interval for the regression estimate with Y = θˆ and X = I, the
identity matrix. The results are shown in figure A1 in the appendix. In this
case, the confidence intervals are just related to sampling error/variation.
4. Example with an interior layer for the solution
In this example, we consider the nonlinear boundary value problem
δu′′ + u(u′ − 1) = 0 for a ≤ x ≤ b
u(a) = γ1, u(b) = γ2,
(6)
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which is a singular perturbation problem since δ multiplies the higher order
derivative. With δ = 0, the reduced first order ODE can enforce only one
boundary condition. If u(a) = α is imposed, then the non-trivial solution to
the reduced equation is
u(x) = x+ γ1 − a (7)
and if u(b) = γ2 is imposed, the corresponding solution is
u(x) = x+ γ2 − b. (8)
On the other hand, for 0 < δ  1, the full equation (6) has a solution that
satisfies both the boundary conditions by following the line given in eq. (7)
near x = a and the (parallel) line in eq. (8) near x = b. Connecting these two
smooth portions of the solution is a narrow zone (the interior layer) where
u(x) is rapidly varying. In this layer, u′′ is very large and the δu′′ term in eq.
(6) is not negligible. Singular perturbation analysis can be done to determine
the location and the width of the interior layer, and then combining this inner
layer with the outer sections (7) and (8) of the solution one may obtain an
approximate solution of the form
u(x) ≈ u˜(x) ≡ x− x¯+ w0 tanh
(
w0
x− x¯
2δ
)
,
where
w0 =
1
2
(a− b+ γ2 − γ1) and x¯ = 1
2
(a+ b− γ1 − γ2).
(See again Leveque (2007) for details of the derivation of this approximate
solution.) The green curve shown in some of the plots below (and appendix)
related to this example, correspond to approximate solution based on the
above formula. For the specific illustrative examples below we chose a =
0, b = 1, α = −1 and β = 1.5.
In order to obtain a numerical solution at grid points xi = a+ih, i = 1, . . . ,m,
where h = (b− a)/(m+ 1), we may discretize eq. (6) to obtain the following
set of finite difference equations:
Gi(Uˆ) = δ
(
Uˆi−1 − 2Uˆi + Uˆi+1
h2
)
+ Uˆi
(
Uˆi+1 − Uˆi−1
2h
− 1
)
= 0,
12
with Uˆ0 = γ1 and Uˆm+1 = γ2. This gives a nonlinear system of equations
G(Uˆ) = 0 as in example 2, which can be solved using Newton’s method.
The values of the perturbation-analysis based approximate solution above at
the discrete points xi can be used as starting values for Newton’s algorithm.
Again, as in example 2, assuming that an approximate solution Uˆ has been
obtained using Newton’s iterative scheme, we may set up a linear regression
Y = Xβ+ε, where Y = J(Uˆ)Uˆ , X = J(Uˆ), β = U (the unknown solution
to eq. (6)), and the error term ε depends mainly on truncation error. Here,
J(Uˆ) is an m×m matrix, with ijth element
Jij(Uˆ) =
∂
∂Uˆj
Gi(Uˆ) =

δ
h2
− Uˆi
2h
, if j = i− 1
−2δ
h2
+ (
Uˆi+1 − Uˆi−1
2h
− 1), if j = i
δ
h2
+
Uˆi
2h
, if j = i+ 1
0, otherwise
There are two issues that pop up when dealing with this example. The
regression approach and the corresponding confidence intervals will be of
practical assistance when dealing with both the issues. The first issue is the
non-convergence, or convergence to the wrong solution, of Newton’s iterative
scheme for very small δ. For example, for δ = 0.1, Newton’s method con-
verges in about 150 iterations if we use h = 1/201 (that is, 200 equally spaced
design points). However, when δ = 0.01, for the same equally spaced mesh
width, Newton’s method doesn’t converge even after 500 iterations (see the
animation figure uploaded as an ancillary file). In fact, the iterations seem
to recycle among the same approximations periodically. Even with a much
smaller mesh width h = 1/1001 (that is, 1000 equally spaced design points),
convergence doesn’t occur even in 10000 iterations (plot available on request).
Note that Newton’s method does converge if we choose large number of (e.g.
1000) unevenly spaced design points appropriately (-more on this in the next
paragraph-), but in this case the convergent solution is far removed from the
approximate solution obtained via singular perturbation analysis (see sup-
plementary figure A2). Hence it makes us suspect that Newton’s iteration
converged to the wrong solution for this non-uniform design.
The second issue is related to the spacing (uniform vs. non-uniform) of
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the design points for this example. Using perturbation analysis it could be
shown that the width of the interior layer is of order δ (i.e. very small).
Thus, in order to obtain a sufficiently accurate solution, especially with good
accuracy for the tiny interior layer, one needs grid points which are sufficiently
close enough (hence very large number of grid points). However, if we use a
uniformly spaced grid, this would lead to a waste of resources since a large
chunk of the solution (that is, the section other than the interior layer) is very
smooth and requires only very few grid points to obtain good accuracy. This
suggests using a non-uniform grid with design points highly clustered for the
interior layer and very sparse for sections other than the interior layer - this
could be obtained analytically using singular perturbation analysis. However
analytical approaches may not be available all the time. An alternate (non-
analytical) approach is based on the confidence intervals, which we illustrate
below.
As we mentioned above, when δ = 0.01 and with 200 equally spaced grid
points, Newton’s method for the finite difference scheme doesn’t converge;
so, we stopped at the 500th iteration and used the approximation obtained at
the last iteration as Uˆ in the regression equation. The regression fit obtained
and the confidence intervals are shown in figure 3a. It is easy to see that
the confidence intervals are very wide (and hence the truncation error very
large) near the interior layer, compared to other regions. So, we introduced
an extra 200 equally spaced points in the subinterval [0.2, 0.8] of the domain
with mesh width (0.8 − 0.2)/200 = 0.003. The resulting solution (shown in
figure 3b) gets much closer to the approximate solution (green curve) ob-
tained analytically using the perturbation analysis, but still there is a lot of
scope for improvement. The width of the confidence interval in figure 3a or
figure 3b, if plotted over the domain [0, 1], is a bell shaped curve centered at
a point near the interior layer. This suggests generating design points from a
distribution with a bell-shaped density (e.g. normal distribution). We gener-
ated 200 points from a standard normal distribution and rescaled them to fit
within the interval [0, 1]. We used these 200 points in addition to the equally
spaced 200 points to run Newton’s method till the 500th iteration and used
the approximation at the last iteration as Uˆ to fit the regression. The re-
sults (shown in figure 3c) are definitely a big improvement over those shown
in figures 3a or 3b. We redid the analysis with 400 extra points, and then
again with 5000 extra points from the normal distribution, and the results
are shown in figures 3d and 3e, respectively. The solution in figure 3e is very
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close to the approximate solution obtained analytically, and the correspond-
ing confidence intervals are very thin indicating only very small truncation
error. In conclusion, this example clearly illustrates how the (width of the)
confidence intervals can be used in designing the non-uniform grid for the
finite difference method.
We would like to note here that non-convergence that we mentioned above
and shown in animation figure A2 in the appendix, is a bit artificial. At each
iteration in Newton’s method, we have to invert the corresponding matrix J .
We used the statistical software R for all the numerical computations in this
paper. In R, there are 2 ways to invert a matrix: either using the function
’solve’ or using ’chol2inv ’; solve is a more generic function which can be used
to invert any invertible matrix, while chol2inv inverts a symmetric, positive
definite square matrix from its Choleski decomposition. In this particular
example, both solve and chol2inv can be used. The non-convergence that
we mentioned above is when we use solve; when we use chol2inv Newton’s
method converges in about 3 iterations. Nevertheless, since our main goal
was to emphasize the utility of confidence intervals, hopefully this example,
even though a bit artificial, is illustrative.
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Figure 3: x-axis in all sub-figures is the interval [0, 1]. Green curves in all figures is the
approximate solution obtained analytically using singular perturbation method. The solid
red curve is the regression fit, and the dashed red lines are the confidence intervals for
the regression fit. The number and type (uniform vs. non-uniform) of grid points varied
across the subfigures: 2a) 200 evenly spaced grid points with mesh width 0.005; in addition
to the grid points in figure 2a, the following sub-figures had extra grid points: 2b) 200
evenly spaced points between 0.2 and 0.8 with width 0.003, 2c) 200 points from a normal
distribution scaled to lie in the interval [0, 1], 2d) 400 points from a normal distribution
scaled to lie in the interval [0,1] and 2e) 5000 points from a normal distribution scaled to
lie in the interval [0,1]. In sub-figure 2f we put together all the regression fits from the
previous figures 2a to 2e, going from right to left, so that comparisons could be made.
5. Applications to Black-Scholes equation
Next we consider discretization of the famous Black Scholes equation for
European call option in finance (Hull, 2008). Denoting by V (S, τ), the value
of the option as a function of the underlying asset value (e.g. stock price)
and time τ , the corresponding Black Scholes equation is
∂V
∂τ
+
1
2
σ2S2
∂2V
∂S2
+ r
∂V
∂S
− rV = 0.
Here r, the interest rate, and σ, the volatility rate are given numbers. Let
T denote the expiry time of the option. Applying a change of variables,
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t = T − τ , so that we have an initial condition, rather than a final condition,
we re-write the above equation as
∂V
∂t
− 1
2
σ2S2
∂2V
∂S2
− r∂V
∂S
+ rV = 0, (9)
and the initial condition as V (S, 0) = max(S − E, 0), where E is the exer-
cise price. We also have the boundary conditions V (0, t) = 0 and V (S, t)→
S − E exp (−r(T − t)) as S → ∞. We consider an implicit finite difference
method for numerically solving the equation using the following discretiza-
tion.
We divided the time interval [0, T ] into M equally sized subintervals of length
∆t. Technically, S can take values in the infinite interval [0,∞). In prac-
tical situations, for discretization, an upper limit Smax is imposed and the
finite interval [0, Smax] is divided into N subintervals of length ∆S. Smax
is typically taken as three or four times the exercise price. Based on the
above discretization, the rectangle [0, Smax] × [0, T ] = [0, N∆S] × [0,M∆t]
is approximated by a grid (n∆S,m∆t), n = 0, . . . , N, m = 0, . . . ,M. We
denote by vmn , the value of V at the grid point (n∆S,m∆t).
In the fully implicit scheme, the derivatives are approximated by
∂V
∂t
(n∆S, (m+ 1)∆t) =
vm+1n − vmn
∆t
+O(∆t),
∂V
∂S
(n∆S, (m+ 1)∆t) =
vm+1n+1 − vm+1n−1
2∆S
+O((∆S)2),
∂2V
∂S2
(n∆S, (m+ 1)∆t) =
vm+1n+1 − 2vm+1n + vm+1n−1
(∆S)2
+O((∆S)2).
Putting it all together, the discretized version of eq. (9) is(
vm+1n − vmn
∆t
)
−1
2
σ2n2(∆S)2
(
vm+1n+1 − 2vm+1n + vm+1n−1
(∆S)2
)
−rn∆S
(
vm+1n+1 − vm+1n−1
2∆S
)
+rvm+1n = 0,
n = 1, . . . , (N − 1), m = 0, . . . (M − 1).
Multiplying throughout by ∆t and re-arranging terms, the above equation
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can be written in matrix form as
Avm+1 = bm, m = 0, . . . , (M − 1), (10)
where
A =

d1 u2 0 . . . 0
l1 d2 u3 . . . 0
0
. . . . . . . . .
...
...
. . . . . . uN−1
0 . . . lN−2 dN−1
 , vm+1 =

vm+11
vm+12
...
vm+1N−2
vm+1N−1
 , bm =

vm1
vm2
...
vmN−2
vmN−1
−

l0v
m+1
0
0
...
0
uNv
m+1
N
 ,
dn = 1 + β + αn
2, n = 1, . . . , (N − 1),
un = −12(β(n− 1) + α(n− 1)2), n = 2, . . . , N,
ln =
1
2
(β(n+ 1) + α(n+ 1)2), n = 0, . . . , (N − 2),
α = σ2∆t, β = r∆t.
Here A is an (N−1)×(N−1) matrix and vm, bm are vectors of length (N−1)
for all m. At each time step, the implicit method provides a linear system of
equations based on eq. (10) to be solved. If we denote by V mn the true value
of the solution at the grid point (n∆S,m∆t), V m the corresponding vector,
and the truncation error at the mth time step by em, then we have
AV m+1 = bm + em, m = 0, . . . , (M − 1),
which gives a regression equation at each time step that would help us find
a confidence interval for vm (as described in the introduction). We im-
plemented the numerical scheme described above for the following values:
T = 0.25, E = 10, r = 0.1, σ = 0.4, Smax = 40, N = 200 and M = 2000.
Note that the numerical solution that we obtained can be compared with the
exact solution for the Black Scholes equation for European call option given
by
V (S, t) = SΦ(d1)− Ee−r(T−t)Φ(d2),
where the Φ(·) is the cumulative standard normal distribution function and
d1 =
log(S/E) + (r + 1
2
σ2)(T − t)
σ
√
T − t , d2 =
log(S/E) + (r − 1
2
σ2)(T − t)
σ
√
T − t .
18
In the figure 4 below, we plot the results for v10 (i.e. m = 10). The results and
the conclusions for all other time points are similar. In figure 4a, we plot the
results based on the exact solution, the numerical solution and the regression
estimate, all of which more or less overlap. The confidence intervals for the
regression estimate is also plotted. In figure 4b, the absolute error (i.e. |exact
solution - numerical estimate|) is plotted as the black curve. It is easy to note
that the absolute error goes up near the exercise price, which is consistent
with what is known in the literature. Absolute error may not give the best
picture, since the solutions are very near zero to the left of the exercise price,
and it is comparatively very high for values far to the right of exercise price.
A better error estimate is the relative error, defined as absolute error/exact
solution, which is plotted as the blue curve in figure 4b. Relative error is
consistently large for prices to the left of the exercise price, and falls off
dramatically to the right of the exercise price. We were able to calculate the
errors plotted in figure 4b because we know the exact solution. However for
many other examples in finance, the exact solution is not available - we have
to come up with the error estimates from the numerical solution itself. Our
goal is to see whether the confidence intervals proposed in the paper will help
us with this query.
The width of the confidence intervals is plotted in figure 4c. As one may see,
it doesn’t quite match with either of the curves plotted in figure 4b. The
width of the confidence intervals steadily goes down to the right as does the
relative error, but the shape of the former does not look like that of the latter.
In order to obtain a measure that is somewhat similar to the relative error,
we may divide the width of the confidence interval by the regression estimate
(plotted as the blue curve in figure 4d) or by the sum of the confidence limits
(plotted as the black curve in figure 4d). In order to avoid division by zero,
we add 1 to the original value in the denominator. Now, it is clearly seen
that the shape of the curves in figure 4d is very similar to that of relative
error. Thus, in scenarios like this example, where the value of the solution is
very near zero in certain segments and very high for certain others, width of
the confidence interval could be used to get an idea of the relative error.
19
0 50 100 150 200
0
10
20
30
4a
0 50 100 150 200
0.0
0.4
0.8
4b
0 50 100 150 200
2.5
3.0
3.5
4.0
4c
0 50 100 150 200
0
1
2
3
4
4d
Figure 4: In all subfigures, the x-axis represent the grid points n∆S for the interval
[0, Smax]; N = 200, n = 0, . . . , N and ∆S = Smax/N = 40/200 = 0.2. The exercise price
E = 10 corresponds to n = 50. Fig 6a: the y-axis represents the option price. Red curve
is based on the exact formula; green points based on the numerical solution; blue points
based on the regression estimate and the the two blue curves represent the confidence
intervals. Fig. 6b: Absolute error is plotted as black points and relative error as blue
points. Fig. 6c: Width of the confidence intervals plotted in figure 6a. Fig 6d: Estimates
of the relative error based on the width of the confidence intervals, using the formula
(width of CI)/(D + 1), where D = sum of the confidence limits for the black curve and
D = regression estimate for the blue curve.
6. Applications in population genetics
Next we illustrate the usefulness of confidence intervals for an example from
population genetics, that uses the Crank-Nicholson implicit finite difference
scheme. In population genetics, it is considered that the frequency, p, of
an allele at a specific genomic location changes over time (that is, from
generation to generation). If we assume that the population is sufficiently
large and the change in p per generation sufficiently small then the change in
p through time may be approximated by a continuous stochastic process. If
there are two alleles, a and A, at a specific location with frequencies 15% and
85% respectively, in the current generation, then it is possible that at some
time in the future (say, T = 6000th generation) the frequency of the allele
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A is 100%. When this happens (that is, when frequency becomes 100%)
we say that the allele A is fixed. One quantity of interest for population
geneticists is the probability of allele fixation at a time/generation t, denoted
by u(p0, t). Here time (considered synonymous with generation) is a discrete
variable t = 0, 1, . . ., where t = 0 corresponds to the first generation; p0 is
the frequency of allele-of-interest in the first generation. Kimura (1964) was
one of the first papers that dealt with this probability of fixation; for our
illustrative example, we focus on results from Wang and Rannala (2004),
where u(p0, t) is given as a solution of the following differential equation
(assuming t as continuous for a moment):
∂u
∂t
(p0, t) =
p0(1− p0)
4Spop
∂2u
∂p20
(p0, t) + sp0(1− p0) ∂u
∂p0
(p0, t)
with boundary conditions u(1, t) = 1 u(0, t) = 0. Here Spop, the size of
the population, and s, a constant called the ’selection coefficient’ are given
numbers. We prefer to use the notation x instead of p0, so that the above
equation in our preferred notation is
∂u
∂t
=
x(1− x)
4Spop
∂2u
∂x2
+ sx(1− x)∂u
∂x
. (11)
We also have the initial condition u(x, 0|x0) = δ(x − x0), where x0 is the
frequency of the allele in the first generation.
x lies in the interval [0, 1] and we discretize the interval [0, 1] with a mesh-
width of ∆x = 0.0005. t ranges from 0 to T for some large T . Since t is
interpreted as the tth generation, a natural discretization is based on ∆t = 1.
For our example, we follow the above discretization so that the generic grid
point is (n∆x,m∆t) = (0.0005n,m), where n = 0, . . . N , m = 0, . . .M ;
N = 2000,M = 6000, and the value of u at the generic point is represented
as umn . For the Crank-Nicholson scheme we have
∂u
∂t
=
um+1n − umn
∆t
,
∂u
∂x
=
1
2
(
umn+1 − umn−1
2∆x
+
um+1n+1 − um+1n−1
2∆x
)
=
um+1n+1 + u
m
n+1 − um+1n−1 − umn−1
4∆x
,
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∂2u
∂x2
=
1
2
(
umn+1 − 2umn + umn−1
(∆x)2
+
um+1n+1 − 2um+1n + um+1n−1
(∆x)2
)
=
um+1n+1 + u
m
n+1 − 2um+1n − 2umn + um+1n−1 + umn−1
2(∆x)2
,
so that eq. (11) may be approximated by
∂u
∂t
=
(n∆x)(1− n∆x)
4Spop
(
um+1n+1 + u
m
n+1 − 2um+1n − 2umn + um+1n−1 + umn−1
2(∆x)2
)
+s(n∆x)(1− n∆x)
(
um+1n+1 + u
m
n+1 − um+1n−1 − umn−1
4∆x
)
.
Substituting the given values for Spop, s,∆x and ∆t and denoting αn =
10−3n(1−0.0005n), we may rearrange the terms in the above approximation
to get
−249.25αnum+1n−1 + (1 + 500αn)um+1n − 250.75αnum+1n+1
= 249.25αnu
m
n−1 + (1− 500αn)umn + 250.75αnumn+1,
n = 1, . . . , (N − 1), m = 1, . . . , (M − 1),
which in matrix notation will be
Aum+1 = Bum + bm, where (12)
A =

1 + 500α1 −250.75α1 0 . . . 0
−249.25α2 1 + 500α2 −250.75α2 . . . 0
0
. . . . . . . . .
...
...
. . . . . . −250.75αN−2
0 . . . −249.25αN−1 1 + 500αN−1
 ,
B =

1− 500α1 250.75α1 0 . . . 0
249.25α2 1− 500α2 250.75α2 . . . 0
0
. . . . . . . . .
...
...
. . . . . . 250.75αN−2
0 . . . 249.25αN−1 1− 500αN−1
 ,
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um =

um1
um2
...
umN−2
umN−1
 , bm =

249.25α1(u
m
0 + u
m+1
0 )
0
...
0
250.75αN−1(umN + u
m+1
N )
 .
Based on the boundary conditions, we have um0 = u
m+1
0 = 0 and u
m
N =
um+1N = 1, so that b
m reduces to [0, 0, . . . , 0, 501.5αN−1]
t . If we denote by Umn
the actual values of the solution at the grid points and Um the corresponding
vector, then from eq. (12) we obtain
Bum + bm = AUm+1 + em,
where em denotes the truncation error at the mth time step. With Y =
Bum+ bm and β = Um+1, this is a regression equation of the form mentioned
in the introduction, based on which confidence intervals for Um+1 can be
obtained. In the table below, we present the fixation probability estimates,
and the corresponding confidence intervals at the 1000th generation when
the initial the initial frequency is 0.0005 and 0.1, obtained using the above
scheme.
Numerical results
p0 fixation probability 95% CI 95% CI
(u(p0, 1000) ) lower limit upper limit
0.0005 0.000168985 0.00 1.00
0.001 0.000339403 0.00 0.6608832
0.1 0.058862310 0.00 0.3229033
7. Conclusions
Recently, there has been interest in exploring the connections between statis-
tics and numerical analysis related to differential equations. In this paper,
we show how some of the common finite difference schemes used to obtain
numerical solutions for differential equations can be thought of as a regres-
sion problem. Using a simple Bayesian approach to solve the corresponding
regression problem, we may obtain confidence intervals for the finite differ-
ence solutions. Applying this simple strategy to several basic examples, we
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show how the confidence intervals are related to truncation error and thus
illustrate the utility of the confidence intervals for the examples.
There are limitations to the work presented in this paper, the most obvious
being extra (sometimes large amount of) time required to calculate the con-
fidence intervals in addition to the numerical solutions. This would be less
of an issue as the speed of computers increase in the future.
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Appendix A.
Supplementary Figures
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Figure A1: x-axis is the interval [0, 2pi]. Black solid curve is the finite difference solution
obtained using Newton’s iterative scheme, green curve is the harmonic solution to the
linear differential equation and the exact solution based on Jacobi’s elliptic function is
plotted as the blue curve. The regression fit is plotted as red circles and the corresponding
confidence intervals as the red dashed lines.
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Figure A2: Convergence of Newton’s iteration, for the difference equation in section 5,
to a solution quite different from the approximate solution obtained using singular per-
turbation analysis, when δ = 0.01 and grid sample size equals 1000 (200 equally spaced
and 800 from a normal distribution). Black curve is the finite difference solution at the
10000th iteration of Newton’s iterative scheme, green curve is the approximate solution
from singular perturbation analysis
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