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Abstract
The main object of study is the theory of Schro¨dinger operators with meromorphic
potentials, having trivial monodromy in the complex domain. In the first part we
study the spectral properties of a class of such operators related to the classical
Whittaker-Hill equation(− d2
dx2
+ A cos 2x+B cos 4x
)
ψ = λψ.
The equation, for special choices of A and B, is known to have the remarkable prop-
erty that half of the ‘gaps’ eventually become closed (semifinite-gap operator). Using
the Darboux transformation we construct new trigonometric examples of semifinite-
gap operators with real, smooth potentials. A similar technique applied to the Lame´
operator gives smooth, real, finite-gap potentials in terms of classical Jacobi elliptic
functions.
In the second part we study the singular locus of monodromy-free potentials in the
complex domain. A particular case is given by the zeros of Wronskians of Hermite
polynomials, which are studied in detail. We introduce a class of partitions (doubled
partitions) for which we observe a direct qualitative relationship between the pattern
of zeros and the shape of the corresponding Young diagram. For the Wronskians
W (Hn, Hn+k) we give an asymptotic formula for the curve on which zeros lie as
n→∞. We also give some empirical formulas for asymptotic behaviour of zeros of
Wronskians of 3 and 4 Hermite polynomials. In the last chapter we apply the theory
of monodromy-free operators to produce new vortex equilibria in the periodic case
and in the presence of background flow.
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Introduction
Since the work of Floquet and Bloch, it has been known that the spectrum of the
Schro¨dinger operator
L = − d
2
dx2
+ u(x)
with a smooth, real, periodic potential u(x + T ) ≡ u(x) has a band structure (as
is displayed in Fig.1). In the 1970s, starting with Novikov’s seminal work [47], a
beautiful finite-gap theory - linking spectral theory with classical algebraic geometry
- was developed, see [19, 25, 33, 38, 44]. It turns out that all operators having only
a finite number of gaps in their spectrum can be described explicitly in terms of
hyperelliptic Riemann theta functions [33]. The simplest one-gap operator is a
particular case of the famous Lame´ operator
L = − d
2
dx2
+ 2℘(x),
where ℘(x) is the Weierstrass elliptic function (shifted by the imaginary half-period
to make it non-singular). None of the smooth, real, periodic finite-gap potentials
(except constants) can be expressed in terms of elementary trigonometric functions.
+2
λ
-2
Figure 1: Graph of Hill’s discriminant and the band structure of a generic periodic
potential.
On the other hand, there are smooth trigonometric potentials for which every
second gap will eventually close. We call such potentials semifinite-gap. A trivial
example can be given by any potential which has a period T/2, but is considered
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as T -periodic. For such a potential one can easily check that all the odd gaps are
closed.
A more interesting example is given by the so-called Whittaker-Hill potential
u(x) = A cos 2x+B cos 4x,
with
A = −4αs, B = −2α2,
for any real α, and natural s. Namely, it is known (Magnus-Winkler [43], Djakov-
Mityagin [18]) that for odd s = 2m + 1 all the even gaps, except the first m, are
closed and for even s = 2m the same is true for odd gaps.
In the first part of this thesis, we construct explicit new trigonometric examples of
semifinite-gap potentials by applying the Darboux transformation to the Whittaker-
Hill operator. The main issue here is the regularity of the corresponding potentials,
which we discuss in detail.
It is known after Whittaker [63] that the Whittaker–Hill operator with
u = −(4αs cos 2x+ 2α2 cos 4x)
with odd s = 2m + 1 has the set of explicit eigenfunctions ψ0, . . . , ψ2m of the form
ψ(x) = ϕ(x)eα cos 2x, where ϕ(x) is a trigonometric polynomial. Let I = {i1, . . . , ik}
be the subset of {1, . . . , 2m} and
WI = W (ψi1 , . . . , ψik)
be the corresponding Wronskian. Let us introduce also the Wronskian of the corre-
sponding functions ϕj = ψje
−α cos 2x :
VI(x) = W (ϕi1 , . . . , ϕik) = e
−kα cos 2xWI .
We are looking for the subsets I such that the corresponding Darboux transfor-
mations
u˜ = u− 2D2 logWI = 4α(2k − s) cos 2x− 2α2 cos 4x− 2D2 log VI (1)
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are non-singular. This clearly happens if and only if the Wronskian WI has no real
zeros on the whole line.
We claim that this holds for the following subsets. First of all we call a cluster
any pair {2k − 1, 2k} as well as a single element set {0}. By definition, the cluster
subsets I ⊂ {0, . . . , 2m} are those which consist of several clusters. In other words,
the subset I is called a cluster when it contains an element 2k − 1 if and only if it
contains 2k for all k = 1, . . . ,m.
ψ0
ψ1
ψ2
ψ2n-1
ψ2n
λ0
λ1
λ2
λ2n
Eigenvalues Eigenfunctions
λ2n-1
Cluster Pair
Figure 2: A cluster pair.
Our first main result is that the Wronskian WI(x) has no zeros on the real line if
and only if I is a cluster subset (see Theorem 2).
The second result is about spectral properties of the corresponding operators.
We claim (see Theorem 3) that for any integer s, and any cluster k-element subset
I ⊂ {1, . . . , 2m}, m = [s/2], the Schro¨dinger operator
LI = −D2 + 4α(2k − s) cos 2x− 2α2 cos 4x− 2D2 log VI(x)
is a non-singular, periodic operator with an even trigonometric potential. It has the
same semifinite-gap spectrum as the Whittaker–Hill operator (1.2), but different
positions of the Dirichlet eigenvalues in the gaps determined by the set I.
This gives us, for any s = 2m+ 1, 2m+1−1 new semifinite-gap potentials in terms
of elementary functions. We note that all non-constant, trigonometric potentials re-
sulting from Darboux transformations applied to the zero potential are known to be
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singular (in contrast to the hyperbolic case, where we have many non-singular mul-
tisoliton potentials). So the existence of a large class of regular, periodic potentials
in elementary functions in the semifinite-gap case would seem to be interesting.
We should also mention that for the hyperbolic version of the Whittaker–Hill
operator, with u(x) = 4αs cosh 2x+ 2α2 cosh 4x, the Darboux transformations were
considered by Razavy in [50], but the general regularity question was not addressed
in that paper (which is different in the hyperbolic case anyway). In the framework
of quasi-exactly solvable systems, the Whittaker-Hill equation appears as type X in
Turbiner’s list [60] and was discussed in detail in [24].
We conclude the first part by applying the same technique to the Lame´ equation
L = − d
2
dz2
+ s(s+ 1)k2sn2(z; k), (2)
where sn(z; k) is the Jacobi elliptic function, with real modulus 0 < k < 1. As a
result we present some explicit examples of smooth real 2-gap potentials in elliptic
functions, which may be new. Darboux transformations of the Lame´ equation have
been studied previously by Takemura [58] in connection with the Heun equation,
however the reality and smoothness properties - which are of paramount importance
to us - seem not to have been addressed before.
In the second part of the thesis we shift our attention to the complex domain
and study the pole configurations of monodromy-free potentials. The setting is the
following: consider a Schro¨dinger operator
L = − d
2
dz2
+ u(z)
with a meromorphic potential u(z), not necessarily real. Such an operator is called
monodromy-free if all the solutions of the corresponding Schro¨dinger equation, Lψ =
λψ, are meromorphic in the whole complex plane, for all λ.
The first classification result in this area is due to Duistermaat and Gru¨nbaum
[21], who described all monodromy-free operators with rational potentials decaying
at infinity. The pole configurations of the corresponding potentials were studied
earlier by Airault, McKean and Moser [2] in relation to rational solutions of the
KdV equation.
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Oblomkov [48] generalised Duistermaat-Gru¨nbaum’s result to the case of asymp-
totically quadratic growth. He showed that all the rational, monodromy-free oper-
ators, with rational potentials growing like z2 at infinity, are the results of Darboux
transformations applied to the harmonic oscillator. The corresponding potentials
have the form
u(z) = −2 d
2
dz2
logW (Hk1 , . . . , Hkn) + z
2 + c
where Hk(z) is the k-th Hermite polynomial, k1 > k2 > · · · > kn is a sequence of
different positive integers and W (f1, ..., fn) is the Wronskian of functions f1, ..., fn.
We are interested in the geometry of the pole configurations of these potentials
(the locus, in the terminology of Airault, McKean and Moser), which are the same
as the zero sets of the corresponding Wronskians. This locus has an interesting
relationship with the Calogero-Moser problem and log-gas in a harmonic field, see
[62]. In the case when k1, ..., kn are consequent numbers it can be also interpreted
as the pole set of some rational solutions of the fourth Painleve´ equation, and has
a regular rectangle-like structure in the complex plane, as was revealed numerically
by Clarkson [13].
￿3 ￿2 ￿1 1 2 3
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￿0.5
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1.0
￿4 ￿2 2 4
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￿0.5
0.5
1.0
1.5
Figure 3: Examples of pole configurations when k1, . . . , kn are consequent.
A natural question is, given a list of non-negative, increasing integers k1 < k2 <
. . . < kn, can we predict the pattern of the zeros of W (Hk1 , Hk2 , . . . , Hkn)? In
this generality, such a quest is almost certainly hopeless. The patterns formed can
be exceptionally complicated, ranging from the enigmatically beautiful (Fig.4) to
something resembling a novice’s first effort at the firing range (Fig.5). However, if
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we restrict our attentions to certain special subsets of integers, then it turns out
that we can predict qualitatively the corresponding pattern in the zeros.
￿3 ￿2 ￿1 1 2 3
￿2
￿1
1
2
Figure 4: Zeros of W (H2, H5, H8, H11, H14, H17, H21, H25, H29, H33).
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Figure 5: Zeros of W (H5, H9, H15, H18, H21, H22, H27, H29, H41, H42).
To label these special subsets, we use the notion of a partition and the corre-
sponding pictorial representation known as a Young diagram. Take a partition λ of
N ∈ N into n parts, λ = (λ1, ..., λn), λ1 ≥ . . . λn ≥ 1, such that λi = ki − n + i,
i = 1, ..., n. In other words, the levels ki are related to λi by
k1 = λ1 + n− 1, k2 = λ2 + n− 2, . . . , kn−1 = λn−1 + 1, kn = λn.
The main question is whether we can “read off” the partition λ from the pattern
of zeros? In general, this seems to be a difficult question. Our main observation
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in [23] (based on numerical experiments using Mathematica) is that although for a
general partition, λ, the picture is quite complicated, for its doubled version
λ2×2 = (2λ1, 2λ1, . . . , 2λn, 2λn)
there exists a simple qualitative relation between the shape of the Young diagram
and the pattern of zeroes of the corresponding Wronskian.
In the case of the two-term Wronskian W (Hn, Hn+k) we have some quantitative
results. Namely, for fixed k and large n we give an explicit formula for the asymptotic
curve on which the zeros lie in the region |x/√2n| < 1−δ, |y/√2n| >  log n, , δ > 0:
|y| = 1
2
√
2n− x2
(
ln
(8n
k
)
+ ln (1− x2/2n) + 1
2
ln |1− T 2k (x/
√
2n)|
)
+O(n−3/2)),
where Tk(x) = cos k arccosx is the k-th Chebyshev polynomial. The distribution
of the real parts of the zeros on this curve satisfy Wigner’s semicircle law. The
derivation is based on a version of the classical Plancherel-Rotach formula [57] found
by Deift et al in [17]. See Fig.6 for a comparison in the case n = 100.
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Figure 6: Comparison between the zeros and the curve for Left: W (H100, H101),
Right: W (H100, H105).
We also give the following empirical formula for the asymptotic shape of the non-
real zeros of W (Hn−k, Hn, Hn+k) for large n and k << n:
|y| = 1√
2n− x2
(
ln
(6n
k
)
+ ln (1− x2/2n) + 1
2
ln |1− T 2k (x/
√
2n)|
)
(3)
See Fig.7 below.
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Figure 7: A comparison of the predicted curve and the computed zeros in the three
term case. Left: W (H100, H103, H106) Right: W (H100, H105, H110)
Similarly, for W (Hn, Hn+k, Hn+2k, Hn+3k) we suggest the following empirical for-
mulas:
|y| = 1
2
√
2n− x2
(
ln
(4n
k
)
+ ln (1− x2/2n) + 1
2
ln |1− T 2k (x/
√
2n)|
)
(4)
for the middle curve and
|y| = 3
2
√
2n− x2
(
ln
(4n
k
)
+ ln (1− x2/2n) + 1
2
ln |1− T 2k (x/
√
2n)|
)
(5)
for the outside curve. See Fig.8 (left).
And for W (Hn, Hn+1, Hn+l+1, Hn+l+2), corresponding to the doubled partitions
λ2×2 with λ = ((n + l − 1)/2, n/2). The empirical formulas for the asymptotic zero
curves for large n are
|y| = 1
2
√
2n− x2
(
ln 4n+
3
2
ln (1− x2/2n)− 1
2
ln |1− T 2l (x/
√
2n)|
)
(6)
for the middle curve and
|y| = 1√
2n− x2
(
ln
8n2
5l
+
3
2
ln (1− x2/2n) + 1
l
ln |1− T 2l (x/
√
2n)|
)
(7)
for the outside curve. They seem to work fairly well when l < n/4 but not too small.
See Fig.8 (right).
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Figure 8: A comparison of the predicted curve and the actual zeros Left:
W (H100, H102, H104, H106) Right: W (H60, H61, H72, H73)
In the final chapter we use the theory of monodromy-free operators to construct
new equilibrium configurations of point vortices. The study of vortex dynamics was
introduced by Helmholtz in his famous paper [29]. If we identify the plane with the
set of complex numbers C, then the dynamics of N point vortices z1(t), . . . , zN(t)
with circulations (or, vorticities) Γ1, . . . ,ΓN is determined by the system
dz¯j
dt
=
1
2pii
N∑
k 6=j
Γk
zj − zk , j = 1, . . . , N.
In the periodic setting we have the equations
dz¯j
dt
=
1
2pii
N∑
k 6=j
Γk cot(zj − zk), j = 1, . . . , N (8)
where we assume, for simplicity, that the period L = pi (see e.g. [5, 46]).
In chapter 5 we consider the relative equilibria of vortices on a cylinder described
by the system
N∑
k 6=j
Γk cot(zj − zk)− w = 0, , j = 1, . . . , N (9)
where w = 2piiv¯, with v =
dzj
dt
being the common constant velocity of the vortices.
A classical example is given by the so-called Ka´rma´n vortex street [34] (see Lamb
[37], p.226 and Fig.9 below) corresponding to the case N = 2, Γ1 + Γ2 = 0. More
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recently vortex dynamics on a cylinder was discussed in [5, 46, 59]. In particular,
Montaldi, Solie`re and Tokieda [46] showed that if the sum
∑N
j=1 Γj 6= 0 then w must
be 0, so all relative equilibria are actually equilibria.
Figure 9: A Ka´rma´n vortex street moving to the right. Direction of circulation is
indicated.
Our main result is to produce the following relative periodic equilibria. Let k =
(k1, . . . , kn) be the set of distinct natural numbers, and φ = (φ1, . . . , φn) be the set
of n complex numbers considered modulo piZ. Let
Wk,φ(z) = W (χk1,φ1(z), . . . , χkn,φn(z))
be the Wronskian with χk,φ(z) = sin(kz + φ), k ∈ N, and
Wk,φ,α(z) = W (χk1,φ1(z), . . . , χkn,φn(z), e
iaz),
where a ∈ C is another complex parameter. Consider the combined configuration
Σk,φ,a of complex roots of Wk,φ,a(z) = 0 and Wk,φ(z) = 0. Prescribe them with
circulations as follows: a zero zi of Wk,φ,a(z) = 0 has the circulation Γi = mi equal
to the multiplicity of zi while for Wk,φ(z) the vorticity Γi = −mi is the negative
multiplicity of zi.
We show, in particular, that the vortex configuration Σk,φ,a is a periodic relative
equilibrium for all values of parameters ki ∈ N, φi ∈ C/2piZ, a ∈ C with velocity
v = a¯/2pi (see Theorem 5 below). For n = 2, φ = 0 we provide some asymptotic
formulae for the curves on which the vortices lie when k = (k1, k2) with large k1, k2
and small difference k2 − k1.
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The simplest case n = 1 reproduces Ka´rma´n streets, the next case n = 2, k =
(k1 = 1, k2 = 2) is illustrated in Fig.10 and Fig.11. A more interesting case k = (7, 8)
is plotted in Fig.12.
￿3 ￿2 ￿1 1 2 3
￿1.5
￿1.0
￿0.5
Figure 10: Configuration Σk,0,a with k = (1, 2), and a = 2.01. The circulations of
the blue (top) and red (bottom) vortices are Γ = −2 and Γ = 1 respectively.
￿1 1 2 3
￿0.8
￿0.6
￿0.4
￿0.2
0.2
0.4
0.6
Figure 11: Configuration Σk,φ,a with k = (1, 2), φ = (0, pi/4) and a = 8. The
circulations of the red and blue vortices are Γ = 1 and Γ = −1 respectively.
The proof is based on a simple observation that the condition of relative equi-
libria are simply the Stieltjes relations [62] and thus holds for all trigonometric
monodromy-free operators. Examples of such operators first appeared in the the-
ory of Huygens principle in the paper [9] by Berest and Loutsenko. Under certain
assumptions they were classified by Chalykh, Feigin and Veselov in [12] (see Theo-
rem 4.3 therein) and everything turned out to be iterated Darboux transformations
applied to the trivial potential u = 0. Loutsenko remarked in [41] that they might
be used to construct vortex equilibria, but as far as we know he did not pursue this
direction.
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Figure 12: Relative equilibrium vortex configurations Σk,0,a with k = (7, 8) and
a = 4 (Left) and a = 7.5 (Right).
Our approach, based on the ideas of [62], is very general and can be applied to all
monodromy-free operators. In particular, we apply it also to the classical Whittaker-
Hill operator to construct new equilibria in the presence of a background flow with
complex potential w = A cos 2z, and also to the case of the sextic potential (see e.g.
[26]) with background flow generated by the potential w = ±z4.
Part I
The Whittaker-Hill equation and
semifinite-gap Schro¨dinger
operators
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Chapter 1
Semifinite-gap operators and the
Whittaker-Hill equation
1.1 The Whittaker–Hill equation
The Whittaker–Hill equation
−ψ′′ − (4αs cos 2x+ 2α2 cos 4x)ψ = λψ, (1.1)
is an eigenvalue problem for the following pi-periodic Schro¨dinger operator
L = −D2 − (4αs cos 2x+ 2α2 cos 4x), (1.2)
where D = d
dx
. It depends on two real parameters α and s. Change of the sign of
α is equivalent to the shift x → x + pi/2 and to the change of sign of s. So we can
assume, without loss of generality, that s ≥ 0, α ≥ 0. When α = 0 we have the zero
potential.
This equation appeared in the work of Liapunov [40] and was studied extensively
by Whittaker [63] (see also Ince [32]). Here we follow the terminology of the book
[43] by Magnus and Winkler. The material of this section follows [30] and is mainly
based on this book and on the recent paper [18] by Djakov and Mityagin.
The substitution
ψ = ϕeα cos 2x (1.3)
carries (5.14) into
ϕ′′ − 4α sin 2xϕ′ + [λ+ 2α2 + 4(s− 1)α cos 2x]ϕ = 0. (1.4)
14
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It can be rewritten as
Kϕ = νϕ, (1.5)
where
K = −D2 + 4α(sin 2x)D − 4(s− 1)α cos 2x (1.6)
and ν = λ+ 2α2.
Consider pi-periodic solutions to (1.4) of the form
ϕeven = A0 +
∞∑
n=1
A2n cos 2nx, ϕodd =
∞∑
n=1
B2n sin 2nx. (1.7)
Substituting (1.7) into (1.4), we end up with the following recurrence relations
νA0 + 2α(s+ 1)A2 = 0 (1.8)
4α(s− 1)A0 + (ν − 4)A2 + 2α(s+ 3)A4 = 0 (1.9)
2α(s− 2k + 1)A2k−2 + (ν − 4k2)A2k + 2α(s+ 2k + 1)A2k+2 = 0 (k ≥ 2) (1.10)
in the even case and
(ν − 4)B2 + 2α(s+ 3)B4 = 0 (1.11)
2α(s− 2k + 1)B2k−2 + (ν − 4k2)B2k + 2α(s+ 2k + 1)B2k+2 = 0 (k ≥ 2) (1.12)
in the odd case. Similarly, for anti-periodic solutions
ϕeven =
∞∑
n=0
C2n+1 cos(2n+ 1)x, ϕodd =
∞∑
n=1
D2n+1 sin(2n+ 1)x (1.13)
we have the following recurrence relations:
(ν + 2αs− 1)C1 + 2α(s+ 2)C3 = 0 (1.14)
2α(s− 2k + 2)C2k−3 + (ν − (2k − 1)2)C2k−1 + 2α(s+ 2k)C2k+1 = 0 (k ≥ 2) (1.15)
and
(ν − 2αs− 1)D1 + 2α(s+ 2)D3 = 0 (1.16)
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2α(s− 2k+ 2)D2k−3 + (ν− (2k− 1)2)D2k−1 + 2α(s+ 2k)D2k+1 = 0 (k ≥ 2). (1.17)
We will start by considering the periodic case. The following proposition [43, 18]
explains the special role of the integer parameters, s, in the theory of the Whittaker-
Hill equation.
Proposition 1. Suppose that, for some λ, the equation (1.4) has two non-zero
solutions, as in (1.7), with A2n, B2n decaying exponentially fast as n → ∞. Then s
must be an odd integer.
Proof. For k ≥ 2, from (1.10) and (1.12) we have
akA2k−2 + bkA2k + ckA2k+2 = 0,
akB2k−2 + bkB2k + ckB2k+2 = 0,
where ak = 2α(s − 2k + 1), bk = ν − k2 and ck = 2α(s + 2k + 1). By multiplying
the first equation by B2k, the second by A2k, and then subtracting, we have
ak
∣∣∣∣ A2k−2 A2kB2k−2 B2k
∣∣∣∣− ck ∣∣∣∣ A2k A2k+2B2k B2k+2
∣∣∣∣ = 0.
Introducing ∆k =
∣∣∣∣ A2k−2 A2kB2k−2 B2k
∣∣∣∣, we can rewrite the above as
ak∆k = ck∆k+1
and hence
∆k =
ckck+1 . . . ck+r
akak+1 . . . ak+r
∆k+r+1
=
(s+ 2k + 1)(s+ 2k + 3) . . . (s+ 2k + 2r + 1)
(s− 2k + 1)(s− 2k − 1) . . . (s− 2k − 2r + 1)∆k+r+1
=
2r+1
(−2)r+1
(k + s/2 + 1/2)(k + s/2 + 3/2) . . . (k + s/2 + r + 1/2)
(k − s/2− 1/2)(k − s/2 + 1/2) . . . (k − s/2 + r − 1/2)∆k+r+1
= (−1)r+1 Γ(k + s/2 + r + 3/2)Γ(k − s/2− 1/2)
Γ(k + s/2 + 1/2)Γ(k − s/2 + r + 1/2)∆k+r+1,
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where Γ(z) denotes the classical Gamma function [64] and we have used the func-
tional relation
Γ(z + r + 1)
Γ(z)
= z(z + 1) . . . (z + r).
We rewrite this as
Γ(k + s/2 + 1/2)
Γ(k − s/2− 1/2)∆k = (−1)
r+1 Γ(k + s/2 + r + 3/2)
Γ(k − s/2 + r + 1/2)∆k+r+1.
Now, from Stirling’s formula [64], we have the asymptotic relation
lim
t→+∞
∣∣∣∣Γ(t+ ρ)Γ(t− ρ)t−2ρ
∣∣∣∣ = 1
for any fixed ρ. Since A2n and B2n decay exponentially fast, so does ∆n. By setting
t = k + r+ 1, ρ = s/2 + 1/2, and letting r →∞ in (1.1) we see that the right hand
side goes to zero, which implies that the left hand side (which is independent of r)
must be zero:
Γ(k + s/2 + 1/2)
Γ(k − s/2− 1/2)∆k = 0,
or, more explicitly
(k − s/2− 1/2)(k − s/2 + 1/2) . . . (k + s/2− 1/2)(k + s/2 + 1/2)∆k = 0
Hence, we either have ∆k = 0 for all k ≥ 2, or one of the brackets must vanish. In
the first case it is easy to see that either ϕeven or ϕodd must be identically zero. In
the second case s is an odd integer.
Let now s = 2m+1 be a positive odd integer. In that case am+1 = 2α(s−2m−1) =
0, so the infinite tri-diagonal matrices corresponding to relations (1.10) and (1.12)
become reducible. We introducing the following notation for the finite-dimensional
parts, corresponding to the terminating sequences A2n = B2n = 0 for n > m :
K0m =

b0 c0 0 . . . . . . 0
a1 b1 c1 0 . . . 0
0 a2 b2 c2 . . . 0
...
. . . . . . . . . . . .
...
0 . . . 0 am−1 bm−1 cm−1
0 . . . . . . 0 am bm

(1.18)
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and
K1m =

b1 c1 0 . . . . . . 0
a2 b2 c2 0 . . . 0
0 a3 b3 c3 . . . 0
...
. . . . . . . . . . . .
...
0 . . . 0 am−1 bm−1 cm−1
0 . . . . . . 0 am bm

(1.19)
where bk = ν − 4k2, ck = 2α(s+ 2k+ 1) for all k, ak = 2α(s− 2k+ 1) for k ≥ 2 and
a1 = 4α(s− 1).
We will also use the following notation for the determinants of the above matrices.
Let
δ0m(ν, α) = detK
0
m, δ
1
m(ν, α) = detK
1
m
and
S0(α) = {ν : δ0m(ν, α) = 0}, S1(α) = {ν : δ1m(ν, α) = 0}
be the corresponding eigenvalues.
Since α > 0, all the off-diagonal entries of the matrices K0m and K
1
m are positive.
From the general theory of tri-diagonal (Jacobi) matrices (see e.g. [57]), it follows
that all the eigenvalues, ν, are real and distinct. Moreover, the sets S0 and S1 are
interlacing: between any two zeros of S0 there is exactly one zero of S1, and vice
versa. Although this fact is well-known, for the convenience of the reader we give
the proof as an appendix.
Remark: In modern terminology S = S0∪S1 corresponds to the solvable part of the
spectrum of the Whittaker–Hill operator. Which, in the case when s is an integer,
belongs to the class of quasi-exactly solvable operators [60, 61]. In the theory of such
operators the polynomials δ0m are sometimes called Bender-Dunne polynomials [8].
A crucial observation, due to Magnus&Winkler [43] (see also [18]), is that the
solvable part, S, coincides with the simple part of the periodic spectrum. More
precisely, we have the following
Proposition 2. Let s = 2m + 1, m ∈ Z+. If ν belongs to the periodic spectrum of
the Whittaker-Hill equation and has multiplicity 1, then ν ∈ S.
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Proof. Let us assume that ν /∈ S, and that we have a non-zero even periodic solution
of the form
ϕ = A0 +
∞∑
k=1
A2k cos 2kx.
Since ν /∈ S, the coefficient A2m+2 6= 0 for any m (otherwise, we have A2k = 0 for all
k > m, and thus ν ∈ S0). We will now construct a second, odd periodic, solution
for the same ν. Firstly, we set B2n = A2n for n > m, which is possible since the
recurrence relations (1.10) and (1.12) agree for k ≥ 2. Now, since ν /∈ S1 the m×m
matrix K1m is invertible. This means that we can reconstruct uniquely the beginning
of the sequence B = (B2, B4, . . . , B2m) as
B = (K1m)
−1

0
...
0
−cmA2m+2
 (1.20)
This means that we have two independent, periodic solutions with the same ν. Hence
the multiplicity of ν is 2: a contradiction. So our assumption was false and ν ∈ S0.
A similar argument in the case of an odd periodic solution shows that ν ∈ S1.
Similar results are true for even s = 2m and anti-periodic spectrum. From
(1.14),(1.15),(1.16),(1.17) the corresponding eigenvalues coincide with the eigenval-
ues of the following matrices:
K±m =

b±1 c1 0 . . . . . . 0
a2 b2 c2 0 . . . 0
0 a3 b3 c3 . . . 0
...
. . . . . . . . . . . .
...
0 . . . 0 am−1 bm−1 cm−1
0 . . . . . . 0 am bm

(1.21)
where ck = 2α(s + 2k), ak = 2α(s − 2k + 2)for all k, bk = ν − (2k − 1)2 for k ≥ 2
and b±1 = ν− 1± 2αs. The corresponding sets S± are also interlacing (see Appendix
1). We denote all the eigenvalues from the set S = S+ ∪ S− in increasing order as
ν1, . . . , ν2m.
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Figure 1.1: Behaviour of the eigenvaules µ1, µ2 near the line ∆ = 2 (∆ ≤ 2).
The degeneracy of the eigenvalues ν /∈ S is called the coexistence property in [43].
This leads to the following spectral property of the Whittaker–Hill operator. For
the general theory of periodic Schro¨dinger operators we refer to the classical text
[51].
Let us choose a basis ψ1(x), ψ2(x) of the solution space of the Whittaker–Hill
equation (5.14), and define the corresponding monodromy matrix by
(
ψ1(x+ pi)
ψ2(x+ pi)
)
= M(λ)
(
ψ1(x)
ψ2(x)
)
.
Taking wronskians of both sides we see that detM(λ) = 1. The trace of the mon-
odromy matrix, ∆(λ) = trM(λ), is independent of the choice of solutions ψ1, ψ2 and
is sometimes called Hill’s discriminant (in the Russian literature the term Liapunov
function is also used). The Floquet multipliers µ1,µ2 are the eigenvalues of M(λ),
which satisfy the characteristic equation
µ2 −∆(λ)µ+ 1 = 0.
The continuous spectrum of L consists of the segments of λ ∈ R such that cor-
responding solutions are bounded on the real line. This happens when |µi| = 1, or
equivalently
|∆(λ)| ≤ 2.
The complement to the continuous spectrum is the union of intervals called gaps.
They correspond to the part of graph of ∆(λ) lying outside of the spectral strip
−2 ≤ ∆ ≤ 2.
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Figure 1.2: Behaviour of the eigenvaules µ1, µ2 near the line ∆ = 2 (∆ ≥ 2).
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Figure 1.3: Behaviour of the eigenvaules µ1, µ2 near the line ∆ = 2 (∆ ≤ 2 again).
In general (for example, for the Mathieu operator with u = A cos 2x) this graph
intersects each line ∆ = ±2 during each wave of oscillation (see Fig 1.4). The
spectral strip corresponds to the area lying between the red lines. The yellow zones
on the λ-axis denote the continuous part of the spectrum and the black zones are
the gaps.
In the finite-gap case, starting from some point the graph starts to touch these
lines but not intersect them (see the one-gap case u(x) = 2℘(x) on Fig 1.5). We can
see from the figure that the continuous spectrum is connected after the last gap, and
we have a finite number of black zones - hence the name given to these operators.
In the case of the Whittaker-Hill operator, the graph eventually touches the peri-
odic line ∆ = 2 (for odd s) (see Fig. 1.6)or the anti-periodic line ∆ = −2 (for even
s) (see Fig. 1.7). So half of the gaps are closed whilst there are still gaps in the
spectrum. We refer to this case as semifinite-gap. The case of small α shows that
the open gaps are precisely the first ones; by continuity arguments this is true for
all real α.
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+2
λ
-2
Figure 1.4: Graph of the Hill’s discriminant in the generic periodic case.
+2
-2
Figure 1.5: Graph of the Hill’s discriminant: one gap case
+2
-2
Figure 1.6: Hill’s discriminant in the semifinite-gap case with s = 3, where the gaps
close at the top: ∆ = 2.
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Figure 1.7: Hill’s discriminant in the semifinite-gap case with s = 2, where the gaps
close at the bottom: ∆ = −2.
We summarize the results of this section as follows.
Theorem 1. [43, 18] The Whittaker–Hill operator (1.2) has all even gaps closed
except the first m, when s = 2m+1; and all odd gaps closed except the first m, when
s = 2m.
Now we are going to show that there are many other semifinite-gap operators
with potentials which can be expressed in terms of trigonometric functions. We
use a standard idea, the application of the Darboux transformation [16] to the
Whittaker-Hill potential. The main problem is how to get non-singular potentials.
We are going to start by looking at what happens for small s and α.
1.2 Examples and the small α case
In the first non-trivial case s = 1 the operator (1.6) simplifies to
K = −D2 + 4α sin 2xD
and has an eigenfunction ϕ0 ≡ 1 with the eigenvalue ν = 0. The corresponding
Whittaker–Hill operator
L = −D2 − (4α cos 2x+ 2α2 cos 4x)
has an explicit ground state
ψ0 = e
α cos 2x
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with the eigenvalue λ = −2α2.
When s = 2 we have
K = −D2 + 4α sin 2xD − 4α cos 2x.
One can easily check that it has ϕ1 = cosx and ϕ2 = sinx as the eigenfunctions
with ν1 = 1− 4α and ν2 = 1 + 4α, respectively.
Eigenvalue Eigenfunction
ν1 1− 4α ϕ1 cosx
ν2 1 + 4α ϕ2 sinx
In the s = 3 case the operator is
K = −D2 + 4α sin 2xD − 8α cos 2x
and we have the matrix
K01 =
(
ν 8α
8α ν − 4
)
so the determinants of K01 and K
1
1 are, respectively,
δ01 = ν(ν − 4)− 64α2, δ11 = ν − 4
and we have the following table
Eigenvalue Eigenfunction
ν0 2(1−
√
1 + 16α2) ϕ0 1 +
√
1+16α2−1
4α
cos 2x
ν1 4 ϕ1 sin 2x
ν2 2(1 +
√
1 + 16α2) ϕ2
1−√1+16α2
4α
+ cos 2x
For small α we have
ν0 ≈ −16α2, ϕ0 ≈ 1 + 2α cos 2x,
ν1 = 4, ϕ1 = sin 2x,
ν2 ≈ 4 + 16α2, ϕ0 ≈ −2α + cos 2x.
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When s = 4, the matrices are
K± =
(
ν − 1± 8α 12α
4α ν − 9
)
The eigenvalues are the zeros ν = ν±1,2 of δ
± = detK± :
δ±(ν) = (ν − 1± 8α)(ν − 9)− 48α2 = 0.
The corresponding eigenfunctions are, respectively,
ϕ+1,2 = (ν
+
1,2 − 9) cosx− 4α cos 3x,
ϕ−1,2 = (ν
−
1,2 − 9) sinx− 4α sin 3x.
Collecting this together, and ordering them appropriately,
Eigenvalue Eigenfunction
ν1 = ν
+
1 5− 4α− 4
√
1 + 2α + 4α2 ϕ1 (ν
+
1 − 9) cosx− 4α cos 3x
ν2 = ν
−
1 5 + 4α− 4
√
1− 2α + 4α2 ϕ2 (ν−1 − 9) sinx− 4α sin 3x
ν3 = ν
+
2 5− 4α + 4
√
1 + 2α + 4α2 ϕ3 (ν
+
2 − 9) cosx− 4α cos 3x
ν4 = ν
−
2 5 + 4α + 4
√
1− 2α + 4α2 ϕ4 (ν−2 − 9) sinx− 4α sin 3x
When α → 0 we have the first s periodic levels of the corresponding operator
L0 = −D2 :
Eigenvalue Eigenfunction
ν0 0 ϕ0 1
ν1 4 ϕ1 sin 2x
ν2 4 ϕ2 cos 2x
...
...
ν2m−1 4m2 ϕ2m−1 sin 2mx
ν2m 4m
2 ϕ2m cos 2mx
when s = 2m+ 1 and
Eigenvalue Eigenfunction
ν1 1 ϕ1 sinx
ν2 1 ϕ2 cosx
...
...
ν2m−1 (2m− 1)2 ϕ2m−1 sin(2m− 1)x
ν2m (2m− 1)2 ϕ2m cos(2m− 1)x
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for s = 2m.
Note that since we denote the eigenvalues in increasing order it follows, from the
interlacing property, that for odd s the even eigenvalues correspond to the even
eigenfunctions and odd eigenvalues to odd eigenfunctions. For even s the oppo-
site is true: odd eigenvalues correspond to even eigenfunctions and vice versa (see
Appendix A).
We are going to start with this limiting case to see the properties of the Wronskians
of the corresponding eigenfunctions.
Chapter 2
Darboux transformed
Whittaker–Hill operators
2.1 Darboux transformed Whittaker-Hill opera-
tors
We recall the following classical construction going back to Darboux [16]. Let
ψ1, . . . , ψn be a set of eigenfunctions of the Schro¨dinger operator
L = −D2 + u(x)
with some eigenvalues κ1, . . . , κn:
−ψ′′j + u(x)ψj = κjψj, j = 1, . . . , n.
The corresponding Darboux transformation of L is the operator L˜ = −D2 + u˜(x),
where
u˜ = u− 2D2 logW (ψ1, . . . , ψn), (2.1)
where W (ψ1, . . . , ψn) is the Wronskian of the functions ψ1, . . . , ψn. The key property
of the new operator is that the generic solutions of the corresponding Schro¨dinger
equation
−ψ˜′′ + u˜(x)ψ˜ = λψ˜
can be explicitly given in terms of the solutions of the initial equation
−ψ′′ + u(x)ψ = λψ
27
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Figure 2.1: Darboux transformation pivoting on one function, ψk.
by the Crum formula [15]:
ψ˜ =
W (ψ, ψ1, . . . , ψn)
W (ψ1, . . . , ψn)
. (2.2)
This works well for all λ 6= κj, j = 1, . . . n.
We will need also the following information about eigenfunctions for λ = κj. When
n = 1 the inverse
ψ˜1 =
1
ψ1
(2.3)
is a solution of the transformed equation with the eigenvalue λ = κ1. For n = 2 one
can check that
ψ˜1 =
ψ2
W (ψ1, ψ2)
, ψ˜2 =
ψ1
W (ψ1, ψ2)
(2.4)
satisfy the transformed equation with λ = κ1 and λ = κ2 respectively.
Consider now the Whittaker–Hill operator with
u = −(4αs cos 2x+ 2α2 cos 4x)
with odd s = 2m + 1 and the corresponding set of the explicit eigenfunctions
ψ0, . . . , ψ2m from the previous section. Let I = {i1, . . . , ik} be the subset of {1, . . . , 2m}
and
WI = W (ψi1 , . . . , ψik)
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Figure 2.2: A cluster pair.
be the corresponding Wronskian. Let us introduce also the Wronskian of the corre-
sponding functions ϕj = ψje
−α cos 2x :
VI(x) = W (ϕi1 , . . . , ϕik) = e
−kα cos 2xWI .
We are looking for the subsets I such that the corresponding Darboux transfor-
mations
u˜ = u− 2D2 logWI = 4α(2k − s) cos 2x− 2α2 cos 4x− 2D2 log VI (2.5)
are non-singular. This clearly happens if and only if the Wronskian WI has no real
zeros on the whole line.
We claim that this holds for the following subsets. First of all we call a cluster
any pair {2k − 1, 2k} as well as a single element set {0}. By definition, the cluster
subsets I ⊂ {0, . . . , 2m} are those which consist of several clusters. In other words,
the subset I is called a cluster when it contains an element 2k − 1 if and only if it
contains 2k for all k = 1, . . . ,m. This applies also to the case of even s = 2m, except
that in that case there is no single element cluster since I ⊂ {1, . . . , 2m}.
For example, the following eigenfunctions in red are clusters,
ψ0, ψ1, ψ2, ψ3, ψ4, ψ5, ψ6 (s = 7)
ψ0, ψ1, ψ2, ψ3, ψ4, ψ5, ψ6, ψ7, ψ8 (s = 9)
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whereas the ones below are not examples of clusters. In the first case, because ψ2 is
included without ψ1; in the second case, we would require ψ1 and ψ4 in order to be
a cluster.
ψ0, ψ1, ψ2, ψ3, ψ4, ψ5, ψ6 (s = 7)
ψ1, ψ2, ψ3, ψ4, ψ5, ψ6 (s = 6).
Theorem 2. [30] For any cluster subset, I, the corresponding Wronskian WI(x)
has no zeros on the real line.
Proof. First of all we notice that this is obviously true for α = 0 (and hence, for small
α). Indeed, in this case a cluster pair I = {2k − 1, 2k} has associated Wronskian
WI =
∣∣∣∣ sin 2kx cos 2kx(2k) cos 2kx (−2k) sin 2kx
∣∣∣∣
= (−2k)[sin2 2kx+ cos2 2kx] = −2k,
which is a constant, and hence clearly non-zero for positive k. The same can be
shown for the general cluster case.
Now we claim that the cluster Wronskian WI remains non-vanishing anywhere for
all (not necessarily small) real values of α. We will prove this by induction on the
number, k, of elements in I.
If k = 1, then I = {0} and WI = ψ0. But ψ0 is the ground state and therefore it
has no zeros, by a general theorem (see e.g. [51]).
If k = 2, then I = {2k− 1, 2k} and WI = W (ψ2k−1, ψ2k). We know that WI(x;α)
is a smooth function of both x and α and that it has no zeros for small α. Suppose
that there is a positive value of α for which WI has at least one zero, and consider
the minimal value, α∗, of α for which is true. By definition, for α = α∗ there exists a
real x = x0 such that WI(x0) = 0 and W
′
I(x0) = 0. We claim that this is impossible.
Indeed, we have
W ′I = (ψ2k−1ψ
′
2k − ψ2kψ′2k−1)′ = ψ2k−1ψ′′2k − ψ2kψ′′2k−1 = (λ2k−1 − λ2k)ψ2k−1ψ2k.
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We see that W ′I(x0) = 0 implies that either ψ2k−1(x0) = 0 or ψ2k(x0) = 0. Assume
without loss of generality that ψ2k(x0) = 0. Then from WI(x0) = 0, we must have
either ψ′2k(x0) = 0 or ψ2k−1(x0) = 0. The first case is impossible since then ψ2k must
be identically zero as a solution of second order linear differential with zero initial
data at x0. Suppose that ψ2k−1(x0) = 0, which means that ψ2k−1 and ψ2k have a
common zero, x0. We claim that this is also impossible due to the following classical
result.
Sturm’s Theorem [32]. Let u(x), v(x) be smooth functions on the interval [a, b]
such that
u′′(x) = G1(x)u(x)
v′′(x) = G2(x)v(x)
with G1 > G2 on [a, b]. Then between any two consecutive zeros of u there exists a
zero of v.
Applying this to the Whittaker-Hill equation ψ′′ = (u(x)−λ)ψ, we see that since
λ2k−1 < λ2k we must have a zero of ψ2k−1 between any two consecutive zeros of ψ2k.
We know that for α = 0, both ψ2k = cos 2kx and ψ2k−1 = sin 2kx have 2k zeros
on [0, pi). When α is increasing from zero ψ2k and ψ2k−1 must maintain the number
of zeros, since otherwise there must be a value of α for which the corresponding
solution ψ has a multiple zero, which is impossible for a second order differential
equation. But this, in combination with the coincidence of the zeros of ψ2k and
ψ2k−1, contradicts the interlacing property guaranteed by Sturm’s theorem. This
proves the one cluster case.
Suppose now we have the cluster I = {2k − 1, 2k, 2l − 1, 2l}. Then we can do
the corresponding Darboux transformation in two steps. First we apply it to the
cluster Ik = {2k − 1, 2k}. We know already that the result is a non-singular peri-
odic Schro¨dinger operator having the transformed eigenfunctions ψ˜2l−1, ψ˜2l. Now we
repeat the same arguments for these eigenfunctions to show that W (ψ˜2l−1, ψ˜2l) has
no real zeros. But
W (ψ˜2l−1, ψ˜2l) =
W (ψ2k−1, ψ2k, ψ2l−1, ψ2l)
W (ψ2k−1, ψ2k)
,
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so this implies that WI = W (ψ2k−1, ψ2k, ψ2l−1, ψ2l) has no real zeros as well. Con-
tinuing in this way, we have proved the theorem.
Remark: Theorem 2 is valid for any periodic potential v(x) if we define the cluster
as a pair of consequent periodic, or anti-periodic, eigenstates and the cluster set,
I, as a finite union of some cluster pairs, and possibly ground state. Indeed, all
the arguments work for the family u(x) = αv(x). The case we considered is special
because the corresponding potentials can be expressed in trigonometric functions.
For s = 2m+ 1 we have 2m+1 − 1 new trigonometric potentials corresponding to
the 2m+1 − 1 cluster sets. However, some of them are equivalent. For example, the
largest cluster set I = {0, . . . , 2m} corresponds to the potential
u∗ = 4αs cos 2x− 2α2 cos 4x,
which is the same as in (5.14) but shifted by x→ x+ pi/2. Indeed, in that case
VI = W (ϕ0, . . . , ϕ2m) = W (1, sin 2x, cos 2x, . . . , sin 2mx, cos 2mx) ≡ const
since the linear span of ϕ0, . . . , ϕ2m coincides with the whole space of trigonomet-
ric polynomials up to degree 2m. This is similar to the duality in the sextic case
considered in [26].
This allows us to consider only the cluster subsets S ⊂ {1, 2, . . . , 2m} in both
s = 2m + 1 and s = 2m cases. The corresponding Schro¨dinger operators have the
same continuous spectrum, but different auxiliary eigenvalues γi, corresponding to
the Dirichlet eigenvalue problem
ψ(0) = ψ(pi) = 0.
Since all our potentials are even, these eigenvalues coincide with one of the ends of
the corresponding gap. For the initial Whittaker–Hill operator (1.2) with s = 2m+1
the first even
γ2i = λ2i−1, i = 1, . . . ,m
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coincides with the left end of the gap, since we know that the corresponding eigen-
function is odd. When s = 2m the first odd
γ2i−1 = λ2i, i = 1, . . . ,m
coincide with the right end of the gaps since in that case ψ2i are odd. Note that in
the limit s → ∞, α → 0 such that sα → A/4 we have the Mathieu operator with
u(x) = −A cos 2x, so this gives us the position of all γi in the gaps in that classical
case.
When we apply the Darboux transformation to the cluster {2i − 1, 2i}, as one
can see from the formulas (2.2) and (2.4), that the parity of all eigenfunctions is
preserved except the corresponding ψ2i−1, ψ2i. This means that the corresponding
γi switched the side of the gap, while all other remain in the same position.
Thus we have
Theorem 3. [30] For any integer s and any cluster k-element subset I ⊂ {1, . . . , 2m}, m =
[s/2], the Schro¨dinger operator
LI = −D2 + 4α(2k − s) cos 2x− 2α2 cos 4x− 2D2 log VI(x)
is a non-singular periodic operator with even trigonometric potential, which has the
same semifinite-gap spectrum as the Whittaker–Hill operator (1.2), but different
positions of the Dirichlet eigenvalues in the gaps determined by the set I.
Thus for any integer s we have constructed 2m − 1, m = [s/2] new non-singular
isospectral deformations of the Whittaker–Hill operator (1.2) with potentials ex-
pressible in terms of trigonometric functions. Some examples and graphs of the new
potentials are given in the next section.
A remarkable fact is that cluster sets realize all possible combinations of the
positions of the Dirichlet eigenvalues in the open gaps in the solvable part of the
spectrum, so this gives all corresponding even semifinite-gap operators. This implies
that the converse to the Theorem 2 is also true.
Corollary 1. If WI(x) has no real zeros then I must be a cluster subset.
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Indeed, the spectral data (including the Dirichlet eigenvalues) for the correspond-
ing potentials must coincide with one of the described above, and hence by the
uniqueness theorem I should be one of the cluster sets.
Note that we can change the positions of the Dirichlet eigenvalues in remaining
open gaps as well by applying a Darboux transformation to the corresponding cluster
pair (see the remark above), but the corresponding potentials will not be elementary
anymore.
2.2 Examples and graphs
Firstly, we give the explicit form of the Darboux transformed Whittaker–Hill poten-
tials
vI = 4α(2k − s) cos 2x− 2α2 cos 4x− 2D2 log VI(x)
in the simplest cases.
The first new example comes from s = 3 and the cluster set I = {0}. It corresponds
to the ground state
ψ0 = (1 + C(α) cos 2x)e
α cos 2x, C(α) =
√
1 + 16α2 − 1
4α
with eigenvalue ν0 = 2(1−
√
1 + 16α2). The transformed potential has the following
form
v0 = −4α cos 2x− 2α2 cos 4x− 2D2 log(1 + C(α) cos 2x),
or, more explicitly,
v0 = −4α cos 2x− 2α2 cos 4x+ 8C(α)(C(α) + cos 2x)
(1 + C(α) cos 2x)2
. (2.6)
The corresponding Schro¨dinger operator is periodic, non-singular, and has ground
state
ψ˜0 =
e−α cos 2x
1 + C(α) cos 2x
.
When s = 4, we can take the cluster I = {1, 2}. The corresponding anti-periodic
eigenfunctions are
ϕ1 = sinx+ A(α) sin 3x, A =
√
1− 2α + 4α2 + α− 1
3α
,
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ϕ2 = cosx+B(α) cos 3x, B =
√
1 + 2α + 4α2 − α− 1
3α
.
The corresponding wronskian (up to a sign) is
VI = 1 + 3AB + 2(A+B) cos 2x+ (B − A) cos 4x
and the new potential is
v12 = −2α2 cos 4x− 2D2 log[1 + 3AB + 2(A+B) cos 2x+ (B − A) cos 4x]. (2.7)
The corresponding graphs as well as some of the transformed potentials in the
case when s = 5 are shown in Figs. 2.3 , 2.4 and 2.5. These were created using a
programme written in Maple.
Figure 2.3: New semifinite-gap potentials. Left: s = 3, I = {0}, α = 1. Right:
s = 4, I = {1, 2}, α = 1.
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Figure 2.4: New semifinite-gap potential s = 5, I = {3, 4}, α = 1.
Figure 2.5: New semifinite-gap potentials s = 5, I = {0, 3, 4}, α = 1.
Chapter 3
Darboux transformations of the
Lame´ equation
As was mentioned in the introduction, a well-known and simple case of a finite-gap
operator is the Lame´ operator
L = − d
2
dz2
+ n(n+ 1)k2sn2(z; k), (3.1)
where sn(z; k) is the Jacobi elliptic function with real modulus 0 < k < 1 and n
is an integer which is known to be the number of gaps in the spectrum [32, 43],
see Fig. 3.1 for a picture in the n = 2 case). For the Lame´ operator we have the
explicit formulae for the 2n+1 eigenfunctions, known as Lame´ functions, going back
to Hermite [64]. They correspond to the ends of the spectral bands, including the
infinite one.
+2
????
?
-2
Figure 3.1: The Hill discriminant for the Lame´ operator, with n = 2.
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Figure 3.2: The Lame´ potential (for n = 2, k = 0.5) restricted to the real axis.
The Lame´ story is an old and rich one, with a cornucopia of possible references
from which to choose. For further details we refer the reader to the excellent books
[6, 22, 64]. We should mention here that performing Darboux transformations on the
Lame´ operator is not a new idea. They have been studied previously by Takemura
in [58], however the reality and smoothness properties seem not to have been address
there.
Let WI be the Wronskian of the Lame´ functions corresponding to a cluster set I
of the band ends.
Theorem 4. For a cluster set I of Lame´ functions with real modulus 0 < k < 1 the
new potential
vI(x) = n(n+ 1)k
2sn2(x; k)− 2D2 logWI(x), x ∈ R
is a real, smooth finite-gap potential. The corresponding band spectrum coincides
with the spectrum of the Lame´ operator. Conversely, if the potential vI(x) is real
and smooth for real x then I must be a cluster set.
The proof repeats the arguments from the Whittaker-Hill case (see the Remark on
page 32). Similar to that situation, we have 2n−1 new elliptic finite-gap potentials.
Now consider some examples. For n = 2, the corresponding potential is u(z) =
6k2sn2(z; k) (shown in Fig. 3.2) and we have the following set of eigenvalues and
eigenfunctions (see [6]):
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Eigenvalue Eigenfunction
λ0 2(1 + k
2)− 2√1− k2k′2 ψ0 sn2z − 1+k2+
√
1−k2k′2
3k2
λ1 1 + k
2 ψ1 cnz · dnz
λ2 1 + 4k
2 ψ2 snz · dnz
λ3 4 + k
2 ψ3 snz · cnz
λ4 2(1 + k
2) + 2
√
1− k2k′2 ψ4 sn2z − 1+k2−
√
1−k2k′2
3k2
where k′ =
√
1− k2, and snz, cnz, dnz are the Jacobi elliptic functions [64] with
modulus k (suppressed).
The cluster Wronskians are
W0 = ψ0 = sn
2z − β(k)
W12 = dn
3z
W34 = dnz
(
2(1− α(k))snz2 + α(k)
)
where α(k) = 1+k
2−√1−k2+k4
3k2
and β(k) = 1+k
2+
√
1−k2+k4
3k2
. For each of these we may
construct, using the Darboux transformation, an explicit new potential given by the
formula
vI = 6k
2sn2z − 2D2 logWI(x).
The formulae for these potentials, and their graphs, are now given below. For the
sake of concreteness we chose k = 0.5 for the graphs.
We have
v0 = 6k
2sn2z − 2k
2sn6z − 6β(k)k2sn4z + (4β(k)(1 + k2)− 2)sn2z − 2β(k)
(sn2z − β(k))2
which is shown in Fig.3.3,
v12 = 6k
2sn2z −
6k2
(
(2 + k2)sn4z + 2k2sn2z − 1
)
1− k2sn2z
which is shown in Fig.3.4, and
v34 = 6k
2sn2z − P (snz)
Q(snz)
,
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Figure 3.3: Graph of the new potential v0, with k = 0.5.
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Figure 3.4: Graph of the new potential v12, with k = 0.5.
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where
P (x) = 2α− 4α2 − α2k2 + (−2− 16α2 − 2α2k2 + 2α(6 + 8αk2 − 4k2))x2
+(8 + 32α2 + 16αk2 + k2 + 32α2k2 + 11α2k4− 2α(16 + 9k2− 2k4 + 8αk2(2 + k2)))x4
+(−16α2k2−4(1+4αk2)k2−24α2k4+4αk2(4+8αk2+3k2))x6+(−3k4+12αk4−12α2k4)x8
and
Q(x) = (1− k2x2)(α + (1− 2α)x2)2
which is shown Fig.3.5.
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Figure 3.5: Graph of the new potential v34, with k = 0.5.
These graphs were produced using a programme written in Mathematica. The
corresponding operators are all isospectral to each other, but with different values
for the Dirichlet eigenvalues.
What we have seen so far is that a general (non-cluster) Darboux transformation
of the Whittaker-Hill potential has singularities on the real line, so the standard
spectral theory can no longer be applied.
In the second part we will look at the geometry of the corresponding singular locus
(patterns of the poles) of the new potential in the complex plane. From formula
(2.1) it is obvious that this is equivalent to studying the pattern of zeros in the
corresponding Wronskian.
For example, if we take the Whittaker-Hill potential with a non-cluster I, then
we have the following picture of the poles (Fig.3.6).
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Figure 3.6: The zeros of WI , I = {2, 4} when s = 5 and α = 1.5.
It turns out that this singular locus can be interpreted as a vortex equilibrium
configuration in a background flow (see Chapter 5, pp 81).
Part II
The singular locus of
monodromy-free operators
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Chapter 4
Hermite Wronskians
4.1 Hermite polynomials and partitions
The Hermite polynomials, Hn(x), are the classical orthogonal polynomials with
Gaussian weight w(x) = e−x
2
(see e.g. [57]). They can be given by the formula
Hn(x) = (−1)nex2 d
n
dxn
e−x
2
= ex
2/2
(
x− d
dx
)n
e−x
2/2
and satisfy the recurrence relation
Hn+1(x) = 2xHn(x)− 2nHn−1(x).
Here are the first few of them:
H0(x) = 1, H1(x) = 2x,H2(x) = 4x
2 − 2, H3(x) = 8x3 − 12x,
H4(x) = 16x
4 − 48x2 + 12, H5(x) = 32x5 − 160x3 + 120x, . . .
They arise in many different areas of mathematics, including probability theory, nu-
merical analysis, random matrix theory, and physics. The orthogonality condition,
using our weight function, is∫ ∞
−∞
Hn(x)Hm(x)w(x)dx =
√
pi2nn!δnm
We are using the normalisation where the highest coefficient of Hn is 2n, but this will
not be essential in what follows. What is important for us is that ψn = cnHn(x)e
−x2/2
are the eigenfunctions of the quantum harmonic oscillator:(− d2
dx2
+ x2
)
ψn = (n+ 1/2)ψn, n = 0, 1, . . .
44
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where cn = (2
nn!
√
pi)−1/2. The Hermite functions form an orthonormal basis for the
Hilbert space of L2 functions, which satisfy∫ ∞
−∞
|f(x)|2w(x)dx <∞
The distribution of zeros of Hermite polynomials is given by the famous Wigner’s
semi-circle law from random matrix theory [65, 66]: the number Nα,β(n) of the
scaled zeros w = z/
√
2n of Hn in the interval (α, β) satisfies
lim
n→∞
Nα,β(n)
n
=
∫ β
α
√
1− u2du.
Now let λ = (λ1, ..., λn) be a partition and consider the Wronskian
Wλ(z) = W (Hλ1+n−1(z), Hλ2+n−2(z), ..., Hλn−1+1(z), Hλn(z)).
Proposition 3. [23] The Wronskians Wλ have the following properties:
1. Wλ(z) is a polynomial in z of degree |λ| = λ1 + λ2 + · · ·+ λn,
2. Wλ(−z) = (−1)|λ|Wλ(z),
3. Wλ∗(z) = (−i)|λ|Wλ(iz), where λ∗ is the conjugate of λ.
Recall that the conjugate to a partition λ is a new partition, whose Young diagram
is the transpose of the diagram of λ. The proof of the last property follows from
the commutativity of Darboux transformations [48] and properties of the conjugate
partition (see (1.7) in Macdonald’s book [42]).
Recall the following well-known diagrammatic representations of a partition λ.
The first one is the set of points (i, j) ∈ Z2 such that 1 ≤ j ≤ λi. Following [52]
we will call it a Ferrers diagram. There are two ways to draw this. One convention
(motivated by matrix theory) is that the row index i increases downwards while j
increases as one goes from left to right. Another way (sometimes called French) is
to use a natural Cartesian coordinate representation (see Fig. 4.1).
The second (most common) way, known as a Young diagram, is to use boxes
rather than bullets (see Fig. 4.2).
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Figure 4.1: Ferrers diagram for the partition λ = (5, 3, 3, 1). Left: standard version.
Right: French version
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Figure 1. Comparison between the conjectured and the actual
shapes for λ = (1, 4)
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Figure 2. Comparison between the conjectured and the actual
shapes for λ = (1, 4, 7)
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Figure 3. Comparison between the conjectured and the actual
shapes for λ = (2, 6)
Figure 4. British vs French
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Figure 4.2: Standard and French versions of the Young diagram for the partition
λ = (5, 3, 3, 1).
Since the Wronskians are labelled by the partitions, we can ask a natural question:
how is the geometry of the corresponding dia ram of λ r lated to the pattern of the
zeros of Wλ(z)? Figure (4.3), produced with the help of Mathematica, shows that
in general such a relation is not easy to see. Another example is the partition λ =
(n, n−1, n−2, ..., 2, 1) with a triangular Young diagram, for which the corresponding
Wronskian Wλ (up to a multiple) is simply z
n(n+1)/2, so we just have one zero at
z = 0 with multiplicity n(n+ 1)/2.
This is why we found it very interesting that for a special class of partitions, which
we call doubled [23], one can read off the partition from the pattern of zeros in a
straightforward way.
Doubled partitions and their diagrams
Let λ = (λ1, λ2, . . . , λn) be a partition. Define its doubled version as
λ2×2 = (2λ1, 2λ1, 2λ2, 2λ2, . . . , 2λn, 2λn).
In other words, we double all parts and take them twice. For example, when λ =
(5, 3, 2) the doubled version is λ2×2 = (10, 10, 6, 6, 4, 4) = (102, 62, 42), where the
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Figure 4.3: Zeros of the Wronskian W (H5, H9, H15, H18H21, H22, H27, H29, H41, H42).
power denotes how many times this part is repeated.
Note that the shape of the Young diagram of the doubled version is similar (with
scaling factor 2) to the initial one. However, for the doubled partitions there is
another natural way to represent them, which combines both the usual and the
French ways. Namely one can put the diagram of λ in all 4 quadrants as in Fig.
4.4. One can naturally define the Ferrers version, which we combine with the Young
version by putting bullets at the centre of each box.
Figure 4.4: Diagram of the doubled partition λ2×2 for λ = (5, 3, 2).
Our main observation [23] is that the diagram of the doubled partition λ2×2 gives a
good qualitatative description of the zero set of the corresponding Wronskian Wλ2×2 ,
see Fig. 4.5 and 4.6. We believe that this works for any partition λ with distinct λi.
When some parts are equal then we may have interference between the rows of
the corresponding zeros, see Fig. 4.7.
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Figure 4.5: Bulleted diagram of the doubled partition λ2×2 for λ = (5, 3, 2) and the
zeroes of the corresponding Wronskian Wλ2×2
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Figure 1. Comparison between the conjectured and the actual
shapes for λ = (1, 4)
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Figure 2. Comp ris n b tween the conjectured and the actual
shapes for λ = (2, 3, 5)
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Figure 4.6: The same comparison for λ = (7, 4, 1).
One can generalise this relation to the case of half-integer partitions (λ1, . . . , λn)
with some of the parts being half-integers. An example is λ = (1, 5/2, 11/2) for which
the doubled partition is λ2×2 = (22, 52, 112). The corresponding Ferrers diagram has
some bullets on the vertical axis and gives a good qualitative picture of the zero set
of the corresponding Wronskian (s e Fig. 4.8).
The following asymptotic analysis from [23] already shows the limits of this com-
parison for the simplest case of a one-row Young diagram λ.
4.2 Asymptotic formulae
Consider the two-term Wronskian W (Hn, Hn+k), corresponding to the partition λ =
(n+ k − 1, n), k ≥ 1. Let us fix k and let n→∞. To study the behaviour of zeroes
in this limit we can use the following version of Plancherel-Rotach formula due to
Deift et al [17].
In the scaled variable w = z/
√
2n the complex plane is divided into several regions
with different asymptotic behaviour of the Hermite polynomials given for each region
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Figure 4.7: Interference between the rows of zeros of Wλ2×2 for partition λ =
(5, 3, 3, 1) with two equal parts.
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Figure 4.8: Ferrers diagram (left) of λ2×2 and zeroes of Wλ2×2 (right) for half-integer
partition λ = (11/2, 5/2, 1).
(see Fig.4.9). The most relevant for us is the region Bδ, where we have the following
asymptotics
Hn(z)e
− z2
2 = Cn(1−w2)− 14
(
cos(2nΘ(w)+χ(w))(1+O(
1
n
))+sin(2nΘ(w)−χ(w))O( 1
n
)
)
with Cn =
√
2
pi
(2n)−
1
4 , Θ(w) = 1
2
w
√
1− w2 + 1
2
arcsinw − pi
4
and χ(w) = 1
2
arcsinw.
Bδ
Aδ
C1,δ
C2,δ
pi
4
pi
4
D1,δ
D2,δ
-1−1− δ −1 + δ 11− δ 1 + δ
Figure 4.9: Asymptotic regions in scaled variable w
Using this we can argue [23] that, for any positive ε and δ, the real and imaginary
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parts of the zeros z = x+ iy of W (Hn, Hn+k), for large n and fixed k, in the region
Ωε,δ : |x| < (1− δ)
√
2n, |y| > ε log n√
n
satisfy the estimate
|y| = 1
2
√
2n− x2
(
ln
(8n
k
)
+ ln (1− x
2
2n
) + ln | sin k arccos( x√
2n
)|
)
+O(n−3/2).
Thus asymptotically, as n→∞, the zeros in Ωε,δ lie on the curve
|y| = 1
2
√
2n− x2
(
ln
(8n
k
)
+ ln (1− x
2
2n
) +
1
2
ln |1− T 2k (
x√
2n
)|
)
, (4.1)
where Tk(x) is the k-th Chebyshev polynomial.
When y = 0 we have k − 1 real zeroes zm = xm of W (Hn, Hn+k) asymptotically
given by 1−T 2k ( x√2n) = 0 (or, after scaling u = x/
√
2n by 1−T 2k (u) = 0): as n→∞
um =
xm√
2n
→ cos pim
k
, m = 1, . . . , k − 1. (4.2)
In the rest of the chapter we are going to justify the formulae (4.1),(4.2) and
discuss possible generalisations to the 3-term and 4-term cases.
Generalised Plancherel-Rotach formula
In their 1999 paper [17] Deift et al give a generalisation of the 1929 Plancherel-
Rotach result [49] which presented an asymptotic formula for Hn(x) as n → ∞
(shown below). In [17] they provide an asymptotic approximation for a generic set
of orthogonal polynomials with respect to a measure w(x)dx = e−Q(x)dx, where Q(x)
is a polynomial of positive, even degree. In the particular case when Q(x) = 1
2
x2,
this is the measure for the Hermite polynomials, and we are furnished with an
alternative version for their asymptotics.
The main difference between the two cases, aside from the increased general-
ity already mentioned, is the region of validity for the formula. In the original
Plancharel-Rotach paper, the formula given was only applicable for x ∈ R, whereas
the newer work deals with a complex variable. The Plancherel-Rotach formula is
Hn(x) ≈ Πn
( x√
n
)
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where
Πn(t) = (2n)
n
2 e
n
2
(t2−1)
(
h(t) cos(nθ(t)− pi/4) + h−1(t) cos(nθ(t) + pi/4)
)
,
with h(t) =
(√
2−t√
2+t
)1/4
and θ(t) = 1
2
(
t
√
2− t2 + 2 arcsin(t/√2)
)
− pi/2. It is worth
noting that the variable in the approximation is rescaled by a factor
√
n. The zeros
of Hn(x) lie (asymptotically) in the interval (−
√
2n,
√
2n), so the factor normalises
this to the same interval for every n. The presence of the number
√
2 which occurs
in both h(t) and θ(t) suggests that, rather than
√
n, a better normalisation to use
might be
√
2n. This is the scaling used in [17], where the interval in which the zeros
of Hn(x) lie becomes (−1, 1).
After this rescaling, [17] provides asymptotic formulae for the orthogonal polyno-
mials, contingent upon the particular region in C in question. Figure 4.9 shows the
various regions, each depending on a parameter δ. We see that the points +1 and
−1 are special, each requiring particular asymptotics in their neighbourhood. We
will not be particularly concerned with these so-called edge asymptotics since they
contain (at most) a small percentage of the overall number of zeros.
This then leaves two further regions, Aδ andBδ, where we shall focus our attention.
Bδ consists of an almost rectangular strip between −1+δ and 1−δ but with circular
arcs at the sides. It has width
√
2δ with the real axis sitting along the middle. Aδ
consists of everything that lies outside the circular neighbourhoods around ±1 and
Bδ. It turns out that almost all the action, as far as zeros are concerned, happens
near to the real axis in the region Bδ.
Our first goal is to use the expansion given in Aδ to demonstrate that there are
no zeros in this region (at least in the two-term case). For convenience we introduce
the following additional notation. Define the rescaled variable w = z/
√
2n, and let
the wavefunction associated to Hn(z) be denoted
ψn(z) = Hn(z)e
−z2/2
Furthermore, set Θ(w) = 1
2
w
√
1− w2 + 1
2
arcsinw − pi/4, and also
A(w) =
(w − 1)1/4
(w + 1)1/4
+
(w + 1)1/4
(w − 1)1/4 .
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Then in Aδ we have the following asymptotic expansion [17]. For large n
ψn(z) =
√
1
4pi
(2n)−1/4e−2inΘ(w)A(w)(1 +O(
1
n
)), (4.3)
We are going to show that, for large n, the domain Aδ is free from zeros of
W (ψn(z), ψn+k(z)). On inspecting the formula
W (ψn(z), ψn+k(z)) := ψn(z)ψ
′
n+k(z)− ψn+k(z)ψ′n(z) (4.4)
where ′ denotes the derivative with respect to z. It is obvious that we will need
more than simply an asymptotic expansion for ψn(z); in particular, we require an
expression for the derivative ψ′n(z), and one for ψn+k(z) together with a further
expansion for its derivative.
There exists an identity which allows us to express the derivative ψ′n(z) of the n
th
wavefunction in terms of the nth and (n−1)th wavefunctions. This is extremely useful
since, a priori, there is no reason why the derivative of an asymptotic approximation
should be in any way close to the derivative of function which it is approximating.
By using this identity, we circumvent any potential issues, and it actually turns
out that in this case the result we obtain by naive differentiation of the asymptotic
formula agrees with the one we get from the identity, anyway.
For normalised Hermite polynomials we know H ′n(x) =
√
2nHn−1(x), which leads
us to the following formula for the derivative of the wavefunction ψn = Hn(z)e
−z2/2
ψ′n(z) =
√
2nψn−1(z)− zψn(z). (4.5)
Using this, the derivative of ψn(z) in Aδ is given by
ψ′n(z) =
√
1
4pi
(2n)1/4e−2inΘA(w)
(
e∆−1(1 + d−1)− w
)
(1 +O(
1
n
))
where ∆k(w) = 2kΘ(w)− kwΘ′(w) = k arccosw and dk = k4n
(
1 +
√
w2−1−w
w2−1
)
.
We also need ψn+k(z) in our calculation. This presents an issue, however, since
the rescaling performed between the the variables z (on the left hand side) and w
(on the right hand side) in (4.3) depends on n. More specifically, if we wish to
CHAPTER 4. HERMITE WRONSKIANS 53
work in the rescaled region Bδ, whilst maintaining a globally agreed z in (4.4), then
careful attention should be made to the w scaling for ψn+k(z). For the Wronskian
calculation we will fix the normalisation as z =
√
2nw. We introduce the temporary
variable w˜, such that
√
2n+ 2kw˜ =
√
2nw, or after rearrangement, expanding the
square root in Taylor series and taking only terms up to order O( 1
n
), w˜ ≈ (1− k
2n
)w.
Hence, in Aδ we have
ψn+k(z) =
√
1
4pi
(2n+ 2k)−1/4e−2i(n+k)Θ(w˜)A(w˜)(1 +O(
1
n
))
=
√
1
4pi
(2n)−1/4(1− k
4n
)e−2inΘ(w)+∆k(w)A((1− k/2n)w)(1 +O( 1
n
))
=
√
1
4pi
(2n)−1/4(1− k
4n
)e−2inΘ(w)+∆k(w)(A(w)− kw
2n
A′(w))(1 +O(
1
n
))
=
√
1
4pi
(2n)−1/4e−2inΘ(w)+∆k(w)(1 + dk(w))A(w)(1 +O(
1
n
)).
We also require a shifted version of the derivative formula,
ψ′n+k(z) =
√
1
4pi
(2n)1/4e−2iΘ(w)+∆k(w)A(w˜)
×(1 + d˜k(w))(e∆−1(w)(1 + d−1(w))− z)(1 +O( 1
n
))
where d˜k(w) =
k
4n
(1−
√
w2−1−w
w2−1 ). We now have all the tools we need to proceed with
the asymptotic analysis of the two-term Wronskian.
W2(z) := W (ψn(z), ψn+k(z))
=
1
4pi
e−4inΘ+∆kA2(w)
(
(d˜k − dk)(e∆−1(1 + d−1)− w)
)(
1 +O(
1
n
)
)
=
1
4pi
e−4inΘ+∆kA2(w)
(
(d˜k − dk)((w + i
√
w2 − 1)(1 + d−1)− w)
)(
1 +O(
1
n
)
)
.
Since (d˜k− dk) and d−1 are both O(1/n), we can ignore the d−1 term (since it is has
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(d˜k − dk) as a factor). So we have
=
1
4pi
e−4inΘ+∆kA2(w)
(
− k
2n
(
√
w2 − 1− w
w2 − 1 )(w + i
√
w2 − 1− w)
)(
1 +O(
1
n
)
)
= − ik
8npi
e−4inΘ+∆kA2(w)
(√w2 − 1− w√
w2 − 1
)(
1 +O(
1
n
)
)
= − ik
8npi
e−4inΘ+∆k
(
2 + 2
w√
w2 − 1
)(
1− w√
w2 − 1
)(
1 +O(
1
n
)
)
= − ik
4npi
e−i(4nΘ+k arccosw)
(
1− w
2
w2 − 1
)(
1 +O(
1
n
)
)
= − ik
4npi
e−i(4nw
√
1−w2+(4n+k) arccosw)
w2 − 1
(
1 +O(
1
n
)
)
= − ik
4npi
e−4inw
√
1−w2 (w + i
√
1− w2)4n+k
w2 − 1
(
1 +O(
1
n
)
)
To see that the modulus of W2 is always positive in Aδ (and hence W2 has no zeros
in this region), we use the Zhukovsky map, φ(w) = 1
2
(ζ + 1
ζ
), where ζ := e∆−1 =
ei arccosw = w + i
√
1− w2 (see Fig.4.10). This map takes confocal quadrics in the
w-plane and takes them to straight lines through the origin. The region Aδ becomes
the area outside the unit circle |ζ| > 1. So we have the following expression for the
modulus of W2.
|W2(z)| = − k
4npi
e−2n Im(w
√
1−w2) |w + i
√
1− w2|4n+k
|w2 − 1|
(
1 +O(
1
n
)
)
= − k
4npi
e−2n Im(ζ
2) |ζ|4n+k
|w2 − 1|
(
1 +O(
1
n
)
)
.
From this last formula, it is clear that |W2| is never zero in Aδ, so we can focus our
search for zeros onto the region Bδ, instead.
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ζw
|z|=1
-1 1
φ
Figure 4.10: The Zhukovsky map, φ(w) = 1
2
(ζ + 1
ζ
). Confocal quadrics map to
straight lines through the origin.
4.2.1 Two-term Wronskians in Bδ
In the region Bδ, [17] provides us with the following asymptotic expansion for ψn(z)
ψn(z) =
√
2
pi
(2n)−1/4(1− w2)−1/4
(
cos(2nΘ(w) +
1
2
arcsin(w))(1 +O(
1
n
))
+ sin(2nΘ(w)− 1
2
arcsin(w))(O(
1
n
))
)
, (4.6)
where Θ(w) = 1
2
w
√
1− w2 + 1
2
arcsinw − pi/4, as before. As in the previous case,
we will require expressions for the derivative and ψn+k(z). Using (4.5) we have
ψ′n(z) = −
√
2
pi
(2n)1/4(1− w2)1/4
((
1 +
1
4n(1− w2)
)
sin Φ
− w
4n(1− w2)3/2 cos Φ
)
(1 +O(
1
n
))
where we have set Φ(w) = 2nΘ(w) + 1
2
arcsin(w).
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Defining w˜ and ∆k(w) as before, we have the following expansion for ψn+k(z)
ψn+k(z) =
√
2
pi
(2n+ 2k)−1/4(1− w˜2)−1/4 cos((2n+ 2k)Θ(w˜) + 1
2
arcsin(w˜))(1 +O(
1
n
))
=
√
2
pi
(2n)−1/4(1− k
4n
)(1− w2 + kw
2
n
)−1/4 cos
(
(2n+ 2k)(Θ(w)− k
2n
Θ′(w))
+
1
2
arcsin(w)− k
4n
arcsin′(w)
)
(1 +O(
1
n
))
=
√
2
pi
(2n)−1/4(1− k
4n
)(1− w2)−1/4(1− kw
2
4n(1− w2))
× cos(Φ(w) + ∆k(w))(1 +O( 1
n
))
=
√
2
pi
(2n)−1/4(1− w2)−1/4(1− k
4n(1− w2)
)
cos(Φ(w) + ∆k(w))(1 +O(
1
n
))
and thus the following formula for the shifted derivative, where once again we are
using identity (4.5)
ψ′n+k(z) = −
√
2
pi
(2n)1/4(1− w2)1/4(1 + k
4n(1− w2))((
1 +
1
4n(1− w2)
)
sin(Φ + ∆k)− w
4n(1− w2)3/2 cos(Φ + ∆k)
)
(1 +O(
1
n
))
= −
√
2
pi
(2n)1/4(1− w2)1/4
((
1 +
k + 1
4n(1− w2)
)
sin(Φ + ∆k)
− w
4n(1− w2)3/2 cos(Φ + ∆k)
)
(1 +O(
1
n
))
Using all the above results we will now derive a formula for the two-term Wron-
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skian in Bδ.
W (ψn, ψn+k)(z) := ψn(z)ψ
′
n+k(z)− ψn+k(z)ψ′n(z)
= − 2
pi
[
cos Φ
(
(1 +
k + 1
4n(1− w2)) sin(Φ + ∆k)−
w
4n(1− w2)3/2 cos(Φ + ∆k)
)
− (1− k
4n(1− w2))(cos(Φ + ∆k)
(
(1 +
1
4n(1− w2)) sin Φ
− w
4n(1− w2)3/2 cos Φ)
)]
(1 +O(
1
n
))
= − 2
pi
[
cos Φ sin(Φ + ∆k)− cos(Φ + ∆k) sin Φ + k + 1
4n(1− w2) cos Φ sin(Φ + ∆k)
− w
4n(1− w2)3/2 cos Φ cos(Φ + ∆k) +
k − 1
4n(1− w2) sin Φ cos(Φ + ∆k)
+
4n(1− w2)3/2 cos Φ cos(Φ + ∆k)
]
(1 +O(
1
n
))
= − 2
pi
[(
1 +
1
4n(1− w2)
)
sin ∆k +
k
4n(1− w2) sin(2Φ + ∆k)
]
(1 +O(
1
n
)).
Now that we have an explicit formula for W (ψn, ψn+k), we can ask which of the
terms compete. Where these terms are balanced will then give us a curve near
which the zeros must lie. Now take w = u + iv in the upper half-plane and let us
look for the zeros of W (ψn, ψn+k)(z) when n is large and k is fixed. We have((
1 +
1
4n(1− w2)
)
sin ∆k +
k
4n(1− w2) sin(2Φ + ∆k)
)
(1 +O(
1
n
)) = 0.
Collecting terms of the same order onto each side, we have
1
4n(1− w2)(sin ∆k + k sin(2Φ + ∆k))(1 +O(
1
n
)) = sin ∆k
In the UHP the sin(2Φ + ∆k) term will dominate the other term on the LHS (since
Φ depends on n, which is large). Rewriting this term in exponential form we have
1
2i
(ei(2Φ+∆k) − e−i(2Φ+∆k))(1 +O( 1
n
)) =
4n(1− w2)
k
sin ∆k
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Since we are in Bδ, we can assume that v is small, and approximate Φ(w) as
Φ(u+ iv) = 2nΘ(u) + 2nivΘ′(u) +O(1).
From this, we can see that the term with the larger modulus on the LHS is the
negative exponential, |e−i(2Φ+∆k)| = e4nv
√
1−u2(1 + O(1/n)). Again, since v is small,
ln |1 − w2| ≈ ln |1 − u2| + o(v) and sin ∆k(w) ≈ sin ∆k(u). So, after taking the
modulus of both sides and then taking logs, we have
4nv
√
1− u2 = ln
(8n(1− u2)
k
| sin ∆k(u)|
)
+O(1/n)
or, equivalently
v =
1
4n
√
1− u2
(
ln
(8n
k
)
+ ln (1− u2) + ln | sin k arccos(u)|
)
+O(n−2)). (4.7)
Thus for the Wronskians W (Hn, Hn+k) with fixed k and large n we have the following
explicit formula [23] for the curve on which the scaled zeros w = z/
√
2n = u+ iv in
the region |u| < 1− δ, |v| > ε logn
n
, ε, δ > 0 lie asymptotically:
|v| = 1
4n
√
1− u2
(
ln
(8n
k
)
+ ln (1− u2) + 1
2
ln |1− T 2k (u)|
)
+O(n−2), (4.8)
where Tk(x) = cos k arccosx is the k-th Chebyshev polynomial.
Comparing the arguments of the leading terms and using the relation dΘ =√
1− w2dw we see that the real parts of the corresponding zeros are distributed ac-
cording to Wigner’s semicircle law: the number Nα,β(n, k) of scaled zeros w = u+ iv
of W (Hn, Hn+k) in the upper-half plane with the real parts in the interval (α, β)
satisfies
lim
n→∞
Nα,β(n, k)
n
=
2
pi
∫ β
α
√
1− u2du. (4.9)
Below is a comparison between the predicted curve and a plot of the actual zeros
for n = 100 and k = 5. We are using the original coordinate z = x+iy =
√
2nw, x =√
2nu, y =
√
2nv, which transforms (4.8) into
|y| = 1
2
√
2n− x2
(
ln
(8n
k
)
+ ln (1− x2/2n) + ln | sin k arccos(x/
√
2n)|
)
+O(n−3/2)).
(4.10)
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Figure 4.11: Comparison in the case n=100, k=5
Fig 4.11 shows a good agreement of this formula (blue curve) and the numerical
Mathematica calculation of the zeros (red dots) in the case when n = 100, k = 5.
The four real zeros in this case are approximately
x ≈ ±
√
200 cos
pim
5
= 5
√
2
±1±√5
2
, m = 1, 2
in agreement with the picture.
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Figure 4.12: Zeros of W (H100, H101)
The case n = 100, k = 1 corresponds to the doubled partition (100, 100) = 502×2.
Figure 4.12 highlights that the Young diagram is only a qualitative guide for the
shape of the corresponding zero set. Indeed, the corresponding asymptotic curve in
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this case is not just two straight lines but given by (4.1) with k = 1:
|y| = 1
2
√
2n− x2
(
ln
(
8n
)
+
3
2
ln (1− x2/2n)
)
.
4.2.2 Three-term Wronskians
In this case we will also require the second derivative, which can be taken directly
from the differential equation
ψ′′n = (z
2 − λn)ψn = (z2 − n− 1
2
)ψn. (4.11)
So, with this in our armoury we proceed with the calculation of the Wronskian
W (ψn, ψn+k, ψn+k+l) :=
∣∣∣∣∣∣
ψn ψn+k ψn+k+l
ψ′n ψ
′
n+k ψ
′
n+k+l
ψ′′n ψ
′′
n+k ψ
′′
n+k+l
∣∣∣∣∣∣
=
∣∣∣∣∣∣
ψn ψn+k ψn+k+l
ψ′n ψ
′
n+k ψ
′
n+k+l
(z2 − n− 1
2
)ψn (z
2 − n− k − 1
2
)ψn+k (z
2 − n− k − l − 1
2
)ψn+k+l
∣∣∣∣∣∣
=
∣∣∣∣∣∣
ψn ψn+k ψn+k+l
ψ′n ψ
′
n+k ψ
′
n+k+l
0 −kψn+k −(k + l)ψn+k+l
∣∣∣∣∣∣
= ψn
∣∣∣∣ ψ′n+k ψ′n+k+l−kψn+k −(k + l)ψn+k+l
∣∣∣∣− ψ′n ∣∣∣∣ ψn+k ψn+k+l−kψn+k −(k + l)ψn+k+l
∣∣∣∣
= ψn
∣∣∣∣ kψn+k (k + l)ψn+k+lψ′n+k ψ′n+k+l
∣∣∣∣+ ψ′n ∣∣∣∣ ψn+k ψn+k+l0 lψn+k+l
∣∣∣∣
= kψn
∣∣∣∣ ψn+k ψn+k+lψ′n+k ψ′n+k+l
∣∣∣∣− lψnψ′n+kψn+k+l + lψ′nψn+kψn+k+l
= kψn
∣∣∣∣ ψn+k ψn+k+lψ′n+k ψ′n+k+l
∣∣∣∣− lψn+k+l ∣∣∣∣ ψn ψn+kψ′n ψ′n+k
∣∣∣∣
= kψnW (ψn+k, ψn+k+l)− lψn+k+lW (ψn, ψn+k). (4.12)
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We will restrict ourselves to the situation where k = l. In that case we have
W (ψn−k, ψn, ψn+k) = k(ψn−kW (ψn, ψn+k)− ψn+kW (ψn−k, ψn)) (4.13)
Using this, previous results about 2-term Wronskians and experimenting with
Mathematica we can suggest the following empirical formula for the limiting shape
of the non-real zeros for large n and k << n:
|y| = 1√
2n− x2
(
ln
(6n
k
)
+ ln (1− x2/2n) + 1
2
ln |1− T 2k (x/
√
2n)|
)
(4.14)
Mathematica plots of zeros against the corresponding curve below show a good
agreement with this formula.
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Figure 4.13: Comparison of the zeros and the curve for Left:W (H100, H101, H102)
Right:W (H100, H102, H104).
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Figure 4.14: Comparison of the zeros and the curve for W (H100, H105, H110) .
We believe that on each curve the zeros are distributed according to Wigner’s
semicircle law (4.9) similarly to the 2-term case.
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4.2.3 Four-Term Wronskians
In this case, we will also require the third derivative, which is given by differentiating
the original equation
ψ′′′n = 2zψn + (z
2 − n− 1
2
)ψ′n
So, we proceed with the calculation
W4 := W (ψn, ψn+k, ψn+k+l, ψn+k+l+m) =
∣∣∣∣∣∣∣∣
ψn ψn+k ψn+k+l ψn+k+l+m
ψ′n ψ
′
n+k ψ
′
n+k+l ψ
′
n+k+l+m
ψ′′n ψ
′′
n+k ψ
′′
n+k+l ψ
′′
n+k+l+m
ψ′′′n ψ
′′′
n+k ψ
′′′
n+k+l ψ
′′′
n+k+l+m
∣∣∣∣∣∣∣∣
By replacing rows three and four with the above expressions for the derivatives, and
using row operations, we can rewrite R3 with R3′ = R3 − (z2 − n − 1
2
)R1 and R4
with R4′ = R4− 2zR1− (z2 − n− 1
2
)R2, which gives
W4 =
∣∣∣∣∣∣∣∣
ψn ψn+k ψn+k+l ψn+k+l+m
ψ′n ψ
′
n+k ψ
′
n+k+l ψ
′
n+k+l+m
0 −kψn+k −(k + l)ψn+k+l −(k + l +m)ψn+k+l+m
0 −kψ′n+k −(k + l)ψ′n+k+l −(k + l +m)ψ′n+k+l+m
∣∣∣∣∣∣∣∣
= ψn
∣∣∣∣∣∣
ψ′n+k ψ
′
n+k+l ψ
′
n+k+l+m
−kψn+k −(k + l)ψn+k+l −(k + l +m)ψn+k+l+m
−kψ′n+k −(k + l)ψ′n+k+l −(k + l +m)ψ′n+k+l+m
∣∣∣∣∣∣
−ψ′n
∣∣∣∣∣∣
ψn+k ψn+k+l ψn+k+l+m
−kψn+k −(k + l)ψn+k+l −(k + l +m)ψn+k+l+m
−kψ′n+k −(k + l)ψ′n+k+l −(k + l +m)ψ′n+k+l+m
∣∣∣∣∣∣
Again, we can use row operations to simplify this.
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W4 = ψn
∣∣∣∣∣∣
ψ′n+k ψ
′
n+k+l ψ
′
n+k+l+m
−kψn+k −(k + l)ψn+k+l −(k + l +m)ψn+k+l+m
0 −lψ′n+k+l −(l +m)ψ′n+k+l+m
∣∣∣∣∣∣
−ψ′n
∣∣∣∣∣∣
ψn+k ψn+k+l ψn+k+l+m
0 −lψn+k+l −(l +m)ψn+k+l+m
−kψ′n+k −(k + l)ψ′n+k+l −(k + l +m)ψ′n+k+l+m
∣∣∣∣∣∣
= ψn
∣∣∣∣∣∣
ψ′n+k ψ
′
n+k+l ψ
′
n+k+l+m
kψn+k (k + l)ψn+k+l (k + l +m)ψn+k+l+m
0 lψ′n+k+l (l +m)ψ
′
n+k+l+m
∣∣∣∣∣∣
−ψ′n
∣∣∣∣∣∣
ψn+k ψn+k+l ψn+k+l+m
0 lψn+k+l (l +m)ψn+k+l+m
kψ′n+k (k + l)ψ
′
n+k+l (k + l +m)ψ
′
n+k+l+m
∣∣∣∣∣∣
= ψnψ
′
n+k
∣∣∣∣ (k + l)ψn+k+l (k + l +m)ψn+k+l+mlψ′n+k+l (l +m)ψ′n+k+l+m
∣∣∣∣
−kψnψn+k
∣∣∣∣ ψ′n+k+l ψ′n+k+l+mlψ′n+k+l (l +m)ψ′n+k+l+m
∣∣∣∣
−ψ′nψn+k
∣∣∣∣ lψn+k+l (l +m)ψn+k+l+m(k + l)ψ′n+k+l (k + l +m)ψ′n+k+l+m
∣∣∣∣
−kψ′nψ′n+k
∣∣∣∣ ψn+k+l ψn+k+l+mlψn+k+l (l +m)ψn+k+l+m
∣∣∣∣
= ψnψ
′
n+k
∣∣∣∣ (k + l)ψn+k+l (k + l +m)ψn+k+l+mlψ′n+k+l (l +m)ψ′n+k+l+m
∣∣∣∣
−kψnψn+k
∣∣∣∣ ψ′n+k+l ψ′n+k+l+m0 mψ′n+k+l+m
∣∣∣∣
−ψ′nψn+k
∣∣∣∣ lψn+k+l (l +m)ψn+k+l+m(k + l)ψ′n+k+l (k + l +m)ψ′n+k+l+m
∣∣∣∣
−kψ′nψ′n+k
∣∣∣∣ ψn+k+l ψn+k+l+m0 mψn+k+l+m
∣∣∣∣
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= ψn
(
ψ′n+k
∣∣∣∣ (k + l)ψn+k+l (k + l)ψn+k+l+mlψ′n+k+l lψ′n+k+l+m
∣∣∣∣+ ψ′n+k ∣∣∣∣ (k + l)ψn+k+l mψn+k+l+mlψ′n+k+l mψ′n+k+l+m
∣∣∣∣
−kmψn+kψ′n+k+lψ′n+k+l+m
)
−ψ′n
(
ψn+k
∣∣∣∣ lψn+k+l lψn+k+l+m(k + l)ψ′n+k+l (k + l)ψ′n+k+l+m
∣∣∣∣+ ψn+k ∣∣∣∣ lψn+k+l mψn+k+l+m(k + l)ψ′n+k+l mψ′n+k+l+m
∣∣∣∣
+kmψ′n+kψn+k+lψn+k+l+m
)
.
This can be further simplified to
W4 = l(k + l +m)W (ψn, ψn+k)W (ψn+k+l, ψn+k+l+m)
−kmW (ψn, ψn+k+l+m)W (ψn+k, ψn+k+l) (4.15)
Assuming first that k = l = m, equation (4.15) becomes
W4 = 3k2W (ψn, ψn+k)W (ψn+2k, ψn+3k)− k2W (ψn, ψn+3k)W (ψn+k, ψn+2k) (4.16)
Mathematica plots show that the zeros for large n and small k << n lie asymp-
totically on two curves, for which we can suggest the following empirical formulas:
|y| = 1
2
√
2n− x2
(
ln
(4n
k
)
+ ln (1− x2/2n) + 1
2
ln |1− T 2k (x/
√
2n)|
)
(4.17)
for the middle curve and
|y| = 3
2
√
2n− x2
(
ln
(4n
k
)
+ ln (1− x2/2n) + 1
2
ln |1− T 2k (x/
√
2n)|
)
(4.18)
for the outside curve.
Below we compare these curves and Mathematica plots of zeros for n = 100 and
values of k ranging from 1 to 4. The first picture corresponds to the double partition
λ2×2 with λ = (50, 50). In all cases we expect the real parts of properly scaled zeroes
to satisfy Wigner’s semicircle law. We note a peculiar behaviour of zeroes near the
points where 1− T 2k (x/
√
2n) = 0, which needs a special investigation.
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Figure 4.15: Comparison of the zeros and the curve for
Left:W (H100, H101, H102, H103) Right:W (H100, H102, H104, H106).
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Figure 4.16: Comparison of the zeros and the curve for
Left:W (H100, H103, H106, H109) Right:W (H100, H104, H108, H112).
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Doubled partition case
Consider now the case k = m = 1 and W4 = W (Hn, Hn+1, Hn+l+1, Hn+l+2), corre-
sponding to the doubled partitions λ2×2 with λ = ((n+ l−1)/2, n/2). The empirical
formulas for the asymptotic zero curves, for large n, are
|y| = 1
2
√
2n− x2
(
ln 4n+
3
2
ln (1− x2/2n)− 1
2
ln |1− T 2l (x/
√
2n)|
)
(4.19)
for the middle curve and
|y| = 1√
2n− x2
(
ln
8n2
5l
+
3
2
ln (1− x2/2n) + 1
l
ln |1− T 2l (x/
√
2n)|
)
(4.20)
for the outside curve. They seem to work fairly well when l < n/4 but not too
small. The case with n = 50, l = 11 is shown below. Counting the zeros on the cor-
responding curves in Fig.4.17 gives 50, 60, 60, 50 in full agreement with λ = (30, 25).
We should say that at the moment this part is just experimental mathematics and
requires further investigation.
￿10 ￿5 5 10
￿0.5
0.5
Figure 4.17: Comparison of the zeros and the curves for W (H50, H51, H62, H63).
In the next chapter we investigate the link between the complex zeros of monodromy-
free operators and the equilibria of point vortices.
Chapter 5
Vortex Equlibria
As was mentioned in the Introduction, the study of vortex dynamics goes back to
Helmholtz [29]. The dynamics of N point vortices z1(t), . . . , zN(t) with circulations
Γ1, . . . ,ΓN is determined by the system
dz¯j
dt
=
1
2pii
N∑
k 6=j
Γk
zj − zk , j = 1, . . . , N.
In the pi-periodic setting [5, 46] we have the equations
dz¯j
dt
=
1
2pii
N∑
k 6=j
Γk cot(zj − zk), j = 1, . . . , N. (5.1)
Consider the relative equilibria of vortices on a cylinder described by the system
N∑
k 6=j
Γk cot(zj − zk)− w = 0, j = 1, . . . , N (5.2)
where w = 2piiv¯, with v =
dzj
dt
being the common constant velocity of the vortices.
A classical example is given by the so-called Ka´rma´n vortex street [34] (see Fig.5.1)
corresponding to the case N = 2, Γ1 + Γ2 = 0.
More recently vortex dynamics on a cylinder was discussed in [5, 46, 59]. In
particular, Montaldi, Solie`re and Tokieda [46] showed that if the sum
∑N
j=1 Γj 6= 0
then w must be 0, so all relative equilibria are actually equilibria.
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Figure 5.1: Ka´rma´n vortex street moving to the right.
We are going to construct more examples of relative periodic vortex equilibria
following [31]. The general idea comes from [62], where a close link between the
Stieltjes relations and trivial monodromy in the complex domain was established.
We explain this in more detail next.
5.1 Monodromy-free Schro¨dinger operators
Consider the Schro¨dinger equation
−ϕ′′ + u(z)ϕ = λϕ (5.3)
with a meromorphic potential, u, having poles only of second order. Near such
a pole (which can be assumed, for simplicity, to be z = 0) the potential can be
represented as a Laurent series
u =
∞∑
i=−2
ciz
i.
Following the classical approach of Frobenius, one can look for solutions of the form
ϕ = z−µ(1 +
∞∑
i=1
ξiz
i).
By equating coefficients at the lowest order, we find that µ must satisfy the charac-
teristic equation µ(µ+1) = c−2, which means that equation (5.3) has a meromorphic
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solution only if the coefficient c−2 at any pole has a very special form:
c−2 = m(m+ 1),m ∈ Z+. (5.4)
This condition is, in fact, not sufficient: the corresponding solution, ϕ, may have
a logarithmic term. The following important lemma, due to Duistermaat and
Gru¨nbaum, gives the conditions for which this does not happen.
Lemma 1. (Duistermaat-Gru¨nbaum, [21]) The logarithmic terms are absent for all
λ if and only if, in addition to (5.4), all the first m+1 odd coefficients at the Laurent
expansion of the potential vanish
c2k−1 = 0, k = 0, 1, ...,m. (5.5)
Let ψ(z) be a solution of the corresponding Schro¨dinger equation
(−D2 + u(z))ψ(z) = λψ(z)
and f(z) = D logψ(z). Then the potential u(z) can be expressed as
u(z) = f ′ + f 2 + λ.
The following proposition is due to Veselov [62].
Proposition 4. Let f be a meromorphic function having only poles of the first
order with integer residues. The Schro¨dinger operator L, with the potential u =
f ′+ f 2 + const has trivial monodromy in the complex domain if, and only if, at any
pole z0 with Resz=z0 f = m the following relations are satisfied:
Resz=z0 f
2 = Resz=z0 f
4 = ... = Resz=z0 f
2|m| = 0.
Indeed, substituting
f =
±m
z − z0 +
∑
k=0
αk(z − z0)k
with m ∈ Z+ into u = f ′ + f 2 we see that c−2 = m(m ± 1) and that the trivial
monodromy conditions c2k−1 = 0, k = 0, 1, ...,m− 1, are equivalent to the vanishing
of the coefficients α2k = 0, k = 0, 1, ...,m − 1. The last relation c2m−1 = 0 is then
fulfilled automatically, see [62].
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5.2 Monodromy-free operators and periodic vor-
tex equilibria
Relative periodic equilibria
All pi-periodic trigonometric monodromy-free operators with potentials of the form
u(z) =
N∑
i=1
mi(mi + 1)
sin2(z − zi)
were classified by Chalykh, Feigin and Veselov in [12]. The corresponding potentials
have the form
u(z) = −2D2 logW (χk1,φ1(z), . . . , χkn,φn(z)), (5.6)
where ki are distinct natural numbers, φi are arbitrary complex numbers.
χk,φ(z) = sin(kz + φ), k ∈ N.
The Schro¨dinger equation
(−D2 + u(z))ψ(z) = λψ(z)
with λ = −a2 has solution
ψ(z) =
W an (z)
Wn(z)
,
where
Wn = W (χk1,φ1(z), . . . , χkn,φn(z)),
W an = W (χk1,φ1(z), . . . , χkn,φn(z), e
iaz).
Note that W an = Pn(a, z)e
iaz, where Pn(a, z) = Wn(ia)
n +
∑n−1
j=0 Aj(z)a
j is a poly-
nomial in a with coefficients being trigonometric polynomials in z.
Let
Wn(z) = C
M∏
i=1
sin(z − αi)mi , W an (z) = C ′eiaz
N∏
i=1
sin(z − βi)ni
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with some constants C and C ′, be the corresponding factorisations. Then the cor-
responding log-derivative f = D logψ(z) = D logWn+1 −D logWn has the form
f =
M∑
j=1
mj cot(z − βj)−
N∑
j=1
nj cot(z − αj) + ia =
M+N∑
j=1
Γj cot(z − zj) + ia,
where z1, . . . , zM+N = α1, . . . , αM , β1, . . . , βN and Γj = mj for j = 1, . . . ,M and
ΓM+j = −nj for j = 1, . . . , N.
Consider the combined configuration of vortices Σk,φ,a of complex roots ofWk,φ,a(z) =
0 and Wk,φ(z) = 0 taken with the the circulations prescribed above.
Theorem 5. [31] The vortex configuration Σk,φ,a is a periodic relative equilibrium
for all values of parameters ki ∈ N, φi ∈ C/2piZ, a ∈ C with velocity v = a¯/2pi.
Indeed, we can use Proposition 4, which implies that
Resz=zj f
2 = 2Γj
∑
k 6=j
Γk cot(zj − zk) + 2iΓja = 0
for all j = 1, . . . ,M + N. Dividing this by 2Γj and comparing with (5.2) we have
the above result.
We can replace eiaz in W an by χkn+1,φn+1(z) to have another solution of the same
equation:
ψ(z) =
Wn+1(z)
Wn(z)
,
where
Wn+1(z) = W (χk1,φ1(z), . . . , χkn,φn(z), χkn+1,φn+1(z)).
Similarly f = D logψ(z) = D logWn+1 −D logWn has the form
f =
M∑
i=1
mi cot(z − βi)−
N∑
j=1
nj cot(z − αj) =
M+N∑
i=1
Γi cot(z − zi)
with the same definition of the circulations. The same arguments lead to the above
result.
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Proposition 5. [31] The set of vortices with position at z1, . . . , zM+N with the corre-
sponding circulations Γ1, . . . ,ΓM+N , described above, is a periodic vortex equilibrium
configuration for any choice of the distinct parameters kj ∈ N and any complex val-
ues of the phases φj.
Note that in this case we don’t have a relative but a genuine equilibrium. In the
simplest situation we have a single element Wk = ψk = sin kz, W0 = 1. In this
case, we have only real zeros, at positions zj = pij/k, j = 0, 1, . . . , k − 1, all having
the same circulation. This corresponds to the known situation of a ring of vortices
around a diameter on the cylinder [46].
Consider now configurations corresponding to
ψ(z) = W (sinmz, sinnz)/W (sinmz).
Let us assume that both m and n are large integers with their difference (n −m)
being small compared to them. We have
W (sinmz, sinnz) =
∣∣∣∣ sinmz sinnzm cosmz n cosnz
∣∣∣∣
= n cosnz sinmz −m sinmz cosnz
=
n−m
2
sin(m+ n)z − m+ n
2
sin(n−m)z.
For a formula for where the zeros lie, we are looking for
| sin(m+ n)z| = m+ n
n−m | sin(n−m)z| (5.7)
Set z = x + iy, and we will work in the upper half-plane y > 0. The negative
exponential term in sin(m+n)z, with modulus e(m+n)y/2, will dominate, and sin(n−
m)z = sin(n − m)x + O(n−2). Taking the modulus of both sides, equation (5.7)
becomes
1
2
e(m+n)y =
m+ n
n−m | sin(n−m)x|+O(n
−1)
Taking logs, we have the following approximate formula for the curve near which
the zeros lie
y =
1
m+ n
(
log | sin(n−m)x|+ log 2(m+ n)
n−m
)
. (5.8)
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Figure 5.2: The zeros of W (sin 10z, sin 11z).
Fig.5.2 demonstrates that there is already good agreement in the case m = 10,
n = 11.
Fig.5.3 shows the vortex equilibrium for the case when m = 9 and n = 11. The
red vortices (which are zeros of W (sin 9z, sin 11z)) have circulations +1 and the blue
vortices (which are zeros of sin 9z) have circulations −1.
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Figure 5.3: Equilibrium vortex configuration with m = 9 and n = 11.
Let us now consider relative equilibrium configurations Σk,0,a with k = (1, 2). In
this case
ψ(z) =
W1,2,a
W1,2
where W1,2 := W (sin z, sin 2z) = −2 sin3 z, W1,2,a := W (sin z, sin 2z, eiaz). The
Wronskian W1,2 has a triple zero at z = npi. We will now derive a formula for
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the zeros of the numerator.
W1,2,a = − sin zeiaz
(
(2 + a2) cos 2z − 3ia sin 2z + (4− a2)) (5.9)
so we have a simple zero at z = npi from the sin z factor. The other zeros are the
roots of
(2 + a2) cos 2z − 3ia sin 2z + (4− a2) = 0, (5.10)
or
(a− 1)(a− 2)e2iz + (a+ 1)(a+ 2)e−2iz = 2(a+ 2)(a− 2)
which is a quadratic in X = e2iz with roots X1,2 =
(a2−4)±
√
3(4−a2)
(a−1)(a−2) . So, we have a
relative equilibrium with vortices at the following locations (and pi-periodically)
z0 = 0 with Γ = −2
z1,2 =
1
2i
log
((a2 − 4)±√3(4− a2)
(a− 1)(a− 2)
)
with Γ = 1.
When a = 0 then X1,2 = −2±
√
3, so z1,2 = pi/2± i2 log(2+
√
3) (see Fig.5.4). There
are critical values at a = 1 and a = 2. Let a = 1 + , then
z1,2 = lim
→0
1
2i
log
((−3 + 2)± (3− )
−
)
so z1 =
1
2i
log(−1) = 1
2i
log eipi = pi
2
, and z2 = lim→0 12i log(6/)→ −i∞. One can see
this in Fig.5.5. Similarly, setting a = 2 + ,  > 0
z1,2 ≈ 1
2i
log
(4± (−12)1/2

)
≈ 1
2i
log
(
± 2i(3/)1/2
)
,
so in the limit  → 0 the real parts of z1,2 approach ±pi/4. If instead we let
a = 2− ,  > 0, then
z1,2 ≈ 1
2i
log
(−4± (12)1/2
−
)
=
1
2i
log
(
4∓ 2(3/)1/2
)
,
so this time, in the limit → 0 the real parts of z1,2 approach 0 and pi/2 (see Fig.5.6.
When a → ∞, then X1,2 → 1 so z1,2 → npi, n ∈ Z (see Fig.5.7). For a < 0 the
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Figure 5.4: Σk,φ,a with k(1, 2), φ = (0, 0), and L: a = 0, M: a = 0.5 R: a = 0.8
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Figure 5.5: Σk,φ,a with k(1, 2), φ = (0, 0) L: a = 1, M: a = 1.2 R: a = 1.5
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Figure 5.6: Σk,φ,a with k(1, 2), φ = (0, 0) L: a = 1.9, M: a = 1.99 R: a = 2.1
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Figure 5.7: Σk,φ,a with k(1, 2), φ = (0, 0) and L: a = 3, M: a = 6 R: a = 10
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configuration will look the same as the corresponding positive configuration but will
move to the left, instead.
Now let us look at configurations with φ 6= (0, 0). It is convenient to consider
W a = W (sin z +B cos z, sin 2z, eiaz), W = W (sin z +B cos z, sin 2z)
where B ∈ C. A calculation gives
W a = −(1/2)eiaz(3(B(a2 − 2)− ia) cos z + (3ia+B(a2 − 2)) cos 3z
+3(2− iaB − a2) sin z + (2− 3iaB + a2) sin 3z)
and
W = 2 cos3 z − 2B sin3 z.
So we have the configuration ΣB,a of vortices with circulation −1 at the roots of
cot3 z = B,
and vortices with circulation +1 are given by the roots of
3(B(a2 − 2)− ia) cos z + (3ia+B(a2 − 2)) cos 3z
+3(2− iaB − a2) sin z + (2− 3iaB + a2) sin 3z = 0.
Fig.5.8 shows the corresponding vortex configurations ΣB,a when B = 1/3 for
different values of the speed a. Note that for large a, the pairs of red/blue vortices
move close together.
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Figure 5.8: ΣB,a with B = 1/3 and a = 0 (L), a = 2.5 (M) and a = 5 (R).
Now let’s consider the situation when k = (m,n) and φ = (0, 0). The correspond-
ing configuration of vortices, Σm,n,a, is given by the zeros of
W = W (sinmz, sinnz) =
n−m
2
sin(m+ n)z − m+ n
2
sin(n−m)z,
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and
W a = W (sinmz, sinnz, eiaz) = (m(a2 − n2) cosmz sinnz − n(a2 −m2) cosnz sinmz
+ia(n2 −m2) sinmz sinnz)eiaz (5.11)
=
eiaz
2
((n+m)(a2 −mn) sin(n−m)z
−(n−m)(a2 +mn) sin(n+m)z
+ia(n2 −m2)(cos(n−m)z − cos(n+m)z)) (5.12)
When a = 0 we have a genuine equilibrium. In that caseW a = mnW (cosmz, cosnz),
where
W (cosmz, cosnz) =
n−m
2
sin(n+m)z +
n+m
2
sin(n−m)z.
For large n,m with small difference, the zeros and W and W a lie asymptotically on
the same curve, given by equation (5.8) (see Fig.5.9).
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Figure 5.9: Vortex equilibrium configuration Σ10,12,0.
When the parameter a (speed) increases from zero the red vortices lie on their own
independent curves. We will now derive a formula for these curves, from equation
(5.12). Setting W a = 0, then collecting terms with argument (n+m)z onto the left
and those with argument (n−m)z onto the right, we have
(n−m)(a(n+m) cos(n+m)z − i(a2 +mn) sin(n+m)z) =
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(n+m)(a(n−m) cos(n−m)z − i(a2 −mn) sin(n−m)z).
Writing the LHS in terms of exponentials, we get
n−m
2
((a− n)(a−m)ei(n+m)z − (a+ n)(a+m)e−i(n+m)z) =
(n+m)(a(n−m) cos(n−m)z − i(a2 −mn) sin(n−m)z).
Since (n+m) is assumed to be large, in the UHP the negative exponential term will
dominate. Set z = x+ iy and assume that y is small enough that sin z ≈ sinx and
similarly for cos z. Taking the modulus of both sides we have
n−m
2
(a+n)(a+m)e(n+m)y = (n+m)
(
(a2−n2)(a2−m2) sin2(m−n)x+a2(n−m)2)1/2.
Taking logs of both sides we arrive at the formula
y =
1
2(n+m)
log(
a− n
a+ n
a−m
a+m
) +
1
(n+m)
log
2(n+m)
n−m
+
1
2(n+m)
(
log | sin2(n−m)x+ a
2(n−m)2
(a2 − n2)(a2 −m2) |
)
,
and by a similar calculation in the LHP (where we take the positive exponential
term instead) we have a formula for the lower line of vortices. Combining the two
gives us
y± =
1
2(n+m)
log(
a− n
a+ n
a−m
a+m
)± 1
2(n+m)
(
2 log
2(n+m)
n−m
+ log | sin2(n−m)x+ a
2(n−m)2
(a2 − n2)(a2 −m2) |
)
. (5.13)
Formula (5.13) works well away from a = m or a = n. In these cases, we must
return to equation (5.11) to see what happens. Setting a = m we have
W a = m(m2 − n2) cosmz sinnz − im(m2 − n2) sinmz sinnz.
So for zeros we require either sinnz = 0 or cosmz − i sinmz = e−imz = 0. The
latter case never happens, but we see that Imz → −∞ as a → m. Therefore the
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only zeros are real and located at kpi/n for integer k. A similar analysis when a = n
shows that in that case we have sinmz = 0 instead.
The configurations corresponding to m = 7 and n = 8 are displayed in the se-
quence of pictures shown in Fig.5.10-Fig.5.14 for increasing values of the parameter
a. We give a qualitative description of what is happening at each stage:
• a = 0 The zeros of W and W a are interlaced.
• 0 < a < m The red vortices corresponding to the zeros of W a move downward
whilst maintaining a similar overall form until a approaches m, when they
flatten out.
• a = m The first critical value. The bottom line of vortices tends to −i∞. The
top line of vortices sit on the real axis at the zeros of sinnx.
• m < a < n The bottom line returns and a vortex is exchanged between the
top and bottom lines.
• a = n The second critical case. Again, the bottom line of vortices tends to
−i∞ and the top line of vortices sit on the real axis, only this time at the
zeros of sinmx.
• a > n The vortices move upwards and tend towards the blue vortices as
a→∞.
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Figure 5.10: Σ7,8,a with a = 0 (L), a = 1 (M), a = 2 (R).
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Figure 5.11: Σ7,8,a with a = 4 (L), a = 6 (M), a = 6.9 (R).
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Figure 5.12: Σ7,8,a with a = 7 (L), a = 7.2 (M), a = 7.4 (R).
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Figure 5.13: Σ7,8,a with a = 7.5 (L), a = 7.6 (M), a = 8 (R).
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Figure 5.14: Σ7,8,a with a = 10 (L), a = 30 (M), a = 50 (R).
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Whittaker-Hill and vortex equilibria in a background flow
Recall the Whittaker–Hill equation from Chapter 1.
−ψ′′ − (4αs cos 2x+ 2α2 cos 4x)ψ = λψ. (5.14)
Let WI = W (ψi1 , . . . , ψik) denote the Wronskian of the corresponding eigenfunc-
tions, as before. And recall also the Wronskian of the corresponding functions
ϕj = ψje
−α cos 2x :
VI(x) = W (ϕi1 , . . . , ϕik , ) = e
−kα cos 2xWI .
The Darboux transformations of the Whittaker-Hill potential are
u˜ = u− 2D2 logWI = 4α(2k − s) cos 2x− 2α2 cos 4x− 2D2 log VI (5.15)
and its eigenfunction
ψ(z) =
WJ(z)
WI(z)
,
where
WJ = W (ψi1 , . . . , ψik , ψik+1) = W (ϕi1 , . . . , ϕik , ϕik+1)e
(k+1)α cos 2x.
The corresponding log-derivative f = D logψ(z) = D logWJ − D logWI has the
form
f =
M∑
i=1
mi cot(z− bi)−
N∑
j=1
nj cot(z− aj) +α cos 2z =
M+N∑
i=1
Γi cot(z− zi) +α cos 2z,
where ai and bj are the zeros of the denominator WI and numerator WJ , with
circulations being their negative multiplicities and multiplicities, respectively.
Application of Proposition 4 gives
Resz=zi f
2 = 2Γi
∑
j 6=i
Γj cot(zi − zj) + 2Γiα cos 2zi = 0,
or, ∑
j 6=i
Γj cot(zi − zj) + α cos 2zi = 0,
for all i = 1, . . . ,M + N. The additional term α cos 2z can be interpreted as the
complex potential of the background flow.
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Proposition 6. [31] The zeros of two consecutive Whittaker-Hill Wronskians WI
and WJ with their corresponding circulations, give a periodic vortex equilibrium
configuration in the presence of the background flow with complex potential w(z) =
α cos 2z.
Fig. 5.15 shows the velocity field due to the background flow α cos 2z for real α.
The velocity field is given by (u, v) = (−2α sin 2x cosh 2y, 2α cos 2x sinh 2y).
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Figure 5.15: The background flow for Whittaker–Hill.
Fig.5.16 and Fig.5.17 show some examples of the zeros of the Whittaker-Hill
eigenfunctions in the case when s = 5. We have picked α = 1.5 for concreteness,
although this doesn’t affect the overall structure of the zeros. Fig.5.18 shows some
equilibrium configurations, again in the case α = 1.5.
On the interval [0, pi) the function ϕ0 has no real zeros, ϕ1 and ϕ2 have 2 real
zeros, and the pair of functions ϕ3 and ϕ4 each have 4 real zeros. It is interesting
to notice the interlacing property between the zeros of each cluster pair. As was
proven in Chapter 2, we see that the Wronskians of the cluster sets {0}, {1, 2} and
{3, 4} have no real zeros at all.
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Figure 5.16: WH case s = 5, α = 1.5. Zeros of ϕ0 (left), ϕ1 (middle), ϕ2 (right).
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Figure 5.17: WH case s = 5, α = 1.5. Zeros of ϕ3 (left), ϕ4 (middle), and W (ϕ3, ϕ4)
(right).
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Figure 5.18: Vortex equilibria in the WH case s = 5, α = 1.5. Left: J = {3, 4},
I = {3} Middle: J = {0, 4}, I = {0} Right: J = {2, 4}, I = {2}.
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5.3 Rational sextic case
We finish with a brief discussion of the finite (non-periodic) vortex configurations,
corresponding to the quasi-exactly solvable sextic case proposed by Turbiner in [60].
This case is similar to the Whittaker-Hill equation discussed above. It was studied
further by Bender and Dunne in [8] and by Gibbons and Veselov in [26]. The
corresponding Schro¨dinger operator is
−D2 + z6 − νz2 + l(l + 1)
z2
, ν = 2p+ 1 with p, l ∈ Z.
It has special eigenfunctions of the form χ = e±z
4/4zµP (z), where µ = l + 1 or
µ = −l and P (z) is a polynomial. Fig. 5.19 shows the graphs of the corresponding
polynomials P (x), with real x, in the case ν = 23 and l = 0.
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Figure 5.19: Graphs of P (x) for the sextic potential u = x6 − 23x2.
The Darboux transforms of the sextic potential studied in [26] are
u˜ = z6 − νz2 + l(l + 1)
z2
− 2D2 logWI (5.16)
with eigenfunctions
ψ(z) = WJ/WI ,
where
WJ = W (χi1 , . . . , χik , χik+1) = W (Pi1 , . . . , Pik , Pik+1)e
±(k+1)z4zµ.
where µ =
∏ik+1
j=i1
µj. Since the corresponding operators are monodromy-free, sim-
ilarly to Whittaker-Hill case we have that the zeros of the WJ and WI give the
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equilibria of vortices in the background flow with complex potential ±z4. The cor-
responding velocity field for the potential z4 is v = (x3 − 3xy2, 3x2y − y3) which is
shown in Fig. 5.20.
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Figure 5.20: The background flow for the complex potential z4.
Figures 5.21 and 5.22 show the zeros of the eigenfunctions. Figures 5.23-5.26
show the zeros for a selection of 2-term Wronskians. Figures 5.27-5.29 show vortex
equilibria, all in the case when ν = 23.
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Figure 5.21: The sextic case with ν = 23. Zeros of ψ0 (left), ψ1 (middle), ψ2 (right).
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Figure 5.22: The sextic case with ν = 23. Zeros of ψ3 (left), ψ4 (middle), ψ5 (right).
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Figure 5.23: The sextic case with ν = 23. Left: Zeros of W (ψ0, ψ1), Middle:
W (ψ0, ψ2), Right: W (ψ0, ψ3).
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Figure 5.24: The sextic case with ν = 23. Left: Zeros of W (ψ0, ψ4). Middle: Zeros
of W (ψ0, ψ5) Right: Zeros of W (ψ1, ψ2)
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Figure 5.25: The sextic case with ν = 23. Left: Zeros of W (ψ1, ψ3). Middle: Zeros
of W (ψ1, ψ4). Right: Zeros of W (ψ1, ψ5).
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Figure 5.26: The sextic case with ν = 23. Left: Zeros of W (ψ2, ψ3). Middle: Zeros
of W (ψ2, ψ5) Right: Zeros of W (ψ3, ψ4)
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Figure 5.27: Vortex equilibria in the sextic case with ν = 23. Left: Zeros of ψ0
(blue) and W (ψ0, ψ1) (red). Right: Zeros of ψ2 (blue) and W (ψ0, ψ2) (red)
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Figure 5.28: Vortex equilibria in the sextic case with ν = 23. Left: Zeros of ψ1
(blue) and W (ψ1, ψ2) (red). Right: Zeros of ψ1 (blue) and W (ψ1, ψ4) (red)
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Figure 5.29: Vortex equilibria in the sextic case with ν = 23. Left: Zeros of ψ3
(blue) and W (ψ2, ψ3) (red). Right: Zeros of ψ3 (blue) and W (ψ3, ψ4) (red)
Chapter 6
Conclusion
Let us summarise the main findings of the thesis.
• We have found new trigonometric examples of semifinite-gap Schro¨dinger op-
erators by applying Darboux transformations to the Whittaker-Hill equation,
have given explicit conditions for when the corresponding potentials are real
and non-singular and studied the spectral properties of these operators.
• We studied the geometry of the harmonic locus (i.e. the zeros of Wronskians
of Hermite polynomials) for a special class of partition we called doubled. A
similarity between the shape of the zero set and the shape of the corresponding
double version of the Young diagram of the partition is observed.
• For partitions λ = (n+k−1, n) we gave an asymptotic formula for the curve on
which the harmonic locus is located when n is large, and suggested empirical
formulae for the cases λ = (n+ 2k− 2, n+ k− 1, n), λ = (n+ 3k− 3, n+ 2k−
2, n+ k− 1, n) and for the doubled partition λ2×2 = (n+ l− 1, n+ l− 1, n, n).
• In the final chapter we described the link between the trivial monodromy of
Schro¨dinger operators and the equilibrium configurations of point vortices. On
the cylinder we gave descriptions and examples of new relative equilibria.
The ultimate quest would be to understand the geometry of the singular locus
for any monodromy-free potential. However, in such generality such a dream is
probably hopeless. In this thesis some progress has been made in certain specific
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directions. What has been done gives rise to some natural questions that it would
be nice to answer.
• Can we find other explicit examples of smooth semifinite-gap potentials? As
far as we are aware, the only known examples are the Darboux transformations
of the Whittaker-Hill equation constructed in Chapter 2.
• Can we understand the geometry of the harmonic locus for a more general class
of partition? Even for doubled partitions, we still need to understand what
is happening when λi = λj. Most of the material of Chapter 4 still requires
rigorous mathematical treatment.
• Classification of monodromy-free operators of Whittaker-Hill type, that is with
potentials of the form
u(x) = A cos 4x+B cos 2x+
∑
i
mi(mi + 1)
sin2(x− xi)
.
Such a potential can be considered the periodic analogue of the sextic case
studied by Gibbons and Veselov in [26]. In particular they have shown that
there are monodromy-free sextic potentials which are not the result of Darboux
transformations applied to
u(x) = x6 − ax2 + l(l + 1)
x2
.
It would be very interesting to know if the same is true in the periodic case.
• A more encompassing study of the geometry of relative vortex equilibria on
the cylinder.
Overall what is known about the locus of monodromy-free potentials is still not
much. We have assembled a few results in some specific situations, with the formulae
often only given in a limiting case, so therefore many interesting questions remain
open. It is an area certainly worthy of further investigation.
Appendix A
Interlacing property of eigenvalues
Recall that an n × n matrix is called a Jacobi matrix if it is tri-diagonal with
positive off-diagonal elements. Such matrices play an important role in the theory
of orthogonal polynomials [57].
Let Jn be an n× n Jacobi matrix
Jn =

b0 c0 0 . . . . . . 0
a1 b1 c1 0 . . . 0
0 a2 b2 c2 . . . 0
...
. . . . . . . . . . . .
...
0 . . . 0 an−2 bn−2 cn−2
0 . . . . . . 0 an−1 bn−1

(A.1)
and Jn−1 be its (n− 1)× (n− 1) submatrix
Jn−1 =

b0 c0 0 . . . . . . 0
a1 b1 c1 0 . . . 0
0 a2 b2 c2 . . . 0
...
. . . . . . . . . . . .
...
0 . . . 0 an−3 bn−3 cn−3
0 . . . . . . 0 an−2 bn−2

(A.2)
Theorem 6. The eigenvalues of Jn and Jn−1 are simple and interlacing.
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Proof. The proof of the simplicity of spectrum of Jacobi matrices is well-known: it
follows immediately from the tri-diagonal form of the linear system (Jn−λIn)v = 0
that for a given eigenvalue λ the corresponding eigenspace is one-dimensional.
By ∆k(λ) we denote the characteristic polynomial for the corresponding k × k
submatrix Jk :
∆k(λ) ≡ det(λIk − Jk).
By definition we take ∆0 ≡ 1. We are going to prove that the zeroes of ∆k+1 and
∆k are interlacing. More precisely, we will show that if λ1 < λ2 < . . . < λk+1 be
the zeros of ∆k+1(λ) then each interval [λi, λi+1], i = 1, 2, . . . , k contains exactly one
zero of ∆k(λ).
We have the recurrence relation
∆k(λ) ≡ det(λIk − Jk) = (λ− bk−1)∆k−1(λ)− ck−1ak−2∆k−2(λ) for all k ≥ 2,
which is of the form
∆k(λ) = (Akλ+Bk)∆k−1(λ)− Ck∆k−2(λ) (A.3)
with Ak = 1 > 0, Bk = −bk−1 and Ck = ck−1ak−2 > 0 since Jk is Jacobi. We claim
that the following identity holds
γ0∆0(x)∆0(y) + γ1∆1(x)∆1(y) + . . .+ γk∆k(x)∆k(y)
=
∆k+1(x)∆k(y)−∆k(x)∆k+1(y)
x− y (A.4)
where γi = Ci+2Ci+3 . . . Ck+1 and γk = 1. This follows directly from (A.3):
∆k+1(x)∆k(y)−∆k(x)∆k+1(y)
= {(Ak+1x+Bk+1)∆k(x)− Ck+1∆k−1(x)}∆k(y)
−∆k(x){(Ak+1y +Bk+1)∆k(y)− Ck+1∆k−1(y)}
= Ak(x− y)∆k(x)∆k(y) + Ck+1{∆k(x)∆k−1(y)−∆k−1(x)∆k(y)}
Recalling that Ak = 1, this becomes
∆k+1(x)∆k(y)−∆k(x)∆k+1(y)
x− y
= ∆k(x)∆k(y) + Ck+1
{∆k(x)∆k−1(y)−∆k−1(x)∆k(y)}
x− y
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By induction, we obtain (A.4). We notice that, for the special case x = y, we have
γ0{∆0(x)}2 + γ1{∆1(x)}2 + . . .+ γk{∆k(x)}2
= ∆′k+1(x)∆k(x)−∆′k(x)∆k+1(x)
where ′ denotes d
dx
. Since all Ci > 0, it follows that γj > 0 for all j. Hence,
∆′k+1(x)∆k(x)−∆′k(x)∆k+1(x) > 0 (A.5)
because ∆0(x) ≡ 1 and is therefore positive.
Now, if ξ and η are two consecutive zeros of ∆k(x), we have ∆
′
k(ξ)∆
′
k(η) < 0.
On the other hand, (A.5) yields −∆′k(ξ)∆k+1(ξ) > 0, −∆′k(η)∆k+1(η) > 0, so that
∆k+1(ξ)∆k+1(η) < 0. This indicates an odd number of zeros of ∆k+1(x) in the
interval ξ < x < η. In particular, there is at least one. Now let ξ = xk be the
greatest zero of ∆k(x); then ∆
′
k(ξ) > 0, and (A.5) yields ∆k+1(ξ) < 0. Since
∆k+1(b) is positive, we obtain at least one zero of ∆k+1(x) on the right of ξ = xk,
and similarly at least one on the left of the least zero x1 of ∆k(x). Consequently,
we can only have one zero of ∆k+1(x) between xν and xν+1, ν = 1, 2, . . . , k. By
interchanging the roles of ∆k(x) and ∆k+1(x), we can prove that there exists one,
and only one, zero of ∆k(x) between every zero of ∆k+1(x).
Applying this result to the matrix (1.18) we have as a corollary that the periodic
eigenvalues of the Whittaker–Hill operator with s = 2m+ 1 from the sets S0 and S1
are interlacing.
To prove a similar result for even s and anti-periodic spectrum we should modify
the arguments. Note that the corresponding matrices K± have the same size m×m
and differ only in the first element (see (1.21)). By the Weinstein-Aronszajn formula
[35] their characteristic polynomials ∆± = det(λIm −K±m) are related by
∆+ = ∆− − 4αs∆1,
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where ∆1 is the characteristic polynomial of the corresponding submatrix

b2 c2 0 . . . . . . 0
a3 b3 c3 . . . 0
...
. . . . . . . . .
...
0 . . . 0 am−1 bm−1 cm−1
0 . . . . . . 0 am bm
 (A.6)
By theorem 6 the zeros of ∆− and ∆1 are interlacing, and hence the same is true
for the zeros of ∆− and ∆+. Thus we have
Theorem 7. The periodic eigenvalues of the Whittaker–Hill operator with s = 2m+
1 from the sets S0 and S1 are interlacing. The same is true for the sets S
+ and S−
for even s and anti-periodic eigenfunctions.
Note that since α > 0 the set S− is shifted to the right compared to S+, so
the eigenvalues corresponding to the even eigenfunctions are smaller than their odd
counterparts.
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