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Abstract
Generative Adversarial Networks (GANs) have been used extensively and quite
successfully for unsupervised learning. As GANs don’t approximate an explicit
probability distribution, it’s an interesting study to inspect the latent space repre-
sentations learned by GANs. The current work seeks to push the boundaries of
such inspection methods to further understand in more detail the manifold being
learned by GANs. Various interpolation and extrapolation techniques along with
vector arithmetic is used to understand the learned manifold. We show through
experiments that GANs indeed learn a data probability distribution rather than
memorize images/data. Further, we prove that GANs encode semantically relevant
information in the learned probability distribution. The experiments have been
performed on two publicly available datasets - Large Scale Scene Understanding
(LSUN) and CelebA.
1 Introduction
Unsupervised learning has gained a lot of traction off late and is an exponentially growing field. This
is primarily because of two reasons - the sheer amount of data that we collect on a daily basis and
the humongous effort required to label them. It becomes practically impossible to label millions and
billions of data being collected on a daily basis.
On one hand we have deep supervised learning models [11], [13], [6] which work quite well, but also
which which require huge amount of labelled data to be trained. On the other hand we have huge
amounts of labelled data - eg. youtube videos - which are not leveraged because of the difficulty/effort
of labelling them. It is this divide/gap that unsupervised learning methods [1] or semi-supervised
learning methods [3] seek to bridge.
One of the powerful unsupervised learning methods involve learning the probability distribution of
the source data. Multiple approaches have been employed to achieve such a learning task. One set of
methods seek to explicity learn the probability distribution of data. These approaches include Fully
visible belief networks [5], [17], Variational Autoencoders (VAE) [12], [18] and Boltzman Machine
[7] among others. The other set of approach seeks to learn the probability distribution implicitly.
Generative adversarial networks (GANs) [8] fall into this category. GANs learn this data distribution
implicitly by constantly sampling from the learned distribution and ensuring that the sample looks
like the real data.
GANs [8] have achieved remarkable success in tasks such as unsupervised learning [1], domain
adaptation [10], style transfer [20], realistic sample generation [2] etc. Despite the growing application
of GANs, it’s difficult to interpret the distribution being learned as they don’t approximate any
explicit probability distribution. We seek to gain this understanding by inspecting the learned latent
representations. More specifically, we will investigate the manifold learned by the generator of
DCGAN [1]. We will also explore the generic nature of these representation by applying the same
inspection methods on PgGAN [19].
To summarize, we make the following contributions through this work:
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• We inspect the manifold learned by the generator of DCGAN through various interpolation
and extrapolation techniques to figures out whether GANs are indeed learning some useful
representations or simply memorizing images.
• We inspect the kind of semantic relations encoded in the learned manifold by checking the
result of various vector arithmetic operations.
• We also perform similar experiments of PgGAN to check whether such representations and
semantic relations generalize across GANs or not.
Figure 1: DCGAN architecture
2 Related Work
2.1 Generative Adversarial Networks
Generative Adversarial Networks (GANs) [8] are a powerful pool of generative models which have
been widely successful in generating realistic samples. GANs approximate the data probability
distribution implicitly and constantly draw samples from it. The ultimate objective is to make this
drawn sample indistinguishable from the real samples. The discriminator tries to distinguish real
samples from the fake ones and the generator tries to fool the discriminator to pass the counterfeit
ones as real. Thus, they work on the principles of game theory where one player tries to better the
other.
2.2 DCGAN
GANs always used convolutional neural net but they could never generate high quality realistic
samples. DCGAN [1] for the first time showed that GANs could indeed generate high quality
samples. To acheive this they made certain structural changes in the neural network, namely -
using batch normalization [9], using ReLu [16] activation in generator and Leaky ReLu [15] in the
discriminator and replacing all pooling operations with strided convolutions. The network architecture
is shown in figure 1.
Further, they inspected the learned discriminator representations and latent space representation
learned by the generator. Through various experiments they concluded that the generator learns
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meaning latent space representations encoding semantically relevant information while the learned
discriminator representations is quite useful for a number of downstream supervised learning task.
Figure 2: PgGAN architecture
2.3 PgGAN
PgGANs have been immensely successful in generating high quality and high resolution images.
The key idea utilized is progressive/gradual growing of the model complexity while training. At
the beginning of training, both the generator and discriminator have only a few layers and thus only
model low spatial resolution. As the training progresses, more layers are added to both the generator
and discriminator network. As such, they start modeling finer details at a much higher resolution.
The author argues that this approach not only speeds up the training process but also greatly stabilizes
it. The network architecture is shown in figure 2.
3 Method/Approach
3.1 DCGAN
We will first inspect the latent representation learned by DCGAN. We employ the following methods
to investigate it.
3.1.1 Circular interpolation
The paper [1] argues that meaningful representation are learned in the latent space since a linear
interpolation between two random latent vector generates smooth transition between generated
images. We seek to ask whether a similar smooth transition holds if we interpolate circularly instead
of linearly.
x = r ∗ cos(θ)
y = r ∗ sin(θ)
where r is radius and θ ∈ (0, pi).
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The torch lua code for the above experiment is given below:
no i s eL = t o r c h . F l o a t T e n s o r ( 1 0 0 ) : un i fo rm (−1 , 1 )
no i seR = t o r c h . F l o a t T e n s o r ( 1 0 0 ) : un i fo rm (−1 , 1 )
t h e t a = t o r c h . l i n s p a c e ( 0 , math . pi , 16)
mid = ( n o i s e L + noi seR ) / 2
rx = mid [ 1 ]
ry = mid [ 2 ]
f o r i = 1 , 16 do
x = rx + math . cos ( t h e t a [ i ] )
y = ry + math . s i n ( t h e t a [ i ] )
n o i s e _ c u r = n o i s eL ∗ (1−x ) + no i seR ∗ x
n o i s e _ c u r [ 1 ] = x
n o i s e _ c u r [ 2 ] = y
n o i s e : s e l e c t ( 1 , i ) : copy ( n o i s e _ c u r )
end
3.1.2 Extrapolation
Similar to circular interpolation, we seek to investigate what kind of samples are generated if we
extrapolate instead of interpolation.
The torch lua code for this experiments is provided below:
no i s eL = t o r c h . F l o a t T e n s o r ( 1 0 0 ) : un i fo rm (−1 , 1 )
no i seR = t o r c h . F l o a t T e n s o r ( 1 0 0 ) : un i fo rm (−1 , 1 )
l i n e = t o r c h . l i n s p a c e ( 0 , 1 , 16)
f o r i = 1 , 16 do
i f i <= math . f l o o r ( 1 6 / 2 ) t h e n
e l = − l i n e [ i ]
e l s e
e l = 1 + l i n e [ i ]
end
n o i s e : s e l e c t ( 1 , i ) : copy ( no i s e L ∗ e l + no i seR ∗ (1 − e l ) )
end
We extrapolate on one side for half the samples and for the other half we extrapolate on the other side.
3.1.3 Vector Arithmetic
The paper [1] shows two kind of vector relations - smiling and wearing glasses - hold across men and
woman through vector arithmetic. We seek to find what other relations - eg. blonde hair - hold true.
The generic approach followed is described as below:
1. The attribute to be inspected is found by vector subtraction A − B, where A represents
presence of the concerned attribute in one gender and B vector represents absence of the
same attribute in the same gender. For example, for smile attribute A vector may represent
smiling woman while B may represent neutral woman. In this case the vector A−B gives
us the smile attribute.
2. We inspect the semantic relationship by adding a vector C representing absence of the
concerned attribute in the opposite gender. For example in the above example, C may
represent neutral man.
3. By vector relationship, in the above example A−B +C, should give us representations for
smiling man.
We follow the approach described above to inspect various attributes like wearing glasses, smiling,
blonde hair and curly/brown hair.
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Presented below is the torch lua code for experimenting with vector arithmetic:
l o c a l Aavg = (A[ 1 ] + A[ 2 ] + A[ 3 ] ) / 3
l o c a l Bavg = (B[ 1 ] + B[ 2 ] + B [ 3 ] ) / 3
l o c a l Cavg = (C[ 1 ] + C[ 2 ] + C [ 3 ] ) / 3
l o c a l f i n a l _ n o i s e = Aavg − Bavg + Cavg
−− g e n e r a t e images
images = n e t : f o r w a r d ( n o i s e )
3.2 PgGAN
We explore the generalization ability of such learned representations and semantic relationships
across different GANs. We will do so by inspecting the manifold learned by the generator of PgGAN.
We perform similar experiments on PgGAN as described above:
• Interpolation
• Circular Interpolation
• Vector arithmetic
4 Experimental Details
4.1 Datasets
1. Large Scale Scene Understanding Dataset (LSUN) [4]
This dataset contains scenes from 10 categories like bedroom, kitchen, living room, dining
room etc. We will be using the bedroom category which has over 3 million data samples.
2. CelebA [14]
CelebA dataset contains large scale face attributes dataset with over 200K images. There are
10,177 different identities and exactly 202,599 number of face images with different pose
variations and background clutter.
4.2 Experimental setup
4.2.1 DCGAN
We use the official code repository of DCGAN. The trained generator weights are provided by the
authors and we use the same weights for all our experiments.
4.2.2 PgGAN
For PgGAN as well, we use the official code repository provided by the authors. Here as well, trained
generator weights are provided and we use the same for all the experiments.
4.3 Results
4.3.1 DCGAN
In the first part, we perform our experiments on the generator learned by DCGAN.
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Figure 3: Left: Samples generated from the generator trained on LSUN dataset. Right: Samples
generated by the generator trained on CelebA dataset.
Figure 4: Two samples generated by interpolation. For each image the samples are generated by
interpolating between the top left image and bottom right image.
Generator Samples
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In this experiment we look at the samples generated by the generator 3. While the samples generated
from the LSUN dataset looks realistic enough, the samples generated from the CelebA dataset have a
lot of artifacts. This is in contrast to the samples reported in the paper [8], which leads us to believe
that the samples reported in the paper were highly selective and cherry picked.
Figure 5: Two samples generated by extrapolation. For each image the samples are generated by
interpolating between the top left image and bottom right image. There is a significant domain
shift after half the generated samples. This is so because half of the samples were generated by
extrapolating on one side and the other half was generated by extrapolating on the other side.
Interpolate
For this experiment, we take two random vectors in the latent space and interpolate between them,
generating samples at each interpolated points. 4 shows two such interpolation experiments. The
images have been interpolated between top left and bottom right images. Although, the generated
samples are not of high quality, we do see objects gradually forming and image transitioning
smoothly. This gives us some proof that the latent representation learned by DCGAN has not just
memorized images.
Extrapolate
For this experiment, we randomly selected two vectors in the latent space and extrapolated them
linearly on either side. Figure 5 shows the result of two such extrapolation experiments.
In each image, there is a significant domain shift after half the generated samples. This is because
half of the samples were generated by extrapolating on the side of one vector and the other half were
generated by extrapolating on the side of the other vector. This domain shift also falls nicely into
our intuitive reasoning since there’s a big gap between two vectors and so this domain shift is to
be expected. Apart from this domain shift, all the other vectors are close to one of the randomly
selected vector and we can see from the generated samples that samples generated from them make
smooth transitions. This also serves up further proof that the DCGAN is indeed learning useful
representations rather than memorizing images.
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Figure 6: Two samples generated by circular interpolation. The circular interpolation is performed
between top left and bottom sample in each image.
Circular Interpolation
For this experiment, we again selected two random vectors in the latent space. We then interpolated
between them circularly in a total arc of pi. The difference of the two vectors was kept as diameter
and intermediate vectors were interpolated on a semi-circle over this diameter. The results can be
seen in 6.
We see that the samples indeed make a smooth transition over the arc of pi. There are some
indistinguishable samples generated in the middle, probably over the angle of pi/2. We hypothesize
it is because the latent representation might be making domain transitions over angles of pi/2.
Regardless, all the samples generated make smooth transitions without any abrupt change. This
further leads us to believe that the latent representation learned is indeed meaningful.
Vector Arithmetic
We check for two kinds of vector relationship in the learned latent space - wearing glasses and having
blonde hair. The results are shown in 7 and 8.
In the first experiment latent vector representing men not wearing glasses was subtracted by the vector
representing men wearing glass. This gives us the relationship of wearing glass. This relationship
was added to the vector representing women not wearing glass. The resulting vector was passed
through the generator and the resulting sample has some semblance of woman wearing glasses. It is
difficult to say because of the poor quality of generated samples.
In the second experiment, we investigated the relationship of having blonde hair in a manner similar
to one described above. The result of woman with blonde hair minus woman with black hair added to
man with black hair was indeed a person with a blonde. This person does look like a man but again
it’s difficult to say because of the poor quality of generated samples.
This set of experiment gave us some indication that the DCGAN was indeed encoding useful semantic
relationships but it’s difficult to say because of the poor quality of generated smamples. We will
verify these experiments with PgGAN which generates images of much higher quality.
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Figure 7: Vector arithmetic for wearing glasses.
Figure 8: Vector arithmetic for having blonde hair.
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Figure 9: Interpolation from top left to bottom right generated by PgGAN.
Figure 10: Circular interpolation over angle of pi from top left to bottom right generated by PgGAN.
4.3.2 PgGAN
We next perform experiments on PgGAN to check whether the useful latent representations and
semantic relations learnt by GANs generalize across GANs or is it a specific property of DCGAN.
Interpolation
The interpolation results can be visualized in figure 9. We can clearly see a series of high quality
samples are generated along the interpolated vectors which transition smoothly from one sample to
another. This gives us proof that the latent representation learned by GANs indeed generalize across
different GANs and are not a property/fluke from one GAN.
Circular Interpolation
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The results of circular interpolation can be seen in figure 10. Again, we see that a smooth transition
happens from top left sample to the bottom right sample. This provides further proof that GANs do
learn meaningful latent representations and they generalize across different GANs.
Figure 11: Vector arithmetic for the attribute smiling.
Figure 12: Vector arithmetic for the attribute of brown and curly hair.
Vector Arithmetic
We investigate semantic relations encoded in the latent space of PgGAN generator by performing
vector arithmetic on two attributes - smiling and having brown/curly hair. The results are shown in
figure 11 and 12 respectively.
We see here clearly that high quality samples are generated which conform to the expectations.
Smiling woman minus neutral woman plus neutral man does indeed equal smiling man. Similarly,
man with brown/curly hair minus man with black hair plus woman with black hair does equal woman
with woman with brown/curly hair.
This further proves the generalized nature of the ability of GANs to learn meaningful representations
and encode semantic relationships.
5 Conclusion
We have shown and proved in this work that GANs do indeed learn meaningful latent representaions
and encode semantically relevant information. We first applied different investigation techniques
on DCGAN, like linear interpolation/extrapolation and circular interpolation of latent vector, and
found that a smooth sample transition is produced in each of the experiments. This proved that
a meaningful latent space representation is indeed being learned rather than image memorization.
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Secondly, we tested DCGAN with different vector arithmetic operations and found they encode
semantically relevant attributes like smiling, wearing glasses and having blonde hair.
Further, we applied the aforementioned investigation techniques on PgGAN. We got a similar smooth
transition while investigating the learned manifold. Also, we found attributes like smiling and having
brown/curly hair was being encoded in the latent space. We conclude that GANs not only meaningful
representation but also these properties generalize across different GANs.
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6 Supplementary Material
6.1 Generated samples from PgGAN
Figure 13: Samples generated by PgGAN
6.2 Linear Interpolation by PyGAN
Figure 14: Interpolation from top left to bottom right generated by PgGAN.
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Figure 15: Interpolation from top left to bottom right generated by PgGAN.
6.3 Circular Interpolation
Figure 16: Circular interpolation over angle of pi from top left to bottom right generated by PgGAN.
14
