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Gender-related violence against women and its lethal outcome,
feminicide, are a serious problem in Latin America and the
Caribbean (LAC), as they are in the rest of the world. Although
governments have passed legislation criminalizing feminicide,
these laws have not been accompanied by relevant policy nor
by robust data collection that measures the scope and scale
of the problem. Drawing from Data Feminism, we situate
feminicide data as "missing data" and describe the work of
activists and civil society organizations who attempt to fill
in the gaps by compiling incidents of feminicide from news
reports. Activists doing this work face challenges: lack of time
and financial resources, difficulties in accessing official data,
and the mental health burden of reading about violent deaths
of women. In this article, we describe our work-in-progress on
a participatory action research project designed to help sustain
activist efforts to collect feminicide data by partially automat-
ing detection using machine learning. We created and labeled
a data set for identifying feminicide from media reports and
trained a model using this data. The accuracy of the model on
our test data set was 81.1%, which shows promise for reduc-
ing the labor required to identify and log feminicides, among
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other potential benefits. We outline our ideas for deploying
this model as part of an interactive feminicide notification
system, drawing from a co-design process with activists. In
the discussion, we raise on-going questions and unresolved
tensions that we continue to reflect on while undertaking this
work.
INTRODUCTION
Feminicide & Data Collection
Feminicide (or femicide) is the misogynous and gender-related
killing of women by men. The term femicide emerges from the
feminist work of Radford & Russell [55], where they define
femicide as a form of sexual violence that includes a variety
of verbal, physical, visual, and sexual abuse. Based on this
work, the term feminicidio (feminicide) was later proposed
by Lagarde y de Los Ríos [43] to situate killings of women
as part of the entirety of violations of women’s human rights1.
Unlike femicide, the concept of feminicide, widely adopted
in Latin America, incorporates impunity that refers to the
exemption from punishment. Following Lagarde y de Los
Ríos [43], we use the term feminicide to frame the role of
the state in enabling violence against women through either
omission, negligence or complicity, including neglecting data
collection on the issue [43, 61].
Feminicide is a serious problem in the Americas, as it is in the
rest of the world. In the United States, around three women
1This term was re-introduced as feminicide, from Spanish-speaking
Latin American scholarship into English-speaking academia via the
edited collection, Terrorizing Women [19].
brought to you by COREView metadata, citation and similar papers at core.ac.uk
provided by International Development Research Centre: IDRC Digital Library
are killed every day by current or former partners [46]. In
Latin America, every two hours a woman is killed in the re-
gion in incidents related to their gender, according to 2018
data initially compiled by the Economic Commission for LAC
(ECLAC) [10]. Intense and persistent activism on the issue
from feminist and women’s movements across the region has
been fundamental to raising awareness and promoting policy
change. In Argentina, for example, the powerful demonstra-
tions held by the “Ni una menos” (“Not a [woman] less”)
movement in 2015 brought worldwide attention to the issue of
feminicides and contributed to the formulation of a national
plan for the eradication of violence against women [6]. Across
LAC, all countries have now passed legislation criminalizing
feminicide or femicide with the exception of Cuba and Haiti
[11, p. 34]. Feminicide is now a more visible problem in
most countries in the region–one that challenges societies and
governments to take action.
However, this visibility has not found a correlation in the
improvement of the official registration systems of these inci-
dents. Data about violence against women are often neglected
by public authorities: they have poor quality, they are dif-
ficult to obtain, they are underreported due to stigma and
victim-blaming, and they are often contested. The monitoring
of feminicides is particularly challenging. Existing official
records tend to be incomplete or infrequently updated and
often do not allow for comprehending the context for each
incident, making it difficult to classify murders of women as
feminicides [24, 2]. As a result, policymakers and society are
unable to make systematic use of resources and strategies to
more effectively tackle this on-going problem. As ECLAC
and UN Women state, legal and criminal reforms need to be
accompanied by better tools for data collection and monitoring
of feminicides [51, 50, 33].
When the state fails to take action through its absence or
neglect, civil society organizations and individuals step in
to fill in the blanks. As Alice Driver notes in the case of
Mexico, “the most accurate records of feminicide are still kept
by individuals, researchers, and journalists, rather than by the
police or a state or federal institution” [15, p. 7]. The reality is
much the same in other countries. In Uruguay, for example,
Helena Suárez Val has maintained a Google Map of feminicide
cases across the country since 2015 [60]. She situates the
digital mapping and visualization of feminicides as an “affect
amplifier”: it mobilizes feminist affects and emotions to effect
change.
Our research project sits at the intersection of the challenges of
data collection on feminicides and activists’ efforts to monitor
and document the problem. In this paper, we detail work-in-
progress our research team has undertaken to answer the ques-
tion: Can partially automating detection of feminicide cases
in a particular geographic context aid civil society groups
in their monitoring efforts? The paper stems from a broader
collaborative research project designed to explore how tech-
nology, and specifically artificial intelligence, can contribute
to mitigating some of the hurdles activists face in gathering
counterdata about feminicides. Our research team consists
of three partners representing different perspectives on and
approaches to the issue. The Data + Feminism Lab, based at
MIT, uses data and computational methods to work towards
gender and racial equity. The Latin America Open Data Initia-
tive (Iniciativa Latinoamericana para Datos Abiertos, ILDA)
has developed a regional data standard for collecting femini-
cides data in Latin America and the Caribbean, and has been
working with national governments in order to understand how
they may work towards implementing the standard [21, 22, 20,
36, 37]. Finally, Feminicidio Uruguay is the aforementioned
project started by activist and researcher Helena Suárez Val to
record and geolocate cases of feminicide in the country [1].
The paper proceeds as follows. We begin by grounding our
research effort within the framework of Data Feminism [12],
which seeks to both make visible and contribute to dismantling
power asymmetries undergirding data collection and analysis.
We then provide additional context on the problem of femi-
nicide monitoring and explain our methodological approach.
Since this work represents a sociotechnical contribution, we
have situated technology development within a participatory
action research framework (PAR). The remainder of the pa-
per describes preliminary results obtained from creating test
and training data sets and using these to train a classifier to
predict the likelihood of feminicide from parsing news arti-
cles, and outlines human-computer interaction ideas that we
are exploring for implementing a notification system to in-
tegrate into activists’ workflows. Finally, in the Discussion
section, we raise open questions and tensions that have arisen
in undertaking this work.
Data Feminism
The theoretical grounding for this work draws from Data Fem-
inism, a set of seven principles that describe how to integrate
an intersectional feminist lens into data science [12]. The
first two principles of Data Feminism are examine power and
challenge power, and are particularly relevant for character-
izing the current sociotechnical situation of feminicide data.
In these principles, the term "power" is drawing from Patricia
Hill Collins’ "matrix of domination" – a model for how op-
pression works at multiple scales [7] – and is used to denote
"the current configuration of structural privilege and structural
oppression, in which some groups experience unearned ad-
vantages—because various systems have been designed by
people like them and work for people like them—and other
groups experience systematic disadvantages—because those
same systems were not designed by them or with people like
them in mind." [12, p. 24].
In describing the first principle of Data Feminism – examine
power – the authors make the case that bias is not only found
in data sets after collection. Imbalances of power in the col-
lection environment influence what data is collected (or not
collected) in the first place. As they explain, feminicide data
can be understood as a case of "missing data": data that are
neglected to be prioritized, collected, and maintained, despite
their relevance to the well-being of large groups of people.
As Alice Driver observes, there is a disquieting parallel here
with the disappearances that often mark the murder of women:
missing bodies are accompanied by unrecorded violence [15].
Indeed, Lagarde y De Los Ríos’ precise definition of femi-
nicide [43] points to the neglect and complicity of the state
in enabling these murders, which is made manifest through
not measuring the problem. Missing data, in fact, dispropor-
tionately have to do with minoritized groups: women, people
of color, ethnic minorities, and Indigenous populations. Ex-
amples of gendered and racialized missing data abound 2. In
the U.S. context, for example, these include citizens killed by
police and maternal mortality statistics.
When the state and other institutions fail to collect important
information, activists and civil sector organizations step into
those data gaps and collect their own data in order to chal-
lenge power, the second principle of Data Feminism. This
can be understood as counterdata collection and may be un-
dertaken by activists, journalists, non-profit organizations, cit-
izens, and other groups [27, 9]. Feminicide data collection
efforts by activists and civil society groups represent precisely
such counterdata collection.
Feminicide Monitoring as Counterdata Collection
As a way to counter the impunity surrounding feminicide, fem-
inist and women activists in Latin America and the United
States have taken upon themselves to do the work that states
have neglected, collecting counterdata about cases of femi-
nicide from news reports and other independent sources [35,
60]. These mapping and monitoring efforts both highlight and
attempt to overcome the inadequacy of official statistics. We
have existing connections with women-led organizations and
allies which are leading work in this field, and we are in the
process of undertaking a qualitative research study to under-
stand why and how these groups monitor feminicides. These
organizations provide a crucial denunciation, accountability
and transparency function, keeping the issue in the public eye,
providing statistics for media and civil society, and pressing
governments for structural change. One of the partners on
our project, ILDA, has developed a regional data standard for
improving official data about feminicide. The standard, geared
towards guiding official government data collection, proposes
67 fields that institutions should be collecting about each case
[36]. Together, the work of these organizations demonstrates
the need to improve both official and activist data practices,
while making feminicide a more visible problem.
However, the work of activists and civil society organizations
is beset by lack of time and resources, difficulties in accessing
official data, and the challenges of interpreting cases from
media reports that are often sensationalized, inaccurate or
incomplete [15, 17, 44, 2]. The vast majority of the work
of monitoring feminicide is unremunerated volunteer work,
which includes technical as well as emotional labor. Moreover,
due to the various nuances– in legal frameworks but also in
feminist activist and academic definitions– of the concept of
feminicide adopted in these works and the differences in data
2We use the term "minoritized" to describe groups of people who
are positioned in opposition to a more powerful social group. While
"minority" describes a social group that is comprised of fewer peo-
ple, minoritized indicates that a social group is actively devalued
and oppressed by a dominant group, one that holds more economic,
social, and political power. With respect to gender, for example,
men constitute the dominant group, while all other genders constitute
minoritized groups [29].
collection and visualisation methodologies, it is difficult to
compare the data collected through various activist initiatives
across different countries [63, 56, 21, 15]. Likewise, these
activities are not always well-connected to each other and to
regional, national and international civil society organizations
who are also trying to work on the issue. Beyond these chal-
lenges, manually logging femicides information takes a toll on
activists’ mental health and has led to physical security risks
for some of them.
Our research project aims to help address some of these chal-
lenges by collaboratively developing a machine learning model
to parse news articles and classify them as feminicides, as well
as design an interactive application to notify activists about
probable feminicides in the regions they monitor. One of the
core objectives of our project is to support and sustain the
existing monitoring work of activists and civil society orga-
nizations. As geographer Sarah Elwood describes in relation
to digital payments systems used by street newspaper ven-
dors, "these turns to digital payment and locative interfaces
are aimed at sustaining street papers themselves, not replacing
them, at base a rejection of the disruption logics of technocap-
italism." (italics from us) [16]. Thus, it should be clear that
the goal is not to replace human labor in order to create an
automated system for a faraway central authority to gaze on
different countries. Rather, the goal is to make counterdata col-
lection more accessible for newcomers and sustainable for the
people who are already doing the work. Crucially, as the Data
Feminism approach emphasizes, this requires illuminating and
engaging meaningfully with the fact that before or behind the
data, there are people counting, documenting, analyzing, and
presenting it. Our methods flow from this understanding, for
this means we need to be in relationship with the people do-
ing the work to comprehend their experiences, their practices,
and their own objectives. This is consistent with both a par-
ticipatory action research (PAR) strategy–which we discuss
below–and the Data Feminism principle "embrace pluralism,"
which builds on feminist theories of knowledge production to
advance the idea that feminist objectivity consists of bringing
together multiple, partial, situated perspectives [30].
METHODS
Our project builds on a mixed-methods research design. The
technical development of the machine learning model and in-
teractive application for feminicide monitoring are anchored
on an iterative, qualitative research process organized around
two pillars. The first consists of a co-design process involving
the MIT research team and researchers and activists from our
partner organizations. The co-design strategy aims to engage
our partners in different steps of the research process and tool
design—from question definition to database building and tool
development—so that the final product reflects the collective
knowledge, experience, and needs of those directly engaged in
the work of monitoring feminicides. This strategy is grounded
within a participatory action research (PAR) framework and
research ethic that is committed to joint-learning, collabora-
tion, and to the production of knowledge that can support
action and social change [28, 5, 25]. Epistemologically and
methodologically, PAR aligns with Data Feminism’s call for
disrupting conventional unilateral and extractive models of
scientific research and challenging expert power hierarchies in
knowledge production.
The second pillar extends from the first and consists of
qualitative interviews with individual activists and organi-
zations—primarily from the United States and Latin Amer-
ica—dedicated to monitoring feminicides. The interviews aim
to understand the workflow, data collection process, and con-
ceptual categories through which actors identify and document
feminicide. The interviews will help to provide insight into the
practical experiences and challenges of doing this kind of work
across different contexts and will also contribute to the devel-
opment of our models and interactive tool. We have developed
an interview guide based on exploratory, informal conversa-
tions with different organizations and have begun contacting
relevant activists and organizations for potential interviews.
Our process for selecting interviewees has been a combination
of purposive and snowball sampling—based on recommen-
dations from our partners and other connections—with the
aim of reaching a broad range of actors involved in feminicide
monitoring. We aim to interview up to 20 people within the
next two months via Zoom. The interviews were designed to
last around 120 minutes and cover personal / organizational
background, categorization and data collection process, and
reflections on lessons learned and challenges associated with
the monitoring work. Additionally, we aim to show the in-
terviewees proposed mockups and early prototypes for the
interactive tool to hear their feedback and suggestions for fur-
ther development. With the permission of the interviewees,
the interviews will be recorded and then transcribed and an-
alyzed using grounded theory and emergent coding, looking
for themes and patterns in activists’ experiences.
In the next section, we introduce our machine learning model
and discuss its development to date. Before moving forward,
however, we want to situate our approach to the use of automa-
tion to support data collection on feminicides. As D’Ignazio
and Klein note in Data Feminism, “the process of converting
life experience into data always necessarily entails a reduc-
tion of that experience” [12, p. 10]. In the context of femini-
cides, this process of simplification risks turning the murder of
women into mere data points and rendering further invisible
the life stories and the concrete loss and pain—individual and
collective—associated with violence against women and femi-
nicides. In undertaking this project, we are wary of this risk
and we ask ourselves—in an ongoing process of collective di-
alogue and reflection—how we can honor the people and lives
behind the data points. Here, we are inspired by McKittrick’s
provocation, in the context of racial violence, to confront the
“uncomfortable mathematics” of Black deaths and engage with
numbers in ways that do not repeat or re-inscribe the violence
the numbers represent [47]. Perhaps one tentative approach
is to see the integration of automation into feminicide data
collection and visualization as a form of counter cultural pro-
duction that seeks to support the memorialization [15] and
affective mobilization practices [60] of activists. As Driver
observes, “works of cultural production employ various tactics
to recover the full narratives of these women and to rescue
their bodies from a discourse that reduces women to the sum
of their body parts” [15, p. 21].
USING MACHINE LEARNING TO DETECT FEMINICIDE
EVENTS FROM NEWS MEDIA
In this section, we describe the dataset creation and model de-
velopment of a machine learning system to predict the proba-
bility of feminicide from a news article, thus allowing activists
to prioritize their time and effort on articles that are much
more likely to be relevant. While our research spans several
countries, here we report our initial results for a model trained
in the English language. We are currently working on develop-
ing a model in Spanish based on news articles from Uruguay.
During our initial conversations with activists about their cur-
rent processes, we found that the process of reading through
articles to find those mentioning a feminicide is both time con-
suming and mentally taxing. Our initial efforts are aimed at
reducing the labor and mental health burden for this particular
step in their workflow. Secondarily, partially automating de-
tection of feminicides may support efforts to systematize data
collection on feminicides across different contexts and help to
inform policy advocacy, though standardizing definitions and
taxonomies around feminicide itself brings challenges which
we elaborate in the final section of this paper. Finally, partial
automation may aid activists and organizations to more easily
initiate and sustain a feminicide monitoring effort in a new
geographic context where civil society has not previously been
monitoring.
Creating and labeling a data set
Since a labeled dataset of news articles indicating feminicide
does not exist, our first step was to collect one. Our overall
methodology was 1) collecting a set of news articles, 2) la-
beling news articles with multiple human annotators, and 3)
resolving discrepancies with expert consultation. These steps
are described in more detail below.
We collected the initial pool of articles using the open source
media analysis platform Media Cloud (mediacloud.org), be-
ginning with English-language articles from sources based in
the US. To ensure that the type and distribution of articles was
close to what would be seen in activists’ normal workflow, we
utilized a search query currently used by Feminicidio Uruguay,
translated into English:
(murder OR homicide OR femicide OR feminicide OR
murdered OR dead OR death OR killed OR murdered
OR shot OR stabbed OR struck OR strangled OR "life-
less") AND (woman OR girl OR "a young woman" OR
"a teenage girl" OR "a girl" OR "body of a woman" OR
prostitute OR "sex worker")
This initial set was filtered to narrow the results of stories to
those related to murders in the year 2019, resulting in 338,387
articles. These were then sampled extracting around 40-50
articles per month, and filtered to remove results that were
audio/TV transcripts, international news, sources of disinfor-
mation or unavailable (404 error), resulting in 393 articles.
The articles were labeled by three people independently us-
ing ILDA’s definition of feminicide [35]. ILDA’s guide to
standardising the collection of feminicide data follows the
UN’s Latin American Model Protocol for the Investigation
of gender-related killings of women (femicide/feminicide)
Category Definition
1 Feminicide Feminicide refers to the violent death of one or more women based on gendered
motivation. Following definition from ILDA [35].
2 Feminicide: stigmatized oc-
cupation
A feminicide where the victim is a woman in a stigmatized occupation (e.g., sex
worker).
3 Feminicide: transfeminicide A feminicide where the victim is transgender or gender non-conforming.
4 Feminicide attempt An attempt at feminicide (i.e., extreme violence) where the victim survived.
5 Linked feminicide A murder enacted to hurt a woman, where the person who is killed someone else;
e.g., a child or new partner. This may be predetermined or happen in the course of
an attack on the woman.
6 Not enough information to
determine feminicide
A homicide where there is not enough information to determine whether it is or is
not a feminicide.
7 Not feminicide Any occurrence that does not fall into the previous categories.
Table 1. Definitions of categories for labeling feminicides.
Category Count
Feminicide 147




Not enough information to determine feminicide 33
Not feminicide 161
TOTAL 399
Table 2. Breakdown of labels present in dataset.
(2014). According to this definition, there are four indica-
tors that outline contextual circumntances of feminicide: (i) a
previous relationship between the victim and the perpetrator,
(ii) sexual violence, (iii) violence aggravation and (iv) exis-
tence of prior complaints. Based on an initial screening of the
articles, seven categories that emerge from the main defini-
tion were determined; these are detailed in Table 1. Labeling
data with more granular categories (e.g., transfeminicide or
linked feminicide) allows us to both keep track of how many
of these instances are contained in the dataset and to monitor
the performance of future models on these less-represented
cases.
23.2% of cases contained a discrepancy between the three
labelers. The research team convened and reviewed the cases
together, as well as double-checked hard-to-label cases against
the definition of feminicide from ILDA. A second iteration
through these cases to resolve discrepancies left 6.2% still con-
taining disagreement. The majority of these cases were those
where one or two labelers indicated that there was not enough
information to determine feminicide. This set is representative
of a gray area where, even given the ILDA guidelines defining
feminicide, it can be difficult to align different interpretations.
For these cases, we obtained an additional expert label and
included those where three or all four out of four labelers
agreed in the final dataset.
Because our dataset did not include any cases of transfem-
inicide, and the language used to describe these cases can
differ from that used in other feminicide cases, we manually
collected and added a set of 26 more transfeminicide cases
because we wanted to ensure that our classifier could recog-
nize transfeminicide as feminicide. This is both consistent
with intersectional feminist thought – the political category
of "women" includes cis and trans women – and with Fem-
inicidio Uruguay’s data collection practices [59, 62]. The
makeup of the final dataset is described in Table 2. It is impor-
tant to note that we also have very few cases of feminicide of
women from stigmatized occupations and linked feminicide,
so the resulting classifier would not be appropriate to use for a
project monitoring feminicides of sex workers, for example.
Training a Feminicide Detection Model
The full text of each article was cleaned to remove symbols
and numbers, under the assumption that those are not yielding
useful information about the topic. Each article was vectorized
using TF-IDF [39]. We excluded default English stop words as
well as date-related words (e.g., month and weekday names)
that are prevalent in news articles. The most and least frequent
5% of words were also excluded [57]. This resulted in a 736
word vocabulary.
For model training, categories 2 through 5 in Table 1 were
labeled as ‘Feminicide’ – we do not currently have enough data
for these more granular categories to train a multiclass model,
and initial conversation with activists suggested that in practice
they would want these cases to be flagged as well. How to treat
articles without enough information to determine feminicide
(category 6) is an open question. In the current iteration, they
are excluded during training, but analyzed during testing to
explore the performance of the model on these cases.
The data were split into a training and testing set with an 80:20
ratio, resulting in 294 training examples and 74 test examples.
The overall percentage of positive (feminicide) articles was
56.8%. We trained a multinomial naive Bayes model using
scikit-learn [54] to predict the probability of feminicide from
an article.
Model Results
Model performance in terms of various metrics are in Table
3; errors are further detailed in Table 4. Most errors are false
positives, as is reflected in the high recall score. In this partic-
ular application, high recall is most important: it is better to







Table 3. Breakdown of model performance in terms of various metrics.
The breakdown of classification accuracy per category is in
Table 5. This more granular evaluation is currently limited
by the size of our test set and under-representation of certain
categories, but we plan to continue monitoring it as we add in
more data. The lowest performance is in the "Not Feminicide"
category because most errors are false positives; as noted










Table 4. Confusion matrix for model predictions.
When computing accuracy, we derived binary predictions from
predicted probabilities using a threshold of 0.5. However, in
the interactive application, activists will likely see a list of






Feminicide Attempt 6 83.3%
Linked Feminicide 1 0%
Not Feminicide 32 65.6%
Table 5. Breakdown of model classification accuracy on specific cate-
gories.
articles ordered by probability. Therefore, it’s useful to look
at how valuable such a sorting mechanism would be. We
sorted the 74 articles from our test set (42 feminicide and 32
not feminicide), along with the 33 articles with not enough
information, by the predicted probability of feminicide output
by the model. Then, we looked at the breakdown of articles
that would be returned as the number of total articles increased.
As seen in Figure 1, actual feminicide articles make up almost
all of the first 20 articles and the majority of the first 40. As
more articles with lower predicted probabilities are introduced,
articles with not enough information increase first, followed
finally by the non-feminicide articles.
Figure 1. The number of articles returned per category (feminicide,
not enough information, not feminicide) as the total number of articles
viewed increases. Articles are first sorted by the predicted probability
of feminicide output by the model. The first 40 articles are almost all
true feminicides, and as the number of articles increases, first articles
without enough information and then non-feminicide articles appear.
We emphasize that the goal of any resulting tool is not to
replace the process of recording feminicides, but to help make
the process less emotionally-taxing and time-consuming for
activist groups who are already doing this work. Currently,
activists view sets of articles returned by search queries, but
these are not sorted in any way. One activist we spoke to
stated that for every article actually describing a feminicide,
she might look through 20 non-feminicide articles. Simply
sorting articles by their predicted probability of feminicide
can drastically improve this ratio and serves as a proof-of-
concept that such a system could reduce the burden of labor
for activists in this space.
System Architecture
Beyond an effective model, it is crucial that the overarching
system and interface is well-integrated into activists’ current
workflow of finding, managing, and extracting information
from news articles. Our initial goal is to enhance activists’
current workflow by providing a list of articles sorted by like-
lihood of feminicide.
Figure 2 shows the system architecture. The system uses Me-
dia Cloud, an open-source platform for media analysis. When
an activist creates their account with their preferred language,
a pre-trained, language-specific model is allocated to the user.
As a configuration setting, they can define a specific query to
match their needs. Along with the model, the configuration
is sent to the Media Cloud server, which pulls the articles
according to the query defined in the configuration. The ma-
chine learning model, subsequently, predicts the probability of
feminicide for each article, and the results are returned to the
Feminicides server to be displayed to the user. Each user can
define their own search query and is assigned their own model,
allowing the overarching system to support activists across
different contexts. It also provides the capability for real-time
updating of model parameters based on user feedback.
Extensions
The ability to prioritize articles by likelihood of feminicide is
an important way to make this work less intensive for activists.
However, based on conversations with activist groups, there
are several other extensions to the system that could further
aid in this work:
Returning important entities
After deciding that an article contains a feminicide, activists
must extract relevant entities (e.g., name of victim, date of
incident, etc) to record in their database. An extension to
our system would be to automatically suggest these entities.
Media Cloud extracts person and place names by default, and
other open source entity extraction tools [18] are able to extract
other important terms like dates or ages. These entities could
then be fetched and displayed along with the probability of
feminicide.
Grouping articles describing the same case together
When looking at articles, activists often do further searches
for more articles describing the same case to find additional
information. To this end, our system could be extended to
return groups of related articles instead of individual articles.
In practice, this type of grouping can be implemented using
a community detection algorithm, where shared entities are
used as edges between articles [48].
Real-time updating of the model with user feedback
The model is trained on a limited set of articles, and as more
are seen, performance could be improved by continuing to
update the model with user feedback. Moreover, users in
different contexts might have different goals for their data
collection or might wish to treat “gray area” cases differently.
For example, some advocacy groups may focus specifically
on monitoring feminicide for trans populations, sex workers
or women killed in encounters with police. Rather than use a
one-size-fits-all model, it might be worthwhile to allow users
to further fine-tune models to their needs.
DISCUSSION
In this section, we raise open questions that have arisen in
undertaking this work. Because this is work in progress, we
do not yet offer answers but rather ways that we are navigating
these questions while engaging in a design process.
The limitations of monitoring feminicide from media re-
ports
Monitoring feminicide through media reports represents a po-
tentially scalable way to track the problem, and governments
themselves will sometimes make use of media reports (or
even activist records based on media monitoring) as a way
of complementing and validating their official data [23]. Yet,
scholars and activists acknowledge the limitations of deriv-
ing information from the media due to journalistic biases [17,
64]. For example, it has been demonstrated that the deaths
of white, middle- to upper-class women are more widely re-
ported than deaths of other women. These media stereotypes
render certain women "as valuable ‘front-page victims’, while
dismissing others as disposable." [58]. Monitoring from me-
dia reports, therefore, has the potential of amplifying existing
race, class and gender biases rather than fully resolving the
problem of missing data. Indeed, the organization Sovereign
Bodies focuses on monitoring missing and murdered Indige-
nous women but does not not rely on media reports because
of consistent lack of reporting on Indigenous victims and the
organization’s "families first" approach to the issue. They
discover feminicides through Indigenous networks and often
from families directly [38]. At the moment, we are navigating
these questions by situating civil society monitoring efforts as
a partial solution for holding institutions accountable amidst
deeply asymmetric power relations. We are additionally miti-
gating media bias by augmenting our data set in key categories
such as transfeminicides and feminicides of women in stig-
matized occupations. These cases are less likely to surface in
media reports, but should not be overlooked as feminicide. As
researchers and designers, we ask – how can we remember
and ethically disclose that feminicide data from media reports
are always partial, incomplete, and still themselves deeply
influenced by inequality?
Differences across language and geography
Because we hope to aid activist organizations across global
contexts, as well as potentially aid governmental organizations
in the future, we are constructing training and testing datasets
spanning different languages. How widely a particular pre-
trained, language-specific model can be used across different
Figure 2. Diagram of system architecture, integrating a local server with Media Cloud.
countries or contexts, however, is an open question. For ex-
ample, is the way that Peruvian media discusses feminicide
fundamentally different from Uruguay? We can begin to in-
vestigate this question both qualitatively, by analyzing how
media discussion of feminicide differs across countries, and
quantitatively, using methods to detect distributional shifts in
datastreams [14]. If it appears that context-specific models are
better suited to activist goals than a single language-specific
model, our proposed system architecture enables fine-tuning
a shared, pre-trained model for different users. Such meth-
ods draw from research in fine-tuning language classification
models to different text corpora [34], model personalization
[41], and online learning [13, 26]. They are also aligned with
the Data Feminism principle "consider context" which honors
and values local context, experiential knowledge and situated
knowledge [30, 12].
Unsettling standardization and scale
Automated technology such as that which we are develop-
ing would appear to promise standardized and scalable data,
but this begs the question, "Why should feminicide data be
gathered in a standardized way across geographies, using a
standardized definition, to enable regional and global compar-
isons?" While standardization and scale are often framed as
unquestioned normative "good things," an intersectional fem-
inist approach to data involves troubling these assumptions.
As geographer Sarah Elwood writes, "Digital principles of
standardization, scope/scaling and speed/volume mirror the
foundational logics of capitalism to position digital praxes as
always already an inherent good within the economism that de-
fines contemporary North American social settlements." [16]
Standardization and scale typically translate to greater efficien-
cies and greater profits – but for whom? Suárez Val [61] has
written about how the diverse taxonomies of feminicide cre-
ated by activists represent not only different definitions of the
phenomenon but also different ontological politics - the data
categories themselves bring forth (or suppress) different vi-
sions of feminicide, different perspectives on who is included,
and different perspectives on who is accountable. This points
to the importance of coalition building and inclusion for the
development of any data standard, which ILDA has written
about [21]. Effecting change in the structural or disciplinary
domain of the matrix of domination [7] involves shifting law,
policy and its implementation, which require comparable data
and standardization. For example, the UN has called for estab-
lishing a feminicide watch in every country [32]. If we aim
to develop high-quality regionally and globally comparable
feminicides data, for whom is that data and what will those
people do (or continue to not do, since data don’t necessitate
action on the part of people in power) with them? What local
context is lost in the process of standardizing? What is gained
by broadening the scale?
Participatory methods for machine learning – with whom?
Machine learning systems have been critiqued for being black
boxes [53], meaning they are designed by experts and it is hard
to interrogate how and why automated decisions are made, as
well as contest those decisions [42]. When ML systems are de-
ployed in the social and political realm, in which historical and
present inequalities influence data collection and processing,
this opacity combined with flawed data have the potential for
producing a "weapon of math destruction," as Cathy O’Neil
has famously termed it: a pernicious feedback loop in which
existing inequalities are amplified and reinforced [52]. While
a number of solutions have been posed for addressing these
drawbacks, our work focuses on the value of participatory
methods during all phases of the project, from conception to
implementation. Drawing from the field of Human-Computer
Interaction, there is increasing attention on how technical sys-
tems may integrate participatory methods [65]. For example,
in Katell & Young et al [40], the team drew from PAR and par-
ticipatory design methods to work with community organizers
and create an Algorithmic Equity Toolkit to help policymakers
interrogate automated systems. Similar to our above questions
about standardization and scale, the authors find that their co-
design partners valued localized resources rather than a toolkit
that could be used "anywhere", and that partners found great
value in non-technical measures for addressing algorithmic
fairness. This is aligned with Kulynych et al’s assertion that a
focus on algorithms is insufficient for addressing inequitable
outcomes of systems [42].
As Katell & Young et al [40] note, working in a model of par-
ticipatory action research is time- and relationship-intensive,
so everybody that may possibly use a system cannot be in-
cluded. Here we pause to ask a feminist "who question" [12,
49] – who is the community and whose perspectives get prior-
ity in a participatory process? For our project on feminicide
data, we could have sought out international NGOs and global
development organizations as our partners. Drawing from
Data Feminism, which requires a power analysis of the data
collection environment and places value on embodied, situ-
ated knowledge, we chose instead to focus on working with
activists working explicitly in a counterdata collection model.
This is consistent with feminist HCI’s commitment to the
"marginalized user" [3, 4] and to the principle advocated by a
variety of design methodologies to center the perspectives of
the people most impacted by the issue [8, 45, 31].
CONCLUSION
In this paper we have outlined our team’s work to date on a
system that partially automates the detection of feminicides
for civil society organizations and activists who are monitoring
the phenomenon. Feminicide is the lethal outcome of gender-
related violence against women. While countries across the
Americas have made important steps towards passing legisla-
tion to criminalize feminicide, new laws have, in most cases,
not been accompanied by sufficient policy nor data collection
that adequately measures the scope of the problem. Draw-
ing from Data Feminism, we characterize this as a case of
"missing data." In the face of insufficient institutional action,
lack of or insufficient action, activists and civil society groups
are working to collect and monitor cases of feminicide from
media reports. Our work is conducted with feminist participa-
tory action research methods in partnership with these groups.
We describe a machine learning classifier and interactive ap-
plication that may help activists more quickly identify cases
of feminicide, reduce their labor, and possibly work towards
standardizing definitions and taxonomies in the future. Much
work remains to be done to develop the system and verify that
it contributes to sustaining the existing monitoring work in
various locales. In our discussion, we outline four areas of ac-
tive reflection and engagement for our team: the limitations of
detecting feminicides from media reports, differences across
language and geography, unsettling standardization and scale,
and participatory methods for machine learning.
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