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Chapitre 1 
Mise en contexte et motivation 
1.1 Perspective historique 
Mesurer la mesure de dépendance entre des variables aléatoires est maintenant une 
pratique très répandue. Une panoplie de mesures de dépendance est disponibles no-
tamment : le coefficient de corrélation de Pearson, le tau de Kendall et le rho de 
Spearman. Néanmoins, ces derniers, bien que faciles à calculer et à interpréter, ne 
peuvent mettre en exergue toutes les formes de dépendance possibles. C'est ainsi 
qu 'un autre moyen est mis en place pour remédier à ce manquement. En effet, la 
fonction copule offre l'avantage de modéliser complètement la dépendance entre deux 
ou plusieurs variables aléatoires. 
La notion de "copule" a été introduite dans les années 50. C'est ainsi que dans les 
années 70, avec le développement de la théorie des processus empiriques, des propriétés 
et appellations nouvelles sur les copules apparaissent, incluant les "représentations 
uniformes" de Kimeldorf and Sampson [34], la ''fonction de dépendance" de Galambos 
[23] et Deheuvels [16], ainsi que la "forme standard' de Cook and Johnson [1 4]. 
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Issue du mot latin "copulae" , qui signifie lien, alliance, liaison ou union, la copule ap-
parait aussi sous d 'autres connotations dans des études faites par Fréchet [21], Féron 
[19] et Dall'Aglio [15] sur l'étude des tables de contingence et des lois mult idimension-
nelles à structures marginales fixées. Mais c'est grâce à Sklar [51] que le terme copule 
apparaît pour la première fois avec l'étude sur la théorie des lois multidimensionnelles. 
De manière explicite, la notion de copule met en exergue la liaison entre deux variables 
(X, Y) par la relation 
H(x, y) = C {F(x) , G(y)} , (x , y) E ffi?, 
avec H est la fonction de répartition conjointe des variables aléatoires X et Y et F et 
G sont les fonctions de répartition marginales. Un des avantages des copules est que 
ces dernières peuvent être des lois marginales différentes sans impacter la structure de 
dépendance. Cette flexibilité facilite l'application des copules dans plusieurs domaines 
notamment l'hydrologie avec les travaux de Salvadori et al. [42], les sciences actua-
rielles avec les travaux de Frees and Valdez [22], ainsi qu 'en finance avec les études de 
Cherubini et al. [1 2] et Mc Neil et al. [36]. 
1.2 Choix d'une mesure de dépendance 
Étant donné que le coefficient de corrélation et la fonction copule sont tous des indica-
teurs permettant de mesurer la dépendance entre des variables aléatoires, ce coefficient 
présente des limites que la copule permet de surmonter : 
(i) Pour les distributions à queues lourdes où les variances peuvent être infinies, 
le coefficient de corrélation est indéfini; 
(ii) Pour les valeurs extrêmes, le coefficient de corrélation peut être constant tandis 
que la structure de dépendance peut être différente; 
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(iii) Pour les variables non gaussiennes, le coefficient de corrélation et sa caracté-
risation ne permettent pas de capter la structure de dépendance; 
(iv) Le coefficient de corrélation ne permet pas de capter l'ensemble des aspects 
de la structure de dépendance. 
Modéliser la dépendance par des indicateurs statistiques est une chose, la modéliser 
à l'aide d 'une fonction de dépendance en est une autre. Ainsi , la copule est adéquate 
pour faire ce travail, car elle permet de 
(1) modéliser les propriétés des structures de dépendance; 
(2) mesurer la dépendance pour les distributions à queues lourdes; 
(3) construire des modèles de distributions multidimensionnelles, notamment des 
modèles non gaussiens. 
1.3 Utilisation de la copule de Fisher pour modéliser 
la dépendance 
Les familles de copules multivariées qui existent présentement présentent des limites 
pour la modélisation. Par exemple, la copule normale se limite aux cas où la structure 
de dépendance est obligatoirement radialement symétrique et lorsque la dépendance 
caudale est nulle. Quant à elle, la copule de Student permet de la dépendance caudale, 
mais elle doit être radialement symétrique, à l'instar de la copule normale. En ce qui 
concerne les copules Khi-deux étudiées par Bàrdossy [7] et Quessy [39], elles sont 
asymétriques, sauf que leurs coefficients de dépendance caudale sont nuls. Il existe 
quelques alternatives, notamment les constructions à base de vignes popularisées entre 
autres par Aas et al. [1] ; ces modèles ne seront toutefois pas considérés dans la suite. 
À l'égard des limitations listées ci-dessus, un modèle intéressant est la famille des 
copules de Fisher introduite par Favre et al. [17]. En effet, les copules de Fisher 
affichent les propriétés suivantes : 
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Elles permettent la modélisation en haute dimension; 
La dépendance caudale supérieure dans ces modèles est non nulle; 
Ces copules possèdent la propriété d'asymétrie radiale; 
4 
- La structure de dépendance par paire permet d'interpréter facilement les résul-
tats d 'une modélisation statistique, en particulier dans des applications comme 
la statistique spatiale. 
1.4 Importance de mesurer la dépendance caudale 
Les indices de dépendance caudale mesurent la propension qu 'ont deux variables aléa-
toires à prendre simultanément des valeurs semblables (simultanément grandes ou 
petites). D'une certaine manière , c'est la probabilité conjointe d 'apparition d 'événe-
ments extrêmes. Pour une paire de variables aléatoires (X, Y) avec les distributions 
marginales F et C, le coefficient de dépendance caudale supérieure est la probabilité 
conditionnelle 
Àu = Àu(X, Y) = lim lP' {X > F -1(u)IY > C-1(u)}. 
ut! 
(1.1 ) 
On dit que X et Y sont asymptotiquement dépendantes supérieurement si Àu > O. 
Sinon, c'est-à-dire si Àu = 0, on dit que X et Y sont asymptotiquement indépendantes. 
Dans la même lignée, le coefficient de dépendance caudale inférieur est défini par 
(1.2) 
Les indices Àu et ÀL sont abondamment utilisés dans les sciences appliquées, notam-
ment en hydrologie et en climatologie, où les événements extrêmes en deux endroits 
plus ou moins rapprochés (comme les pluies abondantes, les sécheresses) ont une forte 
tendance à se produire en même temps. 
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1.5 Objectifs et structure du mémoire 
Tel que clairement démontré et argumenté par Serinaldi et al. [49], les estimateurs de 
Àu et ÀL proposés jusqu'ici dans la littérature scientifiques sont généralement extrême-
ment biaisés. Cela pose donc un problème évident lorsque vient le temps de quantifier 
le niveau de dépendance extrême lors de l'observation d'un phénomène physique. 
L'objectif principal de ce mémoire est de combler cette lacune en proposant de nou-
veaux estimateurs semi-paramétriques fondés sur l'expression obtenue par Favre et al. 
[17] pour l'indice de dépendance caudale sous l'hypothèse d'une structure de dépen-
dance appartenant à la famille des copules de Fisher. Leur efficacité en termes de 
biais et d'erreur quadratique moyenne sera ensuite étudiée à l'aide de simulations, 
non seulement sous des dépendances de type Fisher, mais aussi sous une panoplie de 
modèles de copules afin de montrer que leur usage peut être étendu à l'extérieur de 
l'hypothèse d'une copule de Fisher. 
Le reste du mémoire est organisé comme suit. Au Chapitre 2, les différents concepts 
qui seront utilisés tout au long de ce travail seront définis, incluant une revue des 
principaux résultats théoriques pertinents; quelques familles de copules parmi les plus 
utilisées en pratique, de même que leurs propriétés fondamentales, seront également 
décrites . Au Chapitre 3, les différentes méthodes d 'estimation des paramètres d'une 
copule seront décrites; ceci permettra de définir les principaux estimateurs du coeffi-
cient de dépendance caudale utilisés dans la pratique, et de discuter de leurs défauts. 
Au Chapitre 4, les nouveaux estimateurs des coefficients de dépendance caudale sont 
introduits; ceux-ci sont basés sur le coefficient de dépendance caudale supérieure de 
la copule de Fisher. Deux cas sont considérés, à savoir lorsque le degré de liberté est 
connu et lorsque celui-ci est supposé inconnu. La performance de ces estimateurs est 
étudiée à l'aide de simulations de type Monte- Carlo. Quelques explications complé-
mentaires concernant la modélisation de la dépendance ont été placées en annexe. 
Chapitre 2 
Les indices de dépendance caudale 
2.1 Les mesures de dépendance caudale ~<L et Àu 
La notion de dépendance caudale donne une idée plus pert inente sur la survenue des 
risques simultanés au niveau des queues de distribution. Ceci permet d 'étudier l'occur-
rence concomitante des valeurs extrêmes. Contrairement aux mesures de concordance 
appliquées sur toute la distribution, la dépendance caudale est locale. Cet indice peut 
s' interpréter différemment (Malevergne et al. [35]). En prenant l'exemple de deux évé-
nements aléatoires X et Y , leur coefficient de dépendance indiquerait dans ce cas la 
probabilité que les deux événements se produisent simultanément . Si X et Y dési-
gnent les volatilités de deux marchés distincts , leur coefficient de dépendance est la 
probabilité que les deux marchés soient affectés ensemble d 'une forte volatilité . 
Soient X et Y , deux variables aléatoires dont les marges sont respectivement F et C. 
Alors l'indice de dépendance caudale supérieure est défini par 
Àu = Àu(X , Y ) = lim lP' {X > F - l(u)IY > C- l(u) } . 
ut l 
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Une définition semblable concerne la dépendance au niveau des queues inférieures, à 
savoir l'indice de dépendance caudale inférieure dont la définition est 
Ces deux indices de dépendance sont intimement liés. En effet, on montre que ÀL(X, Y) = 
Àu(-X, -Y). Pour le montrer, on remarque d'abord que la fonction de répartition 
de -x est F(x) = 1 - F(-x), alors que celle de -y est C(y) = 1 - C(-y). Ainsi, 
comme P- l(U) = -F- 1(1- u) et C-1(u) = -C- 1 (1 - u), alors 
Àu(-X, -Y) ~wJP>{ -X > p-1(u)l_y > C-1(u)} 
limJP> {-X > -F- 1(1- u)I-Y > C- 1(1- u)} 
ut! 
limJP> {X < F - 1(1- u)IY < C- 1(1- u)} 
ut! 
limJP>{X < F - 1(u)IY < C- 1(u)} 
u.j.O 
ÀL(X, Y). 
Il y'a plusieurs lois de probabilités bidimensionnelles qui sont symétriques au sens où 
la loi de (X, Y) est la même que celle de (-X, -Y). Par exemple, les lois normale 
et Student possèdent cette propriété. On déduit alors facilement que ÀL = Àu. Une 
propriété importante des indices Àu et ÀL est qu 'ils dépendent seulement de la copule 
de la distribution conjointe de (X, Y). Ce lien sera établi à la Section 2.3. Juste 
avant , il convient de définir formellement la notion de copule; la section suivante y 
est consacrée. 
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2.2 Lois bivariées et copules 
2.2.1 Introduction 
Introduit en 1959 par Abe Sklar, le concept de copule est appréhendé comme solution 
d 'un problème de probabilité. Très peu utilisé, les travaux de Kimeldorf and Sampson 
[34] sur la dépendance et les recherches de Deheuvels [1 6] ont suscité un grand intérêt. 
L'article "The joy of copulas : Bivariate distributions with uniform marginals" de 
Genest and MacKay [24] constitue un fondement important dans la recherche sur 
la théorie des copules. Suite à cela, C. Genest et ses coauteurs (R. J. MacKay, L.-
P. Rivest, P. Capéraà, A. L. Fougères, K. Ghoudi, B. Rémillard, entre autres) ont 
entrepris de nombreuses recherches statistiques. Ainsi devenu un outil de base, les 
copules servent maintenant à modéliser des fonctions multivariées, notamment dans 
le domaine de la finance , de l 'assurance et de l'environnement. 
2.2.2 Théorème de Sklar 
Le point de départ de l'étude des copules est un théorème important démontré par 
Sklar en 1959. Ce résultat permet d'isoler la dépendance lorsqu'on étudie un couple de 
variables aléatoires (X, Y) . Il est donc d 'une grande importance pour la modélisation 
et la vérification d 'hypothèses concernant des phénomènes bivariés. 
Théorème 2.1. Soit H , une fonction de répartition bivariée de marges continues F 
et G. Alors il existe une unique fonction C : [D,IF -+ [0, 1] telle que 
H(x, y) = C {F( x), G(y)} , pour tout (x, y) E JR2. 
La fon ction C s'appelle la copule de H. 
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Pour un couple (X, Y) de loi H et de marges F et C, la copule C correspond à la loi 
conjointe de U = F(X) et de V = C(Y). Ce résultat d'obtient en calculant 
P{F(X) ~ u,C(Y) ~ v} P {X ~ F - I(u), Y ~ C - I(v)} 
H {F- I(u) ,C- I(v)} 
C {F 0 F - I(u), C 0 C- I(v)} 
C(u ,v). 
À noter que l'on a utilisé le fait que comme F et C sont continues, F {F- I(u)} = u et 
C {C- I (v)} = v. Par conséquent, C est une fonction de répartition sur [0, 1]2 dont les 
marges sont uniformes, car on sait que U = F(X) et V = C(Y) sont uniformément 
distribuées sur [0,1]. 
D'un point de vue strictement mathématique, une fonction C : [0 , 1]2 -+ [0 , 1] doit 
satisfaire les propriétés Pl et P2 suivantes pour être qualifiée de copule : 
(Pl) Pour tout u E [0 , 1], C(u, 1) = C(I, u) = ° et C(u, O) = C(O , u) = 0; 
(P2 ) Pour tout UI < U2 et VI < V2, 
2.2.3 Importance pour la modélisation 
Le Théorème de Sklar met en lumière le fait que la loi d 'un couple aléatoire (X, Y) 
est composée des éléments suivants : 
- Le comportement marginal de X, représenté par F; 
- Le comportement marginal de Y , représenté par C; 
- La dépendance entre X et Y, représentée par C. 
Cette constatation est d 'une grande utilité pour la modélisation. En effet , ce résultat 
permet, d'une part, de choisir des modèles univariés adéquats pour les lois marginales 
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F et C. D'autre part, la sélection d'un modèle de copule approprié peut se faire 
indépendamment de ce choix des marges. 
2.3 Les mesures ÀL et Àu s'écrivent comme des fonc-
tionnelles de la copule 
De la définition de Àu donnée à l'Équation (1.1) , on déduit que l'indice de dépendance 
caudale supérieur s'écrit uniquement en fonction de la copule de (X, Y). En effet, 
puisque (U, V) f"'V C, où U = F(X) et V = C(Y), on a 
lim lP' {X > F - l(u)IY > C - l(u)} 
utI 
1
. lP' {X > F - l(u) , Y > C - l(un 
lm ---''-----::------'--'--:----:--:--:-::---'----'--=--




utI lP' { C (Y) > u} 
1
. lP' (U > u, V > u} 
lm -----'----------'---








utI 1 - u 
(2.1) 
Similairement, en partant de la défintion de ÀL à l'Équation (1.2) , on montre que 
À
L 
= lim C(u, u) . 
u.J-o U 
(2.2) 
Dans la suite, on écrira ÀL( C) et Àu( C) afin de mettre l'emphase sur le fait que les 
indices de dépendance caudale dépendent uniquement de la copule. 
Il est intéressant de noter que les indices de dépendance caudale ÀL ( C) et Àu( C) sont 
des fonctions croissantes de la dépendance. Plus spécifiquement, on dit qu'une copule 
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C2 est plus concordante (génère plus de dépendance) qu 'une copule Cl si et seulement 
si CI(u, v) :::; C2 (u , v) pour tout (u , v) E [0 , IF. À partir des expressions (2.1) et (2.2) , 
on obtient alors facilement que 
Autrement dit, la valeur des indices de dépendance caudale augmente à mesure que 
le niveau de dépendance augmente. 
2.4 Indices de dépendance caudale pour quelques fa-
milles de copules 
2.4.1 Cas d'une symétrie radiale 
On dit qu 'une copule possède la propriété de symétrie radiale si 
C(u, v) = u + v - 1 + C(1 - u, 1 - v). 
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Dans ce cas, les indices de dépendance caudale sont égaux, c'est-à-dire que ÀL ( C) = 






. u + u - 1 + C(1 - u, 1 - u) 
lm 
u..l.O u 





vt! 1 - v 
1
. 1- 2v + C(v,v) 
lm 
vt! 1 - v 
Àu(C). 
2.4.2 Copule d'indépendance et bornes de Fréchet 
La copule qui correspond à l'indépendance entre deux variables est IT( u, v) = uv. On 
a alors facilement que 
Comme cette copule possède la propriété de symétrie radiale, on déduit immédiate-
ment que Àu(IT) = O. Les bornes inférieure et supérieure de Fréchet sont les copules 
définies par 
M(u, v) = min(u, v) et W(u , v) = max(u + v - 1, 0). 
Elles sont telles que pour toute copule C, on a 
W(u, v) ~ C(u , v) ~ M(u, v). 
La copule W correspond à la dépendance négative parfaite , alors que M correspond 
à la dépendance positive parfaite. On peut montrer que ces deux copules possèdent la 
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propriété de symétrie radiale. De plus, par des calculs directs, on montre facilement 
que ÀL(W) = 0 et ÀdM) = 1. Ainsi, ÀL(W) = Àu(W) = 0 et ÀL(M) = Àu(M) = 1. 
2.4.3 Copule Normale 
Par une application du Théorème de Sklar, il est facile de construire un modèle dont 
la dépendance est héritée du modèle normal. Notons d'abord que la fonction de ré-
partition de la loi normale standard est 
où p est le coefficient de corrélation. Comme les deux marges dans ce cas sont celles 
de la loi Normale standard univariée notée <P, alors la copule normale est 
On peut donc construire une loi bivariée dont la dépendance , i. e. la copule, est de type 
Normal et dont les marges sont F et G. Si on choisit des marges normales , c'est-à-dire 
alors on retrouve le modèle traditionnel normal de moyennes /-Lx, /-LY , de variances oJ , 
cr~ , et de corrélation p. La copule Normale possède la propriété de symétrie radiale. 
Cependant, elle ne présente pas de dépendance caudale, sauf lorsque p = 1. Ainsi, on 
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2.4.4 Copule de Student 
Un vecteur aléatoire (X, Y) est distribué selon la loi de Student à vEN degrés de 
liberté et de corrélation p E [-1, 1] s'il admet la représentation stochastique 
(X Y) _ (Zl Z2 ) 
, - JWjv' JWjv ' 
où (Zl' Z2) est de loi Normale standard de coefficient de corrélation pet W suit la loi 
Khi-deux univariée à v degrés de liberté. Dans ce cas, la densité de (X, Y) est 
T _ r (~) ( x2 + y2 - 2PXY) - (v+2) /2 
hp v (x, y) - () 1 + , , r ~ 7rVp v 
où r est la fonction gamma. La copule de Student est alors définie implicitement par 
où Fv est la fonction de répartition de la distribution de Student univariée à v degrés 
de liberté. Cette copule est radialement symétrique. La densité de la copule de Student 
peut être exprimée via 
où Iv = F~ est la densité de la Student à v degrés de liberté. De plus, on a 
(V+l)(l- P) ) . 
l +p 
(2.3) 
Contrairement à la copule Normale, la copule de Student possède donc de la dépen-
dance caudale, c'est-à-dire que ÀL ( CJ,J = Àu( CJ,J > O. En particulier, lorsque p = 1, 
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La copule de Student tend vers la copule Normale lorsque li -+ 00. Il n'est donc pas 
surprenant de constater que si p i=- l , alors 
(li + 1)(1 - p) ) . 
= hm 2 Fv+l(K;) = o. 
1 + P K-t-oo 
2.4.5 Copules Archimédiennes 
Du fait de la facilité avec laquelle on peut les construire, les copules Archimédiennes 
sont beaucoup utilisées. On retrouve dans cette famille les copules Clay ton , Frank et 
Gumbel. De façon générale, une copule est Archimédienne si elle admet une représen-
tation de la forme 
C(u,v) = { ~-1 {<p(u) + <p(v)}, si <p( u) + <p( v) ::; 0; 
slllon, 
où <p : [0 , 1] -+ lR est une fonction décroissante et convexe telle que <p(1) = O. On 
appelle <p la fonction génératrice. 
Puisque C(u, u) = <p- l{2<p(u)}, on déduit facilement les formules pour les indices de 
dépendance caudale d'une copule Archimédienne. En posant v = <p( u) , c'est-à-dire 
que u = <p-l(V), alors 
De même, 
. 1 - 2u + <p - l {2<p(u)} l' 1 - 2u + <p- l(V) + <p- l(2v) 
Àu = hm = lm --------,------:----
u,u 1 - u u-l-O 1 - <p- l(V) 
Un cas particulier est la copule Clay ton dont le générateur paramétrique est donné 
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pour e > 0 par 
t- B - 1 
<PB(t ) = e . 
La copule de Clay ton s'écrit donc 
( ) ( - B - B ) - l /B CB U, V = U + v - 1 . 
La copule de Frank est générée pour e E IR \ {O} par 
( 
eBt 1) 
<PB(t) = - ln 1 + B . 
e -1 
La forme de la copule associée est alors 
1 { ( eBu- 1 ) ( eBv- 1 ) } 
CB ( U, v) = - e ln 1 + e-B _ 1 . 
Un aut re modèle de dépendance populaire est la copule de Gumbel, qui possède le 
générateur <PB(t ) = Iln tl B pour e E [0, 1] et dont la forme est 
Le Tableau 2.1 fait une synthèse de ces trois copules, incluant les valeurs de ÀL et Àu . 
TABLE 2.1 - Caractéristiques de t rois copules Archimédiennes 
1 Copule <PB ( u) CB(u , v) Àu 
Clay ton 
t - B - 1 
e (u-
B + v - B _ 1r 1/ B 2- 1/B 0 
Frank ( e
Bt 
1 ) - ln 1 + B 
e - 1 
-- ln 1 + 1 { (e
Bu- 1) (eBv- 1) } 
e e- B - 1 0 0 
Gumbel l In tlB exp [- {lIn ul B + lIn vlB } l /B] 0 2 - 21 - B 
Chapitre 2. Les indices de dépendance caudale 17 
2.4.6 Copules à valeurs extrêmes 
Une copule extrême est la fonction de dépendance extraite d 'une loi bivariée extrême. 
Leur construction se fera à partir d'une caractérisation. D'abord, une copule C est 
max-stable si pour tout r > 0, 
On peut montrer que C est extrême si et seulement si elle est max-stable. Ceci permet 
de déduire que les copules à valeurs extrêmes s'écrivent toujours sous la forme 
CA(u , v) = exp {ln uvA c~:v) } , 
où A : [0 , 1] -+ [1/2 , 1] s'appelle la fonction de dépendance extrême. Il s'agit de la 





2A (~) lnu 
ln u2A(l /2) . 
On a donc CA (u , u) = u2A(l /2), ce qui permet de montrer que le coefficient de dépen-
dance caudale inférieure d'une copule à valeurs extrêmes s'exprime par 
On aboutit alors à 
A(I / 2) = 1/ 2; 
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Pour le coefficient de dépendance caudale supérieur, on a 
1 - 2u + U2A(1 /2) 
lim------
utl 1 - u 




Lorsque A(t) = 1, on retrouve la copule d 'indépendance car alors, CA(u, v) = uv; 
on retrouve donc ÀL(CA) = ° et ÀU(CA) = l. Quand A(t) = max(t , 1 - t) , la copule 
associée est la borne supérieure de Fréchet-Hoeffding. Puisqu'alors, A(1/ 2) = 1/ 2, il 
s'ensuit que ÀdCA) = ÀU(CA) = l. 
La copule Archimédienne de Gumbel- Hougaard appartient également à la familles 
des valeurs extrêmes. Sa fonction de dépendance extrême est définie par 
Ae(t) = {t1 /(1 - e) + (1- t)l /(l - e)}l - e, e E [0, 1]. 
On a alors Am = { m 1/ (1 - '} + (1 -D 1/ (1 - '}r' 
Si e < 1, on a donc ÀL(CA) = 0, alors que ÀdCA) = 1 si e = l. On a aussi 
Pour la copule de Galambos, on a 
On obtient alors ÀL(CA) = ° et ÀU(CA) = 2-1/ e. Le Tableau 2.2 offre une synthèse de 
quelques copules à valeurs extrêmes. 
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TABLE 2.2 - Caractéristiques de quelques copules à valeurs extrêmes 
Copule A(1/2) 
Indépendance 1 u2 0 1 
Fréchet-Hoeffding 1/ 2 u 1 1 
Gumbel- Hougaard 21- 8/ 2 u 2
1 - 0 0 2 - 21- 8 
Galambos 1 - 2-(lH)/8 u2+l/8 0 2- 1/ 8 
Chapitre 3 
Revue des méthodes d'estimation de 
Àu et regard critique 
3.1 Préliminaires 
3.1.1 Mise en contexte 




La méthode paramétrique nécessite de spécifier à la fois la sturcture de dépendance, 
i. e. la copule, ainsi que les distributions marginales . Dans ce cas, on obtient typique-
ment les estimateurs des paramètres à l'aide d'un maximum de vraisemblance basé 
sur la loi mult idimensionnelle complète. Cette approche est généralement fastidieuse 
en regard de la complexité des calculs, car il faut estimer simultanément beaucoup de 
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paramètres, à savoir ceux associés à la copule et ceux des lois marginales. 
Pour remédier aux limites de la méthode paramétrique basée sur la vraisemblance com-
plète, Joe and Hu [31J ont proposé une méthode par vraisemblance en deux étapes. 
Cette idée est relativement simple à mettre en œuvre. La première étape consiste 
à estimer les paramètres des lois marginales. Dans la deuxième étape, ces estima-
teurs sont injectés dans la vraisemblance et les estimateurs de la copule sont obtenus 
conditionnellement à ces valeurs estimées. 
Les deux approches précédemment décrites entrent dans la catégorie des méthodes 
paramétriques. Ainsi , celles-ci montrent le désavantage de dépendre des hypothèses 
sur les distributions marginales. Pour relâcher substantiellement ces hypothèses, Shih 
and Louis [50J et Genest et al. [25J ont développé une méthode semi-paramétrique 
qui consiste à estimer les distributions marginales par le biais des distributions empi-
riques. Ensuite, conditionnellement à ces estimations entièrement non-paramétriques, 
les paramètres de la copule sont estimés par maximum de vraisemblance. Les mé-
thodes d'estimation des paramètres de type paramétriques et semi-paramétriques ont 
été étudiées par Kim et al. [33J dans une étude de simulation exhaustive. 
L'approche non-paramétrique consiste à estimer la copule d 'une population sans que 
ne soit émise la moindre hypothèse sur sa forme. La façon habituelle de procéder 
consiste à calculer la copule empirique. La première suggestion dans ce sens est attri-
buable à Deheuvels [16], qui introduisit la fonction de dépendance dans un cadre de 
tests d 'indépendance. La version la plus utilisée est toutefois due à Fermanian et al. 
[18J ; voir également Segers [46J pour les propriétés asymptotiques de la copule em-
pirique. Une manière alternative d 'estimer une copule est d 'utiliser une méthode de 
lissage par noyau. Cette idée a été élaborée, par exemple, par Gijbels and Mielniczuk 
[28], Chen and Huang [10J et Omelka et al. [37J. Cette méthode est intéressante dans 
la mesure où elle permet de minimiser le biais aux frontières. 
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3.1.2 Copule empirique de D eheuvels (1979) 
Connue sous le nom de fonction de distribution empirique de dépendance, Deheuvels 
[16] a introduit une estimation de la copule afin de construire des tests non paramé-
triques pour l'indépendance. Pour la décrire, soit un échantillon (Xl, YI), . .. , (Xn , Yn ) 
issu d 'une distribution conjointe H à marges continues F et C. Dans un premier 
temps, pour (x, y) E JR2, on définit la fonction de répartition conjointe empirique par 
On déduit ensuite de Hn les fonctions de répartition empiriques marginales, à savoir 
1 n 1 n 
Fn(x) = Hn(x , (0) = - LI (Xi ~ x) et Cn(y) = Hn(oo , y) = - LI (Yi ~ y). 
n n 
i= l i=l 
On rappelle que l'unique copule C associée à H s'obtient en faisant 
C(u,v) = H {F- I(u),C-I(v)}. 
De là, Deheuvels [16] a proposé une estimation non-paramétrique de la copule, à savoir 
(3.1) 
De la définition même de Hn, on a explicitement 
(3.2) 
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3.1.3 Copule empirique à base de rangs 
La copule empirique C~ définie à l'Équation (3.1) est cependant peu employée en 
pratique. La raison principale est la difficulté à obtenir les inverses F;;l et G:;;l des 
fonctions étagées Fn et Gn. Même s'il est faux de dire que X i ::; F;; l (u) est vrai si 
et seulement si Fn(Xi) ::; u, cette affirmation est approximativement vraie. Ainsi, en 
partant de l'Équation (3.2), 
La fonction empirique Cn est la version la plus couramment utilisée de copule empi-
rique. Elle a été utilisée dans de nombreux contextes, par exemple par Genest et al. 
[26] pour tester l'adéquation. 
Il est intéressant de remarquer que n Fn(Xi) correspond au rang Ri de l'observation X i 
dans l'échantillon Xl , . . . , Xn. De même, n Gn(l'i) est le rang Si de Yi parmi Yi, ... , Yn-
On peut alors écrire 
1 ~ ( R i Si ) Cn(U,v) = - L I -::; u,-::; v . 
n n n 
i=l 
Ceci met en lumière le fait que la copule empirique Cn , de même que les méthodes 
statistiques qui en découlent, sont à base de techniques de rangs. 
3.2 Quelques estimateurs de dépendance caudale 
Dans la suite, soient les paires de pseudos-observations (ÛI, VI), ... , (Ûn , Vn ), où pour 
chaque i E {1 , . . . ,n}, on a défini Ûi = Fn(Xi) = Rdn et ~ = Gn(Yi) = Sdn. 
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3.2.1 Estimateur de Capéraa et co ll. (1997) 
L'estimateur de Capéraà et al. [9] est donné par 
~CFG { 1 ~ ( J In Ûi ln ~ )} Àu = 2 - 2 - ln ~ ~ , 
n i= 1 - ln ( Ul V V:2 ) 
où a V b est le maximum entre deux réels a, bER 
3.2.2 Estimateur de Schmidt et Stadtmuller (2006) 
Pour (U, V) rv C, soit C(u, v) = lP'(U > u, V> v). Comme C(u, v) = l -u-v+C(u, v), 
on peut alors écrire 
Àu = lim C(u, u) . 
uil 1 - u 
Les chercheurs Schmidt and Stadtmüller [44] se sont inspirés de cette représentation 
pour suggérer l'estimateur 
~ss 
Àu = 
Cn {l - (k/n), 1 - (k/n)} 
1 - {l - (k/n)} 
1 ~ (~ k ~ k) -k ~ l Ui > 1 - -, Vi > 1 - -n n 
i=l 
1 Ln ( ~ k ~ k) - II -U<-l-1i;<-
k
t, t . 
n n 
i=l 
Cet estimateur nécessite de choisir une valeur seuil kEN, où k < < n. On peut , à 
cette fin , utiliser l'algorithme heuristique de recherche de plateau tel que suggéré par 
Schmidt [43] (voir aussi Frahm et al. [20]). 
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3.2.3 Estimateur de Coles et coll. (1999) 
En partant de la définition de Àu , on peut déduire que 
Àu = 2 -lim In C(u,u) . 




ut! 1 - u 
1
. 2(1- u) -1 + C(u,u) 
lm--------




ut! 1 - u 
2 1




· d ln C(u , u)/du - lm ---'--"""":-:'-
ut! d ln u/du 
2 _ lim ln C ( u, u) . 
ut! ln u 
En partant de cette représentation pour Àu , Coles et al. [1 31 ont proposé l'estimateur 
):Coles = 2 _ ln Cn {l - (k /n) , 1 - (k / n)} 
u In{l - (k /n)} . 
3.2.4 Estimateur de Joe et coll. (1992) 
On note que 
_ 1· 1 + 2u + C(u, u) _ 1. 2(1 - u) - 1 + C(u, u) _ 2 1. 1 - C(u , u) 
Àu - lm - lm - - lm . 
ut! 1 - u ut! 1 - u ut l 1 - u 
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Tel que suggéré par Joe et al. [32], on déduit alors l'estimateur 
\Joe _ 
/\ u -
2 _ 1 - Cn {1 - (k/n), 1 - (k/n)}, 
1 - {1 - (k/n)} 
n { 1 Ln (~ k ~ k)} 2-- 1-- l U<1--V:<1--k n t - n' t - n 
i=l 
n 1 Ln ( ~ k ~ k) 2--+- l 1-U >- 1-V: >- . k kt-n' t-n 
i=l 
En fait, >-boe = >-~s, et donc >-boe ne sera plus considéré dans la suite de ce travail. 
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L'analyse fréquentielle a beaucoup évolué avec l'introduction d'outils statistiques plus 
maniables comme les copules. Plusieurs études hydrologiques ont conduit à une ap-
plication extensive de modèles. On peut citer les travaux de Ghizzoni et al. [27] sur 
l'étude de l'occurrence d 'événements extrêmes et les travaux de Bardossy and Pegram 
[4] sur les problèmes d 'interpolation spatiale et de simulation. Néanmoins ce corpus 
littéraire est plus axé sur l'application potentielle au détriment de la nature réelle des 
variables disponibles. A cela s'ajoutent les lacunes liées à la fiabilité des méthodes 
utilisées ou appliquées à des séries chronologiques très courtes. Bardossy and Pegram 
[5] quant a eux ont mis l'accent sur certains concepts de base à savoir: la nature des 
relations entre les variables hydrologiques et la fiabilité de l'inférence multivariée ap-
pliquée sur des séries chronologiques typiquement courtes. Ainsi il s'agit d 'appliquer 
des concepts à priori univariées vers le cadre multivarié. 
Le coefficient de dépendance caudale donné par Àu donne une idée de la tendance 
de l'occurrence des événements extrêmes pour un certain seuil quantile fixé. De ce 
fait, pour mieux cerner la manière dont les événements extrêmes se comportent, il 
est important de l'évaluer afin de pourvoir choisir le meilleur modèle. Ainsi dans la 
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littérature les estimateurs les plus utilisés sont au nombre de quatre a savoir: 
- L'estimateur >:~s (Schmidt and Stadtmüller [44]) présente parfois une valeur 
élevée de la variance; 
L'estimateur >:801es basé sur la sécante et est défini comme étant la pente de la 
sécante le long de la diagonale de la copule proche du point (1,1) mais peut 
être biaisé et montre une très faible variance; 
- L'estimateur >:8FG pose l'hypothèse que la fonction de copule empmque se 
rapproche d 'une copule à valeur extrême mais pourrait être biaisé et montrer 
de très faible variance ; 
L'estimateur >:801es est la contrepartie non paramétrique de l'estimateur proposé 
par Coles et al. [13J. 
Poulin et al. [38J et Serinaldi [47J ont été les pionniers de l'usage du coefficient de 
dépendance caudale dans les études hydrologiques. Ainsi ils ont réalisé une étude de cas 
spécifique pour choisir le meilleur estimateur. Pour cela ils ont retenu les estimateurs 
de Coles-Heffernan-Tawn noté >:801es (Coles et al. [13]) et de Capéraà-Fougères-Genest 
noté >:8FG (Capéraà et al. [9]). Serinaldi [47J a construit un diagramme de diagnostic 
dans l'objectif de choisir le modèle adéquat. Pour cela, il a mesuré le lien entre >'u et 
le tau de Kendall. La fiabilité de son outil est démontrée en réalisant des simulations 
qui font ressentir le biais de >:8FG et l'incertitude de >:~s (Schmidt and Stadtmüller 
[44]). Cependant une évaluation approfondie n'a pas été faite et les mises en gardes 
de Schmidt [43J et Frahm et al. [20J ne sont pas fidèlement rapportées. 
Les hydrologues se sont malheureusement basés beaucoup sur les travaux traitant de 
>'u dans le même domaine, au détriment de la littérature originelle. Cela a débouché 
sur un usage plutôt irrationnel de >:8FG et des autres estimateurs de >'u. Dans cette 
même lancée, Serinaldi and Kilsby [48J ont nuancé les recommandations de AghaKou-
chak et al. [2J sur l'utilisation des >'u comme outils d 'aide à l'élaboration de politiques 
ainsi qu 'à la validation de modèles numériques. Ils ont en effet prouvé que les champs 
de précipitations simulés par la structure de dépendance spatiale méta-gaussienne pré-
sentent des estimations de >'u similaires à celles des champs de précipitations observés. 
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Serinaldi et al. [491 se sont focalisés seulement sur deux estimateurs parmi les quatre 
à savoir: l'estimateur ~~s du fait qu 'il ne nécessite aucune hypothèse de distribution 
et l'estimateur ~8FG en raison de sa popularité liée à sa formule de forme fermée. 
Ainsi ils ont pu montré que les estimateurs ~~s et ~8FG sont généralement biaisés et 
donnent des valeurs Àu fortement liées à la corrélation globale même si la structure de 
dépendance sous-jacente (vraie) a une dépendance caudale nulle. En plus, l'incertitude 
est élevée même si les échantillons d 'expériences sont de tailles grandes. De ce fait, ces 
estimateurs devraient être utilisés avec beaucoup de prudence car leur interprétation 
automatique peut donner des résultats erronés. 
Chapitre 4 
De nouveaux estimateurs des 
coefficients de dépendance caudale 
4.1 La famille des copules Fisher 
4.1.1 Famille des copules Khi-deux 
Soit (ZI, Z2), une paire de variables aléatoires de distribution Normale standard (i.e . 
de moyennes nulles et de variances unitaires) de coefficient de corrélation p E [-1 , 1]. 
Alors pour un certain paramètre de décentralité a E lR, la copule Khi-deux, notée 
C~a , est définie comme la structure de dépendance du couple 
Cette famille de modèles de copules a d'abord été introduite par Bàrdossy [7], alors 
que Quessy et al. [40] ont étudié ses propriétés. Le nom de cette copule découle du fait 
que les marges du couple (YI , Y2 ) qui sert de base à la construction sont des Khi-deux 
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décentrées à 1 degré de liberté. Parmi les nombreuses propriétés identifiées par Quessy 
et al. [40], on note que la copule Khi-deux de paramètre de décentralité a = -r < 0 
est la même que lorsque a = r. On peut donc supposer, sans perte de généralité, que 
a 2: O. En outre, la copule normale apparaît dans le cas particulier où a -r 00. Sinon, 
c'est-à-dire lorsque a E [0,(0), les copules Khi-deux sont radialement asymétriques. 
Cependant, les coefficients de dépendance caudale inférieure et supérieure sont nulles 
pour les copules Khi-deux, c'est-à-dire que 
La seule exception survient quand Ipl = 1, dans lequel cas ÀdC;'a) = ÀU(C;'a) = 1. 
4.1.2 Construction d'une copule Fisher 
Suivant une idée similaire à celle menant à la copule Khi-deux, la famille des copules 
Fisher sera construite. Pour ce faire , soit un vecteur aléatoire (Xl, X 2 ) distribué selon 
la loi de Student à vEN degrés de liberté et de paramètre p E [-1 , 1]. Alors la copule 
de Fisher, notée C%,v, est la structure de dépendance extraite de la loi de 
Cette famille de copules a été introduite par Favre et al. [17] dans le cas d-dimensionnel. 
Son nom origine du fait que les marges du couple (Yi, 1'2) qui sert de base à la construc-
tion sont Fisher à 1 degré de liberté. Puisque Fv(x) = JPl(X] :::; x) = 2Fv( vix) - 1, 
la copule de Fisher correspond à la loi conj ointe de (Fv (X?) , Fv (Xi)) = (2Fv ( 1 XII) -
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1, 2FlI (IX21) - 1). La copule Fisher en d = 2 dimensions peut alors s'exprimer par 
Pour obtenir cette chaine d'égalités , on a utilisé le fait que comme FlI est symétrique 
autour de zéro, alors -FlI- I(x) = FlI-
I (1 - x) . Étant donné que par construction, 
(Xl, X 2) suit une distribution de Student, le vecteur (U, V) = (FlI(XI ), FlI (X2)) est 
distribué selon la copule de Student. Par conséquent, on peut écrire 
(
l-U U l+u I-v V l+V) lP --< <-- --< < --2 - - 2 '2 - - 2 
lP U<-- V<-- +lP U<-- V<--( 
l+u l+V) ( l-u I- V) 
- 2' - 2 - 2 ' - 2 
-lP U<-- V<-- -lP U<-- V<--( 
1 - u 1 + v) ( 1 + u 1 - v) 
- 2' - 2 - 2' - 2 
CT (~~) CT (~ ~) P,lI 2 ' 2 + P,lI 2 ' 2 
_CT (~~) _CT (~~) p,lI 2' 2 p,lI 2' 2 ' 
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où CJ.v est la copule de Student. La densité correspondante est donc 
fP 
8u8v C:'v(u , v) 
~{CT (~~) CT (~~) 4 P,v 2 ' 2 + P,v 2 ' 2 
T (I -U I+V) T (I +U I-V)} +cp,v -2-'-2- +cp,v -2-'-2- , (4.2) 
où c;'v est la densité de la copule de Student. 
4.1.3 Coefficients de dépendance caudale de la copule Fisher 
Tel que démontré par Favre et al. [17], la copule Fisher ne possède pas de dépendance 
caudale inférieure, c'est-à-dire que ÀL ( C:'J = o. Par contre, ces auteurs montrent que 
le coefficient de dépendance caudale supérieur est positif. Pour le montrer, soit un 
vecteur aléatoire (Xl , X 2 ) distribué selon la loi de Student à lJ E N degrés de liberté 
et de paramètre p E [-1,1]. En posant FI(U) = F2(U) = 2Fv(fo) -1, on a 
limJID{xl > FI- I(U) -IIX~ > FI- I(U) -1} 
ut! 
~W l' { xl > (F"-l C; u))' xi > (F"-l C ;u) n 
limJID {Xl > (Fv-
l (s))2 1 X~ > (Fv- l (s))2 } 
st l 
lim JID{IXII > Fv-
l (s)IIX21 > Fv- l(s)} 
st! 
lim JID{XI > F;I(S)IIX2 1 > Fv-l(s)} 
st! 
+ JID { -Xl > Fv- l(s) IIX2 1 > F;I(S)} . (4.3) 
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Pour le premier terme dans la dernière expression, on a 
A - )pl {Xl > F;; l(S) IIX2 1 > F;;l(S)} 
JIll {Xl > F;;l(S) IIX2 1 > F;l(S)} 
)pl {IX2 1 > Fy- l(S)} 
)pl {Xl > Fy-l(s) 1 X 2 1 > Fy- l(s)} + )pl {Xl > Fy- l(s) 1 -X2 1 > Fy- l(s)} 
JIll {IX2 1 > Fy- l(S)} 
JIll{X2 > Fy- l(s)} {l l( )} 
- )pl {IX
2
1 > Fy- l(S)} )pl Xl > Fy- (s) 1 X 2 > F;; s 
)pl {-X2 > Fy- l(s)} { - l -l( )} 
+ JIll {IX
2
1 > Fy-l(S)} )pl Xl > Fy (s) 1 -X2 > Fy s 
1 
- 2 [JIll {Xl > Fy- l(s) 1 X 2 > F;;l(S)} 
+ JIll {Xl > F;;l(S) I-X2 > Fy- l(s)}]. 
où la dernière égalité découle du fait que pour tout a > 0, 
JIll{X2 > a} I-Fy (a) 1 
-- -
)pl { 1 x 21 > a} 2 {1 - F y ( a)} 2 
Pour le deuxième terme, on peut écrire 
B - )pl {-Xl > Fy- l(s) IIX2 1 > F;; l(S)} 
1 - 2 [)pl {-Xl > Fy- l(s) 1 X 2 > Fy- l(s)} 
+ )pl {-Xl > F;;l(S) 1 -X2 > Fy- l(s)}] . 
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Ces deux expressions dans l'Équation (4.3) donnent 
A+B 
1 
-lim [lP' {Xl > F;;I(S) 1 X 2 > Fv- l(s)} 2 st! 
+ lP' {Xl > Fv- l(s) 1 -X2 > Fv- l(s)} ] 
1 + -2lim [lP' {-Xl > F;; I(S) 1 X 2 > F;; I(S)} 
st! 
+ lP' {-Xl > Fv- l(s) 1 -X2 > Fv- l(s)} ] 
lim [lP'{XI > Fv-l(s) 1 X 2 > F;;I(S)} 
st! 
+ lP' {Xl > F;;I(S) 1 -X2 > Fv- l(s)} ] 
Àu (C;,v) + Àu (C::p ,v) 
(4.4) 
(4.5) 
Or, tel qu 'on l'a vu , pour FV +I qui est la fonction de répartition de la loi de Student 
univariée à v + 1 degrés de liberté, on a 




(v + 1) (1 + P)) }. (4.7) 
I-p 
La copule Fisher possède ainsi de la dépendance caudale supérieure, car Àu (C:'v) > O. 
Une exception survient à la limite lorsque v ---t 00, car alors 
lim Àu (CpF v) = O. 
v~oo ' 
Cette constatation coïncide avec le fait que v ---t 00 correspond à la copule Khi-deux. 
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4.2 Description des nouveaux estimateurs de l'indice 
de dépendance caudale 
4.2.1 Idée générale 
Soient (Xl, Yi), ... , (Xn , Yn ), des paires aléatoires indépendantes provenant d 'une loi 
conjointe H dont les marges sont continues. L'objectif de cette section est de proposer 
des estimateurs du coefficient de dépendance caudale Àu qui vont concurrencer ceux 
décrits aux Chapitre 3. Pour ce faire, on va considérer que la vraie copule de H peut 
raisonnablement être considérée comme faisant partie de la famille des copules de 
Fisher. Dans ce cas, on sait que 
(ZJ+l)(I+ P))} . 
I-p 
Partant de là, un estimateur semi-paramétrique de Àu s'obtient en remplaçant les pa-
ramètres inconnus de Àu(C%,J par des estimateurs basés sur les observations (Xl, Yd, 
.. . , (Xn , Yn ). Dans la suite, deux situations seront considérées, à savoir les cas où (i) 
le degré de liberté ZJ est fixé, et (ii) le degré de liberté ZJ est inconnu. 
4.2.2 Estimation de p par inversion du tau de Kendall 
Soit une famille de copules paramétriques {Ce ; e E e ç ffi.}. Dans ce cas, le tau de 
Kendall est généralement une fonction K, : e ----+ [-1 , 1] de la forme 
K,(e) = 4 r Ce(u, v) dCe(u , v) - 1. 
J [ü ,l]2 
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La méthode d'inversion du tau de Kendall est similaire à une méthode des moments 
qui consiste à estimer e par le nombre e~TK tel que 
où Tn est le tau de Kendall empirique. Spécifiquement, pour un échantillon de paires 
4 
Tn=-l+ ( ) '"' I{ (Xi -Xj)(Yi-Yj»O} . nn-l ~ 
l :Si:Sj :Sn 
Dans le cas de la copule Fisher, le tau de Kendall s'exprime via la fonction 
Cependant, la fonction "'v n'a pas de formulation explicite, ce qui empêche de déduire 
une expression pour l'estimateur de p en faisant p~TK = ",~l(Tn)' Pour cette raison, 
l'estimateur p~TK s'obtient par des méthodes numériques. 
4.2.3 Estimation de (p, v) par maximum de vraisemblance 
Soit un échantillon (Xl , Yi) " .. , (Xn , Yn ) i.i.d. de loi conjointe H et de marges conti-
nues F et G. Dans ce cas , on sait que la densité de H peut s'écrire sous la forme 
h(x, y) = c{F(x ),G(y)} f( x )g(y) . 
Supposons que la copule C appartient à une certaine famille paramétrique {Co ; e E 8}. 
De même, assumons que F E {Fo< ; a E A} et G E {Gf3; {3 E B}. Afin d 'estimer le 
vecteur des paramètres (e , a , {3), la façon classique consiste à maximiser la fonction 
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de log-vraisemblance, c'est-à-dire 
n 
L(e, Ct, (3) 
i= l 
n n n 
i= l i= l i= l 
Ainsi, l'estimateur à maximum de vraisemblance de (e, Ct , (3) est le vecteur 
(e~V, Ct MV , (3MV) = arg max L(e, Ct, (3). 
(B,o: ,,B )EG x A x B 
L'inconvénient avec cette méthode est que le temps de calcul peut s'avérer très long, 
surtout lorsque la dimension des paramètres est élevée. Cela est dû en bonne par-
tie au fait qu'il faut conjointement estimer les paramètres des lois marginales et les 
paramètres de la structure de dépendance. 
L'estimateur de pseudo-vraisemblance élaboré par Genest et al. [25] est un moyen 
efficace pour l'estimation du paramètre d 'une copule; il s'agit d'une alternative à 
l'inversion du tau de Kendall qui ne souffre pas de la contrainte que e soit unidi-
mensionnel. Cette méthode d'estimation semi-paramétrique est basée sur les rangs 
des observations. Spécifiquement , on estime d'abord les marges univariées à l'aide des 
fonctions de répartition empiriques, à savoir 
1 n 
et Gn(y) = n + 1 LI (Yi :::; y) . 
i= l 
Ensuite, on définit la fonction de pseudo-vraisemblance, à savoir 
n 
L(e) = Lln cB{Fn(Xi),Gn(Yi)} , 
i= l 
de sorte que l'estimateur à pseudo-maximum de vraisemblance de e est 
e~MV = arg max L(e). 
BEG 
Chapitre 4. De nouveaux estimateurs des coefIicients de dépendance caudale 38 
Pour adapter cette méthodologie à la copule Fisher C%,I/' soit d 'abord A20 = {l , ... , 20} , 
l'ensemble des vingt premiers entiers. Alors l'estimateur à pseudo-maximum de vrai-
semblance de (p, v) est donné par 
n 
(p~MV, v~MV) = arg max I)n C~,1/ {Fn (Xi) ,Gn (li)} . 
PE(-1 ,1),I/EA20 i=l 
4.2.4 Estimation de (p, v) par une méthode en deux étapes 
Afin de rendre le calcul de l'estimateur (p~MV , v;MV) plus efficace, on suggère de 
procéder en deux étapes. La première consiste à fixer vEN et à déduire l'estimateur 
de p par inversion du tau de Kendall conditionnellement à v : on note alors cette 
valeur Pn(v) = K:~l(Tn). On obtient ensuite l'estimateur de ven maximisant 
n 
Lln c~n(IL) , 1/ {Fn(Xi) , Gn(li)} 
i=l 
pour v E A20 , c'est-à-dire que 
n 
v~MV2 = argmax Lln c~I' , 1/ {Fn(Xi), Gn(li)}. 
I/E A 20 i=l 
Enfin, l'estimateur de p correspond à la valeur optimale de v, à savoir que 
4.2.5 Estimation de Àu degré de liberté fixé 
Les estimateurs proposés pour Àu sont très simples. Il s'agira, en effet, de supposer que 
la dépendance des paires observées peut raisonnablement se modéliser par une copule 
Fisher. Sous cette hypothèse, on sait que l'indice de dépendance caudale supérieure 
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prend la forme explicite 
(V+1)(1+ P))}. 
1-p 
Si on suppose que le degré de liberté est fixe, alors P s'estime par inversion du tau de 
Kendall, c'est-à-dire que p~TK = K;~l (Tn ) . L'estimateur proposé pour Àu est alors 
~ITK { ( ÀU (v) = 2 FV +1 - (v + 1)(1 - P~TK) ) ( 1 + ITK + Fv+ 1 -Pn 
(v + 1)(1 + P~TK) ) } 
1 - p~TK . 
4.2.6 Estimation de Àu degré de liberté inconnu 
Deux estimateurs de (p, v) ont été décrits lorsque le degré de liberté de la copule 
Fisher est inconnu. Il s'agit de l'estimateur à pseudo-maximum de vraisemblance 
(pPMV VPMV) et de sa version en deux étapes à savoir (pPMV2 vPMV2 ) Ces deux n 'n 'n 'n . 
méthodes d 'estimation induisent donc deux estimateurs de Àu , c'est-à-dire 
~PMV 
2F"KMV +l ( -
(V:;MV + 1)(1 _ p::MV) ) 
Àu 
1 + p;MV 
+ 2F"KMV +1 ( -




u 2F"KMV'+l ( -
(v!iMV2 + 1)(1 - p::MV2) ) 
1 + p;MV2 
+ 2F"KMV'+l ( -
(v:;MV2 + 1)(1 + p~MV2) ) 
1 - p;MV2 . 
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4.3 Étude de la performance des estimateurs de Àu 
4.3.1 Description générale de l'étude de simulations 
Cette section étudie l'efficacité de quelques estimateurs de Àu proposés dans ce travail, 
et la compare aux estimateurs existants. On considérera ainsi : 
(i) Les estimateurs >::gFG, >::~s et >::goles, qui sont abondamment utilisés en pratique, 
ainsi que dans la littérature scientifique. On choisit dans la suite pour le calcul de ces 
estimateurs, une valeur seuil k = n/l0 avec n la taille de l'échantillon; 
(ii) Les nouveaux estimateurs >::UK(l) , >::ITK(5) et >::UK(lO), qui imposent de fixer la 
valeur l/ du degré de liberté; 
(iii) Le nouvel estimateur >::~MV2 , qui ne nécessite pas de fixer la valeur de l/. 
L'efficacité de ces sept estimateurs sera évaluée selon leur erreur quadratique moyenne 
(EQM) et leur Biais (B). On rappelle que l'erreur quadratique moyenne et le biais 
d'un estimateur Àu de Àu sont définis par 
Cependant, il est difficile, voire impossible, de calculer EQM(>::u) et B(>::u) explicite-
ment; on procèdera donc par simulations. Ainsi, sous un modèle de copules donné, 
disons C, et pour une certaine taille d'échantillons, on générera M échantillons indé-
pendants (X?), Y?)), . .. ,(X~l), Y2)), ... , (XiM), Y?)), . .. ,(X~l), y~M)) , chacun com-
posé d 'observations i.i.d. C; on obtient alors les estimateurs >::~), ... , >::~M). On estime 
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alors EQM():u) et B():u) avec, respectivement , 
- 1 M 2 
EQM(\u) = M L ():~) - ~u ) 
m=l 
où ~u = ():~) + ... + ):C:))/M. On considérera le comportement des estimateurs de 
Àu sous trois types de structures de dépendance, à savoir Fisher, Gumbel et Khi-
deux. Afin d 'alléger le texte, tous les tableaux des résultats ont été déplacés à la 
sous-section 4.3.6 située à la fin de cette section. 
4.3.2 Données générées de la copule Fisher 
Les Tableaux 4. 1 et 4.2 concernent respectivement l'erreur quadratique moyenne et le 
biais qui sont estimés à partir de n = 75 et n = 150 échantillons de la copule Fisher. 
Ces derniers ont été paramétrés en termes du tau de Kendall pour des valeurs de 
T E {1/4, 1/2, 3/4} correspondant à des niveaux de dépendance faibles, modérés et 
élevés. Comme on pouvait s'y attendre, les valeurs de l'erreur quadratique moyenne 
et du biais tendent à diminuer à mesure que la taille de l'échantillon augmente. 
Quand le degré liberté est faible , les erreurs quadratiques moyennes et le biais dimi-
nuent significativement à mesure que la valeur du tau de Kendall augmente. Dans 
le cas où le degré de liberté est élevé, toutefois, le tau de kendall n'a pas d 'impact 
notable sur la performance des estimateurs. Pour les estimateurs ):[TK(I) et ):[TK(5) , 
on constate que leur EQM et leur biais diminuent significativement lorsque la valeur 
du degré de liberté augmente, contrairement à ):[TK(10). Globalement , ces estimateurs 
sont plus précis que les estimateurs non-paramétriques ):8FG , ):~s et ):801es . 
Parmi les autres observations que l'on peut tirer des Tableaux 4.1 et 4.2, on note que 
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(1) Dans le cas où le tau de kendall est faible (T = 1/4), de même que le degré de 
liberté (li = 1) , les estimateurs ):gFG, ):ITK(5) et ):ITK(lO) et ):PMV2(10) sont les plus 
précis; ceci est particulièrement notable pour ):ITK (10) et ):PMV2 (10). 
(2) Quand T est élevé (T = 3/4) et que le degré de liberté est faible (li = 1), les 
estimateurs ):gFG, ):ITK(l) , ):ITK(5), ):ITK(10) et ):PMV2(10) sont les meilleurs; ceci est 
particulièrement vrai pour ):gFG et ):ITK(10). 
(3) Dans le cas où le tau de Kendall est faible (T = 1/4) et le degré de liberté est élevé 
(li = 10) , les estimateurs ):ITK(5) et ):ITK(10) et ):PMV2(10) sont les plus précis , mais 
surtou t ):ITK (5) et ):ITK (10). 
(4) Quand T est élevé (T = 3/4) et que le degré de liberté est élevé (li 
meilleure précision est obtenue par l'estimateur ):PMV2(10). 
4.3.3 Données générées de la copule de Gumbel 
10), la 
Les Tableaux 4.3 et 4.4 montrent respectivement les valeurs de l'erreur quadratique 
moyenne (EQM) et du biais (B) des mêmes sept estimateurs de la sous-section 4.3.2, 
mais cette fois dans le cas où les observations proviennent de la copule de Gumbel. 
On remarque d'emblée que, tel qu 'attendu, les EQM et les biais tendent à diminuer 
à mesure que la taille de l'échantillon augmente. 
Dans le cas où la valeur du tau de Kendall est élevée, les estimateurs ):UK (10) , ):UK (5), 
):UK (10) et ):gFG sont meilleurs que les estimateurs ):~s et ):goles. Les estimateurs ):gFG 
et ):ITK(lO) sont les plus performants lorsque la la valeur de T est faible (T = 1/4). 
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4.3.4 Données générées de la copule Khi-deux 
Les Tableaux 4.5 et 4.6 montrent respectivement les valeurs de l'erreur quadratique 
moyenne (EQM) et du biais (B) des sept estimateurs sous des structures de dépen-
dance de type Khi-deux. À l'instar des études effectuées aux sous-section 4.3.2 et 4.3.3, 
les erreurs quadratiques moyennes et les biais diminuent lorsque la taille de l'échan-
tillon augmente. Pour des valeurs faibles du tau de Kendall, i. e. quand 7 = 1/ 4, les 
estimateurs >:UK(l), >:UK(5) et >:ijMV2 donnent les meilleures précisions. Toutefois, si 
la valeur du tau de Kendall est élevée (7 = 3/4) , aucun des estimateurs n'est précis. 
4.3.5 Commentaires globaux sur les simulations et quelques 
recommandations 
Tel qu 'attendu, les valeurs de l'erreur quadratique moyenne (EQM) et du biais (B) 
des sept estimateurs sous des structures de dépendance de type Fisher, Gumbel et 
Khi-deux diminuent lorsque la taille de l'échantillon augmente. Globalement, on peut 
émettre les commentaires suivants : 
(i) Sous de la dépendance de type Fisher, les nouveaux estimateurs sont précis quel 
que soit le niveau de dépendance et le degré de liberté; cette constatation n 'est pas 
surprenante, dans la mesure où les estimateurs proposés sont développés sous l'hypo-
thèse d 'une structure de dépendance Fisher; 
(ii) Sous de la dépendance extrême de type Gumbel, qui comporte un degré élevé 
de dépendance caudale supérieure, la performance des estimateurs dépend du niveau 
de dépendance. Ainsi, lorsque la valeur du tau de Kendall est élevée, les nouveaux 
estimateurs performent bien. 
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(iii) Sous de la dépendance de type Khi-deux, qui ne comporte pas de dépendance 
caudale supérieure, les estimateurs sont généralement assez biaisés, surtout quand le 
niveau de dépendance est élevé. Ce comportement en l'absence de dépendance caudale 
des estimateurs non-paramétriques a été bien documenté par Serinaldi et al. [491. 
Si une recommandation générale devait être émise, on pourrait suggérer l'usage de 
l'estimateur );ijMV2 lorsqu'on peut assurer d'une dépendance caudale significative. Cet 
estimateur sera d'autant plus efficace que le niveau de dépendance est élevé; ce dernier 
aspect peut s'apprécier facilement en calculant la valeur du tau de Kendall empirique. 
Par ailleurs, );ijMV2 a l'avantage de ne pas faire d'hypothèse sur la valeur du degré 
de liberté, contrairement à l'estimateur );U'K(lI) , qui nécessite de choisir quelque peu 
arbitrairement la valeur de li. 
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4.3.6 Tableaux des résultats de simulations 
TABLE 4.1 - Erreur quadratique moyenne de sept estimateurs de Àu , estimée à l'aide 
de 1 000 réplicats , sous des données simulées de la copule Fisher 
~CFG ~ss ):Coles ):UK(l) ):ITK(5) ):UK(10) ):PMV2 n v T Àu Àu u u 
0.25 5.0 12.3 11.1 5.2 4.7 2.5 4.1 
1 0.50 1.3 5.3 5.2 2.8 2.2 0.8 2.5 
0.75 0.3 2.1 2.3 0.7 0.5 0.2 0.6 
0.25 6.5 10.3 8.6 2.6 2.3 3.8 2.5 
5 0.50 7.4 11 .8 10.9 7.4 5.5 5.3 4.6 
75 0.75 3.0 5.3 5.1 5.0 3.5 2.7 2.5 
0.25 11.6 15.2 12.5 1.8 1.3 7.5 3.3 
10 0.50 17.5 21.3 19.4 16.7 12.2 14.4 8.6 
0.75 8.3 10.7 10.3 11.6 8.9 7.8 5.6 
0.25 4.0 10.5 8.9 4.5 4.3 1.8 3.6 
1 0.50 1.0 4.2 3.8 1.5 1.0 0.4 1.5 
0.75 0.2 1.3 1.3 0.7 0.5 0.1 0.5 
0.25 5.3 9.4 7.3 2.1 2.0 3.1 2.3 
5 0.50 6.9 10.4 9.1 6.8 4.6 5.2 4.6 
150 0.75 2.9 4.6 4.3 4.9 3.4 2.6 2.2 
0.25 9.9 14.8 11.6 0.8 0.4 6.8 3.3 
10 0.50 16.4 20 .5 18.4 16.2 11.1 14.0 8.5 
0.75 8.2 9.7 9.1 11 .6 8.9 7.8 5.1 
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TABLE 4.2 - Biais de sept estimateurs de >"'u, estimé à l'aide de 1 000 réplicats, sous 
des données simulées de la copule Fisher 
~CFG ~ss ):Coles ):UK(l) ):ITK(5) ):UK(10) ):PMV2 n v T Àu Àu u u 
0.25 2.1 3.0 2.6 -0.7 -0.5 1.2 -0.5 
1 0.50 0.9 1.5 1.3 0.4 0.4 0.3 0.1 
0.75 0.4 0.7 0.5 0.8 0.6 0.1 0.5 
0.25 2.4 2.6 2.0 -0.8 -0.9 1.5 0.2 
5 0.50 2.6 3.0 2.7 2.3 1.8 2.2 1.4 
75 0.75 1.7 1.9 1.7 2.2 1.8 1.6 1.3 
0.25 3.3 3.4 2.8 0.1 -0.1 2.5 1.0 
10 0.50 4.1 4.3 3.9 3.8 3.2 3.7 2.5 
0.75 2.9 3.0 2.9 3.4 3.0 2.8 2.1 
0.25 1.9 3.0 2.6 -1.2 -1.0 1.1 -0.5 
1 0.50 0.8 1.7 1.4 0.5 0.5 0.3 0.4 
0.75 0.4 0.8 0.7 0.8 0.7 0.1 0.7 
0.25 2.2 2.7 2.2 -1.1 -1.3 1.5 0.4 
5 0.50 2.6 3.0 2.7 2.4 1.9 2.2 1.7 
150 0.75 1.7 1.9 1.8 2.2 1.8 1.6 1.2 
0.25 3.1 3.6 3.1 -0.2 -0.4 2.5 1.2 
10 0.50 4.0 4.4 4.1 3.9 3.2 3.7 2.6 
0.75 2.9 3.0 2.9 3.4 3.0 2.8 2.1 
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TABLE 4.3 - Erreur quadratique moyenne de sept estimateurs de Àu, estimée à l'aide 
de 1 000 réplicats , sous des données simulées de la copule de Gumbel 




U ):gK(l) ):ITK(5) ):gK (10) 
):PMV2 
u 
0.25 0.8 4.1 7.6 8.7 9.7 1.3 4.1 
75 0.50 0.5 8.1 12.1 2.0 7.8 0.5 4.9 
0.75 0.3 8.6 11.1 0.4 0.3 0.1 1.1 
0.25 0.5 2.5 5.3 9.4 10.0 0.7 3.9 
150 0.50 0.4 6.4 9.8 0.6 7.2 0.3 4.0 
0.75 0.3 6.4 8.4 0.3 0.2 0.1 0.4 
TABLE 4.4 - Biais de sept estimateurs de Àu , estimé à l'aide de 1 000 réplicats, sous 
des données simulées de la copule de Gumbel 




U ):gK(l) ):ITK(5) ):gK(10) 
):PMV2 
u 
0.25 0.1 -1.1 -2.0 -2.7 -3.1 -0.3 -14.7 
75 0.50 -0.3 -2.2 -2.8 -0.1 -2 .0 -0.2 -15.1 
0.75 -0.4 -2.3 -2.6 0.5 -0.3 -0.1 -4.7 
0.25 -0.2 -1.0 -1.9 -3.0 -3.2 -0.2 -15.9 
150 0.50 -0.5 -2.2 -2.8 0.1 -2.2 -0 .2 -14.6 
0.75 -0.5 -2.2 -2.5 0.5 -0.3 -0.1 -1.7 
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TABLE 4.5 - Erreur quadratique moyenne de sept estimateurs de Àu , estimée à l'aide 
de 1 000 réplicats , sous des données simulées de la copule Khi-deux 
n T ~CFG u ~ss u ~Coles U ~D'K(l) ~ITK(5) ~D'K(10) ~PMV2 u 
0.25 14.2 18.5 15.3 2.0 1.1 9.5 3.7 
75 0.50 36.7 41.3 38.2 35.3 26.3 32.7 18.3 
0.75 65.4 67.0 65.1 74.7 66.4 64.5 51.3 
0.25 12.4 16.9 13.2 0.6 0.2 9.2 3.1 
150 0.50 35.5 39.8 36.5 35.7 25.4 32.6 17.2 
0.75 64.8 67.7 65.9 74.6 66.2 64.3 48.1 
TABLE 4.6 - Biais de sept estimateurs de Àu , estimé à l'aide de 1 000 réplicats, sous 
des données simulées de la copule Khi-deux 
n T ~CFG u ~ss u 
~Coles 
U ~UK(l) ~ITK(5) ~UK(lO) ~PMV2 u 
0.25 3.7 3.9 3.3 0.6 0.3 2.9 13.0 
75 0.50 6.0 6.2 5.8 5.8 4.9 5.7 40.0 
0.75 8.1 8.1 7.9 8.6 8.1 8.0 70.9 
0.25 3.5 3.9 3.3 0.2 0.1 2.9 13.1 
150 0.50 5.9 6.2 5.9 5.9 4.9 5.7 39.4 
0.75 8.0 8.2 8.1 8.6 8.1 8.0 68.9 
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4.4 Illustration sur de vraies données 
4.4.1 Présentation des données 
Les méthodes d 'adéquation présentées dans ce travail seront appliquées à des données 
provenant de l'Australian Institute of Sport. Il s'agit de treize mesures biométriques 
prises sur n = 202 athlètes australiens (100 femmes , 102 hommes). Ces données ont été 
analysées dans l'article de Telford and Cunningham [53] publié dans la revue Medicine 
and science in sports and exercise. Dans le contexte de nouveaux tests d'adéquation 
pour les copules, elles ont également été considérées par Bahraoui et al. [3]. 
Pour l'analyse subséquente, on se concentrera sur cinq des treize variables, à savoir 
- Xl , le nombre de globules rouges dans le sang; 
X 2 , le taux d 'hématocrite, qui constitue le pourcentage du volume sanguin 
total occupé par les globules rouges ; 
X 3 , la concentration d 'hémoglobine, mesurée en grammes par décilitre de sang; 
l'hémoblobine assure le transport de l'oxygène; 
X 4 , la masse maigre , mesurée en kilogrammes; 
- X 5 , la taille de l'athlète en centimètres. 
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FIGURE 4.1 - Histrogrammes (sur la diagonale) , nuages de points des données brutes 
(triangle supérieur) et nuages de points des pseudo-observations (triangle inférieur) 
pour les paires (Xl , X 2 , X 3 ) du jeu de données de l' Australian Institute oJ Sport 
4.4.2 Analyse statistique 
Dans la suite, on procédera à l'analyse bidimensionnelle des paires de variables (Xl' X 2 ), 
(X2 , X 3 ) , (Xl, X 3 ) et (X4 , X 5 ). Les histogrammes, les nuages de points des données 
brutes, de même que les nuages de points des pseudo-observations, se retrouvent à la 
Figure 4.1 pour le triplet (Xl, X 2 , X 3 ). La Figure 4.2 montre les données pour la paire 
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F IGURE 4.2 - Histrogrammes (sur la diagonale), nuage de points des données brutes 
(triangle supérieur) et nuage de points des pseudo-observations (triangle inférieur) 
pour la paire (X 4 , X 5 ) du jeu de données de l'Australian Institute of Sport 
(X4 , X 5 ). L'examen des nuages de points des pseudo-observations révèle des niveaux 
de dépendance élevés, notamment du point de vue des queues supérieures. On rap-
pelle que l'indice de dépendance caudale supérieur Àu mesure justement la propension 
qu'ont deux variables aléatoires à prendre simultanément des valeurs t rès élevées. 
On considérera également l'estimation de l'indice de dépendance caudale inférieur, 
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c'est-à-dire ÀL . Pour des paires observées (Xl , Yd , ... , (Xn, Yn) , on obtient facilement 
l'estimateur ~L en prenant ~u calculé sur (-Xl , -Yi) , .. . , (-Xn , -Yn ). Les résultats 
de ces analyses se retrouvent au Tableau 4.7. À noter que pour les estimateurs non-
paramétriques ~8FG , ~~s et ~801es, on a pris la valeur k = 20, ce qui fait que la portion 
des données qui entrent dans l'estimation est d 'environ 20%. 
Globalement , ces résultats suggèrent la présence significative de dépendance caudale 
supérieure et inférieure pour les quatre paires étudiées. De façon générale, les valeurs 
des estimations sont relativement concordantes. À la lumière des simulations effectuées 
précédemment, on peut considérer la valeur de ~~MV2 comme fiable. On voit que pour 
les paires du triplet (Xl , X 2 , X 3 ) , les indices Àu et ÀL sont assez semblables, ce qui 
suggère une structure de dépendance en symétrie radiale. 
TABLE 4.7 - Résultats de l'estimation des coefficients de dépendance caudale Àu 
(partie supérieure du tableau) et À L (partie inférieure du tableau) pour quelques 
paires de variables du jeu de données de l' Australian Institute of Sport 
Paire ~CFG u ~ss u 
~Coles 
U ~UK(I) ~UK(5) ~UK(lO) ~PMV2 U 
(XI , X2 ) 0,7872 0,8000 0,7869 0,8498 0,7846 0,7089 0,6725 
(Xl , X 3 ) 0,7362 0,7000 0,6785 0,8016 0,7326 0,6425 0,5739 
(X2 , X 3 ) 0,8451 0,7500 0,7328 0,8881 0,8307 0,7704 0,8459 
(X4 , X 5 ) 0,6445 0,5000 0,4580 0,7210 0,6584 0,5493 0,6102 
(Xl ' X 2 ) 0,7644 0,6500 0,6238 0,8498 0,7846 0,7089 0,7215 
(Xl , X 3 ) 0,7200 0,6000 0,5689 0,8016 0,7326 0,6425 0,6583 
(X2 , X 3 ) 0,8337 0,7500 0,7328 0,8881 0,8307 0,7704 0,8307 
(X4 , X 5 ) 0,6856 0,6500 0,6238 0,7210 0,6584 0,5493 0,4079 
Conclusion 
L'indice de dépendance caudale mesure la propension qu 'ont deux variables aléatoires 
à prendre simultanément des valeurs très élevées. Ainsi les estimateurs de Àu et ÀL pro-
posés jusqu 'ici dans la li ttérature scientifiques sont généralement extrêmement biaisés. 
Ce travail consistait à pallier à cette lacune en proposant de nouveaux estimateurs 
semi-paramétriques fondés sur l'expression obtenue par Favre et al. [17] pour l'indice 
de dépendance caudale. Cette dernière est construite sous l'hypothèse d 'une structure 
de dépendance appartenant à la famille des copules de Fisher. 
Par ailleurs, l'efficacité des nouveaux estimteurs en termes de biais et d 'erreur qua-
dratique moyenne est étudiée à l'aide de simulations. Pour cela, on a d 'abord procédé 
à une étude comparative du biais et de l'erreur quadratique moyenne entre les estima-
teurs non-paramétriques :\8FG , :\~s, :\8oles et les estimateurs proposés, à savoir :\fJK (1), 
:\ITK(5), :\fJK( 10) et :\~MV2. Cette comparaison a été faite sous des données simulées 
de la copule de Fisher, mais aussi sous des structures de dépendance modélisées par 
la copule de Gumbel et Khi-deux. Une modélisation à l'aide de ces estimateurs a été 
effectuée sur des données provenant de l'Australian Institute of Sport. 
Les simulations ont montré que dans la plupart des cas, les estimateurs proposés 
produisent de bonnes estimations de l'indice de dépendance caudale supérieur. No-
tamment, l'estimateur :\~MV2, qui ne nécessite ni le choix d 'aucun paramètre de lis-
sage, ni le choix d 'un degré de liberté, est particulièrement précis lorsque les données 
présentent un niveau de dépendance élevé. On peut donc affirmer que ce mémoire a 
atteint son objectif principal, à savoir une estimation fi able de l'indice Àu. 
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A.l Mesurer la dépendance 
A.I.I Inconvénients de la corrélation 
La corrélation entre deux variables aléatoires X et Y est définie pour Px = E(X) , 
py = E(Y) , CJk = Var(X) et (J~ = Var(Y) par 
E {(X - Px) (Y - py)} 
PX,y = . 
CJxCJy 
Lorsque X et Y sont indépendantes, on a 
E {(X - Px)} E {(Y - py)} 
PX,y = = O. 
CJxCJy 
éanmoins le contraire n 'est pas toujours vérifié. En effet, il se peut que PX,y = 0, mais 
que X et Y soient dépendantes. Une mesure de dépendance ne devrait pas dépendre 
des comportements individuels des variables. Malheureusement , ce n'est pas le cas 
avec corrélation. 
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Il y'a deux problèmes liés à l'utilisation PX,y pour mesurer la force de la dépendance: 
Sauf dans certains cas particuliers (ex. Normalité bivariée), PX,y = 0 n'implique 
pas l'indépendance, 
La valeur de PX,y n 'est pas invariante sous des transformations des marges. 
A.1.2 Rho de Spearman 
Corrélation de rangs 
Plutôt que de mesurer la corrélation à partir de (Xl , Yd , . .. , (Xn , Yn ) , Vaschide and 
Binet [54] et Spearman [52] ont eu l'idée d 'utiliser les rangs. Spécifiquement, notons: 
R , le rang de Xi parmi Xl , ··· , X n ; 
Si, le rang de Yi parmi YI, . .. , Yn · 
On définit la corrélation de rangs par la corrélation calculée à partir de l'échantillon 
(RI , Sd , ··· , (Rn , Sn). Ainsi , on définit la corrélation de rangs par 
On appelle aussi rs le rho de Spearman. On montre que 
6 n 
r s = 1 - (2 ) " (Ri - Si ) . nn -1 L...t 
i= I 
Les rangs sont invariants sous une transformation monotone croissante des observa-
tions. Autrement dit, le rang de Xi est le même que le rang de r(Xi ), où r est une 
fonction croissante arbitraire. Par conséquent, rs est invariante sous des transforma-
tions monotones croissantes des observations marginales. On note que 
R = Si, sous de la dépendance positive parfaite; 
R = n + 1 - Si , sous de la dépendance négative parfaite. 
Par conséquent, on montre que 
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- rs = 1 sous de la dépendance positive parfaite; 
- rs = -1 sous de la dépendance négative parfaite. 
Version théorique 
Soient les fonctions de répartition empiriques 
on remarque que 
Puisque pour n ----+ 1, on a intuitivement que Fn ----+ F et Gn ----+ G, on conclut de 
manière heuristique que 
E {F(X)G(Y)} - E {F(X)} E {G(Y)} 
rs ----+ Ps = . 
JVar {F(X)} Var {G(Y)} 
En posant U = F(X) et V = G(Y) , on peut écrire 
E{UV} - E{U}E{V} 
P s = -~===:====================--"-JVar{U} Var {V} , 
puisque (U, VrC, où C est la copule de (X, Y), rhos = rhos(C) dépend uniquement 
de la copule de (X, Y). 
Monotonie en fonction de C 
On dit qu'une copule Cl est moins concordante qu 'une copule C2 , notée Cl -< C2 , si 
Cl(u ,v)::; C2 (u ,v) pour tout (u,v) E [0 , 1f 
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La relation -< induit un ordre de concordance partiel sur l'ensemble des copules. 
Normalité asy mptotique 
Ruymgaart and Zuijlen [41 J ont démontré la normalité asymptotique de la version 
standardisée de rs. Spécifiquement , ils ont obtenu 
v'n {rs - Ps( C)} "-' N (0, (J~) . 
Ici, le symbole "-' veut dire convergence en loi. Borkowf [6J a obtenu une formule 
pour la variance asymptotique (J2 en fonction de la copule C. Soient les hypothèses 
d 'indépendance 
Ho : P s = ° et Hl: P s =1=- O. 
Puisque sous l'indépendance, (J~ = 1, on pourrait rejeter Ho quand 1 fors 1 > Z a/2 où 
Za/2 = <1> - 1(1 - 0:/2). Également, un intervalle de confiance pour Ps est: 
où â p est une estimation de (J P' 
A.1.3 Tau de Kendall 
Concordance et version empirique 
Une façon intéressante d 'envisager la dépendance est de considérer la notion de concor-
dance. Pour la définir, soient deux couples indépendantes (Xl, Yd et (X2 , Y2 ) de loi 
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H. On dit que ces couples sont concordants si 
À l'opposé, on dit qu'elles sont discordants si 
Soit un échantillon (Xl, YI) , . .. ,(Xn , Yn ) i.i.d H. Définissons, parmi les n(n - 1) /2 
paires possibles 
Cn, le nombre de concordances; 
Dn' le nombre de discordances. 
Le tau de Kendall empirique est défini par 
Cette définition est basée sur la constatation que 
Cn = ~ et Dn = 0 en présence de dépendance positive parfaite; 
Cn = 0 et Dn = ~ en présence de dépendance négative parfaite; 
Cn ~ Dn sous l'indépendance. 
Version théorique 
On montre par un calcul direct que Tn est sans biais pour 
T = P(C) - P(D). 
Ici, pour une loi bivariée H 
P( C) est la probabilité de concordance; 
P(D) est la probabilité de discordance. 
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Le tau de Kendall théorique d'un couple (X, Y) ne dépend que de la copule sous-
jacente C . 
Monotonie en fonction de C 
une conséquence directe est que 
et il s'ensuit que pour toute copule C 
-1 ::; T(C) ::; 1. 
Normalité asymptotique 
Dans un cadre général, soit des observations Xl,' .. ,Xn où Xl E IRd . Pour une fonction 
Pl : IRd --7 IR , une U -statistique d'ordre 1 est définie par 
Pour une fonction P2 : IRd * IRd --7 IR, une U-statistique d 'ordre 2 est définie par 
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A.1.4 Mesures de concordances 
Opérateur de concordance 
Soient (Ul , Vi) rv Cl et (U2 , V2 ) rv C2 , on définit l'opérateur de concordance Q par la 
probabilité de concordance entre (Ul , Vi) et (U2 , 112). Spécifiquement 
On montre que 
On voit que si Cl -< C~ et C2 -< C; , alors 
Quelques mesures de concordance 
Le tau de Kendall et le rho de Spearman sont des mesures de concordance car 
T = Q(C,C) - 1 et p = 6Q(C,7r) - 3. 
Il existe aussi d'autres mesures de concordance telles que 
- le coefficient de Gini '}' (C)2 {Q(C, M) - Q(C, W) - 1} , 
- le Spearman's footrule Ps(C) = 3Q(C, M) - 2. 
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Concordance multivariée 
Pour des vecteurs aléatoires Ul = (Ull , ... ,Uld ) rv Cl et U2 = (U2l , ... ,U2d ) rv C2, on 
définit l'opérateur de concordance multivarié par 
On a que 
Afin de généraliser le tau de Kendall au cas multivarié, soit 
Td(C) = AQ(C, C) + B . 
On cherchera des valeurs A , B E IR de telles sorte que 




l Q( C, C) - 1 
Td 2d- l _ 1 . 
On procède de la même façon pour généraliser le rho de Spearman en considérant 
Pd(C) = AQ(C, C) + B. 
Les mêmes conditions que celles imposées à Td( C) amènent 
( 
d+l ){ dl } Pd(C) = 2d-d- l 2 - Q(C,rr)- 1 . 
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Versions empiriques 
Soit Xl , X 2 rv H , où C est la copule de H. Alors il est facile de montrer qu 'un 
estimateur sans biais pour Q( C, C) est 
Cette constatation permet de construire un estimateur de Td à l'aide d 'une U -statistique 
d 'ordre 2. Pour ce faire , soit un échantillon Xl, X 2 d'une population de loi H et de 
copule C. On estime alors Q( C, C) avec 
Une version empirique de Td( C) est donc 
Par un résultat sur les U -statistiques d'ordre 2, on déduit que pour (J~ = Var {H(X ) + H(X)} , 
alors 
vn{Qn - Q(C,C)} 'V't N (O ,4(J~ ). 
Ensuite, il s'agit de remarquer que 
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On déduit alors que fo{Tn ,d - Td(C)} 'V't N (O , 4CT~) , où 
A.2 Estimation par noyau dans un contexte de co-
pules 
A.2.1 Estimation de la copule 
Une version lisse notée C~SE) est proposée par les auteurs Fermanian et al. [18]. 
Cn (u , v) - Hn Fn (u) , Gn (v) , 
(SE) _ ~ (~- l ~-l ) 
~ ~ ~ 
où les quantités Hn , Fn et Cn sont 
et 
avec 
où k(s, t) est la fonction densité du noyau bidimensionnelle, et Kn est un paramètre 
de lissage qui tend vers 0 quand n converge vers l'infini. Cet estimateur connait un 
problème de biais lié à l'intervalle d 'étude sur [0, 1]2. L'estimateur C~SE) n'est pas 
convergent et pour remédier à cela d 'autres méthodes d 'estimation semi-paramétriques 
sont proposées notamment: l'estimateur par transformation des données établi par 
Omelka et al. [37] et l'estimateur local linéaire proposé par Chen and Huang [10] afin 
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de faire face aux biais près des frontières du carré unité. 
Estimateur par transformation des données 
Étant donnée de l'invariance de la fonction copule, une transformation des données 
originales pour réduire le biais aux bornes de l'estimateur à noyau est nécessaire. 
Soient X~ = Tl (Xl) et X; = T2 (X2 ) une transformation des données originales Xl et 
X 2 avec Tl et T2 des fonctions croissantes. Néanmoins le choix des fonctions Tl et T2 
n'est pas facile raison pour laquelle les auteurs Omelka et al. [37] ont mis en place la 
procédure suivante: 
construction de pseudo-observations uniformes 
Û(E) = _n_F (X) 
1 n+1 n 1 et 
v(E) = _n_C (1':). 
t n+ 1 n 1, 
- soit cp une fonction de distribution de données , posons les deux fonctions 
et 
on utilise les observations transformées sur l'estimateur CASE) 
avec hn paramètres de lissages. 
Cette approche est faite pour deux observations, mais elle peut s'étendre sur plusieurs 
transformations en considérant différentes cp et différents noyaux K. 
Estimateur local linéaire 
Chen and Huang [10] ont proposé un estimateur local linéaire basé sur la procédure 
suivante 
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- L'estimation des fonctions marginales 
et 
avec K l'intégrale d 'une fonction à noyau k symétrique délimitée sur [-1 , 1], 
bn1 et bn 1 des paramètres de lissage . 
Les pseudo-observations 
sont des données transformées pour les non observées F (X i ) et G(Yi ). 
- L'estimateur local linéaire de la copule proposée est 
ê (LL) (U v) = ! ~ K (u -Ûi) x K (v - ~) 
n , n ~ u, hn h v,hn h ' 
i= l n n 
avec 
Selon Chen and Huang [10] le choix optimal des constantes de lissage h = hn peut 
minimiser la variance et l'erreur quadratique moyenne de l'estimation de la copule. 
Cependant l'expérience de Monte Carlo mont re que les paramètres de lissage bn1 et bn 2 
impactent moins sur le calcul de l'estimateur ê~LL) . L'inconvénient de cet estimateur 
ê~LL) est que pour de nombreuses familles de copules , le biais est seulement d 'ordre 
O(hn ) comparé à O(h;) qui est l'ordre du biais à l'intérieur . Le problème est causé 
par l'absence de limites des dérivées partielles du second ordre pour de nombreuses 
familles de copules. Omelka et al. [37] proposent l'estimateur ê~LLS) qui est une version 
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de celui de ê~LL) donné par 
~(LLS) _ 1 u - Ui V - Vi n ( ~ ) ( ~ ) 
en (u,V)-~~Ku,hn b(u)hn X Kv,hn b(v)hn ' 
avec b(u) = min (VU,~) et h(n) substitué par b(u)hn réduisant la valeur du 
paramètre de lissage au niveau des coins de l'unité carrée. 
A.2.2 Estimation de la densité d'une copule 
Nous avons deux méthodes d 'estimation de la densité de copule notamment la méthode 
de l'image miroir et la méthode à noyau bêta. 
Méthode de l'image miroir 
Élaborée par les auteurs Gijbels and Mielniczuk [28], cette approche s'occupe de la 
correction du biais aux frontières par le biais de l'augmentation des données obtenues 
en réfléchissant les données originales par rapport aux bords et les coins du carré de 
l'unité. Développée par Rominal and Deheuvels [30] et Schuster [45], cette méthode 
consiste à ajouter certaines masses manquantes en reflétant l'échantillon par rapport 
aux bords. L'estimateur par image miroir de la copule est donné par 
Le problème avec cet estimateur est le même que celui de l'estimateur linéaire local 
car tous les deux connaissent un problème de biais au niveau des bords. Ainsi pour 
remédier à ce problème, un nouveau estimateur ê~MRS) est proposé par Omelka et al. 
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[37]. 
~ t t [K (u -ûf) - K ( ûf )] 
n. ~~ ~~ 
2=1 l = l 
K v- i K i [ ( V~l ) ( V~l )] X bvhn - bvhn . 
Méthode à noyau Bêta 
Introduite par Brown and Chen [8] et Chen [11], la méthode à noyau Bêta consiste 
à faire une estimation non paramétrique des courbes de régression et des densités 
univariées à support compact. Harrell and Davis [29] et Chen [11] ont mis en place un 
nouveau estimateur pour éliminer le biais au bord de l'estimateur à noyau standard. 
Pour cela cet estimateur est une fonction de densité avec support compact connu [0, 1] 
défini comme suite 
~ 1~ ( x 1- x ) !hJX) = -:;; ~ K Xi, h + 1, -h- + 1 , 
i= l n n 
où K(. , a, (3) est la densité de la distribution bêta avec paramètres a et (3 . 
où 
xŒ - 1(1 _ x)i3- 1 
K(x , a, (3) = B(a, (3) ,x E [0,1], 
f(a+ (3) 
B(a, (3) = f(a)f( (3)" 
L'inconvénient avec cette méthode c'est que le choix du paramètre de lissage hn peut 
être difficile. Néanmoins cette approche comporte deux avantages 
- le noyau bêta correspond parfois au support compact de l'objet à estimer, 
- le noyau bêta est flexible quand on s'éloigne des bords. 
Par conséquent, les estimateurs à noyau bêta sont naturellement sans biais aux bords. 
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Cet estimateur à noyau bêta est donné par l'expression de la densité êhn suivante 
1~ ( u l-u ) ( v I-v ) êhJu , v) = ;; ~ K Xi, h
n 
+ 1, ---,;;:- + 1 x K li, h
n 
+ 1, ---,;;:- + 1 . 
A.3 Méthode du maximum vraisemblance canonique 
Contrairement à la méthode de vraisemblance à deux étapes, la méthode canonique 
proposée par Genest et al. [25] ne fait aucune hypothèse sur les distributions margi-
nales. Pour cela on commence par construire les fonctions de distributions ci-dessous, 
en utilisant les fonctions de distributions empiriques 
1 n 
et Gn(Yi) = -- '"' l(y -<y.). n + 1 L J- ' 
j=l 
L'estimation du paramètre de la famille de la copule paramétrique est donné par 
n 
â = argmax L log c (Fn(Xi), Gn(Yi); ex) . 
Cl< 
i = l 
