Chromatic adaptation transforms are used in imaging systems to map image appearance to colorimetry under different illumination sources. In this paper, the performance of different chromatic adaptation transforms (CAT) is compared with the performance of transforms based on RGB primaries that have been investigated in relation to standard color spaces for digital still camera characterization and image interchange. The chromatic adaptation transforms studied are von Kries, Bradford, Sharp, and CMCCAT2000. The RGB primaries investigated are ROMM, ITU-R BT.709, and "prime wavelength" RGB. The chromatic adaptation model used is a von Kries model that linearly scales post-adaptation cone responses with illuminant dependent coefficients. The transforms were evaluated using 16 sets of corresponding color data. The actual and predicted tristimulus values were converted to CIELAB, and three different error prediction metrics, AELab, AEcIE94, and AECMC(1 :1)were applied to the results. One-tail Student-t tests for matched pairs were calculated to compare if the variations in errors are statistically significant. For the given corresponding color data sets, the traditional chromatic adaptation transforms, Sharp CAT and CMCCAT2000, performed best. However, some transforms based on RGB primaries also exhibit good chromatic adaptation behavior, leading to the conclusion that white-point independent RGB spaces for image encoding can be defined. This conclusion holds only if the linear von Kries model is considered adequate to predict chromatic adaptation behavior.
CHROMATIC ADAPTATION
Adaptation can be considered as a dynamic mechanism of the human visual system to optimize the visual response to a particular viewing condition. Dark and light adaptation are the changes in visual sensitivity when the level of illumination is decreased or increased, respectively. Chromatic adaptation is the ability of the human visual system to discount the color of the illumination and to approximately preserve the appearance of an object. It can be explained as independent sensitivity regulation of the three cone responses. Chromatic adaptation can be observed by examining a white object under different types of illumination, such as daylight and incandescent. Daylight is "bluer": it contains far more short-wavelength energy than incandescent. However, the white object retains its white appearance under both light sources, as long as the viewer is adapted to the light source.
CHROMATIC ADAPTATION TRANSFORMS
There are several chromatic adaptation transforms described in the literature, most based on the von Kries model [1] . CIE tristimulus values are linearly transformed by a 3x3 matrix M to derive post-adaptation cone responses under the first illuminant, denoted as RG'B in this paper. The values of M are transform dependent. The resulting R'G'B' values are independently scaled to get the post-adaptation cone responses R"G"B" under the second illuminant. The scaling coefficients are also transform dependent, but most often based on the illuminants' white-point post-adaptation cone responses. If there are no non-linear coefficients, this transform can be expressed as a diagonal matrix. To obtain CIE tristimulus values (X"Y"Z") under the second illuminant, the R"G"B" are then multiplied by M1, the inverse of matrix M. Equation ( Following is a description of the four chromatic adaptation transforms that are used for the comparisons described later in this paper. It should be noted that all comparisons are based on the von Kries chromatic adaptation model as outlined in equation (1) . Therefore, full adaptation by the human observer is assumed. Partial adaptation, as can be taken into account with other chromatic adaptation transform models, such as CMCCAT2000 [2] , CMCCAT97 [3] , or RLAB [4] , is not taken into consideration.
The Von Kries Chromatic Adaptation Transform (von Kries CAT)
A clear distinction has to be made between the von Kries adaptation model as described above and the von Kries chromatic adaptation. The von Kries CAT assumes that chromatic adaptation is indeed an independent gain control of the cone responses of the human visual system, and that the scaling is based on the ratio of the cone responses of the illuminants. Under this assumption, the matrix M of equation (1) A widely used newer chromatic adaptation transform is the Bradford transform. It was empirically derived by Lam from a set of corresponding colors as determined from 58 dyed wool samples with varying color constancy, evaluated under illuminants A and D65 [5] . Because of the varying color constancy of the samples, the experiment was designed so that corresponding colors represented the same appearance under the different illumination sources, and not necessarily the same sample. The original Bradford chromatic adaptation transform is a modified Nayatani transform [6] and contains a non-linear correction in the blue region. In many applications, this non-linearity is neglected [7] . The resulting linearized Bradford CAT is then as written in equation (1), using the following transform matrix MBFD. For the experiments in this paper, the linearized version ofthe transform was used, and subsequent mentioning ofthe BFD CAT always refers to its linear form. One implication of the Bradford chromatic adaptation transform is that color correction for illumination takes place not in cone space but rather in a 'narrowed' cone space. The Bradford sensors (the linear combination of XYZs defined in the Bradford transform) have their sensitivity more narrowly concentrated than the cones (see Figure 1) . Additionally, the long and medium wavelength Bradford sensitivities are more de-correlated. However, Bradford sensors are not optimally narrow. Recent research [8] has shown that a chromatic adaptation transform based on even sharper sensors performs just as well as the Bradford transform for sets of corresponding color data, and in some cases even better than its linearized form.
The transformation matrix MShaI,,, used for the comparisons in this paper is based on white-point preserving data-based sharpening ofLam's corresponding color data set [8] , and is as follows: It should be noted, however, that this matrix MSharp is the result ofpreliminary studies [8, 9] , and future chromatic adaptation research by the authors will in all likelihood result in a modification ofthe matrix.
CMCCAT2000
CMCCAT97 is a chromatic adaptation transform included in the CIECAM97s color appearance model. It is based on the Bradford transform, but includes a step to model partial adaptation [3] . Lately, a simplified chromatic adaptation transform, called CMCCAT2000 [2] , has been developed to supersede CMCCAT97. CMCCAT2000 has a new transformation matrix M and no non-linear correction in the blue. It also calculates the degree of adaptation differently than the previous version. In this paper, the new transformation matrix of CMCCAT2000 is used with the chromatic adaptation model described in equation (1), and the degree ofadaptation is not considered. Corresponding colors can be described as a pair of tristimulus values (X, Y, Z), based on one physical stimulus that appears to be the same color when viewed using two different illumination sources. Chromatic adaptation transform matrices M, such as described above, are usually derived by using one or more experimental sets of corresponding color data. and finding the transform that minimizes the perceptual mapping errors. Luo and Hunt have accumulated several such sets from the literature for the purpose of deriving and evaluating color appearance models and chromatic adaptation transforms [10] . They include data sets based on reflective stimuli [5, [11] [12] [13] [14] , and data sets based on monitor and projected stimuli [15, 16] . The characteristics of the 16 corresponding color data sets used for the performance comparison are summarized in Table 1 . 
RGB COLOR SPACES
In many image workflows today, image RGB values have first to be transformed to XYZ before the chromatic adaptation transform can be applied. In other words, image RGB code values are first converted to X'Y'Z' using the appropriate transform, and then are transformed to post-adaptation cone responses RUB under the first illuminant using the linear transform M. They then are independently scaled to get the post-adaptation cone responses R"G"B" under the second illuminant, transformed by M1 to get X"Y"Z" values, and finally converted to image RGB code values appropriate for the second illuminant. In practice, however, the different matrices are often concatenated if the scaling coefficients are known in advance and a linear model, such as described in equation (1), is used for chromatic adaptation.
It is of interest to study if there are RGB color spaces that approximate post-adaptation cone responses. Such RGB spaces can be considered to be white-point independent, because the image RGB values are the post-adaptation cone responses (after linearization, if necessary). From the standpoint of chromatic adaptation, the image RGB values are an appearance description. When transforming these RGB values to the corresponding color XYZ values for a particular adopted white chromaticity, the scaling for the destination adopted white is applied to the matrix that transforms from RGB to XYZ. This matrix is obtained by premultiplying matrix M' by the RGB scaling from an equi-energy adopted white to the destination adopted white. Likewise, converting XYZ values for a particular adopted white to the RGB appearance description involves applying the inverse ofthe matrix which would be used to transform from the RGB values to the adopted white XYZ values.
Color spaces based on the ITU-R BT.709, ROMM, and "prime wavelengths" RGB primaries are considered in this paper. These color spaces have been proposed and/or investigated for digital still camera characterization and interchange spaces for color image workflows, where images are viewed under different viewing conditions. If color spaces based on these RGB primaries exhibit such favorable chromatic adaptation behavior as outlined above, it can be assumed that color image processing would become computationally "cheaper," and quantization errors would be minimized.
ITU-RBT.709
The latest video RGB standard for the production and exchange of HDTV programming is called ITU-R BT.709 [17] . The 709 primaries are practically the same as the EBU-PAL CCIR 601 primaries, but the 709 standard defines a different form of gamma correction. The 709 primaries match most modern CRT phosphors. sRGB is based on the ITU-R BT.709 primaries [18] . However, the row sums of this matrix are not all equal to unity. This means that the matrix is not white point preserving. A transformation that results in equi-energy RGB has to be derived. This is accomplished by inverting matrix C, divide each coefficient of the inverted matrix by its row sum, and then invert to produce the white point preserving XYZ to RGB matrix [1 9] . Therefore, the CIE 1 93 1 XYZ to equi-energy 709 RGB matrix is as follows:
3.0803 -1.5373 -0.5430 ROMMIRIMM RGB ROMM (Reference Output Medium Metric) RGB is a wide-gamut, rendered RGB color space [20] . It was designed by Eastman Kodak and is intended as an RGB color space for manipulating and editing images after the initial rendering has been applied. The ROMM RGB primaries are not tied to any monitor specification. They were selected to wholly enclose an experimentally-determined gamut of surface colors, so that there is no loss of color information when representing reflectance colors that have been captured in an unrendered color space. The corresponding unrendered color space proposed by Eastman Kodak, RIMM (Reference Input Medium Metric) RGB, has the same primaries. The XYZ to equi-energy ROMM RGB matrix MROMM, derived as described above, is as follows: Brill et al. [21] proposed prime-color wavelengths of 450, 540, and 605 nm. They proved that monitor primaries based on these wavelengths induce the largest gamut size, and that these monitors are visually very efficient. Hoim et al. [22] used prime wavelengths of 450 nm, 540 nm, and 620 nm, derived from ratio RGB of Smith & Pokorny cones responses [23] , for subjective tests to determine the best error minimization criteria in going from a non-colorimetric digital camera analysis space to a scene colorimety estimate. The XYZ to prime wavelength monochromatic RGB matrix Mpnm is based on the latter wavelengths and is as follows:
2.0016 -0.5576 -0.4440 
PERFORMANCE COMPARISON
Predicted tristimulus values were calculated for the reference illuminants of all corresponding color data sets listed in Table  1 , using equation (1) and substituting matrix M according to the chromatic adaptation transform tested. The actual and predicted XYZ values were then converted to CIELAB space. Three perceptual error prediction methods, AELab, AECIE94, and AECMC(11) were applied. One-tail Student-t tests for matched pairs [24] were used to compare if the variations in errors are statistically significant. The resulting p-values were calculated using the best performing transformation as one input, and the other transformations of a given data set as the other input. The null hypothesis was that the mean of the difference between the best performing transformation and the other transformation is equal to zero. A large p-value supports this hypothesis, and a smallp-value rejects it. p-values equal and larger than 0.01 indicate that the means are equal (or that the null hypothesis cannot be rejected) at a confidence level of 99 percent.
The results for each error prediction method, corresponding color data set, and transform are listed in Tables 3-5in the Appendix. Table 2 lists the number of times a transform performed best or was statistically the same as the best transform at a 99 percent confidence level. The maximum score for each error metric is 1 6, as 1 6 corresponding color data sets were tested. 
CONCLUSIONS
The "traditional" chromatic adaptation transforms, such as the Sharp CAT and CMCCAT2000, outperform the other transforms. This is not so surprising in case of CMCCAT 2000, which was derived from the same corresponding color data sets as was used in this study. The Sharp transform, however, was derived using just the Lam data set, indicating that the set is a good predictor of the others. The Bradford transform also performed quite well, as did equi-energy ROMM RGB. The von Kries CAT did not. The von Kries sensors have distinctly different peaks for the green and red sensors, which leads to the conclusion that chromatic adaptation is not just a function of the cone responses of the human visual system.
Comparing the different sensors in Figure 1 , it can be seen that Sharp, CMCCAT2000, and Bradford, as well as ROMM RGB, 709 RGB, and Prime RGB all have their peaks at approximately the same wavelengths. They differ in the slope for the green and red sensors, and in the amount of negative response. Considering the varying, but still occasionally good performance of these sensors, it can be concluded that there might be a number of other RGB sensors that perform just as well as the ones tested here, using the same von Kries chromatic adaptation model and data sets. Any image encoded with such sensors is white-point independent. Such an encoding would facilitate image interchange-chromatic adaptation is probably the most important single image appearance phenomenon that needs to be modeled to achieve good quality image output.
On the other hand, the linear von Kries model used here might be too much of a simplification. While the prediction errors varied according to the data set, none of the transforms was capable to achieve an error that approaches zero. It can be assumed that a non-linear model might better predict chromatic adaptation behavior of the human visual system, and that the ultimate model has not yet been found.
Considering that the premise of this research is image workflows, and the corresponding color data sets were based on single stimuli, with the exception of the Braun&Fairchild sets, it is still necessary to test if the findings also hold true for predicting the appearance of images under different illuminants. Table 4 : RMS and mean AE94 color difference ofactual and predicted appearance, boldp-values indicates that there is 99 percent confidence that the transform performs as well as the best transform for a given data set. 
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