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Chapter 19 
Discussion of three resampling papers 
Peter J. Bickel 
Abstract 
Discussion of: 
Putter H., and van Zwet W.R. (1996) . Resampling: Consistency of substitution esti-
mators, Annals of Statistics 24 2297-2318. 
Putter H., and van Zwet W.R. (1997). On a set of the first category. Festschrift for 
Lucien Le Cam, Springer Verlag , 315-324. 
Bickel P., Gotze F. and van Zwet W.R. (1997). Resampling fewer than n observa-
tions: Gains, Losses and Remedies for Losses, Statistica Sinica 1 1-31. 
It is a pleasure to return to these three papers of van Zwet's on the bootstrap, two 
coauthored with Hein Putter and the other with Friedrich Gotze and myself. 
They marked van Zwet's attempt to understand the behaviour of bootstrap esti-
mates of parameters, when observations, X1 , .. . ,Xn were i.i .d. for P E & . This was 
done for clarity of conception only. It was evident that generalizations to weakly 
dependent data should hold. 
In the first two papers Putter and van Zwet considered a sequence rN(P) of param-
eters which were themselves probability distributions, and endowed with a suitable 
metric (e.g. Prohorov-Levy). f!lJ was endowed with a metric p. If PN is a p consistent 
estimate of P and 
(19.1) 
the bootstrap rN(PN) was defined as successfully estimating rN(P). 
Their main emphasis in the first paper was to show the general feasibility of 
constructions satisfying (refequation 1) for continuous rN except on sets of the first 
category in f!lJ . This led then, on the one hand, to the parametric bootstrap and, 
on the other, to the view that bootstraps and PN had to be tailored to the specific 
problem, for interesting rN. Essentially this is the case unless p is the Hellinger 
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metric in which case, p consistency of any PN typically fails unless f!lJ is regular 
parametric- but see Golubev et al [1]. 
The second paper gave interesting examples of situations where such PN could 
be constructed but, unless a great deal of attention to the structure of f!lJ was given, 
would have the set of the first category mentioned be all of f!lJ! 
The third paper jointly with Gotze and myself took a different track, concen-
trating on sequences, "CN(P,PN) such as those that usually arise in setting confidence 
bounds and other statistical questions, e.g. "CN(PN, P) = N- ~ (fxdPN- JxdP) for 
f!lJ = { P: J x2dP < oo }. 
Here, and throughout the sequel, PN is the empirical distribution. As in the above 
example, the "CN are assumed to have a basic property quite different from the "CN 
considered by Putter and van Zwet: 
(I) "CN(PN, P) converges weakly to a limiting probability distribution "Cp . 
In the example above "Cp = fi(O, Varp(Xl)). Our focus was on estimating the 
probability distribution of "CN(PN, P). 
Condition I trivially implies that, if mN ---7 oo, "CmN CAnN, P) converge weakly to "Cp 
as well. The condition suggests that we use implicit scaling as in the example and 
estimate the distribution of "CN (PN, P) by that of "CmN (P::ZN, PN) where mN ---7 oo slowly, 
{ P;} depends on PN and converges to P in an appropriate metric p. 
Independently, Politis and Romano (1994) and Gotze (1993) considered the basic 
but statistically less interesting case that "CN(PN, P)- "CN(P), so that 'rp is degenerate. 
They showed that if P; is the empirical distribution of a sample drawn without re-
placement from X1, ... ,XN, mN ---7 oo and "); ---7 0, then the conditional distributions 
of 'r( P; , PN) given the data converge weakly, with probability 1, to "Cp without any 
further conditions. Our (1997) paper goes on to investigate when "CmN ( P;N, A) con-
verges to "Cp generally, both when P;N corresponds to sampling without replacement 
and with replacement. A number of other issues are also studied. Not surprisingly 
when "CN (P;, A) converges weakly to "Cp, it typically does so faster than "CmN (P::ZN, A) 
with "); ---7 0. We discuss ways of removing this disability and propose a crude rule 
for data determined selection of mN. 
This approach and general applications to situations where the Efron bootstrap 
fails are analyzed further in Gotze and Rakauskas (2001), Bickel and Sakov (2002a) 
and Bickel and Sakov (2002b ). 
The papers with Putter exhibit van Zwet's typical approach to research: A general 
question is sharply posed followed by a definitive, technically subtle answer, in 
this case, I think, not as satisfactory as van Zwet originally hoped. The 1997 paper 
though considerably less elegant and definitive than the work with Putter would 
seem to have the general applicability that van Zwet initially hoped for- but that's 
obviously a biased opinion. 
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