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Given an inner function y on the upper half-plane Cþ, let Ky :¼ H2  yH2 be the
corresponding star-invariant subspace of the Hardy space H2. Earlier we showed
that the differentiation operator d
dx
: Ky ! L2ðRÞ is bounded iff y
0 2 L1ðRÞ and
compact iff y0 2 C0ðRÞ. The current problem is to determine when the above operator
belongs to the Schatten–von Neumann classSp. The most important cases are p ¼ 1
and p ¼ 2, and for these p’s we solve the problem completely. TheS1 andS2 criteria
that arise involve the decay rate of y0 at inﬁnity or (alternatively) the distribution of
the zero sequence fzjg of y. Moreover, explicit formulae for the trace and the
Hilbert–Schmidt norm are provided. For other values of p, we point out some
necessary and some sufﬁcient conditions in order that d
dx
2Sp. The gap is presumably
quite small, and we are able to eliminate it for special classes of zero sequences
fzjg. # 2002 Elsevier Science (USA)
Key Words: star-invariant subspaces; differentiation operator; Schatten–von
Neumann classes.0. INTRODUCTION
Let H2 denote the classical Hardy space of the half-plane
Cþ :¼ fz 2 C : Im z > 0g. Thus, H2 consists of all analytic functions f on
Cþ satisfying
sup
y>0
Z
R
j f ðx þ iyÞj2 dx51:
Identifying analytic functions with their boundary values, one can also view
H2 as the set of those functions f 2 L2ðRÞ whose Fourier transform fˆ lives1Supported in part by Grant 02-01-00267 from the Russian Foundation for Fundamental
esearch and by a fellowship from La Comisio´n Interministerial de Ciencia y Tecnolog!ıa
pain).
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KONSTANTIN M. DYAKONOV388on the positive semiaxis ð0;1Þ. Suppose y is an inner function on Cþ (i.e.,
y is a bounded holomorphic function with jyðxÞj ¼ limy!0 jyðx þ iyÞj ¼ 1 for
almost all x 2 R), and consider the star-invariant subspace
Ky :¼ H2  yH2ð¼ H2 \ yH2Þ:
By ‘‘star-invariant’’ we mean closed and invariant for the semigroup of
backward shifts fta : a > 0g, given by
dðtafÞðxÞ :¼ fˆðxþ aÞwð0;1ÞðxÞ; x 2 R:
It is essentially a consequence of Beurling’s theorem (cf. [G, Chap. II]) that
every proper star-invariant subspace of H2 coincides with some Ky; the
converse is trivial.
We shall be interested in the behavior of the differentiation operator d
dx
on
Ky. The following Theorems A and B are L
2-versions of the more general
results obtained in [D4] (see also [D1] in connection with Theorem A).
Theorem A. The operator d
dx
acts boundedly from Ky to L
2 if and only if
y0 2 L1. Moreover, the norm jj d
dx
jjKy!L2 is comparable to jjy
0jj1.
Theorem B. The operator d
dx
: Ky ! L2 is compact if and only if y
0 2 C0.
Here and below, Lp stands for LpðRÞ ¼ LpðR; dxÞ and is equipped with the
natural norm jj  jjp, while C0 ¼ C0ðRÞ is the space of all continuous
functions on R tending to 0 at inﬁnity.
Theorem A provides us with the ‘‘Bernstein-type’’ inequality
jjg0jj24Cjjy
0jj1jjgjj2; g 2 Ky; ð0:1Þ
where C > 0 is an absolute constant. The classical Bernstein inequality}
or rather its H2-version}tells us that (0.1) holds with C ¼ 1 and
yðzÞ ¼ eiaz ða > 0Þ; the g’s involved are then the H2-functions that extend
to the whole plane as entire functions of exponential type 4a. An Lp-
version of (0.1) can be found in [D1] and/or [D4].
We further remark that condition y0 2 L1 holds iff yðzÞ ¼ eiazBðzÞ,
where a50 and B is a Blaschke product with B0 2 L1; the zeros of B, unless
ﬁnitely many, must then tend to 1. Our Blaschke products are thus of the
form
BðzÞ ¼ BfzjgðzÞ :¼
Y
j
1 z=zj
1 z=%zj
;
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j Im zj=jzj j
251. (The latter is just the usual Blaschke condition that
makes the product converge. For general information on Blaschke products,
see [G, Chap. II].) In fact, the Blaschke products B with B0 2 L1 are
precisely the ones for which inffjBðzÞj : 05Im z5dg > 0, with a suitable d >
0 (see, e.g., [D4, Lemma 2]). In particular, the zeros fzj ¼ xj þ iyjg of such a
B satisfy yj5d > 0. Both B and the elements of KB ¼ H2  BH2 are
then analytic in fIm z > dg, since all of these are meromorphic functions
on C with poles in f%zjg. Indeed, for any Blaschke product B, the subspace
KB is spanned by the rational functions in H
2 whose poles, counted
with multiplicities, are contained among those of B. Furthermore, keeping
this last fact in mind and looking at the derivatives of the elementary
fractions ðx  %zjÞ
n, one concludes that the set ff 0 : f 2 KBg is actually
contained in KB2 , provided that B
0 2 L1 (so that Theorem A applies
to y ¼ B).
As regards inner functions y with y0 2 C0, these are necessarily Blaschke
products (so that y ¼ B ¼ Bfzjg), whose zeros zj satisfy yjð:¼ Im zjÞ ! 1.
The stronger condition
P
j 1=yj51 is already sufﬁcient for B
0 to be
in C0. (This follows easily from formula (2.3) in Lemma 2.) To get
an example of a Blaschke product with B0 2 L1=C0, put
zj ¼ j þ i ðj 2 Z; i ¼
ﬃﬃﬃﬃﬃﬃ
1
p
Þ.
In this paper, we are concerned with certain quantitative reﬁnements
of Theorem B. We therefore restrict our attention to Blaschke products
B ¼ Bfzjg with B
0 2 C0. The differentiation operator ddx is henceforth
regarded as acting from KB to KB2 , and the problem is to decide if it
belongs to the Schatten–von Neumann class Sp.
First let us recall that, ifH1 andH2 are Hilbert spaces and A :H1 !H2
is a compact operator, then jAj :¼ ðA *AÞ1=2 is a positive compact operator
on H1. The eigenvalues of jAj, counted with their multiplicities and
numbered in decreasing order, are denoted by snðAÞ ðn ¼ 1; 2; . . .Þ and called
the s-numbers or singular values of A. Thus, we have s1ðAÞ5s2ðAÞ5   50.
It is well known (cf. [BS, p. 244]) that
snðAÞ ¼ inffjjA  RjjH1!H2 : rank R4n  1g: ð0:2Þ
(This is often used as an alternative deﬁnition of s-numbers.) Given p > 0,
the operator A is said to belong to the Schatten–von Neumann class
SpðH1;H2Þ if
jjAjjSp :¼
X
n
snðAÞ
p
 !1=p
51:
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is referred to [BS, Chap. 11; S] for the theory of Schatten–von Neumann
classes.
As far as the Sp scale is concerned, the most important cases are
probably p ¼ 1 and p ¼ 2. Indeed, operators of classes S1 and S2, also
known as nuclear and Hilbert–Schmidt operators, have a number of
remarkable properties and arise in many connections; see, e.g., [BS, Chap.
11, Sections 2 and 3] for a systematic discussion. For these two values of p,
we solve our problem completely; the corresponding S1 andS2 criteria for
d
dx
: KB ! KB2 are to be found in Theorems 1 and 2. For other p’s, the
situation is not so clear, but we do obtain sharp estimates on the s-numbers
and fairly satisfactory Sp-criteria for our operator (cf. Theorems 3 and 4).
The results appear to be close to ﬁnal, and they actually become ﬁnal in
some special cases.
We now move on to precise statements.
1. STATEMENT OF RESULTS
Let PB denote the orthogonal projection from H
2 onto KB, given by
PBf ¼ BPð %Bf Þ (here P is the orthogonal projection from L2 onto H2). We
also recall that, if H is a separable Hilbert space with inner product h; i
and if A 2S1ðHÞ, then the trace of A is deﬁned by
tr A :¼
X
j
hAfj ; fji;
where ffjg is some (any) orthonormal basis in H.
Theorem 1. Let B ¼ Bfzjg be a Blaschke product whose zeros fzj ¼
xj þ iyjg  Cþ are numbered so that y14y24 . . . : The following are
equivalent:
(i) d
dx
2S1ðKB; KB2Þ.
(ii) PB
d
dx
2S1ðKBÞ.
(iii)
P
j
Pj
k¼1 yj=jzj  %zk j
251.
(iv) B0 2 L2ðRÞ.
Moreover, we have
tr iPB
d
dx

 
¼
1
4p
Z
jB0ðxÞj2 dx ¼
X
j
1
2yj
þ 2
Xj1
k¼1
yj þ yk
jzj  %zk j
2
 !
: ð1:1Þ
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In conjunction with (1.1), the new formula (1.2) will yield some amusing
identities for a Blaschke product. We write T for the unit circle
fz 2 C : jzj ¼ 1g.
Proposition 1. Suppose B is a Blaschke product analytic on R. For all
numbers a 2 T with at most one exception, we have
tr iPB
d
dx

 
¼
1
2p
X
n
jB0ðxnÞj
1
Z
jB0ðxÞj  Imð%aB0ðxÞÞ
ðx  xnÞ
2
dx; ð1:2Þ
where fxng is an enumeration of the set fx 2 R : BðxÞ ¼ ag. The right (or the
left)-hand side of (1.2) is finite iff one (or each) of the four conditions in
Theorem 1 holds true.
We remark that if B has ﬁnitely many zeros, then the exceptional value in
Proposition 1 is Bð1Þ, so that (1.2) holds for all a 2 T=fBð1Þg. A similar
remark applies to Proposition 2 and Lemma 5(b).
To state our next result, we introduce some notation. For z ¼ x þ iy and
w ¼ u þ iv in Cþ, we write
bðz; wÞ :¼
y þ v
jz  %wj2
: ð1:3Þ
Further, if zk ¼ xk þ iyk ðk ¼ 1; 2; 3Þ are three points in Cþ, we put
Djk :¼ xj  xk; ð1:4Þ
Aðz1; z2; z3Þ :¼ D32jz1j2 þ D13jz2j2 þ D21jz3j2 ð1:5Þ
and ﬁnally
gðz1; z2; z3Þ :¼
y1D32bðz2; z3Þ þ y2D13bðz3; z1Þ þ y3D21bðz1; z2Þ
Aðz1; z2; z3Þ
: ð1:6Þ
When Aðz1; z2; z3Þ ¼ 0, the singularity arising in (1.6) turns out to be
removable, and it is understood that g is extended to such ‘‘singular’’ points
ðz1; z2; z3Þ by continuity. The explicit formulae can be found in Lemma 1; the
same lemma will show that gðz1; z2; z3Þ is always positive.
Theorem 2. Let B be a Blaschke product with zeros fzjg. The following
are equivalent:
(i) d
dx
2S2ðKB; KB2Þ.
(ii)
P
j;k;l gðzj ; zk; zlÞ51.
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(iv) The integral
IðBÞ :¼
1
4p2
Z Z
BðtÞ  BðxÞ  B0ðxÞðt xÞ
ðt  xÞ2
 2 dt dx
converges.
Moreover, we have
d
dx
  2
S2
¼
4
3
X
j;k;l
gðzj ; zk; zlÞ ¼
1
6p
Z
jB0ðtÞj3 dt ¼ IðBÞ: ð1:7Þ
We ﬁnd it rather amazing that an L3-condition emerges in the ‘‘purely
quadratic’’ problem of determining whether a certain operator is in the
Hilbert–Schmidt class. Except for that peculiarity, identities (1.7) above and
(1.8) below (as well as combinations of the two) are reminiscent of some
‘‘Hilbert–Schmidt type formulae’’ obtained in [D2,D3].
Proposition 2. Suppose B is a Blaschke product analytic on R. For all
numbers a 2 T with at most one exception, we have
d
dx
  2
S2
¼
1
2p
X
n
jB0ðxnÞj
1
Z
B0ðxÞ 
BðxÞ  a
x  xn
 2 dxjx  xnj2; ð1:8Þ
where xn has the same meaning as in Proposition 1. In particular, the right-
hand side of (1.8) is finite iff d
dx
2S2ðKB; KB2 Þ.
In the next theorem, we estimate the s-numbers of the differentiation
operator d
dx
:KB ! KB2 in terms of the ‘‘tails’’
B½nðzÞ :¼
Y
j5n
1 z=zj
1 z=%zj
of the Blaschke product B ¼ Bfzjg.
Theorem 3. If B is a Blaschke product with B0 2 C0ðRÞ, then
sn
d
dx

 
4CjjB0½njj1 ðn ¼ 1; 2; . . .Þ; ð1:9Þ
where C > 0 is an absolute constant.
The following corollary is almost immediate.
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satisfying X
n
jjB0½njj
p
151: ð1:10Þ
Then
d
dx
2SpðKB; KB2 Þ: ð1:11Þ
In particular, this will be the case if
X
n
X
j5n
1
yj
 !p
51; yj ¼ Im zj : ð1:12Þ
Indeed, (1.10) obviously implies (1.11) because of (1.9). To see that (1.12)
implies (1.10), and hence also (1.11), one uses the inequalities
jB0½nðxÞj42
X
j5n
yj
jx  zj j
2
42
X
j5n
1
yj
; x 2 R: ð1:13Þ
(The ﬁrst of these is actually an equality; see Lemma 2.)
Now let us restrict ourselves to the range p51. Condition (1.12) can be
rewritten then as
P
n ðn=ynÞ
p51 (cf. Lemma 6), provided that fyng is an
increasing sequence. This gives us a simple sufﬁcient condition on the
growth of yn that ensures (1.11). On the other hand, we shall soon see that
the weaker condition
P
n ð1=ynÞ
p51 is necessary for (1.11) to hold. Thus,
‘‘everything happens’’ between the two conditions just stated. Moreover, no
further reﬁnement is possible in terms of the yn’s alone, since it turns out
that each of the two conditions is attained (i.e., coincides with the true
Sp-criterion) for a suitable class of zero sequences fzng.
To make our point clearer, we now introduce two types of sequences.
First, we say that fzng is a Stolz sequence if it is contained in some ‘‘Stolz
angle’’ fz : d5arg z5p dg with 05d5p=2.
Secondly, we say that a sequence fzn ¼ xn þ iyng is not too vertical (NTV,
for short) if the xn’s are pairwise distinct, the yn’s satisfy 05y14y24   ,
and X
n
nyn
d2n
51;
where dn :¼ distðxn; fxkgk=nÞ.
While Stolz sequences can be viewed as perturbations of vertical ones,
whose properties are governed by the growth rate of yn, the motivation for
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extreme, where xn is allowed to grow essentially faster than yn.
Typically, sequences that are sufﬁciently regular and ‘‘sufﬁciently
horizontal at 1’’ do have the NTV property. At the same time, there
are sequences like fn6 þ in7g that are both NTV and Stolz (and even vertical
at 1).
Theorem 4. Suppose B is a Blaschke product whose zeros fzn ¼ xn þ
iyng are numbered so that y14y24   . Given 14p51, consider the
following statements:
(i)
P
n ðn=ynÞ
p51.
(ii)
P
n jjB
0
½njj
p
151.
(iii) d
dx
2SpðKB; KB2Þ.
(iv) PB
d
dx
2SpðKBÞ.
(v)
P
n ðyn
Pn
k¼1 jzn  %zk j
2Þp51.
(vi)
P
n ð1=ynÞ
p51.
One always has
ðiÞ ) ðiiÞ ) ðiiiÞ ) ðivÞ ) ðvÞ ) ðviÞ: ð1:14Þ
If fzng is a Stolz sequence, then
ðiÞ , ðiiÞ , ðiiiÞ , ðivÞ , ðvÞ: ð1:15Þ
If fzng is an NTV sequence, then
ðiiÞ , ðiiiÞ , ðivÞ , ðvÞ , ðviÞ: ð1:16Þ
As a byproduct of Theorem 4, we see that condition (vi) on the yn’s is
necessary and sufﬁcient for the existence of xn’s making (iii) or (iv) hold for
the Blaschke product Bfxnþiyng.
On the other hand, we do not know if either (ii) or (v) in Theorem 4 is
always equivalent to (iii) and/or (iv). (For p ¼ 1, condition (v) is the right
one, as shown by Theorem 1.) Yet another conjecture is that the sought-
after Sp-criterion is given by
B0 2 Lpþ1ðRÞ: ð1:17Þ
As a matter of fact, Theorems 1 and 2 tell us that (1.17) is indeed equivalent
to (1.11) for p ¼ 1 and p ¼ 2. For other p’s, we come up with a partial
result.
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constant C > 0 such thatX
jzntj5r
yn4Cr for all t 2 R and r > 0:
Equivalently (see [G, Chap. VII]), fzng is a Carleson sequence iff it can be
partitioned into ﬁnitely many interpolating ones.
Corollary 2. Suppose B is a Blaschke product whose zero sequence fzng
is both Carleson and NTV. Then, for 14p51, (1.11) holds if and only if
(1.17) does.
We conclude by pointing out another ‘‘smoothness condition’’ on B,
which is close in spirit to (1.17) and ensures (1.11) in the range p52. For
p ¼ 2, the hypotheses of Proposition 3 will reduce to condition (iv) of
Theorem 2.
Proposition 3. Given 24p51, suppose B is a Blaschke product
satisfying
Z Z
BðtÞ  BðxÞ  B0ðxÞðt xÞ
ðt  xÞ2
 p=ðp1Þ dt
 !p1
dx51
and
Z Z
BðtÞ  BðxÞ  B0ðxÞðt xÞ
ðt  xÞ2
 p=ðp1Þ dx
 !p1
dt51:
Then d
dx
2SpðKB; KB2 Þ.
In the rest of the paper, we ﬁrst state some preparatory lemmas (these are
collected in Section 2) and then use them, in Sections 3–5, to prove the
described results.
2. PRELIMINARIES
Given a point z 2 Cþ, let
PzðtÞ :¼
Im z
jt zj2
ðt 2 RÞ
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that can be veriﬁed by direct calculations. We shall use the notation
introduced in (1.3)–(1.6) above.
Lemma 1. Let zk ¼ xk þ iyk ðk ¼ 1; 2; 3Þ be three points in Cþ.
(a) One has
1
p
Z
Pz1 ðtÞPz2ðtÞ dt ¼ bðz1; z2Þ:
(b) Furthermore,
1
p
Z
Pz1ðtÞPz2 ðtÞPz3ðtÞ dt ¼ gðz1; z2; z3Þ;
where gðz1; z2; z3Þ is defined by (1.6) if Aðz1; z2; z3Þ=0, by
gðz1; z2; z3Þ :¼
1
2y3
y1D32
D21
D232  ðy2 þ y3Þ
2
jz2  %z3j4


þ
y2D13
D21
D213  ðy1 þ y3Þ
2
jz1  %z3j
4
þ bðz1; z2Þ

if Aðz1; z2; z3Þ ¼ 0 and D21=0, and finally by
gðz1; z2; z3Þ :¼
D232y3 þ ðy1 þ y2 þ y3Þðy1 þ y3Þðy2 þ y3Þ
ðy1 þ y2Þjz1  %z3j
2jz2  %z3j
2
ð2:1Þ
if D21 ¼ 0.
(c) In particular, if x1 ¼ x2 ¼ x3 then
1
p
Z
Pz1ðtÞPz2 ðtÞPz3ðtÞ dt ¼
y1 þ y2 þ y3
ðy1 þ y2Þðy2 þ y3Þðy3 þ y1Þ
: ð2:2Þ
Some more formulae are contained in the next lemma. When stating it,
and throughout the paper, we write Pj instead of Pzj .
Lemma 2. Suppose B is a Blaschke product whose zeros fzj ¼ xj þ iyjg
have no cluster points on R. Then
jB0ðxÞj ¼ 2
X
j
PjðxÞ; x 2 R: ð2:3Þ
DIFFERENTIATION IN STAR-INVARIANT SUBSPACES II 397Besides,Z
jB0ðxÞj2 dx ¼ 4p
X
j;k
bðzj ; zkÞ ¼ 2p
X
j
1
yj
þ 4
Xj1
k¼1
yj þ yk
jzj  %zkj2
 !
ð2:4Þ
and Z
jB0ðxÞj3 dx ¼ 8p
X
j;k;l
gðzj ; zk; zlÞ: ð2:5Þ
Proof. A straightforward computation gives
B0ðxÞ ¼ 2iBðxÞ
X
j
Pj ðxÞ; x 2 R; ð2:6Þ
whence (2.3) is immediate. Squaring (2.3), we get
jB0j2 ¼ 4
X
j
Pj
 !2
¼ 4
X
j
P2j þ 2
X
j
X
k:k5j
PjPk
 !
ð2:7Þ
(which holds everywhere on R). Integrating (2.7) and using Lemma 1(a) to
compute the integrals
R
PjðxÞPkðxÞ dx, we arrive at (2.4).
Similarly, we use (2.3) to write
jB0j3 ¼ 8
X
j
Pj
 !3
¼ 8
X
j;k;l
PjPkPl : ð2:8Þ
Integrating this and taking Lemma 1(b) into account, we arrive at (2.5). ]
Lemma 3. Let Y be a subspace of L2 and PY : L2 ! Y the orthogonal
projection onto Y . Suppose A : Y ! L2 is an operator given by
ðAf ÞðxÞ ¼
Z
f ðtÞGðx; tÞ dt; f 2 Y ; ð2:9Þ
where the kernel G : R2 ! C is measurable and the function t/Gðx; tÞ
belongs to Y for almost all x 2 R.
(a) If A 2S1ðY ; L2Þ, then
trðPY AÞ ¼
Z
Gðx; xÞ dx: ð2:10Þ
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then condition
R
Gðx; xÞ dx51 implies that PY A 2S1ðY Þ and (2.10) holds.
(b) One has A 2S2ðY ; L2Þ if and only if G 2 L2ðR2; dt dxÞ; moreover,
jjAjj2S2 ¼
Z Z
jGðx; tÞj2 dt dx: ð2:11Þ
(c) For 24p51, ifZ Z
jGðx; tÞjp=ðp1Þ dt

 p1
dx51
and Z Z
jGðx; tÞjp=ðp1Þ dx

 p1
dt51;
then A 2SpðY ; L2Þ.
Proof. Parts (a) and (b) are classical (at least for Y ¼ L2). To prove
them, one just picks an orthonormal basis f fng in Y and uses the formulae
trðPY AÞ ¼
X
n
hAfn; fni
and
jjAjj2S2 ¼
X
n
jjAfnjj
2
2
together with the fact that ðAfnÞðxÞ is the nth Fourier coefﬁcient of the
function Gðx; Þ with respect to f fng.
Part (c) is due to Russo [R] in the case that Y ¼ L2; the general case
follows from this immediately. ]
The next fact essentially coincides with Lemma 5 of [D4].
Lemma 4. Let B be an inner function, and let f 2 KB. If B is analytic in a
neighborhood of a point x 2 R, then so is f and
f 0ðxÞ ¼
1
2pi
Z
f ðtÞBðtÞgxðtÞ dt; ð2:12Þ
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gxðtÞ :¼
BðtÞ  BðxÞ  B0ðxÞðt xÞ
ðt  xÞ2
: ð2:13Þ
In the following lemma, we exhibit two useful orthonormal bases in KB.
Lemma 5. Suppose B is a Blaschke product with zeros fzj ¼ xj þ iyjg.
(a) Consider the functions
jjðzÞ :¼
yj
p
 1=2 BjðzÞ
z  %zj
ðj ¼ 1; 2; . . .Þ;
where
B1ðzÞ :¼ 1; BjðzÞ :¼
Yj1
k¼1
z  zk
z  %zk
ðj52Þ:
Then fjjg is an orthonormal basis of KB.
(b) Assume now that B is analytic on R. Given a 2 T, let fxng be an
enumeration of the set fx 2 R : BðxÞ ¼ ag, and put
cnðzÞ :¼
1ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
2pjB0ðxnÞj
p BðzÞ  a
z  xn
:
Then, for all a 2 T with at most one exception, fcng is an orthonormal basis
of KB.
Proof. For part (a) we refer to [N, Lecture V, Sect. 1], where a similar
statement is proved for the unit disk in place of Cþ. Part (b) is a
consequence of Clark’s results in [C]. ]
Finally, we need some elementary inequalities.
Lemma 6. Whenever c15c25   50 and p51, we have
2p1
X
n
ðncnÞ
p4
X
n
X
j5n
cj
 !p
4pp
X
n
ðncnÞ
p: ð2:14Þ
Proof. The ﬁrst inequality in (2.14) follows easily from the estimates
X
j5n
cj5
X2n1
j¼n
cj5nc2n15nc2n:
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that cn #); it is a version of Hardy’s inequality that can be found in [HLP,
Chap. IX, Sect. 9.10]. ]
3. PROOFS OF THEOREM 1 AND PROPOSITION 1
Proof of Theorem 1. Let us begin by showing that (ii) , (iii) , (iv). If
(ii) holds, then the operator T :¼ iPB ddx must have a (ﬁnite) trace. Recalling
that the functions
jjðxÞ :¼
yj
p
 1=2 BjðxÞ
x  %zj
ð3:1Þ
form an orthonormal basis of KB (see Lemma 5), we have
tr T ¼ i
X
j
hPBj0j ;jji ¼ i
X
j
hj0j ;jji ð3:2Þ
(here h; i is the usual inner product in L2). Differentiation gives
j0jðxÞ ¼
yj
p
 1=2 B0jðxÞ
x  %zj

BjðxÞ
ðx  %zjÞ
2
 !
: ð3:3Þ
Consequently,Z
j0jðxÞjjðxÞ dx ¼
yj
p
Z
B0jðxÞBjðxÞ
jx  zj j
2
dx 
Z
x  zj
jx  zj j
4
dx
 !
: ð3:4Þ
Since
B0jðxÞBjðxÞ ¼ 2i
Xj1
k¼1
PkðxÞ
(recall that Pk stands for Pzk ) andZ
x  zj
jx  zj j
4
dx ¼ i
Z
yj
jx  zj j
4
dx;
we can rewrite (3.4) as
hj0j ;jji ¼
i
p
2
Z
PjðxÞ
Xj1
k¼1
PkðxÞ dx þ
Z
P2j ðxÞ dx
 !
:
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R
PjðxÞPkðxÞ dx with the help of Lemma 1(a), we
conclude that
ihj0j ;jji ¼ 2
Xj1
k¼1
bðzj ; zkÞ þ bðzj ; zjÞ ¼ 2
Xj1
k¼1
yj þ yk
jzj  %zkj2
þ
1
2yj
: ð3:5Þ
We now substitute this into (3.2) to get
tr T ¼
X
j
2
Xj1
k¼1
yj þ yk
jzj  %zk j
2
þ
1
2yj
 !
: ð3:6Þ
Finally, we observe that the right-hand side in (3.6) is ﬁnite if and only if (iii)
holds. Indeed, we have yj4yj þ yk42yj for 14k4j.
Implication (ii) ) (iii) is thus established, and we proceed by proving the
converse. First of all, if (iii) holds, then
P
j 1=yj51 (because the sumPj
k¼1 yj=jzj  %zkj
2 is bigger than its last term). Consequently,
jB0ðxÞj ¼ 2
X
j
PjðxÞ42
X
j
1=yj51; x 2 R
and so B0 2 L1. By Theorem A, it follows that d
dx
acts boundedly from KB to
KB2 , whence PB
d
dx
acts boundedly from KB to itself. Once this is known, we
easily verify that T ¼ iPB ddx is a positive operator on KB. In fact, it sufﬁces
to notice that
hTf ; f i ¼ hif 0; f i ¼
Z 1
0
xj fˆðxÞj2 dx for all f 2 KB
(recall that the Fourier transform of an H2-function lives on the positive
semiaxis). Using the mere fact that the s-numbers of a positive operator
coincide with its eigenvalues, we may write
jjT jjS1 ¼
X
j
hTjj ;jji ð41Þ; ð3:7Þ
where the jj’s are given by (3.1). (Of course, any other orthonormal basis in
KB could be used as well.) But we have already checked that condition (iii) is
equivalent to the convergence of
P
j hTjj ;jji (see the passage from (3.2) to
(3.6) and the observation made after (3.6)). Thus, (iii) implies that both sides
of (3.7) are actually ﬁnite; in particular, T must be in the trace class.
Now we know that (ii) , (iii), while the equivalence of (iii) and (iv) is
contained in Lemma 2. Moreover, equalities (1.1) follow from that lemma
and formula (3.6).
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since multiplication by PB does not increase the s-numbers. To verify the
converse, we ﬁrst use the already established relation (ii) , (iv) to deduce
that condition (ii) is stable under the passage from B to B2. Thus, it follows
from (ii) that PB2
d
dx
2S1ðKB2 Þ. This in turn implies that
PB
d
dx
¼ PBPB2
d
dx
2S1ðKB2 ; KBÞ: ð3:8Þ
The ﬁnal observation is that the operator PB
d
dx
: KB2 ! KB, appearing in
(3.8), is the adjoint of  d
dx
: KB ! KB2 . This last operator must therefore
belong to the corresponding S1 class, and we arrive at (i). The proof is
complete. ]
Remark. There is an alternative proof of Theorem 1 (or rather of the
fact that (ii) , (iv)) which makes no recourse to any speciﬁc orthonormal
basis in KB and explains where (iv) actually comes from.
In view of Theorem B, we may assume from the start that B0 2 C0; in
particular, B is then analytic on R. Now let us invoke Lemma 3(a) with
A ¼ i d
dx
; Y ¼ KB and
Gðx; tÞ ¼ 
1
2p
BðtÞgxðtÞ; ð3:9Þ
where gxðtÞ is deﬁned by (2.13). Formula (2.9) then reduces to (2.12), which
holds true by Lemma 4. Furthermore, the function t/Gðx; tÞ belongs to
KB for all x 2 R, and the hypotheses of Lemma 3 are thus fulﬁlled. We have
Gðx; xÞ ¼ 
1
2p
BðxÞgxðxÞ ¼ 
1
4p
BðxÞB00ðxÞ
and soZ
Gðx; xÞ dx ¼ 
1
4p
Z
BðxÞB00ðxÞ dx ¼
1
4p
Z
B0ðxÞB0ðxÞ dx
¼
1
4p
jjB0jj22: ð3:10Þ
(When integrating by parts, we have used the assumption that B0 2 C0.)
Using Lemma 3(a) and recalling that T ¼ iPB ddx is a positive operator on
KB, we deduce from (3.10) that T 2S1ðKBÞ if and only if B0 2 L2.
Combining (2.10) and (3.10), we also arrive at the formula
tr T ¼ ð4pÞ1jjB0jj22.
Proof of Proposition 1. We now employ the orthonormal basis fcng
from Lemma 5(b) to compute the trace of T ¼ iPB ddx. Since T is
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one has
hTcn;cni ¼ ihc
0
n;cni ¼ Imhc
0
n;cni
and so
tr T ¼
X
n
Imhc0n;cni: ð3:11Þ
Using the formulae
c0nðxÞ ¼
1ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
2pjB0ðxnÞj
p B0ðxÞ
x  xn

BðxÞ  a
ðx  xnÞ
2

 
ð3:12Þ
and ImðB0ðxÞBðxÞÞ ¼ jB0ðxÞj (the latter follows from (2.6)), one ﬁnds that
Imhc0n;cni ¼
1
2pjB0ðxnÞj
Z
jB0ðxÞj  Imð%aB0ðxÞÞ
ðx  xnÞ
2
dx: ð3:13Þ
Finally, substituting (3.13) into (3.11), one arrives at (1.2). ]
4. PROOFS OF THEOREM 2 AND PROPOSITION 2
Proof of Theorem 2. In view of Lemma 5(a), we have
d
dx
  2
S2
¼
X
j
jj 0j jj
2
2; ð4:1Þ
where fjjg  KB is the orthonormal basis given by (3.1). Using (3.3) and
the familiar formula
jB0jðxÞj ¼ iB
0
jðxÞBjðxÞ ¼ 2
Xj1
k¼1
PkðxÞ;
we ﬁnd that
jj 0j jj
2
2 ¼
4
p
Z
1
4yj
P2j ðxÞ þPjðxÞ
Xj1
k¼1
PkðxÞ
Xj
l¼1
PlðxÞ
 !
dx ð4:2Þ
(some of the intermediate calculations are omitted). Next, we notice that
1
4yj
Z
P2j ðxÞ dx ¼
1
3
Z
P3j ðxÞ dx: ð4:3Þ
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both sides of (4.3) equal p=ð8y2j Þ. Now (4.3) enables us to rewrite (4.2) as
jj 0j jj
2
2 ¼
4
3p
Z
P3j ðxÞ þ 3PjðxÞ
Xj1
k¼1
PkðxÞ
Xj
l¼1
PlðxÞ
 !
dx:
Summing over j and recalling (4.1), we obtain
d
dx
  2
S2
¼
4
3p
Z
OðxÞ dx; ð4:4Þ
where
OðxÞ :¼
X
j
P3j ðxÞ þ 3
X
j
PjðxÞ
Xj1
k¼1
PkðxÞ
Xj
l¼1
PlðxÞ:
A closer look at the latter expression reveals that
OðxÞ ¼
X
j;k;l
PjðxÞPkðxÞPlðxÞ ¼
X
j
PjðxÞ
 !3
¼
1
8
jB0ðxÞj3 ð4:5Þ
(here, in the multiple sum, the three indices range independently over the
positive integers). Combining (4.4) with (4.5) now yields
d
dx
  2
S2
¼
4
3
X
j;k;l
gðzj ; zk; zlÞ ¼
1
6p
Z
jB0ðxÞj3 dx;
where we have also taken Lemma 1(b) into account. This proves the
equivalence of conditions (i)–(iii) from the theorem’s statement, as well as
most of (1.7).
Finally, to establish the missing relation (i), (iv), along with the equality
d
dx
  2
S2
¼ IðBÞ;
it sufﬁces to apply Lemma 3(b) with A ¼ i d
dx
; Y ¼ KB, and Gðx; tÞ given
by (3.9). (The notation gxðtÞ, ﬁguring in (3.9), is to be found in Lemma 4,
where the underlying integral formula is also contained.) SinceZ Z
jGðx; tÞj2 dt dx ¼
1
4p2
Z Z
jgxðtÞj2 dt dx ¼ IðBÞ;
we are done. ]
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d
dx
  2
S2
¼
X
n
jjc0njj
2
2;
where fcng is the orthonormal basis from Lemma 5(b), and replace c
0
n with
the explicit expression (3.12). ]
5. PROOFS OF REMAINING RESULTS
Proof of Theorem 3. Fix n 2 N and consider the Blaschke products
uðzÞ :¼ BnðzÞ ¼
Yn1
j¼1
bjðzÞ
and
vðzÞ :¼ B½nðzÞ ¼
Y1
j¼n
bjðzÞ;
where bjðzÞ :¼ ð1 z=zjÞ=ð1 z=%zjÞ. Since B ¼ uv, we have KB ¼ vKu  Kv
(see e.g. [N, p. 124]). Let P denote the orthogonal projection from KB onto
vKu, and put
Df :¼
d
dx
ðPf Þ; f 2 KB:
Note that rankD4n  1, because Pf is always in the ðn  1Þ-dimensional
subspace vKu. Further,
d
dx
 D

 
f
  
2
¼
d
dx
ðI  PÞf
  
2
4Cjjv0jj1jjðI  PÞf jj2
4Cjjv0jj1jj f jj2 ð5:1Þ
for all f 2 KB and some absolute constant C > 0. (We have invoked the
Bernstein-type inequality (0.1) with y ¼ v and g ¼ ðI  PÞf 2 Kv.) Applying
now (0.2) with A ¼ d
dx
; H1 ¼ KB, and H2 ¼ KB2 , we get
sn
d
dx

 
¼ inf
d
dx
 R
   : rank R4n  1 :
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sn
d
dx

 
4
d
dx
 D
  4Cjjv0jj1 ¼ CjjB0½njj1
as desired. ]
Proof of Theorem 4. (i)) (ii): Applying Lemma 6 with cn ¼ 1=yn, we see
that (i) is equivalent to (1.12). The fact that (1.12) implies (1.10), alias (ii),
was already explained in the Introduction; this is due to (1.13).
(ii) ) (iii): This was established earlier as Corollary 1 (we can use it
now that the underlying Theorem 3 is proved).
(iii) ) (iv): This is obvious, since multiplication by a unit norm
operator does not increase the s-numbers.
(iv) ) (v): Put T ¼ iPB ddx and note that (iv) impliesX
j
hTjj ;jji
p51; ð5:2Þ
where fjjg  KB is the orthonormal basis from Lemma 5(a). (In general,
given a bounded operator A on a Hilbert space H, one has A 2SpðHÞ if
and only if
P
j jhAfj ; gjij
p51 for all choices of orthonormal bases f fjg and
fgjg inH; see [S, pp. 27–28].) The quantity hTjj ;jji is positive (that is why
no modulus sign is needed in (5.2)), and it was actually computed in the
proof of Theorem 1. Namely, formula (3.5) tells us that
hTjj ;jji ¼ ihj
0
j ;jji ¼ 2
Xj1
k¼1
yj þ yk
jzj  %zk j
2
þ
1
2yj
: ð5:3Þ
The latter expression is comparable to
Xj
k¼1
yj
jzj  %zk j
2
; ð5:4Þ
and so (5.2) amounts to
X
j
Xj
k¼1
yj
jzj  %zk j
2
 !p
51; ð5:5Þ
which is nothing else than (v).
(v) ) (vi): The sum (5.4) is greater than its last term, 1=ð4yjÞ, whence
the required fact is immediate.
Implications (1.14) are thus established.
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yj þ yk4jzj  %zk j4jzj j þ jzk j4constðyj þ ykÞ:
It follows that jzj  %zkj is comparable to yj þ yk or, equivalently, to yj when
k4j. Consequently, each summand in (5.4) behaves like 1=yj , while the sum
itslef is comparable to j=yj. Condition (5.5) (i.e., (v)) reduces therefore toP
j ðj=yjÞ
p51 (i.e., to (i)). In conjunction with (1.14), the resulting
implication (v) ) (i) yields (1.15).
Assume, ﬁnally, that fzng is an (inﬁnite) NTV sequence. Our plan is to
show that (vi) ) (ii); this done and (1.14) taken into account, (1.16) will be
proved.
We shall make the additional assumption that
inf
j
xj ¼ 1 and sup
j
xj ¼ 1:
(In fact, at least one of these bounds has to be inﬁnite. In case the other
happens to be ﬁnite, a minor modiﬁcation is needed in the reasoning below.)
For a ﬁxed x 2 R, let m ¼ mðxÞ and M ¼ MðxÞ be the indices such that
xm4x5xM ;
and the interval ðxm; xMÞ contains none of the xj’s. If j 2 N=fm; Mg, then
jzj  xj5jxj  xj5dj ;
where dj ¼ distðxj ; fxkgk=jÞ. Hence
PjðxÞ ¼
yj
jzj  xj2
4
yj
d2j
; j=m; M:
Therefore, putting
Eðn; xÞ :¼ f j 2 N : j5n; j=m; Mg;
we get, for each n 2 N, X
j2Eðn;xÞ
PjðxÞ4
X
j5n
yj
d2j
: ð5:6Þ
Clearly, the difference
dnðxÞ :¼
X
j5n
PjðxÞ 
X
j2Eðn;xÞ
PjðxÞ
KONSTANTIN M. DYAKONOV408equals either 0, or PmðxÞ, or PM ðxÞ, or PmðxÞ þPMðxÞ, where the term
PkðxÞ (with k ¼ m; M) emerges if and only if k5n. Thus, in any event,
X
j5n
PjðxÞ ¼ dnðxÞ þ
X
j2Eðn;xÞ
PjðxÞ4
2
yn
þ
X
j5n
yj
d2j
:
(We have used (5.6) and the fact that PkðxÞ41=yk41=yn for k5n.)
Consequently,
jB0½nðxÞj ¼ 2
X
j5n
PjðxÞ4
4
yn
þ 2
X
j5n
yj
d2j
; x 2 R: ð5:7Þ
It remains to notice that both sequences f1=yng
1
n¼1 and f
P
j5n yj=d
2
j g
1
n¼1
belong to ‘p. Indeed, the former is in ‘p by virtue of (vi), while the latter is
actually in ‘1 (and hence in ‘p for p > 1) because fzng is an NTV sequence.
This said, (5.7) readily yields
P
n jjB
0
½njj
p
151. Implication (vi) ) (ii) is thus
veriﬁed for NTV sequences, and the proof is complete. ]
Proof of Corollary 2. Put q :¼ ðp þ 1Þ=p. Since fzng is a Carleson
sequence, the operator
f / y1=qn
Z
f ðxÞPnðxÞ dx
 1
n¼1
acts boundedly from Lq to ‘q. By duality, we get
Z XN
n¼1
cny
1=q
n PnðxÞ


pþ1
dx4const
XN
n¼1
jcnj
pþ1; ð5:8Þ
whenever N 2 N and c1; . . . ; cN are complex numbers. Choosing cn ¼ y
1=q
n
and letting N !1, we deduce from (5.8) that
Z X
n
PnðxÞ
 !pþ1
dx4const
X
n
1
yn

 p
:
On the other hand,
Z X
n
PnðxÞ
 !pþ1
dx5
X
n
Z
PnðxÞ
pþ1 dx5const
X
n
1
yn

 p
:
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jB0ðxÞjpþ1 dx ¼ 2pþ1
Z X
n
PnðxÞ
 !pþ1
dx;
we conclude that B0 2 Lpþ1 if and only if
P
n ð1=ynÞ
p51. For NTV
sequences, the latter condition is already known to be equivalent to (1.11).
The required equivalence relation (1.11) , (1.17) is therefore established
also. ]
Proof of Proposition 3. It sufﬁces to combine Russo’s result (cited as
Lemma 3(c) above) with Lemma 4. ]
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