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はじめに 
情報システムが多くの社会・経済活動で使われるように
なった昨今、信頼性と可用性に優れた情報システムが求め
られている。高品質なソフトウェアを開発・管理する基本
は、ソースコードを確認することであるが、実用的なシス
テムは数万行から数十万行に及ぶソースコードで構成さ
れており[1]、十分な確認が実施されていないのが現状であ
る。 
一般に、ソフトウェア開発では、数行の実行文で構成さ
れるコードをコピーしてプログラムを作成することが行
われており、類似したソースコード（クローン）がソース
コードに散在する。Baker 氏[2]および Mayrand 氏ら[3]は、
典型的な実務向けのソフトウェアの 7% から 23%のソー
スコードがクローンであることを論じている。 
これまでに、クローン検出、流用箇所検出およびソフト
ウェア保守を目的とした多数のソースコード検索手法が
提案されている。これらは下記の 4 種類に大別できる。 
(1) テキスト比較 
この手法は、ソースコードを文字列として捉え、ソー
スコードに繰返し発生する文字列を抽出するものである。
Baker 氏[2] は、パラメータ化された文字列（p-string）と 2
つの p-string 間の一致（p-match）を定義し、p-match を高
速に実行するための接尾辞木（p-suffix tree）を提案してい
る。Marcus 氏らは[4] 情報検索の分野で開発された潜在的
意味インデキシング（Latent Semantic Indexing）を使った
検索方法を提案している。テキスト比較による方法は、文
字列を基本として検索するため、変数名の書き換えなどの
影響を受けやすい。 
(2) トークン比較 
この方法は、ソースコードに含まれる識別名や計算式を
一定のルールに基づいて生成される識別名（トークン）に
置き換えた後に、ソースコードを比較するものである。肥
後氏ら[5] および神谷氏ら[6] は、プログラミング言語の
文法に則って変数や定数をトークン列に変換し、このトー
クン列に於いて類似したソースコードを検索する手法を
論じている。トークンの置替えルールをソースコードの構
文解析の段階で指定することができ、複数のプログラミン
グ言語への適用が可能である。構文解析では、制御文など
のプログラム構造はトークンに置き替えないので、プログ
ラム構造を反映したソースコードの類似検索が可能であ
る。CodeDepot[7] は、単純な文字列検索機能やトークンを
使った類似ソースコードの検索機能などを提供するシス
テムであり、実務における大規模ソースコードの処理を対
象としている。CP-Miner [8] は、閉じた頻出パターンのマ
イニング（Frequent Closed Pattern Mining）手法を使って、
トークン化されたソースコードから頻出するソースコー
ド片を検出するものである。一般に、トークン比較による
方法は、テキスト比較による方法よりも変数名や計算式の
書き換えの影響を受けにくく、大規模なソースコードに対
して適用可能である。 
(3) 構造比較 
ソースコードを構文解析することによって得られる抽
象構文木（Abstract Syntax Tree）や、プログラム依存グラ
フ（Program Dependency Graph）を使って比較を行う方法
である。CloneDR [9] は、抽象構文木を使ったクローン検
出の先駆的な研究である。DECKARD [10] は、構文解析
木の一部分をベクトルによって近似し、ユークリッド距離
に基づく類似度を使って類似する構文解析木をクラスタ
リングする方法を提案している。なお、構文解析木をベク
トルで近似する程度については、検索アルゴリズムのパラ
メータとして指定することができる。 
プログラム依存グラフは、制御フローの情報とデータフ
ローの情報から構成される。プログラム依存グラフに対し
 
 
て、部分グラフ同型一致（Isomorphic Subgraph Matching）
アルゴリズムを適用することで、クローンを検出する。
Komondoor 氏ら[11] は、C プログラムのクローンを検出す
る手法を論じている。Krinke 氏[12] は、最大一致部分グラ
フを効率的に検出するために、パスの長さｋ（任意の正数）
をパラメータとする手法（k-limited Path Matching)を提案し、
再現率、精度、性能について論じている。一般に、構造比
較を使ったクローンの検出は、計算コストが高いことが知
られている。 
(4)ソフトウェア指標比較 
ソースコードを比較・分析するための様々なソフトウェ
ア指標が提案されている。例えば、循環的複雑度
（Cyclomatic）[13]、オブジェクト指向における継承の深
さ(DIT: Depth of Inheritance Tree)やサブクラスの数(NOC: 
Number Of Children) [14]などがある。ソフトウェア指標の
類似性の高いものをクローンとして検出する研究がある
[15][16]。一般に、ソフトウェア指標を使ったクローンの
検出は、ファイル（クラス）あるいはメソッドといったソ
ースコードの大きな単位での比較には効果があるが、特定
のソースコードの断片を特定することが難しい。 
本研究は、構造比較に分類されるものであるが、従来の
手法とは、下記の点において異なる。 
・前処理において Java ソースコードに現れる変数の型を
Java の文法に準拠した静的解析を実施し、その結果に基
づいて変数名を変数の型に置き替える。これにより、変
数の型を正確に反映した検索ができる。 
・検索処理においては、検索条件として与えられたシーケ
ンスから部分シーケンスを派生させて検索を実行する、
独自の検索方式を使用している。この検索方式をシーケ
ンス構造派生検索モデル（DSRM: Derived Sequence 
Retrieval Model）と呼ぶ[17]。 
本文で提唱するシーケンス構造派生検索モデルは、2 個
の集合の類似度を計算する指標である Sorensen-Dise 係数
（Jaccard 係数の変形）の拡張として定義される。また、
一般的な文書の検索手法として広く用いられているベク
トル空間モデルは、集合を構成する要素に重み付けをした
ベクトルに基づいて集合間の類似度を計算する指標であ
り、Sorensen-Dise 係数の一般形と見なすことができる。本
文では、シーケンス構造派生検索モデル、拡張 Sorensen- 
Dise 係数、ベクトル空間モデルの関連性を論ずるとともに、
Java ソースコードを対象とした評価実験によって、構造派
生検索モデルが、他の検索手法よりも高い絞り込みを達成
していることを示す。 
以降、研究のプロセスと本研究で開発した主な検索機
能、実験の対象とした Struts 2 の Java ソース、ソースコー
ドの類似指標、検索実験と評価の順に述べる。  
 
研究のプロセス 
開発した主な検索機能 
図 1 は、開発したツールの構成を示している。構造抽出
ツールは、Java ソースコードを解析し、メソッドごとに、
制御文と呼び出しているメソッド名をネスト構造ととも
に抽出する。構造抽出ツールは、処理速度と移植性を考慮
し ANSI 規格準拠の C 言語で実装されている。 
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「構造統計ツール」は、制御文やメソッド名の発生個数、
ネストの最大深さ、最大行数などの統計情報を算出する。
「ベクトル空間モデル検索ツール」は、制御文やメソッド
名の発生個数をベクトル空間モデルの“文書ベクトル”の
要素値に対応させ、類似度を算出するツールである。「拡
張 Sorensen-Dice 検索ツール」は、Sorensen-Dice 係数を重
複する要素を含む集合（多重集合）に拡張したモデルに基
づいた類似検索を行うツールである。「シーケンス構造派
生検索ツール」は、制御文およびメソッド名で構成された
文のシーケンス（並び）をキーにした検索を行うツールで
ある。この検索の特徴は、指定されたシーケンスに n 個の
要素が含まれるとき、2n — 2 個の派生シーケンスを生成
し、これらのすべてのシーケンスを使って検索を実行する
ことである。「ソースコード閲覧ツール」としては商用の
ソースコード解析ツールを採用している。 
 
構造抽出ツールの主な機能 
 構造抽出ツールが抽出対象とする要素は下記の通り。 
(1) クラス名、メソッド名と引数 
「構造抽出ツール」は、クラス内に定義されたメソッド
ごとに、制御文とメソッドの呼び出しを抽出する。通常、
Java のクラスは、[public | protected | private] class 
クラス名{変数定義|メソッド定義} という構文で宣言さ
れる。クラス名、メソッド名と引数は、メソッドが定義さ
れているクラス名とともに、下記の構文で抽出する。 
    クラス名::メソッド名(引数) 
Java の匿名クラス（Anonymous Class）[18]は無名クラスと
も呼ばれているものであり、構文的には、クラス宣言を持
たず、クラスのインスタンス化を行う new クラス名() に
続いて実装で必要な変数定義およびメソッド定義を行う
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ごとに、制御文とメソッドの呼び出しを抽出する。通常、
Java のクラスは、[public | protected | private] class 
クラス名{変数定義|メソッド定義} という構文で宣言さ
れる。クラス名、メソッド名と引数は、メソッドが定義さ
れているクラス名とともに、下記の構文で抽出する。 
    クラス名::メソッド名(引数) 
Java の匿名クラス（Anonymous Class）[18]は無名クラスと
も呼ばれているものであり、構文的には、クラス宣言を持
たず、クラスのインスタンス化を行う new クラス名() に
続いて実装で必要な変数定義およびメソッド定義を行う
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内部クラスの一種である。匿名クラスは、明示的なコンス
トラクタを持てない、継承するクラスを作成できないと言
った制約があるが、処理が単純で、別途再利用する予定も
ない抽象クラスおよびインタフェースクラスを実装する
ときに使われることが多い。構造抽出ツールは、匿名クラ
スが定義されている場合は、下記の構文で抽出する。 
  クラス名:匿名クラス名:メソッド名(引数) 
構造抽出ツールは、総称型(Generics)の型パラメータをメ
ソッドの構文情報として抽出する。総称型に関する情報は、
メソッドの同一性の判定に使用され、例えば、
HashMap<Integer, String> と HashMap<String, Integer> 
は別物として処理される。 
(2) Java の制御文 
構造抽出ツールは、Java の制御文[18] をネスト構造とと
もに抽出する。ブロック構造は、"{" と "}" で表現する。
従って、"{"の数がネストの深さを表す。Java で定義され
ている以下の制御構造を抽出対象とする。 
・if 文（else、else if のバリエーションを含む） 
・try 文（catch、finally のバリエーションを含む） 
・switch 文          ・while 文 
・do while 文        ・for 文 
・break 文     ・continue 文 
・return 文     ・throw 文 
・synchronized 文 
(3) メソッドの中で呼び出しているメソッド名 
構造抽出ツールは、メソッドの中で呼び出しているメソ
ッド名を抽出対象とする。また、変数名とその変数が値域
とするクラス名またはデータ型の対応関係を抽出してお
り、変数名.メソッド名が出現した場合は、変数名を該当
する クラス名.メソッド名 または データ型.メソッド名 
に置き替える処理を行っている。これにより、変数名の違
いによる影響を取り除いている。ただし、変数の型の違い
は検索結果に反映される。例えば、変数名１.add 
(<String>) と 変数名２.add (<String>)とがあり、それ
ぞ れ 、 LinkedList <String>.add(<String>) と List 
<String>.add (<String>) に変換されたとき、これらは別
のメソッドとして扱われる。 
 
Struts 2 からの構造抽出 
Struts および Struts 2 は、Apache Software Foundation[19] 
が無償で提供している Java Web アプリケーション・フレ
ームワークである。Struts は、2000 年前半に、実務向け
Web システムの開発でも広く利用された実績がある。
Struts 2 は、Struts のアップデート版として 2007 年に公開
された。Struts 2 の特徴として、ActionForm 関連の記述が
なくなりソースコードの量が軽減できる、アプリケーショ
ンクラスの実行の前後処理が充実しているなどの特徴が
あり、今後の普及が期待されている[20]。 
本研究で対象としたのは Struts 2.3.1.1 の Core と呼ばれ
ているソースプログラムであり、Struts 2 が提供する主要
な機能に対応した components、config、dispacher、intercepter、
views などのパッケージから構成されている。Struts 2.3.1.1 
Core ソースコードに関する主なメトリックスは下記の通
り。 
ファイル数: 368 個 
クラス数: 414 個 
メソッド数: 2,667 個 
宣言文と実行文の行数: 21,543 行 
コメント行数: 17,954 行 
ソース総行数: 46,100 行 (空白行を含む) 
最大ネスト数: 8 
最大循環的複雑度: 55 
Struts 2.3.1.1 Core のソースコードの規模は、中規模シス
テムと位置付けられるものであり[1]、本研究で開発したツ
ールの機能と性能を確認する上で適切な規模であると考
えられる。 
図 2 は、org.apache.struts2.views.velocity.components パッ
ケージ内の AbstractDirective クラスの putProperty()メソッ
ドについて、制御文とメソッド名の構造を抽出した結果で
ある。#記号に続く 3 個の数字は、それぞれ、コメント行
数、空白行数、コード行数を示している。構造抽出ツール
はネスト構造の情報も抽出するので、制御文とメソッド名
の部分構造によるマッチングに必要な情報を提供してい
る。図 3 は、図 2 の抽出元になった putProperty()メソッド
のソースコードである。 
 
図 2 構造抽出結果の例 
 
 
図 3  putProperty()メソッドのソースコード 
 
ソースコードの類似指標 
ベクトル空間モデル 
ベクトル空間モデルは、文書中の単語の発生数に基づい
て文書をベクトルとして表現し、文書同士をベクトル空間
上で比較することによって文書間の類似度を計算する数
理モデルのひとつである。文書に含まれる単語をベクトル
の要素（次元）に割り当てることにより、一つの文書を一
つのベクトルとして扱う。 
D を検索対象とする文書集合、djを D に属する文書とす
るとき、dj を次のベクトルで表現する。 
   
ここで N は D に含まれる単語の数、wi、j は i 番目の単
語の重要度（重み）である。ベクトル要素 wi、j は、単純
に単語の出現頻度とすることも可能であるが、tf-idf 法と
呼ばれている重み付けが広く用いられている[21]。文書 j
における単語 i の出現頻度を tfi, j (Term Frequency)、単語が
出現する文書の割合を idfi (Inverse Document Frequency) 
と呼び、両者の積をその文書における単語の重要度とする。 
 
idfi は、全文書数を m、単語 i を含む文書数を dfiとすると
き 
 
で計算する。idfi は、単語 i が全文書において発生する頻
度が低いほど大きな値になる。すなわち、発生頻度が低い
単語ほど、重要度が高い有効語として扱う。文書集合 D は 
m 行 N 列の行列として表現できる。 
文書検索で使う質問 q も、D の文書と同様のベクトルで
表現する。 
   
2 つのベクトル djと q の類似度は、下記のベクトルの内
積で定義する。  
 
最後に、検索結果を類似度の高い順に並び替えることで、
質問 q に類似した文書 dj のリストを作成する。 
 
Sorensen-Dise 係数とその拡張モデル 
これまでの研究で、コードの類似度に関し多くの提案が
なされてきた。Baxter 氏らが開発した CloneDR [9] では、
木構造で表現されたソースコード T1、T2 の間の類似度を
以下の式で定義している。 
  類似度(T1, T2) = 2S / (2S + L + R) 
S は T1 と T2 に共通するノードの数、L は T1 にだけ
含まれるノードの数、R は T2 にだけ含まれるノードの数
を示す。この類似度は、Sorensen-Dice 係数[22]を木構造の
ノードに適用したものと考えることができる。 
Sorensen-Dice 係数は、2 個の集合 X1 と X2 の類似度を
計算する指標であり、下記の式で定義されている。 
 
ここで |X1∩X2| は、集合 X1 と X2 に共通する要素の数
を示す。Sorensen-Dice 係数では、|X1∩X2| に対して重み 2
を付けている。これは、要素が集合 X1 と X2 の両方に出
現することを反映したものである。なお、¬X1、¬X2 は、
それぞれ、X1、X2 の補集合を示す。 
Sorensen-Dice係数は、分類学で広く使われている Jaccard
係数と同類の指標である。ソフトウェア・クラスタリング
では、一般に、この 2 つの指標は他の指標よりも良い結果
を導くことが知られている。ソフトウェア・クラスタリン
グでは、ある特徴を含むことで特徴の有無を判断すること
が多いためと考えられている。例えば、2 つのメソッドの
類似度は、共通する変数やメソッドを参照していることで
計算されるものであり、特定の変数やメソッドを使ってい
ないことから計算されるものではない[22]。 
本研究では、Sorensen-Dice 係数を類似度の定義の基盤と
する。以下の式は、Sorensen-Dice 係数を n 個の集合に展開
したものである。以降、この式を拡張 Sorensen-Dice 係数
と呼ぶ。 
 
拡張 Sorensen-Dice 係数の分子は、集合 X1∩X2∩...∩Xn に
属する要素数に重み n を付けている。 | X1∩X2∩...∩Xn | は、
x1∈X1, x2∈X2, ... , xn∈Xnである要素の組<x1,x2, ... ,xn> の
数を示す。 
SetComb(X1∩X2∩...∩Xn, r) は {X1, X2, ... , Xn} から r 個
を補集合に置き換えた積集合の組合わせを示す。拡張
Sorensen-Dice 係数の分母は、r = 0 から n−1 までの合計を
計算している。この計算で SetComb(X1∩X2∩...∩Xn, r) は、
集合 X1, X2, ... , Xn から、空集合を除く全ての組合せを生
成する。重み n − r は、X1, X2, ... , Xnで補集合に置き換え
られていない集合の数を示す。 
例えば、n = 3 の場合、集合は X1、X2、X3であり、拡張
Sorensen-Dice 係数の分子は 3|X1∩X2∩X3| で計算される。 
また、拡張 Sorensen-Dice 係数の分母は、3|X1∩X2∩X3| + 2| 
X1∩X2∩¬X3 | + 2| X1∩¬X2∩X3 | + 2| ¬X1∩X2∩X3 | + | X1
∩¬X2∩¬X3 | +| ¬X1∩X2∩¬X3 | + | ¬X1∩¬X2∩X3 | で計算
される。 
 
シーケンス構造派生検索モデル 
ベクトル空間モデルおよび Sorensen-Dice 係数は、集合
の類似度の指標であり、要素が出現する順番を反映してい
ない。一方、ソースコードは本質的に一連の文字の列（シ
シーケンスの構造派生機能を有する検索モデルのソースコード検索への応用
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内部クラスの一種である。匿名クラスは、明示的なコンス
トラクタを持てない、継承するクラスを作成できないと言
った制約があるが、処理が単純で、別途再利用する予定も
ない抽象クラスおよびインタフェースクラスを実装する
ときに使われることが多い。構造抽出ツールは、匿名クラ
スが定義されている場合は、下記の構文で抽出する。 
  クラス名:匿名クラス名:メソッド名(引数) 
構造抽出ツールは、総称型(Generics)の型パラメータをメ
ソッドの構文情報として抽出する。総称型に関する情報は、
メソッドの同一性の判定に使用され、例えば、
HashMap<Integer, String> と HashMap<String, Integer> 
は別物として処理される。 
(2) Java の制御文 
構造抽出ツールは、Java の制御文[18] をネスト構造とと
もに抽出する。ブロック構造は、"{" と "}" で表現する。
従って、"{"の数がネストの深さを表す。Java で定義され
ている以下の制御構造を抽出対象とする。 
・if 文（else、else if のバリエーションを含む） 
・try 文（catch、finally のバリエーションを含む） 
・switch 文          ・while 文 
・do while 文        ・for 文 
・break 文     ・continue 文 
・return 文     ・throw 文 
・synchronized 文 
(3) メソッドの中で呼び出しているメソッド名 
構造抽出ツールは、メソッドの中で呼び出しているメソ
ッド名を抽出対象とする。また、変数名とその変数が値域
とするクラス名またはデータ型の対応関係を抽出してお
り、変数名.メソッド名が出現した場合は、変数名を該当
する クラス名.メソッド名 または データ型.メソッド名 
に置き替える処理を行っている。これにより、変数名の違
いによる影響を取り除いている。ただし、変数の型の違い
は検索結果に反映される。例えば、変数名１.add 
(<String>) と 変数名２.add (<String>)とがあり、それ
ぞ れ 、 LinkedList <String>.add(<String>) と List 
<String>.add (<String>) に変換されたとき、これらは別
のメソッドとして扱われる。 
 
Struts 2 からの構造抽出 
Struts および Struts 2 は、Apache Software Foundation[19] 
が無償で提供している Java Web アプリケーション・フレ
ームワークである。Struts は、2000 年前半に、実務向け
Web システムの開発でも広く利用された実績がある。
Struts 2 は、Struts のアップデート版として 2007 年に公開
された。Struts 2 の特徴として、ActionForm 関連の記述が
なくなりソースコードの量が軽減できる、アプリケーショ
ンクラスの実行の前後処理が充実しているなどの特徴が
あり、今後の普及が期待されている[20]。 
本研究で対象としたのは Struts 2.3.1.1 の Core と呼ばれ
ているソースプログラムであり、Struts 2 が提供する主要
な機能に対応した components、config、dispacher、intercepter、
views などのパッケージから構成されている。Struts 2.3.1.1 
Core ソースコードに関する主なメトリックスは下記の通
り。 
ファイル数: 368 個 
クラス数: 414 個 
メソッド数: 2,667 個 
宣言文と実行文の行数: 21,543 行 
コメント行数: 17,954 行 
ソース総行数: 46,100 行 (空白行を含む) 
最大ネスト数: 8 
最大循環的複雑度: 55 
Struts 2.3.1.1 Core のソースコードの規模は、中規模シス
テムと位置付けられるものであり[1]、本研究で開発したツ
ールの機能と性能を確認する上で適切な規模であると考
えられる。 
図 2 は、org.apache.struts2.views.velocity.components パッ
ケージ内の AbstractDirective クラスの putProperty()メソッ
ドについて、制御文とメソッド名の構造を抽出した結果で
ある。#記号に続く 3 個の数字は、それぞれ、コメント行
数、空白行数、コード行数を示している。構造抽出ツール
はネスト構造の情報も抽出するので、制御文とメソッド名
の部分構造によるマッチングに必要な情報を提供してい
る。図 3 は、図 2 の抽出元になった putProperty()メソッド
のソースコードである。 
 
図 2 構造抽出結果の例 
 
 
図 3  putProperty()メソッドのソースコード 
 
ソースコードの類似指標 
ベクトル空間モデル 
ベクトル空間モデルは、文書中の単語の発生数に基づい
て文書をベクトルとして表現し、文書同士をベクトル空間
上で比較することによって文書間の類似度を計算する数
理モデルのひとつである。文書に含まれる単語をベクトル
の要素（次元）に割り当てることにより、一つの文書を一
つのベクトルとして扱う。 
D を検索対象とする文書集合、djを D に属する文書とす
るとき、dj を次のベクトルで表現する。 
   
ここで N は D に含まれる単語の数、wi、j は i 番目の単
語の重要度（重み）である。ベクトル要素 wi、j は、単純
に単語の出現頻度とすることも可能であるが、tf-idf 法と
呼ばれている重み付けが広く用いられている[21]。文書 j
における単語 i の出現頻度を tfi, j (Term Frequency)、単語が
出現する文書の割合を idfi (Inverse Document Frequency) 
と呼び、両者の積をその文書における単語の重要度とする。 
 
idfi は、全文書数を m、単語 i を含む文書数を dfiとすると
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で計算する。idfi は、単語 i が全文書において発生する頻
度が低いほど大きな値になる。すなわち、発生頻度が低い
単語ほど、重要度が高い有効語として扱う。文書集合 D は 
m 行 N 列の行列として表現できる。 
文書検索で使う質問 q も、D の文書と同様のベクトルで
表現する。 
   
2 つのベクトル djと q の類似度は、下記のベクトルの内
積で定義する。  
 
最後に、検索結果を類似度の高い順に並び替えることで、
質問 q に類似した文書 dj のリストを作成する。 
 
Sorensen-Dise 係数とその拡張モデル 
これまでの研究で、コードの類似度に関し多くの提案が
なされてきた。Baxter 氏らが開発した CloneDR [9] では、
木構造で表現されたソースコード T1、T2 の間の類似度を
以下の式で定義している。 
  類似度(T1, T2) = 2S / (2S + L + R) 
S は T1 と T2 に共通するノードの数、L は T1 にだけ
含まれるノードの数、R は T2 にだけ含まれるノードの数
を示す。この類似度は、Sorensen-Dice 係数[22]を木構造の
ノードに適用したものと考えることができる。 
Sorensen-Dice 係数は、2 個の集合 X1 と X2 の類似度を
計算する指標であり、下記の式で定義されている。 
 
ここで |X1∩X2| は、集合 X1 と X2 に共通する要素の数
を示す。Sorensen-Dice 係数では、|X1∩X2| に対して重み 2
を付けている。これは、要素が集合 X1 と X2 の両方に出
現することを反映したものである。なお、¬X1、¬X2 は、
それぞれ、X1、X2 の補集合を示す。 
Sorensen-Dice係数は、分類学で広く使われている Jaccard
係数と同類の指標である。ソフトウェア・クラスタリング
では、一般に、この 2 つの指標は他の指標よりも良い結果
を導くことが知られている。ソフトウェア・クラスタリン
グでは、ある特徴を含むことで特徴の有無を判断すること
が多いためと考えられている。例えば、2 つのメソッドの
類似度は、共通する変数やメソッドを参照していることで
計算されるものであり、特定の変数やメソッドを使ってい
ないことから計算されるものではない[22]。 
本研究では、Sorensen-Dice 係数を類似度の定義の基盤と
する。以下の式は、Sorensen-Dice 係数を n 個の集合に展開
したものである。以降、この式を拡張 Sorensen-Dice 係数
と呼ぶ。 
 
拡張 Sorensen-Dice 係数の分子は、集合 X1∩X2∩...∩Xn に
属する要素数に重み n を付けている。 | X1∩X2∩...∩Xn | は、
x1∈X1, x2∈X2, ... , xn∈Xnである要素の組<x1,x2, ... ,xn> の
数を示す。 
SetComb(X1∩X2∩...∩Xn, r) は {X1, X2, ... , Xn} から r 個
を補集合に置き換えた積集合の組合わせを示す。拡張
Sorensen-Dice 係数の分母は、r = 0 から n−1 までの合計を
計算している。この計算で SetComb(X1∩X2∩...∩Xn, r) は、
集合 X1, X2, ... , Xn から、空集合を除く全ての組合せを生
成する。重み n − r は、X1, X2, ... , Xnで補集合に置き換え
られていない集合の数を示す。 
例えば、n = 3 の場合、集合は X1、X2、X3 であり、拡張
Sorensen-Dice 係数の分子は 3|X1∩X2∩X3| で計算される。 
また、拡張 Sorensen-Dice 係数の分母は、3|X1∩X2∩X3| + 2| 
X1∩X2∩¬X3 | + 2| X1∩¬X2∩X3 | + 2| ¬X1∩X2∩X3 | + | X1
∩¬X2∩¬X3 | +| ¬X1∩X2∩¬X3 | + | ¬X1∩¬X2∩X3 | で計算
される。 
 
シーケンス構造派生検索モデル 
ベクトル空間モデルおよび Sorensen-Dice 係数は、集合
の類似度の指標であり、要素が出現する順番を反映してい
ない。一方、ソースコードは本質的に一連の文字の列（シ
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ーケンス）であり、文、ブロック、メソッド、クラスとい
った上位の概念で構造化される。このことを考慮すると、
ソースコードを効率的に検索するためには、文、ブロック
といった概念の列の概念を反映した類似度を使うことが
必要である。 
まず、シーケンスの概念の表記法を定義する。S1 と S2 
を構造抽出ツールで抽出された文とする。[S1→S2] で、S1
に続いて S2 が出現するシーケンスを表すものとする。一
般に、任意の正数 n に対し、[S1→S2 →…→Sn] で長さ n 
の文のシーケンスを表す。シーケンス構造派生検索モデル
（以降、DSRM と略記する）の類似度は、形式的には、拡
張 Sorensen-Dice 係数の ∩ 記号を→ 記号で置き換えるこ
とで定義される。 
すなわち、任意の正数 m、n に対し、2 つの文のシーケ
ンス [S1→S2 →…→Sm] と [T1→T2→…→Tn] の類似度を、
下記の式で定義する。 
 
ここで、一般性を失うことなく m≧n とすることができ
る。m＜n の場合は、[S1→S2 →...→Sm] と [T1→T2→…→Tn] 
の位置を入れ替えるものとする。DSRM 類似度の分子、す
なわち、| [S1→S2 →...→Sm], [T1→T2→…→Tn] | は、j (0≦ j 
≦m−n) に対し、Sj+1 = T1, Sj+2 = T2, ... , Sj+n = Tn  を満たす要
素の数を示す。拡張 Sorensen-Dice係数と同様に、長さ n の
シーケンスに対し重み n を付けている。 
DSRM 類似度の分母は、r = 0 から r = n−1 までのシーケ
ンスの一致処理の繰り返しを示す。分母の "||" 記号は、シ
ーケンスが一致する度に、[S1→S2 →…→Sm] の一致した要
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r) 関数は、シーケンス [T1→T2→…→Tn] から、r 個の要
素に "¬" を付いたシーケンスの組合せを生成する。従っ
て、重み n − r は、[T1→T2→…→Tn] で否定記号が付いて
いない要素の数を示す。 
例えば、m = 5、n = 2 の場合、シーケンス [A1→A1→A2
→A3→A2] と [A1→A2] の DSRM 類似度は 0.5 になる。こ
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換わる。ここで、検索条件に含まれない A3は、DSRM 類
似度に影響しない。 
図 4 は、DSRM 類似度を計算するアルゴリズムの概略を
示している。このアルゴリズムの先頭の関数 SimDSRM 
は、構造抽出ツールで取得したメソッド構造の集合 M と
検索条件としてのシーケンス [T1→T2→…→Tn] を入力と
し、メソッド構造の集合に対する類似度の集合を戻り値と
して返す。図 4 の getMethodStructure(j) 関数は、j 番目（ｊ
は任意の正数）のメソッド構造をシーケンスとして返す関
数であり、メソッド構造の実装方式を抽象化している。 
Count 関数は、DSRM 類似度の分子と分母を計算するた
めのシーケンスの一致数を計算するものである。Count 関
数の引数は、メソッド構造 MS、検索条件としてのシーケ
ンス TN、それに、否定記号で置き換えるシーケンスの要
素数 R である。Count 関数の戻り値は、TN から R 個の要
素を否定記号付に置き換えたシーケンスと一致するMS内
の要素の数である。 
 
 
図 4  DSRM 類似度を計算するアルゴリズムの概略 
 
Count 関数の中で呼び出されている関数 SqcComb(TN、 
 
R) は、DSRM 類似度の定義中の SqcComb 関数と同じ機能
を提供するもので、検索条件であるシーケンス TN を構成
する要素の内の R 個の要素を否定記号で置き換えたシー
ケンスの集合を返す関数である。 
関数 SimDSRM は、メソッド構造の集合 M の各要素に
対し、通常、0 以上 1 以下の値を返す。関数 SimDSRM が
1 になるのは、メソッド構造が検索条件としてのシーケン
ス [T1→T2→…→Tn] だ け を 含 み 、 シ ー ケ ン ス
[T1→T2→…→Tn] の部分シーケンスを含まない場合であ
る。関数 SimDSRM が 0 になるのは、メソッド構造が検
索条件としてのシーケンス[T1→T2→…→Tn] を含まない
場合である。なお、図 4 に示したアルゴリズムでは、DSRM
類似度の分母が 0 になる場合、戻り値 −1 を返す。 
 
検索実験と評価 
実験方法 
Struts 2 を対象とした類似ソースコードの検索評価実験
を行った。この実験は、(1)ソースコードに含まれる構造の
探査、(2)探査された構造に関するソースコードの類似検索
の順に実施した。類似検索は、ベクトル空間モデル、拡張
Sorensen-Dice 係数およびシーケンス構造派生検索モデル
（DSRM）を用いて類似度の評価を行った。 
 
構造の探査 
ソースコードの類似検索を行う前に、対象とするソース
コードに含まれる制御文とメソッド名の構造を探査する
必要がある。本実験の目的から、先頭が特定の制御文であ
る構造を探査することとした。この探査処理は、下記の式
で表現でき、シーケンスに基づいた検索機能を流用するこ
とで実現できる。 
 
ここで MS は、Struts 2 を構成する 2,667 個のメソッドに
対し、構造抽出ツールで抽出した制御文とメソッド名の構
造の集合を示す。探査処理の結果、2,793 個のシーケンス
が検出された。表 1 は、検出個数で上位 45 個のシーケン
スを示しており、この 45 個のシーケンスに対してソース
コードの類似検索を実施した。 
 
ベクトル空間モデルによる検索結果 
構造抽出ツールで抽出した制御文とメソッド名をベク
トルの要素に割り付けることにより、メソッドをベクトル
として表現することができる。例えば、図 2 に示した 
AbstractDirective クラスの putProperty() メソッドは、(1, 1, 
1, 1, 2, 1, 1) というベクトルで表現される。ここで、ベク
トルの第 1 要素を if 文、 第 2 要素を else 文、 第 3 要素
を node.value、第 4 要素を Stirng.indexOF、第 5 要素を 
String.substring などに対応させるものとする。このように
して、Struts 2.3.1.1 Core のソースコードは、1,420×2,667 の
2 次元行列として表現される。 
 
表 1 検出数で上位 45 個のシーケンス 
 
String.substring メソッドは、特定の文字列をチェックし
た後に処理されることがあり、if 文の直後に比較的多く発
生する。従って、ベクトル空間モデルによる検索実験では、
if 文と String.substring メソッドが同数含まれることが妥当
な検索条件である。if 文と String.substring メソッドが各 1
個含まれることを条件として検索した結果 387 個のメソ
ッドが検索された。 
表 2 は、ベクトル空間モデルの類似度の上位 29 個と 3
種類の検索モデルの類似度を示している。表 2 で、ベクト
ル空間モデルの類似度が最小なのは、9 行目の 0.190 であ
り、このメソッドは、他の 2 種類の検索モデルの類似度が 
0.0 以上である（境界メソッド）。表 2 は、ベクトル空間
モデルの類似度が境界メソッドの類似度（0.190）以上で
シーケンスの構造派生機能を有する検索モデルのソースコード検索への応用
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素の数を示す。拡張 Sorensen-Dice係数と同様に、長さ n の
シーケンスに対し重み n を付けている。 
DSRM 類似度の分母は、r = 0 から r = n−1 までのシーケ
ンスの一致処理の繰り返しを示す。分母の "||" 記号は、シ
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ベクトル空間モデルによる検索結果 
構造抽出ツールで抽出した制御文とメソッド名をベク
トルの要素に割り付けることにより、メソッドをベクトル
として表現することができる。例えば、図 2 に示した 
AbstractDirective クラスの putProperty() メソッドは、(1, 1, 
1, 1, 2, 1, 1) というベクトルで表現される。ここで、ベク
トルの第 1 要素を if 文、 第 2 要素を else 文、 第 3 要素
を node.value、第 4 要素を Stirng.indexOF、第 5 要素を 
String.substring などに対応させるものとする。このように
して、Struts 2.3.1.1 Core のソースコードは、1,420×2,667 の
2 次元行列として表現される。 
 
表 1 検出数で上位 45 個のシーケンス 
 
String.substring メソッドは、特定の文字列をチェックし
た後に処理されることがあり、if 文の直後に比較的多く発
生する。従って、ベクトル空間モデルによる検索実験では、
if 文と String.substring メソッドが同数含まれることが妥当
な検索条件である。if 文と String.substring メソッドが各 1
個含まれることを条件として検索した結果 387 個のメソ
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表 2 は、ベクトル空間モデルの類似度の上位 29 個と 3
種類の検索モデルの類似度を示している。表 2 で、ベクト
ル空間モデルの類似度が最小なのは、9 行目の 0.190 であ
り、このメソッドは、他の 2 種類の検索モデルの類似度が 
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モデルの類似度が境界メソッドの類似度（0.190）以上で
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あるメソッドから構成されている。表 2 に示した 29 個の
メソッドには、if 文に続いて String.substring メソッドが呼
び出されていないものが含まれており、これらのメソッド
は、表 2 の No 欄に網掛けを付けて表記している。 
図 5 は、表 2 の No.12 に示した ResourceUtil クラスの
getResourceBase() メソッドのソースコードである。このメ
ソッドは、1 個の if 文と 1 個の String.substring メソッドを
含んでおり、ベクトル空間モデルの類似度は 0.662 と、
他のメソッドよりも類似度が高い。また、Sorensen-Dice
係数も 1.0 である。しかし、このメソッドは、if 文に続い
て String.substring メソッドを呼び出していないので、シー
ケンス構造派生検索モデルの類似度は 0 である。文のシ
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高い絞込率を達成しているように見えるが、これは、No.4
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ドを評価の対象としたために発生した事象である。 
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ことから、一般の文書を対象としたベクトル空間モデルを
はじめとする検索手法では検索精度が低いという問題点
があった。本文では、ソースコードを構成する文のシーケ
ンスに基づいたシーケンス構造派生検索モデル（DSRM）
を提案し、Struts 2 Core を対象とした検索実験によって効
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果を検証した。理論的には、DSRM による検索結果は、拡
張 Sorensen-Dice 係数による検索結果の部分集合となる。
また、拡張 Sorensen-Dice 係数の検索結果は、ベクトル空
間モデルの検索結果の部分集合となる。Struts 2 Core を対
象とした検索実験によって、特殊な事例を除けば、DSRM
類似度が他の 2 つの検索手法よりも高い絞込率を達成し
ていることが確認できた。 
今後は、メソッドの継承やオーバーローディングなどオ
ブジェクト指向の機能を加味した検索機能の開発、開発環
境と連動したユーザインターフェースの開発、さらに多く
のオープンソースコードを使った実験を行い、実用性を検
証する予定である。 
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An educational program of teaching mathematics with computer music tasks 
 
Itaru Kaneko* 
 
Abstract:  This paper reports on an experimental program for high school students that is aimed at encouraging 
them to use mathematics by offering the experience of synthesizing mathematically generated music signals using high 
school math. The program consists of two parts, the lecture and workshop, runs for a total of six hours. The first part 
explains the basic ideas of making simple tones and sounds using mathematical functions and expressions to construct 
simple tone scales, rhythm, and harmony. The second part is a workshop. Students may freely create their own music, 
using the technique they learn in the lecture or any other equations they write on their own. We taught the course more 
than eight times and observed strong interest among the high school participants. In addition, we are providing a publicly 
accessible website that shows the complete lecture program and collections of works created by the high school students. 
 
 
INTRODUCTION 
Mathematics education is important in all modern civilizations. In Japan, high school students make reasonably high 
achievements in this subject. However, some aspects of mathematics education need further improvement. Overall, Japanese 
students performed well according to a 2006 study conducted by the Programme for International Student Assessment 
(PISA)[1]. 
However, according to the same report, Japanese high school students are less self-confident using of mathematics in their 
future careers. This is not because they do not understand the importance of mathematics. Indeed, the students are strongly 
motivated to study mathematics, and there is a high demand in Japanese industry to hire students with good mathematical 
skills.  
One mission of the Dept. of Applied Computer Science of the Faculty of Engineering, Tokyo Polytechnic University is to 
provide excellent education for students seeking to enter the Japanese computer industry. Mathematics is one of the important 
skill for software engineers working in computer industry. With this reason,  the department also encourages high school 
students to study mathematics.  
The department has proactively used information systems for education since its inception[2] . In addition, the author 
performs research aimed at achieving an effective approach to education using information technology in various 
ways[3][4][5].  
High school students may lack a clear understanding of when and why their knowledge will be valuable and necessary. At 
this stage of education, their learning experiences are not driven by strong passions. 
To encourage high school students to develop a passion for studying mathematics, we held an experimental workshop in 
2008. The workshop promoted the study of mathematics through music synthesis. The author participated in the 
standardization of MPEG-4 Structured audio[6], which is based on Csound[8]. Both of those are software standard to develop 
a computer music and author intensively worked for computer music technology at that time. Those experiences in that 
standardization project also helped this development. 
The workshop courses were offered eight times. The participants included both high school and university students. Most 
of them showed a strong interest and increased passion for mathematics following participation in the workshop. We believe 
that the workshop had a notable effect on their motivation to learn about mathematics and computers. 
BASIC CONCEPT 
To select the tool used in the workshop, we considered the following three criteria.  
(1) Students can create music and enjoy the workshop. 
(2) By participating in the workshop, students can learn how mathematical computations are used. 
(3) Students learn how computers synthesize music. 
Table 1 shows the possible tool choices. Among the various tools that synthesize music are DTM software, Common Lisp 
Music[7], and Csound[8]. However, we rejected these possibilities because, even though each one is able to synthesize music, 
