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1. INTRODUCTION 
We wish to report on a problem that was motivated by some recent work 
of Hale and Vegas [5, 61 on bifurcations in a reaction-diffusion equation 
under perturbation of domain. Hale and Vegas, in discussing various aspects 
of this problem, presented some evidence, but no proof, that secondary bifur- 
cation occurs. We consider a related problem obtained by adding a term to 
the differential operator. For this related problem, we are able to prove that 
secondary bifurcation occurs, using the theory of imperfect bifurcation in the 
presence of symmetry developed by Golubitsky and Schaeffer via singularity 
theory [4]. Specifically, we find the same Z, @ Z, symmetry analysed in 
[9]. Although our analysis is, by the nature of the theory, local, and hence 
does not include the original equation studied by Hale and Vegas, it does 
provide evidence for the result in their case, and suggests that it might be 
found by a continuation approach. 
Since the singularity theory necessary for the analysis of this problem is 
completely worked out in [4] and [9], the main effort in this paper involves 
the Liapunov-Schmidt reduction to a finite-dimensional problem and the 
calculation of the coefficients in the normal form of the bifurcation problem. 
The main result, Theorem 3.1, is stated in Section 3. The function space and 
Liapunov-Schmidt arguments are discussed in Section 3; the calculations in 
Section 4. We summarize the singularity theory results we will need in 
Section 2. The remainder of this section is devoted to some background and 
an exact statement of the problem we will consider. 
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The basic problem concerns steady states of the Neumann problem for a 
two-dimensional reaction-diffusion equation in a domain Q : 




0 on 30. 
In the work we shall discuss, f is typically a cubic with three real 
roots : the prototype is f(u) = VU - u3, and v is small. Our results will apply 
to an odd function with two small nonzero roots andf(u) -+ -co as u -+ +co. 
For such a function, the constants 0, f fi are solutions to (1. l), and 
u = kfi are stable in the sense that solutions to (1.1) with nearby initial 
conditions remain close to them; u E 0 is always unstable in this sense. In 
[2], Casten and Holland showed that if L’ is convex, then any nonconstant 
equilibrium solution is unstable. A complementary result of Matano [8] 
exhibits a class of domains in which stable nonconstant equilibria exist. 
The work of Hale [5], and Hale and Vegas [6] concerns the bifurcation of 
these nonconstant solutions from constants as the domain a is perturbed. 
Specifically, let 1 be the bifurcation parameter, and let Q1 vary smoothly as 
J. goes from 0 to 1 from a circle to a pair of disjoint regions. We shall 
assume that the boundary of Q, is given by 
r = v/,l(O (1.2) 
where ~~(0) = ~~(-0) = ~~(0 + 7c). That is, we shall assume throughout that 
fl,1 is symmetric under reflection in the x-axis and in the y-axis. We shall 
also assume that v,(O) = 1, and yl,(~/2) = 0, so that the disk is pinched 
vertically. 
Clearly, there are three constant solutions at ,4 = 0 and nine piecewise- 
constant solutions at II = 1. The conjectured bifurcation mechanism, with 
stability assignments, is shown in Fig. 1. The first bifurcation, from the zero 
solution, can be shown to occur by classical arguments. In fact, if p,(1) 
stands for the first non-zero eigenvalue of the linear Neumann problem 
du+,uuu=o on Q,i, 
au/an=0 on aa,, (1.3) 
then A,, is the value at which p,(&,) = v. If we assume that Q, is such that 
p,(L) decreases monotonically to zero as L --t 1, then there is a unique & for 
any sufficiently small v. The appropriate conditions on Q, are discussed in a 
later section. It can also be shown that there is no bifurcation from the stable 
constant branches. Finally, the recent work of Hale and Vegas [6] shows 
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FIGURE 1 
that for a class of perturbed domains R, near 2 = 1, there are nine branches 
for some range A, < I < 1, and they tend, as A+ 1, to the nine piecewise- 
constant solutions at A = 1. The two nonconstant stable solutions tend to 
*-\/; and T fi on the two connected components of Q,, as shown by 
Matano’s construction [8]. Note that Fig. 1 is schematic, with the vertical 
axis representing some measure of the solution, and that all solutions except 
those on the three horizontal lines are nonconstant. 
The outstanding open problem here is to exhibit the secondary bifurcation 
(under the assumption of symmetry in R, and f, the lower branch is just a 
reflection of the upper one). Our approach is as follows: it is known (Bauer- 
Keller-Reiss [ 11, Golubitsky-Schaeffer [4]) that secondary bifurcation may 
occur when a problem with a multiple eigenvalue is subjected to a symmetry- 
preserving perturbation. The difficulty here is that ,uO = 0 is never a double 
eigenvalue for (1.3) for 1 < 1, so the theory of imperfect bifurcation cannot 
give any direct information about (1.1). We consider instead a related 
problem 




0 on 30,) 
where YA is a compact linear operator. We choose TA depending on a 
parameter a = a(A) so that at a = a,, the linearized problem for (1.4) has a 
double eigenvalue corresponding to ,~r(&). Then we verify that a is an 
unfolding parameter for the singularity and hence establish that Fig. 1 is the 
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local bifurcation diagram for (1.4) when a is close to aO. This last 
conclusion depends on a rather delicate estimate involving the eigenfunction 
u1 of (1.3) on aA corresponding to p,. If we allow 9’ to depend on two 
parameters, we can make the double eigenvalue occur at A = 0, and the 
calculations are much easier. However, the relation to the original problem 
(1.1) is not as close. We present he calculations for both cases in Section 4. 
The choices for 9 in the two cases turn out to be approximately 
9,~ = aP, 24 + PP, u, (ISa) 
or 
YJu =aP,u (1Sb) 
where P,u = ui lJn, u uidxdy= (u, ui) ui, i= 0, 1, and ui is the eigen- 
function of (1.3) corresponding to pi, normalized so that 
Note that u0 is the constant l/l Q, ) “*, where 1 .R, 1 stands for the area of .R, . 
To define U, uniquely in the case that p, is a multiple eigenvalue, we require 
u1 to be odd in x and even in y. This is consistent with perturbations of the 
type of Eq. (1.2), in which the two components of R, are reflections of each 
other in the y-axis. We will prove in section 3 that there is always an eigen- 
function with this property. 
Noting that P, u = 0 for any constant solution u, we see that the constant 
solutions of (1.4) satisfy 
u3 - u(a(1) + v) = 0. (l-6) 
Thus, for any given V, if we choose a@) so that a’@) > 0 and a(&) = -v, we 
have a supercritical bifurcation of constant solutions at A = A,. The 
linearized problem at this value of 1 is 
O=Au+9u+vu in Q, 
au/an = 0 on an, 
(1.7) 
Au+vu-vP,u+j3P,u=O, (1.8) 
where p = 0 if .9 is as in equation (1.5b). In any case, u,, is an eigenfunction 
of this problem, and so is u, if 
-p1 +v+p=o. (1.9) 
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Thus, in the one-parameter case, (lSb), we obtain a double eigenvalue at 
lb = A,, the value defined by pi = v, and in the two-parameter case, 
(lSa), we can force the double eigenvalue to occur at any value of Lb by 
choosing 
W,) =rll1(kJ - “* (1.10) 
In this case we will simplify the problem by taking 1, = 0. The next step in 
the analysis of this problem involves a projection of (1.4) on the kernel and 
cokernel of the linearized operator (1.7) at &-the Liapunov-Schmidt 
reduction. Since the operators in (1.4) are defined on different domains for 
different values of A, this cannot be done without a preliminary resealing of 
the variables so that all equations are posed on a common domain, fi,th. 
After this, the projection is relatively straightforward, and is discussed in 
Section 3. 
The result of the Liapunov-Schmidt reduction is that, near A,, we can 
write a solution of (1.4) as 
where w is an implicitly determined function, and <, [ and w also depend on 
1. Let r = A - 1, ; then (1.4) reduces, again by Liapunov-Schmidt, to 
where G = (g, , g2) is the pair of equations determined by taking the inner 
product of (1.4) with U, and U, , respectively. 
In order to understand what we are trying to find, and to see how many 
terms we will need to calculate, we first pose this problem in a singularity 
theory setting. 
Before we proceed it should be pointed out that Vegas [ 101 recently 
obtained a two parameter bifurcation result for (v, A) near (0, 1). In addition, 
he has considered the effect of adding a term of the form QU* tof(u). 
2. SUMMARY OF RESULTS ON IMPERFECT BIFURCATION 
IN THE PRESENCE OF SYMMETRY 
The symmetries we have assumed on the original problem are that, 
because f is odd, to every solution u of (1.4) corresponds a second solution, 
--u; also, if U(X, y) is a solution, then so are u(-x,~), u(x, -y), and 
u(-x, -y), because of the symmetry of Q, for all A. 
The action u + -u induces an action on the reduced problem given by 
(% Ul> + (-%I, -u,), while x -+ -x induces the action (z+,, ui) + (u,,, -ui); 
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y + --y leaves the eigenfunctions invariant. Hence, there is a 2, 0 Z, group 
action on G of Eq. (1.12) such that 
GM<, 0,~) = yW, C, 5) P-1) 
for any y E Z, @ Z,. Here the first Z, factor corresponds, as above, to 
({, [) + (-<, -[) and the second to (<, [) + (c, -[). Thus, the matrices 
(-i -y) and (A -y) generate Z, @ Z,. Hence, g, must be odd in r and even 
in [, while g, is even in r and odd in 4’. Furthermore, the fact that t = 0 is a 
double eigenvalue means that 
G = (at3 + bEZ -p&, c?C + dC3 - q@) + .-a , (2.2) 
where the dots represent higher-order terms. Now the first contribution of 
singularity theory is as follows. Under a non-degeneracy condition which 
involves only the coefficients a, b, c, d,p and q, the qualitative nature of the 
bifurcation diagrams of (1.12) (and hence of (1.4)) near r = 0 depends only 
on the lowest-order terms displayed in (2.2). In fact, there are only two 
parameters, functions of a,..., q, that are invariants of the qualitative type of 
the bifurcation problem, and, under a coarser definition of qualitative 
equivalence, only seven possible diagrams. Finally, a,..., q can be calculated 
very simply from the Liapunov-Schmidt procedure, and are the only coef- 
ficients that need to be calculated (in particular, it will appear that these 
coefficients do not require a knowledge of the function w that arises in 
(1.11)). 
The appropriate notion of qualitative equivalence is Z, @ Z,--contact 
equivalence. This is defined and discussed in detail in [4] and [9]. Two 
problems G and H, are equivalent if one can be transformed to the other by 
a C” change of coordinates that preserves the bifurcation parameter and the 
symmetry group; that is: 
G(x, A> = T(x, J-1 H(X(x, A), ‘4 (L)), 
where &t/an(O) > 0, det d,X(O) > 0, T is an invertible 2 X 2 matrix, and 
X(yx, A> = yX(x, A), Tb, A) = yT(x, A) Y-‘. 
Define x = bq/(dp), u = cp/(uq). The bifurcation problem (2.2) is called 
non-degenerate (see Definition 6.6 of [9]) if x # 1, u # 1, and xo = bc/ud # 1. 
Proposition 6.7 of [9] states : if G is a non-degenerate bifurcation problem of 
the form (2.2), then G is Z, @Z, - equivalent to 
H = (t3 + xK’ - st, o<*C + t3 - d). (2.3) 
(Note: we are reducing the complexity of the problem somewhat by 
considering only the case a > 0, d > 0, which is what occurs in the present 
application.) The parameters x and (T cannot be scaled from the problem by 
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FIGURE 2 
any Z, GJ Z,-contact equivalence, and are called modal parameters; however, 
it is proved in [4] that two problems with different values of x and u can be 
mapped one to the other by a Co contact equivalence preserving the 
symmetry provided only that the (x, u) pairs lie in the same open region of 
the Xu-plane determined by the non-degeneracy condition. Thus there are 
seven qualitatively different ypes of diagrams when the notion of topological 
equivalence is understood. See Fig. 2. 
The second important contribution of singularity concerns the effect of 
small perturbations. Recall that the equation we have just analysed, (1.12), is 
obtained from (1.4) by fixing a(&) and &,I,) to obtain a double eigenvalue 
at I,. The unfolding theorem of singularity theory implies that all small 
perturbations of (1.4) for 9 close to this special choice can be obtained by 
adding one new parameter. We quote Theorem 6.8 of [9]. 
THEOREM. Let F({, 4, r) be a bifurcation problem with symmetry group 
Z, 0 Z, which is a small perturbation of (2.3) with modal parameters x0, ao. 
Then F is Z, 0 Z, equivalent to 
w, c, 2; &) = K3 + XK’ - % d’C + c3 - (f + &) C), 
where 01, u, E) is near ko, uo, 0). 
(2.4) 
All possible nondegenerate cases are described in [4] and [9]. We note 
that if &, a) is in region 1, that is x > 1, u > 1, and if E < 0, the perturbed 
bifurcation diagram (Fig. 7a of [9]) is given in Fig. 3, where secondary bifur- 
cation occurs off the higher mode (corresponding to nonconstant solutions). 
Note that one of the stability assignments in Fig. 7 of [9] is incorrect. A 
method for determining the stability assignments i  given in [3]. 
We see that Fig. 3 is the same as Fig. 1, except for the fact that the term 
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FIGURE 3 
YA of (1.4) has caused the three constant branches to meet in Fig. 3. Hence, 
if we can verify that x > 1, u > 1, and E < 0 for some choice of 9, in (1.4), 
then we will have reached our goal of showing that the perturbed problem 
has the desired bifurcation diagram. 
The seven parameters a, b, c, d,p, q and E can be found from the 
Liapunov-Schmidt reduction, which we now proceed to describe. 
3. THE LIAPUNOV-SCHMIDT REDUCTION 
The aim of this section is to give a description of the solutions to 
L,u = -Au - vu - YA”nu = -u3 zig(u) on Q, (3.1) 
in the neighborhood of the value &, at which the linearized problem has a 
double eigenvalue. (The two cases of interest to us correspond to Ab = 0, and 
Ab =A,,, and are defined by the choices (1.5a) and (1.5b) respectively for 
9*.) If we let r = A- A,,, then the Liapunov-Schmidt procedure gives an 
implicit parameterization of the solution by r near r = 0. To get a well- 
defined problem we must first reduce all the problems (3.1), (3.2) to a 
common domain. 
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Our first task is to state sufficient conditions on 0, that ,~r(n) -t 0 as 
A-+ 1, in order to verify the existence of ,YA in case (ISb). The example 
constructed in [6] is more restrictive than necessary for our purposes. 
Define the boundary of fi, by 
r = w.l(a 0<0<2n, (3.3) 
where ~~(0) depends smoothly on 0 and A and 
(i) w,(O) = 1, w’(O) = 1, ~~(0) > 0, if A < 1. (3.4) 
(4 vn(@) = wA(-@ = ~~(0 + ~1. 
(iii) (a/&I) VA(e) < 0 (i.e., a,,, c .R, ifs > 0). 
(iv) ~~(0) = 0 if 8, < 8 < rc - B0 (i.e. each half of Q, has a vertex at 
the origin with an interior angle less than rc). 
Let 0: and QL, denote the right and left halves, respectively, of Q,. Let U: 
be a normalized eigenfunction of 1.3 which is negative on 0: and positive on 
J2R, (i.e., having its only nodal curve along x = 0). We will denote the 
corresponding eigenvalue by p,(A). The next lemma shows that, for A. 
sufficiently large, 0 and ,~r(3L) are the two smallest eigenvalues, and each 
corresponds to a one-dimensional eigenspace. 
LEMMA 3.1. (i) lim, T r p,(A) =O. 
(ii) There exist constants 0 < I< 1 and c > 0 such that whenever 
1 > 1 and $A) < c, $2) an eigenvalue of 1.3, then either @) = 0 or $1) = 
,a,@), a simple eigenvalue. 
(iii) As A T 1 the net u: (restricted to l2,) tends to IL?,/ ~ I’* sgn x in 
the H’(fin,) norm. 
Proof: (i) Let ,@A) be the smallest positive eigenvalue for the problem 
-Au =/IV in@, 
v=o onrl, 
where Zj = ~X2j: n { (x,y)]x = 0). Since ,@) is also an eigenvalue of (1.3) we 
have ,ul(d) <p(l). Using the variational characterization of p(d) we show it 
tends to zero as A increases to 1. The curve ri can be described by 
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where y,(x) < mx, m = tan 8,. By the monotone convergence theorem 
iii j;‘(x)dx= m 
I 
for any r > 0. Hence we can find a function t(A) such that lim,,, r(n) = 0 
and lim,,, Z(A) = cc, where 





Clearly, D(A) tends to IQ; 1 as 2 increases to 1, so it remains to show N(k) 
simultaneously tends to zero. But since 
jjaR 1 v$, I2 d = 21(A) - 2 j=(*’ !““‘I’ 7; “(x) dy dx = 21(L) - ‘, 
* 0 0 
we see that this indeed occurs. 
Suppose that (ii) were false. Then there would exist a sequence {Ai} and 
corresponding eigenvalues {,2(A,)}, and normalized eigenfunctions ( ci} such 
that Ai T 1, ,L(&) 10, and 
Since 
388 KEYFITZ AND KUIPER 
there must be a subsequence, again denoted by {zZi), such that the restrictions 
to 0, converge strongly in L,(Q,) and weakly in H’(Q,) to a function ri. 
Since 
it must be true that ii is constant on each of 0; and Qf. Moreover, since 
and 
we must have zi= f (flrI-“* sgnx. 
Hence. 
This means U:U 0 in W’*‘(R,), and by Sobolev’s embedding theorem 
@*(J-2,) = ~‘ww)~ u:i + 0 in L*(0) and consequently u:i + 0 in L’(fl,i>, 
contradicting the normalization. Now (iii) follows from the proof of (ii). All 
we need to show is that any sequence {~ti} with Li T 1 has a subsequence 
converging to u = I RI I- “* sgn x in H’(R,). But clearly we can, as was done 
above for the uII)s, do exactly that (the fact that the gradients Vu:’ actually 
converge in L2(J2,) follows from V(+ u) = VU:‘-+ 0 in L2(Qnl)). I 
Thus, if (3.4) holds we know there is a value II, at which ,~r(hJ = r, 
provided v < ,U r (0). 
We now describe the mapping of (3.1), (3.2) to a common domain 
D = Q,, whose boundary is r = vn,(0). First, 0, is mapped to D by 
or (3.5) 
r = @(rl) PT e= V, where @ = ‘VJWn,. 
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A straightforward calculation, given in the Appendix, shows that, with 
#A = (@‘/@I = (vJt/v”J - M&/n,)9 
and, with Ok = wi/vn, B, is replaced by 
Hence, (3.1), (3.2) is equivalent to the family of equations 
Lu = @*mw on D, 
B,u=o on aD, 
where fiA is defined by (3.7) and 




2’ being the result of applying the change of variable (3.5) to 9*. For 
convenience, we now specify L?~ to have a relatively simple L-dependence, 
and define Ta to be the result of inverting the transformation (3.5). That is, 
we define 9, by equations (1.5a) and (1.5b) on the fixed domain D, so that 
u,and u1 are the eigenfunctions of 
-Au =,uiu on D, (3.11) 
(3.12) 
corresponding to ,LL,, = 0 and ,u,(&), respectively, normalized so that 11 uil12 = 
(ui, ui) = ,f, of dA = 1. Then we define 
PiU = (u, UJ ui, i= 1,2, 
and we will consider the two cases 
YA u = a(l) P,u + p(n) P, u, 
2+4=a(?qP,u. 
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THEOREM 3.1. Let R, be a parameterized family of domains in R 2 whose 
boundaries satisfy (3.4). Let YA be a family of integral operators defined on 
Q, by Y1u(r, 0) = -Y?Au@, II), where PA is given by (1.5a) or (1.5b) and the 
change of coordinates by (3.5). Consider the steadystate solutions of 




on aa, ) 
where f(u) = vu - u3. Then, for any sufficiently small v, it is possible to 
choose fl, and TA so that, in the neighborhood of some point A,, the bifur- 
cation diagram for the steady states is given by Fig. 3. 
This theorem will be proved in two stages. The reduction to a finite- 
dimensional problem via the Liapunov-Schmidt procedure follows 
immediately; the construction of Q, and YA is described in section 4. 
In speaking of solutions of (3.8~(3.9), where L, is now defined by (3.10) 
(3.6) and (3.14a) or (3.14b), we still have the difficulty that boundary 
conditions, and hence the function space setting, involve A. This problem 
disappears when we go to the weak or variational formulation and replace 
the boundary integrals by integrals over D, using (3.9). Specifically, we 
claim 
LEMMA 3.2. For any v E H’(D) and any u E C2(D) n C’(B) satisfying 
(3.9) we have 
- 4 (upv, + u,v,) - @; (vuv + v~~u) 1 p dp dq. (3.16) 
Prooj The last two terms on the right-hand side correspond to the last 
two terms of (3.10), and we wish to verify that the first three correspond to 
--Q2(Au) as expressed in (3.6). This is a straightforward calculation using 
Green’s Theorem in the pq-plane, J‘J^, div F dp dy = jaD F . n ds, where 
and n = l/(~NL -v,Q on the non-trivial part of the boundary. 
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Hence, 
-p(l + 4:) u,, - 
= (-@*du, v) + Boundary contribution. 
Applying (3.9) to the integrand of the boundary term and noting, that p = V,Q, 
on BD, one replaces the quantity in brackets by 
This proves the lemma. u 
We note that if u is a solution of (3.1) (3.2) or, equivalently, to (3.8) 
(3.9), then 
TA(U, v) E F&4, v) - N,l(U, v) = 0 (3.17) 
for all v E H’(D), where N,(u, v) = jjD Q2(r/) g(u) up dp dy = (Q2g, v). Since 
the map v + T,(u, v) is a bounded linear map on H’(D), we see that T, 
defines a map 
cF-- :H’(D) + H’(D)*, (3.18) 
where * denotes the dual space; furthermore, 
dR,(O) = &, 
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where $A : H’(D)+ H’(D)* is the map defined as in (3.18) for the linear 
part of T,, linearized about the trivial solution u = 0. It is convenient to 
write FA (and hence gA) as the sum of FAT,b and a part dependent on 
5 = 1 - lb, i.e., 
Since dA, = 0 and Qlb E 1, we note that 









p dp dy + O(r), 




If we now choose a(A) and either /3(A) or A,, depending on whether we are 
using (3.14a) or (3.14b), so that 
a&) + v = 0, PW -P,&J + v = 03 (3.22) 
then we note the important properties of &: 
LEMMA 3.3. Ker g0 = span{u,, u,}, 
Range g0 = (Ker go)’ = {x E H’(D)* 1(x, u,) = (x, u,) = 0}, 
provided v is suflciently small. 




for u E K = span(u,, ui}. Hence, 
f&ii, v) = ,!l v(-hi - ,u, P, ui) p dp dq = 0 for i=O, 1, 
D 
BIFURCATION IN REACTION-DIFFUSION 393 
while if u = k + w, where w E K’, then 
Qu, u) = ii’ [ 1 VW I2 - VW’] p dp dy > 0. 
fl 
To prove the second part, note that H’(D) is a Hilbert space with inner 
product [u, u] = sl, (uv + Vu . VU) p dp dv, and hence, by the Riesz 
representation theorem there is an isomorphism J: H’(D)* -+ H’(D) such 
that 
(u, u> = p, 01, 
where (,) is the H’(D)* - H’(D) duality, so that 
(Kl u, u) = Tn(u, u). 
Now JgO : H’(D) + H’(D) is bounded and self-adjoint, since 
[J&d, II] = (&u, ?I) = (u, Q) = [u,Jg)u]. 
Since Ker J$‘, = K, and since 0 and ,u,@,) are simple eigenvalues and 
isolated points of the spectrum, we have Range JgO = K’, and 
g0 : K’+ J-‘K* is an isomorphism. 1 
The setting for the Liapunov-Schmidt reduction is now complete. We 
reduce to a two-dimensional problem as follows. 
Let u = <u,-, + [ui + w be a solution of &?A~ = 0 near the solution u = 0 to 
g&u = 0. Here w E K,L. Let E be the projection operator from H’(D)* + K’, 
and let W: K’-+K’ be the mapping W(w)=E 0 f5-A(&, + [u, + w). At 
c=[=O,l=&, W(w)=O, and 
dW= d&(O) = g- 
is an isomorphism on K’. Hence by the Implicit Function Theorem, there is 
a mapping 
w(<,~,t):R2xR+K1 
such that W(w) = 0 for all (r, [, ) r near (O,O, 0). Hence u can be found by 
solving 
(I-E)o~u=O; 
since I-E is projection onto K, we see that the problem reduces to 
G(~,~,s)=OwhereG:lR2xIR-+IR2isdetinedby 
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Although w, which is only defined implicitly, appears to enter the calculation 
of g, and g,, in fact it does not, to lowest order, and so, by the argument of 
Section 2, it can be ignored in the calculation. In fact we have, of course, 
~(0, 0,O) = 0, and, by inspection of g*, ~(0, 0, t) = 0 and so w,(O, 0,O) = 0. 
Differentiating K-(&, + la, + ~(4, [, t)) = 0 at (0, 0,O) with respect to <, we 
find 
Lg,<u, + w,(O, 0,O)) = 0. 
Hence, w&O) E K n K’ = (0). Similarly, w,(O) = 0. It is possible also to 
show that w inherits the symmetries of U; in particular, it is clear that w has 
no quadratic terms in < and c, and hence begins with cubic terms in these 
variables. But now a term-by-term inspection of TA = To + tn?, -N, shows 
that w drops out of the calculation altogether if we are interested only in the 
terms that appear in (2.2). Thus, 
g,=T,(ru,+ru,,u,)+...= TT,(&, + b, 3 u,) + ~fi,(&, + iu, 9 uo> 
-N,@o + Cu,, uo> + ..a (3.25) 
=rn;i,(~u,+~u,,u,)-N,(~~,+~~,,~,)+~~~, 
where n?, is the displayed part of (3.21), the dots ... indicate terms that can 
be ignored, and N, = N1,. Similarly, 
g2=rn;jg(rug+ru,,ul)-No(ru,+ru,,u,)+.... (3.26) 
Furthermore a, b, c, d enter only in N,, while p and q are found from 4?,. 









From the linearity of do, 
P = -&(u, 3 &J, q=-@O(U,,Ul). (3.28) 
Noting that 4 = (d)‘, suppressing the subscripts Lb, and using (3.23) we 
obtain 
P= Ti 
u; a’(0) dA = a’(O), (3.29) 
D 
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Finally, we must verify that we obtain a universal unfolding of G when the 
conditions (3.22) leading to a double eigenvalue are changed slightly. We 
may let e be the unfolding parameter, defining it by 
e = a(&) + v, (3.3 1) 
and we may let 
in case (3.12b), k = 0 of course. As shown in [9], the perturbed problem, to 
lowest order, is 
G(t, 6 t, E) = (at” + b&t* + (1 -pr> t, ct*C + dC3 + (m - qr) Cl), 
where a,..., q are as before and 1= q,,(O, 0, 0, e), m = g,&O, 0, 0, e). That is, 
I= F,,(u,, uO) and m = fO(u,, u,). 
Noting that jj, 1 Vui]’ dA = pi js U’ dA, we have 
(- vu;-a(&)u,$dA=-e, 
m= !‘i iu,u:-vu:-P(~,)u:dA=-ke. D 
Then by Theorem 6.8 of [9], G is Z, @ Z,equivalent to (2.4) where the 
scalings show that 






Clearly E # 0 for almost all k, including k = 0, so we have a universal 
unfolding. 
4. THE REGIONS OF THE MODAL PARAMETERS 
This section includes the calculations which enable us to conclude that 
secondary bifurcation actually occurs in the perturbed problem (1.4). We 
consider first the case where YI is of the form (1.5a). 
PROPOSITION 4.1. Let C!?1 be of the form (3.14a), and let Lb = 0. Then the 
modal parameters x and u of equation (2.3) are such that ~a > 1, and 
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a’(O), p’(O) can be chosen so that x > 1, o > 1. Furthermore, the problem can 
be perturbed so that the unfolding parameter E of Eq. (2.4) is negative, (as 
required to get secondary bifurcation occuring of the correct branch). 
ProojI From the definitions of x and u preceding (2.3), we have 
bc 9cTs,GG4)* 
‘o=ad= (jj,u;dA)(jj,u’:dA)’ 
by (3.27). Here D is the unit disk, and 
UO=&=g 





where K is the first zero of J;, and w = l/115,@ -)[I = K/(J~(K)) dm. 
Hence, after a brief calculation, 
xu = 12 j’ pJ;(rcp) dp 
0 
(4.4) 
The actual value of this quotient is about 5; the following crude estimate 
suffices to show that ~a > 1 : simply observe that the concavity and 
monotonicity of J,(K~) on 0 < p < 1 imply 
Hence l: pJ: dp > J”: k2p3 dp = k*/4, while 
and so 
j1 pJ’: dp < f pk4 dp = k4/2, 
0 0 
From the definition of u, we have 
u=cE=3p_ 
aq 4' 
wherep and q are given by (3.29) and (3.30). In the expression for q, (3.27), 
note that, by (3.4) at A, = 0, F = wn(q), and if we write V/*(V) = 
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1 -Ay(q) + O(A*) at 1 =O, then @J = -y(q) and 6’ =-y’(v), where, by 
(3.4) (ii) and (iii), y(q) > 0 satisfies y(q) = y(q) = y(q + rc), and y’(v) = 
-y’(q) = y’(v + rr); note that y’(O) > 0 and it is reasonable to suppose 
y’(u) > 0 for 0 < v < 7r/2. 
Hence, noting that ,ui = K* in this problem, 





Y(rl)(COS a+ 1) drl * 
0 I 
Note that 
J y’(q) sin 2q dq = y(q) sin 2q1:” -J 2y(q) cos 2~ dq 
0 0 
I 
n/Z =--- 2 Y(V) cm h&Y 
0 
and so 
q = P'(O) - f!c 
ii 
*'* y(q) drj + $+ 
R 0 I 
='* y(q) cos 2ij drj . 
0 I 
If y is a monotone increasing function on [0,7r/2], then the first integral is 
positive, and the second negative; the sum is positive or negative according 
to the ‘rate of increase of y. Hence, 
where A is a constant of arbitrary sign. 
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a’(O) 
u=3~=3B,to)+A >Oif 
a’(0) > 0 and p’(0) > -A. By an appropriate choice of a’(O), /3’(O), given 
A,wecanmakea> 1 andalsoa<Xc,sothatX> 1. 
Finally, the unfolding parameter E = - (l/p-k/q) e by (3.32) or 
-(a(O) + v)/(a’(O)) + v(O) - K’ + v)/@?‘(O) + A), and E < 0 if a(0) > --v 
and p(O) < rc2 - v. Both of these variations are in the direction of decreasing 
the magnitude of the perturbation YA, lending support to the conjecture that 
this problem has some relation to the unperturbed problem (1.1). 1 
This proposition contains the results we need for the application at hand. 
We note, however, that the magnitude and sign of u are completely arbitrary, 
and hence that other regions of Fig. 2, and the corresponding bifurcation 
diagrams, are all attainable by different choices of YA in the problem. Some 
of these diagrams are quite interesting. (See [4] and [9].) This is discussed 
further in the next section. 
If <YA is of the form (1.5b), we obtain a result analogous to 
Proposition 4.1, at least for sufficiently small v. 
PROPOSITION 4.2. Let ,pA be of the form (3.14b), and let A, be the value 
A, at which ,u,(&) = v. Let y/,(q) be a perturbation satisfying (3.4). Then, at 
least for sufficiently small v, we have xu > 1. Furthermore, if d.;,(q) > 0 for 
O< q< n/2 then a’(A) can be chosen so that x > 1,~ > 1. Finally, the 
unfolding parameter E can be taken to be negative. 
Proof. From Lemma 3.1, we know that u-: -+ IQ, 1~ I” sgn x strongly in 
H’(Qr) and hence also, by the Sobolev embedding theorem, in Lj(Q,). Here 
a: is the eigenfunction corresponding to ,u,(A) on Q,I. Therefore, suppressing 
the ;1 dependence in u: and ui = IQ, 1~ “2, 
x”=%= (ji,,,u;dA,in,, +9 as A-+ 1. 
Thus, by choosing A0 sufficiently close to 1, we have xu > 1; since, by 
Lemma3.1, we have A,-, 1 as~,(A,)=v + 0, a sufficiently small value of v 
will accomplish this. 
Now u = (c/a)(p/q) = 3p/q as in Proposition 4.1, and to show that we can 
choose 1 < u < ax, we must examine the expression for q in (3.30). For 
convenience, write an(r) = 1 - (A - I,) y(r) + O(A -A,)‘, and note that by 
(3.4) (ii) and (iii), 
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Now 
7712 dl(v) 
q=-8 !’ .r (Y’(V) u, u, + PY(V)W2) 4 dv, 0 0 
where we have used the symmetry of y and u, , and suppressed the II depen- 
dence (all quantities are evaluated at A,) and the subscript 1 on U, and ,LL~. In 
this expression we can integrate by parts to remove y’(G), use the equation 
Au +puu = 0 to replace a u,, term which appears, and use the boundary 
condition (3.9), which simplifies to w2u, = v/‘uV on D. Then, after some 
manipulation, we obtain 
(4.5) 
Since u(n/2) = 0 we have, letting A = 1 + (w’/w)’ and I = j;12 y.4~: dv: 
u(n) = j;,2 u, dq = (‘l (?A-” (yA)‘/’ u, dr] 
inI2 
Hence, since v/’ < 1, we have 
Therefore q > 0 whenever P < 4/x2. 
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We next note that since 
3a’(&) o=- 
4 
we can clearly choose a’(&) > 0 so that (T > 1, x > 1. This proves that the 
bifurcation problem lies in region 1 of Fig. 2. 
Finally, from (3.32), with k = 0 in this case, 
and E < 0 if a(&) > -v. Again, this direction of the unfolding tends to 
decrease the magnitude of YL, as we had hoped, and gives us the bifurcation 
diagram of Fig. 3. As we have noted, this case corresponds to finding that 
the higher mode, corresponding to u, , bifurcates at the larger value of L, and 
admits the secondary bifurcation. Above this bifurcation point the main 
branch is stable, and corresponds to the solutions found by Matano [8] and 
Hale and Vegas [6]. 1 
Propositions 4.1 and 4.2 complete the proof of Theorem 3.1. 
5. OTHER UNFOLDINGS OF THE PERTURBED PROBLEM 
The verification, via singularity theory, that the perturbed problem (3.15) 
we have constructed has a bifurcation diagram qualitatively similar to that 
conjectured for (1.1) has been the main objective of the work in this paper. 
However, it is of some independent interest, from the point of view of 
singularity theory, to note that other choices for the projection p1 lead to 
diagrams in other regions than 1 of Fig. 2. In this section, we determine 
which cases occur in (3.15). 
PROPOSITION 5.1. For sufficiently small v and suitable choices of f2, and 
S,, problem (3.15) is contact equivalent to 
I-q<, L t, E) = (r’ + xrr* - e, or*r f r” - (A+ E) t;) (5.1) 
in the neighborhood of some value A,. Both the + and - signs can be 
realized. Corresponding to +, the pair (xx, a) can be chosen in any of regions 
1, 3 or 4 of Fig. 2, and E can be positive or negative. All diagrams 
corresponding to 1, 3, and 4 but with A replaced by -A also occur. In the 
case of the - sign in (5. l), the pair or, a) lies in region 7 of Fig. 4, E can be 
positive or negative, and L may be replaced by ---A. 
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FIGURE 4 
ProoJ: The case of the + sign occurs if pq > 0. We assume this first. We 
have already seen that, for sufficiently small v and any R, satisfying (3.4), 
~a > 1. (In fact, it is possible that ~a > 1 without any restriction on v-i.e. 
on &-and it would be interesting to verify this.) Whether we are in 
region 1, 3, or 4 depends on the values of u and x. But we saw that 
3a'(O) 
u=p(o)+A 
in case (1.5a), and 
in case (1.5b). Now it is clear that for the same choices of R, in 
Propositions 4.1 and 4.2, we can give u arbitrary positive values simply by 
varying a'@,). Choosing 0 < u < 1 gives us region 3; u > xu puts us in 
region 4. Similarly, we find that 
a(0) + V + p(o) - K* + V 
'=- a'(0) P'(O) + A 
in case (1.5a), and 
in case (1.5b), can be chosen positive or negative in each region. If we 
choose p < 0, q < 0 by appropriate choice of a' and /I’, then replacing A by 
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-/1 puts us back in the case just discussed. The left-right orientation of all 
diagrams is reversed. 
The second case, of a - sign in (5.1) occurs ifp and q have opposite signs. 
Again we can see that this is possible if we vary the sign of a’@,) (and 
/?‘(jLb) where this appears). Multiplying 1 by -1 if necessary, we may assume 
p > 0, q < 0. Then the coordinate changes in [4] give us the normal form 
(5.1) with, now, 
bq 0 “=-? 3 
a=‘P<O. 
aq 
Since ~a = - (bc)/(ad) where a, b, c and d are still the numbers given by 
(3.24), we now have ~a < -1. Thus in this case 01, o) lies in region 7 of 
Fig. 4. Again E can be positive or negative, and so all possibilities actually 
occur. 1 
We note that the two cases for region 3 of Fig. 2 are illustrated in Fig. 8 of 
[ 91. It is interesting that, all other quantities being fixed, decreasing a’(1,) 
moves us from region 1 with E < 0 to region 3 with E < 0; this region 
displayes the mode-jumping feature discussed in detail in [9]. It would 
correspond to the constant solutions losing stability at a secondary bifur- 
cation to the higher mode solutions, a phenomenon that does not occur in 
(1.1). 
The diagrams for region 4 of Fig. 2 are similar to region 3, except that 
mode jumping occurs, when E > 0, from the higher to the lower mode. 
The case corresponding to the - sign in (5.1) involves a combination of 
sub- and supercritical bifurcation. (This might be guessed from the fact that, 
generally, one of a’@,) or /I’(&) must be negative to force us into this case.) 
Although the diagrams for this case are not drawn in [4] or 191, they do 
correspond to some of the diagrams found by Langford and Iooss [ 71 by a 
different method. To find the diagrams by the method of [4] and 191, set 
K = 0 in (5.1). There are four branches of solutions: 
(a> t=O, (I=0 (trivial solution), (5.2) 
(b) t’ = 4 [=O (lower mode), 
cc> r=o, (’ = - (A + E) (upper mode), 
(4 t* + XC’ = A, (1 - a) l2 + (1 + x) [’ = --E (secondary branch). 
We note that (d) occurs only when E < 0 and, because xu < -1, bifurcates 
supercritically from (c) at A = -k/( 1 ;t x)) E and subcritically from (b) at 
A = - (l/(1 - a)) E. The cases E > 0 and E < 0 are illustrated in Fig. 5. The 
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FIGURE 5 
case E < 0 corresponds to case II(d) with vD, < 0, A < 0 of Langford and 
Iooss’ Fig. 4 [7]. It is interesting that Langford and 100s observed that in 
some cases a tertiary bifurcation (to a periodic solution) must occur. 
However, none of these cases occurs in our problem. 
Remark. The calculations here have been carried out for the case 
f = VU - u3. However, it is clear that if f were replaced by a nonlinear 
function f(u) odd in u and with roots at 0, kfi, exactly the same analysis 
could be carried out. The function g(u) of (3.1) would be replaced by some 
expression equivalent to -u3, to lowest order, and only the lowest order part 
would matter in (3.24) and (3.25). 
APPENDIX: THE CHANGE OF INDEPENDENT VARIABLES 
With p = r/@(8), r = 8, we have 
Hence, u,, = (l/Q*) upp9 and 
U ss=-Pe&P$% + k)+&PBUU+u,) 
=P202Upp- 2PQU,, + u,, +PV2-#'>yJ. 
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Thus, 
To transform the operaor B, note that if we write the equation for X2,, 
F(r,8)=r-V,(19)=~~--~~ tan-‘? =F(x,y)=O, 
( x) 
then differentiation in the normal direction is equivalent to 
On the other hand, 
x=rcOse=phOs~, y = r sin I3 = p@ sin q, 
and so x, = @ cos rl, x, = p(@’ cos fj - @ sin q), 
yp = @ sin ?j, y, = p(@’ sin v + Q, cos rj), 
and J = 18(x, ~)/a@, q)l= p@*. 
Hence, 
P, = Y,/J, py = -x,,/J, 
rl, = -y,lJ, rr = xplJ, 
and B, except for a scalar multiple which can be neglected in the 
homogeneous boundary condition, is 
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Noting that, on the boundary of D, p = wn,(v), we obtain 
Bu = (1 + $A~~) u,, - 2 u,,, 
b 
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