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INPUT-TO-STATE STABILITY OF UNBOUNDED BILINEAR
CONTROL SYSTEMS
BIRGIT JACOB AND FELIX L. SCHWENNINGER
Abstract. We study input-to-state stability of bilinear control system with a
possibly unbounded control operator. Sufficient conditions for integral input-
to-state stability are given. The obtained results are applied to the bilinearly
controlled Fokker-Planck equation.
1. Introduction
The concept of input-to-state stability, introduced by E. Sontag in 1989 [19], is
a well-studied stability notion of control systems with respect to external inputs.
Not least because input-to-state stability can generally not be expected even for
simple bilinear, finite-dimensional systems like
x˙(t) = −x(t) + x(t)u(t), t > 0,
(where u denotes the input), variants such as integral input-to-state stability were
introduced, see e.g., [20]. Note that in the special case of linear finite-dimensional
systems the notions input-to-state stability, integral input-to-state stability and (ex-
ponential) internal stability (i.e. without control) are all equivalent. However, the
above bilinear system provides an example that is not input-to-state stable, but
integral input-to-state stable. For a survey on input-to-state stability for finite-
dimensional systems we refer the reader to [21].
For infinite-dimensional systems, input-to-state stability and integral input-to-
state stability have been less studied, but more intensively in the recent past, see
[3, 4, 9, 11, 13, 14, 15, 17, 10, 7, 18, 8]. In [14] infinite-dimensional bilinear control
systems with bounded control operator and bilinearity are studied and the equiva-
lence of integral input-to-state stability and exponential stability is shown. Here we
study this question for infinite-dimensional bilinear systems with unbounded control
operators. This generalization enables us to show integral input-to-state estimates
for a Fokker-Planck equation controlled through a bilinear control operator.
2. Input-to-state stabilty
In the following we study infinite-dimensional bilinear control systems of the
form
(Σbilin(A,B))
x˙(t) = Ax(t) + u(t)Bx(t), t ≥ 0
x(0) = x0,
where A generates a C0-semigroup (T (t))t≥0 on a Banach space X , the input func-
tion u is a scalar-valued locally essentially bounded function, that is, u ∈ L∞loc(0,∞),
and x0 ∈ X . The operator B is defined on the state space X , but maps into a
possibly larger space. For instance, one may think of A and B being differential
operators on X = L2[0, 1]. Let X−1 be the completion of X with respect to the
norm ‖x‖X−1 = ‖(β −A)
−1x‖X for some β in the resolvent set ρ(A) of A. We as-
sume that B ∈ L(X,X−1), that is, B is a linear and continuous fromX to X−1, and
we say that B is bounded if additionally B ∈ L(X) = L(X,X). The C0-semigroup
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(T (t))t≥0 extends uniquely to a C0-semigroup (T−1(t))t≥0 on X−1 whose genera-
tor A−1 is an extension of A, see e.g. [5]. In analogy to the previously mentioned
example, X−1 can be viewed as taking the role of a Sobolev space with negative
index. Thus we may consider System Σbilin(A,B) on the Banach space X−1. We
emphasize that our interest is primarily in the situation where B is not bounded
— something that typically happens if the control enters through point actuation.
However, the approach via the space X−1 also yields that “the unboundedness of
B is not worse than the one of A” — which particularly means that if A is bounded
on X then B has to be bounded as well.
For zero-input u, the solution theory for System Σbilin(A,B) is fully characterized
by the property that A generates a C0-semigroup as this reduces to solving a linear,
homogeneous equation. For non-trivial inputs, the solution concept is a bit more
delicate.
Additionally, and under the standing assumptions on A and B, we will consider
the following simpler model of an infinite-dimensional linear control system
(Σlin(A,B))
x˙(t) = Ax(t) +Bu(t), t ≥ 0
x(0) = x0,
where u ∈ L∞loc(0,∞;X) and x0 ∈ X . Note, that — and in contrast to Σbilin(A,B)
— for System Σlin(A,B) the function u is vector valued. As generalized solution
concept for Systems Σbilin(A,B) and Σlin(A,B), one defines mild solutions as so-
lutions to the integrated versions of the differential equations, see [1, 7, 12]. More
precisely, we say that a continuous function x : [0,∞) → X is a mild solution of
Σbilin(A,B) or Σlin(A,B), respectively, if
(Solution of Σbilin) x(t) = T (t)x0 +
∫ t
0
T−1(t− s)u(s)Bx(s)ds,
or
(Solution of Σlin) x(t) = T (t)x0 +
∫ t
0
T−1(t− s)Bu(s)ds,
respectively, holds for every t ∈ [0,∞). We remark that in contrast to [7] we require
here that a mild solution of Σlin(A,B) is continuous, i.e. x ∈ C([0,∞);X). Note
that, by semigroup theory and without any further information on B ∈ L(X,X−1),
for every x0 ∈ X and u ∈ L
∞
loc(0,∞;X) the function x(t) := T (t)x0 +
∫ t
0 T−1(t −
s)Bu(s)ds, t ≥ 0, satisfies x ∈ C([0,∞);X−1), however, in general x(t) is not
an element of X . The existence of mild solutions to System Σlin(A,B) is closely
related to the notion admissibility of the operator B for the semigroup (T (t))t≥0
and various sufficient and necessary conditions are available, see e.g. Proposition 3
and [7].
We need the following well-known function classes from Lyapunov theory.
K = {µ ∈ C(R+0 ,R
+
0 ) | µ(0) = 0, µ strictly increasing},
K∞ = {θ ∈ K | lim
x→∞
θ(x) =∞},
L = {γ ∈ C(R+0 ,R
+
0 ) | γ str. decreas., limt→∞
γ(t) = 0},
KL = {β : (R+0 )
2 → R+0 | β(·, t) ∈ K ∀t, β(s, ·) ∈ L ∀s}.
In the following definition we choose U = C for System Σbilin(A,B) and U = X
for System Σlin(A,B).
Definition 1. A system of the form Σbilin(A,B) or Σlin(A,B) is called
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(i) input-to-state stable (ISS), if there exist functions β ∈ KL and µ ∈ K∞
such that for every x0 ∈ X, u ∈ L
∞(0,∞;U) there exists a unique mild
solution x and for every t ≥ 0
‖x(t)‖ ≤ β(‖x0‖, t) + µ(‖u‖L∞(0,t;U));
(ii) integral input-to-state stable (iISS), if there exist functions β ∈ KL, θ ∈
K∞ and µ ∈ K such that for every x0 ∈ X, and u ∈ L
∞(0,∞;U) there
exists a unique mild solution x and for every t ≥ 0
‖x(t)‖ ≤ β(‖x0‖, t) + θ
(∫ t
0
µ(‖u(s)‖U )ds
)
.
Definition 2. (1) The C0-semigroup (T (t))t≥0 is called exponentially stable,
if there exists M ≥ 1 and ω > 0 such that
(1) ‖T (t)‖ ≤Me−ωt, t ≥ 0.
(2) System Σlin(A,B) is called L
∞-zero class admissible, if there exists a func-
tion θ ∈ K such that for every u ∈ L∞(0,∞;U) and t ≥ 0 we have∫ t
0 T−1(t− s)Bu(s)ds ∈ X and∥∥∥∥
∫ t
0
T−1(t− s)Bu(s)ds
∥∥∥∥ ≤ θ(t)‖u‖L∞(0,t;U), t ≥ 0.
Proposition 3 ([7]). (1) If System Σlin(A,B) is L
∞-zero class admissible, then
for every x0 ∈ X and u ∈ L
∞
loc(0,∞;X) there exists a unique mild solution
of System Σlin(A,B).
(2) System Σlin(A,B) is ISS if and only if (T (t))t≥0 is exponentially stable
and System Σlin(A,B) has a mild solution for every x0 ∈ X and u ∈
L∞loc(0,∞;X).
(3) If System Σlin(A,B) is iISS, then System Σlin(A,B) is ISS.
Remark 4 ([7]). Whether ISS implies iISS for System Σlin(A,B) is still an open
question. However, various sufficient conditions for iISS and ISS are available.
Here we only mention the following: If the semigroup (T (t))t≥0 is exponentially
stable and there exists t0 > 0 and 1 ≤ q < ∞ such that for every y ∈ L
q(0, t0;X)
we have
(2)
∫ t0
0
T−1(t0 − s)By(s)ds ∈ X,
then System Σlin(A,B) is iISS and L
∞-zero class admissible. The latter property
is particularly satisfied if B ∈ L(X).
We remark that exponential stability of (T (t))t≥0 and (2) imply the existence of a
constant K > 0 such that for every t ≥ 0 and every y ∈ Lq(0, t;X) we have∥∥∥∥
∫ t
0
e
ω
2
(t−s)T−1(t− s)By(s)ds
∥∥∥∥ ≤K
(∫ t
0
‖y(s)‖qds
)1/q
.
Here ω > 0 is the constant of equation (1).
In contrast to the linear equation, the existence of a mild solution is less clear
for bilinear systems of the form Σbilin(A,B). Next we give a sufficient condition for
the existence of a mild solution to System Σbilin(A,B).
Proposition 5. If System Σlin(A,B) is L
∞-zero class admissible, then for every
x0 ∈ X and every u ∈ L
∞(0,∞), System Σbilin(A,B) possesses a unique mild
solution on [0,∞).
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Proposition 5 has been proved under slightly stronger conditions in [1] and [12].
Our condition is more natural as the same condition guarantees the existence of
mild solution of the linear system Σlin(A,B).
Proof. For t0 > 0, we define the mapping Φt0 : X × L
∞(0, t0) × C([0, t0];X) →
C([0, t0];X) given by
(Φt0(x0, u, x))(t) := T (t)x0 +
∫ t
0
T−1(t− s)u(s)Bx(s)ds.
First of all we show that Φt0 is well-defined, that is, Φt0(x0, u, x) ∈ C([0, t0];X).
As
(Φt0(x0, u, x))(t) = T (t)x0 +
∫ t
0
T−1(t− s)B[u(s)x(s)]ds,
this follows from the strong continuity of (T (t))t≥0 and Proposition 3.
Next we show that for every K > 0 there exists a t0 > 0 such that for every x0 ∈
X and u ∈ L∞(0, t0) with ‖u‖L∞ ≤ K, the operator Φt0(x0, u, ·) : C([0, t0];X) →
C([0, t0];X) is contractive. As θ ∈ K, this follows from the following calculation
‖Φt0(x0, u, x)− Φt0(x0, u, x˜)‖C([0,t0];X)
≤ sup
t∈[0,t0]
∥∥∥∥
∫ t
0
T (t− s)Bu(s)[x(s) − x˜(s)]ds
∥∥∥∥
≤ θ(t0)‖u‖L∞(0,t0)‖x− x˜‖C([0,t0];X)
≤ θ(t0)K‖x− x˜‖C([0,t0];X).
Let x0 ∈ X and u ∈ L
∞(0,∞), and set K := ‖u‖L∞(0,∞). For this K, we choose
t0 > 0 as above. As the operator Φt0(x0, u, ·) : C([0, t0];X) → C([0, t0];X) is
contractive, by Banach’s fixpoint theorem, System Σbilin(A,B) possesses a unique
mild solution on [0, t0] with initial condition x0 and input function u.
An easy calculation shows that
Φ(n+1)t0(x0, u, x)(t) = Φt0(x(nt0), u(·+ nt0), x(·+ nt0))(t − nt0)
for t ∈ [nt0, (n+ 1)t0], n ∈ N.
Thus, by induction the same argument shows that System Σbilin(A,B) possesses
a unique mild solution on the interval [0, nt0], n ∈ N, with initial condition x0 and
input function u, which proves the assertion. 
For finite-dimensional bilinear systems, Sontag [22] showed that exponentially
stable systems are in general not ISS, but are always iISS. In [16] it is shown that
System Σbilin(A,B) is iISS if and only if the semigroup (T (t))t≥0 is exponentially
stable in the case of a bounded control operator.
The following result gives a sufficient condition for iISS of Σbilin(A,B) in the
case of unbounded control operators.
Theorem 6. Let 1 ≤ q < ∞ and assume that there exists t0 > 0 such that for
every y ∈ Lq(0, t0;X) we have∫ t0
0
T−1(t0 − s)By(s)ds ∈ X.
Also assume that the semigroup (T (t))t≥0 is exponentially stable with constants
M ≥ 1 and ω > 0 such that (1) holds.
Then System Σbilin(A,B) is iISS. In fact, there exist a constants C > 0 such that
‖x(t)‖ ≤ Ce−ωt
(
‖x0‖+ ‖x0‖
2
)
+C
(∫ t
0
‖u(s)‖qds
)2/q
exp
(
C
∫ t
0
‖u(s)‖qds
)
.(3)
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Proof. Proposition 5 together with Remark 4 implies that for every x0 ∈ X and
every u ∈ L∞(0,∞) the System Σbilin(A,B) possesses a unique mild solution on
[0,∞). Further, by Remark 4 there exists a constant K > 0 such that for every
t ≥ 0 and y ∈ Lq(0, t;X) we have
∥∥∥∥
∫ t
0
e
ω
2
(t−s)T−1(t− s)By(s)ds
∥∥∥∥ ≤K
(∫ t
0
‖y(s)‖qds
)1/q
.
Thus for every t ≥ 0, x0 ∈ X and u ∈ L
∞(0,∞) the unique mild solution satisfies
‖x(t)‖ =
∥∥∥∥T (t)x0 +
∫ t
0
T−1(t− s)B(u(s)x(s))ds
∥∥∥∥
≤ ‖T (t)x0‖+ e
−ω
2
t
∥∥∥∥
∫ t
0
e
ω
2
(t−s)T−1(t− s)B(u(s)e
ω
2
sx(s))ds
∥∥∥∥
≤ Me−ωt‖x0‖+Ke
−ω
2
t
(∫ t
0
e
ωq
2
s|u(s)|q‖x(s)‖qds
)1/q
.
Using (a+ b)q ≤ (2a)q + (2b)q for a, b ≥ 0, we obtain
e
ωq
2
t‖x(t)‖q ≤ 2qM qe−
ωq
2
t‖x0‖
q + 2qKq
∫ t
0
|u(s)|qe
ωq
2
s‖x(s)‖qds.
Gronwall’s inequality now implies
eq
ω
2
t‖x(t)‖q ≤ 2qM qe−
ωq
2
t‖x0‖
q
+4qM qKq
∫ t
0
e−
ωq
2
s‖x0‖
q|u(s)|q exp
(
2qKq
∫ t
s
|u(r)|qdr
)
ds.
Thus, using ab ≤ 14a
2 + b2 for a, b ∈ R, we obtain
‖x(t)‖q ≤ 2qM qe−qωt‖x0‖
q
+4qM qKqe−
ωq
2
t‖x0‖
q
(∫ t
0
|u(s)|qds
)
exp
(
2qKq
∫ t
0
|u(r)|qdr
)
≤ 2qM qe−qωt‖x0‖
q + 42q−1M2qK2qe−ωqt‖x0‖
2q
+
(∫ t
0
|u(s)|qds
)2
exp
(
2q+1Kq
∫ t
0
|u(s)|qds
)
or equivalently, using
(a+ b+ c)1/q ≤ (3a)1/q + (3b)1/q + (3c)1/q
for a, b, c ≥ 0, we get
‖x(t)‖ ≤ 31/q2Me−ωt‖x0‖+
31/q
41/q
16M2K2e−ωt‖x0‖
2
+31/q
(∫ t
0
‖u(s)‖qds
)2/q
exp
(
2q+1Kq
q
∫ t
0
‖u(s)‖qds
)
,
which proves the statement. 
3. Controlled Fokker–Planck equation
Following [2, 6] we consider a variant of the Fokker-Planck equation on a bounded
domain Ω ⊂ Rn, with smooth boundary ∂Ω, of the form
∂ρ
∂t (x, t) = ν∆ρ(x, t) +∇ ·
(
ρ(x, t)∇(W (x) + α(x)u(t))
)
− ǫρ(x, t),
ρ(x, 0) = ρ0(x),
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where x ∈ Ω, t > 0, with reflective boundary conditions
0 = (ν∇ρ + ρ∇W + ρ∇αu) · ~n,
on ∂Ω × (0,∞) and where ~n refers to the unit normal vector on the boundary.
Here ρ0 denotes the initial probability distribution with
∫
Ω ρ0(x)dx = 1 and ν > 0.
Furthermore, W,α are sufficiently smooth and the control thus enters through the
potential
W (x) + α(x)u(t)
and ǫ > 0. Under the structural assumption that ∇α · ~n = 0 on the boundary, this
system can be written as in Σbilin(A,B). The uncontrolled equation is exponentially
stable due to ǫ > 0 — this also marks the slight difference to the model considered
in [2], see our comment below. Analogously as in [2], the system can be rewritten
in our abstract framework with
Af = ν∆f +∇ · (f∇W )− ǫf,
D(A) = {f ∈ H1(Ω): ∆f ∈ L2(Ω), (ν∇f + fW ) · ~n = 0 on ∂Ω}
Bρ = ∇ · (ρ∇α)
D(B) = {f ∈ H1(Ω): (∇f + f∇W ) · ~n = 0 on ∂Ω}
where the state space is X = L2(Ω) and H1(Ω), H2(Ω) refer to standard Sobolev
spaces. By standard arguments, [2, 23], A has discrete spectrum and the eigenfunc-
tions form an orthonormal basis of X .
Proposition 7. Under the assumptions of this section, A generates an exponen-
tially stable C0-semigroup on X. Furthermore, B is bounded from X to X−1 and
the associated linear System Σlin(A,B) is iISS.
Proof. Since A is diagonal with respect to an orthonormal basis consisting of eigen-
functions of A, and the eigenvalues have negative real parts. Thus, A generates an
exponentially stable C0-semigroup. To prove iISS for the linear system, we show
the sufficient condition mentioned in Remark 4. As the semigroup generated by A
is exponentially stable, it suffices to show that there exists t0 > 0 such that every
y ∈ L2(0, t0;X) we have
(4)
∫ t0
0
T−1(t0 − s)By(s)ds ∈ X.
This, however, follows rather directly from well-known results on the notion of
“admissibility”. In fact, by duality (4) follows if for some C > 0 and every x ∈
D(A∗),
(5)
∫ t0
0
‖B∗T ∗−1(s)x‖
2 ds ≤ C‖x‖2.
Here (T ∗(s))s≥0 denotes the dual semigroup generated by A
∗. Since
A∗f = ν∆f −∇W · ∇f − ǫf,
D(A∗) = {f ∈ H1(Ω): ∆f ∈ L2(Ω),∇f · ~n = 0 on ∂Ω},
B∗f = −∇f · ∇α,
D(B∗) = {f ∈ H1(Ω): ∇f · ~n = 0 on ∂Ω},
the claim now follows by combining analogous arguments as in [23, Ex. 5.4.4] and
[23, Thm. 5.4.2] where Dirichlet boundary conditions are considered instead. 
Our main results hence yields
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Corollary 8. The considered model for the bilinear control of the Fokker–Planck
equation possesses unique mild solutions and is iISS. More presicely, there exists
constants C, ω > 0 such that for every ρ0 ∈ X and every u ∈ L
∞(0,∞) the unique
mild solution ρ satisfies
‖ρ(t)‖ ≤ Ce−ωt
(
‖ρ0‖+ ‖ρ0‖
2
)
+ C
(∫ t
0
‖u(s)‖2ds
)
exp
(
C
∫ t
0
‖u(s)‖2ds
)
.
Remark 9. We point out that in [2] the case ǫ = 0 is studied which results in a C0-
semigroup that is not exponentially stable. Since exponential stability is necessary
for iISS, we needed to adapted the system in the above example. However, since
for the operator A the eigenspace of the eigenvalue 0 is one-dimensional in the case
ǫ = 0, one can consider a new state space X = X ⊖ ρ∞ instead, where ρ∞ refers to
the eigenfunction of 0. This is equivalent to considering a change of variable such
that the equilibrium point ρ∞ — which is the eigenfunction of the eigenvalue 0 —
is shifted to zero. The resulting semigroup for the restricted system is exponentially
stable, but the framework of Σbilin(A,B) then needs to be adjusted to systems to the
type
(Σbilin+lin(A,B))
x˙(t) = Ax(t) + u(t)Bx(t) + B˜u(t), t ≥ 0
x(0) = x0,
with B˜ ∈ X−1. In the case of the above example, B˜ equals Bρ∞. The theory
presented in Section 2 can be worked out analogously for Σbilin+lin(A,B), however,
with a slightly different estimate instead of (3).
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