Introduction
The promise of science is that the generation and evaluation of evidence is done transparently to promote an efficient, self-correcting process. However, multiple biases may produce inefficiency in knowledge building. In this review, we discuss the importance of publication and other reporting biases, and present some potential correctives that may reduce bias without disrupting innovation. Consideration of publication and other reporting biases is particularly timely for cognitive sciences because it is a field that is expanding rapidly. As such, preventing or remedying these biases will have substantial impact on the efficient development of a credible corpus of published research.
Definitions of biases and relevance for cognitive sciences
The terms 'publication bias' and 'selective reporting bias' refer to the differential choice to publish studies or report particular results, respectively, depending on the nature or directionality of findings [1] . There are several forms of such biases in the literature [2] , including: (i) study publication bias, where studies are less likely to be published when they reach nonstatistically significant findings; (ii) selective outcome reporting bias, where multiple outcomes are evaluated in a study and outcomes found to be nonsignificant are less likely to be published than are statistically significant ones; and (iii) selective analysis reporting bias, where certain data are analyzed using different analytical options and publication favors the more impressive, statistically significant variants of the results (Box 1).
Cognitive science uses a range of methods producing a multitude of measures and rich data sets. Given this quantity of data, the potential analyses available and pressures to publish, the temptation to use arbitrary (instead of planned) statistical analyses, and to mine data are substantial and may lead to questionable research practices. Even extreme cases of fraud in the cognitive sciences, such as reporting of experiments that never took place, falsifying results, and confabulating data, have been recently reported [3] [4] [5] . Overt fraud is probably rare, but evidence of reporting biases in multiple domains of the cognitive sciences (discussed below) raise concern about the prevalence of questionable practices that occur via motivated reasoning without any intent to be fraudulent.
Tests for publication and other reporting biases
Tests for single studies, specific topics, and wider disciplines Explicit documentation of publication and other reporting biases requires availability of protocols, data, and results of primary analyses from conducted studies so that these can be compared against the published literature. However, these are not often available. A few empirical studies have retrieved study protocols from authors or trial data from submissions to the US Food and Drug Administration (FDA) [6] [7] [8] [9] . These studies have shown that deviations in the analysis plan between protocols and published papers are common [6] , and effect sizes of drug interventions are larger in the published literature compared with the corresponding data from the same trials submitted to the FDA [7, 8] . It is challenging, but more common, to detect these biases using only the published literature. Several tests have been developed for this purpose; some are informal, whereas others use statistical methods of variable rigor. These tests may be applied to single studies, multiple studies on specific questions, or wider disciplines.
Evaluating biases in each single study is attractive, but most difficult, because the data are usually limited, unless designs and analysis plans are registered a priori [9] . It is easier to evaluate bias across multiple studies performed on the same question. When tests of bias are applied to a wider scientific corpus, it is difficult to pinpoint which single studies in this corpus of evidence are affected more by bias. The tractable goal is to gain insight into the average bias in the field.
Small-study effects
Tests of small-study effects have been popular since the mid-1990s. They evaluate studies included in the same meta-analysis and assess whether effect sizes are related to study size. When small studies have larger effects compared with large studies, this may reflect publication or selective reporting biases, but alternative explanations exist (as reviewed elsewhere [10] ). Sensitivity and specificity of these tests in real life is unknown, but simulation studies have evaluated the performance in different settings. Published recommendations suggest cautious use of such tests [10] . In brief, visual evaluations of inverted funnel plots without statistical testing are precarious [11] ; some test variants have better type I and type II error properties than others [12, 13] ; and, for most metaanalyses where there are a limited number of studies, the power of these tests is low [10] .
Selection models
Selection model approaches evaluate whether the pattern of results that have been accumulated from a number of studies suggests an underlying filtering process, such as the nonpublication of a given percentage of results that had not reached formal statistical significance [14] [15] [16] . These methods have been less widely applied than small-study effect tests, even though they may be more promising. One application of a selection model approach examined an entire discipline (Alzheimer's disease genetics) and found that selection forces may be different for first and/or discovery results versus subsequent replication and/or refutation results or late replication efforts [17] . Another method that probes for data 'fiddling' has been proposed [18] to identify selective reporting of extremely promising P values in a body of published results.
Excess significance
Excess significance testing evaluates whether the number of statistically significant results in a corpus of studies is too high, under some plausible assumptions about the magnitude of the true effect size [19] . The Ioannidis test [19] can be applied to meta-analyses of multiple studies and also to larger fields and disciplines where many metaanalyses are compiled. The number of expected studies with nominally statistically significant results is estimated by summing the calculated power of all the considered studies. Simulations suggest that the most appropriate assumption is the effect size of the largest study in each meta-analysis [20] .
Francis has applied a variant of the excess significance test on multiple occasions on discrete psychological science studies, where multiple experiments have statistically significant results [21] . The probability is estimated that all experiments in the study would have had statistically significant results. The appropriateness of applying excess significance testing in single studies has been questioned. Obviously, this application is more charged, because specific studies are pinpointed as being subject to bias.
Other field-wide assessments In some fields, such as neuroimaging, where identification of foci rather than effect sizes is the goal, one approach evaluates whether the number of claimed discovered foci is related to the sample size of the performed studies [22] . In the absence of bias, one would expect larger studies to have larger power and, thus, detect more loci. Lack of such a relation, or even worse, an inverse relation with fewer foci
Box 1. Various publication and reporting biases
Study publication bias can distort meta-analyses and systematic reviews of a large number of published studies when authors are more likely to submit and/or editors more likely to publish studies with 'positive' (i.e., statistically significant) results or suppress 'negative' (i.e., nonsignificant) results. Study publication bias is also called the 'file drawer problem' [88] , whereby most studies, with null effects, are never submitted and thereby left in the file drawer. However, study publication bias is probably also accentuated by peer reviewers and editors, even for 'negative' studies that are submitted by their authors for publication. Sometimes, studies with 'negative' results may be published, but with greater delay, than studies with 'positive' results, causing the so-called 'time-lag bias' [89] . In the 'Proteus phenomenon', 'positive' results are published quickly and then there is a window of opportunity for the publication also of 'negative' results contradicting the original observation that may be tantalizing and interesting to editors and investigators. The net effect is rapidly alternating extreme results [17, 90] . Selective outcome or analyses reporting biases can occur in many forms, including selective reporting of some of the analyzed outcomes in a study when others exist; selective reporting of a specific outcome; and incomplete reporting of an outcome [91] . Examples of selective analyses reporting include selective reporting of subgroup analyses [92] , reporting of per protocol instead of intention-to-treat analyses [93] and relegation of primary outcomes to secondary outcomes [94] so that nonsignificant results for the pre-specified primary outcomes are subordinated to nonprimary positive results [8] .
As a result of all these selective reporting biases, the published literature is likely to have an excess of statistically significant results. Even when associations and effects are genuinely nonnull, the published results are likely to overestimate their magnitude [95, 96] . discovered with larger studies, offers indirect evidence of bias.
Methods for correction of bias
Both small-study effects approaches and selection models allow extensions to correct for the potential presence of bias. For example, one can estimate the extrapolated effect size for a study with theoretically infinite sample size that is immune from small-study bias [23] . For selection models, one may impute missing nonsignificant studies in meta-analyses to estimate corrected effect sizes [16] . Another popular approach is the trim-and-fill method, and variants thereof, for imputing missing studies [24] . Other methods try to model explicitly the impact of multiple biases on the data [25, 26] . Although these methods are a focus of active research and some are even frequently used, their performance is largely unknown. They may generate a false sense of security that we can remedy distorted and/or selectively reported data. More solid approaches for correction of bias would require access to raw data, protocols, analyses codes, and registries of unpublished information, but this is usually not available.
Empirical evidence for publication and other reporting biases in cognitive sciences Neuroimaging With over 3000 publications annually in the past decade, including several meta-analyses [27] (Figure 1) , the identification of potential publication or reporting biases is of crucial interest for the future of neuroimaging. The first study to evaluate evidence for an excess of statistically significant results in neuroimaging focused on brain volumetric studies based on region of interests (ROIs) analyses of psychiatric conditions [28] . The study analyzed 41 metaanalyses (461 data sets) and concluded that there were too many studies with statistically significant results, probably due to selective outcome or analysis reporting [28] . Another evaluation assessed studies using voxel-basedmorphometry (VBM) methods, which are less subject to selective reporting of selected ROIs [29] . Still, in a data set of 47 whole-brain meta-analyses, including 324 individual VBM studies, the number of foci reported in small VBM studies and even in meta-analyses with few studies was often inflated, consistent with reporting biases [30] . Interestingly, this and another investigation suggested that studies with fewer coauthors tend to report larger brain abnormalities [31] . Similar biases were also detected in the use of functional MRI (fMRI) in an evaluation of 94 wholebrain fMRI meta-analyses with 1788 unique data sets of psychiatric or neurological conditions and tasks [22] . Reporting biases seemed to affect small fMRI studies, which may be analyzed and reported in ways that may generate a larger number of foci (many foci especially in smaller studies may represent false-positives) [22] .
Animal studies and other preclinical studies The poor reproducibility of preclinical studies, including animal studies, has recently been highlighted by several failures to replicate key findings [32] [33] [34] . Irreproducible results indicate that various biases may be operating in this literature.
In some fields of in vitro and cell-based preclinical research, direct replication attempts are uncommon and, thus, bias is difficult to assess empirically. Conversely, there are often multiple animal model studies performed on similar questions. Empirical evaluations have shown that small studies consistently give more favorable results compared with larger studies [35] and study quality is inversely related to effect size [36] [37] [38] [39] . A large-scale meta-epidemiological evaluation [37, 40] used data from the Collaborative Approach to Meta-Analysis and Review of Animal Data in Experimental Studies consortium (CAMARADES; http://www.camarades.info/). It assessed 4445 data sets synthesized in 160 meta-analyses of neurological disorders, and found clear evidence of an excess of significance. This observation suggests strong biases, with selective analysis and outcome reporting biases being plausible explanations.
Psychological science
Over 50 years ago, Sterling [41] offered evidence that most published psychological studies reported positive results. This trend has been persistent and perhaps even increasing over time [42] , particularly in the USA [43] . Evidence suggests perceived bias against negative results in peer review [44] , and a desire for aesthetically pleasing positive effects [45] leads authors to be less likely to even attempt to publish negative studies [44] . Instead, many psychological scientists report taking advantage of selective reporting and flexibility in analysis to make their research results more publishable [46, 47] . Such practices may contribute to unusually elevated likelihoods of positive results that are just below the nominal 0.05 threshold for significance ('P hacking') [48, 49] .
Clinical trials
Publication and other reporting biases in the clinical trials literature have often been ascribed to financial vested interests from manufacturer sponsors [50] . For example, in a review [51] of all randomized controlled trials of nicotine replacement therapy (NRT) for smoking cessation, more industry-supported trials (51%) reported statistically significant results compared with nonindustry trials (22%); this difference was unexplained by trial characteristics. Moreover, industry-supported trials indicated a larger effect of NRT [summary odds ratio 1.90, 95% confidence interval (CI) 1.67-2.16] compared with nonindustry trials (summary odds ratio 1.61, 95% CI 1.43-1.80). Evidence of excess significance has also been documented in trials of neuroleptics [19] . Comparisons of published results against FDA records shows that, although almost half of the trials on antidepressants for depression have negative results in the FDA records, these negative results either remain unpublished or are published with distorted reporting that shows them as positive [8] ; thus, the published literature shows larger estimates of treatment effects for antidepressants than do the FDA data. A similar pattern has also been recorded for trials on antipsychotics [7] .
Financial conflicts are not the only explanation for such biases. For example, similar problems to antidepressants also seem to exist in the literature of randomized trials on psychotherapies [52, 53] . Allegiance bias towards favoring specific cognitive, behavioral, or social theories that underlie these interventions may be responsible.
Genetics
Over the past couple of decades, candidate gene studies have exemplified many of the problems of poor reproducibility; few of the early studies in this literature could be replicated reliably [54, 55] . This problem has been even worse in the literature of genetics of cognitive traits and personality, where phenotype definitions are flexible [56] .
The development of genome-wide association methods necessitated greater statistical stringency (given the number of statistical tests conducted) and larger sample sizes. This has transformed the reliability of genetic research, with fewer but more robust genetic signals now being identified [57] . The successful transformation has required international collaboration, the combination of data in large consortia, and the adoption of rigorous replication practices in meta-analysis within consortia [58, 59] .
Approaches to prevent bias Most scientists embrace fundamental scientific values, such as disinterestedness and transparency, even while believing that other scientists do not [60] . However, noble intentions may not be sufficient to decrease biases when people are not able to recognize or control their own biases [61, 62] , rationalize biases through motivated reasoning [63] , and are embedded in a culture that implicitly rewards the expression of biases for personal career advancement (i.e., publication over accuracy). Actual solutions should recognize the limits of human capacity to act on intentions, and nudge the incentives that motivate and constrain behavior. Figure 2 illustrates common practices and possible solutions across the workflow for addressing multiple biases, which are discussed below.
Study registration
Study registration has been used primarily for clinical trials. Most leading journals now require protocol registration for clinical trials at inception as a condition of publication. Using public registries such as http://clinicaltrials.gov/, one can discover studies that were conducted and never reported. However, still only the minority of clinical trials is registered and registration is uncommon for other types of design for which registration may also be useful [64] [65] [66] .
Pre-specification Pre-specification of the project design and analysis plan can allow separating pre-specified from post hoc exploratory analyses. Currently, registered studies do not necessarily include such detailed pre-specification. Exploratory analysis can be useful, but they are tentative. Pre-specified analyses can be interpreted with greater confidence [67] . Researchers can register and pre-specify analyses through services such as the Open Science Framework (OSF; http:// osf.io/). Data, protocol, code, and analyses availability For materials that can be shared digitally, transparency of the materials, data, and research process is now straightforward. There are hundreds of data repositories available for data storage, some are generic (e.g., http://thedata.org/), whereas others are specific for particular types of data (e.g., http://openfmri.org/), and others offer additional services for collaboration and project management (e.g., OSF and http://figshare.com/). There are also an increasing number of options for registering protocols (e.g., PROSPERO for systematic reviews, Trials, and F1000 journals).
Replication
Another core value of science is reproducibility [68] . Present incentives for innovation vastly outweigh those for replication, making replications rare in many fields [69, 70] . Journals are altering those incentives with a 'registered reports' publishing option to avoid bias on the part of authors or reviewers who might otherwise be swayed by statistical significance or the 'information gain' [71] arising from the results of a study [72] . Authors propose replicating an existing result and provide justification for importance and description of the protocol and analysis plan. Peer review and conditional acceptance before data collection lowers the barrier for authors to pursue replication, and increases confidence in the results of the replication via peer review and pre-specification. Multiple journals in psychology and neuroscience have adopted this format [73] [74] [75] ; (http://www.psychologicalscience.org/index.php/ replication), and funders such as the NIH are considering support for replication research [76] .
Collaborative consortia
Incentives for replication research are enhanced further through crowdsourcing and collaborative consortia to increase the feasibility and impact of replication. The Reproducibility Project is an open collaboration of more than 180 researchers aiming to estimate the reproducibility of psychological science. Replication teams each select a study from a sample of articles published in three psychology journals in 2008. All teams follow a protocol that provides quality assurance and adherence to standards. The effort distributes workload among many contributors and aggregates the replications for maximal value [77, 78] . The Many Labs Project implemented a single study session including 13 experimental effects in psychology [79] . The same protocol (with translation) was administered in 36 laboratory and web samples around the world (total n = 6344). Commentators also note untapped opportunities for replication research in the context of advanced undergraduate and graduate pedagogy [80, 81] . The Collaborative Replications and Education Project (CREP; https://osf.io/ fLAuE/) identified ten published studies from 2010 of those that were amenable to integration and execution as a course-based research project. Project coordinators provided instructional aids and defined standards for documenting and aggregating the results of replications across institutions.
Some fields, such as genetics, have been transformed by the widespread adoption of replication practices as a sine qua non in the setting of large-scale collaborative consortia, where tens and hundreds of teams participate. Such consortia allow ensuring that maximal standardization or harmonization exists in the analysis plan across the participating teams.
Pre-publication review practices Authors follow standards and checklists for formatting manuscripts for publication, but there are few standards for the content of what is reported in manuscripts in basic science. In January 2014, Psychological Science introduced a four-item checklist of disclosure standards for submission: rationale for sample size, outcome variables, experimental conditions, and use of covariates in analysis. Enriched checklists and reporting standards, such as CONSORT and ARRIVE, are in use in clinical trials and animal research, respectively (http://www.consortstatement.org/; http://www.nc3rs.org.uk/page.asp?id= 1357). In addition, specialized reporting standards have been introduced for some methods, such as fMRI [82] . Such practices may improve the consistency and clarity of reporting.
Publication practices
Beyond disclosure requirements and replication reports, journals can encourage or require practices that shift incentives and decrease bias. For example, in 2014, eight charter journals in psychology and neuroscience adopted badges to acknowledge articles that met criteria for Open Data, Open Materials, and Preregistration (http://osf.io/ TVyXZ). Furthermore, journals can make explicit that replications are welcome, not discouraged [83] , particularly of research that had been published previously in that journal. Finally, journals such as Psychological Science are changing to allow fulsome description of methods [84] . Full description may facilitate the adoption of standards in contexts that allow substantial flexibility. For example, a study of 241 studies using fMRI found 223 unique analysis pipelines with little justification for this variation [85] . Furthermore, activation patterns were strongly dependent on the analysis pipeline applied.
Post-publication review practices Retractions are a rare event [86] , as are full re-analyses of published results. Increasing opportunities and exposure to post-publication review commentary and re-analysis may be useful. Post-publication comments can now be made in PubMed Commons and have been possible for a long time in the BMJ, Frontiers, PLoS, and other journal groups.
Incentive structures
The primary currency of academic science is publication. Incentives need to be realigned so that emphasis is given not to quantity of publications, but to the quality and impact of the work, reproducibility track-record, and adherence to sharing culture (for data, protocols, analyses, and materials) [61, 87] .
Concluding remarks
Overall, publication and other selective reporting biases are probably prevalent and influential in diverse cognitive sciences. Different approaches have been proposed to remedy these biases. Box 2 summarizes some outstanding questions in this process. As shown in Figure 2 , there
Box 2. Outstanding questions
There are several outstanding questions about how to minimize the impact of biases in the literature. These include who should take the lead in changing various practices (journals, scientists, editors, funding agencies, regulators, patients, the public, or combinations of the above); how to ensure that more stringent requirements to protect from bias do not stifle creativity by increasing the burden of documentation; the extent to which new measures to curtail bias may force investigators, authors, and journals to adapt their practices in a normative fashion, satisfying new checklists of requirements, but without really changing the essence of the research practices; how to avoid excessive, unnecessary replication happening at the expense of not investing in new research directions; how to optimize the formation and efficiency of collaborative consortia of scientists; and how to tackle potential caveats or collateral problems that may ensue while trying to maximize public access to raw data [e.g., in theory, analyses may be performed by ambitious re-analysts with the explicit purpose of showing that they get a different (and, thus, more easily publishable) result]. are multiple entry points for each of diverse 'problems' from designing to conducting studies, analyzing data, and reporting results. 'Solutions' are existing, but uncommon, practices that should improve the fidelity of scientific inference in the cognitive sciences. We have limited evidence on effectiveness of these approaches. Moreover, improvements may require interventions at multiple levels. Such interventions should aim at improving the efficiency and reproducibility of science without stifling creativity and the drive for discovery.
