While the importance of protein adsorption to materials surfaces is widely recognized, little is understood at this time regarding how to design surfaces to control protein adsorption behavior. All-atom empirical force field molecular simulation methods have enormous potential to address this problem by providing an approach to directly investigate the adsorption behavior of peptides and proteins at the atomic level. As with any type of technology, however, these methods must be appropriately developed and applied if they are to provide realistic and useful results. Three issues that are particularly important for the accurate simulation of protein adsorption behavior are the selection of a valid force field to represent the atomic-level interactions involved, the accurate representation of solvation effects, and system sampling. In this article, each of these areas is addressed and future directions for continued development are presented.
I. INTRODUCTION
As widely recognized, the adsorption of proteins to synthetic material surfaces is of great importance in the field of biomaterials because of its governing role in determining cellular responses to implanted materials and substrates for tissue engineering and regenerative medicine.
1-5 Cells, of course, generally do not have receptors for synthetic polymers, metals, or ceramics, and thus lack any means of responding to macroscopically sized, chemically stable material surfaces. However, when a material is exposed to a protein-containing solution, proteins rapidly adsorb onto the surface, thus rendering it bioactive, and it is the bioactive state of these adsorbed proteins that drive cellular response.
1, 5 The effects of adsorption on the bioactive state of proteins are also of critical importance in many other applications, such as the development and optimization of surfaces for biosensors, 6, 7 bioactive nanoparticles, [8] [9] [10] [11] [12] biocatalysis, [13] [14] [15] [16] bioanalytical systems for diagnostics and detection, [17] [18] [19] [20] [21] [22] and bioseparations. 13, 15, 23 Because of its importance, protein adsorption behavior has been intensively studied over the past several decades. While much has been learned from these efforts, a detailed understanding of the molecular mechanisms underlying protein adsorption behavior and how to control it is still lacking, which means that the design of surfaces for biomedical and biotechnology applications can, at best, only be approached by educated trial-and-error methods. However, because the number of degrees of freedom involved for surface design is so enormously large ͑e.g., types of functional groups present, their spatial distribution, and surface topology͒, the chance of finding optimal conditions to control protein adsorption behavior by a trial-and-error approach for a given application is infinitesimally small. Given this situation, it is clear that new approaches are needed to help understand protein adsorption behavior at the molecular level, so that this understanding can then be applied to guide surface design to directly control these types of interactions.
One of the most direct methods of addressing interactions at the molecular level is through molecular simulation. While this has had relatively very little impact in the biomaterial field at this time, molecular simulation is considered to be an essential technology in other areas, such as for the understanding of protein folding, [24] [25] [26] [27] [28] [29] [30] [31] protein-protein [32] [33] [34] [35] [36] [37] and protein-cell membrane [38] [39] [40] interactions, and drug design. [41] [42] [43] [44] [45] Similar potential exists for the application of molecular simulation methods to help understand protein adsorption behavior. However, as with other areas of application, molecular simulation methods cannot just be borrowed, but must be carefully and specifically developed, validated, and applied for this particular application.
This article is intended to help provide direction for the biomaterial field as it takes on the challenge of developing molecular simulation methods for its own applications. The specific objectives of this article are threefold: ͑1͒ to provide a general introduction to molecular simulation methods for the biomaterial field, ͑2͒ to highlight the key factors and problems involved in the application of molecular modeling methods for the simulation of protein adsorption behavior, and ͑3͒ to present approaches to address these problems so that these types of simulations can be conducted in a manner that will provide meaningful results.
cations can each be subdivided into three different methods, namely, molecular mechanics ͑MM͒, Monte Carlo ͑MC͒, and molecular dynamics ͑MD͒. These three methods employ three different types of mathematical approaches to calculate properties of the system, namely, energy minimization, integration over configurational phase space, and solution of Newton equations of motion, respectively.
QM methods utilize various means to approximately solve the Schrödinger equation to calculate the properties of a molecular system using electrons as the fundamental particles under consideration. These types of calculations can be highly accurate and require no fitted parameters, but they are also extremely computationally expensive. Because these methods are so computationally intense, at this time they are generally restricted to no more than a few tens of atoms, and when used for MD simulations, they are restricted to a few picoseconds in time scale. Despite these limitations, because of their high level of accuracy, these methods are very useful for evaluating atomic-level interactions and are widely used to develop parametrization for the all-atom empirical force field methods.
All-atom empirical force field methods do not address the behavior of electrons, but rather treat individual atoms as the fundamental unit and use an empirically fit force field equation to calculate the amount of energy involved in atom-atom interactions based on the configuration of the atoms and their state of bonding. Force field methods are commonly used for MM, Metropolis MC, and MD simulations. 46 Because these calculations are much less rigorous than QM calculations, all-atom empirical force fields can be relatively easily used to model the behavior of systems with tens of thousands of atoms, and when used for MD simulations, can relatively easily simulate time frames for tens of nanoseconds. At this time, these methods are thus applicable to address the behavior of peptide-surface interactions and protein-surface interactions for small proteins. Another specific advantage of the ability to treat large systems of atoms with these types of methods is that aqueous solvation effects can be directly addressed by explicitly representing water molecules and ions in solution, thus enabling solvent molecules to be directly represented as a dynamic, interactive part of the molecular system. These methods are also particularly valuable in that they can be used to calculate differences in free energy, which is of fundamental importance for understanding and predicting protein adsorption behavior.
The third type of molecular simulation, united-atom or coarse-grained methods, treats groups of atoms as the fundamental unit in the system, with a force field equation then used to define energy contributions as a function of the configuration of the united-atom elements with respect to one another and their connectivity with one another. Generally these methods treat solvation effects implicitly by using some type of mean-field approximation. Both of these types of approximations greatly reduce the computational cost of the system, thus enabling system size, conformational searching, and time scales to be greatly expanded, with this advantage coming at a cost of decreased accuracy.
III. KEY FACTORS FOR THE MOLECULAR SIMULATION OF PEPTIDE/PROTEIN-SURFACE INTERACTIONS
Of the three basic classes of molecular simulation methods, the one most directly applicable for the simulation of peptide-surface or protein-surface interactions is the class of methods that uses an all-atom empirical force field. If properly parametrized and applied, these methods can accurately represent the atomic-level behavior for a system containing a sufficiently large numbers of atoms to represent an adsorbent surface, peptides or a small protein, and the water and ions of the solvent.
The key phrase in the preceding sentence is "if properly parametrized and applied." There are three main issues that must be appropriately addressed in order to perform a useful molecular simulation of peptide-surface interactions. The first is force field parametrization. The force field equation determines how atoms interact with one another during a simulation, and the accuracy of a simulation depends directly on the suitability of the set of force field parameters that are used to represent the types of atom-atom interactions involved. The second key issue pertains to how solvation effects are accounted for. If solvent molecules are explicitly included in the molecular system being evaluated, then this relates directly to the previous issue, namely, force field parametrization to accurately represent the molecular-level behavior of water and ions in solution. Alternatively, if the solvent is represented using some type of mean-field approximation, as with implicit solvation methods, then the accuracy of this approximation must be considered. The third key issue is related to system sampling and what is called sampling ergodicity. In practical terms, sampling ergodicity refers to the need to sample a sufficient number of configurational states of a system in order to calculate a representative ensemble-average property of the system, such as the average potential energy or change in free energy for a given process. This becomes problematic when different states of the system are separated by relatively high energy barriers, which tend to trap the system in localized areas, thus preventing other important states from being sampled. When this occurs, it results in errors in the calculated properties of the system. Each of these key area is addressed more thoroughly in the following sections.
IV. EMPIRICAL FORCE FIELD PARAMETRIZATION
The key component of an all-atom empirical force field method, whether it be MM, MC, or MD, is the parametrization of the force field. The force field equation is actually a relationship that describes how the potential energy of the system changes as a function of the positions of the atoms for a given state of atomic bonding. It is called a force field equation because when differentiated with respect to a spatial coordinate, the resulting expression provides the forces acting on each atom as a function of their relative positions. These atomic forces are used in MM calculations to determine how the arrangement of atoms in the system can be adjusted to minimize its energy, and in MD simulations to determine how atoms should move over a given time step of the simulation. In MC simulations, the force field equation is directly used to calculate the potential energy of the system as a function of the atomic positions, and the change in potential energy as a function of changes in atomic coordinates is then used as a means to explore the conformational space of the system. Although special types of force fields have been developed to enable covalent bond forming and breaking, [47] [48] [49] generally empirical force field methods do not allow the bonded state of the system to change during a simulation. Thus, for a given state of bonding, the potential energy of the system is completely determined by the respective coordinate positions of the atoms within the system.
As its name implies, the parameters of an empirical force field are empirically determined for a given set of atoms for a designated type of application. There are primarily two types of empirical force fields that are used for molecular simulations, which are referred to as class I force fields ͓e.g, AMBER, 50 [58] [59] [60] CFF, 61 PCFF, [62] [63] [64] COMPASS ͑Refs. 65-67͔͒. Both class I and II force fields have parameters that represent potential energy contributions for bonded interactions in the form of separate terms for covalent bond stretching, bond bending, and bond rotation, and nonbonded interactions in the form of both electrostatic and Lennard-Jones interactions. For the bonded terms, force field parameters are used to define a zero energy position for bond length, bond angle, and dihedral angle and to set force constants that represent how potential energy increases as a given bonding condition shifts away its zero-position value. Nonbonded electrostatic interactions are represented by Coulomb's law, thus requiring only one force field parameter for each atom type as defined by its bonded state ͑e.g., carbonyl carbon atom versus aliphatic carbon atom͒, which designates its partial charge. The nonbonded Lennard-Jones term of the force field, on the other hand, requires two parameters per atom type; one that defines the van der Waals radius of the atom and the other its contribution to the potential energy well depth when it interacts with another atom. The class II force field expression is much more complex than the class I force field in that it includes higher-order terms for the energy contributions for bond stretch, bend, and dihedral rotations, and it includes cross terms that address how one type of bonding condition influences another, such as how bond stretching influences bond bending and dihedral rotations. Class I force fields are typically used for the simulation of biomolecules ͑e.g., proteins, DNA, RNA, carbohydrates͒ in aqueous solution because they provide an acceptable level of accuracy while being very computationally efficient, 68 while class II force fields are typically used for the simulation of small molecules in vacuum and bulk synthetic materials ͑polymers, metals, and ceramics͒, with the higher-order terms and cross terms used as necessary to adequately represent the molecular behavior of the system. 61 The values of the bonded parameters and the atomic partial-charge parameters for these force fields are typically determined from quantum mechanical calculations, while the Lennard-Jones parameters may be determined either by quantum mechanical calculations or are adjusted to match experimental data, such as heats of vaporization, heats of solvation, and liquid density. 53, 68, 69 The Lennard-Jones terms are particularly subject to error because they are generally developed for individual atom types, with arithmetic or geometric combining rules then used to provide the equilibrium separation distance and well-depth characteristics for pairing one atom type with another.
One of the inherent difficulties with empirical force field methods is that the actual partial charge of a given atom in a molecular system depends not only on the types of atoms to which it may be covalently bonded but also on the types of atoms immediately surrounding it and the polarizability of the atom in question and those in its immediate surroundings. Thus, while a quantum mechanical simulation of a given molecular system will automatically adjust the effective partial-charge state of each atom in the system as a function of its local environment by the calculation of electronic orbital wave functions and energies, an empirical force field uses predefined fixed partial charges for designated atoms as a function of their state of covalent bonding. The designated partial-charge values of the atoms, of course, then do not change in response to the surrounding conditions, thus leading to potential errors in the simulated behavior of the system. Although attempts are currently underway by many groups to develop polarizable empirical force field methods that enable partial charges to adjust to their local surroundings during a simulation, [70] [71] [72] [73] these methods are still not widely used, primarily because of the high computational cost involved. 74 Because of the restriction to use fixed partial charges and other fixed parameters for a molecular simulation, empirical force fields are generally not broadly transferable. This means that force field parameters that are developed for one set of conditions, such as peptide folding in aqueous solution, are generally not suitable for the same general set of functional groups under a different set of conditions, such as for a bulk solid-phase polymer or the adsorption of a protein to a polymer surface. This issue was very clearly demonstrated in a paper by Oostenbrink et al., 75 in which two different sets of partial-charge parameters were needed to accurately represent the behavior of the same set of molecules in their pure condensed liquid state versus when represented in aqueous solution.
Because of this problem, it is generally acknowledged that force field parameters must be validated for each different type of application because subtle differences in the molecular conditions of a system can substantially influence the behavior of the atoms in the system. This issue is extremely pertinent for the simulation of peptide-surface interactions. While at first glance it seems very reasonable that force field parametrization that has been validated for peptide folding in aqueous solution should be perfectly suitable to be used to represent peptide adsorption behavior to a functionalized surface, there are sufficient differences between these two types of processes that suggest that this might not be the case.
Peptide folding behavior is largely influenced by the covalent bonding state of the peptide chain, with nonbonded interactions playing a very important but secondary role due to the fact that nonbonded interactions ͑i.e., electrostatic and Lennard-Jones interactions͒ are much weaker than covalently bonded interactions ͑i.e., covalent bond stretching, bending, and dihedral rotations͒. In contrast to this, peptide adsorption behavior is completely driven by nonbonded interactions and, most importantly, it is dominated by the relative strength of the nonbonded interactions of the atoms of the peptide versus atoms of the solvent for the atoms of the adsorbent surface. Thus while small errors in the partialcharge state and Lennard-Jones parameters of the atoms of a peptide may result in negligible errors in the manner in which it folds in aqueous solution, these same small errors may introduce large errors in the manner in which it adsorbs to a surface. This situation is further exacerbated by the fact that partial charges are not able to adjust to their local environment, which is likely to change at the interphase region of a multiphase system, and Lennard-Jones interactions may be particularly subject to error when calculated between mixed atom types in separate phases of a multiphase system. For this reason, it is extremely important that force field parameters that are borrowed from one application and applied to another ͑i.e., borrowed from a protein folding force field to simulate protein adsorption behavior͒ be critically evaluated for the new situation. This enables possible errors in the parametrization to be identified, appropriately modified, and then validated for use for the intended application. If this is not done, then little confidence can be placed in the simulation results. Figure 1 shows an example of how an imbalance in force field parameters can result in an error in the simulated behavior. In this case, an oligo͑ethylene-oxide͒-functionalized surface was predicted to strongly adsorb peptides, 76, 77 which is contrary to well established experimental behavior for this type of surface chemistry. 78 Of course, in order to evaluate, modify, and validate a given set of force field parameters for a given application, it is necessary to know what the correct behavior of the system is so that the simulation results can be critically evaluated. This is particularly problematic for the case of peptide adsorption behavior because at this time there are little experimental data that designate what a properly parametrized force field should predict in terms of peptide adsorption behavior.
To address this critical issue, my research group has spent the past several years developing methods to both experimentally determine the standard state free energy of peptidesurface interactions 79, 80 and to calculate changes in adsorption free energy by molecular simulation using an all-atom empirical force field 76, 77, 81 so that the accuracy of force field parameters can be critically assessed. These methods are now being applied to experimentally characterize the adsorption behavior of a large library of peptide-surface combinations using a host-guest peptide model with varied guest amino acid residues and alkanethiol self-assembled monolayer ͑SAM͒ surfaces with surface functionality selected to represent a wide variety of functional groups commonly found in polymers. In addition, the developed molecular simulation methods are being applied to calculate the change in free energy for peptide adsorption for these same systems using the CHARMM force field. 52, 53 By comparing the simulation results to the experimental results, which represents an ongoing effort, we will have a basis for evaluating how well the CHARMM force field is able to represent the interactions between amino acid residues and polymerlike functional groups in an aqueous environment. These comparisons will then be used to identify problems with the existing parametrization for this application. This will provide a basis from which the parametrization for water-surface and peptidesurface interactions can be adjusted and properly balanced to optimize agreement with experimental results, thereby establishing a validated empirical force field for amino acid residue-surface interactions. Although this represents a very large undertaking, this degree of effort is deemed to be necessary in order to provide a sufficient level of confidence that these types of molecular simulations will accurately reflect actual peptide adsorption behavior.
The exciting aspect of the development of an empirical force field for amino acid residue-surface interactions is the fact that all proteins are essentially composed of the same set of 20 naturally occurring amino acids, and a very large number of polymers are composed of the same basic set of functional groups. Thus, once a set of force field parameters is validated for these types of amino acid-polymer functional group interactions, this same parameter set should be able to be applied to accurately simulate the adsorption behavior of any protein on any polymer containing similar types of functional groups, with capabilities then only limited by the power of the computational resources that are available.
While this should provide a very promising approach to help understand and predict protein-surface interactions, there are other key aspects of a molecular simulation that are just as important for the accurate simulation of peptide/ protein-surface interactions, which must also be considered; namely, the representation of solvation effects and system sampling.
V. SOLVATION EFFECTS
During the process of peptide/protein adsorption, the water molecules and salt ions in solution do not just provide an inert medium that the reactions take place in; but rather, they are active components of the system. As such, it is essential that solvation effects be accurately represented in any molecular simulation of peptide-surface or protein-surface interactions. A simulation composed of only a peptide and a surface, without the presence of solvent molecules or the representation of solvation effects, represents molecular behavior under vacuum conditions, which has little to do with processes that occur in aqueous solution.
The most direct and accurate way of including solvation effects in an all-atom empirical force field simulation, whether it employ an MM, MC, or MD method, is to include the molecules of the solvent explicitly using a water model that was specifically designed to be used with the selected force field along with the appropriate concentration of salt ions. Numerous special water models have been developed for use with these simulations, such as SPC, 82 89 and polarizable water. 90 The benefit of the use of explicit solvation in a simulation of peptide adsorption is that the water molecules are then able to specifically interact with the functional groups of both the amino acid residues of the peptide and the adsorbent surface, with these interactions being in direct competition with the interactions between the water molecules themselves and the amino acid functional groups with those of the adsorbent surface. When used with a properly tuned force field, this not only enables adsorption processes to be accurately represented but also enables the effects of adsorption processes on the surrounding water structure to be evaluated and characterized, thus providing insights into the types of atomic-level interactions that influence adsorption behavior.
One of the primary problems with the use of explicit water molecules in a simulation is that such a large number of water molecules must be used in order to appropriately represent a peptide in aqueous solution that the water itself often represents more than 90% of the atoms in the system. Accordingly, over 90% of the computational time is spent simulating the behavior of the bulk water as opposed to the peptide-water-surface interactions, which are of primary interest. As an approach to circumvent this problem, many different types of implicit aqueous solvation methods have been developed. These methods all attempt to represent the effects of the aqueous solution by the incorporation of some type of mean-field approximation that is directly integrated into the force field equation as opposed to explicitly representing individual atoms of the solvent. This greatly reduces the number of degrees of freedom of the molecular system that is being simulated, thus reducing the computational requirements for the simulation. While this benefit comes at a cost of decreased accuracy, it does enable system size and time scale to be greatly extended for a given computational system and time frame available for the simulation.
There are basically two important components of solvation that must be represented for a reasonably accurate implicit solvation method: ͑1͒ the electrostatic shielding provided by the water molecules and ions in solution, which represents solvation effects around polar and charged functional groups, and ͑2͒ hydrophobic effects, which represent hydration effects around nonpolar groups. Several different approaches to represent solvation effects implicitly have been developed and used for protein folding simulations. Many of these, however, are only appropriate for the specific applications that they were developed for, and even then may provide a poor representation of solvation effects. Unfortunately, this has led to substantial misuse of implicit solvation effects for the simulation of peptide/protein-surface interactions, with the generation of completely erroneous results because of the improper representation of the system.
One of the simplest methods that have been used to implicitly represent solvation effects is to incorporate a relative dielectric constant in the denominator of Coulomb's law expression that is used in the force field equation, 91 as shown in Eq. ͑1͒,
where E Coul is the potential energy for the interactions between atoms i and j with partial charges q i and q j , respectively, 0 is the permittivity of free space, is the relative dielectric constant, and r ij is the distance between atoms i and j. The relative dielectric constant of water at 298 K is about 79, 92,93 while the relative dielectric constant of vacuum ͑or air͒ is 1.0. 93 Thus, when incorporating the relative dielectric constant in Coulomb's law expression to represent conditions in aqueous solution, the potential energy contribution for a given electrostatic interaction, E Coul , is reduced by a factor of 79. Another slightly more complex approach to this, although not necessarily more accurate, is to use what is called a distance-dependent dielectric term in which the relative dielectric constant ͑͒ in Coulomb's law expression is replaced by the separation distance r ij between two interacting atoms, thus making the electrostatic energy proportional to the inverse square of the distance between the atoms. This causes electrostatic effects to be relatively strong when the interacting atoms are close to one another, thus representing a condition with no intervening water molecules, but then dampen out proportionally to r −2 as the atoms become separated, in which case water molecules, if explicitly represented, would be in between and dampen the interaction between the atoms. These methods, however, have been primarily applied for protein folding as a means of very simply dampening the influence of widely separated chargecharge interactions on the bonded interactions, which largely control protein folding behavior, and even for this application, its use is generally not recommended. 94 While the use of these types of methods is questionable at best for application to protein folding simulations, they are particularly unsuitable for peptide/protein-surface interactions because they essentially represent a dampened vacuum condition rather than a solvated environment. Furthermore, this "solvation" model completely neglects the competition of water molecules for the functional groups of the amino acid residues and the surface, either due to electrostatic or Lennard-Jones interactions, and also provides no means to represent hydrophobic effects. Therefore, the use of dielectric constant-based methods alone as an implicit solvation model will give erroneous results that have little to do with peptide/protein adsorption behavior and simply should never be used. A more accurate method of implicitly including the electrostatic effects of solvation can be provided by using the Poisson-Boltzmann ͑PB͒ equation. 95, 96 While useful for MM calculations, this method is generally considered to be too computationally rigorous ͑i.e., slow͒ to be used for MC or MD simulations. In place of this, a fairly accurate representation of the PB equation can be provided by an alternative procedure known as the generalized-Born ͑GB͒ method. [97] [98] [99] [100] [101] The use of GB methods has been widely used to represent the electrostatic component of solvation effects for protein folding simulations with mixed results. 100, 102 Neither PB nor GB methods, however, incorporate hydrophobic effects, which are typically included separately by the incorporation of a surface-energy term that is multiplied by the solvent accessible surface area of the molecules that are explicitly represented in the system. 103, 104 This manner of representing hydrophobic effects is very approximate, and the appropriate incorporation of hydrophobic effects in implicit aqueous solvation methods is still a challenging problem with substantial need for improvement.
Sun et al. 105, 106 have evaluated several of these implicit solvation methods for the simulation of peptide-surface interactions in comparison with other higher-level methods and found substantial differences in the predicted behaviors. Figure 2 shows an example of how different implicit solvent methods predict very different adsorption responses for peptide-surface interactions. At this time, none of the implicit solvation methods have been validated for peptidesurface interaction, and results from their use should be met with healthy skepticism until they can be demonstrated to provide realistic peptide adsorption behavior.
VI. SAMPLING
The third critical issue that must be addressed in any molecular simulation is the issue of sampling. Discussion of this issue will primarily be restricted to MD simulations, although sampling problems are equally of concern when using MC methods. To appreciate the importance of this, it must be realized that a conventional MD simulation typically represents the behavior of a single molecule over a simulated time scale of tens of nanoseconds, while an experimental measurement represents an ensemble average of the behavior of billions of molecules over time spans of milliseconds and longer. This situation raises the obvious question of how can the results of a MD simulation possibly be compared to an experimental measurement? The answer to this question is that MD simulation results can indeed be compared to experimental results if the simulated system is appropriately represented and sufficiently sampled. One of the main problems with this, however, is that it is often difficult to achieve the necessary degree of sampling.
As a complicating factor related to this problem, systems involving the behavior of complex molecular structures, such as a peptide or a protein adsorbing on a surface, generally exhibit a very rough potential energy surface, which represents the relationship between the potential energy as a function of the coordinates of the system, also referred to as the configurational phase space. This potential energy surface typically has numerous local low-energy positions that are separated from one another by relatively high potential energy barriers ͑e.g., barriers separating trans and gauche states for dihedral bond rotation͒. Because of this situation, a conventional MD simulation of the system will often become trapped in one or only a few of the many local low-energy wells, or even in the global low-energy well, for the entire simulation, thus providing a very poor representation of the correct ensemble-average behavior of the molecular system. An illustration of this problem is provided in Fig. 3 , which shows simulation results for two different peptide-surface systems; one that did not exhibit a strong adsorption response and the other that did. The strongly adsorbing system encountered a substantial sampling problem that prevented the calculation of adsorption free energy from the simulation results for that system.
To overcome this type of problem, advanced sampling methods can be employed that introduce an artificial driving force into the simulation that enables the system to escape from designated low-energy positions and more fully explore the entire phase space of the system. Following the simulation, the effects of this artificially applied forcing function can be removed to provide a proper unbiased set of sampled states, which can then be used to calculate correct ensembleaverage properties of system behavior that can be compared to experimental measurements. As addressed below, several different types of methods have been developed to deal with different types of sampling problems, and it is important to select the method, or combination of methods, that will address the particular sampling problems that are being encountered for a given molecular system.
To understand advanced sampling methods, it is necessary to first understand a few of the basic relationships of statistical mechanics that determine the probability of sampling a given state of a molecular system during a molecular simulation and how this is related to the potential energy and the changes in free energy of the system. The probability of a given energy state being sampled ͑P i ͒ and the relative probability of sampling a different energy state P j relative to P i ͑i.e., P j / P i ͒ can be expressed as
͑2͒
and
respectively, where E i is the potential energy of the system for energy state i, ⍀ i is the degeneracy of the system for energy state E i ͑i.e., the number of different ways that the atoms in the system can be configured to have an overall system potential energy of E i ͒, k B is the Boltzmann constant, T is absolute temperature, Q is the configurational partition function of the system, ⌬E ij is the difference in potential energy between states i and j, and ⌬G ij is the difference in free energy for the system between states i and j. Given these relationships, the probability of the system being in a given energy state can be adjusted by altering the value of the group of parameters in the exponential ͑i.e., E i / k B T͒, either by introducing a biasing-energy function into the force field equation to influence the energy state of the system ͑E i ͒ or by adjusting the temperature of the system ͑T͒. Accordingly, if the molecular system is trapped in a given local low-energy minimum position with energy state E i , a biasing-energy function ͑⌬B ij ͒ can be added to the force field equation to counter the effect of the local low-energy well, as shown in Eq. ͑4͒, ͑b͒ SSD between the peptide and the SAM surface for the molecular system shown in ͑a͒ vs simulated time showing that the peptide was able to sample over the entire SSD-coordinate space without being trapped in any one position. This occurred in this case because the peptide did not strongly adsorb to the surface. ͑c͒ A snapshot from the trajectory file of a G 4 -K-G 4 peptide over a COOH-SAM surface. In this case, the peptide adsorbed tightly to the surface. ͑d͒ SSD vs simulated time for the peptide-SAM system shown in ͑c͒. A severe sampling problem is shown in that the peptide does not escape from the surface during the whole simulation, thus providing insufficient sampling for the proper calculation of adsorption free energy from the simulation results. Adapted from Ref. 76 ; used with permission.
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͑4͒
If adequately applied, this effectively "fills" the energy well to prevent the molecular system from being trapped in that region of coordinate space. This, of course, results in a biased-probability distribution P ij being sampled during the simulation. As shown in Eq. ͑5͒,
this biased-probability distribution can then be corrected following the simulation to obtain the unbiased-probability distribution P ij , from which the difference in free energy between states i and j can be calculated. This method is highly effective if the coordinate position and the depth of a given local low-energy well are known such that a biasing-energy function can be appropriately determined and applied in the simulation. If these factors are not known a priori, they can be determined by running preliminary MD simulations to assess where the system tends to become trapped, and then adaptively adding in a biasing function until the sampling problem is overcome.
108-111
The use of a biased-energy function is most widely used to control sampling over a single designated system coordinate, such as the dihedral rotation about a bond in a peptide chain 112 or the separation distance between a peptide and a surface. 81 For these types of applications, an umbrella sampling technique 108, 113 is typically used in the form of
which is also referred to as a restraining potential, where k u is the force constant, h is the coordinate parameter of interest, which is set at a designated coordinate value, and is the sampled value of the coordinate at a given point in the simulation. In this form, the biasing-energy function penalizes the system in a quadratically increasing manner as it deviates from the designated position h . A series of independent parallel simulations, referred to as windows, can then be carried out with the value of h incrementally varied over the full range of interest, with these increments set such that the neighboring sampled populations overlap one another. The results of all of these simulations can then be combined using the weighted histogram analysis method, [114] [115] [116] which serves to correct the sampling distribution for the applied bias and generate an unbiased-probability distribution of states over the full range of the parameter of interest ͑i.e., ͒. This unbiased-probability distribution can then be used to calculate the potential of mean force ͑PMF͒ of the system, which is equivalent to free energy, as a function of the change of the designated coordinate ͑͒. While this method is very useful for many different situations, it has the distinct drawback of becoming extremely complicated when applied to more than one parameter at a time.
As an alternative to the use of biased-energy functions, sampling of a system can also be greatly enhanced by raising the temperature of the simulation. In this case, the increased temperature level provides additional thermal energy in the simulation, which then also has the effect of enabling the system to more rapidly escape from local energy minima. The distinct advantage of the use of temperature in this manner is that it influences all of the degrees of freedom of the system at the same time, thus facilitating the crossing of all energy barriers in the system during a simulation without requiring knowledge of their location.
One of the most widely used and well-developed methods to accomplish this type of sampling is known as replica exchange molecular dynamics ͑REMD͒, 117, 118 which is based on a previously developed method called parallel tempering. 119 With this method, independent MD simulations are run for a series of replicas of a given molecular system with each replica being run at an increasingly higher temperature level above a baseline temperature of interest, e.g., 298 K. After a short user-designated time period ͑e.g., 250 steps of MD͒, a statistical mechanics-based exchange algorithm similar to that used in a Metropolis Monte Carlo exchange process 120 is used to compare the potential energy levels between replicas at neighboring temperatures. If the exchange is accepted, then the temperature levels between the pair of replicas are swapped. If it is not, the replicas remain at their prior temperature levels for another sampling cycle, following which the swapping decision process is repeated again. A diagram depicting this process is shown in Fig. 4 . By this method, a replica that is trapped in a local low-energy well that actually represents a relative high energy level of the system tends to be exchanged upward in temperature. This then provides additional thermal energy to help that replica escape from the energy well to potentially explore other more favorable states of the system. Similarly, FIG. 4 . Schematic comparison of a conventional MD simulation compared to an REMD simulation for a simple model system containing two potential energy wells separated by an energy barrier. The MD simulation is not able to get over the energy barrier separating the two local low-energy wells and thus is shown to be trapped in the single local low-energy well during the entire simulation, resulting in a poorly sampled system. The REMD simulation uses thermal energy to enable the system to readily cross the energy barrier. The Metropolis-type exchange procedure used to swap temperature levels enables the development of a Boltzmann-weighted ensemble of states being sampled at the baseline temperature, thus representing a properly sampled, equilibrated system with ensemble-average properties that should be comparable to experimental measurements.
replicas that happen to be close to the global low-energy position tend to be exchanged downward in temperature, thus increasing their probability of ending up being sampled at the baseline temperature. The effect of this somewhat complicated process is to greatly enhance the sampling of the coordinate phase space of a molecular system and, in the end, generate a Boltzmann-weighted ensemble of states at each temperature level. The value of this is that the resulting sampled distribution of states then represents an equilibrated system of states that effectively transcends the time domain, thus enabling ensemble-averaged properties of the system to be determined from this distribution that theoretically should be comparable to experimental measurements of a similar system under equilibrium conditions. While this is an extremely useful computational technique, it can require that a very large number of replicas be used in order to span the range of temperature that is necessary to enhance energybarrier crossing, and it still requires that a very large amount of sampling be conducted to obtain a properly converged ensemble of states at the baseline temperature of interest. The combination of these two requirements thus means that a very large amount of computing resources is often needed for the use of this method. To address these types of limitations, many different versions of this method have been and are being developed to improve computational efficiency, [121] [122] [123] [124] [125] including methods that vary the potential energy function instead of temperature. 126, 127 The type of advanced sampling algorithm that should be used for a given simulation will depend on the type of sampling problems that must be dealt with in a given molecular system. For example, to effectively and efficiently sample the behavior of peptide-surface interactions for the calculation of adsorption free energy using a designated force field, we have actually found that we must combine both biasedenergy and REMD methods in order to perform a biasedenergy REMD simulation. 81 This is needed because this type of molecular system actually has two different types of sampling problems that need to be overcome. The first is that for a strongly adsorbing peptide-surface combination, the peptide will tend to become trapped against the surface, 77, 128 thus failing to explore the configurational space far removed from the surface. This type of sampling problem can be readily addressed using windowed umbrella sampling, but not by REMD. 81 The second sampling problem is the need to adequately sample the configurational space of the peptide in solution, with each dihedral angle of the peptide tending to be trapped in its own local low-energy state during a simulation. In this case, there are simply too many different coordinates that need to be controlled, thus greatly complicating the use of umbrella sampling methods to address this issue. REMD methods, on the other hand, are very well suited for this type of sampling problem by providing elevated temperature conditions to facilitate dihedral rotation about each of the rotatable covalent bonds of the peptide.
To set up for this type of simulation, a PMF profile over the coordinate representing the distance between the peptide and the surface, or the surface separation distance ͑SSD͒, is first determined from a series of MD simulations at a desired baseline temperature ͑e.g., 298 or 310 K͒ using windowed umbrella sampling over the SSD coordinate. A biased-energy function is then defined as the negative of the PMF versus SSD profile; which, when incorporated into a MD simulation, should effectively cancel the attraction of the surface for the peptide, thus enabling the peptide to randomly move up and down over the surface during the simulation. This biasing-energy function is then added to the force field equation and a REMD simulation is conducted to provide a biased-REMD simulation that is capable of overcoming both types of sampling problems ͑i.e., dihedral rotation and SSD trapping͒ at once. After the simulation is completed, the sampled biased-probability distribution is corrected for the applied biasing function. The results from this type of simulation then provide an equilibrated ensemble of states with a probability distribution that properly reflects the strength of interaction between the peptide and the surface. 81 This probability distribution can thus be used to calculate the adsorption free energy for comparison with experimental data. 80 These types of simulations 81 and experiments 80 are currently being conducted with the CHARMM force field so that the accuracy of this force field can be assessed and its parameters can be corrected as necessary for the development of a validated interfacial force field for use for the simulation of peptide-surface and protein-surface interactions.
VII. FUTURE DIRECTIONS
New methods and algorithms in the computational chemistry field are continually being developed and refined to improve the capabilities of molecular simulation. For example, new capabilities are being pioneered for the extension of quantum mechanical methods for MD simulations. [129] [130] [131] Others are working on the development of combined quantum mechanics/molecular mechanics ͑QM/MM͒ methods in which quantum mechanics calculations are used to model small groups of atoms of particular interest within a larger molecular framework that is treated with an all-atom empirical force field. [132] [133] [134] Other areas of development include efforts to develop polarizable empirical force fields with force field parametrization that is able to adapt to its local surroundings, [70] [71] [72] [73] [74] and empirical force fields that provide for bond breaking/forming capabilities, 47-49 both of which enable quantum mechanical effects to be included in an empirical force field for MM, MC, and MD simulations.
While all of these areas will likely lead to advancements in the capabilities for performing accurate molecular simulations, the most promising areas of new development that will most directly impact the ability to predict protein-surface interactions are the development of multiscale modeling methods. [135] [136] [137] These methods seek to develop and apply coarse-graining techniques that will enable time and length scales to be spanned to link all-atom representations of a system at the nanosecond time scale all the way to continuum macroscopic-level representations of a system for processes occurring over time frames of seconds and longer.
VIII. CONCLUDING REMARKS
Molecular simulation is a rapidly developing field. Not only is computational power continuing to advance but algorithm development to further improve the way that computational resources are used also continues to progress at a rapid pace. Thus while current computational resources may be insufficient at this time to enable simulations to be conducted to predict the competitive adsorption behavior of large proteins on biomaterials surfaces to form an equilibrated adsorbed protein layer, and to predict the interactions of membrane-bound cell receptors with this adsorbed protein layer, it is highly likely that within a decade or two that these types of systems will be able to be readily handled. These prospects, coupled with the rapidly developing field of nanotechnology, hold promise for the eventual development of the capabilities of actually being able to proactively design surfaces at the atomic level to specifically control the manner that proteins adsorb, thus controlling surface bioactivity and subsequent cellular response for a broad range of applications in biotechnology and biomedical engineering.
Before these capabilities can be achieved, however, accurate molecular simulation methods must first be developed, including the development of validated force fields for protein-surface interactions, methods to accurately represent solvation effects, advanced sampling algorithms for the efficient prediction of equilibrated ensemble-averaged properties, and multiscale modeling techniques to extend time and length scales. By working out solutions to these types of problems now, methods will be in place by the time computational power advances to the point of using this technology as a powerful tool to finally achieve the long-term goal of being able to predict and control protein-surface interactions.
ACKNOWLEDGMENTS
The author would like to thank the NIH and NSF for providing funding support: Grant Nos. NIH R01 EB006163 and R01 GM074511, the NJ Center for Biomaterials RES-BIO ͑NIH, Grant No. P41 EB001046͒, and the Center for Advanced Engineering Fibers and Films ͑CAEFF, NSF-ERC, Grant No. EPS-0296165͒. 
