Abstract-A class of codes obtained by combining Fire codes, which are burst correcting codes, with BCH codes, which are random error correcting codes, is proposed. The proposed codes are subcodes of both Fire codes and BCH codes. Lower bounds on the burst error-correcting capabilities of the proposed codes are derived. The codes can be used over a compound channel that causes burst errors or random errors.
I. INTRODUCTION
In 1959, Fire [5] presented a construction of cyclic codes generated by a product of a binomial and a primitive polynomial. The binomial has the form x c + 1 for some positive odd integer c. The primitive polynomial generates a cyclic Hamming code that can correct a single error. The length of the Fire code is the least common multiple (LCM) of c and the length of the Hamming code. If the degree of the primitive polynomial satisfies certain conditions, then the Fire code can correct a single burst of length up to (c + 1)/2. In 1968, Hsu, Kasami, and Chien [9] presented an interesting modification of Fire codes. They replaced the primitive polynomial generating the Hamming code with a polynomial generating a code that can correct more than one random error. Their motivation was to develop codes that can work over the compound burst/random error channel, i.e., a channel that causes either a burst of errors or random errors to the transmitted codeword and neither the encoder nor the decoder knows, a priori, the type of errors caused by the channel. The codes Hsu, Kasami, and Chien presented are not cyclic but rather shortened cyclic codes of length equal to the length of the random error correcting code used in the construction.
Let v = (v 0 , v 1 , . . . , v n−1 ) be a binary sequence of length n transmitted over a channel and let r = (r 1 , r 2 , . . . , r n−1 ) be the received sequence. Then e = r − v = (e 0 , e 1 , . . . , e n−1 ) is the error sequence caused by the channel. If the indices of the 1's in e are confined within b consecutive integers, i, i + 1, . . . , i + b − 1, then we say that the channel caused a burst of length up to b. If e i and e i+b−1 are both equal to 1, then we say that the burst has starting position i and length b. If the indices of the 1's in e, reduced modulo n to be in the set {0, 1, . . . , n − 1}, are confined within b consecutive integers, then e is a cyclic burst. Thus, e = (11010000000010) forms a cyclic burst of length six starting at position 12. Such a burst of errors, affecting the beginning and the end of a transmitted sequence, is called an end-around burst. A code C is said to have burst error-correcting capability of b if it can correct all bursts, not necessarily cyclic, of length up to b.
A channel may also cause random errors rather than a burst of errors. If the number of 1's in e is t, i.e., e has weight t, then we say that the channel caused t random errors. A code C is said to have random error-correcting capability of t if it can correct all random errors of weight t or less.
Throughout this paper, we will only consider binary codes although generalizations to codes over larger finite fields are possible. For convenience, we represent a sequence e = (e 0 , e 1 , . . . , e n−1 ) by a polynomial e(x) = n−1 i=0 e i x i . For brevity, we identify the sequence e with its polynomial e(x) and say that e(x) has weight t, denoted by w(e(x)) = t, if the sequence e itself is of weight t, i.e., e(x) has exactly t nonzero terms. We also say that e(x) is a burst of length b if the sequence e is a burst of length b. In this case, we have e(x) = x i (e i + e i+1 x + · · · + e i+b−1 x b−1 ), i.e., a monomial multiplied by a polynomial of degree b − 1. We say that e(x) is a cyclic burst if e is a cyclic burst. In this case, e(x) is congruent modulo x n + 1 to a product of a monomial multiplied by a polynomial of degree b−1. If e is a codeword, then we say that e(x) is a code polynomial.
In this paper, we follow the work in [9] but restrict ourselves to cyclic codes. An advantage of cyclic codes over noncyclic codes, including shortened cyclic codes, is the ability of cyclic codes to correct end-around bursts. Suppose that . . . , v i−1 , v i , v i+1 , . . . is a sequence of transmitted codewords. If the channel causes a burst of errors affecting both v i−1 and v i and another burst of errors affecting both v i and v i+1 , then the two bursts affecting v i can be considered as a single endaround burst which may be correctable by a code capable of correcting such bursts. By modifying the construction in [9] , we construct a class of cyclic codes that generalize Fire codes. However, we show that a code in this class of length larger than that of the random error-correcting code has poor random error-correcting capability regardless of that of the random error-correcting code. Hence, for the compound burst/random error channel, we consider cyclic codes in the proposed class of length equal to that of the random error-correcting code.
The paper is organized as follows. In Section II, we propose a class of cyclic codes that generalize Fire codes. The use of the proposed codes over the compound channel is considered in Section III. The paper is concluded in Section IV.
II. GENERALIZATION OF FIRE CODES First, we present the construction of the well-known Fire codes [5] . The polynomial g 0 (x) in the construction of Fire codes is an irreducible polynomial of period n 0 and, hence, generates a code of length n 0 that can correct a single random error. By replacing g 0 (x) with the generator polynomial of any random error-correcting code, Hsu, Kasami, and Chien [9] presented the following construction of codes, which we call shortened cyclic HKC codes.
Construction 2. (Shortened Cyclic HKC Codes) Let g 0 (x)
be the generator polynomial of a cyclic code C 0 of length n and minimum distance ≥ 2t 0 + 1. Let m 0 be the sum of the degrees of those irreducible factors of g 0 (x) whose periods are equal to n. Then, the code, C, obtained by shortening the cyclic code generated by (x c + 1)g 0 (x) to length n is a shortened cyclic HKC code.
The following result shows that shortened cyclic HKC codes have burst error-correcting capability.
Theorem 2. The shortened cyclic HKC code has burst errorcorrecting capability of min{m
We notice that the class of shortened cyclic HKC codes is an extension of the class of Fire codes. However, by setting t 0 = 1, it is clear that Fire codes is not a special case of shortened cyclic HKC codes. First, Fire codes, which are cyclic, have lengths equal to the least common multiple of c and the period of g 0 (x) while the lengths of the shortened cyclic HKC codes, which are not cyclic if c is not a factor of n, are equal to the period of g 0 (x). Second, with the choice c = 2b − 1 and m 0 ≥ b, the burst error-correcting capability of the shortened cyclic HKC codes as stated in Theorem 2 is b − 1 while that of Fire codes is b as stated in Theorem 1. However, by a simple modification of the construction of shortened cyclic HKC codes, we can obtain the following construction of cyclic codes, which we call cyclic HKC codes, that include Fire codes as a special case.
Construction 3.
(Cyclic HKC Codes) Let g 0 (x) be the generator polynomial of a cyclic code C 0 of length n 0 and minimum * The statement of the theorem in [9] does not list c − 1 in the argument of the minimum function although this is explicit in the proof.
distance ≥ 2t 0 + 1. Let m 0 be the sum of the degrees of those irreducible factors of g 0 (x) whose periods are equal to n 0 . Then, the code, C, generated by g(x) = LCM{x c + 1, g 0 (x)} is a cyclic HKC code of length n = LCM{c, n 0 }. Similar to their closely related shortened cyclic HKC codes, the cyclic HKC codes have also burst error-correcting capability as stated next. The proof of the theorem, which very much follows that of Theorem 2 in [9] , is placed in the appendix.
Theorem 3. The cyclic HKC code has burst error-correcting capability of
Notice that setting t 0 = 1 in the construction of cyclic HKC and Theorem 3 gives the construction of Fire codes and Theorem 1, respectively.
The following result shows that if n > n 0 , then no matter how large m 0 and t 0 are, the burst error-correcting capability of the cyclic HKC code C in Construction 3 is less than c and its random error-correcting capability is one. (mod x n + 1).
Then, v(x) is a nonzero code polynomial, which is the sum of two bursts of length c. We have
which is divisible by both x c + 1 and g 0 (x), and, hence, by LCM{(x c + 1), g 0 (x)}. Thus, v(x) is a codeword in C. Since v(x) is a sum of two bursts of length at most c, the burst error-correcting capability of C is less than c. We also notice that (x+1)v(x) = 1+x c +x n0 +x n0+c is a codeword in C of weight four. Hence, C has random error-correcting capability of one.
Because of Theorem 4, we only consider in the following cyclic HKC codes of length n = n 0 , which is the case if and only if n 0 is a multiple of c. In this case, the burst errorcorrecting capability of the code need not be less than c as dictated by Theorem 4. Actually, for shortened codes, the burst error-correcting capability can exceed c and, consequently, the guaranteed burst error-correcting capability specified in Theorem 2. Notice that Theorems 2 and 3 indicate that increasing the minimum distance of the code C 0 may increase the burst error-correcting capability of C. However, this is not the best way to achieve a larger burst error-correcting capability as it is more efficient, in terms of code rate, to keep the minimum distance of C 0 equal to three and increase the value of c. Therefore, what is interesting in the shortened cyclic HKC codes and cyclic HKC codes is not the use of the these codes over a channel causing bursts but rather over compound channels that either cause bursts or random errors as explained in the next section.
Before proceeding to the next section, let us mention the following two well-known bounds on the burst error-correcting capabilities of codes. Let C be a linear code of length n and dimension n − r which can correct bursts of length b or less. Then, b is upper bounded by the Reiger bound [15] as b ≤ r/2 . If the code is cyclic, then b is also upper bounded by the Abramson bound [2] , [12] 2 r ≥ n2 b−1 + 1, i.e., b ≤ r − log 2 (n + 1) + 1. Codes satisfying the Abramson bound with equality were studied in [1] .
Let C 0 be a binary BCH code of length n 0 and distance ≥ 2t 0 + 1 . Let m be the multiplicative order of 2 modulo n 0 , i.e., m is the smallest positive integer for which 2 m − 1 is divisible by n 0 . Then, C 0 has dimension at least n 0 − mt 0 [11] . We conclude that the burst error-correcting capability, b, of the cyclic HKC code C of length n = n 0 , which then has dimension at least n − c − mt 0 , is upper bounded by the Reiger bound as b ≤ (c + mt 0 )/2 and by the Abramson bound as b ≤ c + mt 0 − log 2 (n + 1) + 1, which reduces to b ≤ c + m(t 0 − 1) + 1 in case n + 1 is a power of two.
III. CODING FOR THE COMPOUND BURST/RANDOM ERROR CHANNEL
A compound channel consists of a set of channels with the same input and output alphabets. All transmissions use one of the channels in the set. Both encoder and decoder know the set of channels but do not know which channel is used for transmission. Compound channels and their capacities were introduced and studied in [3] , [4] , [16] . Explicit constructions of codes were proposed in [9] , [6] , [7] , [8] in the case in which the compound channel consists of two channels: one causing bursts of errors and the other causing random errors. The codes constructed in these papers are shortened cyclic codes.
Consider a compound channel consisting of a burst error channel and a random error channel. For this compound channel, we are interested in a code, C, of length n and dimension n − r that can correct a single burst of length up to b comp or up to t comp random errors. Such a code is said to be (b comp , t comp )-compound error-correcting. We assume that b comp > t comp otherwise the compound channel can be reduced to a single channel causing up to t comp random errors.
Necessary and sufficient conditions for the linear code C to be (b comp , t comp )-compound error-correcting are presented in [9] . These conditions can be stated as follows:
1) No nonzero codeword in C is a sum of two bursts of length up to b comp ; 2) no nonzero codeword in C has weight less than 2t comp +1; and 3) no nonzero codeword in C is a sum of a burst of length up to b comp and a vector of weight up to t comp . The first condition is equivalent to saying that the code can correct a burst of length up to b comp if the channel causes a burst of that length or less. The second condition is equivalent to saying that the code can correct up to t comp random errors if the channel causes up to that many random errors. The third condition is equivalent to saying that no two distinct codewords, one suffers from a burst of length up to b comp , and the other suffers from up to t comp random errors, can lead to the same word. Posner [14] proposed a simple test to check whether or not condition 3) is met in case t comp = 1.
A necessary and sufficient condition for 1), 2), and 3) to hold is that all distinct bursts of weight up to b comp and vectors of weight up to t comp are in different cosets. Based on this, Hsu, Kasami, and Chien derived the following bound, which combines the Abramson and the Hamming bounds [11] :
Clearly, if C is b-burst error-correcting, t-random errorcorrecting, and (b comp , t comp )-compound error-correcting, and b and t are the largest numbers for which this is true, then b comp ≤ b and t comp ≤ t. Typically, we are interested in the maximum possible b comp for which the code C is (b comp , t)-compound error-correcting. This is obtained by checking the largest value not greater than b for which condition 3) holds.
Following [9] , a cyclic or a shortened cyclic (b comp , t comp )-compound error-correcting code can be decoded as shown in Fig. 1 . The receiver, which does not know whether the channel causing bursts or the channel causing random errors was used, decodes the received polynomial r(x) using two decoders: one to correct a burst of length up to b, which can be done using burst trapping, and the other for correcting up to t random errors. From condition 1) above, it follows that the first decoder produces an output, which is the transmitted codeword, if the channel used for transmission causes a burst of length up to b. From condition 2), it follows that the second decoder produces an output, which is the transmitted codeword, if the channel used for transmission causes up to t random errors. The third condition guarantees that in either case only one of the two decoders succeeds in producing an output or that both produce identical outputs. This precludes the case in which the two decoders produce different codewords as outputs. Hsu, Kasami, and Chien in [9] presented and proved the following theorem for the shortened cyclic HKC codes as given in Construction 2. Based on Theorem 5, Hsu, Kasami, and Chien constructed a class of shortened cyclic HKC codes, denoted by Class K, for the compound channel where C 0 is a BCH code. The codes constructed are not cyclic but rather shortened cyclic codes. By checking the proof of Theorem 5, which appears as Theorem 1 in [9] , it follows that the theorem holds also for the cyclic HKC codes presented in Construction 3.
In Table I , we provide some cyclic HKC codes for the compound channel. Each code, C, is given by Construction 3, where c is a factor of n 0 = n and the code C 0 is a BCH code. In particular, C is a subcode of a Fire code and a BCH code of equal length n. Each row in the table corresponds to a code C. The first column gives the length n and the dimension k of C. The second column gives the value of c and the third column gives roots of the generator polynomial g 0 (x) in terms of powers of an element β of order n. Since the roots are consecutive powers of β starting with β, the code C 0 generated by g 0 (x) is a narrow-sense BCH code [11] . The polynomial g 0 (x) is the product of the minimal polynomials over GF (2) of these roots and is given in octal notation in the fourth column. For example, 3525 represents the polynomial
The fifth column gives the burst error-correcting capability, b, of the code C and the sixth column gives the BCH lower bound [11] on the random error-correcting capability, t, of the code C, i.e., the maximum number of consecutive powers of β that are roots of the generator LCM{x c + 1, g 0 (x)} of C is 2t or 2t + 1. Although t is a lower bound on the number of random errors correctable by the code, decoding algorithms, such as the Berlekamp-Massey algorithm and Euclid's algorithm, can efficiently decode up to the BCH bound [10] . The seventh column gives the (b comp , t) compound error-correcting capability of the code C.
IV. CONCLUSION
In this paper, we considered cyclic codes for the compound burst/random error channel. The codes are obtained by combining Fire and BCH codes. We presented results on the burst error-correcting capabilities of some of the constructed codes. It is worth mentioning that the actual maximum burst error-correcting capabilities of the codes exceed those given in Theorems 3 and 5. Therefore, the burst error-correcting capabilities of the cyclic HKC codes need to be studied further.
APPENDIX
Proof of Theorem 3. Since g 0 (x) divides x n0 −1 and both x n0 − 1 and x c − 1 are factors of x n − 1, it follows that g(x) divides x n − 1 and C is a code of length n. To prove the burst error-correcting capability of C we assume that the code has a nonzero codeword which is the sum of two bursts of length at most b < c. Since the code is cyclic, we can assume that the starting position of one of the bursts is 0, i.e., e(x) + e (x) is a code polynomial where e(x) ≡
and e (x) ≡ i0+b−1 i=i0
which implies that
and e(x) ≡ e (x) (mod g 0 (x)).
From (2), we have
where
for 0 ≤ i < b. As b < c, then l i = l 0 or l 0 − 1. If l i = l 0 for all i, 0 ≤ i < b, then e (x) = x cl0 e(x) (mod x n + 1). Since e(x) + e (x) is a nonzero code polynomial, cl 0 is not divisible by n and, therefore, is not divisible by n 0 either. Hence, no irreducible factor of g 0 (x) of period n 0 divides x cl0 + 1. From (3), (x cl0 + 1)e(x) ≡ 0 (mod g 0 (x)).
The product of all irreducible factors of g 0 (x) of period n 0 divides e(x). Since this product is of degree m 0 while e(x) is of degree less than b, it follows that b ≥ m 0 + 1. Therefore, l 1 , . . . , l b−1 are not all equal to l 0 as at least one of them equals l 0 − 1. Let j 0 be the largest index j for which e j = 1 and l j = l 0 and j 1 be the smallest index j for which e j = 1 and l j = l 0 − 1. From (5), we have j 0 + cl 0 < i 0 + b and i 0 ≤ j 1 + c(l 0 − 1). From these two inequalities, we get
Therefore, e j = 0 for j 0 < j < j 1 and the weight of e(x) is at most b − (j 1 − j 0 − 1) ≤ 2b − c. From (4), the weight of e (x), which is the same as that of e(x), is also at most 2b − c. As e(x) + e (x) (mod x n + 1) is a code polynomial in the code generated by g(x) = LCM{x c + 1, g 0 (x)} and, hence, of even weight not less than 2t 0 + 1, we have 2(2b − c) ≥ w(e(x)) + w(e (x)) ≥ w(e(x) + e (x)) ≥ 2t 0 + 2, which gives b ≥ c + t 0 + 1 2 .
This proves the theorem in case t 0 = 1 or 2. For t 0 ≥ 3, the proof continues as given for Theorem 2 in [9] where t is used to denote t 0 .
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