Abstract-Support Vector Machine (SVM) is one of the most popular and effective classification algorithms and has attracted much attention in recent years. As an important large margin classifier, SVM dedicates to find the optimal separating hyperplane between two classes, thus can give outstanding generalization ability for it. In order to find the optimal hyperplane, we commonly take most of the labeled records as our training set. However, the separating hyperplane is only determined by a few crucial samples (Support Vectors, SVs), we needn't train SVM model on the whole training set. This paper presents a novel approach based on clustering algorithm, in which only a small subset was selected from the original training set to act as our final training set. Our algorithm works to select the most informative samples using K-means clustering algorithm, and the SVM classifier is built through training on those selected samples. Experiments show that our approach greatly reduces the scale of training set, thus effectively saves the training and predicting time of SVM, and at the same time guarantees the generalization performance.
I. INTRODUCTION
With the rapid development of pattern recognition and machine learning, a lot of data mining algorithms have been proposed by experts, through which researchers can find much interesting hidden information from the observational data, classification information is one of the most important ones in it, which can be used to recognize, predict or classify those current unseen data. Generally, machine learning algorithms can be divided into three categories: Supervised Learning algorithm, Unsupervised Learning algorithm, and Semi-supervised Learning algorithm. The common supervised learning algorithms include regression analysis and classification analysis. Data classification process includes two stages: the first one is the learning stage, the aim of which is to build a classifier through analyzing the labeled data; the second one is the predicting stage, which using the established model for predicting. The model should have enough generalization ability, i.e., that the model not only has good classification performance on the training data, but also has a high classification accuracy for the future data, which supposed has the same statistical distribution as the training data. The main classification algorithms include Decision Tree, Bayes, Neural network, Support Vector Machine (SVM), etc.
Support Vector Machine (SVM) [1] [2] is one of the most popular and effective algorithms in machine learning. SVM is based on the structural risk minimization criterion and its goal is to find the optimal separating hyperplane where the separating margin should be maximized. This approach improves the generalization ability of the learning machine and solves some problems like non-linear, high dimension data separation and the classification issue that lacking of prior knowledge. SVM is used in systems for face recognition [3] [4] , road sign recognition and other similar application areas [5] because of its sound theoretical foundation and good generalization ability in practical application.
SVM works well in both linear and non-linear conditions, and finding the optimal separating hyperplane is the key to separate data. For non-linear situations, SVM exploits the kernel trick to map low-dimension data into high dimension feature space. In the practical application, SVM makes use of all the labeled data to find the separating rule, but training on large scale data can bring with higher computation cost. In order to decrease the computational complexity, the solution that can be exploited includs two species, one is to improve the algorithm itself, such as the Least Square SVM [6] [7] , the SMO [8] (Sequential Minimal Optimization) under semipositive definite kernel; the other is to decrease the number of input vectors.
The main task of clustering [9] is to group the objects into clusters, objects in the same cluster are more semblable than those in different clusters. It can find the relationships among data objects in an unsupervised way. A lot of clustering algorithms have been proposed and improved, aiming to enhance the efficiency and accuracy. According to cluster mode, clustering algorithms can be categorized into: centroid-based clustering, hierarchical clustering, distribution-based clustering and densitybased clustering, etc.
In this paper, we present an efficient approach for minimizing the sample space. The final training data are selected from the clustering result; they have massive information and important contribution for building SVM model, and can effectively decrease the scale of training set on the premise of guaranteeing the accuracy of the model.
The rest of this paper is organized as follows: section II is a brief introduction of SVM and K-means clustering. The details of the improved algorithm are described in section III. Section IV is mainly about the experiments. Section V is the conclusion of this paper.
II. RELATED WORK

A. Support Vector Machine
In cases of linear separable and binary classification, the goal of SVM is to find an optimal hyperplane [10] which can separate the two classes obviously with a maximal separating margin. The margin is defined as the geometrical distance of blank space between the two species. The greater of the margin, the better of the generalization ability of SVM classifier. The boundaries of this margin are hyperplanes paralleling with the separating hyperplane.
Supposed a training set 
and the boundary function of the separating margin can be defined with formula 4:
1,
For all the data points in the training set, they must satisfy the following constraints (Linear Separable Problem):
According to the definition of separating margin and the formulas of the separating hyperplane and separating boundaries, it is not hard to get the value of the classifying margin, which is 2/||w|| . Maximizing the value of the separating margin is equal to minimizing the value of 2 ||w|| . Generally, we solve this constrained optimization problem with Lagrange multipliers. We construct the following Lagrange function with formula 6:
Easily, we can obtain the following formula 7: 
, and we substitute the formula 7 into the Lagrange function 6 and then get the corresponding dual problem, which is described as formula 8: But in practical applications, we could not find a clear separating hyperplane to differentiate the data, because of the complexity of dataset. In such conditions, we allow a few samples existing in the wrong side of the separating hyperplane, and accordingly, the maximal margin classifier in this pattern is so called Soft Margin SVM [11] [12] . The constraints become:
where i ξ is called slack variable. The idea of "Soft
Margin" aims to improve the generalization ability of SVM.
In order to maximize the margin, the optimization problem is equivalent to a quadratic programming problem [12] , which can be expressed with formula 13: 
where C is called penalty parameter, and it is a positive real constant, which is selected by user and is used to keeps the tradeoff between the complexity and the number of misclassified data. Using the Lagrange multipliers, we can transform the original optimizing problem into its dual problem, which is described in formula 14.
where Finally, we can get the decision function which is decided by the Lagrange multipliers and SVs, and is described in formula 16.
In order to solve the non-linear issues, Kernel technique [14] [15] [16] 
, the essence is to substitute the inner products in the feature space with inner products in the original data space. The final decision function (formula 16) is revised to the form described in formula 17:
B. K-means
Clustering is aims to divide the data into groups. And each group is constructed by similar data, in other words, it means that the similarity between dates in the same group is smaller than others.
K-means is a clustering algorithm in data mining field. It is used to cluster analysis, and has a high efficiency on data partition especially in large dataset. As an unsupervised learning algorithm, we do not know the result clusters before executing the algorithm, it is unlike classification. Because the number of the cluster is unknown, so it usually takes the desired number of groups as input, and in the real applications, we commonly decide it use the experience value [17] [18] [19] .
K-means is a very simple algorithm based on similarity. The measure of similarity plays an important role in the process of clustering. The similar points are assigned to a same cluster, and the dissimilar ones in different cluster. We usually use Euclidean Distance to measure the similarity between two data points.
The different metric method of similarity will not change the result, but the result of K-means is more sensitive to the initial centroids. The two factors are: the one is the value of K, and another is the initial selection of centroids. It implements the iterative technique. This process will not stop until the mean value of all the clusters not change. That is to say, the grouping is done by minimizing the sum of squared distances between the objects and the corresponding centroids [17] [18] [19] .
In K-means algorithm, the choosing of initial center is the key to get precise result. If choosing the proper initial centroids will get a good result, but if it is not, the result will get worse, it may make a large and low density cluster divided into pieces, or merge two close clusters into a one group, etc. So we usually choose the initial centroids randomly, or use the priori knowledge to label some of them to achieve a good result.
The K-means will iterates between two steps until converge. The first step is assign each point to the closet cluster based Eucliean distance. The second step is updating the mean value of cluster or the cluster centroid.
Note that each iteration needs N K × comparison, N is the number of the dataset, and K is the number of clusters that we desired to get. K-means [17] [18] [19] needs only one parameter that denoting the number of clusters. This illustrates that it is simple and effectively. It is a most common algorithm using an iterative refinement technique. Given a dataset of n-dimensional vectors, ∈ is the i th data point. Each point falls in one and only one partition, and it belongs to the nearest cluster. The algorithm is deemed to have converged when the state of assignments process keeps no change. As it is a heuristic algorithm, there is no guarantee that it will converge to the global optimum, and the result may depend on the initial clusters. As the result of K-means algorithm is uncertain, we usually run it multiple times, and cluster result is determined through vote mechanism. The steps of this algorithm are described as follows.
Steps of K-means:
1. At the beginning we randomly choose K points in the database as the initial cluster center. 2. repeat 3.
each object is assigned to the most similar cluster based on the mean value of the objects in a cluster. 4 .
update the mean value of a cluster 5. until the mean values of clusters not change.
III. K-SVM: SVM ALGORITHM BASED ON K-MEANS CLUSTERING
A. The Rule of Selecting Samples
The goal of our algorithm is to sift the important samples, that is to say, to find the most important samples with massive information. In Section II, we have already mentioned the definition of Support Vectors (SVs), which are commonly the boundary points between clusters. However, the boundary points are easy to be misclassified in clustering. Inspired by this problem, our algorithm uses the clustering approach to select boundary points [20] which are more likely to be SVs.
Cluster assumption [21] [22] is our theoretical basis of selecting the most informative samples, it can be described as: if the distance between two samples is relatively close, then the samples are apt to have the same classification label. In other words, the intra-cluster distance is smaller than inter-cluster distance. So the decision hyperplane between clusters should be located at the sparse region. In the premise of Cluster assumption, the learning algorithm could analyze the data distribution in feature space and tune the location of the decision boundary.
In order to find the decision boundary, we can search the points on or close to the boundary of clusters. The locations of these points determine the decision boundary. The points are difficult to be labeled, if the distance of one of them to the opposite cluster is close enough, and it is more easily to be misclassified in clustering process. For the binary classification problem in Figure 1 ., the blue lines are the boundary hyperplanes of the maximal margin which we are going to find. They are determined by the six black points and they are located near or on the boundaries of two clusters, respectively. All the points in Figure 1 form the original training set; the goal of our algorithm is to select a small set which contains the six black points. So our approach aims to use the clustering algorithm to select the misclassified points and according to the difference of the labels of these samples and their neighbors to select some of them for training. Thus we can reduce the scale of the training set effectively. The blue lines are the boundary hyperplanes, the margin is maximized, and the black points are the SVs.
The black points in Figure 1 . is the misclassified ones in the clustering process, we can use the information of them for training and building the prediction model. Suppose that we only consider the position of the misclassified points, it has several situations is shown in Figure 2 .. Figure 2. (a) , it can be seen that the red misclassified points are mixed. If we use the information offered by them, the accuracy of the training model is worse. In order to solve the problem of this situation, these points can be removed from the original dataset, and use the rest to train the SVM model. But this approach is not efficient because the number of the misclassified points is few sometimes; training the rest data has a little significance.
And for Figure 2. (b) , the blue lines are the proper hyperplines, the red ones are the hyperlines built by red misclassified points. We can see that there has a great deviation compared with the original hyperplanes.
In order to solve those problems, we start it from the neighbors of misclassified points. In Figure 3 . and Figure  4 ., the red points are the misclassified ones, and the black ones are their neighbors. We want to choose the neighbors whose true labels are different to the misclassified points that are shown in Figure 3 ., or the number of the points with the same label is equal to that with the different label which is shown in Figure 4 .. We believe that those points have massive information. According to the analysis above, the implementation process of our algorithm can be divided into two steps. In the first step, we run the cluster algorithm on the original training set; as a result, each data point will get a cluster label. Then we will compare the cluster label of a data with its true label, if they are different, we have reason to doubt that they may locate in the edge region of the two clusters. In the second step, we check the labels of its Nnearest neighbors; choose some of them as the candidate training set. The way to choose points is shown in Figure  5 :
In Figure 5 , the red points represent those misclassified points and we will choose the black ones in the Figure 5 . As can be seen from Figure 5 , it is obvious that the way of choosing samples is reasonable. In Figure 5 , the green lines are the adjusted boundary hyperplanes, and the red lines in Figure 5 . (b) are the worse ones. The experiments show that the old ones and the new ones almost have the same generalization ability.
B. Algorithm Description
Given a training set {(x ,y )} . At the beginning we use K-means on training set X , each sample will get a cluster label, if the cluster label of a data is different with its true label, and then it will be added into the misclassified set misC . Let ik y be the cluster label of i x after the clustering process and i y be its true label, we define the misclassified set with formula 10:
For each member in this set, we find its N-nearest neighbors. We define NNeighbor as a sample's Nnearest neighbor set and NNLabel as its corresponding label set. According to the way of selecting samples, we pick out those points that meet requirements and add them into the new training set NT. After sifting, we will get a small subset comparing with the original training set, which are utilized to train and predict. Algorithm I describes the details of our algorithm with pseudo code.
Algorithm II: findNeighbor(x,n) Input: , , X x n Output: NNeighbor
is the j th demension of i th sample*/}} 4. NNeighbor is the set of the samples corresponding to the n-smallest dis values.
end
The way of selecting samples is effective, it can not only reduce the scale of the training set but also guarantee the accuracy and avoid overfitting. Algorithm II aims to find the N-nearest neighbors of a sample.
Our algorithm aims to find the samples which could be SVs as much as possible. This way can save time for establishing SVM model and make the process of training converge as soon as possible. The complexity of calculation depends on the number of SVs, the fewer of SVs, the lower of the computation complexity.
IV. EXPERIMENTS
In our experiments, we put our efforts on solving the binary classification problem, and the training dataset is collected from the original dataset through stratified sampling [23] . Our algorithm and LIBSVM are implemented on three datasets, respectively. Each dataset is divided into two parts, the training set and the testing set. And the experiment results show that the number of SVs decrease greatly and the predict accuracy is the same or a litter higher than that of LIBSVM. The algorithm is implemented with Matlab and libsvm toolbox. The kernel function we used here is the Gaussian kernel ： Table 1 describes the details of datasets in our experiment. These datasets are of binary classification problem which can be downloaded from the Repository of machine learning databases of the well-known University of California at Irvine (UCI) [24] . They are medical data which obtained from real life.
A. Experiment Datasets
The instances are described by attributes, some of which are linear and some are nominal.
B. Experiment Results
We commonly use accuracy rate [25] to evaluate the performance of the binary classification algorithms. In our experiments, we compare the results from the following aspects: the number of samples in training set, the number of SVs, the accuracy rate, and the approximately consuming time.
The result in Table 2 , the new number of training set is a small set which is selected from the original set. It illustrates that the way of reducing the scale of the training set is effective, the number of the training set decreases in different levels. As can be seen in Table 3 , the number of SVs obtained from our algorithm reduces obviously, and the performance of our algorithm is almost the same as LIBSVM, because our algorithm excludes the redundant samples which have no contribution for establishing SVM model. Table 4 shows the accuracy rate of our algorithm and LIBSVM. The accuracy rate of our algorithm is almost the same as the original one, in other words, our algorithm can guarantee the generalization ability, and it utilizes fewer SVs but gets the same or better accuracy rate. The approximately consuming time is saved effectively; it is an average value of time after running the algorithms for 5 times. And Table 5 illustrates the comparison of the average time.
The number of training samples determines the computation complexity, if we use the most valuable samples for training, the consuming time can be saved significantly. The consuming time includes the time for establishing SVM model and the time for predicting. In a word, our way to deal with the training set is available. Our algorithm can not only reduce the scale of training set thus greatly reduce the algorithm complexity, but also guarantee the generalization performance of our algorithm.
V. CONCLUSION
In this paper, we dedicate to solve the problem of reducing the scale of the training set with the method of clustering. We use the K-means clustering approach to select the few most informative samples, which are used to construct our real training set. Experiment results show that our algorithm reaches the goal of reducing the scale of training set, and greatly reduces the training and predicting time, meanwhile assures the generalization ability of our K-SVM algorithm.
In the future, we will try to use our approach on largescale data set, and explore a more precise way to select SVs.
