Abstract-Minimal dimension dynamic covers play an important role in solving the structural synthesis problems of minimum order functional observers or fault detectors, or in computing minimal order inverses or minimal degree solutions of rational equations. We propose numerically reliable algorithms tn compute two basic types of minimal dimension dynamic covers for a linear system. T h e proposed approach is based on a special controllability staircase condensed form of a structured pair (A, [Bl,B2]), which can be computed using exclusively orthogonal similarity transformations. Using such a condensed form minimal dimension covers and corresponding feedbacklfeedforward matrices can be easily computed. The overall algorithm has a low computational complexity and is provably numerically reliable.
I. INTRODUCTION
Our main motivation to address the computational aspects of determining minimal dimension dynamic covers is the following concrete problem encountered in the design of least order fault detectors 
[ X i ( A ) Xz(A)] = C(AJ -A)-'[ B I Bz] + [ DI Dz]
It was shown in [6] that under certain conditions (i.e., maximally observable realization), determining the appropriate Y(A) can be recast as a problem to compute a state feedback matrix F and a feedforward matrix G to achieve the cancellation of a maximum number of uncontrollable poles of the transfer-function matrix where AF := A+B1F, BG = BlG+Bz, CF = C + D l F , and DG = DIG + Dz. Different instances of this problem appear in solving various structural synthesis problems, as for example, the design of minimum order functional observers 141, determining minimal order inverses [I] or computation of minimal degree solutions of rational equations 161. In all these cases, the proposed solution procedures reformulate these problems as minimum dynamic cover problems, which can be solved using the "standard method of 1171 relying on subspace manipulation techniques employed in the geometric theory of linear systems [16] .
Turning such an approach into an efficient and numerically reliable algorithm is not straightforward. A first difficulty when performing the computations in [I71 (see also [4] ), is the need to reduce the system matrices to a special canonical form which exhibits the structural information necessary to solve the problem. However, this canonical form can only be computed by using non-orthogonal transformations resulted from a special basis selection procedure and is based on rank decisions involving successive powers of A. This approach is basically equivalent to test controllability by checking the rank of the explicitly constructed controllahility ma&, which is known to be a notoriously ill-conditioned computational problem [7] . The second aspect is the possibly high computational complexity. Although the basis selection algorithms can be turned into reliable numerical computations using, for example, the technique for the calculus with subspaces proposed in [5], the resulting algorithm has a worst-case computational complexity of O(n4), where n is the order of A. This high complexity is the result of the need to accumulate and apply at each reduction step the orthogonal transformations pedormed at one step (e.g., the left and right orthogonal transformations to compute singular value decompositions). Thus it appears that there is no satisfactory algorithm to compute minimal dynamic covers and the associated feedbacklfeedfomard matrices.
In this paper we propose a numerically reliable and computationally efficient approach to compute a feedback matrix F and a possibly nonzero feedforward matrix G to achieve the desired cancellation of maximum number of uncontrollable poles in (1). We solve the problems of determining both F and G or only F which lead to cancellation of maximum number of uncontrollable poles. Solving these problems involves to compute bases for subspaces representing minimal dimension dynamic covers of o p e I1 and 7jpe I, respectively (see [4]). The main computational ingredient in these computations is bringing the system matrices into special condensed forms which exhibit the structural information necessary to solve the problem. For the matrices in these condensed forms the computation of appropriate F and G is a simple, almost trivial task.
The algorithm to compute the condensed form has two stages: (1) an orthogonal reduction of the structured pair ( A , [&, Bz] ) to a special controllability staircase form;
and (2) In the last part we also address shortly the solution of minimum cover problems with stability constraints. In the case the minimum cover problem with stabilization is solvable, we propose a reliable computational solution to this problem by exploiting the existing parametric freedom in the cover determination problem.
COMPUTATION O F TYPE I1 MINIMAL DYNAMIC COVERS
The computational problem which we solve is the follow- This procedure can be seen as an orthogonal variant of the basis selection approach of [4] and therefore will be useful to constmct both Type / I and Type I minimal covers. .h the second stage, additional zero blocks are generated in the reduced matrices using non-orthogonal transformations and by applying appropriate feedback and feedforward matrices.
From the resulting overall transformation matrix, a basis for the minimum dynamic cover can be easily obtained. In what follows we present in detail these two stages. Bp-l) E R("-7)x"y-'l to a full row rank matrix 3. Compute UTL3g-l) and partition it in the form 4. Compute the orthogonal mauix U2 to compress the matrix to a full row rank matrix
5. Compute diag(1, U;)UTA(j-')U1diag(I, U Z ) and partition it in the form 6. Compute for i = 1 , . . . , k -2 To compute a Type I1 minimal cover, in the second reduction stage we use non-orthogonal upper triangular transformation matrices U = diag (Uc, In-T), respectively, to annihilate a minimum set of blocks in A,. Assume U, has R"F) -* J are full row rank matrices for j = 1,. . . ,e.
z t z~a g ( l , , U i ) d i a g ( 5 + , : j i , U z ) .
A"+ The following result can be shown using the results of 141; Theorem I : The Type I1 dynamic cover V = 'span VI has minimum dimension.
COMPUTATION OF TYPE I MINIMAL DYNAMIC COVERS
The computational problem which we solve in this section is the following: given the pair ( A , B ) with A E Etnxn, Theorem 2: The Tvpe I dynamic cover V = span VI has minimum dimension.
IV. NUMERICAL ASPECTS
The key reduction of system matrices to the special controllability form can be performed by using exclusively orthogonal similarity transformation? It can-be shown that the computed condensed matrices A and B are exact for matrices which are nearby to the original matrices A and B, respectively. Thus this p a t of the reduction is nunierically backward stable. In implementing the algorithm, the row compressions are usually performed using rank revealing QR-factorizations with column pivoting [3] . To make rank determinations even more reliable, QR-decompositions and singular value decompositions can be combined (see W).
The rank revealing QR-decomposition is performed by employing Householder transformations, and these transformations are immediately applied to B, A and Z , without accumulating them in U, and U,. Thus, the reduction is essentially the same as that required to compute the Hessenberg form of the matrix A, which amounts to about 7/3n3 floating-point operations (flops). Note that for solving the problem (l), the accumulation of Z is not even necessary, since all right transformations can be directly applied to C.
The computations at Stage I1 to determine a basis for the minimal dynamic cover and the computation of feadbacklfeedforward matrices involve the solution of many, generally overdetermined, linear equations. For the computation of the basis for U. we can estimate the condition numbers of the overall transformation matrix by computing IlVll; = ilU11$. If this norm is relatively small (e.g., IlVll$ I 10000) then practically there is no danger for a significant loss of accuracy due to nonorthogonal reduction. Note that it is very important to compute these condition numbers, since large values of them provide a clear hint of possible accuracy losses. In practice, it suffices to look at the largest magnitudes of elements of U used at Stage I1 to obtain equivalent information. For the computation of the feedbacklfeedfonvard matrices, condition numbers for solving the underlying equations can be also easily estimated.
For the Stage n reduction, a simple operation count is possible by assuming all blocks 1 x 1 and this amounts to about n3/4 flops.
V. MINIMUM COVERS WITH STABILIZATION
In some applications it is important to achieve simultaneously that the resulting feedback is stabilizing. For a Type I1 cover, this amounts to determine F , G and V such that the resulting AI has all eigenvalues in an appropriate stability domain C-. This goal can not always be achieved, but it is always possible to move a maximum number of eigenvalues in this domain. To show-how this possible, consider the matrix pair (PTAP, P*B), where A and B are the resulting matrices at the end of Stage Il and PT is the permutation matrix (3). The matrices of this pair have the form where the pair ( x I l , E l z ) is controllable, and 521 and has full row rank. Note that the Stase I1 special reduction achieves basically to zero the block A31, while the feedback matrix_F and kedforward matrix G achieve additionally to zero A21 and_ B22, respectively, by exploiting the full rank property of BZ1. 
A32 A33
0 Ac where we denoted with bars the changed quantities. If we choose X such that ii32x 0, weSan preserve the structure of the original pair ( P T A P , P T B ) . Thus, defining V as V = Z U P T , we can compute the feedback and feedforward matrices F and G exactly as before.
With T chosen as above, the resulting AI is A"11 + A"1zX
and we can uy to eyloit this parametric freedom to move the eigenvalues of A11 to stable locations. The following straightfonvard computations are necessary for this purpose:
1) Compute XN with onhonormal columns such that s p a n X~ isthe right nullspace of A~z . 2) Compute F toglace a-maximum number of eigenvalues of A 1 1 + A$NF into the stability domain_@-.
3) Define X = X N F .
All steps of this algorithms can be performed using numerically reliable comp_utations. The computation of X N is straightforward, since A32 is part of a staircase form. Thus, no further rank determination is necessary and X N results from an RQ-like decomposition of A32 which exploits the full row rank of its leading nonzero rows. To determine F , the most appropriate method is to apply a partial pole assignment technique like that of [lo] . This approach can easily accommodate with non-stabilizable pes, by moving only the cp.rollable unstable eigenvalues of A l l intoC-. If the pair ( A l l , A12X,v) is stahilizable then this algorithm can assign all unstable eigenvalues to arbitrary stable locations using minimum norm local feedbacks. In this way, the norm of X is minimized as well and thus also the condition number of the transformation matrix 2 ' . A similar approach can be devised for determining Type I minimal covers with stabilization. A specific aspect of determining minimal dynamic covers is the non-uniqueness of the resulting solution triple (F, G, V ) . This non-uniqueness manifests at several points of the proposed approach and can have negative or positive influence on -the slabilizability properties determined by the triple (All, A12, A32). For example, selecting differently at Stage I the linearly independent columns in Bi3-l) and BF-') or computing differently the blocks of U at Stage ll when solving the underdetermined linear systems can lead to different minimal covers and different stabilizability properties. For numerical implementations, we recommend those solutions which ensure the best numerical properties of the proposed approach (e.g., selecting independent columns using column pivoting or determining least-norm solutions of all underdetermined linear systems).
VI. CONCLUSIONS
We proposed efficient algorithms to compute two types of minimal dynamic covers, which have many important applications in various structural synthesis problems of linear systems. The proposed algorithms rely on the extensive use of orthogonal transformations. The use of non-orthogonal transformations at the final step of the reduction process allows also to obtain a precise estimation of possible accuracy losses induced by the overall reduction. Thus the proposed algorithm, although not numerically stable, can be considered numerically reliable.
The proposed approach has been extended recently [15] to generalized system representations, relying on the orthogonal staircase algorithm for descriptor systems proposed in [I 11. It is certainly possible to extended our approach to periodic systems as well along the lines of the recently proposed periodic staircase algorithm in 1121.
The Stage I algorithms for both standard and descriptor systems [ E ] has been implemented in Foman 77 and can be used via a mex-file interface from MATLAB. Furthermore, the Stage II of the proposed approach has been implemented in MATLAB and underlies. the implementation of methods to compute least order left or right inverses and least order solutions of linear rational equations. All this software is part of the DESCRIPTOR SYSTEMS Toolbox for MATLAB'.
