INTRODUCTION
The Ginzburg-Landau Superconductivity model descnbes the phenomenon of vortex structure in the supernormal phase transition. From the mathematical point of view, the stationary two dimensional model allows a rigorous proof that for most of the physically relevant (gauge invariant) boundary conditions, the order parameter takes the value zero on isolated points (cf. [EMT 93] ). This supports the theory of vortex structured phase transitions in the super-normal transition. In the three dimensional case, to the authors' best knowledge, there are no such results except for the study of Jaffe and Taubes in the self-dual case (cf [JT 80]). We also observe that a two dimensional model is easier to be studied from the numerical point of view. It is therefore interesting to prove that the two dimensional model is a good approximation of the corresponding three dimensional model when the size of the sample is small in one particular dimension.
The particular model of evolutionary (or rather quasi-static) superconductivity dealt with in this paper was first studied in [GE 68] . The model involves three quantities, a magnetic potential, an electrical potential and an order parameter. The existence and uniqueness of solutions to such System subject to the homogeneous Neumann type boundary conditions are established in [CHL 93] and [Du 94 ] respectively. In this paper, we adopt the notation of [CHL 93] and study the convergence of the thin plate model. For the evolutionary équation with some other boundary conditions, existence and uniqueness of solutions have been established and properties of solutions have been analysed (cf. [T 95] ). Recently, a more generalized resuit on existence (without the assumption that the initial data of the order parameter is bounded in L°°) was proved in [TW 95] . It was also established in [TW 95 ] that the evolutionary system admits a global attractor. In this paper, we only give a brief sketch of the existence and uniqueness proof because the domain is not as smooth as in the previous papers and we want the paper to be self contained.
In [DG 93 ], the similar problem of showing that a two dimensional model is an approximation of the three dimensional model in the steady state case has been studied. Here, we allow the thin film to have different upper surface and lower surface and give the proofs in greater detail concerning certain regularity estimâtes. It is also worth noting that the geometry of the thin films with variable thickness is related to the pinning mechanism of the vortices in the superconducting material samples. 
PRELIMINARIES
Let L p (0, r ; X) = W°î jP (0, T ; X) and H\O 7 T\X) = W 1Î2 (0, T ; X). If X dénotes some Banach space of real scalar functions, then the corresponding space of complex scalar functions will be denoted by its calligraphie form X and the corresponding space of real vector valued functions, each of its components belonging to X, will be denoted by its boldfaced form X. However, we will use || . \\ x to dénote the norm of the Banach space X, X or X.
The standard gradient, divergence and curl operators in U 3 will be denoted by grad, div and curl, respectively. Let A'dénote the projection of a three dimensional vector A G U 3 onto the (x 2 , x 2 )-plane. On the (x v x 2 )-plane, it is convenient to introducé two curl operators where the constant C dépends on the domain Q e . The fact that C in gênerai dépends on e has been ignored in [DG 93 ] {cf. Lemma 3.1). In section 4.2 we will show that C is indeed independent of e. When the température is close to the critical température T c where the transition from normal state to superconducting states starts taking place, the Ginzburg-Landau evolutionary superconductivity model is as follows
where Q s = Q e x (0, T ( -grad + A J y/ . n = 0, curl A A n = H A n, on F e (2.4)
where F e -dü e x (0, T). Hère "." is used to dénote the vector inner (scalar) product, "A" is used to dénote the vector exterior (vector) product and "n" is the unit outward normal vector of dQ s . 
7)
The proof of this proposition will be given at the end of Section 4.2. In the following, we will only discuss solutions in the gauge equivalent class satisfying (2.7): under this gauge choice, we conclude that the system (2.2)-(2.5) can be rewritten as follows: 
EXISTENCE AND UNIQUENESS OF SOLUTIONS
Since the domain is not as smooth as required in [CHL 93], we sketch the existence proof independently. As e is considered to be a constant in this section, to simplify the notations, we use Q for Q e and drop the notation of dependence of solutions on e. To begin with, we define The purpose of this section is to prove existence and uniqueness of solutions to 
The theorem is the conséquence of the lemmas that follow
LEMMA 3 1 (Uniqueness) The solution ( y/, A ) of (3 2)-(3 4) satisfying (3 5) (3 7) is unique
Proof Let ( y/ v A x ) and ( y/ 2 , A 2 ) be two solutions of (3 2)-(3 4) satisfying (3 5)-(3 7) and set y/ -Wi -y 2 ' Â = Ai -A 2 Then, subtracting the correspondmg équations, we have 
We note that since ( y/ v A x ), ( y/ 2 , A 2 ) satisfy (3.5)-(3.7), we have for 7=1,2 and for almost every t e (0, T). Let o> = ^x (0 f) in (3.8) and take the real part of the équation, then Similarly, taking B = A in (3.9), we obtaiñ
Now uniqueness follows from (3.1O)-(3.11) by using GronwalTs inequality. D In order to show the existence of the solutions of (3.2)-(3.4), we introducé the following semi-discretized approximation problem: let iV ^ 1 be an integer, At = T/N be the step size, H^ = H(xJ At) for j = 0, 1, 2, ..., Af The approximation problem is then to find ( y/ f A y . ) e 3fé ?l ( Q ) x H^ ( Q ), j = 1, 2,..., TV such that Proof: We first notice that (3.12)-(3.13) are independent of each other. (3.13) is a standard linear elliptic problem for A y . with y/ _ 1 given by the previous step. Thus the existence and uniqueness of Aj G H^ (Q) follows from a standard argument. When A^. is determined, (3.12) is a semilinear alliptic problem with respect to y/. The existence and uniqueness of y/ } again follows by a standard argument. D LEMMA 3.3: For any j ^ 1, \y/ \ ^ 1 for almost every x G Q.
Proof: This lemma can be proved by taking ca = ( |^| 2 -1 ) + y/ J in (3.12) and using the method in [CHL93] . D
In the foUowing, c is used to dénote various constants independent of Af, At and e. We show a number of lemmas which will enable us to take the limit in (3.12)-(3.13) when iV->oo and consequently, prove that (3.2)-(3.4) admits solutions. where the constant c is independent of e.
THE LIMIT WHEN e
From now on, Q = Q e and we dénote by ( y/ e , A e ) the solutions to the system (3.
2)-(3.4). Let p(x') = a(x') + b(x'). For any (real, complex and/or vector valued) function f(x,t) =f(x\x v t) defined on Q e x (0, r), we define the average
The purpose of this section is to prove that as e -» 0, the average ([y e ], [A e ]) of the solutions ( three dimensional problem (3.2)-(3.4) converge to solutions of a two dimensional problem.
We first describe precisely the assumptions on the boundary dQ £ . Let From the assumptions made at the beginning of Section 2, we know that F v F 2 , F 3 are of class C 1 . We impose the following corner conditions for the boundary parts F x n F 3 , F 2 n F 3 . We point out that each F } dépends on e, just for notational convenience, we drop the subscript e. 
HYPOTHESIS (H):
where n dénotes the unit outward normal vector of dQ e along F 3 n V. D The geometrie meaning of this hypothesis is fairly ohvious. We just point out here that if a(x') = constant, b(x') = constant (the case of a plate), it is straightforward to verify that Hypothesis (H) is satisfied provided that dQ Q is sufficiently smooth. Another important remark is that the assumption det W > 0 in (H) prevents that the edge of the plate forms a reentrant angle, this coincides with the assumption that a and b are C functions up to the boundary and the requirement that r\ is a C mapping which preserves the orientation of the domain. However, we choose not to verify rigorously these assumptions here and give the facts in the form of an hypothesis instead. For more detailed discussions about orientation préservation, image of a domain under a C 1 transformation, see [MTY 93 ] and références cited there. We note that in gênerai ( V, r\ ) and the matrix W in Hypothesis (H) depend on e, we drop the dependence on e of the quantities and the quantities involved in the change of variables later in the proof of Lemma 4.2 for notational convenience. We made sure that the proofs will not be affected by this technical point.
In order to dérive the two dimensional model, we make the following assumptions in this section in addition to (A1)-(A3):
(A2)'A 0 =
The main resuit
The following theorem is the main resuit of this paper. 
Remark 4.2: It is clear from (4.3)-(4.5) that when p(x'
) is a constant, we are able to dérive the Standard 2-dimensional Ginzburg-Landau équations.
Remark 4.3:
We only have weak convergence in Theorem 4.1. Better convergence results require high regularity estimâtes independent of s which we do not have.
The proof of Theorem 4.1 will be given in Section 4.3. We close this subsection by stating the following theorem conceming the solutions of (4.3)-(4.5) which can be proved by using the same methods used in the previous section and in [CHL93] . 
Some estimâtes
In the following, c is used to dénote the vanous constants independent of a. We begin this sub section with some elementary results on the average operator [. j. Proof: For any Q G H*(£? e ), with the help of a family of local charts and of the partition of unity, we need to consider only 0Q with <p being a nonnegative ) function such that supp 0 n F x c\ F 3 =£ 0 (same for supp <p n F 2 n P 3 ^ 0 and simpler for supp 0nf ^ 0, ;'= 1,2,3). In this case, let (V,r\) be the corresponding local chart in Hypothesis (H) and P( . ) = ( W~ T 0Q) (r\ ~ 1 ( . )), the condition that Q.n = Q r n = 0 on dQ e is transformed to (note that n is transformed to Wn) P 1 = 0 on ^j = 0, P 3 = 0 on 3? 3 = 0. Our problem is then to approximate such H l functions while keeping these boundary conditions.
We just sketch how to approximate P x and the rest of the proof can be carried out in a similar way. We define a new function P\ as follows: for any ô > 0 with the constant c independent of e and ö. Now the lemma follows from (4.11)-(4.14) by choosing <5 = 1/16 for e «= 1 and <5=l/(16e 2 ) for 6^1. D In the following we will always assume that e ^ 1. From Lemma 4.3 and Corollary3.1 we obtain the following lemma. 
Therefore, by (4.7) and (4.8), we get We ^ave
Proof: From the boundary condition A e . n = 0, we obtain
A]{x', sa(x'\ t) = e grad' a(x') . A' e (x', ea{x'\ 0 ,

A](x', -sb(x'), t) = -e grad' b(x') . A' e (x', -eb(x'), t) .
By (4.10) and Lemma 4.4, we get 
Using a standard energy estimate, it is easy to show that B t e L 2 ( (0, T) x Q) by, for example, the Faedo-Galerkin method. The remaining problem is then to show that, for a solution of Had the boundary of the domain been C 2 , the regularity would be obvious. But our domain is only Lipschitz. Now let's look at the problem from a different perspective. Let a -grad ç, we need to show that knowing that Introducing W = while knowing
, we wish to show that we H 1 (Q)
Or equivalently, we want to show that if w e X, where 
Again similar to the proof of (4.27) in Lemma 4.11, we can prove 
A NUMERICAL EXAMPLE
We now present s ome numerical computations obtained by using the model derived in Section 4. The numerical method used to solve the system (4.4)-(4.5) is based on a semi-implicit finite element scheme using piecewise continuous biquadratic polynomials based on a subdivision of Q o into a quadrilatéral grid. This scheme was proposed and analyzed in [CH 95 ] for the case p = constant. One of the purposes of the computations is to show that the model derived in this paper is effective in simulating the pinning mechanism of the vortices in superconducting thin films with variable thickness. A more detailed study of the numerical aspects of the model and more numerical simulations will be reported elsewhere.
In the numerical example here, we take the domain O 0 = (0, 1 ) x (0, 1 ), the length of the time interval T= 50, K-10, the time step size At = 0,1. The grid over ü 0 is obtained by subdividing Q o into a uniform grid having 40 intervals in each direction. The vertical shape of the thin film is created by setting p(x v x 2 ) = 0.9 for (x v x 2 ) in the circle centered at (0.25, 0.25) with radius 0.1, p(x v x 2 ) = 1 for (JC 19 JC 2 ) outside the circle centered at (0.25, 0.25) with radius 0.2, and in between, p is smooth. The applied magnetic field H dépends on t with H(t) = 0, 1, 2, 3, 4 for t e [0, 10), [10, 20) , [20, 30) , [30, 40) , [40, 50), respectively. The contour plots of the magnitude of the density | y/ \ are given in Figure 1 . We observe that in the magnetization process, one vortex first forms in the région near the lower left corner of Q o (where the film is thinner) when the applied magnetic field H is increased to 2, and later this région is kept in the normal phase as the applied magnetic field is increased. Moreover, this région absorbs the new vortex coming from the left side of the domain as the pictures in Figure 1 indicated. This simple numerical example shows that the model derived in Section 4 can indeed be used to simulate the "pinning" mechanism of the vortices in variable thickness thin films. model is recovered. The dérivation was carried out under the Lorentz gauge (2.7). Ho wever, the method in this paper can also be used to prove the convergence in the other gauges, for example, Coulomb's gauge. Hère we describe briefly this case. By Coulomb*s gauge, we refer to the gauge equivalent class where div A e =0 in Q e x (0, T),
A.n = 0 on afi.x(OJ), ƒ.
(p E dx = 0 a.e. in (0, T) . This is different from our previous case because the electrical potential will then be involved in the formulation of the problem explicitly and the condition div A e = 0 becomes an explicit constraint. However, since all the estimâtes in this paper holds, we have no difficulty in pro ving that the variational formulation converges as e -> 0. For the explicit constraint div A g = 0, let A be the weak limit of [A £ ], it is then straightforward to show that div A r tends to weakly in L 2 (Q Q x(0, T)) (cf. Lemma4.7).
