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Abstract
We prove the existence and uniqueness of a viscosity solution of the parabolic variational inequality
(PVI) with a mixed nonlinear multivalued Neumann–Dirichlet boundary condition:
∂u(t, x)
∂t
− Lt u (t, x)+ ∂ϕ
(
u(t, x)
)
3 f
(
t, x, u(t, x), (∇uσ)(t, x)
)
, t > 0, x ∈ D,
∂u(t, x)
∂n
+ ∂ψ
(
u(t, x)
)
3 g
(
t, x, u(t, x)
)
, t > 0, x ∈ Bd (D) ,
u(0, x) = h(x), x ∈ D,
where ∂ϕ and ∂ψ are subdifferential operators and Lt is a second-differential operator given by
Ltv (x) = 12
d∑
i, j=1
(σσ∗)i j (t, x)
∂2v (x)
∂xi ∂x j
+
d∑
i=1
bi (t, x)
∂v (x)
∂xi
.
The result is obtained by a stochastic approach. First we study the following backward stochastic general-
ized variational inequality:{
dYt + F (t, Yt , Zt ) dt + G (t, Yt ) dAt ∈ ∂ϕ (Yt ) dt + ∂ψ (Yt ) dAt + Zt dWt , 0 ≤ t ≤ T,
YT = ξ,
where (At )t≥0 is a continuous one-dimensional increasing measurable process, and then we obtain a
Feynman–Kac¸ representation formula for the viscosity solution of the PVI problem.
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1. Introduction
Viscosity solutions were introduced by Crandall and Lions in [1], and then developed in
the classical work of Crandall, Ishii, and Lions [2], where several equivalent formulations are
presented. The framework of this theory allows for merely continuous functions to be the
solutions of fully nonlinear equations of second order which provides very general existence
and uniqueness theorems.
In 1992 Pardoux and Peng [10] introduced backward stochastic differential equations (BSDE)
and supplied probabilistic formulas for the viscosity solutions of semilinear partial differential
equations, both of parabolic and elliptic type in the whole space. Elliptic equations with Dirichlet
boundary conditions have been treated by Darling and Pardoux in [3] and with a homogeneous
Neumann boundary condition by Hu in [4].
The parabolic (and elliptic) systems of partial differential equations (PVI without the
subdifferential operator) with nonlinear Neumann boundary conditions were the subject of
the paper Pardoux and Zhang [11]. The case of systems of variational inequalities for partial
differential equations in the whole space was studied by Maticiuc, Pardoux, Ra˘s¸canu and
Za˘linescu in [7].
The main idea for proving the existence of the viscosity solutions for PDE and PVI is
the stochastic approach. Using a suitable BSDE, or backward stochastic variational inequality
(BSVI) for the PVI case, one can obtain a generalization of the Feynman–Kac¸ formula (i.e. a
stochastic representation formula of the viscosity solution for deterministic problems).
The origin of our study comes from the PDE
∂u
∂t
− Lt u = f, t > 0, x ∈ D,
∂u
∂n
= g, t > 0, x ∈ Bd (D) ,
u(0, x) = h(x), x ∈ D,
which is a mathematical model for the evolution of a state u(t, x) ∈ R of a diffusion dynamical
system with sources f acting in the interior of the domain D and g on the boundary of D.
In certain applications it is called upon to maintain the state u(t, x) in an interval I ⊂ R for all
x ∈ D and in an interval J ⊂ R for all x ∈ Bd (D). Practically, these can be realized by adding
the supplementary sources ∂ II (u (t, x)) and ∂ IJ (u (t, x)) to the system. These sources produce
“inward pushes” that would keep the state process
u(t, x) in I, ∀x ∈ D and u(t, x) in J, ∀x ∈ Bd (D)
and do this in a minimal way (i.e. only when u(t, x) arrives on the boundary of I and respectively
J). Hence ∂ II (u (t, x)) and ∂ IJ (u (t, x)) represent perfect feedback flux controls.
The aim of this paper is to treat the more general case of a parabolic variational inequality with
mixed nonlinear multivalued Neumann–Dirichlet boundary condition. This requires the presence
of new terms in the associated BSVI under consideration, namely an integral with respect to a
continuous increasing process.
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The scalar BSDE with one-sided reflection, which provides a probabilistic representation
for the unique viscosity solution of an obstacle problem for a nonlinear parabolic PDE, was
considered by El Karoui, Kapoudjian, Pardoux, Peng, Quenez in [5]. Pardoux and Ra˘s¸canu in [8]
(and [9] for the Hilbert spaces framework) studied the case of BSVI and obtained probabilistic
representation for the solution of PVI in the whole space. We note that the stochastic results from
our article are generalizations of those from [8].
The differences between our paper and [8], are as follows: the backward stochastic variational
inequality studied in [8] does not allow us to obtain the representation formula for the solution
of the deterministic multivalued Neumann–Dirichlet problem considered here; the multivalued
BSDEs presented here generalize the result from [8] by adding a Stieltjes integral which
comes from stochastic variational inequalities. Naturally, the additional assumptions are for the
supplementary (Stieltjes) term.
The paper is organized as follows: In Section 2 we formulate the Neumann–Dirichlet PVI
problem; we present the main results and we prove the uniqueness theorem. For the existence
theorem we first study in Section 3 a certain BSVI. The solution of this backward equation
gives us, via the Feynman–Kac¸ representation formula, a viscosity solution for the deterministic
multivalued partial differential equation as shown in Section 4.
2. Main results
Let D be a open connected bounded subset of Rd of the form
D =
{
x ∈ Rd : ` (x) < 0
}
, Bd (D) =
{
x ∈ Rd : ` (x) = 0
}
,
where ` ∈ C3b
(
Rd
)
, |∇` (x)| = 1, for all x ∈ Bd (D).
We define the outward normal derivative by
∂v (x)
∂n
=
d∑
j=1
∂` (x)
∂x j
∂v (x)
∂x j
= 〈∇` (x) ,∇v (x)〉 , for all x ∈ Bd (D) .
The aim of this paper is to study the existence and uniqueness of a viscosity solution for the
following parabolic variational inequality (PVI) with a mixed nonlinear multivalued Neumann–
Dirichlet boundary condition:
∂u(t, x)
∂t
− Lt u (t, x)+ ∂ϕ
(
u(t, x)
) 3 f (t, x, u(t, x), (∇uσ)(t, x)),
t > 0, x ∈ D,
∂u(t, x)
∂n
+ ∂ψ(u(t, x)) 3 g(t, x, u(t, x)), t > 0, x ∈ Bd (D) ,
u(0, x) = h(x), x ∈ D,
(1)
where the operator Lt is given by
Ltv(x) = 12Tr
[
σ(t, x)σ ∗(t, x)D2v(x)
]+ 〈b(t, x),∇v(x)〉
= 1
2
d∑
i, j=1
(σσ ∗)i j (t, x)
∂2v(x)
∂xi∂x j
+
d∑
i=1
bi (t, x)
∂v(x)
∂xi
,
for v ∈ C2 (Rd) .
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We will make the following assumptions:
(I) Functions
b : [0,∞)× Rd → Rd ,
σ : [0,∞)× Rd → Rd×d ,
f : [0,∞)×D × R× Rd → R,
g : [0,∞)× Bd (D)× R→ R,
h : D→ R are continuous.
(2)
We assume that for all T > 0 there exist α ∈ R and L , β, γ ≥ 0 (which can depend on T )
such that ∀t ∈ [0, T ] , ∀x, x˜ ∈ Rd ,
|b (t, x)− b (t, x˜)| + ‖σ (t, x)− σ (t, x˜)‖ ≤ L ‖x − x˜‖ , (3)
and ∀t ∈ [0, T ], ∀x ∈ D, u ∈ Bd (D), y, y˜ ∈ R, z, z˜ ∈ Rd ,
(i) (y − y˜)( f (t, x, y, z)− f (t, x, y˜, z)) ≤ α|y − y˜|2,
(ii) | f (t, x, y, z)− f (t, x, y, z˜)| ≤ β|z − z˜|,
(iii) | f (t, x, y, 0)| ≤ γ (1+ |y|),
(iv) (y − y˜)(g(t, u, y)− g(t, u, y˜)) ≤ α|y − y˜|2,
(v) |g(t, u, y)| ≤ γ (1+ |y|).
(4)
In fact, conditions ((4)-i and iv) mean that, for all t ∈ [0, T ], x ∈ D, u ∈ Bd (D), z ∈ Rd ,
y 7→ αy − f (t, x, y, z) : R→ R,
y 7→ αy − g (t, u, y) : R→ R
are increasing functions.
(II) With respect to the functions ϕ and ψ we assume
(i) ϕ, ψ : R→ (−∞,+∞]are proper convex l.s.c. functions,
(ii) ϕ (y) ≥ ϕ (0) = 0 and ψ (y) ≥ ψ (0) = 0, ∀y ∈ R, (5)
and there exists a positive constant M such that
(i)
∣∣ϕ(h(x))∣∣ ≤ M, ∀x ∈ D,
(ii)
∣∣ψ(h(x))∣∣ ≤ M, ∀x ∈ Bd (D) . (6)
Remark 1. Condition ((5)-ii) is generally realized by changing problem (1) into an equivalent
form. For instance, if
(
u0, u∗0
) ∈ ∂ϕ we can replace ϕ (u) by ϕ (u + u0) − ϕ (u0) − 〈u∗0, u〉; a
similar transformation can be made for ψ .
We define
Dom (ϕ) = {u ∈ R : ϕ (u) <∞} ,
∂ϕ (u) = {u∗ ∈ R : u∗ (v − u)+ ϕ (u) ≤ ϕ (v) ,∀v ∈ R} ,
Dom (∂ϕ) = {u ∈ R : ∂ϕ (u) 6= ∅} ,(
u, u∗
) ∈ ∂ϕ ⇔ u ∈ Dom∂ϕ, u∗ ∈ ∂ϕ (u)
(for the function ψ we have similar notation).
In every point y ∈ Dom (ϕ) we have
∂ϕ(y) = R ∩ [ϕ′−(y), ϕ′+(y)],
where ϕ′−(y) and ϕ′+(y) are the left derivative and, respectively, the right derivative at point y.
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(III) We introduce compatibility assumptions: for all ε > 0, t ≥ 0, x ∈ Bd (D), x˜ ∈ D, y ∈ R
and z ∈ Rd ,
(i) ∇ϕε (y) g (t, x, y) ≤
[∇ψε (y) g (t, x, y)]+,
(ii) ∇ψε (y) f (t, x˜, y, z) ≤
[∇ϕε (y) f (t, x˜, y, z)]+, (7)
where a+ = max {0, a} and ∇ϕε (y), ∇ψε (y) are the unique solutions U and V , respec-
tively, of equations
∂ϕ(y − εU ) 3 U and ∂ψ(y − εV ) 3 V .
Remark 2. (A) Clearly, using the monotonicity of ∇ϕε,∇ψε, we see that, if
y · g (t, x, y) ≤ 0 and y · f (t, x˜, y, z) ≤ 0,
for all t ≥ 0, x ∈ Bd (D), x˜ ∈ D, y ∈ R and z ∈ Rd , then the compatibility assumptions (7) are
satisfied.
(B) If ϕ,ψ : R→ (−∞,+∞] are convex indicator functions
ϕ (y) = I[a,∞) (y) =
{
0, if y ∈ [a,∞),
+∞, if y 6∈ [a,∞),
and
ψ (y) = I(−∞,b] (y) =
{
0, if y ∈ (−∞, b],
+∞, if y 6∈ (−∞, b],
where a ≤ 0 ≤ b, then
∇ϕε (y) = −1
ε
(y − a)− and ∇ψε (y) = 1
ε
(y − b)+
and the compatibility assumptions become
g (t, x, y) ≥ 0, for y ≤ a, and
f (t, x˜, y, z) ≤ 0, for y ≥ b.
We shall define now the notion of viscosity solution in the language of subjets and superjets;
see [2]. SRd×d will denote below the set of d × d symmetric non-negative real matrices.
Definition 3. Let u : [0,∞) × D → R be a continuous function, and let us have (t, x) ∈
[0,∞) × D. We denote by P2,+u(t, x) (the parabolic superjet of u at (t, x)) the set of triples
(p, q, X) ∈ R×Rd × SRd×d such that for all (s, y) ∈ [0,∞)×D in a neighbourhood of (t, x),
u(s, y) ≤ u(t, x)+ p(s − t)+ 〈q, y − x〉 + 1
2
〈X (y − x), y − x〉
+ o(|s − t | + |y − x |2).
Similarly, P2,−u(t, x) (the parabolic subjet of u at (t, x)) is defined as the set of triples
(p, q, X) ∈ R × Rd × SRd×d such that for all (s, y) ∈ [0,∞) × D in a neighbourhood of
(t, x),
u(s, y) ≥ u(t, x)+ p(s − t)+ 〈q, y − x〉 + 1
2
〈X (y − x), y − x〉
+ o(|s − t | + |y − x |2),
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where r → o (r) is the Landau function, i.e. o : [0,∞[→ R is a continuous function such that
lim
r→0
o(r)
r = 0.
We can give now the definition of a viscosity solution of the parabolic variational inequality
(1). We define first
V (t, x, p, q, X)
de f= p − 1
2
Tr
(
(σσ ∗)(t, x)X
)− 〈b(t, x), q〉 − f (t, x, u(t, x), qσ(t, x)).
Definition 4. Let u : [0,∞) × D → R be a continuous function, which satisfies u(0, x) =
h (x) , ∀ x ∈ D.
(a) We say that u is a viscosity subsolution of (1) if∣∣∣∣u(t, x) ∈ Dom (ϕ) , ∀(t, x) ∈ (0,∞)×D,u(t, x) ∈ Dom (ψ) , ∀(t, x) ∈ (0,∞)× Bd (D) ,
and, at any point (t, x) ∈ (0,∞)×D, for any (p, q, X) ∈ P2,+u(t, x),∣∣∣∣∣∣∣∣
V (t, x, p, q, X)+ ϕ′−
(
u(t, x)
) ≤ 0 if x ∈ D,
min
{
V (t, x, p, q, X)+ ϕ′−
(
u(t, x)
)
, 〈∇` (x) , q〉 − g(t, x, u(t, x))
+ψ ′−
(
u(t, x)
)} ≤ 0 if x ∈ Bd (D) . (8)
(b) The viscosity supersolution of (1) is defined in a similar manner to above, with P2,+ replaced
by P2,−, the left derivative replaced by the right derivative, min by max, and the inequalities ≤
by ≥.
(c) A continuous function u : [0,∞) × D is a viscosity solution of (1) if it is both a viscosity
subsolution and a viscosity supersolution.
We now present the main results
Theorem 5 (Existence). Let assumptions (2)–(7) be satisfied. Then PVI (1) has a viscosity
solution.
For the proof of the existence we shall study a certain backward stochastic generalized
variational inequality (then we use a nonlinear representation Feynman–Kac¸ type of formula).
We present this approach in the following section and finally the proof of Theorem 5 in Section 4.
Theorem 6 (Uniqueness). Let the assumptions of Theorem 5 be satisfied. If the function
r → g(t, x, r) is decreasing for t ≥ 0, x ∈ Bd (D) , (9)
and there exists a continuous function m : [0,∞)→ [0,∞), m (0) = 0, such that
| f (t, x, r, p)− f (t, y, r, p)| ≤ m(|x − y| (1+ |p|)), ∀ t ≥ 0, x, y ∈ D, p ∈ Rd , (10)
then the viscosity solution is unique.
Proof. It is sufficient to prove the uniqueness on a fixed arbitrary interval [0, T ] .
Also, it suffices to prove that if u is a subsolution and v is a supersolution such that
u(0, x) = v(0, x) = h (x), x ∈ D, then u ≤ v.
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Firstly, from the definition of D, there exists a function ˜` ∈ C3b
(
Rd
)
such that ˜` (x) ≥ 0 on D
with ∇ ˜` (x) = ∇` (x) for x ∈ Bd (D) (for example ˜` (x) = ` (x)+ supy∈D |` (y)|).
For λ = |α| + 1 and δ, ε, c > 0 let
u¯ (t, x) = eλt u (t, x)− δ ˜` (x)− c
v¯ (t, x) = eλtv (t, x)+ δ ˜` (x)+ c + ε/t.
Define
f˜ (t, x, r, q, X) = λr − 1
2
Tr
[(
σσ ∗
)
(t, x)X
]− 〈b(t, x), q〉
− eλt f (t, x, e−λtr, e−λt qσ (t, x)) (11)
and
g˜(t, x, r) = eλt g(t, x, e−λtr).
Clearly r → f˜ (t, x, r, q, X) is an increasing function for all (t, x, q, X) ∈ [0, T ]×Rd ×Rd ×
SRd×d . Moreover, since
M = sup
(t,x)∈[0,T ]×D
{
| ˜` (x) | + |D ˜` (x) | + |D2 ˜` (x) | + |b(t, x)| + |σ(t, x)|
}
<∞,
then we can choose c = c (δ,M) > 0 such that for u¯ = u¯ (t, x) and ˜` = ˜` (x),
f˜
(
t, x, u¯, Du¯, D2u¯
)
≤ f˜ (t, x, u¯ + δ ˜` + c, Du¯ + δD ˜`, D2u¯ + δD2 ˜`).
Using these properties, assumption (9), and the fact that the left and right derivative of ϕ,ψ are
increasing, we infer that the function u¯ satisfies in the viscosity sense∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣
∂ u¯
∂t
(t, x)+ f˜ (t, x, u¯ (t, x) , Du¯ (t, x) , D2u¯ (t, x))
+ eλtϕ′−
(
e−λt u¯(t, x)
) ≤ 0 if x ∈ D,
min
{
∂ u¯
∂t
(t, x)+ f˜ (t, x, u¯ (t, x) , Du¯ (t, x) , D2u¯ (t, x))
+ eλtϕ′−
(
e−λt u¯(t, x)
)
,
〈
∇ ˜` (x) , Du¯ (t, x)
〉
+ δ
− g˜(t, x, u¯(t, x))+ eλtψ ′−(e−λt u¯(t, x))} ≤ 0 if x ∈ Bd (D) .
(12)
Analogously we see that v¯ satisfies in the viscosity sense∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣
∂v¯
∂t
(t, x)+ f˜ (t, x, v¯ (t, x) , Dv¯ (t, x) , D2v¯ (t, x))
+ eλtϕ′+
(
e−λt v¯(t, x)
)− ε/t2 ≥ 0 if x ∈ D,
max
{
∂v¯
∂t
(t, x)+ f˜ (t, x, v¯ (t, x) , Dv¯ (t, x) , D2v¯ (t, x))
+ eλtϕ′−
(
e−λt v¯(t, x)
)− ε/t2, 〈∇ ˜` (x) , Dv¯ (t, x)〉− δ
− g˜(t, x, v¯(t, x))+ eλtψ ′+(e−λt v¯(t, x))} ≥ 0 if x ∈ Bd (D) .
(13)
For simplicity of notation we continue to write u, v for u¯, v¯ respectively.
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We assume now, to the contrary, that
max
[0,T ]×D
(u − v)+ > 0. (14)
Exactly as in Theorem 4.2 in [8], we have (tˆ, xˆ) ∈ [0, T ]× Bd (D), where (tˆ, xˆ) is the maximum
point, i.e.
u(tˆ, xˆ)− v(tˆ, xˆ) = max
[0,T ]×D
(u − v)+ > 0.
We put now (see also the proof of the Theorem 7.5 in Crandall, Ishii, and Lions [2])
Φn (t, x, y) = u (t, x)− v (t, y)− ρn (t, x, y) , with (t, x, y) ∈ [0, T ]×D ×D,
where
ρn (t, x, y) = n2 |x − y|
2 + g˜(tˆ, xˆ, u(tˆ, xˆ)) 〈∇ ˜` (xˆ) , x − y〉+ ∣∣x − xˆ∣∣4
+ |t − tˆ |4 − eλtˆψ ′−
(
e−λtˆ u(tˆ, xˆ)
) 〈∇ ˜` (xˆ) , x − y〉 . (15)
Let (tn, xn, yn) be a point of maximum of Φn .
We observe that u (t, x)− v (t, x)− ∣∣x − xˆ∣∣4−|t − tˆ |4 has in (tˆ, xˆ) a unique maximum point.
Then, by Proposition 3.7 in Crandall, Ishii, and Lions [2], we have, as n→∞,
tn → tˆ, xn → xˆ, yn → xˆ, n |xn − yn|2 → 0,
u (tn, xn)→ u(tˆ, xˆ), v (tn, xn)→ v(tˆ, xˆ). (16)
But domain D verifies the uniform exterior sphere condition
∃ r0 > 0 such that S
(
x + r0∇ ˜` (x) , r0
) ∩D = ∅, for x ∈ Bd (D) ,
where S (x, r0) denotes the closed ball of radius r0 centered at x .
Then∣∣∣y − x − r0∇ ˜` (x)∣∣∣2 > r20 , for x ∈ Bd (D) , y ∈ D,
or equivalently〈
∇ ˜` (x) , y − x
〉
<
1
2r0
|y − x |2 for x ∈ Bd (D) , y ∈ D. (17)
If we define
B (t, x, r, q) =
〈
∇ ˜` (x) , q
〉
− g˜(t, x, r),
then, if xn ∈ Bd (D), we have, using the form of ρn given by (15) and (17), that
B
(
tn, xn, u (tn, xn) , Dxρn (tn, xn, yn)
) = B(tn, xn, u (tn, xn) , n (xn − yn)
+ g˜(tˆ, xˆ, u(tˆ, xˆ))∇ ˜` (xˆ)+ 4 ∣∣xn − xˆ∣∣2 (xn − xˆ)− eλtˆψ ′−(e−λtˆ u(tˆ, xˆ))∇ ˜` (xˆ))
≥ − n
2r0
|xn − yn|2 + g˜
(
tˆ, xˆ, u(tˆ, xˆ)
) 〈∇ ˜` (xˆ) ,∇ ˜` (xn)〉− g˜(tn, xn, u (tn, xn))
+ 4 ∣∣xn − xˆ∣∣2 〈∇ ˜` (xn) , xn − xˆ〉− eλtˆψ ′−(e−λtˆ u(tˆ, xˆ)) 〈∇ ˜` (xˆ) ,∇ ˜` (xn)〉 .
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Then (16) implies for xn ∈ Bd (D)
lim inf
n→∞
[
B (tn, xn, u (tn, xn) , Dxρn (tn, xn, yn))+ δ + eλtnψ ′−
(
e−λtn u(tn, xn)
)]
> 0.
Analogously if yn ∈ Bd (D) we infer
lim sup
n→∞
[
B
(
tn, yn, v (tn, yn) ,−Dyρn (tn, xn, yn)
)− δ + eλtnψ ′+(e−λtnv(tn, xn))] < 0.
Then from (12), (13) we conclude that
p + f˜ (tn, xn, u (tn, xn) , Dxρn (tn, xn, yn) , X)+ eλtnϕ′−(e−λtn u(tn, xn)) ≤ 0,
for (p, Dxρn (tn, xn, yn) , X) ∈ P2,+u(tn, xn), (18)
and
p + f˜ (tn, yn, v (tn, yn) ,−Dyρn (tn, xn, yn) , Y )+ eλtnϕ′+(e−λtnv(tn, yn)) ≥ εt2 ,
for
(
p,−Dyρn (tn, xn, yn) , Y
) ∈ P2,−v(tn, yn). (19)
From Theorem 8.3 in Crandall, Ishii, and Lions [2] (apply, with k = 2, O1 = O2 = D, u1 = u,
u2 = −v, b1 = p, b2 = −p) we deduce that there exists
(p, X, Y ) ∈ R× SRd×d × SRd×d ,
such that(
p, Dxρn (tn, xn, yn) , X
) ∈ P2,+u(tn, xn),(
p,−Dyρn (tn, xn, yn) , Y
) ∈ P2,−v(tn, yn),
and
− (n + ‖A‖)
(
I 0
0 I
)
≤
(
X 0
0 −Y
)
≤ A + 1
n
A2, (20)
where A = D2x,yρn (tn, xn, yn). From (15) we have
A = n
(
I −I
−I I
)
+ O(∣∣xn − xˆ∣∣2),
A2 = 2n2
(
I −I
−I I
)
+ O(n ∣∣xn − xˆ∣∣2 + ∣∣xn − xˆ∣∣4),
where |O (h)| ≤ C |h| (the Landau symbol). Then (20) becomes
− (3n + κn)
(
I 0
0 I
)
≤
(
X 0
0 −Y
)
≤ 3n
(
I −I
−I I
)
+ κn
(
I 0
0 I
)
, (21)
where κn → 0. Now from (18) and (19),
ε
t2
≤ f˜ (tn, yn, v (tn, yn) ,−Dyρn (tn, xn, yn) , Y )+ eλtnϕ′+(e−λtnv(tn, yn))
− f˜ (tn, xn, u (tn, xn) , Dxρn (tn, xn, yn) , X)− eλtnϕ′−(e−λtn u(tn, xn)).
By (14) and (16) there exists N ≥ 1 such that
u(tn, xn) > v(tn, yn), ∀ n ≥ N ,
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and consequently
eλtnϕ′−
(
e−λt u(tn, xn)
) ≥ eλtnϕ′+(e−λtv(tn, yn))
and
f˜
(
tn, yn, u (tn, xn) ,−Dyρn (tn, xn, yn) , Y
)
≥ f˜ (tn, yn, v (tn, yn) ,−Dyρn (tn, xn, yn) , Y ).
Then, by definition (11) of f˜ and assumption (10), we have
ε
tˆ2
≤ lim inf
n→+∞
[
f˜
(
tn, yn, u (tn, xn) ,−Dyρn (tn, xn, yn) , Y
)
− f˜ (tn, xn, u (tn, xn) , Dxρn (tn, xn, yn) , X)]
≤ 1
2
Tr
[(
σσ ∗
)
(tn, xn)X −
(
σσ ∗
)
(tn, yn)Y
]
.
But from (21), ∀q, q˜ ∈ Rd ,
〈Xq, q〉 − 〈Y q˜, q˜〉 ≤ 3n |q − q˜|2 + (|q|2 + |q˜|2)κn .
Hence
Tr
[(
σσ ∗
)
(tn, xn)X −
(
σσ ∗
)
(tn, yn)Y
]
=
d∑
i=1
(
Xσ(tn, xn)ei , σ (tn, xn)ei
)− (Yσ(tn, yn)ei , σ (tn, yn)ei )
≤ 3C n |xn − yn|2 +
(|σ(tn, xn)|2 + |σ(tn, yn)|2)κn,
and consequently
ε
tˆ2
≤ 0,
which is a contradiction.
Then
u (t, x) ≤ v (t, x) , ∀ (t, x) ∈ [0, T ]×D. 
3. Backward stochastic variational inequalities
Let {Wt : t ≥ 0} be a d-dimensional standard Brownian motion defined on some complete
probability space (Ω ,F ,P). We denote by {Ft : t ≥ 0} the natural filtration generated by
{Wt : t ≥ 0} and augmented by N , the set of P-null events of F :
Ft = σ {Wr : 0 ≤ r ≤ t} ∨N .
Let τ : Ω → [0,∞) be an a.s. Ft -stopping time and let {At : t ≥ 0} be a continuous one-
dimensional increasing progressively measurable stochastic process (p.m.s.p.) satisfying A0 = 0.
We shall study the existence and uniqueness of a solution (Y, Z) of the following backward
stochastic variational inequality (BSVI):dYt + F (t, Yt , Z t ) dt + G (t, Yt ) dAt ∈ ∂ϕ (Yt ) dt + ∂ψ (Yt ) dAt + Z t dWt ,0 ≤ t ≤ τ,Yτ = ξ. (22)
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3.1. Assumptions and results
Let λ,µ ≥ 0.
Let
Hλ,µk ⊂ L2(R+ × Ω , e
λs+µAs
1[0,τ ] (s) ds ⊗ dP;Rk)
be the Hilbert space of p.m.s.p. f : Ω × [0,∞)→ Rk such that
‖ f ‖H =
[
E
(∫ τ
0
e
λs+µAs | f (s)|2 ds
)]1/2
<∞,
and
H˜λ,µk ⊂ L2(R+ × Ω , e
λs+µAs
1[0,τ ] (s) dAs ⊗ dP;Rk)
the Hilbert space of p.m.s.p. f : Ω × [0,∞)→ Rk such that
‖ f ‖H˜ =
[
E
(∫ τ
0
e
λs+µAs | f (s)|2 dAs
)]1/2
<∞.
We also introduce the notation Sλ,µk for the Banach space of p.m.s.p. f : Ω × [0,∞)→ Rk
such that
‖ f ‖S =
[
E
(
sup
0≤t≤τ
eλt+µAt | f (t)|2
)]1/2
<∞.
With respect to BSVI (22) we formulate the following assumptions:
• F : Ω × [0,∞) × Rk × Rk×d → Rk , G : Ω × [0,∞) × Rk → Rk satisfy that there exist
α, β ∈ R, L ≥ 0 and η, γ : [0,∞) × Ω → [0,∞) a p.m.s.p. such that for all t ≥ 0,
y, y′ ∈ Rk , z, z′ ∈ Rk×d ,∣∣∣∣∣∣∣∣∣∣
(i) F (·, ·, y, z) is p.m.s.p.,
(ii) y −→ F (ω, t, y, z) : Rk → Rk is continuous, a.s.
(iii)
〈
y − y′, F (t, y, z)− F (t, y′, z)〉 ≤ α ∣∣y − y′∣∣2 , a.s.
(iv)
∣∣F (t, y, z)− F (t, y, z′)∣∣ ≤ L ∥∥z − z′∥∥ , a.s.
(v) |F (t, y, z)| ≤ ηt + L
(|y| + ‖z‖), a.s.
(23)
and ∣∣∣∣∣∣∣∣
(i) G (·, ·, y) is p.m.s.p.,
(ii) y −→ G (ω, t, y) : Rk → Rk is continuous, a.s.
(iii)
〈
y − y′,G (t, y)− G (t, y′)〉 ≤ β ∣∣y − y′∣∣2 , a.s.
(iv) |G (t, y)| ≤ γt + L |y| , a.s.
(24)
• The terminal datum ξ is an Rk-valued Fτ -measurable random variable such that there exist
λ > 2α + 2L2 + 1, µ > 2β + 1,
M (τ )
de f= Eeλτ+µAτ (|ξ |2 + ϕ (ξ)+ ψ (ξ))
+E
∫ τ
0
eλs+µAs
[|ηs |2 ds + |γs |2 dAs] <∞. (25)
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• Let ϕ,ψ be such that∣∣∣∣(i) ϕ, ψ : Rk → (−∞,+∞] are proper convex l.s.c. functions,(ii) ϕ (y) ≥ ϕ (0) = 0, ψ (y) ≥ ψ (0) = 0. (26)
The subdifferentials are defined by
∂ϕ (x) =
{
v ∈ Rk : 〈v, y − x〉 + ϕ (x) ≤ ϕ (y) , ∀y ∈ Rk
}
and similarly for ψ.
The existence result for (22) will be obtained via Yosida approximations. Define for ε > 0 the
convex C1-function ϕε via
ϕε (y) = inf
{
1
2ε
|y − v|2 + ϕ (v) : v ∈ Rk
}
(and similarly for ψε).
Define
Jε y = (I + ε∂ϕ)−1 (y) and ∇ϕε (y) = y − Jε y
ε
.
Hence y → ∇ϕε (y) is a monotone Lipschitz function and
ϕε (y) = 12ε |y − Jε y|
2 + ϕ (Jε y)
(and analogously for ψε).
• We introduce now compatibility assumptions:
for all ε > 0, t ≥ 0, y ∈ Rk and z ∈ Rk×d ,∣∣∣∣∣∣
(i) 〈∇ϕε (y) ,∇ψε (y)〉 ≥ 0,
(ii) 〈∇ϕε (y) ,G (t, y)〉 ≤ 〈∇ψε (y) ,G (t, y)〉+ ,
(iii) 〈∇ψε (y) , F (t, y, z)〉 ≤ 〈∇ϕε (y) , F (t, y, z)〉+ .
(27)
Definition 7. (Y, Z ,U, V ) will be called a solution of BSVI (22) if
(a) Y ∈ Sλ,µk ∩Hλ,µk ∩ H˜λ,µk , Z ∈ Hλ,µk×d ,
(b) U ∈ Hλ,µk , V ∈ H˜λ,µk ,
(c) E
∫ τ
0
eλs+µAs
(
ϕ (Ys) ds + ψ (Ys) dAs
)
<∞,
(d) (Yt ,Ut ) ∈ ∂ϕ, P (dω)⊗ dt, (Yt , Vt ) ∈ ∂ψ, P (dω)⊗ A (ω, dt)
a.e. on Ω × [0, τ ] ,
(e) Yt +
∫ τ
t∧τ
Usds +
∫ τ
t∧τ
VsdAs = ξ +
∫ τ
t∧τ
F (s, Ys, Zs) ds
+
∫ τ
t∧τ
G (s, Ys) dAs −
∫ τ
t∧τ
ZsdWs, for all t ≥ 0 a.s.
(28)
In all that follows, C denotes a constant, which may depend only on µ, α, β and L , which
may vary from line to line.
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Proposition 8. Let assumptions (23), (24) and (26) be satisfied. If (Y, Z ,U, V ) and (Y˜ , Z˜ ,
U˜ , V˜ ) are solutions corresponding to ξ and ξ˜ which satisfy (25), then
E
∫ τ
0
eλs+µAs
[
|Ys − Y˜s |2 (ds + dAs)+ ‖Zs − Z˜s‖2ds
]
+E sup
0≤t≤τ
eλt+µAt |Yt − Y˜t |2 ≤ C E
[
eλτ+µAτ |ξ − ξ˜ |2
]
.
(29)
Proof. From Itoˆ’s formula we have
eλ(t∧τ)+µAt∧τ |Yt∧τ − Y˜t∧τ |2 +
∫ τ
t∧τ
eλs+µAs |Ys − Y˜s |2 (λds + µdAs)
+ 2
∫ τ
t∧τ
eλs+µAs 〈Ys − Y˜s,Us − U˜s〉ds + 2
∫ τ
t∧τ
eλs+µAs 〈Ys − Y˜s, Vs − V˜s〉dAs
+
∫ τ
t∧τ
eλs+µAs‖Zs − Z˜s‖2ds
= eλτ+µAτ |ξ − ξ˜ |2 + 2
∫ τ
t∧τ
eλs+µAs
〈
Ys − Y˜s, F (s, Ys, Zs)− F(s, Y˜s, Z˜s)
〉
ds
+ 2
∫ τ
t∧τ
eλs+µAs
〈
Ys − Y˜s,G (s, Ys)− G(s, Y˜s)
〉
dAs
− 2
∫ τ
t∧τ
eλs+µAs
〈
Ys − Y˜s, (Zs − Z˜s)dWs
〉
.
Since
〈Ys − Y˜s,Us − U˜s〉ds ≥ 0, 〈Ys − Y˜s, Vs − V˜s〉dAs ≥ 0,
2
〈
Ys − Y˜s, F (s, Ys, Zs)− F(s, Y˜s, Z˜s)
〉
≤ (2α + 2L2 + 1)|Ys − Y˜s |2 + 12‖Zs − Z˜s‖
2
and
2
〈
Ys − Y˜s,G (s, Ys)− G(s, Y˜s)
〉
≤ (2β + 1)|Ys − Y˜s |2,
then (using also the Burkholder–Davis–Gundy inequality), inequality (29) follows. 
The main result of this section is given by:
Theorem 9. Let assumptions (23)–(27) be satisfied. Then there exists a unique solution (Y, Z ,
U, V ) for (22).
3.2. BSVI—proof of the existence
Consider the approximating equation
Y εt +
∫ τ
t∧τ
∇ϕε
(
Y εs
)
ds +
∫ τ
t∧τ
∇ψε
(
Y εs
)
dAs = ξ +
∫ τ
t∧τ
F
(
s, Y εs , Z
ε
s
)
ds
+
∫ τ
t∧τ
G
(
s, Y εs
)
dAs −
∫ τ
t∧τ
Z εs dWs, ∀t ≥ 0, P-a.s. (30)
Since ∇ϕε,∇ψε : Rk → Rk are Lipschitz functions then, by a standard argument (the Banach
fixed point theorem when y → F (t, y, z) and y → G (t, y) are uniformly Lipschitz functions
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and Lipschitz approximations when y→ αy− F (t, y, z) and y → βy−G (t, y) are continuous
monotone functions; see also [11]), Eq. (30) has a unique solution(
Y ε, Z ε
) ∈ (Sλ,µk ∩Hλ,µk ∩ H˜λ,µk )×Hµ,λk×d .
Proposition 10. Let assumptions (23)–(26) be satisfied. Then
E
[
sup
0≤t≤τ
eλt+µAt
∣∣Y εt ∣∣2 + ∫ τ
0
e
λs+µAs (∣∣Y εs ∣∣2 + ∥∥Z εs ∥∥2)ds
+
∫ τ
0
e
λs+µAs ∣∣Y εs ∣∣2 dAs] ≤ C M (τ ) . (31)
Proof. Itoˆ’s formula for eλt+µAt
∣∣Y εt ∣∣2 yields
eλ(t∧τ)+µAt∧τ
∣∣Y εt∧τ ∣∣2 + ∫ τ
t∧τ
eλs+µAs
∣∣Y εs ∣∣2 (λds + µdAs)+ ∫ τ
t∧τ
eλs+µAs
∥∥Z εs ∥∥2 ds
+ 2
∫ τ
t∧τ
eλs+µAs
[〈
Y εs ,∇ϕε
(
Y εs
)〉
λds + 〈Y εs ,∇ψε (Y εs )〉µdAs] = eλτ+µAτ |ξ |2
+ 2
∫ τ
t∧τ
eλs+µAs
〈
Y εs , F
(
s, Y εs , Z
ε
s
)〉
ds + 2
∫ τ
t∧τ
eλs+µAs
〈
Y εs ,G
(
s, Y εs
)〉
dAs
− 2
∫ τ
t∧τ
eλs+µAs
〈
Y εs , Z
ε
s dWs
〉
.
But from Schwartz’s inequality and assumptions (23)–(25) we obtain
2 〈Ys, F (s, Ys, Zs)〉 ≤ 2α |Ys |2 + 2L |Ys | ‖Zs‖ + 2 |Ys | |F (s, 0, 0)|
≤
(
2α + 2L2 + 1
)
|Ys |2 + 12 ‖Zs‖
2 + |F (s, 0, 0)|2
and
2 〈Ys,G (s, Ys, Zs)〉 ≤ 2β |Ys |2 + 2 |Ys | |G (s, 0)| ≤ (2β + 1) |Ys |2 + |G (s, 0)|2 .
Hence, using also that 〈y,∇ϕε (y)〉 ≥ 0 and 〈y,∇ψε (y)〉 ≥ 0,
eλ(t∧τ)+µAt∧τ
∣∣Y εt∧τ ∣∣2 + ∫ τ
t∧τ
eλs+µAs
∣∣Y εs ∣∣2 (λ− 2α − 2L2 − 1)ds
+
∫ τ
t∧τ
eλs+µAs
∣∣Y εs ∣∣2 (µ− 2β − 1) dAs + 12
∫ τ
t∧τ
eλs+µAs
∥∥Z εs ∥∥2 ds ≤ eλτ+µAτ |ξ |2
+
∫ τ
t∧τ
eλs+µAs
(
|F (s, 0, 0)|2 ds + |G (s, 0)|2 dAs
)
− 2
∫ τ
t∧τ
eλs+µAs
〈
Y εs , Z
ε
s dWs
〉
,
which clearly yields (for λ > 2α + 2L2 + 1 and µ > 2β + 1)
E
∫ τ
0
e
λs+µAs [∣∣Y εs ∣∣2 (ds + dAs)+ ∥∥Z εs ∥∥2 ds] ≤ C M (τ ) .
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Since, by the Burkholder–Davis–Gundy inequality,
E sup
0≤t≤τ
∣∣∣∣∫ τ
t∧τ
eλs+µAs
〈
Y εs , Z
ε
s dWs
〉∣∣∣∣ ≤ 3E(∫ τ
0
e2(λs+µAs )
∣∣〈Y εs , Z εs 〉∣∣2 ds)1/2
≤ 1
4
E sup
0≤t≤τ
eλt+µAt
∣∣Y εt ∣∣2 + C E ∫ τ
0
e
λs+µAs ∥∥Z εs ∥∥2 ds,
then it follows that
E sup
0≤t≤τ
eλt+µAt
∣∣Y εt ∣∣2 ≤ C M (τ ) .
The proof is complete. 
Proposition 11. Let assumptions (23)–(27) be satisfied. Then there exists a positive constant C
such that for any stopping time θ ∈ [0, τ ],
(a) E
∫ τ
0
eλs+µAs
(∣∣∇ϕε (Y εs )∣∣2 ds + ∣∣∇ψε (Y εs )∣∣2 dAs) ≤ C M (τ ) ,
(b) E
∫ τ
0
eλs+µAs
(
ϕ
(
Jε
(
Y εs
))
ds + ψ( Jˆε (Y εs ))dAs) ≤ C M (τ ) ,
(c) Eeλθ+µAθ
(∣∣Y εθ − Jε (Y εθ )∣∣2 + ∣∣∣Y εθ − Jˆε (Y εθ )∣∣∣2) ≤ ε C M (τ ) ,
(d) Eeλθ+µAθ
(
ϕ
(
Jε
(
Y εθ
))+ ψ( Jˆε (Y εθ ))) ≤ C M (τ ) .
(32)
Proof. Essential for the proof is the stochastic subdifferential inequality introduced by Pardoux
and Ra˘s¸canu in [8], 1998. We will use this inequality for our purpose. First we write the
subdifferential inequality
eλs+µAsϕε
(
Y εs
) ≥ (eλs+µAs − eλr+µAr )ϕε (Y εs )+ eλr+µArϕε (Y εr )
+ eλr+µAr 〈∇ϕε (Y εr ) , Y εs − Y εr 〉 ,
for s = ti+1 ∧ τ , r = ti ∧ τ , where t = t0 < t1 < t2 < · · · < t ∧ τ and ti+1 − ti = 1n , then
summing up over i , and passing to the limit as n→∞, we deduce
eλτ+µAτ ϕε (ξ) ≥ eλ(t∧τ)+µAt∧τ ϕε
(
Y εt∧τ
)+ ∫ τ
t∧τ
eλs+µAs
〈∇ϕε (Y εs ) , dY εs 〉
+
∫ τ
t∧τ
ϕε
(
Y εs
)
d(eλs+µAs ).
We have similar inequalities for the function ψε.
If we sum and we use Eq. (30), we infer that for all t ≥ 0,
eλ(t∧τ)+µAt∧τ
(
ϕε
(
Y εt∧τ
)+ ψε (Y εt∧τ ))+ ∫ τ
t∧τ
eλs+µAs
∣∣∇ψε (Y εs )∣∣2 dAs
+
∫ τ
t∧τ
eλs+µAs
∣∣∇ϕε (Y εs )∣∣2 ds + ∫ τ
t∧τ
eλs+µAs
(
ϕε
(
Y εs
)+ ψε (Y εs ))(λds + µdAs)
+
∫ τ
t∧τ
eλs+µAs
〈∇ϕε (Y εs ) ,∇ψε (Y εs )〉 (ds + dAs)
≤ eλτ+µAτ (ϕε (ξ)+ ψε (ξ))+ ∫ τ
t∧τ
eλs+µAs
〈∇ϕε (Y εs ) , F (s, Y εs , Z εs )〉 ds
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+
∫ τ
t∧τ
eλs+µAs
〈∇ϕε (Y εs ) ,G (s, Y εs )〉 dAs
+
∫ τ
t∧τ
eλs+µAs
〈∇ψε (Y εs ) , F (s, Y εs , Z εs )〉 ds
+
∫ τ
t∧τ
eλs+µAs
〈∇ψε (Y εs ) ,G (s, Y εs )〉 dAs
−
∫ τ
t∧τ
eλs+µAs
〈∇ϕε (Y εs )+∇ψε (Y εs ) , Z εs dWs 〉 .
The result follows by combining this with (31), assumptions (27) and the following inequalities:
1
2ε
|y − Jε (y)|2 ≤ ϕε (y) , 12ε
∣∣∣y − Jˆε (y)∣∣∣2 ≤ ψε (y) ,
ϕ
(
Jε (y)
) ≤ ϕε (y) , ψ( Jˆε (y)) ≤ ψε (y) ,
ϕε (ξ) ≤ ϕ (ξ) , ψε (ξ) ≤ ψ (ξ) ,
〈∇ϕε (y) , F (s, y, z)〉 ≤ 14 |∇ϕε (y)|
2 + 3(η2s + L2 |y|2 + L2 ||z||2),
〈∇ψε (y) ,G (s, y)〉 ≤ 14 |∇ψε (y)|
2 + 2(γ 2s + L2 |y|2),
〈∇ψε (y) , F (s, y, z)〉 ≤ 〈∇ϕε (y) , F (s, y, z)〉+
≤ 1
4
|∇ϕε (y)|2 + 3
(
η2s + L2 |y|2 + L2 ||z||2
)
,
〈∇ϕε (y) ,G (s, y)〉 ≤ 〈∇ψε (y) ,G (s, y)〉+
≤ 1
4
|∇ψε (y)|2 + 2
(
γ 2s + L2 |y|2
)
. 
Proposition 12. Let assumptions (23)–(27) be satisfied. Then
E
∫ τ
0
e
λt+µAt (∣∣Y εs − Y δs ∣∣2 (ds + dAs)+ ∥∥Z εs − Z δs∥∥2 ds)
+E sup
0≤t≤τ
eλt+µAt
∣∣Y εt − Y δt ∣∣2 ≤ C (ε + δ) M (τ ) . (33)
Proof. By Itoˆ’s formula
eλ(t∧τ)+µAt∧τ
∣∣Y εt∧τ − Y δt∧τ ∣∣2 + ∫ τ
t∧τ
eλs+µAs
∣∣Y εs − Y δs ∣∣2 (λds + µdAs)
+ 2
∫ τ
t∧τ
eλs+µAs
〈
Y εs − Y δs ,∇ϕε
(
Y εs
)−∇ϕδ(Y δs )〉 ds
+ 2
∫ τ
t∧τ
eλs+µAs
〈
Y εs − Y δs ,∇ψε
(
Y εs
)−∇ψδ(Y δs )〉 dAs
= 2
∫ τ
t∧τ
eλs+µAs
〈
Y εs − Y δs , F
(
s, Y εs , Z
ε
s
)− F(s, Y δs , Z δs )〉 ds
+ 2
∫ τ
t∧τ
eλs+µAs
〈
Y εs − Y δs ,G
(
s, Y εs
)− G(s, Y δs )〉 dAs
−
∫ τ
t∧τ
eλs+µAs
∥∥Z εs − Z δs∥∥2 ds − 2 ∫ τ
t∧τ
eλs+µAs
〈
Y εs − Y δs , (Z εs − Z δs )dWs
〉
.
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We have moreover,
2
〈
Y εs − Y δs , F
(
s, Y εs , Z
ε
s
)− F(s, Y δs , Z δs )〉 ≤ (2α + 2L2) ∣∣Y εs − Y δs ∣∣2 + 12 ∥∥Z εs − Z δs∥∥2 ,
2
〈
Y εs − Y δs ,G
(
s, Y εs
)− G(s, Y δs )〉 ≤ 2β ∣∣Y εs − Y δs ∣∣2 .
But from the definition of ϕε and the monotonicity of operator ∂ϕ we have
0 ≤ 〈∇ϕε (Y εs )−∇ϕδ(Y δs ), Jε (Y εs )− Jδ(Y δs )〉
= 〈∇ϕε (Y εs )−∇ϕδ(Y δs ), Y εs − Y δs 〉− ε ∣∣∇ϕε (Y εs )∣∣2 − δ ∣∣∇ϕδ(Y δs )∣∣2
+ (ε + δ) 〈∇ϕε (Y εs ) ,∇ϕδ(Y δs )〉 .
Then 〈∇ϕε (Y εs )−∇ϕδ(Y δs ), Y εs − Y δs 〉 ≥ − (ε + δ) 〈∇ϕε (Y εs ) ,∇ϕδ(Y δs )〉
and in the same manner〈∇ψε (Y εs )−∇ψδ(Y δs ), Y εs − Y δs 〉 ≥ − (ε + δ) 〈∇ψε (Y εs ) ,∇ψδ(Y δs )〉 ,
and consequently
eλ(t∧τ)+µAt∧τ |Y εt∧τ − Y δt∧τ |2 +
∫ τ
t∧τ
eλs+µAs |Y εs − Y δs |2(λ− 2α − 2L2)ds
+
∫ τ
t∧τ
eλs+µAs |Y εs − Y δs |2 (µ− 2β) dAs +
1
2
∫ τ
t∧τ
eλs+µAs‖Z εs − Z δs ‖2ds
≤ 2 (ε + δ)
∫ τ
t∧τ
eλs+µAs
[〈∇ϕε (Y εs ) ,∇ϕδ(Y δs )〉 ds
+ 〈∇ψε (Y εs ) ,∇ψδ(Y δs )〉 dAs]− 2 ∫ τ
t∧τ
eλs+µAs
〈
Y εs − Y δs , (Z εs − Z δs )dWs
〉
. (34)
Now, from ((32)-a),
2 (ε + δ)E
∫ τ
t∧τ
eλs+µAs
[〈∇ϕε (Y εs ) ,∇ϕδ(Y δs )〉 ds
+ 〈∇ψε (Y εs ) ,∇ψδ(Y δs )〉 dAs] ≤ C (ε + δ) M (τ )
and clearly by standard calculus, inequality (33) follows. 
We give now the proof of Theorem 9.
Proof. Uniqueness is a consequence of Proposition 8. The existence of the solution (Y, Z ,U, V )
is obtained as the limit of
(
Y εs , Z
ε
s ,∇ϕε
(
Y εs
)
,∇ψε
(
Y εs
))
.
From Proposition 12 we have∣∣∣∣∣∣∣∣
∃ Y ∈ Sλ,µk ∩Hλ,µk ∩ H˜λ,µk , ∃ Z ∈ Hλ,µk×d ,
lim
ε↘0 Y
ε = Y in Sλ,µk ∩Hλ,µk ∩ H˜λ,µk ,
lim
ε↘0 Z
ε = Z in Hλ,µk×d .
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Also, from ((32)-a) and ((32)-c) we have
lim
ε↘0 Jε(Y
ε) = Y in Hλ,µk , lim
ε↘0 Jˆε(Y
ε) = Y in H˜λ,µk ,
lim
ε↘0Ee
λθ+µAθ ∣∣Jε(Y εθ )− Yθ ∣∣2 = 0, lim
ε↘0Ee
λθ+µAθ
∣∣∣ Jˆε(Y εθ )− Yθ ∣∣∣2 = 0,
for any stopping time θ, 0 ≤ θ ≤ τ .
Using Fatou’s Lemma, from ((32)-b), ((32)-d) and the fact that ϕ is l.s.c. we obtained ((28)-c).
Defining U ε = ∇ϕε(Y ε), V ε = ∇ψε(Y ε), from ((32)-a) it follows that
E
[∫ τ
θ
eλs+µAs
(|U ε|2ds + |V ε|2dAs)] ≤ C M (τ ) .
Hence there exists U ∈ Hλ,µk and V ∈ H˜λ,µk such that for a subsequence εn ↘ 0
U εn ⇀ U, weakly in Hilbert space Hλ,µk ,
V εn ⇀ V, weakly in Hilbert space H˜λ,µk ,
and then
E
[∫ τ
θ
eλs+µAs
(
|U |2 ds + |V |2 dAs
)]
≤ lim inf
n→∞ E
[∫ τ
θ
eλs+µAs
(
|U εn |2ds + |V εn |2dAs
)]
≤ C M2 (θ, τ ) .
Passing now to lim in (30) we obtain ((28)-e).
Let u ∈ Hλ,µk , v ∈ H˜λ,µk . Since ∇ϕε(Y εt ) ∈ ∂ϕ
(
Jε(Y εt )
)
and ∇ψε(Y εt ) ∈ ∂ψ
(
Jˆε(Y εt )
)
,∀t ≥
0, then as signed measures on Ω × [0, τ ],
eλs+µAs
〈
U εs , us − Jε
(
Y εs
)〉
P (dω)⊗ ds + eλs+µAsϕ(Jε (Y εs )) P (dω)⊗ ds
≤ eλs+µAsϕ(us) P (dω)⊗ ds
and
eλs+µAs
〈
V εs , vs − Jˆε
(
Y εs
)〉
P (dω)⊗ A (ω, ds)+ eλs+µAsψ( Jˆε (Y εs )) P (dω)⊗ A (ω, ds)
≤ eλs+µAsψ(vs) P (dω)⊗ A (ω, ds) .
Taking the lim inf in these last two inequalities we obtain ((28)-d). The proof is complete. 
4. PVI — proof of the existence theorem
It follows from a result in [6] that for each (t, x) ∈ R+ × D there exists a unique pair
of continuous F ts -p.m.s.p. (X t,xs , At,xs )s≥0, with values in D × R+, a solution of the reflected
stochastic differential equation
X t,xs = x +
∫ s∨t
t
b(r, X t,xr )dr +
∫ s∨t
t
σ(r, X t,xr )dWr −
∫ s∨t
t
∇`(X t,xr )dAt,xr ,
s 7−→ At,xs is increasing,
At,xs =
∫ s∨t
t
1{X t,xr ∈Bd(D)}dA
t,x
r ,
(35)
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where
F ts = σ {Wr −Wt : t ≤ r ≤ s} ∨N .
Since D is a bounded set, then
sup
s≥0
|X t,xs | ≤ M (36)
and with calculus similar to that in [11] we have that for all µ, T, p > 0, there exists a positive
constant C such that ∀ t, t ′ ∈ [0, T ] , x, x ′ ∈ D,
E sup
s∈[0,T ]
|X t,xs − X t
′,x ′
s |p ≤ C
(|x − x ′|p + |t − t ′| p2 ), (37)
and
E[eµAt,xT ] <∞. (38)
Let T > 0 be arbitrary and fixed. Under assumptions (2)–(7), it follows from Theorem 9
with τ replaced by T that for each (t, x) ∈ [0, T ] × D there exists a unique solution (Y t x , Z t x ,
U t x , V t x ) of the p.m.s.p.
Y t x ∈ Sλ,µ1 ∩Hλ,µ1 ∩ H˜λ,µ1 ,
Z t x ∈ Hλ,µd , U t x ∈ Hλ,µ1 , V t x ∈ H˜λ,µ1 ,
with Y t,xs = Y t,xt , Z t,xs = 0, U t,xs = 0, V t,xs = 0, for all s ∈ [0, t] , a solution of the BSDE
Y t,xs +
∫ T
s
U t,xr dr +
∫ T
s
V t,xr dA
t,x
r = h
(
X t,xT
)+ ∫ T
s
1[t,T ] (r) f
(
r, X t,xr , Y
t,x
r , Z
t,x
r
)
dr
+
∫ T
s
1[t,T ] (r) g
(
r, X t,xr , Y
t,x
r
)
dAt,xr −
∫ T
s
Z t,xr dWr , for all s ∈ [0, T ] a.s.
such that
(
Y t,xs ,U
t,x
s
) ∈ ∂ϕ, P (dω) ⊗ dt , (Y t,xs , V t,xs ) ∈ ∂ψ , P (dω) ⊗ A (ω, dt) , a.e. on
Ω × [t, T ] .
We observe that functions f , g depend on ω only via function X t,x .
Proposition 13. Under assumptions (2)–(7), we have
E sup
s∈[0,T ]
eλs+µAs |Y t,xs |2 ≤ C (T ) (39)
and
E sup
s∈[0,T ]
eλs+µAs |Y t,xs − Y t
′,x ′
s |2 ≤ E
[
eλτ+µAτ
∣∣∣h(X t xT )− h(X t ′x ′T )∣∣∣2
+
∫ T
0
eλr+µAr
∣∣∣1[t,T ](r) f (r, X t xr , Y t xr , Z t xr )− 1[t ′,T ](r) f (r, X t ′x ′r , Y t xr , Z t xr )∣∣∣2 dr
+
∫ T
0
eλr+µAr
∣∣∣1[t,T ](r)g(r, X t xr , Y t xr )− 1[t ′,T ](r)g(r, X t ′x ′r , Y t xr )∣∣∣2 dAt,xr ]. (40)
Proof. Inequality (39) follows from Theorem 9 using also (36), (38). Inequality (40) follows
from (29) in Proposition 8. 
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We define
u(t, x) = Y t xt , (t, x) ∈ [0, T ] ×D, (41)
which is a determinist quantity since Y t xt is F tt ≡ N -measurable.
From the Markov property we have
u(s, X t xs ) = Y t xs . (42)
Corollary 14. Under assumptions (2)–(7), the function u satisfies
(a) u(t, x) ∈ Dom (ϕ) , ∀(t, x) ∈ [0, T ] ×D,
(b) u(t, x) ∈ Dom (ψ) , ∀(t, x) ∈ [0, T ] × Bd (D) ,
(c) u ∈ C([0, T ] ×D). (43)
Proof. Using ((28)-c) we have ϕ
(
u(t, x)
) = Eϕ(Y t xt ) < +∞ and similarly for ψ . Hence
((43)-a,b) follows. Let (tn, xn)→ (t, x). Then
|u(tn, xn)− u(t, x)|2 = E|Y tn xntn − Y t xt |2 ≤ 2E sup
s∈[0,T ]
|Y tn xns − Y t xs |2 + 2E|Y t xtn − Y t xt |2.
Using (40) and (36)–(38) we obtain u(tn, xn)→ u(t, x) as (tn, xn)→ (t, x). 
We present now the proof of Theorem 5 (existence of the viscosity solutions).
Proof. It suffices to show the existence of the solution of PVI (1) on an arbitrary fixed interval
[0, T ]. Setting
u˜ (t, x) = u (T − t, x)
then the existence of a solution for (1) is equivalent to the existence of a solution for (44):
∂ u˜(t, x)
∂t
+ L˜t u˜ (t, x)+ f˜
(
t, x, u˜(t, x), (∇u˜σ)(t, x)) ∈ ∂ϕ(u˜(t, x)),
t ∈ (0, T ) , x ∈ D,
−∂ u˜(t, x)
∂n
+ g˜(t, x, u˜(t, x)) ∈ ∂ψ(u˜(t, x)), t ∈ (0, T ) , x ∈ Bd (D) ,
u˜(T, x) = h(x), x ∈ D,
(44)
where
f˜ (t, x, u, z) = f (T − t, x, u, z) , g˜ (t, x, u) = g (T − t, x, u) ,
σ˜ (t, x) = σ (T − t, x) , b˜ (t, x) = b (T − t, x)
and
L˜tv (x) = 12
d∑
i, j=1
(σ˜ σ˜ ∗)i j (t, x)
∂2v (x)
∂xi∂x j
+
d∑
i=1
b˜i (t, x)
∂v (x)
∂xi
.
We define also
V˜ (t, x, p, q, X)
de f= −p − 1
2
Tr
(
(σ˜ σ˜ ∗)(t, x)X
)− 〈b˜(t, x), q〉
− f˜ (t, x, u˜(t, x), qσ˜ (t, x)).
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In the sequel, for simplicity we keep the notation b, σ, u, f, g,L, V instead of b˜, σ˜ , u˜, f˜ , g˜, L˜, V˜
and we shall prove that function u defined by (41) is a viscosity solution of parabolic variational
inequality (44). We show only that u is a viscosity subsolution of (44) (the supersolution case is
similar).
Let (t, x) ∈ [0, T ]×D and (p, q, X) ∈ P2,+u(t, x).
1. The proof for the case x ∈ D is similar of that from [8].
2. Let x ∈ Bd (D). Suppose, contrary to our claim, that
min
{
V (t, x, p, q, X)+ ϕ′−
(
u(t, x)
)
,
〈∇` (x) , q〉 − g(t, x, u(t, x))+ ψ ′−(u(t, x))} > 0
and we will find a contradiction.
It follows by continuity of f , g, u, b, σ , `, left continuity and monotonicity of ϕ′− and ψ ′− that
there exists ε > 0, δ > 0 such that for all |s − t | ≤ δ, |y − x | ≤ δ,
− (p + ε)− 1
2
Tr
(
(σσ ∗)(s, y) (X + ε I ))− 〈b(s, y), q + (X + ε I ) (y − x)〉
− f (s, y, u(s, y), (q + (X + ε I ) (y − x))σ(s, y))+ ϕ′−(u(s, y)) > 0, if x ∈ D (45)
and
〈∇` (y) , q + (X + ε I ) (y − x)〉 − g(s, y, u(s, y))+ ψ ′−(u(s, y)) > 0,
if x ∈ Bd (D) . (46)
Now since (p, q, X) ∈ P2,+u(t, x) there exists 0 < δ′ ≤ δ such that
u(s, y) < uˆ(s, y),
for all s ∈ [0, T ], s 6= t , y ∈ D, y 6= x such that |s − t | ≤ δ′, |y − x | ≤ δ′, where
uˆ(s, y) = u(t, x)+ (p + ε) (s − t)+ 〈q, y − x〉 + 1
2
〈(X + ε I ) (y − x), y − x〉 .
Let
ν
de f= inf {s > t : |X t,xs − x | ≥ δ′} .
We note that
(Y¯ t,xs , Z¯
t,x
s ) =
(
Y t,xs , Z
t,x
s
)
, t ≤ s ≤ (t + δ′) ∧ ν
solves the BSDE
Y¯ t,xs = u
(
ν, X t,xν
)+ ∫ ν
s
(
f (r, X t,xr , Y¯
t,x
r , Z¯
t,x
r )−U t,xr
)
dr −
∫ ν
s
Z¯ t,xr dWr
+
∫ ν
s
(
g(r, X t,xr , Y¯
t,x
r )− V t,xr
)
dAt,xr ,(
Y t,xs ,U
t,x
s
) ∈ ∂ϕ,P (dω)⊗ dt, (Y t,xs , V t,xs ) ∈ ∂ψ,P (dω)⊗ A (ω, dt) ,
a.e. on Ω × [t, T ] .
Moreover, it follows from Itoˆ’s formula that
(Yˆ t,xs , Zˆ
t,x
s ) =
(
uˆ(s, X t,xs ),
(∇uˆσ ) (s, X t,xs )), t ≤ s ≤ t + δ′
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satisfies
Yˆ t,xs = uˆ(ν, X t,xν )−
∫ ν
s
[∂ uˆ(r, X t,xr )
∂t
+ Lr uˆ(r, X t,xr )
]
dr −
∫ ν
s
Zˆ t,xr dWr
+
∫ ν
s
〈∇x uˆ (r, X t,xr ) ,∇`(X t,xr )〉 dAt,xr .
Let (Y˜ t,xs , Z˜
t,x
s ) = (Yˆ t,xs − Y¯ t,xs , Zˆ t,xs − Z¯ t,xs ).
We have
Y˜ t,xs =
[
uˆ(ν, X t,xν )− u
(
ν, X t,xν
)]+ ∫ ν
s
[
−∂ uˆ(r, X
t,x
r )
∂t
− Lr uˆ(r, X t,xr )
− f (r, X t,xr , Y¯ t,xr , Z¯ t,xr )+U t,xr
]
dr −
∫ ν
s
Z˜ t,xr dWr
+
∫ ν
s
[〈∇x uˆ(r, X t,xr ),∇`(X t,xr )〉− g(r, X t,xr , Y¯ t,xr )+ V t,xr ]dAt,xr .
Let
βs = Ls uˆ(s, X t,xs )+ f (s, X t,xs , Y¯ t,xs , Z¯ t,xs ),
βˆs = Ls uˆ(s, X t,xs )+ f (s, X t,xs , Y¯ t,xs , Zˆ t,xs ).
Since |βˆs− β¯s | ≤ C |Zˆ t,xs − Z¯ t,xs |, there exists a bounded d-dimensional p.m.s.p. {ζs; 0 ≤ s ≤ ν}
such that βˆs − β¯s = 〈ζs, Z˜ t,xs 〉.
Now
Y˜ t,xs =
[
uˆ(ν, X t,xν )− u(ν, X t,xν )
]+ ∫ ν
s
[
−∂ uˆ(r, X
t,x
r )
∂t
+ 〈ζr , Z˜ t,xr 〉 − βˆr +U t,xr
]
dr
+
∫ ν
s
[〈∇x uˆ(r, X t,xr ),∇` (X t,xr )〉− g (r, X t,xr , Y¯ t,xr )+ V t,xr ]dAt,xr −∫ ν
s
Z˜ t,xr dWr .
It is easy to see that, for the process
Γ ts = exp
[
−1
2
∫ s
t
|ζr |2 dr +
∫ s
t
〈ζr , dWr 〉
]
,
we have, from Itoˆ’s formula,
Γ ts = Γ tt +
∫ s
t
Γ tr 〈ζr , dWr 〉
and so
d(Y˜ t,xs Γ
t
s ) = Γ ts
[∂ uˆ(s, X t,xs )
∂t
+ βˆs −U t,xs
]
ds + Γ ts 〈Z˜ t,xr + Y˜ t,xs ζs, dWs〉
+Γ ts
[〈∇x uˆ (r, X t,xr ) ,∇`(X t,xr )〉+ g(s, X t,xs , Y¯ t,xs )− V t,xs ]dAt,xs .
Then
Y˜ t,xt = E
[
Γ tν
(
uˆ(ν, X t,xν )− u(ν, X t,xν )
)]− E[∫ ν
t
Γ tr
[∂ uˆ(r, X t,xr )
∂t
+ βˆr −U t,xr
]
dr
]
−E
[∫ ν
t
Γ tr
(
− 〈∇x uˆ (r, X t,xr ) ,∇` (X t,xr )〉+ g(r, X t,xr , Y¯ t,xr )− V t,xr )dAt,xr ]. (47)
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We first note that (Yt ,Ut ) ∈ ∂ϕ and (Yt , Vt ) ∈ ∂ψ imply that
ϕ′−
(
u(s, X t,xs )
)
ds ≤ U t,xs ds, ψ ′−
(
u(s, X t,xs )
)
dAt,xs ≤ V t,xs dAt,xs .
Moreover, the choice of δ′ and ν implies that
u(ν, X t,xν ) < uˆ(ν, X
t,x
ν ).
From (45) and (46) it follows that
− (p + ε)− βˆs + ϕ′−
(
u(s, X t,xs )
)
> 0, if x ∈ D
and
∂ uˆ
(
s, X t,xs
)
∂n
− g(s, X t,xs , Y¯ t,xs )+ ψ ′−
(
u(s, X t,xs )
)
> 0, if x ∈ Bd (D) .
All these inequalities and Eq. (47) imply that Y˜ t,xt > 0 and equivalently
uˆ (t, x) > u (t, x) ,
which is a contradiction with the definition of uˆ. Hence we have
min
{
V (t, x, p, q, X)+ ϕ′− (u(t, x)) , 〈∇` (x) , q〉 − g
(
t, x, u(t, x)
)+ ψ ′−(u(t, x))} ≤ 0.
This proves that u is a viscosity subsolution of (44). Symmetric arguments show that u is also a
supersolution; hence u is a viscosity solution of PVI (44). 
Remark 15. If b, σ, f and g do not depend on t then we have a directly a representation formula
for the viscosity solution u of PVI (1):
u (t, x) = Y 0,x;t0 ,
where (Y 0,x;ts , Z0,x;ts ,U 0,x;ts , V 0,x;ts )0≤s≤t is a solution of the BSVI
Y 0,x;ts +
∫ t
s
U 0,x;tr dr +
∫ t
s
V 0,x;tr dA0,xr = h(X0,xt )+
∫ t
s
f (X t,xr , Y
0,x;t
r , Z
0,x;t
r )dr
+
∫ t
s
g(X0,xr , Y
0,x;t
r )dA
0,x
r −
∫ t
s
Z0,x;tr dWr , for all s ∈ [0, T ] a.s.
and (X0,xs , A
0,x
s )0≤s≤t solves the SDE
X0,xs = x +
∫ s
0
b(X0,xr )dr +
∫ s
0
σ(X0,xr )dWr −
∫ s
0
∇`(X0,xr )dA0,xr ,
s 7−→ A0,xs is increasing,
A0,xs =
∫ s
0
1{X0,xr ∈Bd(D)}dA
0,x
r .
Corollary 16. We have
u(t, x) ∈ Dom (∂ϕ) , ∀(t, x) ∈ [0, T ] ×D.
Proof. Let (t, x) be fixed. We have two cases:
(1) Dom (∂ϕ) = Dom (ϕ), and so, from ((43)-a), u(t, x) ∈ Dom (∂ϕ).
(2) Dom (∂ϕ) 6= Dom (ϕ). Let b ∈ Dom ϕ \ Dom (∂ϕ).
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Then b = sup(Dom ϕ) or b = inf Dom ϕ. If b = sup(Dom ϕ) and u(t, x) = b, then
(0, 0, 0) ∈ P2,+u(t, x) since
u(s, y) ≤ u(t, x)+ o(|s − t | + |y − x |2)
and from (8) it follows that ϕ′−(b) = ϕ′−
(
u(t, x)
)
< ∞ and consequently b ∈ Dom (∂ϕ), a
contradiction which shows that u(t, x) < b. And similarly for b = inf(Dom ϕ). 
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