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2xP(x, y) < ~ for each y. When condition (C) fails, we construct non Cox equilibria 
by using entrance laws.) This state of affairs is particularly nice, since in many 
examples, it turns out that condition (C) either fails, or is hard to verify, if the chain 
is null recurrent. However, it is usually fairly easy to check whether or not it is 
satisfied if the chain is transient. In addition to studying the equilibria for these 
systems, we give conditions for convergence to a Cox equilibrium for general initial 
distributions. 
Homogeneous Random Measures for Markov Processes in Weak Duality: 
Study via an Entrance Boundary 
H. Kaspi, Technion, Haifa, Israel 
J.B. Mitro*, University of Cincinnati, Cincinnati, OH, USA 
For Markov processes in weak duality, we study time changes, decompositions 
of Revuz measure, and potentials of additive functionals which may charge ~, the 
process lifetime. The basic tools are a Ray-Knight (entrance) compactification, 
Dynkin's theory of minimal excessive measures, and a process with random birth 
and death. The talk will focus on an application of these results to entrance laws 
for one-dimensional diffusion on (0, ~) .  
The Distribution of the Splitting Time for a DNA Strand 
L.A. Shepp* and R. Vanderbei, AT&T Bell Laboratories, Murray Hill, NJ, USA 
Mark Westcott asked for the distribution of the time z for a strand of length L 
1 to completely unravel if an end of a strand unravels at rate ~, and new end points 
of unraveling occur at rate h dx dt along any remaining interval dx of the strand 
in any time interval dr. A direct approach involves higher dimensional Markov 
processes, but we show that the process can be reduced to a solvable one dimensional 
problem by introducing the new Markov process X -- X(t ) ,  t/> 0 which increases 
at rate 1, and jumps at rate AX(t) to a uniformly distributed random fraction of 
itself at each time t. The maximum of the X process starting at X(0) = 0, over an 
interval of length L, has the same distribution as z. We show by this method that 
z is essentially constant. 
2.13. Martingales and related theory 
On Some Inequalities of Semimartingales 
Ching-Sung Chou, National Central University, Chung-Li, Taiwan 
Let (~, ~, (~t)t~o, P) be a probability space satisfying the usual conditions, L: 
(£-2, ~)~ (R, fl(R+)) be a positive random variable (not necessary a (~,)-stopping 
