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a b s t r a c t
If H1,H2, . . . ,Hk are edge-disjoint subgraphs of G such that E(G) = E(H1) ∪ E(H2) ∪
· · · ∪ E(Hk), then we say that H1,H2, . . . ,Hk decompose G. If each Hi ∼= H , then we
say that H decomposes G and we denote it by H|G. If each Hi is a closed trail, then the
decomposition is called a closed trail decomposition of G. In this paper, we consider the
decomposition of a complete equipartite graph with multiplicity λ, that is, (Km ◦ K n)(λ),
into closed trails of lengths pm1, pm2, . . . , pmk, where p is an odd prime number or
p = 4,ki=1 pmi is equal to the number of edges of the graph and ◦ denotes the wreath
product of graphs. A similar result is also proved for (Km × Kn)(λ), where × denotes the
tensor product of graphs, if there exists a p-cycle decomposition of the graph. We obtain
the following corollary: if k ≥ 3 divides the number of edges of the even regular graph
(Km ◦ K n)(λ), then it has a Tk-decomposition, where Tk denotes a closed trail of length
k. For m, n ≥ 3, this corollary subsumes the main results of the papers [A. Burgess,
M. Šajna, Closed trail decompositions of complete equipartite graphs, J. Combin. Des. 17
(2009) 374–403]; [B.R. Smith, Decomposing complete equipartite graphs into closed trails
of length k, Graphs Combin. 26 (2010) 133–140]. We have also partially obtained some
results on Tk-decomposition of (Km × Kn)(λ).
© 2011 Elsevier B.V. All rights reserved.
1. Introduction
All graphs considered here are simple and finite unless otherwise stated. Let Ck (resp.Tk) denote a cycle (resp. closed
trail) of length k. Let Pk denote a path on k vertices. If H1,H2, . . . ,Hk are edge-disjoint subgraphs of G such that E(G) =
E(H1) ∪ E(H2) ∪ · · · ∪ E(Hk), then we say that H1,H2, . . . ,Hk decompose G. If each Hi ∼= H , then we say that H decomposes
G and we denote it by H | G. If the edge set of G can be partitioned into cycles of length k, then we write Ck | G, and in
this case we say that G has a Ck-decomposition or a k-cycle decomposition. The complete graph on m vertices is denoted by
Km and its complement is denoted by Km. A k-factor of G is a spanning subgraph H of G such that each component of H is a
k-regular subgraph of G. In what follows, a Ck-factor is a 2-factor in which each component is a Ck. A partition of the edge set
of G into Ck-factors is called a Ck-factorization of G and we denote it by Ck∥G. The subgraph induced by S ⊆ V (G) is denoted
by ⟨S⟩. If H1,H2, . . . ,Hk are edge-disjoint subgraphs of G such that E(G) = E(H1) ∪ E(H2) ∪ · · · ∪ E(Hk), then we write
G = H1 ⊕ H2 ⊕ · · · ⊕ Hk.
For two graphs G and H their tensor product, denoted by G×H , has vertex set V (G)×V (H) in which (g1, h1)(g2, h2) is an
edge whenever g1g2 is an edge in G and h1h2 is an edge in H . Similarly, thewreath product of the graphs G and H , denoted by
G ◦ H , has vertex set V (G)× V (H) in which (g1, h1)(g2, h2) is an edge whenever g1g2 is an edge in G, or g1 = g2 and h1h2 is
an edge in H . Let G and H be simple graphs with vertex sets V (G) = {x0, x1, . . . , xm−1} and V (H) = {y0, y1, . . . , yn−1}. Then
V (G×H) = V (G)×V (H) and for our convenience,we shall denote the vertices ofG×H by {xi,j | 0 ≤ i ≤ m−1, 0 ≤ j ≤ n−1},
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Fig. 1. The graph P3(1)× C5(2) ∼= (P3 × C5)(2).
where xi,j stands for the vertex (xi, yj). Similarly, we denote the vertices of V (G ◦ H) also. It is well known that the tensor
product is commutative and distributive over edge-disjoint union of graphs, that is, if G = H1 ⊕ H2 ⊕ · · · ⊕ Hk, then
G×H = (H1×H)⊕ (H2×H)⊕· · ·⊕ (Hk×H). Clearly, Km×Kn can be obtained from Km ◦K n by deleting edges of n vertex
disjoint copies of Km. For an integer n ≥ 2, by the notation nG, we mean n edge disjoint isomorphic copies of G (where the
vertices of the copies of Gmay have intersection or not). A multigraph G(λ) is the graph obtained from G by replacing each
edge of G by λ parallel edges.
For two looplessmultigraphs G(λ) andH(µ), the tensor product, denoted byG(λ)×H(µ), has the vertex set V (G)×V (H)
and its edge set is described as follows: if e = g1g2 is an edge of multiplicity λ in G(λ) and f = h1h2 is an edge of multiplicity
µ in H(µ), then corresponding to these edges there are edges (g1, h1)(g2, h2) and (g1, h2)(g2, h1) each of multiplicity λµ
in G(λ) × H(µ) and G(λ) × H(µ) is isomorphic to (G × H)(λµ), see Fig. 1. Hence G(λ) × H ∼= G × H(λ) ∼= (G × H)(λ).
Similarly, we have G(λ) ◦ K n ∼= (G ◦ K n)(λ).
For disjoint subsets A, B ⊂ V (G), E(A, B) denotes the set of edges of G having one end in A and the other end in B. Let
Kℓ(a),b denote the complete (ℓ+ 1)-partite graph with ℓ partite sets of size a each and, one partite set of size b. Definitions
which are not given here can be found in [3] or [12].
A connected even regular graph G is said to be Arbitrarily Decomposable into Closed Trails, or ADCT for short, if given any
(multi) set {m1,m2, . . . ,mk} of positive integers greater than 2, with the property that G contains a closed trail of length
mi, 1 ≤ i ≤ m, and also satisfyingki=1 mi = |E(G)|, then the graph G has an edge-disjoint decomposition into closed trails
of lengthsm1,m2, . . . ,mk.
Decomposition of a graph into closed trails is not new. In [4], Balister showed that Kn, n odd and, Kn − F , where F is
a 1-factor of Kn, when n is even, are both ADCT . By ADDCT we mean Arbitrarily Decomposable into Directed Closed Trails.
Further, in [5], Balister proved that K ∗n , the complete symmetric digraph on n vertices, is ADDCT. Billington and Cavenagh
showed that the complete tripartite graph K3 ◦ K n is ADCT; see [8]. In [6], decompositions of complete multipartite graphs
into cycles or closed trails are dealt with in detail. Recently, Burgess and Šajna [14], and independently Smith [24], proved
that form, k ≥ 3, Tk | Km ◦ K n whenever k divides the number of edges of Km ◦ K n and (m− 1)n is even, where Tk is a closed
trail of length k.
Here, we consider the problem of decomposing (Km × Kn)(λ),m ≥ 3, n ≥ 3 and (Km ◦ K n)(λ),m ≥ 3, n ≥ 3 into closed
trails. We prove the following theorems.
Theorem 1.1. Let m, n ≥ 3 and let p ≥ 3 be a prime number or p = 4. If there exists a p-cycle decomposition of (Km × Kn) (λ),
then it has a decomposition into closed trails of lengths pm1, pm2, . . . , pmk, where mi ≥ 1 andki=1 pmi = λmn(m−1)(n−1)2 .
Corollary 1.1. Let m, n, k ≥ 3 and for k ≠ 2α , let k = pα11 pα22 . . . pαrr , be the prime factorization of k. Let k divide the number
of edges of (Km × Kn)(λ) and λ(m− 1)(n− 1) is even. If there exists a pi-cycle decomposition of (Km × Kn)(λ), for some i, then
Tk | (Km × Kn)(λ), where Tk denotes a closed trail of length k. If k = 2α and if C4 | (Km × Kn)(λ), then Tk | (Km × Kn)(λ).
Corollary 1.2. If m, n, k ≥ 3 so that (m− 1)(n− 1) is even and k | mn(m−1)(n−1)2 , then Km× Kn has a decomposition into closed
trails of length k.
Theorem 1.2. Let m, n ≥ 3, and let p ≥ 3 be a prime number or p = 4. If (Km ◦ K n)(λ) is an even regular graph and if p |
λ
m
2

n2, then it has a decomposition into closed trails of lengths pm1, pm2, . . . , pmk, where mi ≥ 1 andki=1 pmi = λ m2  n2.
Corollary 1.3. If m, n, k ≥ 3 so that λ(m − 1)n is even and k | λ m2  n2, then (Km ◦ K n)(λ) has a decomposition into closed
trails of length k.
The main results of [14,24] can be deduced as a corollary by substituting λ = 1 in Corollary 1.3.
Corollary 1.4 ([14,24]). If m, n, k ≥ 3 so that (m − 1)n is even and k | m2  n2, then Km ◦ K n has a decomposition into closed
trails of length k.
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In the next section we deal with some cycle decompositions of (Km × Kn)(λ) and (Km ◦ K n)(λ).
2. Some cycle decompositions
In this section we prove the existence of a p-cycle decomposition of (Km × Kn)(λ), where 3 ≤ p ≤ m and 3 ≤ p ≤ n,
and p is an odd prime number or p = 4 whenever the obvious necessary conditions are satisfied. Further, we prove the
existence of a 4-cycle decomposition of (Km ◦ K n)(λ)whenever the obvious necessary conditions are satisfied. Existence of
decompositions of Km × Kn and Km ◦ K n into Cp, where p ≥ 5 is a prime number is considered by Manikandan and Paulraja
in [19,20,18]; the existence of a 5-cycle decomposition of λ fold complete equipartite graph is considered by Billington et al.,
see [10]. A group divisible designGDD(k, λ, v) (resp.modified group divisible designMGD[k, λ,m, v]) is aKk-decomposition
of (Km ◦ K vm )(λ) (resp. (Km × K vm )(λ)). Using design theory ideas, the case when p = 3 is dealt with in [2,16]. For the sake
of completeness we state the following two theorems, which follow by combining the theorems in [2,16,19,20,18].
Theorem 2.1. For m, n ≥ 3 and for any prime p, 3 ≤ p ≤ mn, Cp | Km×Kn if and only if (i) p|mn(m−1)(n−1) and (ii) either
m or n is odd. 
Theorem 2.2. For any prime p, 3 ≤ p ≤ mn, and m ≥ 3, Cp | Km ◦ K n if and only if (i) (m − 1)n is even and (ii) p |
m(m− 1)n2. 
Theorem 2.3 ([19]). For m ≥ 3 and k ≥ 1, C2k+1 | C2k+1 × Km. 
Lemma 2.1. For m ≥ 2 and k ≥ 2, C2k | C2k × Km.
Proof. Since Km can be thought of as an edge disjoint union of K2 and the tensor product is distributive over edge disjoint
graphs, it is enough to prove that C2k | C2k×K2, as C2k×Km = (C2k × K2)⊕ (C2k × K2)⊕ · · · ⊕ (C2k × K2)  
(m2 ) times
. Let V (C2k×K2) =
{xi,j | 0 ≤ i ≤ 2k − 1, 0 ≤ j ≤ 1}, then (x0,0x1,1x2,0 . . . x2k−2,0x2k−1,1) and (x0,1x1,0x2,1 . . . x2k−2,1x2k−1,0) is a 2k-cycle
decomposition of C2k × K2. 
Lemma 2.2. For m ≥ 2 and k ≥ 2, C2k | C2k ◦ Km.
Proof. Since C2k ◦ Km ∼= (C2k × Km)⊕mC2k, C2k | C2k ◦ Km, by Lemma 2.1. 
We quote the following theorem for the proof of Theorem 2.5 given below.
Theorem 2.4 ([22]). Let n, p and λ be positive integers with p an odd prime number and n ≥ p. Then Kn(λ) has a decomposition
into cycles of length p if and only if p | λ  n2  and either n is odd or λ is even. 
Theorem 2.5. If 3 ≤ p ≤ min{m, n}, where p is an odd prime number which divides the number of edges of (Km × Kn)(λ) and
if λ(m− 1)(n− 1) is even, then Cp | (Km × Kn)(λ).
Proof. If p| λmn(m−1)(n−1)2 , then at least one of the following is true, p | λ or p |
m
2

or p |  n2 .
Case 1. p divides λ.
As λ(m − 1)(n − 1) is even, by hypothesis, either λ(m − 1) or λ(n − 1) is even. By Theorem 2.4, Cp | Km(λ) or
Cp | Kn(λ). Without loss of generality we assume that Cp | Kn(λ). Since (Km × Kn)(λ) = Km × Kn(λ) = Kn(λ) × Km =
(Cp ⊕ Cp ⊕ · · · ⊕ Cp) × Km = (Cp × Km) ⊕ (Cp × Km) ⊕ · · · ⊕ (Cp × Km), which is Cp-decomposable as each Cp × Km is
Cp-decomposable, by Theorem 2.3.
Case 2. p does not divide λ.
Hence p | m2  or p |  n2 . In this case, if m or n is odd, then by Theorem 2.1, Cp | Km × Kn and hence Cp | (Km × Kn)(λ).
Suppose m and n are both even, then λ must be even. Without loss of generality assume that p | m2 , thus Cp | Km(λ), by
Theorem 2.4 and hence (Km × Kn)(λ) = Km(λ)× Kn = (Cp ⊕ Cp ⊕ · · · ⊕ Cp)× Kn = (Cp × Kn)⊕ · · · ⊕ (Cp × Kn), which is
Cp-decomposable as each Cp × Kn is Cp-decomposable, by Theorem 2.3.
This completes the proof of the theorem. 
For our future reference we quote the following three theorems.
Theorem 2.6 ([23]). Suppose λ,m, n and k are positive integers with m ≥ 3, k odd and k ≥ 3. Then the graph (Km ◦ K n)(λ)
admits a decomposition into cycles of length k whenever k ≤ mn, λ(m− 1)n is even and λ ≡ 0 (mod k). 
Theorem 2.7 ([23]). Suppose λ,m, n and p are positive integers with m ≥ 3 and p an odd prime. Then the graph (Km ◦ K n)(λ)
admits a decomposition into cycles of length p if and only if (i) p ≤ mn; (ii) λ(m − 1)n is even; and (iii) λ m2  n2 ≡
0 (mod p). 
Theorem 2.8 ([21]). For m, n ≥ 3 and even integer k ≥ 4, Ck∥Kn × Km if and only if (1) either m or n is odd (2) k | mn, except
possibly for (k,m) = (4, 3). 
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Lemma 2.3. The graphs K4,4(2) and (K4 × K2)(2) ∼= (K4,4 − F)(2), where F is a 1-factor of K4,4, admit C4-decompositions.
Proof. Let V (K4,4) = V (K4,4 − F) = X ∪ Y , where X = {x0, x1, x2, x3} and Y = {y0, y1, y2, y3}. Clearly, (x0y1x3y2),
(x1y2x0y3), (x2y3x1y0), (x3y0x2y1), (x0y1x2y3), (y0x1y2x3) is a 4-cycle decomposition of (K4,4 − F)(2) and (x0y0x1y1),
(x0y0x1y1), (x2y2x3y3), (x2y2x3y3), (x0y2x1y3), (x0y2x1y3), (y0x2y1x3), (y0x2y1x3) is a 4-cycle decomposition of K4,4(2). 
The C4-decomposition of K4,4(2) follows from [25] also by duplicating the 4-cycles of a 4-cycle decomposition of K4,4.
We quote the following theorems for our future reference. Theorem 2.9 follows from [7].
Theorem 2.9 ([7]). For m ≥ 2, n ≥ 1, C4 | (Km ◦ K n) if and only if 4 |
m
2

n2 and (m− 1)n is even. 
The following theorem is a particular case of the main result of [13].
Theorem 2.10 ([22]). The complete multigraph Kn(λ) has a decomposition into cycles of length k whenever 3 ≤ k ≤ n, k | λ
and either n is odd or λ is even. 
Nextwe prove the existence of a 4-cycle decomposition of (Km×Kn)(λ), whenever the necessary conditions are satisfied.
Theorem 2.11. If m, n ≥ 3, then C4 | (Km×Kn)(λ) if and only if 4|

λmn(m−1)(n−1)
2

and (Km×Kn)(λ) is an even regular graph.
Proof. The proof of the necessity is obvious and we prove the sufficiency in two cases.
Case 1. λ = 1.
Without loss of generality we assume that m is odd since the regularity of the graph, (m − 1)(n − 1), is even and
Km × Kn ∼= Kn × Km.
Subcase 1.1. 2 divides
m
2

.
In this case,m ≡ 1 (mod 4). Now,Km×Kn ∼= Kn×Km = (K2⊕K2⊕· · ·⊕K2)×Km = (K2×Km)⊕(K2×Km)⊕· · ·⊕(K2×Km).
The graph K2 × Km ∼= Km,m − F , where F is a 1-factor of Km,m. Since m ≡ 1 (mod 4), s = m−14 is an integer. Let
V (Km,m − F) = X ∪ Y , where X = {xi : 0 ≤ i ≤ m − 1} and Y = {yi : 0 ≤ i ≤ m − 1}. For each i, 0 ≤ i ≤ s − 1, we
consider the 4-cycle Ci = (x0y2i+1xm−1ym−2i−2). If ρ = (0, 1, 2, 3, . . . , (m− 1)) is the permutation acting on the subscripts
of the vertex set of Km,m − F , then Ci, ρ(Ci), ρ2(Ci), . . . , ρm−1(Ci), 0 ≤ i ≤ s − 1, is a 4-cycle decomposition of Km,m − F .
Thus C4 | Km × Kn.
Subcase 1.2. 2 does not divide
m
2

.
In this case, n ≡ 0 or 1 (mod 4). If n ≡ 1 (mod 4), then this case is same as Case 1 (since 2 |  n2 ). So we assume that
n is even; C4 ∥ Km × Kn, for m ≠ 3, by Theorem 2.8 and hence C4 | Km × Kn. It remains to show the existence of a 4-cycle
decomposition of Km × Kn for m = 3 and n ≡ 0 (mod 4). For n ≥ 8 and n ≡ 0 (mod 4), Kn = K4ℓ = (Kℓ ◦ K 4) ⊕ ℓK4.
Therefore Kn × K3 = ((Kℓ ◦ K 4) ⊕ ℓK4) × K3 = ((Kℓ ◦ K 4) × K3) ⊕ ℓ(K4 × K3). By Theorem 2.9, C4 | Kℓ ◦ K 4 and the
decomposition of (Kℓ ◦ K 4)× K3 into 4-cycles now follows from Lemma 2.1. To complete the proof of this subcase, we give
the following C4-decomposition for the graph K3 × K4. Let V (K3 × K4) = {xi,j | 0 ≤ i ≤ 2, 0 ≤ j ≤ 3}; recall that xi,j stands
for (xi, yj). It is easy to check that (x0,0x1,1x0,2x2,1), (x0,0x1,2x2,1x1,3), (x0,3x2,2x1,0x2,1), (x0,0x2,2x1,1x2,3), (x0,1x1,0x2,3x1,2),
(x0,1x2,0x1,3x2,2), (x0,1x1,3x0,2x2,3), (x0,2x1,0x0,3x2,0), (x0,3x1,1x2,0x1,2) is a C4-decomposition of K3 × K4.
Case 2. λ ≥ 2.
Subcase 2.1. 4 divides

mn(m−1)(n−1)
2

.
If at least one of m or n is odd, then C4 | (Km × Kn), by Case 1 above, and hence the result follows for any λ; otherwise,
both m and n are even and at least one of them is a multiple of 4. Without loss of generality assume that m = 4ℓ. Then λ
must be even, by the regularity condition, and hence it is enough to consider λ = 2. Now (Km × Kn)(2) = (K4ℓ × Kn)(2) =
(K4ℓ × K2)(2)⊕ (K4ℓ × K2)(2)⊕ · · · ⊕ (K4ℓ × K2)(2)  
( n2 )times
∼= (K4ℓ,4ℓ − F)(2)⊕ (K4ℓ,4ℓ − F)(2)⊕ · · · ⊕ (K4ℓ,4ℓ − F)(2), where F
is a 1-factor of K4ℓ,4ℓ. But (K4ℓ,4ℓ− F)(2) = ℓ

(K4,4 − F ′)(2)
⊕ ℓ(ℓ− 1)K4,4(2), where F ′ is a 1-factor of K4,4. By Lemma 2.3,
C4 | (K4,4 − F ′)(2) and C4 | K4,4(2). Hence the result follows in this case.
Subcase 2.2. 4 does not divide

mn(m−1)(n−1)
2

.
Clearly, 2|

mn(m−1)(n−1)
2

and λ is even, by the divisibility condition. It is enough to consider λ = 2. Since 4 does not
divide mn(m−1)(n−1)2 and 2 | mn(m−1)(n−1)2 , there are three possibilities.
(1) Bothm and n are congruent to 2 (mod 4),
(2) m ≡ 2 (mod 4) and n ≡ 3 (mod 4) or, n ≡ 2 (mod 4) andm ≡ 3 (mod 4),
(3) bothm and n are congruent to 3 (mod 4).
In possibilities (2) and (3) above, at least one ofm and n is congruent to 3 (mod 4).
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First we complete the proof of this subcase when both m and n are congruent to 2 (mod 4).
Sincem, n ≥ 3, letm = 4ℓ+ 6, n = 4ℓ′ + 6, where ℓ, ℓ′ ≥ 0 are integers. Now
(Km × Kn)(2) = (K4ℓ+6 × K4ℓ′+6) (2) = (ℓK4 ⊕ K6 ⊕ Kℓ(4),6)× ((ℓ′K4 ⊕ K6 ⊕ Kℓ′(4),6))(2) (1)
where Kℓ(a),b denotes the complete (ℓ+ 1)-partite graph with ℓ partite sets of size a each and one partite set of size b. It is
an easy observation that Kℓ(4),6 = ℓ(ℓ−1)2 K4,4 ⊕ ℓK4,6 and Kℓ′(4),6 = ℓ
′(ℓ′−1)
2 K4,4 ⊕ ℓ′K4,6.
Now (1) becomes,
(Km × Kn)(2) =

(ℓK4 ⊕ K6 ⊕ Kℓ(4),6)× (ℓ′K4 ⊕ K6 ⊕ Kℓ′(4),6)

(2)
=

ℓK4 ⊕ K6 ⊕ ℓ(ℓ− 1)2 K4,4 ⊕ ℓK4,6

×

ℓ′K4 ⊕ K6 ⊕ ℓ
′(ℓ′ − 1)
2
K4,4 ⊕ ℓ′K4,6

(2)
= ℓℓ′(K4(2)× K4)⊕ ℓ(K4(2)× K6)⊕ ℓℓ
′(ℓ′ − 1)
2
(K4(2)× K4,4)⊕ ℓℓ′(K4(2)× K4,6)
⊕ ℓ′(K6 × K4(2))⊕ (K6 × K6)(2)⊕ ℓ
′(ℓ′ − 1)
2
(K6 × K4,4(2))⊕ ℓ′(K6 × K4,6(2))
⊕ ℓ
′ℓ(ℓ− 1)
2
(K4,4 × K4(2))⊕ ℓ(ℓ− 1)2 (K4,4(2)× K6)⊕
ℓℓ′(ℓ− 1)(ℓ′ − 1)
4
(K4,4 × K4,4(2))
⊕ ℓ
′ℓ(ℓ− 1)
2
(K4,4 × K4,6(2))⊕ ℓℓ′(K4,6 × K4(2))⊕ ℓ(K4,6(2)× K6)
⊕ ℓℓ
′(ℓ′ − 1)
2
(K4,6 × K4,4(2))⊕ ℓℓ′(K4,6 × K4,6(2)),
since(Km × Kn)(λ) ∼= Km(λ)× Kn ∼= Km × Kn(λ).
To obtain a C4-decomposition of (Km × Kn)(2), it is enough to prove the existence of 4-cycle decompositions of the
following graphs (i) K4(2), (ii) K4,4(2), (iii) K4,6(2) and (iv) (K6 × K6)(2), that appear in the above paragraph. A 4-cycle
decomposition of K4(2) is trivial and C4 | K4,4(2), by Lemma 2.3. By [25], C4 | K4,6 and hence C4 | (K4,6)(2). To
obtain a 4-cycle decomposition of (K6 × K6)(2), we first decompose the graph K6(2) into two graphs, namely, G and
K5, where G is the union of five edge disjoint copies of 4-cycles. Let V (K6(2)) = {vi : 0 ≤ i ≤ 5} and let G =
(v0v1v2v5)⊕ (v0v2v3v1)⊕ (v0v3v4v2)⊕ (v0v4v5v3)⊕ (v0v5v1v4). Clearly, the edge set of K6(2)− E(G) induces a K5. Now
(K6×K6)(2) = (K6(2)×K6) = ((G⊕K5)×K6) = (G×K6)⊕(K5×K6). As G is C4-decomposable, G×K6 is C4-decomposable,
by Lemma 2.1 and C4 | K5 × K6 follows from Case 1 above (as λ = 1).
Next we complete the proof of this subcase when both m and n are not congruent to 2 (mod 4).
As bothm and n are not congruent to 2 (mod 4), at least one of them is congruent to 3 (mod 4). Without loss of generality
assume thatm ≡ 3 (mod 4). Ifm ≥ 7,(the casem = 3 will be considered latter), thenm = 4ℓ+ 7, ℓ ≥ 0. Clearly,
Km = ℓK4 ⊕ K7 ⊕ Kℓ(4),7 = ℓK4 ⊕ K7 ⊕ ℓ(ℓ− 1)2 K4,4 ⊕ ℓK4,7. (2)
As (Km×Kn)(2) = (Km×K2)(2)⊕(Km×K2)(2)⊕· · ·⊕(Km×K2)(2), it is enough to prove the existence of a C4-decomposition
of the graph (Km × K2)(2). Now (Km × K2)(2) = Km(2) × K2 =

ℓK4(2)⊕ K7(2)⊕ ℓK4,7(2)⊕ ℓ(ℓ−1)2 K4,4(2)

× K2 =
(ℓK4(2)× K2)⊕ (K7(2)× K2)⊕ ℓ(K4,7(2)× K2)⊕ ℓ(ℓ−1)2 (K4,4(2)× K2), by (2). By Lemma 2.3, C4 | K4,4(2) and, C4 | K4(2) is
trivial and hence each of the graphs K4,4(2)× K2 and K4(2)× K2 admits a C4-decomposition, by Lemma 2.1.
It remains to prove the existence of 4-cycle decompositions of K4,7(2)× K2 and K7(2)× K2.
Let V (K4,7) = X ∪ Y , where X = {x0, x1, x2, x3} and Y = {y0, y1, y2, y3, y4, y5, y6}. It is easy to check that C ji =
(x2iyjx2i+1yj+1), i = 0, 1 and 0 ≤ j ≤ 6, is a 4-cycle decomposition of K4,7(2) and hence C4 | K4,7(2)× K2, by Lemma 2.1.
As (K7 × K2)(2) = (K7,7 − F)(2), where F is a 1-factor of K7,7, we assume the bipartition of K7,7 as X ′ ∪ Y ′, where
X ′ = {x0, x1, x2, x3, x4, x5, x6} and Y ′ = {y0, y1, y2, y3, y4, y5, y6} and we obtain a C4-decomposition of (K7,7 − F)(2). Let
C1 = (x0y1x6y5), C2 = (x0y2x6y4) and C3 = (x0y3x2y6). Let ρ be the permutation (0, 1, 2, 3, 4, 5, 6); then C1, C2, C3 together
with ρ i(C1), ρ i(C2), ρ i(C3), 1 ≤ i ≤ 6, is a 4-cycle decomposition of (K7,7 − F)(2), where ρ i acts on the subscripts of the
vertices of the cycles C1, C2 and C3.
Finally, we consider the case when m = 3; in this case it is enough to show that C4 | (K3 × K3)(2) and
C4 | (K3 × Kn)(2) when n ≡ 2 (mod 4) (since n ≡ 3 (mod 4) follows as above for n ≥ 7). Let V (K3 × K3) =
{xi,j|0 ≤ i ≤ 2, 0 ≤ j ≤ 2}, then (x0,0x1,1x0,2x2,1), (x0,1x1,0x2,1x1,2), (x0,1x2,0x1,1x2,2), (x0,0x1,1x2,0x1,2), (x0,2x1,0x2,2x1,1),
(x0,0x1,2x0,1x2,2), (x0,1x1,0x0,2x2,0), (x0,0x2,1x1,0x2,2), (x0,2x2,0x1,2x2,1) is a 4-cycle decomposition of (K3 × K3)(2). To prove
C4 | (K3 × Kn)(2) when n ≡ 2 (mod 4), we need to prove C4 | (K3 × K6)(2). As observed above, K6(2) = G ⊕ K5, where G
admits a 4-cycle decomposition, and hence we have (K3 × K6)(2) = K3 × K6(2) = K3 × (G⊕ K5) = (K3 × G)⊕ (K3 × K5).
But C4 | G × K3, by Lemma 2.1 and C4 | K3 × K5 follows by Case 1. As n ≥ 3, if n ≡ 2 (mod 4), then n = 4ℓ + 6 for some
1358 P. Paulraja, S. Sampath Kumar / Discrete Mathematics 312 (2012) 1353–1366
ℓ ≥ 0, the C4-decomposition of (K3 × Kn)(2) = (K3 × K4ℓ+6)(2) = (K3 × ℓK4)(2) ⊕ (K3 × K6)(2) ⊕ (K3 × Kℓ(4),6)(2).
A C4-decomposition of (K3 × K4)(2) follows from Case 1, a C4-decomposition of (K3 × K6)(2) is shown above and C4 |
(Kℓ(4),6)(2) is already proved and hence C4 | (K3 × Kℓ(4),6)(2), by Lemma 2.1.
This completes the proof of the theorem. 
We use the following theorem in the proof of Theorem 2.13.
Theorem 2.12 ([1]). For positive integers m, n with 3 ≤ m ≤ n, the multigraph Kn(2) can be decomposed into cycles of length
m if and only if m divides the number of edges in Kn(2). 
The following theorem is implied by the main theorem of [9].
Theorem 2.13 ([9]). If λ ≥ 1,m ≥ 3 and n ≥ 2 are positive integers, then C4 | (Km ◦ K n)(λ) if and only if 4 |

λm(m−1)n2
2

and
λ(m− 1)n is even. 
3. Hamiltonicity of some intersection graphs
In this section we deal with the existence of a Hamilton cycle in the intersection graph Ω(C ), where C is a p-cycle
decomposition of the regular graph under consideration. To prove the existence we need some more definitions and a
theorem of Chvátal and Erdös. For a graph G, let α(G), κ(G) and κ ′(G) denote the maximum cardinality of an independent
set, connectivity and edge connectivity of G, respectively. We use the following theorem to prove one of the main theorems
of this paper.
Theorem 3.1 ([15]). Let G be a graph with at least three vertices. If κ(G) ≥ α(G), then G is Hamiltonian. 
Definition 3.1. Let C = {C1, C2, . . . , Cr} be any family of nonempty sets. The intersection graph of C , denoted byΩ(C ), is
the graph having C as vertex set with Ci adjacent to Cj if and only if i ≠ j and Ci ∩ Cj ≠ ∅.
Let C denote the set of all cycles of length k in a k-cycle decomposition of a graph G and letΩ(C ) denote the intersection
graph of C .
Let C = {C1, C2, . . . , Cℓ} be the set of cycles in a k-cycle decomposition of a connected graph G. We prove that for
ℓ ≥ 3,Ω(C ) is Hamiltonian. To prove the Hamiltonicity of Ω(C ), it is enough to prove κ(Ω(C )) ≥ α(Ω(C )), by
Theorem 3.1.
The proof of the following lemma is trivial as there can be only ⌊mnk ⌋ vertex disjoint k-cycles in (Km × Kn)(λ) and
(Km ◦ K n)(λ).
Lemma 3.1. If (Km × Kn)(λ)(resp. (Km ◦ K n)(λ)) admits a k-cycle decomposition C , then α(Ω(C )) ≤
mn
k

. 
Theorem 3.2. Let m, n ≥ 3 with at least one of them odd and let p ≥ 3 be a prime number. If C is a p-cycle decomposition of
(Km × Kn)(λ), thenΩ(C ) is a Hamiltonian graph.
Proof. Let C be a p-cycle decomposition of (Km × Kn)(λ) and let Ω(C ) be its intersection graph. If p > mn2 , then clearly
Ω(C ) is a complete graph and hence is Hamiltonian. Hence assume that p ≤ mn2 . Let S be minimum vertex cut ofΩ(C ); let
G1,G2, . . . ,Gk be the components ofΩ(C ) − S. Without loss of generality we assume that G1 is one of the components of
Ω(C ) − S having the smallest order. Let G = G1 and let H = ki=2 Gi. Each vertex x ofΩ(C ) corresponds to a p-cycle, say
Cx, in C . Now let VG =x∈V (G) (V (Cx)) , VH =y∈V (H) V (Cy) and, VS = V ((Km × Kn)(λ))− (VG ∪ VH).
As G and H are disjoint subgraphs ofΩ(C ), we have |VG|, |VH | ≥ p and VG ∩ VH = ∅. Let E ′ = E(VG, VH) in (Km × Kn)(λ).
As C is the set of cycles of a p-cycle decomposition of (Km × Kn)(λ), the subset of vertices of Ω(C ) corresponding to the
cycles of C which intersect the edge(s) of E ′ are in S. Similarly, the subsets of vertices ofΩ(C ) corresponding to the cycles
of C which intersect the edges of E ′′ = E(VS, VH), E ′′′ = E(VG, VS) and the edges of the subgraph ⟨VS⟩ are also in S.
Let E1 = E (VG, VS ∪ VH) , E2 = E (VS, VG ∪ VH) and E3 = E (VH , VG ∪ VS). As κ ′((Km×Kn)(λ)) = λ(m− 1)(n− 1), |Ei| ≥
λ(m− 1)(n− 1), 1 ≤ i ≤ 3 (It may happen that VS = φ and in that case E1 = E3 and E2 = φ).
To complete the proof we consider two cases.
Case 1.m ≥ 3, n ≥ 6. (As the tensor product is commutative, the case n ≥ 3 andm ≥ 6 is similar.)
It is not difficult to check that the edge connectivity, κ ′((Km × Kn)(λ)) = δ((Km × Kn)(λ)) = λ(m − 1)(n − 1). As
(Km × Kn)(λ) is an λ(m − 1)(n − 1) regular graph, clearly, the number of edges that has exactly one end in any vertex set
of cardinality ℓ in the graph (Km × Kn)(λ) is at least λℓ(m− 1)(n− 1)− λℓ(ℓ− 1).
Let g = |VG|; as G is one of the smallest components ofΩ(C )− S, p ≤ g ≤
mn
2

.
Claim. The number of edges of (Km × Kn)(λ) that has exactly one end in VG is at least λg(m− 1)(n− 1)− λg(g − 1) ≥ λmn,
that is, g(m− 1)(n− 1)− g(g − 1) ≥ mn.
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Suppose this is not the case, then
(m− 1)(n− 1)+ 1 < mn
g
+ g
≤ max

mn
g
+ g | p ≤ g ≤ mn
2

and the max. is attained at g = mn
2
= mnmn
2
+ mn
2
= 2+ mn
2
that is,mn−m− n < mn
2
mn
2
< m+ n
which is a contradiction asm ≥ 3 and n ≥ 6. This completes the proof of the claim.
From the claim, we have |E1| ≥ λg(m − 1)(n − 1) − λg(g − 1) ≥ λmn ≥ mn. But, a cycle in C corresponding
to a vertex of S ⊆ Ω(C ) contains at most p edges in E1 ∪ E2 ∪ E3 ∪ E(⟨VS⟩), |S| ≥
 |E1∪E2∪E3∪E(⟨VS ⟩)|
p

≥

mn
p

, as
|E1 ∪ E2 ∪ E3 ∪ E(⟨VS⟩)| ≥ |E1| ≥ mn. Hence κ(Ω(C )) = |S| ≥

mn
p

≥ α(Ω(C )), by Lemma 3.1 andΩ(C ) is Hamiltonian
as κ(Ω(C )) ≥ α(Ω(C )).
Case 2.m = 3 and n ∈ {3, 4, 5}.
We prove κ(Ω(C )) ≥ α(Ω(C )) in three subcases.
Subcase 2.1. |VS | ≥ 2.
Clearly, each vertex ofΩ(C )which corresponds to a p-cycle of C intersecting the edges of E1∪E2∪E3∪E(⟨VS⟩) is in S. Let
ℓ = |VS |. It is straightforward to check that the number of edges that has at least one end in VS is λℓ(m−1)(n−1)− λℓ(ℓ−1)2 ≥
mn− 2; it is also easy to check that ℓ(m− 1)(n− 1)− ℓ(ℓ−1)2 ≥ mn− 2. Consequently, |E1 ∪ E2 ∪ E3| + |E(⟨VS⟩)| ≥ mn− 2
and |S| ≥
 |E1∪E2∪E3|+|E(⟨VS ⟩)|
p

≥

mn−2
p

≥

mn
p

≥ α(Ω(C )), by Lemma 3.1.
Subcase 2.2. |VS | = 1.
Let g = |VG|, h = |VH |. First consider the graph (K3×K3)(λ). As |VS | = 1 and (K3×K3)(λ) is 4λ regular graph, |E2| = 4λ.
As pointed out earlier, if p > 3 (since the next prime number greater than 3 is 5 and is greater than mn2 = 92 ), then Ω(C )
is complete and so is Hamiltonian and it suffices to consider the case when p = 3. The two possibilities of g and h are
(g, h) = (3, 5) and (4, 4). It is easy to check that if (g, h) = (3, 5), then |E1| ≥ 6λ, |E3| ≥ 8λ, since in (K3 × K3)(λ), ⟨VG⟩
and ⟨VH⟩ can have at most 3λ and 6λ edges, respectively.
If (g, h) = (4, 4), then |E1| ≥ 8λ, |E3| ≥ 8λ, since ⟨VG⟩ and ⟨VH⟩ in (K3 × K3)(λ) can have at most 4λ edges. From this,
when (g, h) = (3, 5) or (4, 4), we have |S| ≥
 |E1∪E2∪E3|+|E⟨VS ⟩|
p

=
 |E1∪E2∪E3|
3

≥ 3λ ≥ 3 ≥ α(Ω(C )).
Next we consider the graph (K3 × K4)(λ); it suffices to consider the case p = 3 and p = 5, otherwiseΩ(C ) is complete.
As above, we can check that |E2| = 6λ and the possibilities for (g, h) are (3, 8), (4, 7) and (5, 6). In each of these cases, |E1|
can be proved to be at least 12λ and thus |S| ≥
 |E1∪E2∪E3|
p

> |E1| >

mn
p

≥ α(Ω(C )).
Similarly, for the graph (K3 × K5)(λ), we can check that |E1| ≥ mnλ = 15λ (we omit the details as the cases are all
similar). Hence the result follows in this subcase.
Subcase 2.3. |VS | = 0.
If the graph is (K3 × K3)(λ), then p = 3 and g can be 3 or 4. If g = 3, then κ(Ω(C )) ≥ α(Ω(C )), since E(VG, VH)must
have at least 6λ edges and only two edges of E(VG, VH) can be in a common 3-cycle of C . Hence the number of cycles of
C intersecting the edges of E(VG, VH) is at least 3λ and therefore |S| ≥ 3λ ≥ 3 ≥ α(Ω(C )). If g = 4, then any induced
subgraph of (K3 × K3)(λ)with 4 vertices can have at most 4λ edges and hence |E(VG, VH)| ≥ 8λ; consequently, as p is odd,
a cycle in C can have at most p− 1 edges of |E(VG, VH)| and |S| ≥ 8λ2 = 4λ > 3 ≥ α(Ω(C )).
Nextwe consider the graph (K3×K4)(λ). Then g ∈ {3, 4, 5, 6} and p = 3 or 5. If g = 3, (resp. 4, 5), then it can be checked
that |E(VG, VH)| is at least 12λ (resp. 12λ, 16λ) (we omit the details as they are similar to the earlier discussions) and we see
that |S| > 4λ ≥ 4 ≥ α(Ω(C )) irrespective of p = 3 or 5. In the case when g = 6, any induced subgraph of (K3 × K4)(λ)
with 6 vertices can have at most 10λ edges, since the number of edges in ⟨VG⟩ is at most 10λ; thus |E(VG, VH)| ≥ 16λ and
|S| ≥ 16λ2 = 8λ > 4 ≥ α(Ω(C )).
Finally, we consider the graph (K3 × K5)(λ). In this case p = 3, 5 or 7 and g ∈ {3, 4, 5, 6, 7}. For every value
of g , the inequality 8λg − λg(g − 1) ≥ 14λ holds. Thus |E(VG, VH)| ≥ 14λ and hence irrespective of the value of
p, |S| ≥

14λ
p−1

≥

mn
p

=

15
p

≥ α(Ω(C )).
In all the cases κ(Ω(C )) ≥ α(Ω(C )), and hence the theorem follows from Theorem 3.1. 
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Theorem 3.3. Let m ≥ 3, n ≥ 3 and λ ≥ 1. If C is a p-cycle decomposition of (Km ◦ K n)(λ), where 3 ≤ p ≤ mn, is a prime,
thenΩ(C ) is Hamiltonian.
Proof. As mentioned in the introduction, (Km ◦ K n)(λ) contains (Km × Kn)(λ) and κ ′((Km ◦ K n)(λ)) = λ(m − 1)n >
λ(m−1)(n−1) = κ ′((Km×Kn)(λ)). LetC be a p-cycle decomposition of the graph (Km◦K n)(λ). As in the proof of Theorem3.2,
it is enough to check that λg(m− 1)n− λg(g − 1) ≥ mn, for allm ≥ 3 and n ≥ 3. Form ≥ 3, n ≥ 6 andm ≥ 4, n ≥ 3 the
proof of the required inequality is similar to the proof given in Theorem 3.2 (as it deals with the same arguments repeatedly
we do not present the proof here) and it is routine to check the inequality for the cases (m, n) = (3, 3), (3, 4), (3, 5). 
Weomit the proof of following Theorem3.4 as the proof is similar to the proof of Theorem3.2. The 4-cycle decomposition
is guaranteed by Theorems 2.11 and 2.13.
Theorem 3.4. If m, n ≥ 3, (resp. m ≥ 3, n ≥ 2) and if C is a 4-cycle decomposition of (Km × Kn)(λ) (resp. (Km ◦ K n)(λ)),
thenΩ(C ) is Hamiltonian. 
4. Proof of the main theorems
In this section we prove the existence of certain closed trail decompositions of the graphs (Km×Kn)(λ) and (Km ◦K n)(λ).
Proof of Theorem 1.1. By hypothesis, there exists a p-cycle decomposition, say, C =

C1, C2, . . . , C sp

of (Km × Kn)(λ),
where s = λmn(m−1)(n−1)2 . By Theorem 3.2 or Theorem 3.4, the graph Ω(C ) is Hamiltonian. Without loss of generality
assume that H =

c1c2 . . . c sp

is a Hamilton cycle ofΩ(C ), where we assume that c1, c2, . . . , c sp are the vertices ofΩ(C )
corresponding to the p-cycles C1, C2, . . . , C sp of C . The mi, 1 ≤ i ≤ k, consecutive vertices of H correspond to a closed trail
of length pmi, in (Km × Kn)(λ).
This completes the proof of the theorem. 
We need the following theorem for our future reference.
Theorem 4.1 ([11]). If G is a bipartite graph with bipartition (X, Y ) such that |X | = |Y | = n and if for any x ∈ X, y ∈
Y , dG(x)+ dG(y) ≥ n+ 1, then G is Hamiltonian. 
Remark 4.1. LetG be a bipartite graphwith bipartition (X, Y )with |X | = |Y | = n. LetG∗ be a bipartite graphwith bipartition
(X ∪ {x}, Y ∪ {y}) and E(G∗) = E(G) ∪ {xyi | yi ∈ Y } ∪ {yxj | xj ∈ X}. Then G∗ is Hamiltonian by Theorem 4.1. Let C be a
Hamilton cycle of G∗. Then C − {x, y} is the union of two disjoint odd length paths. Hence C − {x, y} contains a 1-factorM
and M is also a 1-factor of G. Thus if G is a balanced bipartite graph with |X | = |Y | = n and δ(G) ≥ n2 , then G contains a
1-factor. 
If p ≤ mn and p | m2  n2, then Cp | Km ◦ K n, for m, n ≥ 3, see [2,19,20,18]; also, it is proved that Cp | (Km ◦ K n)(λ),
see [23]. As Cp is also a closed trail and we can say that Tp-decomposition exist for Km ◦ K n and (Km ◦ K n)(λ). Let k > mn be
an integer with λ ≡ 0 (mod k). If at least one factor p of k is 4 or an odd prime number such that p ≤ mn, then there exists a
p-cycle decomposition C of (Km ◦ K n)(λ), by Theorems 2.7 and 2.13 and hence the intersection graphΩ(C ) is Hamiltonian,
by Theorem 3.3. Using this, we can find a Tk-decomposition of (Km ◦K n)(λ) as in Theorem 1.1. However, if 4 is not a factor of
k and every odd prime factor p of k is greater thatmn, then the following theorem answers the question about the existence
of a Tk-decomposition in (Km ◦ K n)(λ)when λ ≡ 0 (mod k).
Theorem 4.2. Let m, n ≥ 3, λ ≥ 1 be integers and let k be an integer such that 4 is not a factor of k and each of its odd prime
factor is greater than mn. If λ ≡ 0 (mod k) and λ(m − 1)n is even, then Tk | (Km ◦ K n)(λ) with the property that each closed
trail Tk in the decomposition contains at least m distinct vertices.
Proof. Let k = pα11 pα22 . . . pαrr be the prime factorization of k. By hypothesis pi = 2 or pi > mn, 1 ≤ i ≤ r . Let p = pi > mn
for some i. Since λ ≡ 0 (mod k), it is enough to consider a Tk-decomposition of (Km ◦ K n)(λ) with λ = k or 2k according
as (m − 1)n is even or odd, respectively. Further as p | k, it is enough to consider a Tp-decomposition of (Km ◦ K n)(λ) with
λ = p or 2p according as (m − 1)n is even or odd, respectively. Because p | k, k = ℓp for some integer ℓ. If we have a
Tp-decomposition of (Km ◦ K n)(λ) with λ = p or λ = 2p, then we can find a Tk-decomposition of (Km ◦ K n)(λ) with λ = k
or λ = 2k by simply replacing each of the edges of the Tp with ℓ edges in a Tp-decomposition of (Km ◦ K n)(λ), where λ = p
or 2p. Hence we prove the existence of a Tp-decomposition of (Km ◦ K n)(λ) with λ = p or λ = 2p, where p > mn with the
property that each Tp has at leastm distinct vertices.
Case 1. n is even.
Since n is even, it is enough to consider λ = p andwe consider the graph (Km◦K n)(p). First we show that Tp | (Km◦K 2)(p).
We can write p = (mn − 2) + 3ℓ + 5ℓ′, for some ℓ, ℓ′ ≥ 0, whenever p ≠ mn + 5. For our convenience, let µ = mn − 2.
Initially we consider the case p ≠ mn+ 5.
P. Paulraja, S. Sampath Kumar / Discrete Mathematics 312 (2012) 1353–1366 1361
Fig. 2. Closed trails T 118, T
2
18 and T
3
18 onm = 7 vertices.
First we explain the basic ideas behind the proof of the theorem. Clearly,
(Km ◦ K 2)(p) = Km(p) ◦ K 2 =

Km(µ) ◦ K 2
⊕ ℓ Km(3) ◦ K 2⊕ ℓ′ Km(5) ◦ K 2 . (3)
Initially we find a Tµ-decomposition of Km(µ) ◦ K 2, a 3-cycle decomposition of Km(3) ◦ K 2 and a 5-cycle decomposition of
Km(5)◦K 2; note that there are 2m(m−1)Tµ’s, C3’s and C5’s in each of the above decompositions. Next we fuse appropriately
one Tµ, one C3 from each of the ℓ edge disjoint copies of Km(3) ◦ K 2 and one C5 from each of the ℓ′ edge disjoint copies of
Km(5) ◦ K 2 so that their union is connected and hence a closed trail of length p. This gives, using (3), a Tp-decomposition of
Km(p) ◦ K 2. Then we express (Km ◦ K n)(p) = (Km(p) ◦ K 2) ◦ K n2 = (Tp⊕ Tp⊕ · · · ⊕ Tp) ◦ K n2 = (Tp ◦ K n2 )⊕ · · · ⊕ (Tp ◦ K n2 ).
Finally, we show that Tp ◦ K n2 can be decomposed into Tp of the required type.
Subcase 1.1.m is odd.
Asm, n ≥ 3, and µ > 2m, µ = 2m+ 2r for some r ≥ 1. Since Km is Hamilton cycle decomposable,
Km(µ) ◦ K 2 =

Cm(µ) ◦ K 2
⊕ Cm(µ) ◦ K 2⊕ · · · ⊕ Cm(µ) ◦ K 2  
m−1
2 times
 ,
= H1 ⊕ H2 ⊕ · · · ⊕ Hm−1
2
, (4)
where Hi ∼= Cm(µ) ◦ K 2, 1 ≤ i ≤ m−12 .
First we decompose Cm(µ) into m closed trails T 1µ, T
2
µ, . . . , T
m
µ each of length µ and each containing m vertices. Let
V (Cm) = {x0, x1, x2, . . . , xm−1} and let T 1µ = Cm(2) ⊕ 2{x2jx2j+1 | 0 ≤ j ≤ r − 1}, where 2{x2jx2j+1 | 0 ≤ j ≤ r − 1}
denotes 2 copies of each of the edges x2jx2j+1 and the subscripts are taken modulom.
Let T 2µ contain a copy of Cm(2) and 2{x2j+1x2j+2 | 0 ≤ j ≤ r − 1}, edge disjoint from T 1µ; this is possible because there are
µ edges joining the vertices xi−1 and xi of Cm(µ). Similarly, let T 3µ contain a copy of Cm(2) and 2{x2j+2x2j+3 | 0 ≤ j ≤ r − 1},
edge disjoint from T 1µ ∪ T 2µ. Proceeding in this way we get Tmµ as a copy of Cm(2) and 2{x2j+m−1x2j | 0 ≤ j ≤ r − 1}, edge
disjoint from
m−1
i=1 T iµ; see Fig. 2, for the trails T 1µ, T 2µ and T 3µ with µ = 18 and m = 7. Thus, for 1 ≤ t ≤ m−12 ,Ht =
Cm(µ) ◦ K 2 =

Tµ ◦ K 2
⊕ Tµ ◦ K 2⊕ · · · ⊕ Tµ ◦ K 2.
Next we show that Tµ |

Tµ ◦ K 2

. Let Tµ = x0x1 . . . xµ−1x0 and let {x0, x1, . . . , xm−1} be the distinct vertices of Tµ; let
V (Tµ ◦ K 2) =

xr,s | 0 ≤ r ≤ m− 1, 1 ≤ s ≤ 2

. Now for each (i, j) ∈ {{1, 2}× {1, 2}}, we construct a closed trail of length
µ, say T i,jµ ; T i,jµ = x0,ix1,jx2,ix3,j . . . xµ−2,ixµ−1,jx0,i. Clearly, T i,jµ , 1 ≤ i, j ≤ 2, decompose Tµ◦K 2; T 1,1µ is the subgraph of Tµ◦K 2
induced by Y1 = {x0,1, x1,1, . . . , xm−1,1} and T 2,2µ is the subgraph of Tµ ◦K 2 induced by Y2 = {x0,2, x1,2, . . . , xm−1,2}. Further,
if T 1,2µ contains the edge xi,1xj,2 with multiplicity r , then T
2,1
µ contains the edge xj,1xi,2 with multiplicity r .
ThusHt ∼= Cm(µ)◦K 2 = (Tµ ◦K 2)⊕ (Tµ ◦K 2)⊕· · ·⊕ (Tµ ◦K 2) and each (Tµ ◦K 2) has been decomposed into four closed
trails of lengthµ each; let them be T i,jµ , 1 ≤ i, j ≤ 2. From the construction of T i,jµ , we call T 1,1µ the complementary closed trail
of T 2,2µ and T
1,2
µ the complementary closed trail of T
2,1
µ , since if xr,1 ∈ T i,jµ , then xr,2 ∈ T j,iµ and vice versa (it may happen that
both the vertices xr,1 and xr,2 may be used by both T i,jµ and T
j,i
µ ). Partition these four T
i,j
µ , 1 ≤ i, j ≤ 2, into two sets, namely,
{T 1,1µ , T 1,2µ }, {T 2,2µ , T 2,1µ } or {T 1,1µ , T 2,1µ }, {T 2,2µ , T 1,2µ } so that the complement of any closed trail, T i,jµ lies on the other set of the
partition. In Ht ∼= Cm(µ) ◦ K 2, there are 4m edge disjoint closed trails of length µ and they can be partitioned into two sets,
namely, Xt and X t each consisting of 2m closed trails so that X t contains the complementary closed trails of the trails in Xt
and each Tµ has at leastm vertices.
1362 P. Paulraja, S. Sampath Kumar / Discrete Mathematics 312 (2012) 1353–1366
Fig. 3a. The graph Gi .
Fig. 3b. The graph
ℓ
i=1 Gi .
As each Ht , 1 ≤ t ≤ m−12 , admits a decomposition into closed trails of lengthµ, Km(µ) ◦ K 2 admits a decomposition into
closed trails of length µ, by (4). Let X = m−12t=1 Xt and X =m−12t=1 X t , that is, Km(µ) ◦ K 2 is decomposed into closed trails of
length µ and they are partitioned into X and X , each of which contains the complementary closed trails of the other.
By (3), Km(p)◦K 2 = (Km(µ)◦K 2)⊕ℓ(Km(3)◦K 2)⊕ℓ′(Km(5)◦K 2). Alreadywe have obtained above a Tµ-decomposition
of Km(µ) ◦ K 2; a C3-decomposition and a C5-decomposition of the graphs Km(3) ◦ K 2 and Km(5) ◦ K 2, respectively, follow by
Theorem 2.6. Now our aim is to choose one Tµ from the Tµ-decomposition of Km(µ) ◦ K 2, ℓ triangles, one each from the ℓ
copies of Km(3)◦K 2 and ℓ′ cycles of length 5, one each from the ℓ′ copies of Km(5)◦K 2 so that the union of these (1+ℓ+ℓ′)
closed trails is a closed trail of length p (recall that µ+ 3ℓ+ 5ℓ′ = p). Next we explain how to choose these closed trails so
that their union is connected.
Let C i1, 1 ≤ i ≤ ℓ, be a C3-decomposition of the i-th copy of Km(3)◦K 2 in ℓ(Km(3)◦K 2). Let C2 be the Tµ-decomposition of
Km(µ)◦K 2 obtained above. Similarly let C j3, 1 ≤ j ≤ ℓ′, be a C5-decomposition of the j-th copy of Km(5)◦K 2 in ℓ′(Km(5)◦K 2).
Observe that the graphs Km(µ) ◦ K 2, ℓ(Km(3) ◦ K 2) and ℓ′(Km(5) ◦ K 2) have the same vertex set.
Let Gi = Ω(C i1, C2), 1 ≤ i ≤ ℓ, be the bipartite intersection graph with bipartition C i1 and C2, where two vertices are
joined by an edge if and only if the corresponding C3 and the Tµ in the decompositions of Km(3) ◦ K 2 and Km(µ) ◦ K 2,
respectively, have at least one vertex in common. We prove that Gi contains a 1-factor. Clearly |C i1| = |C2|. Further,
C2 = X ∪ X , which are defined above. If y is a vertex of Ω(C i1, C2) corresponding to a closed trail in X , we denote its
complementary trail in X by y. Given a vertex x ∈ C i1 and a vertex y ∈ C2, x is adjacent to either y ∈ X or y ∈ X , since for
every y ∈ C2, the trails corresponding to y and y in C2 are complementary and the vertex sets of these trails put together has
all the 2m vertices of Km(µ) ◦ K 2 and the vertex set of the C3 corresponding to x also lies in the 2m vertices, the adjacency
follows. Consequently, dGi(x) ≥ |X | = |X | = 12 |C2| = 12 |C i1| = m(m− 1), for every x ∈ C i1.
Next we show that dGi(y) ≥ 12 |C i1| = 12 |C2| for every y ∈ C2. Let y ∈ C2 and let the trail Tµ corresponding to y be in
X (the case y ∈ X is similar and note that C2 = X ∪ X). Find the vertices of Tµ in Km(3) ◦ K 2 and the edges of Km(3) ◦ K 2
incident with the vertices of Tµ (recall that Km(3) ◦ K 2 and Km(µ) ◦ K 2 have the same vertex set). There must be at least
3m(m− 1) such edges (since each vertex in Km(3) ◦K 2 has degree 6(m− 1) and Tµ has at leastm vertices). We need at least
m(m − 1) triangles of C i1 to cover these edges. Hence dGi(y) ≥ m(m − 1) = 12 |C i1| = 12 |C2|. As Gi is a connected balanced
bipartite graph with δ(Gi) ≥ 12 |C2| = 12 |C i1|, it contains a 1-factor, say, Fi, by Remark 4.1, see Fig. 3a. Then
ℓ
i=1 Gi is seen
in Fig. 3b (observe that C2 is common to all the Gi’s, in fact V (Gi) ∩ V (Gj) = C2, i ≠ j. At each vertex of C2 the ℓ edges of
Fi, i = 1, 2, . . . , ℓ, induce a K1,ℓ inℓi=1 Gi, see Fig. 3b.
Similarly, we consider the bipartite intersection graph Ji = Ω(C2, C i3), where C i3 is the i-th copy of Km(5) ◦ K 2 in
ℓ′(Km(5) ◦ K 2). As above, using the same type of arguments, it can be shown that to each vertex a ∈ V (Ji), dJi(a) ≥ 12 |C2| =
1
2 |C i3| = m(m − 1). Hence Ji has a 1-factor, say F ′i , by Remark 4.1, see Fig. 4a. At each vertex of C2, in Ji, the ℓ′ edges of
F ′i , i = 1, 2, . . . , ℓ′, induce a K1,ℓ′ in
ℓ′
i=1 Ji, see Fig. 4b.
Consequently, in the graph
ℓ
i=1 Gi ∪
ℓ′
i=1 Ji, see Fig. 5, each vertex in C2 is incident with ℓ + ℓ′ edges of Fi and F ′i , and
these edges induce a K1,ℓ+ℓ′ in
ℓ
i=1 Gi ∪
ℓ′
i=1 Ji, see Fig. 5. The union of all the closed trails corresponding to the vertices of
a K1,ℓ+ℓ′ gives a closed trail in Km(p) ◦ K 2 of length p = µ+ 3ℓ+ 5ℓ′, as K1,ℓ+ℓ′ is connected. For each vertex of C2 there is
a closed trail of length p in Km(p) ◦ K 2. These |C2| = 2m(m − 1) closed trails of length p decompose the graph Km(p) ◦ K 2.
As the closed trail corresponding to a vertex in C2 containsm vertices, these closed trails must contain at leastm vertices.
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Fig. 4a. The graph Ji .
Fig. 4b. The graph
ℓ′
i=1 Ji .
Fig. 5. The graph
ℓ
i=1 Gi ∪
ℓ′
i=1 Ji .
Table 1
Every column gives the multiplicities of the edges xi−1xi, 1 ≤ i ≤ m− 1, of the respective closed trails T jµ, 1 ≤ j ≤ m− 1;
for example, the tm−1 in the second row third column denotes the multiplicity of the edge x1x2 in T 3µ .
T 1µ T
2
µ T
3
µ . . . T
m−2
µ T
m−1
µ
x0x1 t1 tm−1 tm−2 . . . t3 t2
x1x2 t2 t1 tm−1 . . . t4 t3
x2x3 t3 t2 t1 . . . t5 t4
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
xm−3xm−2 tm−2 tm−3 tm−4 . . . t1 tm−1
xm−2xm−1 tm−1 tm−2 tm−3 . . . t2 t1
Next we consider the case p = mn+ 5. Let p = (mn− 4)+ 9 = µ+ 9, where µ = mn− 4. It is clear that
Km(p) ◦ K 2 = (Km(µ) ◦ K 2)⊕ (Km(9) ◦ K 2)
= (Km(µ) ◦ K 2)⊕ 3(Km(3) ◦ K 2).
As in the case when p ≠ mn + 5, obtain a Tµ-decomposition C2 and a C3-decomposition C i1, 1 ≤ i ≤ 3, of the graphs
of Km(µ) ◦ K 2 and Km(3) ◦ K 2, respectively. If we proceed as above, it is easy to see that, the bipartite intersection graph
Gi, 1 ≤ i ≤ 3, with bipartition C2 and C i1, contains a 1-factor, say Fi.
3
i=1 Gi contains a K1,3 induced by the edges of
3
i=1 Fi
at each vertex of C2. The union of the closed trails corresponding to the vertices of a K1,3 gives a closed trail of length p. As
C2 contains 2m(m − 1) vertices, these |C2| = 2m(m − 1) closed trails of length p decompose the graph Km(p) ◦ K 2. As the
closed trail corresponding to a vertex in C2 containsm vertices, these closed trails must contain at leastm vertices.
Subcase 1.2.m is even.
In this subcase also we prove Tp | Km(p) ◦ K n. First we consider the case p ≠ mn+ 5. Hence p = µ+ 3ℓ+ 5ℓ′ for some
ℓ, ℓ′ ≥ 0, where µ = mn− 2. Similar to Subcase 1.1, we write Km(p) ◦ K 2 as
Km(p) ◦ K 2 = (Km(µ) ◦ K 2)⊕ ℓ(Km(3) ◦ K 2)⊕ ℓ′(Km(5) ◦ K 2).
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Fig. 6. Closed trails T 118, T
2
18 and T
3
18 onm = 8 vertices constructed using Table 1.
Sincem is even, Km has a Hamilton path decomposition and hence Km(µ) ◦ K 2 = (Pm(µ) ◦ K 2)⊕ (Pm(µ) ◦ K 2)⊕ · · · ⊕
(Pm(µ)◦K 2) = H1⊕H2⊕· · ·⊕Hm2 , whereHi ∼= Pm(µ)◦K 2. As in the previous subcase, letµ = mn−2 = 2(m−1)+2r for
some r > 1. Consider the graph Pm(µ); let V (Pm) = {x0, x1, x2, . . . , xm−1}. We decompose Pm(µ) into (m− 1) closed trails
T 1µ, T
2
µ, . . . , T
m−1
µ each of length µ and each containing m distinct vertices. Let T
1
µ = Pm(2) ⊕ 2{x2jx2j+1 | 0 ≤ j ≤ r − 1},
where 2{x2jx2j+1 | 0 ≤ j ≤ r − 1} denotes two copies of each of the edges x2jx2j+1 and addition in the subscript is taken
modulo m. Let ti be the multiplicity of the edge xi−1xi, 1 ≤ i ≤ m − 1, in T 1µ. Let T jµ, 2 ≤ j ≤ m − 1, be the closed trails of
length µ with the multiplicities of their edges xi−1xi are as shown in the Table 1; T jµ’s, 1 ≤ j ≤ m − 1, are edge disjoint, as
the edges of T jµ can be picked among the µ edges joining xi−1 and xi, 1 ≤ i ≤ m − 1, in Pm(µ), in such a way that they are
edge disjoint. Note that
m−1
i=1 ti = µ. This yields a Tµ-decomposition of Pm(µ); see Fig. 6, for the trails T 1µ, T 2µ and T 3µ with
µ = 18 andm = 8.
Hence Pm(µ) ◦ K 2 =

Tµ ◦ K 2
⊕ Tµ ◦ K 2⊕ · · · ⊕ Tµ ◦ K 2. As in Subcase 1.1, each Tµ ◦ K 2 can be decomposed into
4Tµ’s and each Pm(µ) ◦ K 2 can be decomposed into 4(m− 1)Tµ’s. Again, as in Subcase 1.1, the closed trails arise out of the
Hi ∼= Pm(µ) ◦ K 2, 1 ≤ i ≤ m2 , can be partitioned into two sets Xi and X i of complementary closed trails. Let X =
m
2
i=1 Xi and
X =m2i=1 X i. The trails in X ∪ X give a closed trail (of lengthµ) decomposition of Km(µ) ◦ K 2 and X and X each contains the
complementary closed trails of the other.
Further, as in Subcase 1.1, we decompose Km(3) ◦ K 2 and Km(5) ◦ K 2 into 3-cycles and 5-cycles, respectively, by
Theorem2.6.Weproceed as in Subcase 1.1 to fuse these C3’s C5’s and Tµ’s suitably to obtain a Tp-decomposition ofKm(µ)◦K 2.
Thus we have obtained a closed trail of length p-decomposition of Km(p) ◦ K 2.
Similarly, if p = mn+ 5 = (mn− 4)+ 9 = µ+ 9, we proceed as above to get a Tp-decomposition of Km(p) ◦ K 2.
In both these subcaseswe have obtained a Tp-decomposition of Km(p)◦K 2. As each Tµ hasm vertices, these Tp’smust have
at leastm vertices. As n is even, Km(p)◦K n = (Km(p)◦K 2)◦K n2 and hence Km(p)◦K n = (Tp◦K n2 )⊕(Tp◦K n2 )⊕· · ·⊕(Tp◦K n2 ).
Next we prove the existence of a Tp-decomposition of Tp ◦ K n2 . Let Tp = x0x1 . . . xp−1x0 and let {x0, x1, . . . xc−1} be the
distinct vertices of Tp; let V (Tp ◦ K n2 ) =

xr,s | 0 ≤ r ≤ c − 1, 1 ≤ s ≤ n2

. Now let L n
2
be an idempotent latin square of
order n2 , see [17], on the symbols {1, 2, . . . , n2 }; then for each (i, j)-th cell of L n2 , we construct a closed trail of length p, say
T i,jp , in the graph Tp ◦ K n2 as follows: let T
i,j
p = x0,ix1,jx2,ix3,j . . . xp−2,jxp−1,kx0,i, where k is the entry in the cell (i, j). Clearly,
T i,jp , 1 ≤ i, j ≤ n2 , decompose Tp ◦K n2 . Thus we have completed the proof of the existence of a Tp-decomposition of Km(p)◦K n
with the required property.
Case 2. n is odd.
First we assume p ≠ mn+ 2. Let p = µ+ 3ℓ+ 5ℓ′, where µ = mn− 2 and ℓ, ℓ′ ≥ 0. Clearly,
(Km ◦ K n)(p) = Km(p) ◦ K n = (Km(µ) ◦ K n)⊕ ℓ(Km(3) ◦ K n)⊕ ℓ′(Km(5) ◦ K n). (5)
Subcase 2.1.m is odd.
Since m is odd, µ = mn − 2 is odd and hence by Theorem 2.6, Km(µ) ◦ K n , Km(3) ◦ K n and Km(5) ◦ K n have a
µ, 3- and 5-cycle decompositions, respectively (note that all the three graphs defined in (5) have the same vertex set).
Since any cycle Cµ of length µ in the µ-cycle decomposition of Km(µ) ◦ K n misses only two vertices of Km(µ) ◦ K n any
C3 in the C3-decomposition of Km(3) ◦ K n and any C5 in the C5-decomposition of Km(5) ◦ K n must intersect all Cµ’s in the
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Cµ-decomposition ofKm(µ)◦K n. Nowwe fuse one Cµwith ℓ triangles, one fromeach of the ℓC3-decompositions ofKm(3)◦K n,
and ℓ′ cycles of length 5, one from each of the ℓ′C5-decompositions of Km(5)◦K n, to form a closed trail of length p. This gives
a Tp-decomposition of Km(p) ◦ K n.
Next we consider p = mn+ 2. Then p = mn+ 2 = (mn− 4)+ 6. Therefore,
Km(p) ◦ K n = (Km(mn− 4) ◦ K n)⊕ 2(Km(3) ◦ K n). (6)
By Theorem 2.6, Cmn−4 | (Km(mn− 4) ◦ K n) and C3 | (Km(3) ◦ K n). Union of one Cmn−4 from the Cmn−4-decomposition of
Km(mn− 4) ◦K n with 2 suitably chosen triangles in the decomposition of Km(3) ◦K n so that these 2 triangles have at least 5
vertices, which can be found easily, gives a closed trail of length p. Thus we have obtained a Tp-decomposition of Km(p)◦K n.
Subcase 2.2.m is even.
Since (m − 1)n is odd, we consider λ = 2p. Consider the graph (Km ◦ K n)(2p). We write 2p = 2(mn − 2) + 6ℓ + 10ℓ′,
for some ℓ, ℓ′ ≥ 0, where p ≠ mn+ 5. Clearly,
(Km ◦ K n)(2p) = (Km ◦ K n)(2µ)⊕

ℓ(Km ◦ K n)(6)
⊕ ℓ′(Km ◦ K n)(10) (7)
where µ = mn− 2.
First we obtain a Tp-decomposition of Km(2p). In Subcase 1.2, a Tµ-decomposition of Km(µ) is given and in that
decomposition, if we duplicate the edges of each Tµ, we get a Tµ-decomposition of Km(2µ). A C3-decomposition of Km(6) and
a C5-decomposition of Km(10) exist by Theorem 2.4. Note that each Tµ in the Tµ-decomposition of Km(2µ), obtained above,
is spanning subgraph of Km(2µ) and hence we choose one Tµ and ℓ triangles one from each of the ℓC3-decompositions of
Km(6) and ℓ′ cycles of length 5 one from each of the ℓ′C5-decompositions of Km(10) to obtain a closed trail of length p. Hence
Tp | Km(2p).
Now Km(2p) ◦ K n = (Tp ⊕ Tp ⊕ · · · ⊕ Tp) ◦ K n = (Tp ◦ K n) ⊕ (Tp ◦ K n) ⊕ · · · ⊕ (Tp ◦ K n). It is enough to prove that
Tp | (Tp ◦ K n). It is achieved by considering an idempotent latin square, see [17], of order n and proceed as in the proof of
Case 1 to complete the proof.
The case p = mn+ 5 can be dealt with similarly by writing p = µ+ 9, where µ = mn− 4.
This completes the proof of the theorem. 
Proof of Theorem 1.2. We prove this theorem in two cases.
Case 1. p ≤ mn.
In this case, by Theorems 2.7 and 2.13, there exists a p-cycle decomposition, say C , of (Km ◦ K n)(λ) where p is an odd
prime or p = 4. By Theorems 3.3 and 3.4,Ω(C ) is Hamiltonian and the rest of the proof is similar to the proof of Theorem1.1.
Case 2. p > mn.
In this case p | λ and the required closed p-trail decomposition, sayT , of the graph (Km◦K n)(λ) follows fromTheorem4.2.
Using this decomposition, we obtain the intersection graphΩ(T ). Ifmn is odd, then by the Tp-decomposition described
in Theorem 4.2, each Tp contains at least mn − 4 distinct vertices and hence it is easy to check that Ω(T ) is complete
(asmn− 4 > 12mn) and henceΩ(T ) is Hamiltonian.
Next we assume that mn is even. In this case, by the Tp-decomposition of Km(λ) ◦ K n described in Theorem 4.2, each Tp
has at leastm vertices and hence α(Ω(T )) ≤ mnm = n. Delete a minimum vertex cut S ofΩ(T ), and obtain VS, VG and VH as
in the proof of Theorem 3.2. The number of edges of (Km ◦K n)(λ), that have exactly one end in VG, that is, |E(VG, VS ∪VH)|, is
at least λg(m−1)n−λg(g−1), where g(=|VG| ≥ m) is the number of vertices in a smallest component of (Km(λ)◦K n)−S.
Claim. For m ≥ 3, n ≥ 4, the number of edges of (Km◦K n)(λ) that has exactly one end in VG is at least λg(m−1)n−λg(g−1) ≥
λmn.
Suppose not, then
g(m− 1)n− g(g − 1) < mn
(m− 1)n− g + 1 < mn
g
(m− 1)n < mn
g
+ g ≤ mn
2
+ 2, as in the proof of Theorem 3.2,
mn− n < mn
2
mn
2
< n+ 2,
which is a contradiction tom ≥ 3, n ≥ 4. This completes the proof of the claim.
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If (m, n) = (3, 3), then it can be checked that |E(VG, VS ∪ VH) ∪ E(⟨VS⟩)| ≥ λg(m − 1)n − 12λg(g − 1) ≥ λmn ≥ mn.
As noted earlier in the proof of Theorem 3.2, the vertices corresponding to the trails that have intersection with the edges
E(VS, VG ∪ VH) ∪ E(VG, VS ∪ VH) ∪ E(VH , VG ∪ VS) ∪ E(⟨VS⟩)must be in S. Thus
|S| ≥ |E(VS, VG ∪ VH) ∪ E(VG, VS ∪ VH) ∪ E(VH , VG ∪ VS) ∪ E(⟨VS⟩)|
p
>
|E(VG, VS ∪ VH) ∪ E(⟨VS⟩)|
p
≥ λmn
p
. (8)
Thus we have κ(Ω(T )) = |S| ≥ λmnp ≥ mn > n ≥ α(Ω(T )), by (8) (as λ ≡ 0 (mod p) and each closed trail in T has at
leastm vertices) and henceΩ(T ) is Hamiltonian. The rest of the proof is similar to the proof of Theorem 1.1. 
Proof of Corollary 1.1. By hypothesis, k | λmn(m−1)(n−1)2 , where k = pα11 pα22 . . . pαrr is a prime factorization of k and
λ(m − 1)(n − 1) is even. First assume k ≠ 2α for some integer α ≥ 2; then there must exist an odd prime number in
the prime factor of k and by hypothesis, there exists a pj-cycle decomposition of (Km × Kn)(λ). Let k = ℓpj; in this case a
Tk-decomposition of (Km × Kn)(λ) is obtained by simply replacing p by pj and each mi by ℓ in Theorem 1.1. If k = 2α , for
some integer α ≥ 2, then k = 4ℓ for some ℓ ≥ 1; in this case a 4-cycle decomposition of (Km × Kn)(λ) is guaranteed by
Theorem 2.11 and a closed k-trail decomposition is obtained by setting p = 4 and eachmi = ℓ in Theorem 1.1. 
Proof of Corollary 1.2. Let k | mn(m−1)(n−1)2 . The integer k can be written as k = ℓp, for some odd prime p or k = 2α, α ≥ 2;
in the former case, the p-cycle decomposition of Km × Kn is guaranteed by Theorem 2.1 and hence result follows from
Corollary 1.1. In the case when k = 2α , a 4-cycle decomposition of Km × Kn is guaranteed by Theorem 2.11 and the result
now follows from Corollary 1.1. 
Proof of Corollary 1.3. As k | λ m2  n2, either k = ℓp, ℓ ≥ 1, where p is an odd prime factor of k or k = 2α , for some α ≥ 2.
If k ≠ 2α , then we have p | λ m2  n2. In this case the closed k-trail decomposition is obtained by simply replacing each mi
by ℓ in the proof of Theorem 1.2. If k = 2α , for some α ≥ 2, then k = 4ℓ for some ℓ ≥ 1. In this case, a closed k-trail
decomposition is obtained by setting p = 4 and eachmi = ℓ in Theorem 1.2. 
Proof of Corollary 1.4. It is an immediate consequence of Corollary 1.3 by substituting λ = 1. 
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