Abstract. We construct the exceptional Bannai-Ito polynomials, which satisfy a discrete orthogonality, by using a generalized Darboux transformation. In this Darboux transformation, the seed solutions which are consist of a gauge factor and the polynomial part play important roles, and we show that there are in total 8 classes of gauge factors.
1. Introduction 1.1. Bannai-Ito polynomials. The Bannai-Ito polynomials, originally introduced in [1] , are recently classified as a new kind of "classical" orthogonal polynomials [15] since they are identified to be the eigenfunctions of the difference operator H = α(x)(R − I) + β(x)(T R − I).
H is a Dunkl shift operator, where R is the reflection operator, T is the forward shift operator, and I is the identity operator acting as H[B n (x)] = α(x)(B n (−x) − B n (x)) + β(x)(B n (−x − 1) − B n (x)) = λ n B n (x),
Moreover, Bannai-Ito polynomials belong to so-called discrete orthogonal polynomials. They are orthogonal with respect to a discrete, positive measure of weight function ω(x) on the Bannai-Ito grid {x s } 1.2. Exceptional orthogonal polynomials. The last decade has witnessed exciting developments in a new class of generalization of the classical orthogonal polynomials (COPs), which are given a kindly confusing name, the "exceptional" orthogonal polynomials (XOPs). It's necessary to remark that the XOPs are the generalization of the COPs, since they have the latter as a special case, while in most cases the XOPs have "gaps" in their degree sequences, i.e., there are a finite number of missing degrees in their polynomial sequences (while the degree sequences of COPs are {0, 1, 2, . . .}). Extensive interest have been devoted to many aspects of the theory of XOPs. See, for instance, [6] for the introduction of the exceptional flag which gives birth to XOPs, and [7, 9, 14, 16] for a systematic way of constructing XOPs satisfying 2nd-order differential equations (or 2nd-order difference equations in [3, 4, 5] ), as well as [10] for a complete classification of the (continuous) XOPs.
In the construction of XOPs, the Darboux transformation (DT) plays important role. It was further clarified that multiple-step or higher order DTs lead to XOPs labelled by multi-indices [8, 12, 11] . The 1-step (rational) DT conducted on a 2nd-order differential operator T = p(x)D xx + q(x)D x + r(x) acts as T → T (1) ,
where A, B are 1st-order differential operators [7] . An immediate consequence of (1.2) can be derived as the following intertwining relations
which imply that the eigenvalue problem T [y] = λy is equivalent to the eigenvalue problem T (1) [y (1) ] = λy (1) where
. Thus with a well selected "seed solution" φ such that T [φ] = µφ and A[φ] = 0, it simply deletes degrees in the eigenfunction sequence {y (1) } of the Darboux transformed operator T (1) . The purpose of this paper is to establish an XOPs extension of the BannaiIto polynomials by constructing the exceptional Bannai-Ito operators which have polynomial eigenfunctions of all but a finite number of degrees. In Section 2, we apply a generalized DT on the Dunkl shift operator. As we know, the traditional DTs factorize a 2nd-order differential/difference operator into two 1st-order differential/difference operators, then a new 2nd-order operator can be obtained by exchanging these two 1st-order operators. However, the Dunkl shift operator H is a 1st-order difference operator, which implies that the traditional DTs work no more on this operator. Our idea is to start from the intertwining relations
where the operator F φ is a Dunkl shift operator determined by
is an eigenfunction of H. Using this result, we are able to provide the exceptional Bannai-Ito operator explicitly. In Section 3, a special class of eigenfunctions which are called the quasi-polynomial eigenfunctions of Bannai-Ito operator are presented. From these quasi-polynomial eigenfunctions, in the next section, we will select seed solutions for the DT of Bannai-Ito operator. Finally, in Section 4, we construct the exceptional Bannai-Ito polynomials and show that they are orthogonal with respect to a discrete measure on the exceptional Bannai-Ito grid. Interestingly enough, the degree sequences of the exceptional Bannai-Ito polynomials demonstrate different rules as all the known XOPs do.
Darboux transformation of Dunkl shift operator
It has been addressed before that the DT is one of the most powerful tools for constructing XOPs. The rational DTs (or the Darboux-Crum transformations) factorize a 2nd-order differential/difference operator into two 1st-order differential/difference operators, hence the exceptional operator can be obtained by exchanging the two 1st-order operators. Unfortunately, in our case the Dunkl shift operator is a 1st-order difference operator, which makes it difficult to apply the rational DTs directly. In this section we present a generalized DT of the Dunkl shift operator, and then give the exceptional Bannai-Ito operators explicitly.
First, consider the eigenvalue problem of the Dunkl shift operator
where α(x), β(x) are functions on x. Then we choose an eigenfunction φ(x) (not necessarily to be polynomial) of H as seed solution and let
and the eigenvalue problem H[φ(x)] = µφ(x) can be written as
substitute x by −x − 1 then rewrite the above equation into
these equations imply
After substituting x by −x in (2.1) we also find that
holds under the condition β(−x) + β(x − 1) = β(x) + β(−x − 1). Now we define the operator
holds for a new Dunkl shift operator H (1) , then for any eigenfunction ψ(x) ( = φ(x)) of H with eigenvalue ν ( = µ)), we havê
which means thatF φ [ψ(x)] is the eigenfunction ofĤ (1) with eigenvalue ν. Here we give the explicit expression of the operator H (1) without proof,
since it can be easily checked by using formulas in the following lemma. 
Moreover, if we add the intertwining relation
, where B φ is also a Dunkl shift operator, it will be given by
Further computations imply that if the condition β(−x)+β(x−1) = β(x)+β(−x−1) holds, then the products of F φ and B φ can be expressed in terms of H and H (1) , respectively,
The above equations can be viewed as a generalized DT of the Dunkl shift operator H, where H (1) is the Darboux transformed Dunkl shift operator. If H is a Bannai-Ito operator where α(x), β(x) are defined by (1.1), then H (1) can be called the exceptional Bannai-Ito operator. Note that in this case, it holds
For normalization purpose we may rewrite the operators F φ , B φ and H (1) intô
where r(x) is a decoupling coefficient whose explicit expression will be given later. Adopting the notations of [16] here we may callF φ a"dressing" operator and B φ an"undressing" operator in view of their acting as dressing and undressing of a superscript (1) ,
, otherwisê
where σ(x) is a function satisfying σ(x+1) = σ(x) and σ(−x) = −σ(x), for example, σ(x) = sin(2πx), and ω(x) is the weight function associated with the Bannai-Ito operator H. It can be easily check by using the results in Section 4 (Lemma 4.4 and Lemma 4.5) that
, thus ψ (1) (x) are the eigenfunctions of the exceptional Bannai-Ito operatorĤ (1) .
is an isospectral transformation:
As an immediate result of the intertwining relations, we can obtain the equations
which indicate that H and H (1) are commutable with (B φ • F φ ) and (F φ • B φ ), respectively. In a more generic setting, if we denote H by H (0) , and the exceptional operator obtained after n steps of DT by H (n) , while the same notations adopting to the operators F (n) and B (n) , then we can give the next result by inductively performing the above procedure. From the following result we are able to construct exceptional Bannai-Ito polynomials obtained from multiple-step DTs. However, in view of the limited space, we do not include this part in the present paper.
Corollary 2.2. The exceptional Bannai-Ito operator H
(n+1) and the Bannai-Ito operator H satisfy the following intertwining relations
Similarly, we can deduce
Later in Section 4 we will show that with well selected seed solution φ(x) and decoupling coefficient r(x), the Darboux transformed eigenfunctions {F φ [B n (x)]} possess the "exceptional" feature (gaps in there degree sequences) and are orthogonal with respect to a discrete measure on the exceptional Bannai-Ito grid.
Quasi-polynomial eigenfunctions of Bannai-Ito operator
In this section we consider a special class of eigenfunctions of the Bannai-Ito operator, which are called quasi-polynomial eigenfunctions since they are the product of a gauge factor and a polynomial part:
where ξ(x) is a function on x and p(x) is a polynomial on x, λ is the corresponding eigenvalue. The Bannai-Ito operator may have several sequences of quasipolynomial eigenfunctions. From these quasi-polynomial eigenfunctions, in the next section, we will choose the seed solutions of the DT. This plays an important role in the construction of exceptional Bannai-Ito polynomials.
From the definition of quasi-polynomial eigenfunctions, we will derive all possible gauge factors ξ(x). First we consider the conjugated operatorH = ξ −1 Hξ,
The operatorH has polynomial eigenfunctions if and only ifH is also a Bannai-Ito operator, i.e. there exist real numbers ρ 1 , ρ 2 , r 1 , r 2 such that both (3.1) and one of (3.2), (3.3) are satisfied
Further computations lead to the following lemma.
Lemma 3.1. Let H = α(x)(R − I) + β(x)(T R − I) be a Bannai-Ito operator, then the conjugated operatorH = ξ −1 Hξ has polynomial eigenfunctions if and only if
where ρ 1 ρ 2 = ρ 1 ρ 2 and r 1 r 2 = r 1 r 2 ;
• or ξ(x) satisfies
where ρ 1 ρ 2 = −ρ 1 ρ 2 and r 1 r 2 = −r 1 r 2 .
Proof. (3.4) and (3.5) follow from (3.2) and (3.3) respectively. Thus, (3.1) can be rewritten as
which implies ρ 1 ρ 2 − ρ 1 ρ 2 = 0 and r 1 r 2 − r 1 r 2 = 0; or
Note that nothing changes if we exchange ρ 1 , ρ 2 or r 1 , r 2 due to the symmetry of the right hand sides of (3.2) and (3.3). These parametrizations correspond to the following 8 classes of quasi-polynomial eigenfunctions. 
Proof. Let's notice that ξ(−x)/ξ(−x−1) = F (x) leads to ξ(x+1)/ξ(x) = F (−x−1) if one substitute x by −x − 1, hence it's convenient to construct the gauge factors with the help of Gamma function. In the first case we have ξ 0 (x + 1)/ξ 0 (x) = 1, which implies ξ 0 (x) is a constant. And p
n (x) = B n (x; ρ 1 , ρ 2 , r 1 , r 2 ) can be read from ρ 1 = ρ 1 , ρ 2 = ρ 2 , r 1 = r 1 , r 2 = r 2 . In the second case we have
recall that Γ(x + 1)/Γ(x) = x, we can express ξ 1 (x) in terms of Gamma functions
In order to avoid the existence of singularity, we rewrite ξ 1 (x) into the form of the above theorem using Euler's reflection formula, Γ(x)Γ(1 − x) = π/ sin πx. Again, p
n (x) = B n (x; −ρ 1 , −ρ 2 , −r 1 , −r 2 ) follows from ρ 1 = −ρ 1 , ρ 2 = −ρ 2 , r 1 = −r 1 , r 2 = −r 2 . The remaining ξ k (x)'s and p 
Exceptional Bannai-Ito polynomials
Using the results of Section 2 and Section 3, we are now able to construct the exceptional Bannai-Ito polynomials. We first show that there are missing degrees in the constructed exceptional Bannai-Ito polynomial sequences, notably their missing degrees demonstrate different rules compared with all the known XOPs. And then we prove that the exceptional Bannai-Ito polynomials are orthogonal with respect to a discrete measure on the exceptional Bannai-Ito grid.
Let us define an index set D = {0, 1, 2, . . . , 7} × Z ≥0 . For the sake of simplicity, we assume that for any index
m (x) is uniquely determined upon the constant multiplier. Last but not least, we assume that the Bannai-Ito polynomials mentioned in this paper are always monic (which means the coefficient of the highest order term is 1), hence p 
is the numerator, then the Darboux transformed eigenfunction
x in the last equation let's notice that the function in the square bracket is just the polynomial we are looking for. Therefore, the decoupling coefficient should be
Here we give all the functions η d (x) explicitly for later convenience:
With r(x) given by Lemma 4.1., let B
(1)
d,n (x)} are the polynomial eigenfunctions ofĤ (1) :
In what follows, we give an analysis of the degree of B (1) d,n (x) and show that there are missing degrees in their polynomial sequences. From the proof of Lemma 4.1., we have
, For the sake of simplicity, we denote by C and (here we have assumed that the degree of a rational function is obtained by subtracting the degree of its denominator from the degree of its numerator)
Thus we can conclude the following results about the degree of B n − 1, n even, due to the fact that deg(B n (−x) − B n (x)) = n − 1 when n is even.
Therefore, let X be the set of degrees of {B (1) d,n (x)}, then we have • m odd: 
here we may choose σ(x) = xα(x)ω(x)ξ 1 (x)/η 1 (x) since with this choice it holds that σ(x + 1) = σ(x) and σ(−x) = −σ(x), then φ
, such that only when d = 1 the nontrivial eigenfunction φ (1) d (x) is polynomial and φ (1) (1,n) (x) = 1. This eigenfunction should be added to the sequence {B (1) (1,m),n (x)}, hence the polynomial sequence starts from degree 0. For the convenience of later discussion, we will not include this term into the XBI polynomial sequence.
As a summary of the above analysis we give the following results. 
d (x) is the normalized seed solution whose definition can be found in p.9.
Corollary 4.4. The exceptional Bannai-Ito polynomials B
Proof. From Proposition 4.2., we have
4.1. Orthogonality. A finite difference operator L is said to be symmetric with respect to a weight function
for all functions p(x) and q(x), where the inner product is defined by p(x), q(x) ω(x) = x∈χ ω(x)p(x)q(x). It's known from the Lemma 2.4. of [3] that if a difference operator is symmetric with respect to a weight function ω(x), then its eigenfunctions are orthogonal with respect to ω(x).
Lemma 4.5. Let ω(x) be a weight function supported on a countable set χ ⊂ R. L is a Dunkl shift operator of the form L = F (x)R + G(x)T R + C(x). Assume that the functions F (x), G(x) and ω(x) satisfy the following relations
and the boundary conditions
then L is symmetric with respect to ω(x). Here we denote by −χ and −χ − 1 the sets −χ = {−x : x ∈ χ} and −χ − 1 = {−x − 1 : x ∈ χ}), respectively.
Proof. According to the conditions, it holds for all functions p(x) and q(x) that
These equations imply that
, thus L is symmetric with respect to ω(x).
It's easy to derive the weight function associated with a Dunkl-shift operator L by using this result. Assume that {p n (x)} are the polynomial eigenfunctions of L L[p n (x)] = λ n p n (x), λ n = λ m , n = m, the linearity of the inner product , ω implies
Then if L is symmetric with respect to ω(x), it holds that
which demonstrate the orthogonality of {p n (x)} with respect to ω(x). Lemma 4.6. Assume that ω(x) is the weight function associated with a Dunkl-shift operator L = F (x)R + G(x)T R + C(x), then it satisfies
.
Proof. The equations
, substitute x by −x − 1 then we get the desired result.
Now we are able to give the weight functions of the exceptional Bannai-Ito operator by using the properties of Gamma function as we did in Section 3. However, it takes less steps if the relationship between the weight functions of the exceptional Bannai-Ito operator and the Bannai-Ito operator are available, since the weight functions of the Bannai-Ito polynomials are already known [15] . Below we give the weight function of the exceptional Bannai-Ito polynomials {B (1) d,n (x)} and show their orthogonality explicitly. These results can be extended to the exceptional Bannai-Ito polynomials obtained from multiple-step DTs.
Theorem 4.7. Letω
(1) (x) be the weight function associated with the exceptional Bannai-Ito operatorĤ (1) , and ω(x) is the weight function of the Bannai-Ito operator H, then it holdsω
Proof. According to Lemma 4.5., we havê
where c(x) is a periodic function of period 1, c(x + 1) = c(x). Without losing generality, here we just take c(x) = 1.
and consider the eigenvalue equationĤ
, which means B 
s ) = 0. Using these results together with the boundary conditions in Lemma 4.4., we can conclude that
. The first set in the right hand side consists of part of the roots of B N (x), while the remaining 2 sets can be obtained from the simple roots of α (1) (x) and β (1) (x).
Finally, let's summarize the orthogonality of {B
Theorem 4.9. The exceptional Bannai-Ito polynomials {B (1) d,n (x)} satisfy the discrete orthogonality relation 
1 (x) = ξ 2 (x)B 1 (x; −ρ 1 , −ρ 2 , r 1 , r 2 ), and the eigenvalue is µ = r 1 + r 2 − 1. According to Theorem 4.2., we can give the related exceptional Bannai-Ito polynomials 2 )Γ(x − ρ 2 + 1)Γ(−x − ρ 2 )y 1 (x)y 2 (x) where y 1 (x), y 2 (x) are the following polynomials y 1 (x) = (r 1 + r 2 + ρ 1 + ρ 2 − 1)x 2 + r 1 ρ 1 ρ 2 + r 2 ρ 1 ρ 2 + r 1 r 2 ρ 1 + r 1 r 2 ρ 2 − ρ 1 ρ 2 − r 1 ρ 1 + r 1 ρ 2 + r 2 ρ 1 + r 2 ρ 2 2 + ρ 1 + ρ 2 4 , y 2 (x) = (r 1 +r 2 +ρ 1 +ρ 2 −1)x 2 +(r 1 +r 2 +ρ 1 +ρ 2 −1)x+r 1 ρ 1 ρ 2 +r 2 ρ 1 ρ 2 +r 1 r 2 ρ 1 +r 1 r 2 ρ 2 −r 1 r 2 − r 1 ρ 1 + r 1 ρ 2 + r 2 ρ 1 + r 2 ρ 2 − r 1 − r 2 2 + ρ 1 + ρ 2 − 1 4 .
The constants in the right hand side of (4.2) are given by h .
