1. Introduction {#sec0005}
===============

Maintenance policies and their applications have been studied extensively in literatures [@bib0005], [@bib0010], [@bib0015], [@bib0020], [@bib0025], [@bib0030], [@bib0035]. An age replacement model for a finite operational time span, in which the unit operates from installation for a fixed interval due to external factors, and it is replaced at the end of the interval even if no failure occurs, has been firstly given [@bib0005]. When the above finite time span becomes a random variable such as working cycle, replacement policies with working cycles have been discussed [@bib0040], [@bib0045], [@bib0050], [@bib0055], [@bib0060], [@bib0065]. In other words, replacement policies can be done more effectively when they are collaborative with the requirements of operations.

For an operating unit, the working cycle, or the mission duration named in this paper, may arrive at a random time rather than starts from the installation of the unit discussed in the above literatures [@bib0040], [@bib0045], [@bib0050], [@bib0055], [@bib0060], [@bib0065]. In this case, it would be interesting problems to estimate the possible mission durations, meanwhile, to find possible maintenance opportunities according to the health condition and repair history of the operating unit, as a required reliability is needed at mission time and no replacement can be done during the mission duration. That is, planing maintenance policies also should be based on the reliability interval [@bib0070] and the history of repairs of the systems [@bib0075].

Typical examples often occur in many mission critical systems, such as emergency communication systems, enterprise databases and application development platforms. For example, when the new coronavirus pneumonia first started in Wuhan, China, at the end January, 2020, many pharmaceutical manufacturers temporarily added emergency orders, which are to produce disposable medical mask, disinfected water and other urgently needed items. If machines are stopped for preventive maintenance (it actually may be the maintenance time as it is in holiday), it will cause bad social impact and huge economic losses. Additionally, some database and application development platforms may not be readily available for preventive maintenance when corporate data is used and analyzed by users, including employees, customers, and partners. More extensively, the mission critical problems can also be found for balancing the aircraft during the period of landing [@bib0080]. So that, it would be interesting to study how to maintain such reliability systems collaborating with the time of operations and mission durations.

Maintaining the mission-oriented systems are becoming important reliability analyses in recent years, which is different from the reliability-oriented maintenance policies [@bib0085] and service-oriented maintenance policies [@bib0090]. As far as we know, there was not much research on mission-oriented maintenance policies. For examples, imperfect maintenance policies for the mission-oriented systems subject to degradation and shocks [@bib0095], mission success probabilities and mission abort policies for $k$-out-of-$n$ systems and random environment [@bib0100], [@bib0105], the systems operating missions for selective maintenance optimizations [@bib0110], reliability models for semi-Markov missions [@bib0115].

In this paper, the maintenance triggering approaches are also collaborated into planning replacement policies, i.e., replacement first and replacement last policies, which are alternatives in points of cost, reliability and maintainability. Replacement first means the unit is replaced preventively at some events such as operating time, number of repairs, or working numbers, etc., whichever takes place first, while replacement last means the unit is replaced preventively at the above events, whichever takes place last. It has been shown that replacement last could let the unit operate as longer as possible while replacement first are more easier to save total maintenance cost [@bib0120]. More recent discussions of replacement first and replacement last can be found in [@bib0125], [@bib0130], [@bib0135], [@bib0140], [@bib0145], [@bib0150].

It has been indicated that collaborative management are very effective for maintenance policies [@bib0155]. In this paper, we will discuss replacement policies with time of operations, mission durations, minimal repairs and maintenance triggering approaches in analytical ways. That is, we will give the descriptions of replacement policies firstly, and then, obtain the models of expected cost rates under the renewal reward theorem [@bib0005], and discuss optimum replacement times and mission durations in analytical ways. In addition, numerical examples and simple case illustrations are given when the arrival time of the mission has a gamma distribution and the failure time of the unit has a Weibull distribution.

2. Age replacement {#sec0010}
==================

We consider a unit that begins to operate after installation and should be in operating state at mission time $T_{o}\text{ \,\,}(0 < T_{o} < \infty)$ for a duration $\lbrack T_{o},T_{o} + t_{x}\rbrack\text{ \,\,}(0 \leq t_{x} < \infty)$, where $T_{o}$ is a random variable and has a general distribution $Y(t) \equiv \Pr\{ T_{o} \leq t\}$ with a density function $y(t) \equiv dY(t)/dt$ and a finite mean $\gamma = \int_{0}^{\infty}\overline{Y}(t)dt$. In this paper, $t_{x}$ is considered as a mission duration, during which, the unit provides reliability and no replacement can be done preventively.

However, the unit degrades with time and would be failure finally, so that preventive replacement policies should be planned to make the unit be reliable for the mission duration $\lbrack T_{o},T_{o} + t_{x}\rbrack$. We assume that the failure time of the unit has a general distribution $F(t) \equiv \Pr\{ X \leq t\}$ with a density function $f(t) \equiv dF(t)/dt$ and a finite mean $\mu \equiv \int_{0}^{\infty}\overline{F}(t)dt$. The conditional failure probability [@bib0010] is given by:$$\lambda(t;x) \equiv \frac{F(t + x) - F(t)}{\overline{F}(t)}\quad(0 < x < \infty),$$which represents the probability that the unit will fail in $\lbrack t,t + x\rbrack$, given that it is still survival at time $t$. Note that $0 \leq \lambda(t;x) \leq 1$. When $\left. x\rightarrow 0 \right.$, $\lambda(t;x)/x$ becomes an instant failure rate [@bib0005]:$$h(t) \equiv \frac{f(t)}{\overline{F}(t)} = - \frac{1}{\overline{F}(t)}\frac{d\overline{F}(t)}{dt}.$$In maintenance modeling, $h(t)$ should be increasing with $t$ from $h(0) \geq 0$ to $h(\infty) \equiv \lim\limits_{t\rightarrow\infty}h(t)$ that might be infinity, i.e., $\lambda(t;x)$ increases with $t$ from $F(x)$ to 1, that is also assumed in this paper.

2.1. Simple replacement {#sec0015}
-----------------------

We plan that the unit is only replaced preventively at time $T_{o} + t_{x}$ when it is still survival at mission time $T_{o}$, as no preventive replacement can be done during the mission duration $\lbrack T_{o},T_{o} + t_{x}\rbrack$, or it is replaced correctively at failure before time $T_{o} + t_{x}$, whichever takes place first. The mean time to replacement is$$\begin{array}{l}
{\int_{0}^{\infty}(t + t_{x})\overline{F}(t + t_{x})dY(t) + \int_{0}^{\infty}\left\lbrack {\int_{0}^{t + t_{x}}udF(u)} \right\rbrack dY(t)} \\
{\quad = \int_{0}^{\infty}\left\lbrack {\int_{0}^{t + t_{x}}\overline{F}(u)du} \right\rbrack dY(t).} \\
\end{array}$$

Let $c_{p}$ and $c_{f}\text{ \,\,}(c_{p} < c_{f})$ are the costs of replacement policies done at $T_{o} + t_{x}$ and at failure, respectively. Using the renewal reward theorem [@bib0005], we define that the expected cost rate is given by the expected replacement cost divided by the expected time per cycle, where a cycle terminates whenever a renewal takes place, i.e., the unit is replaced upon failure or at time $T_{o} + t_{x}$, whichever takes place first. From [(3)](#eq0015){ref-type="disp-formula"}, the expected cost rate is$$C_{s}(t_{x}) = \frac{c_{p} + (c_{f} - c_{p})\int_{0}^{\infty}F(t + t_{x})dY(t)}{\int_{0}^{\infty}\lbrack\int_{0}^{t + t_{x}}\overline{F}(u)du\rbrack dY(t)}.$$

Clearly, $\lim\limits_{t_{x}\rightarrow\infty}C_{s}(t_{x}) = c_{f}/\mu$ and$$\lim\limits_{t_{x}\rightarrow 0}C_{s}(t_{x}) = \frac{c_{p} + (c_{f} - c_{p})\int_{0}^{\infty}F(t)dY(t)}{\int_{0}^{\infty}\overline{F}(t)\overline{Y}(t)dt},$$which becomes the random age replacement model in [@bib0040].

We find optimum mission duration $t_{x}^{*}$ to minimize $C_{s}(t_{x})$ in [(4)](#eq0020){ref-type="disp-formula"}. Differentiating $C_{s}(t_{x})$ with respect to $t_{x}$ and setting it equal to zero,$$h_{s}(t_{x})\int_{0}^{\infty}\left\lbrack {\int_{0}^{t + t_{x}}\overline{F}(u)du} \right\rbrack dY(t) - \int_{0}^{\infty}F(t + t_{x})dY(t) = \frac{c_{p}}{c_{f} - c_{p}},$$where$$h_{s}(t_{x}) \equiv \lim\limits_{T\rightarrow\infty}h_{f}(T;t_{x}) \equiv \lim\limits_{T\rightarrow\infty}\frac{\int_{0}^{T}f(t + t_{x})dY(t)}{\int_{0}^{T}\overline{F}(t + t_{x})dY(t)}.$$From Appendix A.1, when $Y(t) = 1 - e^{- \theta t}$, $h_{s}(t_{x})$ increases with $t_{x}$ from $h_{s}(0) = \int_{0}^{\infty}f(t)e^{- \theta t}dt/\int_{0}^{\infty}\overline{F}(t)e^{- \theta t}dt$ to $h(\infty)$. Then, the left-hand side of [(5)](#eq0030){ref-type="disp-formula"} increases with $t_{x}$ to $\infty$ as $\left. h(\infty)\rightarrow\infty \right.$. In this case, there exists a finite and unique $t_{x}^{*}\text{ \,\,}(0 \leq t_{x}^{*} < \infty)$ which satisfies [(5)](#eq0030){ref-type="disp-formula"}, and the resulting cost rate is$$C_{s}(t_{x}^{*}) = (c_{f} - c_{p})h_{s}(t_{x}^{*}).$$

When $y(t) = \theta^{k}t^{k - 1}e^{- \theta t}/\Gamma(k)$ and $F(t) = 1 - e^{- {(\alpha t)}^{\beta}}$, [Table 1](#tbl0005){ref-type="table"} presents optimum $t_{x}^{*}$ and its cost rate $C_{s}(t_{x}^{*})$ for $k$ and $c_{p}$ when $\theta = 1.0$, $\alpha = 0.1$, $\beta = 2.0$, and $c_{f} = 100.0$. Note that $E\{ T_{o}\} = k/\theta$ represents the mean arrival time $T_{o}$ of the mission duration. [Table 1](#tbl0005){ref-type="table"} shows that optimum mission duration $\lbrack T_{o},T_{o} + t_{x}^{*}\rbrack$ increases when $T_{o}$ arrives at an early time and $c_{p}$ increases to the cost of $c_{f}$.Table 1Optimum $t_{x}^{*}$ and its cost rate $C_{s}(t_{x}^{*})$ when $\theta = 1.0$, $\alpha = 0.1$, $\beta = 2.0$, and $c_{f} = 100.0$.Table 1$c_{p}$$k = 1$$k = 2$$k = 3$$t_{x}^{*}$$C_{s}(t_{x}^{*})$$t_{x}^{*}$$C_{s}(t_{x}^{*})$$t_{x}^{*}$$C_{s}(t_{x}^{*})$10.02.5646.2691.7566.4660.9446.63615.03.4467.3972.6257.5371.8057.66520.04.2828.2793.4578.3852.6358.48325.05.1148.9894.2869.0673.4679.14630.05.9669.5655.1419.6244.3259.68735.06.86310.0316.04310.0765.23310.12640.07.83210.4067.01810.4396.21710.48050.010.11110.9219.31610.9378.53810.966

Taking $c_{p} = 10.0$ as an example, [Fig. 1](#fig0005){ref-type="fig"} represents the curve of the objective function $C_{s}(t_{x})$ in [(4)](#eq0020){ref-type="disp-formula"} for given $k = 1,2,3$ when $\theta = 1.0$, $\alpha = 0.1$, $\beta = 2.0$ and $c_{f} = 100.0$. It is clear that [Fig. 1](#fig0005){ref-type="fig"} agrees with the discussion of [(5)](#eq0030){ref-type="disp-formula"}, and also shows the approximate locations of the optimum mission durations and their cost rates calculated in [Table 1](#tbl0005){ref-type="table"}. For example, when $k = 1$, optimum $t_{x}^{*}$ falls in $(2,3)$ and its cost rate is in $(6,6.5)$, whose exact value is given in [Table 1](#tbl0005){ref-type="table"}.Fig. 1Mission duration and its cost rate when $\theta = 1.0$, $\alpha = 0.1$, $\beta = 2.0$, $c_{f} = 100.0$ and $c_{p} = 10.0$.Fig. 1

2.2. Replacement first {#sec0020}
----------------------

In order to prevent early or late random arrival time $T_{o}$ of the mission duration, the unit is replaced preventively at time $T\text{ \,\,}(0 < T \leq \infty)$ or at time $T_{o} + t_{x}\text{ \,\,}(0 \leq t_{x} < \infty)$, whichever takes place first; however, no replacement policy can be done preventively during the mission duration $\lbrack T_{o},T_{o} + t_{x}\rbrack$. In this policy, $t_{x}$ is constantly given and $T_{o}$ is a random variable with distribution $Y(t)$. The mean time to replacement is$$\begin{array}{l}
{T\overline{F}(T)\overline{Y}(T) + \int_{0}^{T}(t + t_{x})\overline{F}(t + t_{x})dY(t) + \overline{Y}(T)\int_{0}^{T}tdF(t)} \\
{\quad + \int_{0}^{T}\left\lbrack {\int_{0}^{t + t_{x}}udF(u)} \right\rbrack dY(t)} \\
{\qquad = \overline{Y}(T)\int_{0}^{T}\overline{F}(t)dt + \int_{0}^{T}\left\lbrack {\int_{0}^{t + t_{x}}\overline{F}(u)du} \right\rbrack dY(t).} \\
\end{array}$$Using the renewal reward theorem [@bib0005], the expected cost rate is$$C_{f}(T;t_{x}) = \frac{c_{p} + (c_{f} - c_{p})\lbrack F(T)\overline{Y}(T) + \int_{0}^{T}F(t + t_{x})dY(t)\rbrack}{\overline{Y}(T)\int_{0}^{T}\overline{F}(t)dt + \int_{0}^{T}\lbrack\int_{0}^{t + t_{x}}\overline{F}(u)du\rbrack dY(t)},$$where $c_{p}$ is the cost of replacement policies done at $T$ and $T_{o} + t_{x}$.

Note that when $\left. T\rightarrow\infty \right.$, $\lim\limits_{T\rightarrow\infty}C_{f}(T;t_{x}) = C_{s}(t_{x})$ in [(4)](#eq0020){ref-type="disp-formula"}, and when $\left. T\rightarrow 0 \right.$, $\lim\limits_{T\rightarrow 0}C_{f}(T;t_{x}) = \infty$. When $\left. t_{x}\rightarrow 0 \right.$,$$\lim\limits_{t_{x}\rightarrow 0}C_{f}(T;t_{x}) = \frac{c_{p} + (c_{f} - c_{p})\lbrack F(T)\overline{Y}(T) + \int_{0}^{T}F(t)dY(t)\rbrack}{\overline{Y}(T)\int_{0}^{T}\overline{F}(t)dt + \int_{0}^{T}\lbrack\int_{0}^{t}\overline{F}(u)du\rbrack dY(t)},$$which becomes the age replacement first model in [@bib0040].

We next find optimum replacement time $T_{f}^{*}$ and mission duration $t_{xf}^{*}$ to minimize $C_{f}(T;t_{x})$ in [(8)](#eq0050){ref-type="disp-formula"}, respectively. Differentiating $C_{f}(T;t_{x})$ with respect to $T$ for given $t_{x}$ and setting it equal to zero,$$\begin{array}{l}
{q_{f}(T;t_{x})\left( {\overline{Y}(T)\int_{0}^{T}\overline{F}(t)dt + \int_{0}^{T}\left\lbrack {\int_{0}^{t + t_{x}}\overline{F}(u)du} \right\rbrack dY(t)} \right)} \\
{\quad - \left\lbrack {F(T)\overline{Y}(T) + \int_{0}^{T}F(t + t_{x})dY(t)} \right\rbrack = \frac{c_{p}}{c_{f} - c_{p}},} \\
\end{array}$$where$$q_{f}(T;t_{x}) \equiv \frac{r(T)\lambda(T;t_{x}) + h(T)}{r(T)\frac{\lambda(T;t_{x})}{\Lambda(T;t_{x})} + 1},\quad r(T) \equiv \frac{y(T)}{\overline{Y}(T)},$$and $\lambda(t;x)$ is given in [(1)](#eq0005){ref-type="disp-formula"} and $h(t)$ given in [(2)](#eq0010){ref-type="disp-formula"}, and$$\Lambda(T;t_{x}) \equiv \frac{F(T + t_{x}) - F(T)}{\int_{T}^{T + t_{x}}\overline{F}(u)du}.$$From Appendix A.2., $\Lambda(T;t_{x})$ increases with $t$ from $F(t_{x})/\int_{0}^{t_{x}}\overline{F}(u)du$ to $h(\infty)$.

When $Y(t) = 1 - e^{- \theta t}$, $r(t) = \theta$ and$$q_{f}(T;t_{x}) = \frac{\theta\lbrack F(T + t_{x}) - F(T)\rbrack + f(T)}{\theta\int_{T}^{T + t_{x}}\overline{F}(t)dt + \overline{F}(T)},$$then $q_{f}(T;t_{x})$ increases strictly with $T$ to $\infty$ as $\left. h(\infty)\rightarrow\infty \right.$, and also increases strictly with $t_{x}$ to $q_{f}(T;\infty)$. Thus, the left-hand side of [(9)](#eq0060){ref-type="disp-formula"} increases with $T$ from 0 to $\infty$ as $\left. h(\infty)\rightarrow\infty \right.$. Therefore, there exists a finite and unique $T_{f}^{*}\text{ \,\,}(0 < T_{f}^{*} < \infty)$ which satisfies [(9)](#eq0060){ref-type="disp-formula"}, and the resulting cost rate is$$C_{f}(T_{f}^{*};t_{x}) = (c_{f} - c_{p})q_{f}(T_{f}^{*};t_{x}).$$

In addition, the left-hand side of [(9)](#eq0060){ref-type="disp-formula"} increases with $t_{x}$, then $T_{f}^{*}$ decreases with $t_{x}$ from the following random replacement model [@bib0040],$$h(T)\int_{0}^{T}e^{- \theta t}\overline{F}(t)dt - \int_{0}^{T}e^{- \theta t}dF(t) = \frac{c_{p}}{c_{f} - c_{p}}.$$

Next, differentiating $C_{f}(T;t_{x})$ with respect to $t_{x}$ for given $T$ and setting it equal to zero,$$\begin{array}{l}
{h_{f}(T;t_{x})\left( {\overline{Y}(T)\int_{0}^{T}\overline{F}(t)dt + \int_{0}^{T}\left\lbrack {\int_{0}^{t + t_{x}}\overline{F}(u)du} \right\rbrack dY(t)} \right)} \\
{\quad - \left\lbrack {F(T)\overline{Y}(T) + \int_{0}^{T}F(t + t_{x})dY(t)} \right\rbrack = \frac{c_{p}}{c_{f} - c_{p}},} \\
\end{array}$$where$$h_{f}(T;t_{x}) \equiv \frac{\int_{0}^{T}f(t + t_{x})dY(t)}{\int_{0}^{T}\overline{F}(t + t_{x})dY(t)} < h(T + t_{x}).$$From Appendix A.1, when $Y(t) = 1 - e^{- \theta t}$, $h_{f}(T;t_{x})$ increases with $t_{x}$ to $h(\infty)$. Then, the left-hand side of [(11)](#eq0090){ref-type="disp-formula"} increases strictly with $t_{x}$ from 0 to $\infty$ as $\left. h(\infty)\rightarrow\infty \right.$. Therefore, there exists a finite and unique $t_{xf}^{*}\text{ \,\,}(0 < t_{xf}^{*} < \infty)$ which satisfies [(11)](#eq0090){ref-type="disp-formula"}, and the resulting cost rate is$$C_{f}(T;t_{xf}^{*}) = (c_{f} - c_{p})h_{f}(T;t_{xf}^{*}).$$Note that $t_{xf}^{*}$ decreases with $T$ as the left-hand side of [(8)](#eq0050){ref-type="disp-formula"} increases with $T$.

When $y(t) = \theta^{k}t^{k - 1}e^{- \theta t}/\Gamma(k)$ and $F(t) = 1 - e^{- {(\alpha t)}^{\beta}}$, [Table 2](#tbl0010){ref-type="table"} presents optimum $T_{f}^{*}$ and its cost rate $C_{f}(T_{f}^{*};t_{x})$ for $t_{x}$ and $c_{p}$ when $\theta = 1.0$, $k = 2$, $\alpha = 0.1$, $\beta = 2.0$, and $c_{f} = 100.0$, and [Table 3](#tbl0015){ref-type="table"} presents optimum $t_{xf}^{*}$ and its cost rate $C_{f}(T;t_{xf}^{*})$ for $T$ and $c_{p}$ when $\theta = 1.0$, $k = 2$, $\alpha = 0.1$, $\beta = 2.0$, and $c_{f} = 100.0$, which agree with the above analytical discussions.Table 2Optimum $T_{f}^{*}$ and its cost rate $C_{f}(T_{f}^{*};t_{x})$ when $\theta = 1.0$, $k = 2$, $\alpha = 0.1$, $\beta = 2.0$, and $c_{f} = 100.0$.Table 2$c_{p}$$t_{x} = 1.0$$t_{x} = 2.0$$t_{x} = 5.0$$T_{f}^{*}$$C_{f}(T_{f}^{*};t_{x})$$T_{f}^{*}$$C_{f}(T_{f}^{*};t_{x})$$T_{f}^{*}$$C_{f}(T_{f}^{*};t_{x})$10.03.3686.4422.8646.1742.1676.97715.04.5778.1483.8347.4932.8717.78620.05.8889.7694.8648.7023.5878.45325.07.35411.3606.0019.8614.3579.04830.09.02712.9437.29111.0025.2129.60235.010.96114.5248.77612.1366.18510.13540.013.26016.10510.51313.2687.31510.65950.019.26519.26615.38015.53210.25711.698Table 3Optimum $t_{\mathit{xf}}^{*}$ and its cost rate $C_{f}(T;t_{\mathit{xf}}^{*})$ when $\theta = 1.0$, $k = 2$, $\alpha = 0.1$, $\beta = 2.0$, and $c_{f} = 100.0$.Table 3$c_{p}$$T = 1.0$$T = 2.0$$T = 5.0$$t_{\mathit{xf}}^{*}$$C_{f}(T;t_{\mathit{xf}}^{*})$$t_{\mathit{xf}}^{*}$$C_{f}(T;t_{\mathit{xf}}^{*})$$t_{\mathit{xf}}^{*}$$C_{f}(T;t_{\mathit{xf}}^{*})$10.03.9188.1372.4466.3301.8006.35015.05.54110.4403.5127.7812.6737.44720.07.13512.3744.5438.9643.5108.31725.08.77614.0585.5819.9534.3459.02230.010.52315.5646.65910.7915.2069.59835.012.44216.9437.81111.5106.11610.07040.014.60618.2349.06912.1267.10110.45250.020.08820.67012.10113.1229.42410.985

In addition, taking $c_{p} = 10.0$ as an example, [Figs. 2](#fig0010){ref-type="fig"} and [3](#fig0015){ref-type="fig"} represent the curve of the objective function $C_{f}(T;t_{x})$ in [(8)](#eq0050){ref-type="disp-formula"} for given mission duration and replacement time, respectively, when $\theta = 1.0$, $k = 2$, $\alpha = 0.1$, $\beta = 2.0$, and $c_{f} = 100.0$. Clearly, approximate replacement times and mission durations can be found from [Figs. 2](#fig0010){ref-type="fig"} and [3](#fig0015){ref-type="fig"}, whose exact values are calculated in [Tables 2](#tbl0010){ref-type="table"} and [3](#tbl0015){ref-type="table"} .Fig. 2Replacement time and its cost rate when $\theta = 1.0$, $k = 2$, $\alpha = 0.1$, $\beta = 2.0$, $c_{f} = 100.0$ and $c_{p} = 10.0$.Fig. 2Fig. 3Mission duration and its cost rate when $\theta = 1.0$, $k = 2$, $\alpha = 0.1$, $\beta = 2.0$, $c_{f} = 100.0$ and $c_{p} = 10.0$.Fig. 3

2.3. Replacement last {#sec0025}
---------------------

In order to make full use of the unit, preventive replacement is planned at time $T$ or at time $T_{o} + t_{x}$, whichever takes place last; however, no replacement policy can be done preventively during the mission duration $\lbrack T_{o},T_{o} + t_{x}\rbrack$. Comparing to replacement first, both policies have an overlapping case when $T$ is planned at $\lbrack T_{o},T_{o} + t_{x}\rbrack$ but the policy is done at $T_{o} + t_{x}$, however, $T$ begins from $t_{x}$, i.e., $T \geq t_{x}$, for replacement last. The mean time to replacement is$$\begin{array}{l}
{T\overline{F}(T)Y(T - t_{x}) + \int_{T - t_{x}}^{\infty}(t + t_{x})\overline{F}(t + t_{x})dY(t)} \\
{\quad + Y(T - t_{x})\int_{0}^{T}tdF(t) + \int_{T - t_{x}}^{\infty}\left\lbrack {\int_{0}^{t + t_{x}}udF(u)} \right\rbrack dY(t)} \\
{\qquad = \int_{0}^{T}\overline{F}(t)dt + \int_{T}^{\infty}\overline{Y}(t - t_{x})\overline{F}(t)dt.} \\
\end{array}$$Using the renewal reward theorem [@bib0005], the expected cost rate is$$C_{l}(T;t_{x}) = \frac{c_{p} + (c_{f} - c_{p})\lbrack F(T) + \int_{T}^{\infty}\overline{Y}(t - t_{x})dF(t)\rbrack}{\int_{0}^{T}\overline{F}(t)dt + \int_{T}^{\infty}\overline{Y}(t - t_{x})\overline{F}(t)dt}\quad(T \geq t_{x}).$$

Note that when $\left. T\rightarrow\infty \right.$, $\lim\limits_{T\rightarrow\infty}C_{l}(T;t_{x}) = c_{f}/\mu$, and when $\left. T\rightarrow 0 \right.$, $\lim\limits_{T\rightarrow 0}C_{l}(T;t_{x}) = \lim\limits_{t_{x}\rightarrow 0}C_{s}(t_{x})$ that is the random age replacement model in [@bib0040]. When $\left. t_{x}\rightarrow\infty \right.$, $\lim\limits_{t_{x}\rightarrow\infty}C_{l}(T;t_{x}) = c_{f}/\mu$, and when $\left. t_{x}\rightarrow 0 \right.$,$$\lim\limits_{t_{x}\rightarrow 0}C_{l}(T;t_{x}) = \frac{c_{p} + (c_{f} - c_{p})\lbrack F(T) + \int_{T}^{\infty}\overline{Y}(t)dF(t)\rbrack}{\int_{0}^{T}\overline{F}(t)dt + \int_{T}^{\infty}\overline{Y}(t)\overline{F}(t)dt},$$which becomes the age replacement last model in [@bib0040].

We find optimum replacement time $T_{l}^{*}$ and mission duration $t_{xl}^{*}$ to minimize $C_{l}(T;t_{x})$ in [(14)](#eq0110){ref-type="disp-formula"}, respectively. Differentiating $C_{l}(T;t_{x})$ with respect to $T$ for given $t_{x}$ and setting it equal to zero,$$\begin{array}{l}
{h(T)\left\lbrack {\int_{0}^{T}\overline{F}(t)dt + \int_{T}^{\infty}\overline{Y}(t - t_{x})\overline{F}(t)dt} \right\rbrack - \left\lbrack {F(T) + \int_{T}^{\infty}\overline{Y}(t - t_{x})dF(t)} \right\rbrack} \\
{\quad = \frac{c_{p}}{c_{f} - c_{p}},} \\
\end{array}$$whose left-hand side increases strictly with $T$ to $\infty$ as $\left. h(\infty)\rightarrow\infty \right.$. Therefore, there exists a finite and unique $T_{l}^{*}\text{ \,\,}(t_{x} \leq T_{l}^{*} < \infty)$ which satisfies [(15)](#eq0120){ref-type="disp-formula"}, and the resulting cost rate is$$C_{l}(T_{l}^{*};t_{x}) = (c_{f} - c_{p})h(T_{l}^{*}).$$Note that $T_{l}^{*}$ increases with $t_{x}$ as the left-hand side of [(15)](#eq0120){ref-type="disp-formula"} decreases with $t_{x}$. Clearly, if$$\begin{array}{l}
{h(t_{x})\left\lbrack {\int_{0}^{t_{x}}\overline{F}(t)dt + \int_{t_{x}}^{\infty}\overline{Y}(t - t_{x})\overline{F}(t)dt} \right\rbrack - F(t_{x})} \\
{\quad - \int_{t_{x}}^{\infty}\overline{Y}(t - t_{x})dF(t) \geq \frac{c_{p}}{c_{f} - c_{p}},} \\
\end{array}$$then $T_{l}^{*} = t_{x}$.

Differentiating $C_{l}(T;t_{x})$ with respect to $t_{x}$ for given $T$ and setting it equal to zero,$$\begin{array}{l}
{h_{l}(T;t_{x})\left\lbrack {\int_{0}^{T}\overline{F}(t)dt + \int_{T}^{\infty}\overline{Y}(t - t_{x})\overline{F}(t)dt} \right\rbrack - \left\lbrack {F(T) + \int_{T}^{\infty}\overline{Y}(t - t_{x})dF(t)} \right\rbrack} \\
{\quad = \frac{c_{p}}{c_{f} - c_{p}},} \\
\end{array}$$where$$h_{l}(T;t_{x}) \equiv \frac{\int_{T - t_{x}}^{\infty}f(t + t_{x})dY(t)}{\int_{T - t_{x}}^{\infty}\overline{F}(t + t_{x})dY(t)} > h(T).$$Letting $L_{l}(T;t_{x})$ be the left-hand side of [(17)](#eq0135){ref-type="disp-formula"}, $dL_{l}(T;t_{x})/dt_{x} > 0$ if $h_{l}(T;t_{x})$ increases with $t_{x}$. Therefore, we have the following optimum policies:1.If $L_{l}(T;0) \geq c_{p}/(c_{f} - c_{p})$, then $t_{xl}^{*} = 0$.2.If $L_{l}(T;0) < c_{p}/(c_{f} - c_{p}) < L_{l}(T;T)$, then there exists a finite and unique $t_{xl}^{*}\text{ \,\,}(0 < t_{xl}^{*} < T)$ which satisfies [(17)](#eq0135){ref-type="disp-formula"}, and the resulting cost rate is$$C_{l}(T;t_{xl}^{*}) = (c_{f} - c_{p})h_{l}(T;t_{xl}^{*}).$$3.If $L_{l}(T;T) \leq c_{p}/(c_{f} - c_{p})$, then $t_{xl}^{*} = T$.

When $y(t) = \theta^{k}t^{k - 1}e^{- \theta t}/\Gamma(k)$ and $F(t) = 1 - e^{- {(\alpha t)}^{\beta}}$, [Table 4](#tbl0020){ref-type="table"} presents optimum $T_{l}^{*}$ and its cost rate $C_{l}(T_{l}^{*};t_{x})$ for $t_{x}$ and $c_{p}$ when $\theta = 1.0$, $k = 2$, $\alpha = 0.1$, $\beta = 2.0$, and $c_{f} = 100.0$, and [Table 5](#tbl0025){ref-type="table"} presents optimum $t_{xl}^{*}$ and its cost rate $C_{l}(T;t_{xl}^{*})$ for $T$ and $c_{p}$ when $\theta = 1.0$, $k = 2$, $\alpha = 0.1$, $\beta = 2.0$, and $c_{f} = 100.0$.Table 4Optimum $T_{l}^{*}$ and its cost rate $C_{l}(T_{l}^{*};t_{x})$ when $\theta = 1.0$, $k = 2$, $\alpha = 0.1$, $\beta = 2.0$, and $c_{f} = 100.0$.Table 4$c_{p}$$t_{x} = 1.0$$t_{x} = 2.0$$t_{x} = 5.0$$T_{l}^{*}$$C_{l}(T_{l}^{*};t_{x})$$T_{l}^{*}$$C_{l}(T_{l}^{*};t_{x})$$T_{l}^{*}$$C_{l}(T_{l}^{*};t_{x})$10.03.4656.2373.5646.415$T_{l}^{*} = 5.0$7.55215.04.3017.3124.3447.385$T_{l}^{*} = 5.0$8.07020.05.1218.1935.1398.2235.3678.58725.05.9448.9165.9518.9276.0679.10030.06.7929.5096.7949.5116.8459.58335.07.6849.9897.6859.9907.70510.01740.08.64610.3768.64610.3758.65410.38550.010.90810.90810.90810.90810.90810.908Table 5Optimum $t_{\mathit{xl}}^{*}$ and its cost rate $C_{l}(T;t_{\mathit{xl}}^{*})$ when $\theta = 1.0$, $k = 2$, $\alpha = 0.1$, $\beta = 2.0$, and $c_{f} = 100.0$.Table 5$c_{p}$$T = 1.0$$T = 2.0$$T = 5.0$$t_{\mathit{xl}}^{*}$$C_{l}(T;t_{\mathit{xl}}^{*})$$t_{\mathit{xl}}^{*}$$C_{l}(T;t_{\mathit{xl}}^{*})$$t_{\mathit{xl}}^{*}$$C_{l}(T;t_{\mathit{xl}}^{*})$10.0$t_{\mathit{xl}}^{*} = 1.0$6.6211.6676.463$t_{\mathit{xl}}^{*} = 0$6.55215.0$t_{\mathit{xl}}^{*} = 1.0$8.202$t_{\mathit{xl}}^{*} = 2.0$7.610$t_{\mathit{xl}}^{*} = 0$8.07020.0$t_{\mathit{xl}}^{*} = 1.0$9.783$t_{\mathit{xl}}^{*} = 2.0$8.742$t_{\mathit{xl}}^{*} = 0$8.58925.0$t_{\mathit{xl}}^{*} = 1.0$11.364$t_{\mathit{xl}}^{*} = 2.0$9.8740.0679.01630.0$t_{\mathit{xl}}^{*} = 1.0$12.944$t_{\mathit{xl}}^{*} = 2.0$11.006$t_{\mathit{xl}}^{*} = 5.0$9.62635.0$t_{\mathit{xl}}^{*} = 1.0$14.525$t_{\mathit{xl}}^{*} = 2.0$12.138$t_{\mathit{xl}}^{*} = 5.0$10.14440.0$t_{\mathit{xl}}^{*} = 1.0$16.106$t_{\mathit{xl}}^{*} = 2.0$13.270$t_{\mathit{xl}}^{*} = 5.0$10.66350.0$t_{\mathit{xl}}^{*} = 1.0$19.268$t_{\mathit{xl}}^{*} = 2.0$15.534$t_{\mathit{xl}}^{*} = 5.0$11.699

Comparing [Table 4](#tbl0020){ref-type="table"} to [Table 2](#tbl0010){ref-type="table"}, and [Table 5](#tbl0025){ref-type="table"} to [Table 3](#tbl0015){ref-type="table"}, $C_{l}(T_{l}^{*};t_{x}) < C_{f}(T_{f}^{*};t_{x})$ but $C_{f}(T;t_{xf}^{*}) < C_{l}(T;t_{xl}^{*})$ in most cases, which means we can select the right replacement policies from point of cost and maintainability. From the works [@bib0065] and [@bib0100], when the bivariate maintenances are planned simultaneously, we have to take actions to prevent early or late maintenance policies, that is, the first and last policies should be considered, which have been done in the section.

[Fig. 4](#fig0020){ref-type="fig"} and [5](#fig0025){ref-type="fig"} represent the curve of the objective function $C_{l}(T;t_{x})$ in [(14)](#eq0110){ref-type="disp-formula"} for given mission duration and replacement time, respectively, when $\theta = 1.0$, $k = 2$, $\alpha = 0.1$, $\beta = 2.0$, $c_{f} = 100.0$ and $c_{p} = 10.0$. It also shows the condition of $T \geq t_{x}$ in figures.Fig. 4Replacement time and its cost rate when $\theta = 1.0$, $k = 2$, $\alpha = 0.1$, $\beta = 2.0$, $c_{f} = 100.0$ and $c_{p} = 10.0$.Fig. 4Fig. 5Mission duration and its cost rate when $\theta = 1.0$, $k = 2$, $\alpha = 0.1$, $\beta = 2.0$, $c_{f} = 100.0$ and $c_{p} = 10.0$.Fig. 5

3. Minimal repair {#sec0030}
=================

3.1. Simple replacement {#sec0035}
-----------------------

We suppose that the unit undergoes minimal repairs at failures and begins to operate again after repairs, where the time for repairs are negligible and the failure rate remains undisturbed by repairs. In order to prevent an increasing cost of repairs, we plan that the unit is only replaced at time $T_{o} + t_{x}\text{ \,\,}(0 \leq t_{x} < \infty)$, where $T_{o}$ is a random variable with distribution $Y(t)$. Using the renewal reward theorem [@bib0005], the expected cost rate is$$C_{s}(t_{x}) = \frac{c_{m}\int_{0}^{\infty}H(t + t_{x})dY(t) + c_{p}}{\int_{0}^{\infty}(t + t_{x})dY(t)},$$where $c_{m}$ is minimal repair cost at failure, and $c_{p}$ is given in [(4)](#eq0020){ref-type="disp-formula"}.

Clearly, $\left. \lim\limits_{t_{x}\rightarrow\infty}C_{s}(t_{x})\rightarrow\infty \right.$ and$$\lim\limits_{t_{x}\rightarrow 0}C_{s}(t_{x}) = \frac{c_{m}\int_{0}^{\infty}H(t)dY(t) + c_{p}}{\int_{0}^{\infty}tdY(t)},$$which agrees with the random periodic replacement model in [@bib0040].

If there exists an optimum mission duration $t_{x}^{*}$ to minimize $C_{s}(t_{x})$ in [(19)](#eq0150){ref-type="disp-formula"}, it satisfies$$\int_{0}^{\infty}(t + t_{x})dY(t)\int_{0}^{\infty}h(t + t_{x})dY(t) - \int_{0}^{\infty}H(t + t_{x})dY(t) = \frac{c_{p}}{c_{m}},$$whose left-hand side increases with $t_{x}$ to $\infty$ as $\left. h(\infty)\rightarrow\infty \right.$. In this case, the resulting cost rate is$$C_{s}(t_{x}^{*}) = c_{m}\int_{0}^{\infty}h(t + t_{x}^{*})dY(t).$$

When $y(t) = \theta^{k}t^{k - 1}e^{- \theta t}/\Gamma(k)$ and $F(t) = 1 - e^{- {(\alpha t)}^{\beta}}$, [Table 6](#tbl0030){ref-type="table"} presents optimum $t_{x}^{*}$ and its cost rate $C_{s}(t_{x}^{*})$ for $k$ and $c_{m}$ when $\theta = 1.0$, $\alpha = 1.0$, $\beta = 2.0$, and $c_{p} = 100.0$. [Table 6](#tbl0030){ref-type="table"} shows that optimum mission duration $\lbrack T_{o},T_{o} + t_{x}^{*}\rbrack$ decreases when $c_{m}$ increases and $T_{o}$ arrives at a late time due to the total increasing repair cost.Table 6Optimum $t_{x}^{*}$ and its cost rate $C_{s}(t_{x}^{*})$ when $\theta = 1.0$, $\alpha = 1.0$, $\beta = 2.0$, and $c_{p} = 100.0$.Table 6$c_{m}$$k = 1$$k = 2$$k = 3$$t_{x}^{*}$$C_{s}(t_{x}^{*})$$t_{x}^{*}$$C_{s}(t_{x}^{*})$$t_{x}^{*}$$C_{s}(t_{x}^{*})$10.02.31766.3241.46569.1780.61771.68715.01.76983.3240.94488.1330.11492.48420.01.44997.9530.644105.529$t_{x}^{*} = 0$112.15225.01.236111.7820.447122.048$t_{x}^{*} = 0$131.77030.01.081124.8550.307138.057$t_{x}^{*} = 0$151.38835.00.963137.3920.201153.651$t_{x}^{*} = 0$171.00540.00.871149.6130.118168.977$t_{x}^{*} = 0$190.62350.00.732173.128$t_{x}^{*} = 0$199.001$t_{x}^{*} = 0$229.859

[Fig. 6](#fig0030){ref-type="fig"} represents the curve of the objective function $C_{s}(t_{x})$ in [(19)](#eq0150){ref-type="disp-formula"} for given $k = 1,2,3$ when $\theta = 1.0$, $\alpha = 1.0$, $\beta = 2.0$, $c_{p} = 100.0$ and $c_{m} = 10.0$. It is clear that the approximate mission durations in [Fig. 6](#fig0030){ref-type="fig"} agree with those in [Table 6](#tbl0030){ref-type="table"} when $c_{m} = 10.0$.Fig. 6Mission duration and its cost rate when $\theta = 1.0$, $\alpha = 1.0$, $\beta = 2.0$, $c_{p} = 100.0$ and $c_{m} = 10.0$.Fig. 6

3.2. Replacement first {#sec0040}
----------------------

We plan that the unit is replaced at time $T\text{ \,\,}(0 < T \leq \infty)$ or at time $T_{o} + t_{x}\text{ \,\,}(0 \leq t_{x} < \infty)$, whichever takes place first; however, only minimal repairs can be done during the mission duration $\lbrack T_{o},T_{o} + t_{x}\rbrack$. Then, the mean time to replacement is$$T\overline{Y}(T) + \int_{0}^{T}(t + t_{x})dY(t) = t_{x}Y(T) + \int_{0}^{T}\overline{Y}(t)dt.$$Using the renewal reward theorem [@bib0005], the expected cost rate is$$C_{f}(T;t_{x}) = \frac{c_{m}\lbrack H(T)\overline{Y}(T) + \int_{0}^{T}H(t + t_{x})dY(t)\rbrack + c_{p}}{t_{x}Y(T) + \int_{0}^{T}\overline{Y}(t)dt}.$$

We find optimum replacement time $T_{f}^{*}$ and mission duration $t_{xf}^{*}$ to minimize $C_{f}(T;t_{x})$ in [(23)](#eq0175){ref-type="disp-formula"}. Differentiating $C_{f}(T;t_{x})$ with respect to $T$ and setting it equal to zero,$$q_{f}(T;t_{x})\left\lbrack {t_{x}Y(T) + \int_{0}^{T}\overline{Y}(t)dt} \right\rbrack - \left\lbrack {H(T)\overline{Y}(T) + \int_{0}^{T}H(t + t_{x})dY(t)} \right\rbrack = \frac{c_{p}}{c_{m}},$$where$$q_{f}(T;t_{x}) \equiv \frac{r(T)\Lambda(T;t_{x}) + ({h(T)}/t_{x})}{r(T) + (1/t_{x})},$$and $r(t) \equiv y(t)/\overline{Y}(t)$ and $h(t)$ is given in [(2)](#eq0010){ref-type="disp-formula"}, and$$\Lambda(T;t_{x}) = \frac{1}{t_{x}}\int_{T}^{T + t_{x}}h(u)du,$$which increases with $T$ and $t_{x}$ to $h(\infty)$.

When $Y(t) = 1 - e^{- \theta t}$, $q_{f}(T;t_{x})$ increases with $T$ to $h(\infty)/(\theta t_{x} + 1)$. Then, the left-hand side of [(24)](#eq0180){ref-type="disp-formula"} increases with $T$ from 0 to $\infty$ as $\left. h(\infty)\rightarrow\infty \right.$. Therefore, there exists a finite and unique $T_{f}^{*}\text{ \,\,}(0 < T_{f}^{*} < \infty)$ which satisfies [(24)](#eq0180){ref-type="disp-formula"}, and the resulting cost rate is$$C_{f}(T_{f}^{*};t_{x}) = c_{m}q_{f}(T_{f}^{*};t_{x}).$$

Next, differentiating $C_{f}(T;t_{x})$ with respect to $t_{x}$ and setting it equal to zero,$$\begin{array}{l}
{\frac{\int_{0}^{T}h(t + t_{x})dY(t)}{Y(T)}\left\lbrack {t_{x}Y(T) + \int_{0}^{T}\overline{Y}(t)dt} \right\rbrack} \\
{\quad - \left\lbrack {H(T)\overline{Y}(T) + \int_{0}^{T}H(t + t_{x})dY(t)} \right\rbrack = \frac{c_{p}}{c_{m}},} \\
\end{array}$$whose left-hand side increases with $t_{x}$ to $\infty$ as $\left. h(\infty)\rightarrow\infty \right.$. Therefore, there exists a finite and unique $t_{xf}^{*}\text{ \,\,}(0 \leq t_{xf}^{*} < \infty)$ which satisfies [(26)](#eq0195){ref-type="disp-formula"}, and the resulting cost rate is$$C_{f}(T;t_{xf}^{*}) = c_{m}\frac{\int_{0}^{T}h(t + t_{xf}^{*})dY(t)}{Y(T)}.$$

When $y(t) = \theta^{k}t^{k - 1}e^{- \theta t}/\Gamma(k)$ and $F(t) = 1 - e^{- {(\alpha t)}^{\beta}}$, [Table 7](#tbl0035){ref-type="table"} presents optimum $T_{f}^{*}$ and its cost rate $C_{f}(T_{f}^{*};t_{x})$ for $t_{x}$ and $c_{m}$ when $\theta = 1.0$, $\alpha = 1.0$, $\beta = 2.0$, $t_{x} = 1.0$, and $c_{p} = 100.0$, and [Table 8](#tbl0040){ref-type="table"} presents optimum $t_{xf}^{*}$ and its cost rate $C_{f}(T;t_{xf}^{*})$ for $k$ and $c_{m}$ when $\theta = 1.0$, $\alpha = 1.0$, $\beta = 2.0$, $T = 1.0$, and $c_{p} = 100.0$.Table 7Optimum $T_{f}^{*}$ and its cost rate $C_{f}(T_{f}^{*};t_{x})$ when $\theta = 1.0$, $\alpha = 1.0$, $\beta = 2.0$, $t_{x} = 1.0$, and $c_{p} = 100.0$.Table 7$c_{m}$$k = 1$$k = 2$$k = 3$$T_{f}^{*}$$C_{f}(T_{f}^{*};t_{x})$$T_{f}^{*}$$C_{f}(T_{f}^{*};t_{x})$$T_{f}^{*}$$C_{f}(T_{f}^{*};t_{x})$10.03.46774.3363.11566.6133.05764.61915.02.58885.1372.45179.7642.45178.29920.02.13995.5472.08091.2652.11990.66725.01.846104.7851.846102.1211.885101.32130.01.631112.8521.670111.7391.709110.32135.01.494122.0901.533120.5211.592120.07740.01.377130.1561.416128.0621.475127.32350.01.201145.1171.260143.8731.318142.548Table 8Optimum $t_{\mathit{xf}}^{*}$ and its cost rate $C_{f}(T;t_{\mathit{xf}}^{*})$ when $\theta = 1.0$, $\alpha = 1.0$, $\beta = 2.0$, $T = 1.0$ and $c_{p} = 100.0$.Table 8$c_{m}$$k = 1$$k = 2$$k = 3$$t_{\mathit{xf}}^{*}$$C_{f}(T;t_{\mathit{xf}}^{*})$$t_{\mathit{xf}}^{*}$$C_{f}(T;t_{\mathit{xf}}^{*})$$t_{\mathit{xf}}^{*}$$C_{f}(T;t_{\mathit{xf}}^{*})$10.03.09670.2753.56483.4454.18997.97715.02.39384.3182.58895.8702.861107.12120.01.98296.0182.041105.9522.158114.70425.01.709106.3501.689114.8621.709120.91930.01.514115.9021.436122.6001.416127.52435.01.357124.2811.240129.3621.182132.37240.01.221131.0981.084135.3421.025138.78250.01.045146.2940.869147.6930.791150.040

When $c_{m} = 10.0$, [Figs. 7](#fig0035){ref-type="fig"} and [8](#fig0040){ref-type="fig"} represent the curve of the objective function $C_{f}(T;t_{x})$ in [(23)](#eq0175){ref-type="disp-formula"} for given $k = 1,2,3$, respectively. It is clear that the approximate policies in [Figs. 7](#fig0035){ref-type="fig"} and [8](#fig0040){ref-type="fig"} agree with those in [Tables 7](#tbl0035){ref-type="table"} and [8](#tbl0040){ref-type="table"} when $c_{m} = 10.0$.Fig. 7Replacement time and its cost rate when $\theta = 1.0$, $\alpha = 1.0$, $\beta = 2.0$, $t_{x} = 1.0$, $c_{p} = 100.0$ and $c_{m} = 10.0$.Fig. 7Fig. 8Mission duration and its cost rate when $\theta = 1.0$, $\alpha = 1.0$, $\beta = 2.0$, $T = 1.0$, $c_{p} = 100.0$ and $c_{m} = 10.0$.Fig. 8

3.3. Replacement last {#sec0045}
---------------------

We plan that the unit is replaced at time $T$ or at time $T_{o} + t_{x}$, whichever takes place last; however, only minimal repairs can be done during the mission duration $\lbrack T_{o},T_{o} + t_{x}\rbrack$. Then, the mean time to replacement is$${TY}(T - t_{x}) + \int_{T - t_{x}}^{\infty}(t + t_{x})dY(t).$$Using the renewal reward theorem [@bib0005], the expected cost rate is$$C_{l}(T;t_{x}) = \frac{c_{m}\lbrack H(T)Y(T - t_{x}) + \int_{T - t_{x}}^{\infty}H(t + t_{x})dY(t)\rbrack + c_{p}}{{TY}(T - t_{x}) + \int_{T - t_{x}}^{\infty}(t + t_{x})dY(t)}\quad(T \geq t_{x}).$$

We find optimum replacement time $T_{l}^{*}$ and mission duration $t_{xl}^{*}$ to minimize $C_{l}(T;t_{x})$ in [(30)](#eq0215){ref-type="disp-formula"}. Differentiating $C_{l}(T;t_{x})$ with respect to $T$ and setting it equal to zero,$$\begin{array}{l}
{h(T)\left\lbrack {{TY}(T - t_{x}) + \int_{T - t_{x}}^{\infty}(t + t_{x})dY(t)} \right\rbrack} \\
{\quad - \left\lbrack {H(T)Y(T - t_{x}) + \int_{T - t_{x}}^{\infty}H(t + t_{x})dY(t)} \right\rbrack = \frac{c_{p}}{c_{m}},} \\
\end{array}$$whose left-hand side increases with $T$ to $\infty$ as $\left. h(\infty)\rightarrow\infty \right.$. Therefore, there exists a finite and unique $T_{l}^{*}\text{ \,\,}(t_{x} \leq T_{l}^{*} < \infty)$ which satisfies [(31)](#eq0220){ref-type="disp-formula"}, and the resulting cost rate is$$C_{l}(T_{l}^{*};t_{x}) = c_{m}h(T_{l}^{*}).$$

Differentiating $C_{l}(T;t_{x})$ with respect to $t_{x}$ and setting it equal to zero,$$\begin{array}{l}
{h_{l}(T;t_{x})\left\lbrack {{TY}(T - t_{x}) + \int_{T - t_{x}}^{\infty}(t + t_{x})dY(t)} \right\rbrack} \\
{\quad - \left\lbrack {H(T)Y(T - t_{x}) + \int_{T - t_{x}}^{\infty}H(t + t_{x})dY(t)} \right\rbrack = \frac{c_{p}}{c_{m}}.} \\
\end{array}$$where$$h_{l}(T;t_{x}) \equiv \frac{\int_{T - t_{x}}^{\infty}h(t + t_{x})dY(t)}{\overline{Y}(T - t_{x})} > h(T).$$Letting $L_{l}(T;t_{x})$ be the left-hand side of [(33)](#eq0230){ref-type="disp-formula"}, $dL_{l}(T;t_{x})/dt_{x} > 0$ if $h_{l}(T;t_{x})$ increases with $t_{x}$. Therefore, we have the following optimum policies:1.If $L_{l}(T;0) \geq c_{p}/(c_{f} - c_{p})$, then $t_{xl}^{*} = 0$.2.If $L_{l}(T;0) < c_{p}/(c_{f} - c_{p}) < L_{l}(T;T)$, then there exists a finite and unique $t_{xl}^{*}\text{ \,\,}(0 < t_{xl}^{*} < T)$ which satisfies [(33)](#eq0230){ref-type="disp-formula"}, and the resulting cost rate is$$C_{l}(T;t_{xl}^{*}) = c_{m}h_{l}(T;t_{xl}^{*}).$$3.If $L_{l}(T;T) \leq c_{p}/(c_{f} - c_{p})$, then $t_{xl}^{*} = T$.

When $y(t) = \theta^{k}t^{k - 1}e^{- \theta t}/\Gamma(k)$, and $F(t) = 1 - e^{- {(\alpha t)}^{\beta}}$, [Table 9](#tbl0045){ref-type="table"} presents optimum $T_{l}^{*}$ and its cost rate $C_{l}(T_{l}^{*};t_{x})$ for $t_{x}$ and $c_{m}$ when $\theta = 1.0$, $\alpha = 1.0$, $\beta = 2.0$, $t_{x} = 1.0$, and $c_{p} = 100.0$, and [Table 10](#tbl0050){ref-type="table"} presents optimum $t_{xl}^{*}$ and its cost rate $C_{l}(T;t_{xl}^{*})$ for $k$ and $c_{m}$ when $\theta = 1.0$, $\alpha = 1.0$, $\beta = 2.0$, $T = 1.0$, and $c_{p} = 100.0$.Table 9Optimum $T_{l}^{*}$ and its cost rate $C_{l}(T_{l}^{*};t_{x})$ when $\theta = 1.0$, $\alpha = 1.0$, $\beta = 2.0$, $t_{x} = 1.0$, and $c_{p} = 100.0$.Table 9$c_{m}$$k = 1$$k = 2$$k = 3$$T_{l}^{*}$$C_{l}(T_{l}^{*};t_{x})$$T_{l}^{*}$$C_{l}(T_{l}^{*};t_{x})$$T_{l}^{*}$$C_{l}(T_{l}^{*};t_{x})$10.03.19563.9063.32066.4063.52571.08415.02.64879.4532.85285.5473.15494.62920.02.35294.0622.602104.0632.959118.35925.02.148107.4222.461123.0472.822141.11330.02.008120.4692.352141.0942.744164.64835.01.914133.9842.273159.1412.686187.98840.01.836146.8752.227178.1252.646211.71945.01.773159.6092.180196.1722.607234.66850.01.727172.6562.148214.8442.588258.789Table 10Optimum $t_{\mathit{xl}}^{*}$ and its cost rate $C_{l}(T;t_{\mathit{xl}}^{*})$ when $\theta = 1.0$, $\alpha = 1.0$, $\beta = 2.0$, $T = 1.0$ and $c_{p} = 100.0$.Table 10$c_{m}$$k = 1$$k = 2$$k = 3$$t_{\mathit{xl}}^{*}$$C_{l}(T;t_{\mathit{xl}}^{*})$$t_{\mathit{xl}}^{*}$$C_{l}(T;t_{\mathit{xl}}^{*})$$t_{\mathit{xl}}^{*}$$C_{l}(T;t_{\mathit{xl}}^{*})$10.0$t_{\mathit{xl}}^{*} = 1.0$74.987$t_{\mathit{xl}}^{*} = 1.0$69.2100.59271.63515.0$t_{\mathit{xl}}^{*} = 1.0$87.4740.94688.278$t_{\mathit{xl}}^{*} = 0$91.99620.0$t_{\mathit{xl}}^{*} = 1.0$99.9610.435105.306$t_{\mathit{xl}}^{*} = 0$111.52125.0$t_{\mathit{xl}}^{*} = 1.0$112.448$t_{\mathit{xl}}^{*} = 0$120.208$t_{\mathit{xl}}^{*} = 0$131.04730.0$t_{\mathit{xl}}^{*} = 1.0$124.935$t_{\mathit{xl}}^{*} = 0$134.717$t_{\mathit{xl}}^{*} = 0$150.57235.0$t_{\mathit{xl}}^{*} = 0$136.252$t_{\mathit{xl}}^{*} = 0$149.226$t_{\mathit{xl}}^{*} = 0$170.09840.0$t_{\mathit{xl}}^{*} = 0$145.270$t_{\mathit{xl}}^{*} = 0$163.735$t_{\mathit{xl}}^{*} = 0$189.62345.0$t_{\mathit{xl}}^{*} = 0$154.287$t_{\mathit{xl}}^{*} = 0$178.244$t_{\mathit{xl}}^{*} = 0$209.14950.0$t_{\mathit{xl}}^{*} = 0$163.304$t_{\mathit{xl}}^{*} = 0$192.753$t_{\mathit{xl}}^{*} = 0$228.675

When $c_{m} = 10.0$, [Figs. 9](#fig0045){ref-type="fig"} and [10](#fig0050){ref-type="fig"} represent the curve of the objective function $C_{l}(T;t_{x})$ in [(30)](#eq0215){ref-type="disp-formula"} for given $k = 1,2,3$, respectively. It is clear that the approximate policies in [Figs. 9](#fig0045){ref-type="fig"} and [10](#fig0050){ref-type="fig"} agree with those in [Tables 9](#tbl0045){ref-type="table"} and [10](#tbl0050){ref-type="table"} when $c_{m} = 10.0$.Fig. 9Replacement time and its cost rate when $\theta = 1.0$, $\alpha = 1.0$, $\beta = 2.0$, $t_{x} = 1.0$, $c_{p} = 100.0$ and $c_{m} = 10.0$.Fig. 9Fig. 10Mission duration and its cost rate when $\theta = 1.0$, $\alpha = 1.0$, $\beta = 2.0$, $T = 1.0$, $c_{p} = 100.0$ and $c_{m} = 10.0$.Fig. 10

4. Case illustration {#sec0050}
====================

We next illustrate the above discussions in maintaining the production system in glass factories based on the assumed data. It has been well-known that the equipments in glass factories need to be running all the time even if there is no order, as the glass production requires very high temperatures, and it takes a lot of energy, i.e., production cost, to raise the furnace temperature again when the order arrives. On the other hand, it is not easy to stop the equipments for preventive maintenance policies during the production processes, due to the requirements such as melting procedure, keeping tin liquid, step cooling for tempered glass production, and etc.

For Section [2](#sec0010){ref-type="sec"}, we assume that the mean malfunction time of the furnace is about 2.977 years (1087 days), e.g., assigning $\alpha = 0.3$ and $\beta = 3.0$ for the above Weibull distribution. In addition, we assume that corrective maintenance cost after malfunction is 1,000,000.00 USD and preventive maintenance costs 100,000.00 USD.

When some emergency order arrives at about 2 years (730 days) or later, e.g., assigning $\theta = 1.0$ and $k = 2$ for the above gamma distribution, and lasts 45 days (0.123 years) or longer, it becomes an important problem to plan maintenance policies to preventive possible malfunction of the furnace. From [Fig. 11](#fig0055){ref-type="fig"} , we know that maintenance first should be planned at 1.304 years (476 days) and costs 124,720.00 USD in average, and maintenance last should be planned at 1.610 years (588 days) and costs 189,420.00 USD in average. In this case, maintenance first is better than maintenance last. Actually, maintenance is done at 476 days as planned for maintenance first, but for maintenance last, it should be done at 775 days after the production of emergency order, which is close to the mean malfunction time.Fig. 11Case of maintenance first is better than maintenance last according to replacement first and last policies in Section [2](#sec0010){ref-type="sec"}.Fig. 11

However, when we assign $\theta = 1.0$ and $k = 1$, i.e., the emergency order arrives at an early time, e.g., 1 year (365 days), and lasts for a shorter duration, e.g., 30 days, maintenance last is better than maintenance first. In this case, we will not worry about the production, as the reliability of the furnace is quite high, so that maintenance first done at an early time should not be applied. From [Fig. 12](#fig0060){ref-type="fig"} , we know that maintenance first should be planned at 1.475 years (538 days) and costs 158,800.00 USD in average, and maintenance last should be planned at 1.402 years (511 days) and costs 143,220.00 USD in average. Actually, maintenance is done at 395 days after the production of emergency order for maintenance first, but for maintenance last, it should be done at 511 days as planned. Maintenance first costs more as it is done at an early time when the furnace is still reliable to run for a longer time.Fig. 12Case of maintenance last is better than maintenance first according to replacement first and last policies in Section [2](#sec0010){ref-type="sec"}.Fig. 12

When minimal repair is considered in Section [3](#sec0030){ref-type="sec"}, similar illustrations for maintenance first and last policies can also be shown in [Figs. 13](#fig0065){ref-type="fig"} and [14](#fig0070){ref-type="fig"} according the early or late arrival times of orders. We assign that $\alpha = 0.7$ and $\beta = 3.0$, i.e., the mean numbers of malfunctions are about 0.3 times in 1 year, 1.2 times in 1.5 years, 2.7 times in 2 years, 9.3 times in 3 years, and so on. In other words, the total cost of minimal repairs will increase greatly till 3 years, and maintenance policies should be done at suitable times.Fig. 13Case of maintenance first is better than maintenance last according to replacement first and last policies in Section [3](#sec0030){ref-type="sec"}.Fig. 13Fig. 14Case of maintenance last is better than maintenance first according to replacement first and last policies in Section [3](#sec0030){ref-type="sec"}.Fig. 14

We assume that maintenance cost is 1,000,000.00 USD and the cost of each minimal repair is 100,000.00 USD. When $t_{x} = 0.0411$, $\theta = 1.0$ and $k = 3$, i.e., the emergency order arrives at about 3 years and lasts for 15 days, it is obviously that maintenance first should be applied to prevent the increasing cost of minimal repairs. In [Fig. 13](#fig0065){ref-type="fig"}, maintenance first is done at 2.526 years (922 days) and its cost rate is 657,062.00 USD.

However, when $k = 1$, i.e., the emergency order arrives at an early time, i.e., 1 year. In this case, maintenance last should be applied to prevent early maintenance policies. In [Fig. 14](#fig0070){ref-type="fig"}, maintenance last is done at 2.492 years (910 days) and its cost rate is 639,150.00 USD.

5. Conclusions {#sec0055}
==============

In this paper, replacement policies that are collaborative with time of operations, mission durations, minimal repairs and maintenance triggering approaches have been studied. The time $T_{o}$ and the duration $t_{x}$ have been considered as a random arrival time of the mission and its mission duration, respectively. We have discussed replacement policies for random arrival times of mission durations. An interesting point would be that no replacement can be done during the mission duration $\lbrack T_{o},T_{o} + t_{x}\rbrack$. Optimum replacement times and mission durations have been obtained for the models of replacement first and last, respectively, where they are alternatively from the points of cost and maintainability. Numerical examples have been illustrated when the arrival time of the mission follows a gamma distribution and the failure time of the unit has a Weibull distribution. Simple case illustrations in maintaining the production system in glass factories have been given based one the assumed data, via comparing maintenance first and last policies.

We have known from literatures that mission success probabilities, mission durations and mission abort policies are important reliability analyses in recent years, and we believe that the maintenance models with mission durations should also be very important for the mission-oriented reliability systems. In our future works, we may revisit the number of redundant units that should be prepared for the random arrival times of mission durations to provide system reliability.
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Appendix A {#sec0065}
==========

**Appendix A.1.** When the failure rate $h(t)$ increases strictly with $t$ from $h(0)$ to $h(\infty)$,$$h_{f}(T,t_{x}) \equiv \frac{\int_{0}^{T}f(t + t_{x})dY(t)}{\int_{0}^{T}\overline{F}(t + t_{x})dY(t)}$$increases strictly with $T$ from $h(t_{x})$ to $h(\infty)$, and when $Y(t) = 1 - e^{- \theta t}$, and $h_{f}(T,t_{x})$ increases strictly with $t_{x}$ from $h_{f}(T,0)$ to $h(\infty)$.ProofNote that $h(t_{x}) \leq h_{f}(T,t_{x}) \leq h(T + t_{x})$. Differentiating $h_{f}(T,t_{x})$ with $T$, $$\begin{array}{l}
{f(T + t_{x})y(T)\int_{0}^{T}\overline{F}(t + t_{x})dY(t) - \overline{F}(T + t_{x})y(T)\int_{0}^{T}f(t + t_{x})dY(t)} \\
{\quad = y(T)\overline{F}(T + t_{x})\int_{0}^{T}\overline{F}(t + t_{x})\lbrack h(T + t_{x}) - h(t + t_{x})\rbrack dt > 0,} \\
\end{array}$$which follows that $h_{f}(T,t_{x})$ increases strictly with $T$ from $h(t_{x})$ to $h(\infty)$.$$h_{f}(T,t_{x}) = \frac{\int_{t_{x}}^{T + t_{x}}f(t)e^{- \theta t}dt}{\int_{t_{x}}^{T + t_{x}}\overline{F}(t)e^{- \theta t}dt}.$$Differentiating $h_{f}(T,t_{x})$ with $t_{x}$, the proof becomes$$\frac{f(T + t_{x})e^{- \theta T} - f(t_{x})}{\overline{F}(t_{x}) - \overline{F}(T + t_{x})e^{- \theta T}} + h_{f}(T,t_{x}) \geq 0.$$Note that$$\begin{array}{l}
{f(T + t_{x})e^{- \theta T} - f(t_{x}) + \lbrack\overline{F}(t_{x}) - \overline{F}(T + t_{x})e^{- \theta T}\rbrack h(t_{x})} \\
{\quad = \overline{F}(T + t_{x})e^{- \theta T}\lbrack h(T + t_{x}) - h(t_{x})\rbrack > 0,} \\
\end{array}$$i.e.,$$\frac{f(T + t_{x})e^{- \theta T} - f(t_{x})}{\overline{F}(t_{x}) - \overline{F}(T + t_{x})e^{- \theta T}} + h(t_{x}) > 0,$$which completes the proof as $h(t_{x}) \leq h_{f}(T,t_{x})$.

**Appendix A.2.** When the failure rate $h(t)$ increases strictly with $t$ from $h(0)$ to $h(\infty)$,$$\Lambda(t;x) \equiv \frac{F(t + x) - F(t)}{\int_{t}^{t + x}\overline{F}(u)du}\quad(0 < x < \infty)$$increases with $t$ from $F(x)/\int_{0}^{x}\overline{F}(u)du$ to $h(\infty)$.ProofNote that $$\Lambda(t;x) = \frac{\frac{F(t + x) - F(t)}{\overline{F}(t)}}{\frac{\int_{t}^{t + x}\overline{F}(u)du}{\overline{F}(t)}} = \frac{\lambda(t;x)}{\frac{\int_{t}^{t + x}\overline{F}(u)du}{\overline{F}(t)}},$$where $\lambda(t;x)$ is given in [(1)](#eq0005){ref-type="disp-formula"}. Obviously,$$\begin{aligned}
{\lim\limits_{t\rightarrow 0}\frac{\int_{t}^{t + x}\overline{F}(u)du}{\overline{F}(t)}} & {= \int_{0}^{x}\overline{F}(u)du,} \\
{\lim\limits_{t\rightarrow\infty}\frac{\int_{t}^{t + x}\overline{F}(u)du}{\overline{F}(t)}} & {= \lim\limits_{t\rightarrow\infty}\frac{F(t + x) - F(t)}{f(t)} = \lim\limits_{t\rightarrow\infty}\frac{\lambda(t;x)}{h(t)} = \frac{1}{h(\infty)}.} \\
\end{aligned}$$Differentiating $\int_{t}^{t + x}\overline{F}(u)du/\overline{F}(t)$ with $t$, and noting that$$\begin{array}{l}
{h(t)\int_{t}^{t + x}\overline{F}(u)du - \lbrack F(t + x) - F(t)\rbrack} \\
{\quad \leq h(t)\int_{t}^{t + x}\left\lbrack \frac{f(u)}{h(t)} \right\rbrack du - \lbrack F(t + x) - F(t)\rbrack = 0.} \\
\end{array}$$which shows that $\int_{t}^{t + x}\overline{F}(u)du/\overline{F}(t)$ decreases with $t$ from $\int_{0}^{x}\overline{F}(u)du$ to $1/h(\infty)$. Due to $\lambda(t;x)$ increases with $t$ from $F(x)$ to 1, we complete the proof that $\Lambda(t;x)$ increases with $t$ from $F(x)/\int_{0}^{x}\overline{F}(u)du$ to $h(\infty)$.
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