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ABSTRACT
For cloud enterprise customers that require services on demand, data centers (DC)
must allocate and partition data center resources in a dynamic fashion. We consider the
problem of allocating data center resources for cloud enterprise customers who require
guaranteed services on demand. In particular, a request from an enterprise customer is
mapped to a virtual network (VN) class that is allocated both bandwidth and compute
resources by connecting it from an entry point of a data center to one or more hosts
while there are multiple geographically distributed data centers to choose from. We take
a dynamic traffic engineering approach over multiple time periods in which an energy-
aware resource reservation model is solved at each review point. In this dissertation, at
first for the energy-aware resource reservation problem, we present a mixed-integer linear
programming (MILP) formulation (for small-scale problems) and a heuristic approach
(for large-scale problems). Our heuristic is fast for solving large-scale problems where
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the MILP problem becomes difficult to solve. Through a comprehensive set of studies,
we found that a VN class with a low resource requirement has a low blocking even in
heavy traffic, while the VN class with a high resource requirement faces a high service
denial. Furthermore, the VN class having randomly distributed resource requirement
has a high provisioning cost and blocking compared to the VN class having the same
resource requirement for each request although the average resource requirement is same
for both these VN classes. We also observe that our approach reduces the maximum
energy consumption by about one-sixth at the low arrival rate to by about one-third at the
highest arrival rate which also depends on how many different CPU frequency levels a
server can run at.
Allocation of resources in data centers needs to be done in a dynamic fashion
for cloud enterprise customers who require virtualized reservation-oriented services on
demand. Due to the spatial diversity of data centers, the cost of using different DCs also
varies. In this dissertation, we then propose an allocation scheme to balance the load
among these DCs with different cost to minimize the total provisioning cost in a dynamic
environment while ensuring that the service level agreements (SLAs) are met. Compared
to a benchmark scheme (where all requests are first sent to the cheapest data center), our
scheme can decrease the proportional utilization from 24% (for heavy load) to 30% (for
normal load) and achieve a significant balance in the cost incurred by individual DCs. Our
scheme can also achieve 7.5% reduction in total provisioning cost under certain service
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level agreement (SLA) in exchange of low increment in blocking. Furthermore, we tested
our scheme on 5 DCs to show that our allocation schemes follows the weighted cost
proportionally.
With the increasing dependency of cloud-based services, data centers have be-
come a popular platform to satisfy customers’ requests. Many large network providers
now have their own geographically distributed DCs for cloud services, or have partner-
ships with third party DC providers to route customers’ demand. When end customers’ re-
quests arrive at a Point-of-Presence (PoP) of a large Internet Service Provider, the provider
having DCs in multiple geo-locations needs to decide which DC should serve the request
depending on the geo-distance, cost of resources in that DC, availability of the requested
resource at that DC, and congestion in the path from the customers’ location to that DC.
Therefore, an optimal connectivity scheme from the ingress PoP to egress DC is required
among the PoPs and DCs to minimize the cost of establishing paths between a PoP and a
DC while ensuring load balancing in both the link level and DC level. Considering these,
we also present a novel mix-integer linear programming (MILP) model for this problem.
We show the efficacy of our model through various performance metrics such as average
and maximum link utilization, and average number of links used per path.
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CHAPTER 1
INTRODUCTION
With the increasing dependency on various cloud based applications such as web
search, video streaming, audio-video conferencing, e-commerce, distributed file systems,
scientific computations, software libraries, and document collection, the need for both
compute and storage has significantly increased. To cater to these needs, cloud data cen-
ters (DC) have become a popular platform in the Internet world in recent years. Compa-
nies such as Amazon, Google, Facebook, and Yahoo! routinely employ data centers for
storage, web services, and large-scale computations [1], [10], [14]. Due to these booming
growth of the demand for cloud services, the size and number of DCs are increasing day
by day. In consequence, data center networking for cloud applications has become an
attractive area of research among the computer networking researcher community.
1.1 Problem Statement
Large-scale data centers are set up with a large number of servers that are intercon-
nected through routers, switches, and high speed links [22]. Data centers are organized
as a data center network (DCN) which typically consists of 10’s to 100’s of thousands of
closely coupled hosts. DCN has a significant role in a DC to interconnect all the resources
such as computational, storage, and network together inside the DC. A Generic Topology
of DCN is shown in Fig. 1. In general, the organization of networking equipment in a
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Figure 1: Generic Topology of Data Center Network
DCN is as core switch, aggregation switch, edge switch, and top of rack switch from top
to bottom. Core switch of a DC is the entry point for all the traffic generated outside
which are destined to that DC. This network within a DC is also termed as intra data cen-
ter network. Now, two types of intra-DC traffic can be observed within a DCN. East-west
traffic which is the intra-DC traffic between the servers and north-south traffic which is
the traffic from the entry points to the servers. The network that connects the data centers
located in different geographic locations is termed as inter data center network.
Due to the growing usage of data centers, the expenses of maintenance are also
increasing. Power consumption is a major concern in operating data centers as most of
the equipment in data centers are temperature sensitive and cooling through air and water
is necessary to keep the temperature within an acceptable limit. Moreover, operating the
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servers, routers, and switches also requires a huge amount of power. Data centers in the
USA consumed about 91 billion kilowatt hours annually in 2013 and are estimated to
consume 140 billion kilowatt-hours of electricity annually by 2020 [45]. Hence, reducing
the energy consumption of data centers has been a challenging research problem. The
ultimate aim behind designing a data center is reducing the expenses while gaining the
highest efficiency.
Enterprise customers use cloud data centers for a variety of applications. Of-
ten, they require virtual network (VN) services from the DC providers in a reservation-
oriented mode for both network and compute resources. From the perspective of a DC
provider, it wishes to accommodate as many enterprise customers while meeting the ser-
vice goals. Furthermore, the major cloud service providers like Google, Amazon, and
Microsoft have established new data centers throughout the world. For example, Google
currently has 9 data centers in the US, 2 in Asia, and 4 in Europe to serve customers
throughout the world [2]. The provider with multiple DC locations must balance between
resource utilization and cost, especially given that the geographically distributed DCs
have widely varying costs, for example, due to electricity pricing. Such price variations
seem to suggest that it is cheaper to allocate customers to the cheaper DC; on the other
hand, this could lead to violation of service level agreements (SLAs). Thus, an effective
load balancing approach is required to maintain SLA while ensuring lower operational
cost.
Then, we consider inter data center network to optimally connect the geographi-
cally distributed data centers. Internet Service Providers (ISPs) create a bridge between
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the customers at the edge and the data centers of the cloud service providers; in some
instances, ISPs have their own data centers that are geographically distributed. Typically,
a nationwide ISP has Points-of-Presence (PoPs) in every geographic region wherever it
has a partnership with a local access provider. Thus, an important problem such an ISP
faces is to route requests entering at an egress PoP to a destination DC. The goal of Traffic
Engineering (TE) among the PoPs of the ISPs and the data centers is to ensure efficient
routing to optimize network and service objectives. As mentioned above, the major cloud
service providers established new data centers throughout the world to offer multiple ser-
vice regions through geographically distributed data centers. To attain a lower cost, lower
delay, and higher availability for globally distributed cloud users, providing an optimal
connectivity mechanism among these geographically distributed data centers is essential.
Therefore, this dissertation considers three challenging research problems faced
by these generation of internet service providers and customers. The first problem we
consider is how to reduce the operational cost of a data center. The second problem is
to balance the load among different geo-distributed DCs, and the third problem considers
how to provide an optimal connectivity among these geo-distributed DCs. In the first two
problems, we focus on intra data center network and in the third problem we consider
inter data center network.
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1.2 Motivation and Scope
1.2.1 Cost Optimization of Intra Data Center Network
In this work, we only focus on the internal connectivity within a DC meaning in-
tra data center network. The efficiency of an individual DC mainly depends on serving as
many customers’ requests as possible while reducing the operational cost to serve these
requests. There has been a number of contributions so far to increase the efficiency of data
centers by better utilizing the server resources, applying traffic engineering techniques to
reduce the bandwidth and other operational costs. Some of them [9], [54] focus on en-
ergy efficient resource provisioning using dynamic traffic engineering. However, to our
knowledge, no work has considered how both compute resources at the end hosts and
network resources inside the data center are allocated to satisfy the request of virtual net-
work (VN) customers while minimizing both energy consumption and bandwidth cost.
Secondly, most work related to traffic engineering of intra-DC networks consider east-
west traffic, i.e., the intra data center traffic between hosts. In our work, we focus instead
on enterprise customers’ requests that result in north-south traffic in data centers requiring
both network bandwidth and server resources. Even though, due to the advancement of
server virtualization technologies, these days the percentage of east-west traffic is increas-
ing in intra-DC network compared to north-south traffic, still now 20% of the intra-DC
traffic is north-south. Furthermore, this percentage is very high for university and private
enterprise DCs where 40-90% of the intra-DC traffic is north-south [6]. A recent study by
Cisco showed that more than 90% of traffic in campus network is north-south traffic [3].
This motivates us to work with north-south traffic.
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In particular, we address serving different enterprise customer groups using VNs
at data centers through dynamic traffic engineering by allocating both network bandwidth
and processing resources efficiently, while factoring in energy consumption. That is, we
consider the north-south traffic environment where each request consists of a two-tuple
demand: one for data center network bandwidth and the other for the processing demand
at the end hosts.
1.2.2 Load Balancing among Geo-distributed Data Centers
In this work, we propose an adaptive allocation scheme (LBSel) in particular to
balance the load among multi-location DCs with different costs in a dynamic demand
environment from enterprise customers in a reservation-oriented mode and measure the
performance of this scheme in terms of overall cost, the cost, and utilization incurred
by individual DCs and blocking. A salient feature of our approach is that we consider
the demand request from enterprise customers in terms of north-south traffic where each
request consists of both bandwidth and compute resources. Furthermore, we also aim to
reduce power consumptions. We factor in the cost variation for DCs, assuming that this
cost can vary from one place to another as the cost of energy and bandwidth has a spatial
diversity. Our proposed scheme strives balance the load among the available DCs while
minimizing the incurred cost due to provisioning the requests. We model in the potential
SLA violation through proportional DC utilization. That is, if the proportional utilization
of a DC goes beyond a threshold, a penalty cost is incurred. We compare our scheme
(LBSel) to a benchmark scheme (LCSel) that always prefers the least cost DC.
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For this work, a DC is needed to be selected for satisfying a request in a way that
our scheme can balance the load as much as possible to reduce the penalty cost due to
SLA violation. Our allocation approach considers new request arrivals at random from
customers, for which the resource allocation (both data center network bandwidth and
host resources) is done at each review point.
1.2.3 Optimal Connectivity to Cloud Data Centers
In this work, we focus on inter-DC traffic engineering to find the optimal con-
nectivity between cloud data centers to reduce the bandwidth cost, link congestion, and
DC over-utilization so that the cloud customers can get better experience especially for
time sensitive services such as voice over IP (VoIP), virtual private networks (VPNs), and
video streaming which require a certain quality of service (QoS). Furthermore, reducing
the bandwidth cost can help the cloud service providers to provide services at low cost.
To provide the optimal connectivity from the PoPs to different geo-distributed DCs is a
challenging problem for providers. A number of works already addressed how to reduce
the intra-DC cost by either better utilizing the server resources or by applying traffic en-
gineering techniques to reduce bandwidth and other operational costs [9], [36]. However,
less work has been done to reduce cost, address link congestion, and data canter load
balancing using traffic engineering techniques for requests between PoPs and DCs.
In our approach, we assume that ISPs also operate all DCs, thus, it has full control
over both the network and the DCs. We consider that a DC can serve requests from
multiple PoPs and requests from one PoP can be served by multiple DCs. We assume that
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there is a given set of paths from a PoP to a DC. The bandwidth request from one PoP
to one DC can also be split among available paths from that PoP to that DC. Therefore,
the portion of the bandwidth demand that needs to be satisfied by an available path, needs
to be satisfied by the capacity of all the links associated with that path from a PoP to the
DC. The resource request must be satisfied by the capacity of the chosen DCs. Thus, at
a particular instant, for a request from a PoP, the request tuple is further represented by
bandwidth and resource demand, which is to be served by one or multiple DCs from the
available DCs.
Since at instant, there are many requests from a PoP to a DC, a subset of them
will go a particular DC. Thus, from a traffic engineering point of view, we can take an
aggregated approach instead of looking at each request individually. This view allows us
to sum up all requests from a PoP. Therefore, we consider the problem in term of a com-
bined demand request coming to a PoP, instead of considering the requests individually.
With this aggregation, the total amount of the bandwidth and resource demand originated
by the requests from particular PoP is the summation of the bandwidth and resource that
is to be allocated from that PoP to all chosen DCs to satisfy those requests.
1.2.4 How These Works are Related
At first, requests being generated by the customers will reach to a certain PoP,
then from that PoP it will be directed to one or multiple DCs based on the number of hops
required in the path from that PoP to chosen DC or DCs and link and DC level utilization.
These will be taken care of by the work mentioned in subsection 1.2.3. Now, to avoid
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certain SLA violation the requests should be distributed among all geo-distributed DCs
near evenly while keeping the provisioning cost as minimum as possible by taking spatial
and temporal variation of bandwidth and energy cost into consideration which is the focus
of subsection 1.2.2. Once, the requests will arrive at a particular DC, traffic engineering
technique will be used to provision the available resources optimally to serve as many
requests as possible with least allocation cost. This can be achieved by subsection 1.2.1.
1.3 Summary of Contributions
In this section, we briefly discuss the main contribution of this dissertation.
1.3.1 Cost Optimization of Intra Data Center Network
This work has three notable contributions beyond the existing work.
• For the dynamic traffic engineering problem, we present a novel mixed-integer lin-
ear programming (MILP) formulation that is solved at each review point to min-
imize a composite objective that consists of bandwidth cost, energy consumption
cost and DC-VN mapping cost from a traffic engineering point of view while sat-
isfying the virtual network customers by using the minimum amount of resources
from data centers. The MILP formulation allows the flexibility that requests arriv-
ing at a particular review point may be allocated to any of the available data centers;
for the selected data center, it may use any of the entry points for the north-south
traffic at the north end, and any of the hosts available at the south-end. Our formu-
lation also considers a penalty cost for a blocked request due to the potential loss of
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revenue.
• We present a heuristic as an alternative to solving the MILP formulation to test the
performance of our framework for more realistic large scale data center networks.
Our heuristic compares favorably with the solutions obtained for the MILP formu-
lation for small-scale problems, and is fast to solve large-scale problems.
• We present an insight on how different classes of VN customers are affected in
terms of resource allocations with north-south traffic in data centers. For instance,
we address the following questions: How does each VN class perform? Is there
any difference in the level of satisfaction among different VN classes in terms of
cost and blocking, if so then by how much? By what percentage can we reduce
energy consumption? How does the performance vary for different VN classes in a
comparatively large data center?
1.3.2 Load Balancing among Geo-distributed Data Centers
• In this work, we propose an adaptive allocation scheme to perform load balancing
among the geographically distributed DCs with different operational cost due to
spatial variation of bandwidth and electricity price to minimize the total provision-
ing cost in a dynamic traffic environment while ensuring that the SLAs are met.
• Compared to a benchmark scheme LCSel (where all requests are first sent to the
cheapest DC), our scheme LBSel can decrease the proportional utilization from
24% (for heavy load) to 30% (for normal load) and achieve a significant balance in
the cost incurred by individual DCs.
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• Our scheme can reduce the total provisioning cost up to 7.5% under certain SLA.
• We also tested our heuristic on 5 DCs to ensure the robustness of our allocation
schemes in terms of balancing the load efficiently for any number of DCs.
1.3.3 Optimal Connectivity to Cloud Data Centers
• The novel contribution of this work beyond the state-of-the-art in terms of the op-
timal provisioning on the cloud environment is our proposed novel optimization
MILP-based model to minimize a composite objective that consists of minimizing
the routing cost from a PoP to a DC as well as load balancing both at the network
level and the DC level. An important point to note here is that we use two types
of resources in our approach: network resources (bandwidth) and DC resources.
Thus, our model is a unified model on resource optimization between the network
and the DC.
• By conducting a series of systematic studies using different values of the weight
factors associated with the composite objective, we present how the average link
utilization, maximum link utilization, and the average number of links interplay
under different conditions.
• Furthermore, we use a geographically skewed resources demand generated from
one side of the topology to understand how the spatial and temporal diversity of
traffic affects the choice of finding the data center that can serve better.
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1.4 Additional Contributions
During my PhD studies at the University of Missouri–Kansas City, I also collab-
orated on a number of research projects such as minimizing latency of intra DC network,
providing QoS based services, network security, and crop loss analysis in Missouri. These
works resulted in the following publications [35, 38, 39, 42]. The contributions of these
works are discussed briefly in the following subsections.
1.4.1 Cost-Efficient Resource Scheduling under QoS Constraints for Geo-Distributed
Data Centers
Geo-distributed data centers are increasingly common in order to provide scal-
ability for increasing compute demands of modern applications. When multiple geo-
distributed DCs serve user requests, it is important to determine which DC and server to
select to fulfill the demand at minimum cost, given that enough resources are available
in terms of e.g., CPU and bandwidth. This is a complex task since every DC has differ-
ent operational costs due to e.g. energy, carbon emission, and bandwidth costs. In this
work [42], we develop a novel mathematical optimization model that guides the decision
maker which DC to select, which server to use, and which DC gateway and network path
to use to route the user demand in order to satisfy the time varying compute, bandwidth,
and latency demands. Our model is based on the concept of virtual networks, which have
different requirements in terms of e.g. latency, and we model the queuing delay as a func-
tion of the traffic load. Our extensive numerical evaluation, which is based on real-world
DC locations, their resource provision costs, and typical demand patterns, shows how
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operational costs increase with the traffic load, and we analyze the impact of different
latency bounds on the performance of different virtual networks.
1.4.2 Network Optimization for Differentiated QoS Traffic in an SDN Environment for
PoP-Data Center Traffic
A major challenge for network providers is to design a network that can cater to
differentiated quality-of-service (QoS) for different traffic classes in a cost-effective man-
ner. Traditional differentiated services (“DiffServ”) is for IP networks where differentia-
tion is done in IP packet headers through code points. However, this does not by itself land
in architecting a network from a traffic engineering point of view. In a software-defined
network environment, with more control over flows or a collection of flows, differentiated
QoS traffic classes can be considered and accordingly a network can be optimized. In this
work [35], we consider network optimization in an SDN environment where differenti-
ated QoS traffic is provided through different latency bounds. We present a mixed integer
linear programming formulation for this problem. The study shows that our approach can
maintain more stringent QoS requirement by reducing the value of maximum allowable
latency without a significant increment in bandwidth cost.
1.4.3 A Sliding Window Based Monitoring Scheme to Detect and Prevent DDoS
Attack in Data Center Networks in a Dynamic Traffic Environment
Distributed Denial of Service (DDoS) attack is the most common type of attack
faced by today’s data centers. Such attacks can have a devastating impact on the system
as it consumes resources like network bandwidth, hard disk storage, and CPU processing
13
resources. As a consequence, the legitimate customers face more service blocking due
to a major portion of the resources being occupied by the illegitimate traffic generated
by the attackers. In this research [39], we proposed a novel monitoring scheme based on
the sliding window to detect and prevent the DDoS attack in DCs that serve enterprise
customers that has low computational complexity. Compared to a benchmark scheme
(without attack monitoring and preventing), our scheme ensures service provisioning for
the legitimate customers with no false alarm. We also measure the robustness of our
scheme in terms of the time taken to detect and prevent attack traffic by varying the traffic
intensities of illegitimate traffic. Simulation results show that our scheme can success-
fully detect the attack even if the attack traffic intensity is not too much higher than the
projected legitimate traffic intensity.
1.4.4 Missouri Spring Freeze Event and Crop Loss Analysis for the Years 1982-2015
A spring freeze is an unexpected freeze event occurring in late spring that can
result in severe domestic crop loss. These events coincide with seasonal weather con-
ditions that promote early crop development. As a consequence, early growth is most
susceptible to freeze damage. Spring temperature fluctuations pose significant threat to
crop yield and growth, when compared to consistently cold springtime temperatures. In
this work [38], we analyzed a thirty-four-year span (1982 to 2015) of historical climate,
agricultural and crop insurance data for Missouri. Risk analysis was performed for each
Missouri county to determine statistical relationships between crop loss and springtime
warm-cold temperature fluctuations. Statewide, several regions were identified as having
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an increased susceptibility to freeze events, with Lafayette County emerging as the state’s
leading county in agricultural losses due to freeze events. We found the window for peak
freeze damage for Lafayette County as the last week of March through the first week of
April. Furthermore, we also observed that the years 1985, 1996 and 2007 stood apart in
the dataset as they correspond to the highest crop damages on record. Each of these years
also corresponds to a doubling of severity in the reported crop losses.
1.5 Organization
In this dissertation, we first address the problem of optimal route and server’s
frequency selection to minimize the operational cost of intra data center network which
mainly consists of bandwidth and energy consumption cost. Second, we consider the
load balancing among different data centers which are located in various geographic re-
gion of a data center network provider to maintain certain SLA agreement by not making
a DC substantially overloaded than others considering the fact that the overloaded DC
can face significant delay while satisfying customers’ requests due to increasing internal
latency. Third, considering the inter DC network, we aim to provide an optimal connec-
tivity among these geo-distributed DCs while considering minimizing bandwidth cost,
and both link and DC level load balancing.
The rest of this dissertation is organized as follows: Chapter 2 presents an ex-
tensive literature survey on various state-of-the-art intra data center network operational
cost optimization techniques, load balancing approaches and their effectiveness while dis-
tributing the load among multi-located DCs, and reducing delay while connecting these
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multi-located DCs. We discuss our proposed MILP formulation and cost effective heuris-
tic for intra DC cost optimization in chapter 3. In chapter 4, we present the simulation
environment setup and result analysis using the MILP and heuristic proposed in chapter
3. Our load balancing scheme is proposed and analyzed based on maintaining a certain
SLA and reducing operational cost in chapter 5. Then, in chapter 6, we show another
MILP based framework to provide the optimal connectivity among geo-distributed cloud
data centers and analyze the performance of our approach in terms of link utilization and
number of links used per path. Finally, We conclude this dissertation and briefly discuss
several future research directions in chapter 7.
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CHAPTER 2
LITERATURE REVIEW
In this chapter, we discuss the state-of-art researches that have been done to im-
prove the performance of data center networking. As mentioned in chapter 1, this disser-
tation is divided into three major sections such as Cost Optimization of intra DC Network,
Geographical Load Balancing among DCs, and Cost Optimization and Load Balancing
of Inter DC Network, thus, the literature review is also organized in three sections based
on these problems. In each section, we present the related works and how our work has
novel contributions compared to these works.
2.1 Cost Optimization of intra DC Network
Early research on data center networks investigated architectural construction, op-
eration, and scalability of DCs [4], [5], [18], [19], [23], [46]. Joint VM placement and
routing for data center traffic engineering was addressed by [25]. Similar to [25], we also
consider our problem from a traffic engineering point of view but we do not focus on
VM placement; rather, we keep routing flexible in such a way that no dedicated server
is required to satisfy demand from a particular VN. Any idle server is able to handle the
request from any VN tenant. To satisfy a particular request, a server is chosen based on
the resource demand and available resources of the server. Unlike their work, we take
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bandwidth guarantee into consideration. The issue of multiple service classes with het-
erogeneous requirements have been addressed for access control [28, 44]; however, they
do not consider two-tuple demands nor the implication of network routing.
Different approaches of optimization have been addressed in different research
papers. In [16], a scheme has been proposed to optimize both virtual machine placement
and traffic flow routing through dynamic VM migration and programmable flow-based
routing. [63] proposes an optimization technique to reduce both the latency and cost of
data center.
Recently much research has been done to increase the energy efficiency of a data
center network [64], [24], [21], [66], [61], [62]. A new data center architecture is pre-
sented in [24] and [21]. In [24], authors proposed a novel data center network architec-
ture using optical multiple-input multiple-output (MIMO) orthogonal frequency division
multiplexing (OFDM) technology. To achieve high energy efficiency, they used passive
optical switch (PON) and parallel signal detection technology to detect multiple optical
channels simultaneously while using a single photodetector. [21] proposed a SDN based
Arrayed waveguide grating routers (AWGR) PON data center interconnection design to
improve energy efficiency. Different techniques have been proposed in [64], [66], [61]
and [62] to reduce the energy consuption of a data center in the network level. [64] talks
about a solution to reduce energy consumption by using switch ports and link bandwidth
optimally to avoid congestions and balance the load to increase the transmission capacity
and save a significant amount of network energy in Data Center Network. However, they
didn’t consider optimizing energy in the server level. An ILP formulation followed by a
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heuristic is proposed in [66] to reduce the energy consumption in software defined data
center networks by activating the switches selectively and scheduling multi-path routing
carefully, according to the traffic demands in data center. A routing scheme has been pro-
posed to reduce the energy consumption in the network level of data center in [61] which
selects the flows iteratively to consume the residual capacities in the active nodes and
allocate routes to flows based on the distributions of nodes, residual capacities, and flow
demands. A correlation-aware power optimization algorithm has been presented in [62]
to dynamically combine traffic flows onto a small set of links and switches to shut down
as many network devices as possible for reducing energy consumption.
[49] discussed the servers’ operational cost optimization without taking data cen-
ter architecture into consideration and they did not consider the on-demand model either.
In [48], authors presented a formulation to optimize the link cost in one data center, while
we consider connecting multiple data centers. Unlike [48], we take two factors into ac-
count, which are energy consumption by the servers, and the DC VN mapping cost. In one
of our conference papers [36], we combined three cost components (reducing link costs,
power cost, and the DC VN mapping cost) together and impose weight parameters on
each of these components to reflect their relative importance. Later, in [37] we extended
the optimization model to consider requests that are not satisfied by explicitly introducing
a set of artificial variables along with penalty costs for requests not satisfied. Furthermore,
we developed a heuristic that can be used in large-scale problems. A novel contribution
beyond the state-of-the-art is the dynamic nature of our scheme to provide on-demand
service considering north-south traffic and finding the optimal resource requirement to
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contain service blocking within a tolerable range. Our model allows us to study service
differences among different service classes identified through virtual networks. Moreover,
we can also identify which servers are not used to serve the VN requests at a particular
time, which allows us to determine servers in a lower power consumption mode.
2.2 Geographical Load Balancing among DCs
A number of research works addressed balancing the load among geographi-
cally distributed DCs. In these works, researchers proposed various policies to dis-
tribute the workload among geographically distributed DCs to achieve different objec-
tives. [50], [52], [65], [20], [67], [33] focused on minimizing electricity cost.
In [53], [32], the prime objective was to improve energy efficiency. [29], [11],
[68] considered load balancing to maximize the usage of renewable energy. Some other
research works aimed to achieve different goals such as minimizing bandwidth cost [8],
reduction of carbon footprint [30], [15], and achieving cooling efficiency [31]. A scheme
is proposed in [50] to reduce the electricity cost but not consumption by managing the
majority of the requests to be served by the DC with low electricity price. They considered
both the temporal and spatial variation of electricity cost and acknowledged that their
scheme can result in more electricity consumption because of serving the request by a
comparatively far distant DC. In [52], a framework is proposed to minimize the total
electricity cost considering price variation in several electricity markets while ensuring
the quality of service (QoS). In [65], authors proposed a scheme to reduce the power cost
in geo-distributed DCs that is especially effective for handling delay tolerant workloads.
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In [20], they proposed a centralized algorithm to reduce the electricity price by using
energy storage through backup batteries. Their algorithm considered routing majority
of traffic towards the DCs where the electricity price is lower. They utilized the energy
storage idea in a way that charging the batteries at a low price time and then using the
batteries to support electricity need at the time when the price is high. In [67], authors
proposed an algorithm to minimize the electricity cost of maintaining geo-distributed DC
networks and enforce a cost budget on the monthly electricity bill as well by ensuring
QoS for premium customers only and reducing throughput of ordinary customers in the
situation when the electricity cost exceeds a desired monthly budget due to unexpectedly
high workloads.
In [53], authors proposed a solution to reduce the electricity consumption of op-
erating DCs by utilizing a diversity of global electricity market and heterogeneity of geo-
distributed DCs. In [11], they proposed a strategy to maximize the usage of renewable
energy and minimize the consumption of cooling energy by optimally placing the requests
among all available DCs. In [8], they proposed a model to minimize the bandwidth and
energy cost by considering the majority of requests to be served by low price DCs. How-
ever, they did not simply imply the naive idea of reducing energy cost by transferring
the requests towards low price DC, rather they considered minimizing bandwidth cost
as well. A fuzzy logic-based controller for cost and energy efficient load balancing in
geo-distributed data centers was proposed in [58]. A distributed framework for carbon
and cost aware geographical job scheduling in a hybrid DC infrastructure is proposed by
Mahmud et al. in [34]. [55] proposed a load balancing scheme to distribute the workload
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in geo-distributed data centers of a cloud while considering the minimization of service
delay.
There are a number of ways our work [41] differs from the above works. First,
we model the DC explicitly by using a DC topology, which allows us to also generate
the actual VN allocation (with paths) for each customer, along with the hosts the VN
customers are allocated to. Second, in our approach, the request is made up of two re-
source tuples, one for the bandwidth resources and the other for host compute resources.
Third, Our approach reduces the energy cost by minimizing the energy consumption as
well as taking advantage of spatial diversity of price. A mixed integer linear program-
ming formulation was developed by us in [36]. Since this formulation was not scalable
to solve large scale problems, we developed a heuristic to solve large scale problems
in [37]. However, neither of these two works considered proportional distribution of load
among geo-distributed DCs (with DC network awareness) or diversity of cost of using
different DCs. This led us to develop our proposed LBSel to distribute the load among
geo-distributed DCs proportionally when the cost of different DCs is different. In an-
other work [42], we considered latency as a Quality of Service (QoS) requirement for VN
customers, which is not considered here since our focus here is on load balancing with
network awareness among available DCs.
2.3 Cost Optimization and Load Balancing of Inter DC Network
Several works have previously addressed reducing delay in the backbone network
in a geo-distributed cloud service environment [51], [13], [57]. In [51], an algorithm is
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proposed to reduce the average delay by assigning the link-distance metric. In [13], the
authors proposed an optimization model by addressing the trade-off between survivabil-
ity and latency in geo-distributed DCs. In [57], an ILP model along with a heuristic is
proposed to minimize the traffic on the backbone network by using the best migration
sequence among intercommunicating (virtual machines) VMs to schedule the VM migra-
tion.
Some other approaches tried to reduce the cost of providing cloud services by
utilizing a spatial and temporal variation of DC maintenance cost and using renewable
energy source. In [69], an optimal resource allocation scheme is presented by considering
the spatial diversity of the DC cost to satisfy user requirements at a lower cost. A frame-
work is proposed to balance the load among Geo-distributed DCs for the requests of web
application based on the availability of renewable energy sources on each site. This would
reduce the energy consumption cost and brown energy usage by utilizing green energy ef-
ficiently [59]. In [60], an optimization model is proposed to minimize the deployment
and operational cost for green distributed DCs by reducing the power consumption and
server deployment cost.
In [17], a hierarchical approach for workload management in geo-distributed DCs
is propoposed to achieve load balancing and energy cost reduction by minimizing the
amount of state information exchanged among the DCs while preserving the autonomy
of single DC. A mixed integer programming is presented in [56] to provision resources
for virtual network (VN) requests optimally to maximize the total revenue by considering
optimal provisioning for VN with unsplittable and splittable flow. In [7], they proposed
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an optimal route selection technique in a content delivery network (CDN) that enables
an edge server to operate within a given region of CDN. This retrieves content from an
origin server more effectively by optimally routing through the CDN’s own nodes to avoid
network congestion. In [26], the authors presented a cooperative mathematical framework
on CDN and traffic engineering in an ISP network to reduce the congestion and delay
through traffic engineering and optimal server selection technique.
However, in [40] we consider the problem from a different and more general point
of view where the cloud services are not only limited to web applications or content distri-
bution, but each DC can provide the same service seamlessly. We further consider a two
tuple demand of bandwidth and resource requirements to be served both by the network
as well as by the DCs. Furthermore, our approach considers the cloud service provi-
sioning as a combined problem of achieving lower bandwidth cost and link congestion
and thereby providing better performance at low cost. Note that our approach of reduc-
ing link congestion translates to reducing delay. Here, we do not consider the intra-DC
(east-west/north-south) traffic, and thus, the detailed internal structure of a DC.
24
CHAPTER 3
MODEL AND HEURISTIC FOR INTRA DC COST OPTIMIZATION
In this chapter, we present an optimization model formulation and a heuristic that
can be employed to satisfy as many customers’ requests as possible with limited resources
while reducing the service provisioning cost incurred by a intra DC network. The details
of the MILP formulation and heuristic is discussed as below.
3.1 System Model and Assumptions
Our dynamic traffic engineering approach considers new request arrivals at ran-
dom from customers, for which the resource allocation (both data center network band-
width and host resources) is done at review point t ∈ T , where T is a discrete temporal
window for dynamic traffic engineering consisting of review points. The duration of a
new VN request that uses the data center is assumed to be random. Note that since the
data center is set up to serve VN customers, at any time instant, there are existing VN
tunnels and host resources allocated for prior requests. Thus, any (micro-)workload that
needs immediate access to resources, that is, workload that cannot wait until the next re-
view point, is assumed to be served by existing VN channels and host resources assigned
to the customers that were set up at earlier review points. Since such immediate workloads
are served through existing resources, they are not modeled in our work. In other words,
the scope of this work is to consider new requests at review points that are major requests
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Figure 2: Data Center Topology - 1 [48]
requiring allocation of new bandwidths, virtual network tunnels, and new resources.
For this, we first present a mixed-integer linear programming (MILP) formulation
in which we attempt to accommodate as many requests as possible while minimizing
the resources requirement towards satisfying those requests in order to reduce the overall
cost. To illustrate our approach, consider the single data center network topology shown
in Fig. 2, which depicts just one site of the multi-location data center that our model
considers. The entry point in a data center is then the north-end and the serving host
is the south-end of the north-south traffic. Our approach assumes that there is a central
controller that is responsible for solving the proposed optimization model and setting
up the allocations. For instance, this can be accomplished by using a software-defined
network (SDN) based approach.
3.2 Mathematical Formulation
In our model, each request consists of 2-tuple 〈h, r〉 where h is the bandwidth
demand of the request and r is the processing resources required from a serving host.
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Thus, at a particular review point t, if a VN customer v ∈ V has a request, the request
tuple is further represented by 〈hvk(t), rvk(t)〉, which is to be served by data center d ∈ D.
While the bandwidth demand needs to be satisfied by the capacity of the links within the
data center l ∈ Ld from the entry point i ∈ Id to a server j ∈ Jd, the processing resources
must be satisfied by the servers’ available resources. We assume that there is a given set
of paths P vdij (t) from the entry point i to server j, which could be potentially different at
each review point t.
For energy consumption, we consider that every server can run at a given set of
CPU frequencies f ∈ F . At each particular frequency, a server works at a particular
processing capacity adjf . A specific amount of power b
d
jf is required to run the server
at that frequency. If we run the server at the highest frequency, it offers the highest
processing capacity, but consumes the highest amount of power. All notations used in our
model are summarized in Table 1 and Table 2.
3.2.1 Constraints
We now present the constraints in our formulation. First, one DC out of the N
DCs (D = {DC1, ..., DCN}) is at most selected to meet request k from VN v at review
point t: ∑
d∈D
uvkd(t) ≤ 1, k ∈ Kv(t), v ∈ V (3.1)
Once a datacenter is responsible to fulfill the link bandwidth demand request k
from VN v, then this data center must be the one from which the capacity is allocated for
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Table 1: Constants used in Intra DC Cost Optimization Formulation
Constants/Parameters:
D = Set of data centers, N = #(D)
Jd = Set of servers in one data center
Id = Set of entry points in one data center
V = Set of virtual networks
Kv(t) = Set of requests from virtual network v at review point t
F = Set of frequencies in which server j can run
Ld = Set of links in one data ceneter
P vkdij (t) = Set of paths from entry point i to server j in datacenter d for
request k of VN v at review point t
M = A large positive number
ε = A very small positive number
bdjf = Power consumption in server j of data center d at frequency f
hvk(t) = Bandwidth demand for request k of VN v at review point t
rvk(t) = CPU processing capacity demand for request k of VN v at review
point t
adjf = Capacity of server j of data center d at frequency f
cdl (t) = Available capacity on link l of data center d at review point t
δvkdijpl(t) = Link-path indicator: 1 if path p which is set up from entry point i
to server j uses link l of data center d in order to satisfy request k generated
by VN v that comes to that entry point i of that data center d at review point
t to be served, 0 otherwise
βd(t) = Normalized cost of data center d at review point t
α, µ, γ are weight parameters related to 3 optimization objectives
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Table 2: Variables used in Intra DC Cost Optimization Formulation
Variables:
uvkd(t) = Binary decision variable to choose data center d to satisfy request
k from virtual network v at review point t
svkd(t) =Bandwidth allocation going to data center d for request k of virtual
network v at review point t
s˜vk(t) = Artificial bandwidth allocation for request k of virtual network v
at review point t
qvk(t) = Binary decision variable to choose real allocation for request k of
virtual network v at review point t
f˜ vk(t) = Binary decision variable to choose artificial allocation assuming a
very high penalty cost for request k of virtual network v at review point t
yvkdij (t) = Bandwidth allocation for request k of VN v from entry point i to
server j of data center d at review point t
y˜vkdij (t) = Binary decision variable to select request k of VN v to be satisfied
which comes to entry point i and served by server j of data center d at
review point t (this parallels yvkdij (t))
xvkdijp (t) = Bandwidth allocation in path p, if request k comes to entry point i
of data center d is transferred to server j uses path p at review point t
zvkdl (t) = Bandwidth needed on link l of datacenter d for request k of VN v
at review point t
evkdj (t) = The requirement of CPU processing capacity from server j of
dataceneter d to satisfy the request k coming from VN v at review point t
gvkdij (t) = Server resource (CPU processing capacity) allocation for request
k of VN v through entry point i to server j of data center d at review point t
g˜vk(t) = Artificial server resource (CPU processing capacity) allocation for
request k of VN v at review point t
wvkdjf (t) = Binary decision variable to choose the optimum frequency f from
the range of available frequencies of server j of data center d to meet the re-
quired demand of CPU processing capacity for request k of VN v at review
point t
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the bandwidth demand:
svkd(t) = hvk(t)uvkd(t), k ∈ Kv(t), v ∈ V, d ∈ D (3.2)
Next, either the total link bandwidth demand must then be served by the chosen
data centers or if there is not enough bandwidth to serve a request from a particular VN,
then this request will be classified as an artificial allocation, s˜vk(t), that allows us to keep
a count on also blocked requests:
∑
d∈D
svkd(t) + s˜vk(t) = hvk(t), k ∈ Kv(t), v ∈ V (3.3)
We force the decision of choosing the binary variable of artificial allocation if a
request cannot be served by limited resources:
s˜vk(t) ≤Mf˜ vk(t), k ∈ Kv(t), v ∈ V (3.4)
A request from a VN can only be considered for either a real allocation or an
artificial allocation but not for both at review point t:
f˜ vk(t) + qvk(t) = 1, k ∈ Kv(t), v ∈ V (3.5)
If a request is considered for real allocation, the total link bandwidth demand then
must be served by the chosen real data centers:
∑
d∈D
svkd(t) = hvk(t)qvk(t), k ∈ Kv(t), v ∈ V (3.6)
The total amount of the link bandwidth demand from particular VN v that will
be served by data center d is the summation of the bandwidth that is allocated from all
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chosen entry points i to all chosen servers j of data center d at review point t:
∑
i∈Id
∑
j∈J
yvkdij (t) = s
vkd(t), k ∈ Kv(t), v ∈ V, d ∈ D (3.7)
Next, we introduce a binary shadow variable y˜vkdij (t) corresponding to y
vkd
ij (t) to
track one-to-one mapping from entry point i to server j at review point t by using a large
positive number M and a small positive number ε:
yvkdij (t) ≤My˜vkdij (t), j ∈ Jd, i ∈ Id, k ∈ Kv(t), v ∈ V, d ∈ D (3.8)
yvkdij (t) ≥ εy˜vkdij (t), j ∈ Jd, i ∈ Id, k ∈ Kv(t), v ∈ V, d ∈ D (3.9)
Here, (3.8) and (3.9) together addresses the requirement that y˜ is 1 when the cor-
responding variable y has a positive flow; otherwise, y˜ as 0 when y is 0.
The bandwidth that is allocated to a particular path from entry point i to server j
of data center d is given by using the path flow variables xvkdijp :
∑
p∈P vkdij (t)
xvkdijp (t) = y
vkd
ij (t), j ∈ Jd, i ∈ Id, k ∈ Kv(t), v ∈ V, d ∈ D (3.10)
If any bandwidth is allocated on particular path p to satisfy a portion of the request
k of bandwidth demand hvk from any VN v, then all the links associated with that path
has to carry that portion of demand hvk.
Therefore, we can determine the link flow on l for tuple 〈v, d〉:
∑
i∈Id
∑
j∈Jd
∑
p∈P vkdij (t)
δvkdijpl(t)x
vkd
ijp (t) = z
vkd
l (t)
l ∈ Ld, k ∈ Kv(t), v ∈ V, d ∈ D (3.11)
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Now, the total amount of bandwidth required in one link l of data center d to
satisfy the requests of all VNs must not exceed the capacity of that link of this data center
which can be considered by using the following constraint:
∑
v∈V
∑
k∈Kv(t)
zvkdl (t) ≤ cdl (t), l ∈ Ld, d ∈ D (3.12)
Furthermore, we must determine whether a request can be served with limited
server resources or not. If there is a resource limitation to serve a particular request from
a VN at review point t, then the binary variable to choose an artificial allocation for that
request will be 1. This condition is satisfied by the following constraints:
∑
d∈D
∑
i∈Id
∑
j∈Jd
gvkdij (t) + g˜
vk(t) = rvk(t), k ∈ Kv(t), v ∈ V (3.13)
g˜vk(t) ≤Mf˜ vk(t), k ∈ Kv(t), v ∈ V (3.14)∑
d∈D
∑
i∈Id
∑
j∈Jd
gvkdij (t) = r
vk(t) qvk(t), k ∈ Kv(t), v ∈ V (3.15)
Next we address resource allocation of rvk(t) to the appropriate tuple 〈d, i, j〉,
ensuring this in accordance with shadow variable y˜.
gvkdij (t) ≤My˜vkdij (t), j ∈ Jd, i ∈ Id, k ∈ Kv(t), v ∈ V, d ∈ D (3.16)
gvkdij (t) ≥ εy˜vkdij (t), j ∈ Jd, i ∈ Id, k ∈ Kv(t), v ∈ V, d ∈ D (3.17)∑
i∈Id
gvkdij (t) = e
vkd
j (t), j ∈ Jd, k ∈ Kv(t), v ∈ V, d ∈ D (3.18)
In (3.18), evkdj (t) represents the total amount of resources required from server j to
satisfy a request from VN v at time t that uses the server coming through all entry points
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of a particular data center. The total resources allocated to each request from a particular
server must be less than or equal to the available resources of that server of a data center:
evkdj (t) ≤
∑
f∈F
adjfw
vkd
jf (t), j ∈ Jd, k ∈ Kv(t), v ∈ V, d ∈ D (3.19)
Finally, a particular server j running at a particular frequency f can produce a
particular capacity adjf . However, a server cannot run at more than one frequency at a
time: ∑
f∈F
wvkdjf (t) ≤ 1, j ∈ Jd, d ∈ D, k ∈ Kv(t), v ∈ V (3.20)
3.2.2 Optimization Objective
To achieve the goal of the optimization problem, we consider four cost compo-
nents in the objective function: the network bandwidth cost, the server resource cost, the
data center location cost and the penalty cost for those requests which are not satisfied
by the limited resources identified through the artificial allocation. Furthermore, since
resources are of different types, we take a utility function-based approach by assigning
weights to different components that form the objective function. The first three sources
of costs are assigned different weight parameters, α, µ, γ, to understand the influence
of each term on the overall decision, while the penalty term is assigned a high penalty
through parameter M . Thus, our goal is to accommodate as many requests as possible
and this can be accomplished by minimizing the amount of resources used. That is, the
objective function can be written as:
minα
∑
d∈D
∑
v∈V
∑
k∈Kv(t)
∑
l∈Ld
zvkdl (t) + µ
∑
d∈D
∑
j∈J
∑
v∈V
∑
k∈Kv(t)
∑
f∈F
bdjfw
vkd
jf (t)
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+γ
∑
d∈D
∑
v∈V
∑
k∈Kv(t)
βd(t)uvkd(t) +M
∑
v∈V
∑
k∈Kv(t)
f˜ vk(t) (3.21)
To summarize, our unified formulation addresses decision choices at three dif-
ferent levels: data center, entry point, and then the destination server. Secondly, we take
power consumption into account in determining the right frequency for operating a server.
Finally, we consider four cost components in the composite objectives.
3.3 Cost Effective Heuristic
In this section, we present the algorithm of our developed Cost Effective Heuristic
and explain how this algorithm works in detail. The MILP problem is an NP-hard prob-
lem. Thus, due to the limitation of the optimization model to generate optimal solutions
quickly for large scale problems in a dynamic traffic engineering framework, we have
developed a heuristic shown in Algorithm 1 and 2. Algorithm 1 is used to allocate near
optimal resources required to satisfy the incoming requests, where algorithm 2 is used
to report the results in terms of amount of resources allocated and number of requests
blocked (if any) at review point t. For the heuristic, we use the notations from Table 1 and
Table 2. The heuristic is developed in a way so that it can be used as an alternative to the
MILP model described in section 3.2 to find the near optimal solution.
At a particular review point t, for all incoming requests with bandwidth and re-
source requirements, this heuristic attempts to obtain the best possible solution at this
review point. The input for this heuristic and the output returned by this heuristic are
given below:
DC related Input: Number of DCs (N), all paths available p ∈ P vkdij i → j,
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capacity of each link (cdl ), capacity of each server at different frequencies (a
d
jf ).
VN related Input: Resource requirement (rvk) and bandwidth requirement (hvk)
to satisfy the requests at review point t.
Output: Near optimal solution to satisfy a request or report that request as
blocked.
The heuristic works on the first fit principle. At first, the heuristic updates the
existing capacity of resources based on the given input discussed above. To find the best
way of allocating resources, the heuristic picks one data center among all available data
centers and continues to use it until either all servers or required links to establish a path
from an entry point to a server are exhausted. Among all available entry points in that DC,
the heuristic starts with one entry point (EP) and continues to allocate requests through
this point until either all neighbor servers (NS) or all required links to establish a path from
that entry point to an NS are occupied. By neighbors, we mean that two edge switches
are considered as the neighbor edge for each entry point; then, for a particular entry point,
the servers which are connected to this neighbor edge of the entry point are considered as
a neighbor server (NS) for this entry point. From all the available neighbor servers, the
heuristic picks a server from a neighbor server rack and continue to use the servers from
that rack until all servers are occupied. When all the servers from that rack are occupied
or do not find not enough capacity for any of the required links to establish a path, the
heuristic starts with another neighbor server rack. This way the heuristic continues to
allocate from the available resources to satisfy all the requests arriving at a review point.
In our approach, a server’s goal is to fill as many requests as it can. To do so, at
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Figure 3: Data Center Topology - 2
first, this server starts with the maximum available capacity and continue to fit requests
until it reaches the limit of its capacity or all the requests are allocated with required
compute resources. While doing so, from all the available capacity of that server, the
heuristic tries to find the minimum capacity using which resource requirement from one
request can be satisfied. After finding the minimum resource requirement, this quantity
is reduced from the maximum available capacity. Through this, the heuristic is able to
determine the best capacity in which a server should run. Furthermore, the heuristic gives
us the information that by running the server at this frequency, how processing capacity
that is generated is fractionally allocated among different requests. After being ensured
about the resource fulfillment from a server, the heuristic uses the leftmost shortest path
to route all the requests that can be satisfied by that server from the entry point to the
targeted server. Now, for all the requests served by this server, once the shortest path
is established, link capacity is modified by reducing the required link capacity from the
currently available link capacity (from the given input in the review point) for each link.
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Algorithm 1 Cost Effective Heuristic - Part 1
for all d ∈ D do
update adjf , f ∈ F, j ∈ Jd, d ∈ D
update cdl , l ∈ Ld, d ∈ D
end for
while V 6= ∅ && D 6= ∅ do
for all d ∈ D do
for all i ∈ Id do
for all NS(j) ∈ EP(i) do
cdj = max(a
d
jf )
for all v ∈ V do
for all k ∈ Kv do
if cdj ≥ rvk then
for all f ∈ F do
adjf = min(a
d
jf ) ≥ rvk
end for
if cdj ≥ adjf then
cdj = c
d
j − adjf
wvkdjf = 1
rvk = 0
end if
end if
end for
end for
for all v ∈ V served by NS do
use leftmost shortest path p ∈ P vkdij , i→ j
for all l used in p do
if cdl ≥ hvk then
zvkdl = c
d
l − hvk
hvk = 0
map→ uvkd
V = V \ k
end if
end for
end for
end for
end for
D = D \ d
end for
end while
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Algorithm 2 Cost Effective Heuristic - Part 2
count blocking = 0
for all v ∈ V do
for all k ∈ Kv do
if rvk == 0 && hvk == 0 then
return uvkd, wvkdjf , zvkdl
else
count blocking ++
end if
end for
end for
We illustrate the heuristic using Fig. 3. When a number of requests arrives at a
review point, each request is attempted in a sequential order. The first request picks the
leftmost data center (where data centers are numbered left to right) and enters through
EP1 (if available). Then, it tries the leftmost shortest path, 1-5-13, to reach server 1. if
server 1 is not available, it tries server 2. In the case of resources not available either
at server 1 or 2, the request tries the path 1-6-14 to reach server 3 or server 4. In case
none of the paths or servers are accessible from EP1 to satisfy the request, then an entry
through EP2 is initiated to reach server 5, 6, 7, or 8. Thus, the attempts are made in
the following order: 1-5-13-s1, 1-5-13-s2, 1-6-14-s3, 1-6-14-s4, 2-7-15-s5, 2-7-15-s6,
2-8-16-s7, 2-8-16-s8, and so on. This hunting process is continued until the request is
fulfilled by a data center, a server with a path with the required bandwidth; consequently,
the available bandwidth and server resources are updated on the path and the server. If
after trying all data centers and paths and servers, the request cannot not be satisfied, it is
deemed blocked. It may be noted that at any review point, a request may not be satisfied,
but one next in its sequence may be satisfied. This is because the next request may have
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less bandwidth and/or resource requirements than the previous one since we assume that
arriving requests are heterogenous.
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CHAPTER 4
SIMULATION SETUP AND RESULT ANALYSIS FOR INTRA DC COST
OPTIMIZATION
This chapter discusses the simulation parameter settings and result analysis using
the model and heuristic described in chapter 3. Thus, our analysis is based on how the cost
and blocking vary for service requests from different VN class with different amount of
bandwidth and CPU processing capacity requirements. Both chapter 3 and 4 consider in-
tra data center network. As mentioned in chapter 3, using optimal (MILP model) and near
optimal (heuristic) route selection and CPU frequency, we aim to reduce the bandwidth
and energy consumption cost within a data center network. This chapter comprises of
three major parts i.e. analyzing small-scale environment using MILP model, performance
analysis of our proposed cost effective heuristic with the MILP model for small-scale
environment, and finally analyzing large-scale environment using the heuristic. For the
simplicity of discussion, we combine performance analysis of heuristic and large-scale
analysis into one section while describe small-scale analysis in another section. For both
sections, the parameters used to understand the performance improvement are total op-
erational cost of a data center which comprises of bandwidth cost, energy consumption
cost, and DC-VN mapping cost and request blocking.
To conduct our study, we use the data center topology shown in Fig. 2. We set a
maximum of two data centers (N = 2) in our study. Each data center is considered to
be identical in this study; the number of servers in each data center are the same and all
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links inside the data center are set with the same capacity. For the MILP model, we set
P vdij (t) = 4 paths from an entry point to a server in which the bandwidth will be allocated
to satisfy a specific request for the duration of this request.
We consider V = 3 virtual network customers that generate the requests. Recall
that a request is represented by the tuple 〈h, r〉. We vary 〈h, r〉 for different simulation
cases, while the arrival is generated randomly. Specifically, we assume that the request
arrivals follow a Poisson process. The service duration for the request arrivals is assumed
to follow the negative exponential distribution with an average value of 5 time units mea-
sured in terms of the number of discrete review points. To solve the optimization model
at each review point t, we use an AMPL/CPLEX (v 12.6.0.0) tool environment.
4.1 Analyzing Small-Scale Environment using MILP model
4.1.1 Simulation Environment Setup
As mentioned above the request arrival is generated randomly using Poisson pro-
cess, however, for the study conducted in this section we varied the arrival rate from 0.2
to 1.0 in increments of 0.2 for each VN customer. For the experiments we conducted,
solving the MILP model using CPLEX took 1 second on an average at each review point.
In most cases, the MILP problem was solved optimally. For the instances when it was not
solved optimally, the highest optimality gap was found to be 2.73%. Through initial ex-
perimentation, we determined the weight factors for each term in the objective (3.21) and
set them as α = 0.3, µ = 0.05, γ = 8.1 since we found these values to provide a proper
balance among the three cost components, without any one term being more dominant
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than the other two terms. Parameter values used for the DCs are summarized in Table 3.
Note that with an increase in the arrival load, the system may not have sufficient
capacity to accommodate all requests. Thus, our simulation environment also records any
request that was not satisfied by the system by tracking the blocked requests to determine
the blocking rate. Through initial experimentation, we first determined the warm-up time
for the simulation and then collected the data for a steady-state region after the warm-
up time. For each arrival rate, we used 10 seeds and report the results on the average
value. We also computed the confidence interval and found the 90% confidence interval
to be approximately 5% in cost variation for low arrival rates to 2.5% for high arrival
rates. Since our optimization model considers the power consumption factor, we use the
power consumption and processing capacity of a particular server that runs at a specific
frequency, as shown in Table 7.
In Table 4, we summarize the four cases we studied. These studies reflect a num-
ber of systematic changes to understand the impact. First, we started with the case of all
demands being homogeneous for VN customers, i.e., we set 〈h, r〉 = 〈10, 1.65〉 (Case-H).
Table 3: DC Related Parameters used in Small-Scale Analysis for Intra DC Cost Opti-
mization
Number of links in each DC 56
Capacity of each link 20
Number of nodes in each DC 36
Number of Entry points 4
Number of Servers 16
Normalized cost of using each DC, βd 1
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Table 4: Values of the General Parameters used for Small-Scale Analysis in different
Cases.
Cases Parameters Values
Case-H:
Homogenous Bandwidth and CPU
Processing Capacity for each request
from all 3 VNs
Bandwidth Demand
from VN-1, VN-2
and VN-3
10
CPU Processing Ca-
pacity Demand from
VN-1, VN-2 and VN-
3
1.65
Case-R:
(Bandwidth and CPU processing
capacity demand is from a same range
of value for each request for all VNs)
Bandwidth Demand unif{8, 9, 10, 11, 12}
CPU Processing Ca-
pacity Demand
unif{0.55, 1.10, 1.65, 2.20, 2.75}
Case-VH:
Different Bandwidth and CPU
Processing Capacity demand for
different VNs while the demand is
fixed within each VN
Bandwidth Demand-
VN-1
8
Bandwidth Demand-
VN-2
10
Bandwidth Demand-
VN-3
12
CPU Processing Ca-
pacity Demand-VN-1
0.55
CPU Processing Ca-
pacity Demand-VN-2
1.65
CPU Processing Ca-
pacity Demand-VN-3
2.75
Case-VR:
Different Bandwidth and CPU
Processing Capacity demand for
different VNs while with random
within a fixed range for each request
from a particular VN
Bandwidth Demand-
VN-1
unif{7, 8, 9}
Bandwidth Demand-
VN-2
unif{9, 10, 11}
Bandwidth Demand-
VN-3
unif{11, 12, 13}
CPU Processing Ca-
pacity Demand-VN-1
unif{0.35, 0.55, 0.75}
CPU Processing Ca-
pacity Demand-VN-2
unif{1.45, 1.65, 1.85}
CPU Processing Ca-
pacity Demand-VN-3
unif{2.55, 2.75, 2.95}
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In the next case, we assigned the demand to be uniformly chosen at random from the dis-
crete values in the range given by 〈h, r〉 = 〈[8, 12], [0.55, 2.75]〉where average h = 10 and
the mid-point of r = 1.65; we refer to this case as Case-R. In the next case, we consider
the variation between different VN customers while keeping the request to be same within
each VN, i.e., 〈h1, r1〉 = 〈8, 0.55〉, 〈h2, r2〉 = 〈10, 1.65〉, 〈h3, r3〉 = 〈12, 2.75〉 (Case-
VH). We can see that VN-1 requires the least resources for a request, while VN-3 requires
the most resources. Finally, we consider the variation of the demand to be uniformly
chosen at random within each VN from a range, i.e., 〈h1, r1〉 = 〈[7, 9], [0.35, 0.75]〉,
〈h2, r2〉 = 〈[9, 11], [1.45, 1.85]〉, 〈h3, r3〉 = 〈[11, 13], [2.55, 2.95]〉 (Case-VR).
The choice of the above parameters in our study was motivated to understand how
different classes of VN customers are affected in terms of resource allocations with north-
south traffic in data center by analyzing the set of questions we posed in subsection 1.3.1
of chapter 1. While we discuss a number of results using the above parameter values to
answer these questions, we have two main postulates:
Postulate-1: we postulate that when the bandwidth demand and the resources per
request vary uniformly from an average value, the cost and the blocking would be higher
compared to when the bandwidth demand and resources for each request is fixed;
Postulate-2: we postulate that by taking different values for 〈h, r〉 in increasing
order, the VN class with the lowest resource requirement would receive better treatment
(lower blocking and cost) by the network than the other.
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4.1.2 Result Analysis
The result analysis is divided into two parts. First, how the cost and blocking
vary for different cases mentioned in Table 4. Second, how much reduction in the energy
consumption can be achieved using our MILP based framework.
4.1.2.1 Cost and Blocking
Case-H is the baseline case where all services are homogenous. The cost and
blocking are shown in Fig. 4 and Fig. 5. Not surprisingly, as the arrival rate increases, the
cost of the network increases while the blocking also increases.
If we now consider the first variation Case-R from Case-H, where the average
demand and resource requirements are the same as Case-H except that the value taken by
each request is chosen uniformly from a range, we can see that the cost increase is similar
between Case-H and Case-R, while Case-R has a higher cost at the lower arrival rates that
changes at higher arrival rates. On the other hand, blocking for case-R is noticeably higher
than that for Case-H for all arrival rates. Re-visiting Postulate-1, we can see that our result
confirms Postulate-1 for blocking. On the other hand, in regard to cost, Postulate-1 does
not hold for cost in a highly loaded environment when the blocking for Case-R is so high
that the average number of requests admitted to the system is much less than that for Case-
H, which in turn means that the cost incurred is lower. Certainly, this raises the question
on why the cost of Case-R is higher compared to Case-H at a low arrival rate. This is
because at a low arrival rate, the blocking is low: this allows requests from higher end of
resources to be admitted, thus incuring higher cost. In terms of distribution of the cost
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Figure 4: Total Cost: Case-H vs. Case-R
components, the comparison between Case-H and Case-R is shown in Fig. 6; the pattern
of the different cost components has a similar behavior like the total cost.
Next we compare Case-VH vs. Case-VR. Note that in both these cases, the de-
mand requirement for each VN class is different. The second difference is that for Case-
VH, the demand and processing requirement for each VN class is kept the same, they
are uniformly varied within the VN class in Case-VR. First, we discuss blocking. From
Fig. 7, we can see that the average blocking for Case-VH is lower than that for Case-VR
as the arrival rate increases. This is in line with what we observed comparing Case-R
against Case-H. More notably, it is important to see how the blocking behavior changes
from one VN class to another VN class. Recall that VN-1 requires the least resources per
request while VN-3 requires the most resources. This is reflected when we observe the
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Figure 7: Total and VN Blocking: Case-VH vs. Case-VR
blocking for each VN class. For VN-1, the blocking is less than 2% at even the highest
arrival rate (1.0), while for VN-2, the blocking is around 12%, and it is significantly high
at 32% for VN-3. In other words, in a congested situation, the network favors admitting
requests that require less resources. We notice this difference starting from a low arrival
rate of 0.4.
Now consider the variation from the resource requirement being fixed within each
VN class against the same being uniformly random (“H” vs. “R”). We found that there
is little difference in blocking for VN-1 between Case-VH and Case-VR. On the other
hand, this difference is noticeable for VN-2, and quite prominent for VN-3. In other
words, when the request is randomly distributed within a range with the VN class, this
behavior is similar to what we noticed when we compared Case-R against Case-H. The
main difference is that the observation is much more pronounced for VN-3 as this class
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requires significantly more resources.
Next, consider the cost of providing connectivity to each VN customer (Fig. 8).
The cost of provisioning VN-1 is always the lowest regardless of the arrival rate. However,
with VN-2 and VN-3, we notice that the provisioning cost is higher for VN-3 for lower
arrival rates, but at a higher arrival rate, this is not so. This difference in cost can be
explained by the observation that the blocking for VN-3 is significantly higher than that
for VN-2 at a higher arrival rate to the point that the network is denying many VN-3
requests and in turn, the cost has also dropped. Revisiting Postulate-2, we find that this
holds for blocking; however, for cost, Postulate-2 hold for a lower arrival rate, but not at
the higher arrival rate. The basic reason is the same as the one explained with Postulate-1
for Case-H and Case-R. We also plot just the bandwidth cost for each VN when comparing
these two cases in Fig. 9. We found the behavior to be similar except that for VN-3, the
bandwidth cost is slightly higher for Case-VH than that for Case-VR at the highest arrival
rate (heavy traffic).
4.1.2.2 Energy Consumption
We next focus on energy consumption. As we stated earlier, our model takes the
energy issue into consideration. We first solved the optimization model using energy
as the only cost in the objective and compared it again if the hosts were to continually
run at the higher power consumption level. This is shown for all four cases in Fig. 10.
We observe that our approach reduces the energy consumption to about one-sixth of the
maximum energy cost at low arrival rate to two-thirds at the highest arrival rate. We also
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note that when the model is simply optimized for energy cost, the energy cost is not much
different between the four cases.
Next we consider difference in the cost of energy consumption among VN classes
by considering Case-VH and Case-VR (Fig. 11) when the entire objective function is
optimized. We note that the randomness in resource requests around the average does not
have much impact on VN-1 compared to if the resource request were fixed. On the other
hand, for the highest VN class, VN-3, this variation in request makes a noticeably larger
impact on the energy consumption cost. It may be noted that the energy cost drops off
near the highest arrival rate. This is aligned with the cost phenomenon discussed with
regard to Fig. 8.
51
Arrival Rate
0.2 0.4 0.6 0.8 1
En
erg
y C
on
su
mp
tio
n C
os
t
0
5
10
15
20
25
30
35
40
45 Arrival Rate Vs Energy Consumption CostVN1 (Case-VH)
VN2 (Case-VH)
VN3 (Case-VH)
VN1 (Case-VR)
VN2 (Case-VR)
VN3 (Case-VR)
Figure 11: Energy Cost Comparison: Case-VH vs. Case-VR
4.2 Performance of Heuristic and Large-Scale Analysis
4.2.1 Simulation Environment Setup
We divided our studies into eight cases that are clustered into three groups as listed
in Table 5 (H, VHa, VHb, and VR in this table are described later in this subsection).
The first group, Group-A, consists of Case-1, Case-2, and Case-3, where the number of
servers in each data center is set to 16 and the capacity on each link is set to 12, to reflect
small-scale DCs. Comparing the results of the heuristic against the MILP formulation in
a dynamic traffic engineering environment was done for Case-1 and Case-2. The MILP
formulation used at each review point of the dynamic traffic engineering problem was
solved using AMPL/CPLEX (v 12.6.0.0). Beyond this size, CPLEX was found to be
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highly time consuming to obtain even a near optimal solution by setting a CPLEX option
of node limits to 1000 for the branch-and-cut method. In Case-3, we used the heuristic to
compare two types of demands.
The second group, Group-B, in Table 5 consists of Case-4, Case-5, and Case-6 for
large-scale DCs. In this group, we varied the number of servers from 800 to 1,600, and
capacity of each link between 500 and 1000 to understand a number of situations, which
were solved using the heuristic. Case-4 is to consider the situation where the processing
capacity is the bottleneck. Case-5 considers the scenario when the link capacity is the
bottleneck, while Case-6 is also is a case with capacity bottleneck while with a larger
number of servers and entry points.
The third group, Group-C, in Table 5 consists of Case-7 and Case-8 is to exclu-
sively understand energy consumption. For this study, it suffices to use a small-scale DC,
but we change the frequency options to understand the gain in energy consumption.
We considered V = 3 classes of virtual networks to represent three different
groups of enterprise customers that generate requests. Recall that a request is represented
by the tuple 〈h, r〉. We varied 〈h, r〉 to create different types of demands to run the sim-
ulation for different cases as shown in Table 5; these are summarized in Table 6. Type-H
in Table 6 assumes that all VN classes are homogeneous in terms of 〈h, r〉; this type was
used in Case-1. Type-VHa reflects heterogeneous VN classes different bandwidth and
processing demands, using 〈h1, r1〉 = 〈3, 0.3〉, 〈h2, r2〉 = 〈6, 0.6〉, 〈h3, r3〉 = 〈9, 0.9〉.
VN-2 here requires twice as much resources as VN-1 while VN-3 requires three times as
much resources as VN-1. This allows us to see how each VN class is treated by the DC
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Table 5: Summary of Cases (Group-A: Case-1, Case-2, Case-3; Group-B: Case-4, Case-5,
Case-6; Group-C: Case-7, Case-8)
Case Description # of Servers Link Capacity
in Each Data Center of Each Link
Group-A
Case-1 CPLEX and heuristic for de-
mand type H: small-scale
(Frequency-SetA)
16 12
Case-2 CPLEX and heuristic for de-
mand type VHa: small-scale
(Frequency-SetA)
16 12
Case-3 Heuristic for demand type
VHa and VR: small-scale
(Frequency-SetA)
16 12
Group-B
Case-4 Heuristic for demand type
VHb with Processing Capac-
ity as Bottleneck: large-scale,
4 entry points (Frequency-
SetB)
800 1,000
Case-5 Heuristic for demand type
VHb with Link Capacity as
Bottleneck: large-scale, 4 en-
try points (Frequency-SetB)
800 500
Case-6 Heuristic for demand type
VHb: large-scale, 8 entry
points (Frequency-SetB)
1,600 600
Group-C
Case-7 High Frequency Options:
HFO (using demand type
VHb and Frequency-SetB)
16 12
Case-8 Low Frequency Options:
LFO (using demand type
VHb and Frequency-SetC)
16 12
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Table 6: Values of the Parameters used in Large-Scale Analysis for VN Customers with
Different Demand Types.
Demand types Parameters Values
Type-H:
Homogenous Bandwidth and
CPU Processing Capacity for
each request from all 3 VNs
Bandwidth Demand from
VN-1, VN-2 and VN-3
6
CPU Processing Capacity
Demand from VN-1, VN-2
and VN-3
0.6
Type-VHa:
Different Bandwidth and
CPU Processing Capacity
demand for different VNs
while the demand is fixed
within each VN
Bandwidth Demand-VN-1 3
Bandwidth Demand-VN-2 6
Bandwidth Demand-VN-3 9
CPU Processing Capacity
Demand-VN-1
0.3
CPU Processing Capacity
Demand-VN-2
0.6
CPU Processing Capacity
Demand-VN-3
0.9
Type-VR:
Different Bandwidth and
CPU Processing Capacity
demand for different VNs
while with random within a
fixed range for each request
from a particular VN
Bandwidth Demand-VN-1 unif{2, 3, 4}
Bandwidth Demand-VN-2 unif{5, 6, 7}
Bandwidth Demand-VN-3 unif{8, 9, 10}
CPU Processing Capacity
Demand-VN-1
unif{0.2, 0.3, 0.4}
CPU Processing Capacity
Demand-VN-2
unif{0.5, 0.6, 0.7}
CPU Processing Capacity
Demand-VN-3
unif{0.8, 0.9, 1}
Type-VHb:
Similar to Type-VHa except
of having different values for
CPU Processing Capacity
demand
Bandwidth Demand-VN-1 3
Bandwidth Demand-VN-2 6
Bandwidth Demand-VN-3 9
CPU Processing Capacity
Demand-VN-1
0.1
CPU Processing Capacity
Demand-VN-2
0.5
CPU Processing Capacity
Demand-VN-3
1
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Table 7: Frequency-SetA: CPU Frequencies, Capacities and Operational Cost [12]
Frequency Option 1 2 3 4 5 6 7 8
Normalized Capacity .5385 .6038 .6692 .7346 .8 .8645 .9308 1
Power Consumption (watts) 60 63 66.8 71.3 76.8 83.2 90.7 100
Table 8: Frequency-SetB: CPU Frequencies, Capacities and Operational Cost
Frequency Option 1 2 3 4 5 6 7 8 9 10
Normalized Capacity .1 .2 .3 .4 .5 .6 .7 .8 .9 1
Power Consumption (watts) 10 20 30 40 50 60 70 80 90 100
Table 9: Frequency-SetC: CPU Frequencies, Capacities and Operational Cost
Frequency Option 1 2 3
Normalized Capacity .3 .6 1
Power Consumption (watts) 30 60 100
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due to heterogeneity.
Type-VR is similar to VHa except that we allow variation of the demand
to be uniformly chosen at random within each VN from a range, i.e., 〈h1, r1〉 =
〈unif{2, 3, 4}, unif{0.2, 0.3, 0.4}〉, 〈h2, r2〉 = 〈unif{5, 6, 7}, unif{0.5, 0.6, 0.7}〉,
〈h3, r3〉 = 〈unif{8, 9, 10}, unif{0.8, 0.9, 1.0}〉. The three types, type-H, type-VHa, and
type-VR, are used in the first group of studies (Case-1, Case-2, and Case-3) listed in Table
5.
Type-VHb listed in Table 6 are also heterogeneous demand but with an wider gap
for processing requirements between the three VN classes. This type was used in the rest
of studies (Cases-4 to Case-8).
For server frequencies, we used three sets of frequencies, labeled Frequency-
SetA, Frequency-SetB, and Frequency-SetC shown in Tables 7, 8, and 9, respectively.
Frequency-SetA was used in the small-scale DC study, Group-A (Case-1, Case-2, and
Case-3). Frequency-SetB was created for two purposes: to allow more frequency options
and to uniformly spread out normalized capacity; this set was used for in the large-scale
DC study, Group-B (Case-4, Case-5, and Case-6). Finally, Frequency-SetC with less fre-
quency option was created to understand the energy consumption gain with larger number
of frequency options compared lesser number of frequency options; this is used in Group-
C (Case-7 and Case-8) for the energy consumption study.
Recall that all arrivals for the dynamic traffic engineering simulation were gen-
erated randomly that follows a Poisson process. Also, note that with an increase in the
arrival load, the system may not have sufficient capacity to accommodate all requests.
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Thus, our simulation environment also recorded any requests that were not satisfied by
the system by tracking the blocked requests to determine the blocking rate. Through
our initial experimentation, we attempted to find the arrival rate for which the blocking
was approximately 1%. We refer to that arrival rate as a normal loaded network condi-
tion, and assigned the normalized load of 1.0. We then continued to increase the arrival
rate until we found the arrival rate for which the average blocking was approximately
10% to indicate highly overloaded condition. Also, through our initial experimenta-
tion, we chose the weight factors for each term in the objective (3.21) and set them as
α = 0.3, µ = 0.05, γ = 8.1 to understand the influence of the three cost components on
the overall provisioning cost. They were chosen to give higher importance on the DC-VN
mapping cost, followed by the bandwidth cost and finally, by the energy consumption
cost, without any one of them being delegated to being an insignificant cost.
For our dynamic traffic engineering simulation, we first determined the warm-up
time and then collected the data for a steady-state region after the warm-up time. For each
arrival rate, we used 10 independent seeds and reported the results on the average value.
We also computed the confidence interval and found the 90% confidence interval to be
approximately 5% in cost variation for low arrival rates to 2.5% for high arrival rates.
4.2.2 Scope and Motivation of this Study
The scope of the simulation study is to understand the following issues: (1) com-
parison of the optimization model and the heuristic for dynamic traffic engineering, (2)
service performance impact due to service heterogeneity as identified through VHa and
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VR types of demands and answer part of the questions we raised in subsection 1.3.1 of
chapter 1, and (3) reduction in power consumption due to our approach compared to the
benchmarking when all server runs at its maximum capacity (labeled as “no optimiza-
tion”).
In the following subsection 4.2.3, we discuss the three broad scopes of our study
while bringing up the postulates mentioned in 4.1.1 as applicable.
4.2.3 Result Discussion
4.2.3.1 Comparison between CPLEX and Heuristic
The purpose of our first set of experiments was to validate the performance of
the heuristic compared to the MILP solution obtained using CPLEX. Indeed, we did not
expect the MILP to scale to large problem instances, but hoped that our heuristic would
provide solutions that were reasonably close to the MILP solution from CPLEX. More
specifically, we compared them over the entire simulation duration for dynamic traffic
engineering, not at a particular review point. For performance measures, we used the
average cost and average blocking over the simulation duration.
Consider Case 1 first from Group-A, where the demands were homogeneous (H).
From Fig. 12(a), we observed that the maximum mean deviation between the result ob-
tained from CPLEX and the heuristic was 2.99% for the average cost of provisioning for
Case-1. This deviation was observed when the network was 50% more overloaded than
the normalized request arrival rate to the network for the existing resources. However, this
deviation did not increase as the load continued to go up, as we could see just a 1.75%
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deviation when the average arrival rate of the incoming traffic was 75% more than nor-
malized arrival rate. From this figure, we note that the cost incurred from the solution by
the heuristic is slightly higher than the CPLEX solution. Now, if we look at Fig. 12(b), we
can find that the maximum mean deviation between the heuristic and CPLEX is 3.69%
at the 75% overloaded condition. Overall, we note that the blocking caused by using
CPLEX was slightly higher than the heuristic at high overload. This can be understood
by the greedy nature of CPLEX at each review point in solving the MILP problem exactly.
The pattern of this deviation can be further explained by considering the fact that
the actual requests which were blocked by the heuristic and the MILP solution, might be
different ones. In other words, the requests accepted by each approach would be different
at a review point, meaning that their service durations would be different as well. Conse-
quently, the residual bandwidth and resources available at future review points seen by the
heuristic and the MILP approach could be different; this further led to requests blocked by
the heuristic being different than the MILP solution. That is, Fig. 12(a) and Fig. 12(b) do
not necessarily imply that the heuristic was better than CPLEX due to less blocking, but
it rather showed that the performance between CPLEX and the heuristic for demand type
H was almost similar in terms of average cost and average blocking. This observation is
also true for the three individual cost constituents (bandwidth, energy consumption, and
DC-VN mapping) as we can see from Fig. 12(c).
Next we considered Case 2, where each VN had a different bandwidth and re-
source demand, labeled as type VHa. From Fig. 13(a) and Fig. 13(b), the maximum mean
deviation between CPLEX and the heuristic is observed for VN class 3, which required
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additional resources per request compared to the other two VN classes. Higher resource
requirements means high blocking for this VN class and this difference widens as the load
increases. Again, the deviation in performance does not necessarily indicate that CPLEX
would be better than the heuristic, or otherwise. Even though the maximum overall block-
ing rate is 11.53%, the maximum blocking rate for VN class 3 is 19.11%, which illustrates
the performance deviation in a high blocking (overloaded) situation. We found that the
maximum difference in cost for the VN class to be 3.14%. From Fig. 13(c), we also note
differences in the bandwidth cost for VN3 between the heuristic and CPLEX; in addition
both the postulates are satisfied regardless of whether CPLEX or the heuristic is used for
this case.
We now briefly comment on the computation time between CPLEX and the
heuristic. For Case-1 and Case-2, we observe that our heuristic was approximately 240×
faster than CPLEX without much loss on the quality of the solution obtained in terms of
cost and blocking.
4.2.3.2 Service Impact due to demand types VHa and VR
In this subsection, we study the impact of traffic patterns, in particular the cases
of sets of heterogeneous requests (VHa, with fixed, but different resource requirements
for each VN class), and random variations in the resource requirements within each class
(VR) as listed in Case-3. We report results for the heuristic solution, since we have estab-
lished its solution quality in the previous subsection.
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In Fig. 14(a) and Fig. 14(b), we present how the cost and blocking varies respec-
tively for these two types of demands as the incoming load increases. We found that there
is little difference in blocking for VN-1 between Case-VHa and Case-VR. On the other
hand, this difference is noticeable for VN-2, and quite prominent for VN-3 as this class
requires significantly more resources. In other words, the VN class for which the resource
requirement for each request was randomly distributed within a range had a high blocking
rate compared to the VN class having the same resource requirements for each request.
The cost of providing connectivity for each VN customer is shown in (Fig. 14(a)). Nat-
urally, the cost of provisioning VN-1 is always the lowest, regardless of the arrival rate,
due to the lower resource requirements. Now, revisiting Postulates 1 and 2, we can see
that our result satisfied both the postulates. We also plot the bandwidth cost for each VN
as shown in Fig. 14(c) and observe almost the same behavior as in Fig. 14(a).
4.2.3.3 Cost and Service impact for Large Topology
We now move to Group-B of the study. We divide the study reported in this section
into two scenarios to address two sources of potential bottlenecks in the system. In the
first scenario, we investigated how different VN classes were treated by the data centers
when the servers’ processing capacity was the bottleneck—this is labeled as Case-4 of
Table 5. To consider this scenario, we provided abundant capacity to all links of the data
centers to ensure that no request would face blocking because of not getting the sufficient
amount of bandwidth that is required by that request; rather, the only blocking possible
in this scenario was due to the lack of server resources. From Fig. 15(a), we see that the
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cost of VN3 was always higher than the other two groups of VNs. However, the slope of
increase in cost for VN3 started to reduce after the incoming traffic load reached 1.3% of
the normal load as the blocking rate exceeded 10% (Fig. 15(b)) for this class. However,
for the other two classes, we noticed a steady slope of increasing cost.
We further observe that VN2, having the resource requirement in between VN3
and VN1, and its cost and blocking are also at the middle of these classes, presented in
Fig. 15(a) and Fig. 15(b). From Fig. 15(b), we can further observe that blocking for a
customer class with less resource requirements (like VN1) is always lower. Even with a
high traffic situation, the blocking rate for this class is less than 5%, where the blocking
rate for VN2 and VN3 reached at around 10% and 18%, respectively. In Fig. 15(c), the
bandwidth cost for each VN class shows that there is a similar behavior to Fig. 15(a).
Next, we investigated how the quality of service varied when the primary source
of the bottleneck was network capacity compared to the server resources being the bottle-
neck, i.e., Case-5. From Fig. 16, we see that VN class 3 was more strongly affected than
the other two classes. Thus, customers having a greater bandwidth requirement (i.e., VN
3), received worse treatment (more blocking) in a network having less link capacity com-
pared to other types of customer classes having less bandwidth requirements, especially
as the overload increases.
Again, both postulates held. However, the level of impact was different on the VN
with the highest resource requirements depending on where the bottleneck in the system
was.
Next, we tested the scalability of our framework using our heuristic for a larger
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data center system than Cases 4 and 5 by considering 8 entry points and 1,600 servers
in each data center; recall that this is listed as Case-6 in Table 5. We found that our
developed heuristic could find the solution for this large topology as well. We present the
average cost for each VN in Fig. 17. We noticed that the pattern of this figure is nearly
similar to demand type VH of Case-3 as shown in Fig. 14(a), and the postulates held.
4.2.3.4 Energy Consumption
Another aim of our work is to reduce energy consumption. To understand how our
approach helps to reduce energy consumption, we simulated two additional cases listed
as Group-C in Table 5. First, we considered the data center topology with four entry
points for the small-scale problem of 16 servers in each data center. We considered two
68
1 1.01 1.02 1.03 1.04
Normalized Arrival Rate
5000
6000
7000
8000
9000
10000
11000
12000
To
tal
 C
os
t
Arrival Rate Vs Per VN Cost
VN1
VN2
VN3
Figure 17: Per VN Cost: VHb (Case-6)
options. In the high frequency option (Case-7), we considered that the CPU of each server
could run at one frequency among ten different options, while in the low frequency op-
tion (Case-8), we reduced the number of frequency options to understand how the energy
consumption varied. From Fig. 18 and Table 10, we clearly observe that our approach
reduced the energy consumption by 84.83% at the low arrival rate (the best case with 10
frequency options available: Case-7) to 66.81% at the highest arrival rate (at the worst
case with low frequency options available: Case-8), compared to if all servers were run-
ning at the highest frequency (labeled as “no optimization”). From Fig. 18, and Table
10, we further observed that our approach gained more reduction in energy consumption
when the servers ran at more frequency options. We also point out that energy consump-
tion for the low frequency options was more than the high frequency options, especially
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Energy Optimization
when the incoming traffic load was high. Hence, in brief, the percentage of reduction in
energy consumption achieved through our approach depends on the granularity of avail-
able frequency in which the CPU of the servers could run.
Finally, to understand how much reduction in energy consumption could be
achieved through our approach for a large-scale problem, we further considered Case-
4 that consists of 800 servers, mentioned earlier in Table 5, compared to no optimization.
The findings are depicted in Fig. 19 and Table 10. From Fig. 19 and Table 10, we see that
our approach reduced the energy consumption to 69.02% of the maximum energy cost at
low arrival rate to 42.6% at the highest arrival rate compared to benchmarking with no
optimization. The most significant factor to notice from this figure is that the reduction in
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energy consumption was less compared to Fig. 18. The reason behind this is that, in this
case, we used the processing capacity of servers as the bottleneck. This means that all the
servers of the available data centers was in use at the highest arrival rate. This ensures
the maximum utilization of the servers’ processing capacity. In consequence, the energy
consumption cost became slightly higher than the result shown in Fig. 18. However, now
the energy consumption by the servers was far less compared to no optimization. From
these analyses, we can say that our approach can help in designing an energy efficient
data center networking system.
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Table 10: Percentage in Energy Reduction Achieved by our Heuristic compared to no
optimization.
Normalized Arrival Rate (small-scale) 1 1.25 1.5 1.75 2
Case-7: HFO 84.83% 81.17% 78.1% 75.16% 72.11%
Case-8: LFO 82.58% 78.21% 74.56% 70.44% 66.81%
Noramalized Arrival Rate (large-scale) 1 1.01 1.02 1.03 1.04
Case-4 69.02% 63.58% 56.44% 48.45% 42.60%
4.3 Summary
In this chapter, at first we analyzed how different VN classes with different amount
of resource requirements are treated by the DC network providers in terms of service
provisioning cost and request blocking for small-scale environment with a lower number
of servers and less amount of link capacity. Then, we analyzed the performance of our
developed cost effective heuristic with the MILP model solved using AMPL/CPLEX.
After being ensured that the heuristic can generate a solution where the cost and blocking
is close to the solution generated by the MILP model, we used the heuristic to analyze the
large-scale DC network environment with a higher number of servers and higher amount
of link capacity. We also analyzed how the service quality varies with servers’ capacity
as a bottleneck and link capacity as a bottleneck individually. Furthermore, we observed
how much reduction in energy consumption can be achieved using our approach for both
small-scale and large-scale cases.
The summary of our key observations is shown as below:
1. In a dynamic traffic engineering environment, our heuristic is comparable to the
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MILP formulation using CPLEX in terms of cost and blocking. Our heuristic is
approximately 240 times faster than CPLEX for small-scale problems and can be
used for large-scale problems.
2. In general, the VN class with a higher resource requirement faces significantly
higher blocking as the arrival rate increases while having a noticeably higher cost.
A small random perturbation on the resource requirement of the VN class with the
highest resource requirement can have a noticeably different performance impact
at a high arrival rate. This is even though the average resource requirement is the
same for both VN classes.
3. Blocking sharply increases at a much smaller overload for large-scale problems than
compared to the small-scale problems. This behavior is consistent with a single-
link loss system model (without routing and server selection) that can be computed
with the Erlang-B blocking formula. The nonlinear concave behavior of Erlang-
B blocking is well known as the load and capacity increase, impacting blocking,
especially when the services have heterogeneous bandwidth requirements; see [43,
Chapter 11] for a discussion.
4. Our approach reduces energy consumption by 42% to 84% depending on the gran-
ularity of the frequency options available and compared to when the servers are
running at the highest frequency.
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CHAPTER 5
LOAD BALANCING IN GEO-DISTRIBUTED DATA CENTERS
In this chapter, we first explain how our developed LBSel scheme can balance
the load among different geographically distributed DCs of a DC network provider while
maintaining a certain SLA. Then, we compare the performance of LBSel scheme with a
benchmark scheme LCSel where all the requests are at first directed to the cheapest DC,
if there is enough resources available. We use the individual DC cost, DC utilization,
total provisioning cost, and percentage of requests blocking as the parameters to compare
the performance between these two schemes. We also present the simulation environ-
ment setup and values of the parameters used for this study. Finally, we discuss how
our scheme can perform better by balancing the load efficiently to maintain certain SLA
through numerical analyses.
5.1 Adaptive Allocation Scheme (LBSel)
In this section, we present our proposed adaptive allocation scheme, LBSel. We
divide this section into three subsections such as system assumptions, how the LBSel
heuristic works, and cost analysis considering SLA violation.
5.1.1 System Assumptions
In this scheme LBSel, a DC is selected for satisfying a request in a way that
the scheme can balance the load as much as possible to reduce the penalty cost due to
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SLA violation. Our allocation approach considers new request arrivals at random from
customers, for which the resource allocation (both network bandwidth and host resources)
is done at each review point t ∈ T , where T is a discrete temporal window consisting of
review points. The duration of a new VN request that uses the DC is assumed to be
random. Note that since the DC is set up to serve VN customers, at any time instant,
there are existing VN tunnels and host resources allocated for prior requests. Thus, any
(micro-)workload that needs immediate access to resources, that is, workload that cannot
wait until the next review point, is assumed to be served by existing VN channels and
host resources assigned to the customers that were set up at earlier review points. Since
such immediate workloads are served through existing resources, they are not considered
in our case. In other words, the scope of our work is to consider new requests at review
points that are major requests requiring allocation of new bandwidths, VN tunnels, and
new resources.
To illustrate our approach, consider the DC topology shown in Fig. 2, which de-
picts just one site of the multi-location DCs. The entry point (EP) in a DC is then the
north-end and the serving host is the south-end of the north-south traffic. Our approach
assumes that a software-defined network (SDN) controller is used that is responsible to
operate the proposed heuristic to set up the allocations. A node is used as a compute
engine that communicates the decision to each controller associated with a DC.
In our framework, each request consists of a 2-tuple 〈h, r〉 where h is the band-
width demand and r is the processing resources required from a serving host. Thus, at a
particular review point t, if a VN customer k ∈ Kv(t) has a request, the request tuple is
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Table 11: Summary of the Notations used in LBSel Heuristic
Constants/Parameters:
D = Set of data centers, N = #(D)
Jd = Set of servers in data center d, H = #(Jd)
Id = Set of entry points in data center d
NS(i) = Subset of servers which are used for the requests entering through entry point i ∈ Id
V = Set of virtual networks
Kv(t) = Set of requests from virtual network v at review point t
F = Set of frequencies in which a particular server can run
Ld = Set of links in data center d
P vkdij (t) = Set of paths from entry point i to server j in data center d for request k from VN v
at review point t
bdjf = Power consumption in server j of data center d at frequency f
hvk(t) = Bandwidth demand for request k from VN v at t
rvk(t) = CPU processing capacity demand for request k from VN v at review point t
adjf = Capacity of server j of data center d at frequency f
cdl (t) = Available capacity on link l of DC d at review point t
mdj (t) = Server in use indicator: 1 if server j of data center d is in use, 0 otherwise
wcd = Weighted cost of using data center d
rsd = Request served by data center d in one turn
βd(t)= Normalized cost of data center d at review point t
gd = Proportional utilization of data center d
δ = Threshold of proportional utilization of data center d; a penalty cost q is be added if the
proportional utilization of a data center goes beyond this point
q = Penalty cost due to SLA violation
α, µ, γ: Weight parameters related to 3 individual cost that comprises total cost
Variables:
uvkd(t) = Binary decision variable to choose data center d to satisfy request k from virtual
network v at review point t
zvkdl (t) = Bandwidth needed on link l of datacenter d for request k from VN v at review point t
wvkdjf (t) = Binary decision variable to choose the optimum frequency f from the range of avail-
able frequencies of server j of data center d to meet the required demand of CPU processing
capacity for request k from VN v at review point t
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Algorithm 3 LBSel Heuristic - part 1
update adjf , f ∈ F, j ∈ Jd, d ∈ D
update cdl , l ∈ Ld, d ∈ D
update wcd, rsd, d ∈ D
1. d = 1
2. Kˆ =
∑
v∈V #(Kv)
3. while Kˆ 6= 0 && D == ∅ do
4. count v = 0
5. Change DC: for all i ∈ Id do
6. for all j ∈ NS(i) do
7. ifmdj == 0 then
8. sdj = max{adjf}
9. for all v ∈ V do
10. for all k ∈ Kv do
11. if βd == wcd && count v ≤ rsd then
// CPU Resource Allocation (Algorithm 2)
12. sdj , w
vkd
jf , r
vk =
CRA(v, k, d, rvk, sdj , F, a
d
jf , w
vkd
jf , j)
13. use shortest path p ∈ P vkdij , i→ j
// Bandwidth Allocation (Algorithm 3)
14. zvkdl , h
vk, count v, uvkd, Kˆ,mdj =
BA(p, l, c, hvk, k, v, d, zvkdl , u
vkd,mdj , count v)
15. else
16. d ++
17. if d = N + 1 then
18. d = 1
19. end if
20. go to Change DC
21. end if
22. end for
23. end for
24. end if
25. end for
26. end for
27. if
∑
j∈Jd m
d
j == H then
28. D = D \ d
29. end if
30. end while
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Algorithm 4 LBSel Heuristic - part 2
count blocking = 0
for all v ∈ V do
for all k ∈ Kv do
if rvk == 0 && hvk == 0 then
return uvkd, wvkdjf , zvkdl
else
count blocking ++
end if
end for
end for
Algorithm 5 LBSel CPU Resource Allocation (CRA)
CRA(v, k, d, r, s, F, a, w, jˆ)
/* This procedure allocates CPU resources to satisfy requets arrived at review point t */
1. if sdj ≥ rvk then
2. ad
jfˆ
= minf∈F,adjf≥rvk{a
d
jf}
3. if sdj ≥ adjfˆ then
4. sdj = s
d
j − adjfˆ
5. wvkd
jˆf
= 1
6. rvk = 0
7. end if
8. end if
9. return(s, w, r)
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Algorithm 6 LBSel Bandwidth Allocation (BA)
BA(p, l, c, h, k, v, d, z, u,m, count v)
/* This procedure allocates link bandwidth to satisfy requets
arrived at review point t */
1. cˆ = minl∈P {cdl }
2. if hvk ≤ cˆ then
3. for all l used in p do
4. zvkdl = c
d
l − hvk
5. end for
6. hvk = 0
7. count v ++
8. uvkd = 1
9. Kˆ = Kˆ − 1
10. mdj = 1
11. end if
12. return(z, h, count v, u, Kˆ,m)
further represented by 〈hvk(t), rvk(t)〉, which is to be served by DC d ∈ D. While the
bandwidth demand needs to be satisfied by the capacity of the links within the DC l ∈ Ld
from the entry point i ∈ Id to a server j ∈ Jd, the processing resources must be satisfied
by the servers’ available resources. We assume that there is a given set of paths P vkdij (t)
from entry point i to server j, which could be potentially different at each review point t.
For energy consumption, we consider that every server can run at a given set of
CPU frequencies f ∈ F . At each particular frequency, a server works at a particular
processing capacity adjf . A specific amount of power b
d
jf is required to run the server
at that frequency. If we run the server at the highest frequency, it offers the highest
processing capacity, but consumes the highest amount of power.
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5.1.2 How the LBSel Heuristic works
We solve the resource allocation problem at each review point t. For this, we use
our heuristic which is presented in Algorithm 3, 4, 5, and 6 in which we attempt to balance
the load among geo-distributed DCs to reduce SLA violation and accommodate as many
requests as possible while minimizing the resources requirement towards satisfying those
requests in order to reduce the overall cost. Note that Algorithm 3 calls the procedures
described in Algorithm 5 and 6. The algorithm is adaptive since it adjusts the number of
requests to be satisfied in one turn by a DC based on the weighted cost of that DC.
All notations used in our heuristic are summarized in Table 11. The input and
output of this heuristic are given below:
DC related Input: Number of DCs (N), all paths available p ∈ P vkdij i → j,
capacity of each link (cdl ), capacity of each server at different frequencies (a
d
jf ), wcd, rsd.
VN related Input: Resource requirement (rvk) and bandwidth requirement (hvk)
to satisfy the requests at review point t.
Output: Near optimal solution to satisfy a request or report that request as
blocked.
Algorithm 3: At first, the heuristic updates the existing capacity of resources based
on the given input discussed above. To find the best way of allocating resources, the
heuristic picks one DC among all available DCs and continues to use it until it reaches
the max. number of requests it can serve in one turn based on the weighted cost. Then,
the turn to serve the requests is given to another available DC and the number of requests
served by that DC depends on its weighted cost as well. In this way, all available DCs
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get their turn to serve requests as round robin fashion. Therefore, when all the DCs com-
plete their turn, the DC used at the first attempt, gets the turn to serve VN customers back
again. This is how the process continues until all the incoming requests at a particular
review point are served or the resources (servers and link capacity) of all available DCs
are exhausted. If all the requests at a particular review point cannot be served with exist-
ing resources, then the requests which are not satisfied are reported as blocked requests.
Thus, our heuristic also enables us to compute the blocking rate under a particular load
condition.
When the turn of one of the available DC comes, the heuristic starts with one
entry point (EP) of that DC and continues to allocate requests through this until either
all neighbor servers (NS) or all required links to establish a path from that entry point
to an NS are occupied. By neighbors, we mean that two edge switches are considered
as the neighbor edge for each entry point; then, for a particular entry point, the servers
which are connected to this neighbor edge of the EP are considered as a NS for this entry
point. From all the available neighbor servers, the heuristic picks a server from a neighbor
server rack and continues to use the servers from that rack until all servers are occupied.
When all the servers from that rack are occupied or do not find enough capacity for any
of the required links to establish a path, the heuristic starts with another neighbor server
rack. This way the heuristic continues to allocate the available resources to satisfy all the
requests arriving at a review point.
Algorithm 4: The purpose of this algorithm is to report the final solution in terms
of which DC to be used, how much link capacity needs to be allocated from which link
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inside the DC, and how much CPU processing capacity is provided from which server
to satisfy individual request. The requests which cannot be satisfied due to not having
enough resources are reported as blocked requests. This report is created for all the re-
quests arrived at review point t after computing the required resource allocation done by
algorithm 3.
Algorithm 5: In our approach, a server’s goal is to fit as many requests as it can. To
do so, at first, this server starts with the maximum available capacity and continues to fit
requests until it reaches the limit of its capacity or all the considered requests are allocated
with required compute resources. While doing so, from all the available capacity of that
server, the heuristic tries to find the minimum capacity using which resource requirement
from one request can be satisfied. After finding the minimum resource requirement, this
quantity is reduced from the maximum available capacity. Through this, the heuristic is
able to determine the best capacity in which a server should run. Furthermore, the heuris-
tic gives us the information that by running the server at this frequency, how processing
capacity that is generated is fractionally allocated among different requests.
Algorithm 6: After being ensured about the resource fulfillment from a server, the
heuristic uses the shortest path to route all the requests that can be satisfied by that server
from the entry point to the targeted server. Now, for all the requests served by this server,
once the shortest path is established, link capacity is modified by reducing the required
link capacity from the currently available link capacity (from the given input in the review
point) for each link. If there is not enough link capacity available to satisfy the bandwidth
requirements of a newly arrived request, then, that request will be blocked.
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5.1.3 Cost Analysis considering SLA Violation
We use the following formula to compute the total provisioning cost:
cost = α
∑
d∈D
∑
v∈V
∑
l∈Ld
zvdl (t) + µ
∑
d∈D
∑
j∈J
∑
v∈V
∑
f∈F
bdjfw
vd
jf (t) + γ
∑
d∈D
∑
v∈V
wcdu
vd(t) (5.1)
From eqn. (5.1), we can see that the total cost consists of three sub cost where the first
cost is for using the amount of bandwidth, the second cost is due to the energy usage
and the third cost incurs from using that data center which is dependent upon the cost
of bandwidth and energy in the location where the DC is situated. wcd varies based
on the spatial diversity of price of bandwidth and energy. For simplicity, we consider
that wcd does not vary based on the total amount of bandwidth and energy usage. It
is fixed for a DC in a particular location. We consider an SLA which requires that the
proportional utilization of a DC to be within a threshold (δ) value. If the proportional
utilization of a DC goes beyond this threshold, an additional penalty cost is incurred.
Proportional utilization is the percentage of the requests served by a DC. For example:
if there are 100 ongoing requests at the same time and 20 of them are satisfied by a DC,
then the proportional utilization of that DC is 20%. If the proportional utilization of a
DC goes beyond δ, then the SLA is violated. Therefore, the SLA is between DCs. Now,
considering this SLA violation, eqn. (5.1) is extended as follows (here, z+ = max{z, 0}):
Total cost = cost+ q
∑
d∈D
(gd − δ)+ (5.2)
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Table 12: DC Related Parameters (Geographical Load Balancing)
Number of links in each DC 56
Capacity of each link 600
Number of nodes in each DC 820
Number of Entry points 4
Number of Servers 800
5.2 Simulation Study Setup and Parameter Values
To conduct our study, we compare our scheme LBSel with a benchmark scheme
LCSel where all the requests are directed to the cheapest DC if resources are available
without considering load balancing. LCSel also uses a heuristic similar to LBSel except
the concept of weighted distribution. We used the DC topology shown in Fig. 2. In the
first set of extensive study, we used two DCs (N = 2) to select from; later, we also
used 5 DCs to test whether our allocation scheme is proportional to the weighted costs
of each DC. Here, two DCs are heterogeneous in a sense that the usage cost of them are
different means one is cheaper than another. However, the resources available in each
DC are considered to be identical in this study; each consisted of Id = 4 entry points
and Jd = 800 servers and all links inside the DC are set with the same capacity. We set
P vdij (t) = 4 paths from an entry point to a server among which only one path will be used
for a specific request for the duration of this request. Parameter values used for the DCs
are summarized in Table 12.
From the study point of view, we wish to measure the efficiency of our algorithm
as the weighted cost varies. So, we vary the wcd for one DC from 1 to 2 in increments
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Table 13: CPU Frequencies, Capacities and Power Consumption (watts)
Frequency Option 1 2 3 4 5 6 7 8 9 10
Normalized Capacity .1 .2 .3 .4 .5 .6 .7 .8 .9 10
Power Consumption 10 20 30 40 50 60 70 80 90 100
Table 14: Number of Requests Served by a Data Center in One Turn Based on the
Weighted Cost
Weighted Cost(wcd) 1 1.2 1.4 1.6 1.8 2
Number of Request Served(rsd) 20 18 16 14 12 10
Table 15: Values Associated with the Demand used in Geographical Load Balancing
required by customers from different VN classes.
Parameters Values
Bandwidth Demand-VN-1 3
Bandwidth Demand-VN-2 6
Bandwidth Demand-VN-3 9
CPU Processing Capacity Demand-VN-1 0.3
CPU Processing Capacity Demand-VN-2 0.6
CPU Processing Capacity Demand-VN-3 0.9
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of 0.2 for that DC, where we keep the wcd for other DC as fixed at 1. wcd is the total
weighted cost that is incurred by using DC d. Our assumption of the total cost for getting
service from a DC consists of bandwidth cost and the energy cost of the server. By using
a higher value of wcd for a DC, we simply assume that the combination of bandwidth and
energy cost is higher for that DC due to its geo-location as we know that the bandwidth
cost and energy cost have spatial diversity. The number of requests to be served in one turn
by a DC is determined based on the value of wcd of that DC (see Section 5.1). However,
we must choose this number carefully. After doing some preliminary simulation, we
determined a suitable value for this number to maximize the utilization of each DC (load
balancing) while keeping the provisioning cost and blocking within an acceptable limit
as well. The number of requests served in one turn by a DC (based on wcd) used for this
study is shown in Table 14.
We consider V = 3 VN classes that generate requests. A request is represented
by the tuple 〈h, r〉. We vary 〈h, r〉 to create different VN classes. The demand type we
use for these VNs is generated by considering the variation between different VNs while
keeping the request same within each VN, i.e., 〈h1, r1〉 = 〈3, 0.3〉, 〈h2, r2〉 = 〈6, 0.6〉,
〈h3, r3〉 = 〈9, 0.9〉 as shown in Table 15. We assume that the request arrivals follow a
Poisson process since an earlier study found that the batch arrivals to DCs follow Poisson
process [27] and the service duration for the request arrivals is assumed to follow the
negative exponential distribution with an average value of 5 time units measured in terms
of the number of discrete review points.
Note that with an increase in the arrival load, the system may not have sufficient
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capacity to accommodate all requests. Thus, our simulation environment also recorded
any requests that were not satisfied by the system by tracking the blocked requests to
determine the blocking rate. Through our initial experimentation, we attempted to find
the arrival rate for which the blocking was approximately 1%. We refer to that arrival
rate as a normal loaded network condition, and assigned the normalized load of 1.0. We
then continued to increase the arrival rate until we found the arrival rate for which the
average blocking was approximately 7% to indicate highly overloaded condition. Also,
through our initial experimentation, we chose the weight factors for each term in the cost
of eqn.(5.1) and set them as α = 0.3, µ = 0.05, γ = 8.1 since we found these values to
provide a proper balance among the three cost components, without any one term being
more dominant than the other two terms.
For simulation, we first determined the warm-up time and then collected the data
for a steady-state region after the warm-up time. For each arrival rate, we used 10 in-
dependent seeds and reported the results on the average value. We also computed the
confidence interval and found the 90% confidence interval to be approximately 5% in
cost variation for low arrival rates to 2.5% for high arrival rates. To compute the power
consumption cost which is a part of the total cost, we use the power consumption and
processing capacity of a particular server that runs at a specific frequency, as shown in
Table 13. We consider fractional power consumption for using a fraction of capacity to
satisfy a request from the capacity in which the server was originally running, since at
some instances, one server can satisfy multiple requests.
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5.3 Result Analysis
We divided our analysis into two parts. From subsection 5.3.1 to 5.3.4, we used 2
DCs to show a comparative analysis of our scheme (LBSel) and the benchmark scheme
(LCSel) based on how the individual DC cost, individual DC utilization, total provisioning
cost, and blocking rate vary with the different weighted cost under certain network load.
Then in subsection 5.3.5, we used 5 DCs to show that our allocation scheme follows the
weighted cost proportionally.
5.3.1 Individual DC Cost
The DC cost is calculated by considering the third part of the cost (eqn: 5.1).
Under a normal loaded condition, using our scheme we can keep the cost of the two DCs
almost similar regardless of increasing the weighted cost. However, as we increase the
load of the system, the cost of the expensive DC starts to increase with the increment of
the weighted cost of that DC. The reason behind this is that as we increase the load even
though we try to fit more requests to the cheaper DC, the resources of it become exhausted
and the remaining requests need to use the expensive DC. Therefore, from the point of
view of balancing cost between two DCs, our scheme can work at its best under normal
load condition because of less requests being directed towards the expensive DC by force.
However, as we can see from Fig. 20(a) to 20(d), our scheme can achieve a prominent
success in keeping a balance between the cost of two DCs compared to the benchmark
scheme.
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Figure 20: DC Cost: Scheme-1 vs. Scheme-2 under Different Load Condition
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5.3.2 Individual DC Utilization
Recall that, the utilization of a DC is computed based on the percentage of requests
served by that DC. From Fig. 21(a) to 21(d) depicts the comparison between our scheme
and benchmark scheme for balancing DC utilization. From these figures, it is obvious
that our scheme can obtain a better load balancing from normal loaded condition to very
heavily loaded condition. The gap between the two schemes decreases as the network load
increases which is also due to the forced entry into the expensive DC as the resources of
the cheaper DC gets occupied.
5.3.3 Total Provisioning Cost
The cost is calculated using eqn: 5.2 of Section 5.1. From Fig. 22(a) to 22(d)
depicts the variation in total cost under different load condition. In each sub-figure, we
presented the comparison between our scheme LBSel and the benchmark scheme LCSel.
We varied the value of penalty weight, q. We tested for three values of threshold
δ: 0.55, 0.575, and 0.60. For δ = 0.55, the representative values of q1 (normalized to per
arrival) that we tested were 0.76, 1.16, 1.52, 1.78 and for q2, we used 0.32, 0.5, 0.74, 1.16
from normal to heavy loads. For δ = 0.575, q1 used were 0.76, 1.16, 1.52, 2.4 and for
q2, we used 0.35, 0.59, 0.93, 1.76 from normal to heavy loads. Finally, for δ = 0.6, we
used 0.76, 1.16, 1.57, 4.98 for q1 and 0.42, 0.73, 1.25, 3.64 for q2. In fig. 22(a) to 22(d),
we showed the result for δ = 0.575. We did not show other results as they also show a
similar behavior. From this analysis, we can state that for normal loads, it is better to have
the penalty incurred to be a low factor for the system to benefit from load balancing. On
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Figure 21: DC Utilization: Scheme-1 vs. Scheme-2 under Different Load Condition
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Figure 22: Total Provisioning Cost: Scheme-1 vs. Scheme-2 under Different Load Con-
dition [δ = 0.575]
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the other hand, in overloaded situations, much more traffic is denied acceptance and the
data center loads are also highly utilized in both data centers so that load balancing does
not result in much improvement in avoiding SLA violations.
5.3.4 Blocking
From Fig. 23(a) to 23(d), we can see that the blocking is always higher in our
scheme LBSel than benchmark LCSel scheme. However, there are two interesting fac-
tors to observe: first, the blocking of our proposed scheme continues to increase as the
weighted cost of expensive DC increases. This is due to the fact that with the increment of
the weighted cost, the number of requests served by expensive DC in one turn decreases
and more swapping is done between DCs. As a result, such a situation may arise when the
last server used in a turn may serve fewer requests than its capacity as the turn of that DC
ends. To reduce this, we can increase the number of requests to be served in one turn, but
then we will achieve less performance in balancing the load between two DCs. Second,
the variation in blocking continues to reduce as the load of the system increases. This is
due to the fact that under heavy load, blocking due to load is the prominent factor behind
the total system blocking than the blocking incurred due to swapping between DCs (used
in LBSel).
It may be noted that blocking sharply increases at a much smaller overload for
large-scale systems. This behavior is consistent with a single link loss system model
(without routing and server selection) that can be computed with the Erlang-B blocking
formula for large offered loads. The nonlinear concave behavior of Erlang-B blocking
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Figure 23: Blocking Rate: Scheme-1 vs. Scheme-2 under Different Load Condition
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Table 16: Distribution of Load among 5 Geo-distributed DCs based on their Weighted
Cost
DC# 1 2 3 4 5
wcd 1 1 1.2 1.2 1.2
Percentage of Request Served 24.18% 22.9% 18.7% 17.61% 16.61%
wcd 1 1 1.6 1.6 1.6
Percentage of Request Served 26.5% 25.4% 17.25% 16.21% 14.63%
wcd 1 1 2 2 2
Percentage of Request Served 30.94% 28.97% 13.87% 13.27% 12.95%
is well-known as the load and capacity increase impacting blocking, especially when the
services have heterogeneous bandwidth requirements; see [43, Chapter 11] for a discus-
sion.
5.3.5 Proportionality of Allocation
Next, we tested on 5 geo-distributed DCs using our heuristic to see whether our
allocation scheme follows the weighted cost proportionally. We found that our devel-
oped heuristic could balance the load for 5 geo-distributed DCs based on weighted costs;
see Table 16. We understand that a DC provider with multiple DCs having nearly same
amount of weighted cost should balance the load among available DCs almost equally.
However, if the weighted cost varies by a big margin then, the DC provider should choose
the cheaper DC to serve more percentage of requests while ensuring that the cheaper
DCs are not over-utilized and the expensive DCs are not underutilized; this is where our
heuristic was able to follow the allocations to different DCs based on their weights costs.
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5.4 Summary
In this chapter, we proposed an adaptive allocation scheme LBSel which can bal-
ance the load efficiently among different geographically distributed DCs while maintain-
ing certain SLA. We presented how the SLA variations and different amount of load affect
the balancing of individual DC cost and utilization. The summary of the key observations
is discussed as below.
Compared to the benchmark scheme, we achieve the following with our proposed
LBSel scheme:
• Total provisioning cost reduces up to 7.5%.
• The proportional utilization of the low cost DC can be reduced up to 30% for normal
loads and 24% for heavy loads.
• The SLA violation and its impact depends on the threshold (δ) used and the penalty
weighs, factoring in on normal and heavy loads.
Hence, similar to almost all existing system there is a trade-off in our scheme too.
However, since the blocking increment is not that significant even in worst case, hence,
using our scheme can help the cloud service providers to achieve a better load distribution
among DCs with different cost factor without violating SLA in most cases.
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CHAPTER 6
OPTIMAL CONNECTIVITY BETWEEN INTER DC NETWORKS
In this chapter, we present our approach of providing an optimal connectivity
mechanism to interconnect the geographically distributed cloud DCs considering mini-
mizing the bandwidth cost, and link and dc level load balancing. In chapter 3, 4, and 5,
we considered routing inside the DC or intra DC network. However, in this work, we
do not consider the internal architecture of DC, rather we consider the inter DC network.
In this chapter, at first we present the MILP model that addresses the above mentioned
goals. Then, we discuss the simulation setup environment and finally, we analyze the per-
formance of our approach in terms of average and maximum link utilization and average
number of path used for both fixed demand and lognormal distribution demand.
6.1 Problem Formulation
To depict the problem, consider the topologies shown in Figs. 24 and 25, which
depict the Abilene and Agis topologies, respectively. The PoPs are indicated with black
dots and the DCs are indicated with red dots. In our model, we assume that ISPs also
operate all DCs, and thus, it has full control over both the network and the data centers.
While currently in practice, many DCs are provided by independent DC providers, and
many large ISPs are starting to have their own DCs so that they can control customers’
traffic and revenue in their own network.
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Figure 24: Abilene Topology
Figure 25: Agis Topology
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In our model, each request consists of 2-tuple 〈h, r〉 where h is the bandwidth
demand of a request and r is the resource demand needed from a DC. Our notion of a
request is a collective request, not an individual user’s request for the purpose of traffic
engineering. Thus, bandwidth demand suits well for this purpose. Certainly, a DC can
serve requests from multiple PoPs. We assume that there is a given set of paths P dip from
PoP i to DC d. The bandwidth request from one PoP to one DC can also be split among
available paths from that PoP to that DC in our problem context as discussed later in our
formulation. Therefore, the portion of the bandwidth demand that needs to be satisfied by
an available path, needs to be satisfied by the capacity of all the links, cl, l ∈ L associated
with that path p ∈ P dip from a PoP to the DC. The resource request must be satisfied by
the capacity of the chosen DC or DCs given by ad, d ∈ D. Thus, at a particular instant,
for a request q ∈ Qi from PoP i ∈ I , the request tuple is further represented by 〈hiq, riq〉,
which is to be served by a DC from the available DCs d ∈ D. Notations used in our
model are summarized in Table 17.
6.1.1 Constraints
Consider an individual request q from PoP i consisting of two tuple 〈hiq, riq〉,
that is to be satisfied by a data center. This can be indicated through the binary decision
variable wdiq satisfying the following conditions:
∑
d∈D
wdiq = 1, q ∈ Qi, i ∈ I (6.1)
That is, just one wdiq will be 1 for every q ∈ Qi, i ∈ I to indicate the selected data
center d. Next, we need to find a single path p for this request from PoP i to this data
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Table 17: Notations used in Optimal Connectivity Formulation
Constants:
D = Set of data centers
I = Set of point of presence (PoP)
Qi = Set of requests at PoP i
L = Set of links
P dip = Set of paths from PoP i to datacenter d
M = A large positive number
ε = A very small positive number
hiq = Bandwidth demand generated by request q at PoP i
riq = Resource demand generated by request q from PoP i
hi = Bandwidth demand generated from PoP i
ri = Resource demand generated from PoP i
cl = Available capacity on link l
ad = Capacity of data center d
δdipl(t) = Link-path indicator: 1 if path p which is set up from PoP i to data center d uses
link l in order to satisfy demand of PoP i by data center d, 0 otherwise
α, µ, γ = Weight parameters related to 3 optimization objectives
Variables:
wdiq = Binary decision variable (0/1) for request q from PoP i to select data center d
vdiqp = Binary decision variable (0/1) for selecting path p for request q from PoP i to data
center d
ydi = Bandwidth allocation for traffic from PoP i to data center d
xdip = Bandwidth allocation in path p, if traffic from PoP i to data center d uses path p
zdil = Bandwidth requirement on link l for PoP i to be satisfied by data center d
u = Max. utilization of any link
z˜dil = Binary decision variable to indicate whether link l is used to establish path from PoP
i to data center d (this parallels zdil)
gdi = Resource allocation for traffic from PoP i to data center d
y˜di = Binary decision variable to indicate that traffic originated from PoP i is served by data
center d (this parallels ydi )
kd = Max. utilization of DC d
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center. If we indicate the path decision variables by vdiqp, then selection of a single path is
indicated by the following relation
∑
p∈P dip
vdiqp = w
d
iq, q ∈ Qi, i ∈ I (6.2)
When a data center is not selected, the corresponding wdiq is zero, and then for
these cases, the above constraint is vacuous.
Since at any instant, there are many requests q from a PoP to a data center, a subset
of them will go to a particular DC. In other words, the requests will be spread out among
multiple data centers. Thus, from a traffic engineering point of view, we can take an
aggregated approach instead of looking at each request individually. This view allows us
to sum up all requests from a PoP, i.e.,
∑
q∈Qi hiq = hi,
∑
q∈Qi riq = ri. Secondly, instead
of using binary decision variables for each request, we can view the traffic distribution
as proportional to different data centers, allowing us to use a real variable to represent
the amount of allocation. Therefore, for the rest of the discussion, it suffices to use this
aggregated view and consider the problem in terms of a demand request as 〈hi, ri〉 from
PoP i, instead of 〈hiq, riq〉.
With this aggregation, the total amount of the bandwidth demand originated by the
requests from a particular PoP i is the summation of the bandwidth that is to be allocated
from PoP i to all chosen DCs d to satisfy those requests:
∑
d∈D
ydi = hi, i ∈ I (6.3)
The bandwidth that is allocated to a particular path from PoP i to DC d is given
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by using the path flow variables xdip:∑
p∈P dip
xdip = y
d
i , i ∈ I, d ∈ D (6.4)
If any bandwidth is allocated on particular path p to satisfy a portion of the request
of bandwidth demand hi from any PoP i, then all the links associated with that path have
to carry that portion of demand hi. Therefore, we can determine the flow on each link
l ∈ L: ∑
p∈P dip
δdiplx
d
ip = z
d
il, l ∈ L, i ∈ I, d ∈ D (6.5)
The total amount of bandwidth required from one link l must not exceed the ca-
pacity of that link times the maximum utilization of any link. This constraint is required
to ensure link level load balancing.
∑
i∈I
∑
d∈D
zdil ≤ clu, l ∈ L (6.6)
Note that the maximum utilization of any link cannot be more than 1 at any point.
u ≤ 1. (6.7)
Constraints (6.8) and (6.9) are used to identify the links that are used to establish
the paths from PoP i to DC d.
zdil ≤Mz˜dil, l ∈ L, i ∈ I, d ∈ D (6.8)
zdil ≥ εz˜dil, l ∈ L, i ∈ I, d ∈ D (6.9)
Now, the total amount of the resource demand originated by the requests from the
particular PoP i is the summation of the resources that is allocated to all chosen DCs d to
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satisfy those requests: ∑
d∈D
gdi = ri, i ∈ I (6.10)
Next, we introduce a binary shadow variable y˜di corresponding to y
d
i to track one-
to-one mapping from PoP i to data center d by using a large positive number M and a
small positive number ε. Then, we address resource allocation of gdi to the appropriate
tuple 〈i, d〉, ensuring this is in accordance with shadow variable y˜.
ydi ≤My˜di , i ∈ I, d ∈ D (6.11)
ydi ≥ εy˜di , i ∈ I, d ∈ D (6.12)
gdi ≤My˜di , i ∈ I, d ∈ D (6.13)
gdi ≥ εy˜di , i ∈ I, d ∈ D (6.14)
The resource requirement generated by the requests coming from all PoPs i ∈ I to
data center d must not exceed the available resources of that data center times the maxi-
mum utilization of any DC. This constraint is required to ensure DC level load balancing.∑
i∈I
gdi ≤ adkd, d ∈ D (6.15)
Since the maximum utilization of DC d cannot be more than 1, we have
kd ≤ 1, d ∈ D (6.16)
Note that the advantage of parameter kd is that our model is applicable to the
scenario when the maximum DC utilization for each data center is set to different values
than one.
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6.1.2 Objective Function
We consider three goals: minimize bandwidth cost of routing, minimize the max-
imum link utilization, and to load balance DC resource utilization. Since these goals
are of different types, we take a utility function-based approach by assigning weights to
these three components that form the objective function. Different weight parameters,
α, µ, γ, allow us to understand the influence of each term on the overall decision. Thus,
the objective function can be written as:
minα
∑
i∈I
∑
d∈D
∑
l∈L
z˜dil + µu+ γ
∑
d∈D
kd. (6.17)
In summary, the goal of the optimization problem is to minimize eqn. 6.17 subject
to the constraints 6.3 - 6.16.
6.2 Simulation Study Setup
To conduct our study, we used two topologies, Abilene and Agis, shown in Fig. 24
and 25, consisting of a set of PoPs and geo-distributed DCs. The location of these DCs
is chosen from Google’s current DC locations in the US. We set a maximum number of
Table 18: Topology Related Parameters (Abilene and Agis)
Topology Name Abilene Agis
Number of PoPs 11 25
Number of Data Centers 3 5
Number of links 17 35
Number of paths from a PoP to a DC 5 10
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Table 19: Scenario Table (Group-A): h varied while ri = 40, ad(Abilene) =
200, ad(Agis) = 500
Scenarios Description α µ γ
Scenario-1 Using nearest DC 0.33 0.33 0.33
Scenario-2 Link level load balancing 0.01 0.98 0.01
Scenario-3 Both link and DC level load balancing (prior-
ity given on link level)
0.01 0.745 0.245
Scenario-4 Both link and DC level load balancing with
same priority
0.01 0.495 0.495
Table 20: Scenario Table (Group-B): geographically skewed Resources r while
hi(Abilene) = 50, hi(Agis) = 25
Scenarios Description α µ γ
Scenario-5 Both link and DC level load balancing (prior-
ity given on link level)
0.01 0.745 0.245
Scenario-6 Both link and DC level load balancing with
same priority
0.01 0.495 0.495
Scenario-7 DC level load balancing 0.01 0.01 0.98
paths from a PoP to a DC where a bandwidth demand generated from a PoP can be split
among all the available paths to reach the chosen DC. We consider the capacity in the
directly connected links between a PoP and a DC to be 1000. For all other links, we
consider the capacity as 100. Parameter values used for the topologies are summarized in
Table 18.
To solve the optimization model at any instant, we use an AMPL/CPLEX
(v 12.6.0.0) tool environment. For the experiments we conducted, solving the MILP
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model using CPLEX took a minimum of 0.05 and 0.66 (scenario-1) seconds to a maxi-
mum of 1.16 and 67.49 seconds (scenario-3) for Abilene and Agis, respectively, and based
on the different conditions set up at different scenarios and amount of bandwidth demand.
In most cases, the MILP problem was solved optimally. For the instances when it was not
solved optimally, the highest optimality gap for Abilene was observed to be 0.52%, while
for Agis, the gap was observed to be 3.39%.
Recall that a request is represented by the tuple 〈h, r〉. We varied h and r sepa-
rately for different scenarios as shown in Tables 19 and 20. For simplicity, we consider
the capacity of a data center as a whole that is used to satisfy the resource requirements
(r) generated from the PoPs. We used both fixed demand (FD) and lognormal distribution
(LD) of the bandwidth requirement generated from PoPs. LD was used since an earlier
study found the distribution of traffic to follow a lognormal distribution in wide area net-
works [47]. We kept the average value of required bandwidth of all PoPs the same for
both FD and LD. The standard deviation for LD was 0.885. For each case of LD, we used
5 independent runs and report the results on the average value.
We varied the value of the weight parameters associated with the individual ob-
jectives of the composite objective to understand how it affects the system to give an
indicator to the cloud service providers about the importance of each individual objective.
We divided our study into two major parts, which motivated us to divide the scenario
table into two parts (Group-A and B) as well. These studies reflect a number of system-
atic changes to understand the impact. In Group-A, we wanted to see how the average
and maximum link utilization and average number of links used per path change as we
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uniformly vary the bandwidth demand (hi), while keeping the resource demand fixed. In
Group-B, we wanted to study how the geographically skewed resources generated by the
spatial and temporal variation of traffic generation affects the choice of a DC by using the
metrics similar to Group-A.
In scenario-1, the value of the weight parameters is the same for all the individual
objectives. However, the maximum link utilization and maximum DC utilization are al-
ways less than one as usage cannot go beyond the maximum available capacity. The value
of another objective, which is minimizing the number of links per request, is significantly
larger (first objective in the composite objective). So, multiplying these objectives with
the same weight factors means that choosing the nearest DC (requires a less number of
links in the path from the request generating PoP to that DC) is almost the sole priority.
In scenario-2, the weight factor associated with link level load balancing is very
high compared to the other two objectives that indicate that link level load balancing is
the main priority while minimizing the number of links used per request is also important.
As we mentioned earlier, the value of the first objective is already high, so even though
we multiply it with a small value weight factor, it will still have a strong influence in the
overall decision. We want to ensure that choosing the nearest DC is always an important
factor as the bandwidth cost and link congestion is affected by this.
In scenario-3, we chose the value of the weight parameters in such a way that
importance can be given to all three individual objectives. The physical significance of
this is that at first, the request from a PoP will try to be served by the nearest DC if the links
associated with the path are not over utilized/congested and the request serving DC is not
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Table 21: Skewed Resource Requirement from the PoPs (Used in Scenario-5, 6 and 7)
Abilene Topology
r1 r2 r3 r4 r5 r6 r7 r8 r9 r10 r11
90 80 70 20 80 30 30 20 10 5 5
Agis Topology
r1→5 r6→10 r11→15 r16→18,20,21 r19,22→25
100 50 25 20 5
over utilized as well. Here, we give more importance on link level load balancing than
DC level load balancing. In scenario-4, we adjusted the value of the weight parameters to
give equal importance on both link and DC level load balancing.
Scenarios 5, 6, and 7 (”Group-B”) are used to analyze how the choice of request
serving DC varies due to geographically skewed resource requirements with different DC
capacities using parameters, resource, and DC capacity as shown in Tables 20, 21, and
22, respectively. Note that since there are 3 DCs for Abilene, a4 and a5 are not applicable
and marked with ‘X’ in Table 22.
Table 22: DC Capacity Used in Scenario 5, 6 and 7
Topology Name a1 a2 a3 a4 a5
Abilene 200 200 400 X X
Agis 125 250 250 1000 1000
Our motivation for the choice of the values of the parameters presented in our
study was to create different scenarios to check how different system metrics vary. While
we discuss a number of results using the above parameter values, we have two main
postulates.
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Postulate-1: we postulate that when choosing the nearest DC is the prime objec-
tive, the average number of links used per path and the average link utilization will be less
compared to the situation where more importance is given on load balancing.
Postulate-2: In case of geographically skewed resources in one region of the topol-
ogy, the average number of links used per path will continue to increase if we keep in-
creasing the importance on DC level load balancing.
6.3 Result Analysis
6.3.1 Group-A: Average and Maximum Link Utilization
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Figure 26: Link Utilization(Abilene): Scenario-1 vs. Scenario-2
We presented a comparison between scenario-1 and 2 in terms of average and
maximum link utilization in Fig. 26 and 27 for Abilene and Agis, respectively. By vary-
ing the bandwidth requirement in an increasing order for FD, we can see that the avg. link
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Figure 27: Link Utilization(Agis): Scenario-1 vs. Scenario-2
utilization was lower in scenario-1 compared to scenario-2, while the max. link utiliza-
tion was higher under a less overloaded condition. However, as the bandwidth demand
increases, at some point the value of these metrics became the same for both the scenarios.
The key point to be noted here is that when the bandwidth demand was high, the
links associated with the shortest path to the nearest DC did not have enough capacity to
support the bandwidth requirement and that is why the requests had to use an alternate
path (not shortest path) to reach the chosen DC in scenario-1. For LD, the avg. link
utilization was always lower in scenario-1 compared to scenario-2 while the max. link
utilization was always higher. So, postulate-1 holds. For scenario-3 and 4, we found a
very subtle increment compared to scenario-2 for both metrics, so we did not plot them
here.
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Figure 28: Average Number of Links Used per Path (Abilene)
6.3.2 Group-A: Average Number of Links Used per Path
In Fig. 28 and 29, we presented an analysis on how the average number of links
used per path varies for Abilene and Agis, respectively. For FD, we can see that in
scenario-1 where we focus primarily on using the nearest DC, the average number of
links used per path increased under an overloaded network condition. Thus, to satisfy
the bandwidth demand, it automatically had to use the alternate path. This indicates that
the requests were served by the shortest path up to a certain point of bandwidth demand
requirement. In scenario-2, when we primarily focused on link level load balancing, the
average number of links used per path was higher than in scenario-1 as it was using the
alternate path to go to the chosen DC. However, at some point, it merged with scenario-1
(Abilene) for not having enough capacity in the links associated with the shortest path,
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Figure 29: Average Number of Links Used per Path (Agis)
and it had to choose the alternate path.
Now, we can see that more links have been used per path in scenario-3 compared
to 2 and 1, and the highest value of this metric can be seen in scenario-4. From this, we
can see that when DC level load balancing gets more influence in the overall decision,
the nearest DC is not always chosen. Therefore, the average number of links used per
path increased due to choosing the far DC to reach that DC from the request generating
PoPs. Similar behavior was found for LD, as the avg. number of links used per path
increased gradually from scenario-1 to scenario-4 for the same avg. value of bandwidth
requirement. This also indicates that as we increase the weight on load balancing, the avg.
number of links used per path increases and therefore, the other part of postulate-1 holds.
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Table 23: Analysis of Geographically Skewed Traffic
Abilene Topology (Fig. 24)
Scenarios Avg. Link Max. Link Avg. # Links Used Avg. Link Max. Link Avg. # Links Used
Util.(UD) Util.(UD) per Path(UD) Util.(LD) Util.(LD) per Path(LD)
Scenario-5 33.38 50.25 2.17 35.50 55.98 2.42
Scenario-6 33.43 50.50 2.33 35.58 56.23 2.46
Scenario-7 56.62 100.00 2.50 59.21 89.85 2.79
Agis Topology (Fig. 25)
Scenario-5 30.76 74.75 2.77 18.42 42.21 3.06
Scenario-6 34.12 75.25 2.89 20.49 49.06 3.32
Scenario-7 41.92 100.00 3.52 23.56 89.14 3.67
6.3.3 Group-B: Effect of Geographically Skewed Resources
We created this situation by considering a higher amount of resource requirements
(Table 21) from the PoPs located near the west coast and increasing the capacity of the
DCs (Table 22) located near the east coast of Fig 24 and 25. Then, from scenarios 5 to
7, we continuously increased the value of weight factors associated with DC level load
balancing.
As more influence is given on the DC level load balancing, more requests from
the west coast were satisfied by the DCs located near the east coast. We can observe
this by looking at the value of average links used per path from Table 23. The value
of this metric increased with the increment of weight on DC level load balancing since
the more requests will be served by a far DC, then the more links will be required to
establish a path to that DC. Therefore, our postulate-2 holds. Furthermore, average and
maximum link utilization have also been increased from scenario-5 to 7 as we continue
to decrease the weight on link level load balancing. Scenario-7 is the extreme case where
most requests are served by the furthest DC, which indicates that our scheme can balance
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the load among geo-distributed DCs to provide better service to handle geographically
skewed resource requirements from DCs.
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CHAPTER 7
CONCLUSION AND FUTURE RESEARCH
Our approach in this dissertation was to improve the data center networking to
provide better services to the customers at lower cost by considering three major chal-
lenges faced by today’s data center network providers. First, we designed an scheme to
minimize the service provisioning cost for intra DC network. Second, maintaining SLA
through balancing the load in geo-distributed DCs considering the internal architecture of
each DC. Third, we proposed a novel framework to provide optimal connectivity among
these geo-distributed DCs by reducing bandwidth costs, and considering link and DC
level load balancing. The conclusion and future research direction for these works are
discussed in the following subsections:
7.1 Cost Optimization of Intra Data Center Network
In this work, we presented a dynamic traffic engineering framework for resource
allocation due to north-south traffic in a multi-location data center environment. We pre-
sented a novel MILP formulation and alternately a heuristic that is solved in this frame-
work at each review point. Our approach is geared for enterprise customers that require
resource guarantees from data centers.
We found that the MILP formulation is suitable for up to 32 servers. For higher
traffic situation, our heuristic approach is much more suitable, and we tested and presented
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results for up to 3200 servers. Our comprehensive study allowed us to answer a number
of questions when resource requirements may vary for each request as well as may differ
between different customers. In general, we observed that VN customers with the lowest
resource requirements face the lowest blocking as the traffic is increased in the system.
For VN customers with high resource requirement, blocking is significantly higher for
heavy traffic.
A key observation is that our approach significantly reduces energy consumption
compared to servers running at the highest frequency and it works better when we have
more frequency options to choose from at which a server is allowed to operate. In other
words, more frequency options for a server means higher reduction in energy consump-
tion.
There are several future directions we wish to address. We do not allow partial
fulfillment of a request if there is lack of sufficient resources to fully consider a request.
Furthermore, we plan to add performance evaluation on the loads to a data center based on
its geographical distance from different VNs. We also plan to explore different allocation
policies so that service performance are comparable for different VN customer groups.
7.2 Load Balancing among Geo-distributed Data Centers
In this work, we proposed a novel adaptive allocation scheme (LBSel) that can be
operated by an SDN controller to balance the load among different geo-distributed DCs
with different cost due to spatial diversity. LBSel can achieve a significant improvement
in load distribution to maintain SLA and keeping a balance between cost of cheaper and
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expensive DCs in the cost of a lower increment in blocking.
We compared our scheme to a benchmark scheme (LCSel) where all the requests
were directed towards the cheapest DC at first (if resources available). Our approach
allows to understand the trade-off study when the SLA violation as a penalty is taken into
consideration. Furthermore, the penalty incurred is a parameter in the model that can be
adjusted in a sliding scale, as and when needed by the data center service provider.
In our future work, we plan to study the impact of cost increment of bandwidth
and energy individually. We also plan to extend our scheme by considering the geograph-
ical distance of available DCs from a VN customer in a time of taking the decision of
forwarding the request of that customer to a particular DC.
7.3 Optimal Connectivity to Cloud Data Centers
Providing the optimal connectivity among the PoPs and DCs while reducing the
bandwidth cost, delay and loss is a challenging research problem. In this work, we present
a novel MILP formulation that considers all these issues. It has a composite objective to
reduce the bandwidth cost by choosing the nearest DC if the links associated with the
path are not congested and the DC is not overloaded. We show the efficacy of our model
under both normal and geographically skewed traffic conditions through some metrics
e.g. average and maximum link utilization and the average number of links used per path.
Our study can help the cloud service providers to better serve their customers based on
their requirements.
In the future, we plan to extend our model by considering throughput, latency, and
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storage as a demand for specific cloud services. We also plan to develop a heuristic so
that our scheme can work more efficiently for larger topologies where we can use our
optimization model as the benchmark to study the performance of the heuristic.
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APPENDIX A
INTRA DC COST OPTIMIZATION MODEL IN AMPL
# ========= Index bound Declaration ======#
param TOTALREQ > 0 integer;
param D > 0 integer;
param J > 0 integer;
param I > 0 integer;
param V > 0 integer;
param F > 0 integer;
param L > 0 integer;
param NODE > 0 integer;
param P > 0 integer;
param M > 0 integer;
# ========== Set declaration ============= #
set REQUEST := 1..TOTALREQ;
set DATACENTER := 1..D;
set SERVER := 1..J;
set ENTRYPOINT := 1..I;
set VIRTUALNETWORK := 1..V;
set FREQUENCIES := 1..F;
set LINKS := 1..L;
set NODES := 1..NODE;
set PATHS := 1..P;
# ========== Parameter Declaration ======= #
param b {SERVER, FREQUENCIES, DATACENTER};
param h {VIRTUALNETWORK, REQUEST};
param r {VIRTUALNETWORK, REQUEST};
param a {SERVER, FREQUENCIES, DATACENTER};
param c {LINKS, DATACENTER};
param beta {DATACENTER};
param ep{VIRTUALNETWORK, REQUEST};
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# Genreation of links
param link_src {LINKS} within NODES;
param link_dest {LINKS} within NODES;
# Generation of routes
set Routes{ENTRYPOINT, SERVER, PATHS} within LINKS;
# Link-path indicator: 1 if path p which is set up from entry point i to server j
# uses link l of DC d in order to satisfy request k, 0 otherwise
param delta {i in ENTRYPOINT, j in SERVER, p in PATHS, l in LINKS, v in VIRTUALNETWORK,
req in REQUEST, d in DATACENTER} = if l in Routes[i, j, p] then 1 else 0;
# ===== objective function weight parameter == #
param alpha >= 0;
param mu >= 0;
param gamma >= 0;
# ========== variables Declaration ======== #
var u {VIRTUALNETWORK, REQUEST, DATACENTER};
var s {VIRTUALNETWORK, REQUEST, DATACENTER};
var s_prime {VIRTUALNETWORK, REQUEST};
var q {VIRTUALNETWORK, REQUEST};
var f_prime {VIRTUALNETWORK, REQUEST};
var y {ENTRYPOINT, SERVER, VIRTUALNETWORK, REQUEST, DATACENTER};
var ypar {ENTRYPOINT, SERVER, VIRTUALNETWORK, REQUEST, DATACENTER};
var x {ENTRYPOINT, SERVER, PATHS, VIRTUALNETWORK, REQUEST, DATACENTER};
var z {LINKS, VIRTUALNETWORK, REQUEST, DATACENTER};
var e {SERVER, VIRTUALNETWORK, REQUEST, DATACENTER};
var g {ENTRYPOINT, SERVER, VIRTUALNETWORK, REQUEST, DATACENTER};
var g_prime {VIRTUALNETWORK, REQUEST};
var w {SERVER, FREQUENCIES, VIRTUALNETWORK, REQUEST, DATACENTER};
# ========== objective function ========= #
minimize Total_Cost:
alpha * sum {d in DATACENTER, v in VIRTUALNETWORK, req in REQUEST, l in LINKS} z[l, v, req, d] +
mu * sum {d in DATACENTER, j in SERVER, v in VIRTUALNETWORK, req in REQUEST, f in FREQUENCIES}
b[j, f, d] * w [j, f, v, req, d] + gamma * sum {d in DATACENTER, v in VIRTUALNETWORK, req in REQUEST}
beta[d] * u[v, req, d] + M * sum {v in VIRTUALNETWORK, req in REQUEST} f_prime[v, req];
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# ============ Constraints =========== #
# Constraint (1)
subject to Choose_Datacenter {v in VIRTUALNETWORK, req in REQUEST}:
sum {d in DATACENTER} u [v, req, d] <= 1;
# Constraint (2)
subject to bandwidth_constraint_for_DCs
{v in VIRTUALNETWORK, req in REQUEST, d in DATACENTER}:
s [v, req, d] = h[v, req] * u[v, req, d];
# Constraint (3)
subject to bandwidth_demand_splition_among_data_centers
{v in VIRTUALNETWORK, req in REQUEST}:
sum {d in DATACENTER} s [v, req, d] + s_prime[v, req] = h[v, req];
# Constraint (4)
subject to chose_artificial_bandwidth_allocation
{v in VIRTUALNETWORK, req in REQUEST}:
s_prime[v, req] <= M * f_prime[v, req];
# Constraint (5)
subject to chose_either_real_or_artificial_allocation
{v in VIRTUALNETWORK, req in REQUEST}:
f_prime[v, req] + q[v, req] = 1;
# Constraint (6)
subject to bandwidth_demand_splition_among_real_data_centers
{v in VIRTUALNETWORK, req in REQUEST}:
sum {d in DATACENTER} s [v, req, d] = h[v, req] * q[v, req];
# Constraint (7)
subject to Request_Sent_through_entry_point
{v in VIRTUALNETWORK, req in REQUEST, d in DATACENTER}:
sum {i in ENTRYPOINT, j in SERVER} y [i, j, v, req, d] = s [v, req, d];
#subject to one_server_one_request_mapping {i in ENTRYPOINT, d in DATACENTER}:
#sum {v in VIRTUALNETWORK, req in REQUEST, j in SERVER} ypar [i, j, v, req, d] <= 1;
# Constraint (8)
subject to find_used_entry_point {j in SERVER, i in ENTRYPOINT,
v in VIRTUALNETWORK, req in REQUEST, d in DATACENTER}:
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y [i, j, v, req, d] <= M * ypar [i, j, v, req, d];
# Constraint (9)
subject to find_used_entry_point_1 {j in SERVER, i in ENTRYPOINT,
v in VIRTUALNETWORK, req in REQUEST, d in DATACENTER}:
y [i, j, v, req, d] >= ep [v, req] * ypar [i, j, v, req, d];
# Constraint (10)
subject to Path_Used {j in SERVER, i in ENTRYPOINT, v in VIRTUALNETWORK,
req in REQUEST, d in DATACENTER}:
sum {p in PATHS} x[i, j, p, v, req, d] = y [i, j, v, req, d];
# Constraint (11)
subject to Bandwidth_Needed {d in DATACENTER, l in LINKS,
v in VIRTUALNETWORK, req in REQUEST}:
sum {i in ENTRYPOINT, j in SERVER, p in PATHS}
delta[i, j, p, l, v, req, d] * x[i, j, p, v, req, d] = z[l, v, req, d];
# Constraint (12)
subject to Link_Capacity {l in LINKS, d in DATACENTER}:
sum { v in VIRTUALNETWORK, req in REQUEST} z[l, v, req, d] <= c[l, d];
# Constraint (13)
subject to resource_demand_splition_among_srevers_of_data_centers
{v in VIRTUALNETWORK, req in REQUEST}:
sum {d in DATACENTER, i in ENTRYPOINT, j in SERVER}
g [i, j, v, req, d] + g_prime[v, req] = r[v, req];
# Constraint (14)
subject to chose_artificial_resource_allocation {v in VIRTUALNETWORK, req in REQUEST}:
g_prime[v, req] <= M * f_prime[v, req];
# Constraint (15)
subject to resource_demand_splition_among_real_srevers_of_data_centers
{v in VIRTUALNETWORK, req in REQUEST}:
sum {d in DATACENTER, i in ENTRYPOINT, j in SERVER}
g [i, j, v, req, d] = r[v, req] * q[v, req];
# Constraint (16)
subject to find_used_entry_point_for_resources
{j in SERVER, i in ENTRYPOINT, v in VIRTUALNETWORK, req in REQUEST, d in DATACENTER}:
g [i, j, v, req, d] <= M * ypar [i, j, v, req, d];
# Constraint (17)
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subject to find_used_entry_point_for_resources_1
{j in SERVER, i in ENTRYPOINT, v in VIRTUALNETWORK, req in REQUEST, d in DATACENTER}:
g [i, j, v, req, d] >= ep [v, req] * ypar [i, j, v, req, d];
# Constraint (18)
subject to Resource_Required {j in SERVER, v in VIRTUALNETWORK,
req in REQUEST, d in DATACENTER}:
sum {i in ENTRYPOINT} g [i, j, v, req, d] = e [j, v, req, d];
# Constraint (19)
subject to Resource_constraint_perVN {j in SERVER, d in DATACENTER,
v in VIRTUALNETWORK, req in REQUEST}:
sum {f in FREQUENCIES} a [j, f, d] * w [j, f, v, req, d] >= e [j, v, req, d];
# Constraint (20)
subject to Frequency_constraint {j in SERVER, d in DATACENTER,
v in VIRTUALNETWORK, req in REQUEST}:
sum {f in FREQUENCIES} w [j, f, v, req, d] <= 1;
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APPENDIX B
OPTIMAL CONNECTIVITY TO INTER DC NETWORK MODEL IN AMPL
# ========= Index bound Declaration ======#
param D > 0 integer;
param I > 0 integer;
param L > 0 integer;
param NODE > 0 integer;
param P > 0 integer;
param M > 0 integer;
# ========== Set declaration ============= #
set DATACENTER := 1..D;
set PoP := 1..I;
set LINKS := 1..L;
set NODES := 1..NODE;
set PATHS := 1..P;
# ========== Parameter Declaration ======= #
param ep{PoP};
param h {PoP};
param r {PoP};
param c {LINKS};
param a {DATACENTER};
# Genreation of links
param link_src {LINKS} within NODES;
param link_dest {LINKS} within NODES;
# Generation of routes
set Routes{PoP, DATACENTER, PATHS} within LINKS;
# Link-path indicator: 1 if path p from PoP i to DC d uses link l
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# to satisfy a request, 0 otherwise
param delta {i in PoP, d in DATACENTER, p in PATHS, l in LINKS}
= if l in Routes[i, d, p] then 1 else 0;
# ===== objective function weight parameter == #
param alpha;
param mu;
param gamma;
# ========== variables Declaration ======== #
var y {PoP, DATACENTER};
var x {PoP, PATHS, DATACENTER};
var z {PoP, DATACENTER, LINKS};
var u;
var zprime {PoP, DATACENTER, LINKS};
var g {PoP, DATACENTER};
var ypar {PoP, DATACENTER};
var k {DATACENTER};
# ========== objective function ========= #
minimize Cost_and_LinkDC_LoadBalancing:
alpha * sum {i in PoP, d in DATACENTER, l in LINKS} zprime[i, d, l] + mu * u +
gamma * sum {d in DATACENTER} k[d];
# ============ Constraints =========== #
#eqn-1
subject to BandwidthDemand {i in PoP}:
sum {d in DATACENTER} y [i, d] = h [i];
#eqn-2
subject to BandwidthDemand_split_Path {i in PoP, d in DATACENTER}:
sum {p in PATHS} x [i, p, d] = y [i, d];
#eqn-3
subject to LinkPath_Formulation {i in PoP, d in DATACENTER, l in LINKS}:
sum {p in PATHS} delta [i, d, p, l] * x [i, p, d] = z[i, d, l];
#eqn-4
125
subject to LinkCap {l in LINKS}:
sum {i in PoP, d in DATACENTER} z[i, d, l]<= c[l] * u;
#eqn-5
subject to MaxLinkUtil:
u <= 1;
#eqn-6
subject to Identify_Used_Links1 {i in PoP, d in DATACENTER, l in LINKS}:
z[i, d, l] <= M * zprime[i, d, l];
#eqn-7
subject to Identify_Used_Links2 {i in PoP, d in DATACENTER, l in LINKS}:
z[i, d, l] >= ep[i] * zprime[i, d, l];
#eqn-8
subject to ResourceDemand {i in PoP}:
sum {d in DATACENTER} g [i, d] = r [i];
#eqn-9
subject to Map_PoP_DC1 {i in PoP, d in DATACENTER}:
y [i, d] <= M * ypar [i, d];
#eqn-10
subject to Map_PoP_DC2 {i in PoP, d in DATACENTER}:
y [i, d] >= ep[i] * ypar [i, d];
#eqn-11
subject to CMap_PoP_DC3 {i in PoP, d in DATACENTER}:
g [i, d] <= M * ypar [i, d];
#eqn-12
subject to Map_PoP_DC4 {i in PoP, d in DATACENTER}:
g [i, d] >= ep[i] * ypar [i, d];
#eqn-13
subject to DC_LoadBalancing {d in DATACENTER}:
sum {i in PoP} g [i, d] <= a[d] * k[d];
#eqn-14
subject to MaxDCUtil {d in DATACENTER}::
k [d] <= 1;
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