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Objetivos
Existen diferentes funciones de potencial que han mostrado tener e´xito en el estudio
de los metales alcalinos. Sin embargo, estas funciones al ser anal´ıticamente comple-
jas dificultan su implentacio´n en un co´digo de dina´mica molecular, adema´s, ser´ıa
necesario emplear un mayor tiempo de co´mputo. De manera particular creemos que
utilizando el potencial de Morse Modificado podremos ser capaces de estudiar el
comportamiento de los metales alcalinos.
El objetivo central de esta tesis fue realizar una estimacio´n nume´rica del factor de es-
tructura esta´tico de los metales alcalinos Na, K, y Rb, bajo diferentes condiciones de
densidad y temperatura empleando el potencial de interaccio´n de Morse Modificado.
Adicionalmente se consideran los siguientes objetivos part´ıculares:
• Desarrollar un co´digo de dina´mica molecular paralelizado empleando OpenMp y
CUDA
• Analizar los cambios en las propiedades de estructura de los metales alcalinos al
variar temperaturas y densidades.
• Analizar la difusio´n y viscocidad de corte a distintas condiciones termodina´micas.
IV
Introduccio´n
El cap´ıtulo 1, como su nombre lo indica, esta´ dedicado a la descripcio´n de las princi-
pales caracter´ısticas que refieren a los metales alcalinos. Se incluye adema´s, estudios,
por ejemplo, de dispersio´n de rayos-X para los metales alcalinos como los llevados
a cabo por Alblas & Lugt (1980), por otra parte Matsuda & Mori et.al (1991) apli-
caron teor´ıa de ecuaciones integrales con la aproximacio´n MHNC para reproducir
las funciones de distribucio´n radial de los metales alcalinos, incluso se han aplicado
me´todos de simulacio´n para entender el comportamiento de estos elementos.
Por otra parte, en el cap´ıtulo 2 se abordan los fundamentos del me´todo de dina´mica
moleular como metodolog´ıa aplicada al estudio de los metales alcalinos. Dentro de
las elementos notables de esta metodolog´ıa de simulacio´n se incluyen los algorit-
mos de integracio´n, configuracio´n inicial, condiciones de borde perio´dicas, condicio´n
de mı´nima ima´gen, radio de corte, termosta´tos, entre otros. As´ı mismo, se detalla
la forma en que estos elementos se implementan en un co´digo de dina´mica molecular.
El cap´ıtulo 3 comprende las propiedades de estructura (Funcio´n de distribucio´n por
pares y factor de estructura esta´tico) y las propiedades de trasporte (difusio´n y vis-
cocidad) que nos ayudaran a enternder el comportamiento de los metales alcalinos.
Por otro lado, se presenta la implementacio´n de este tipo de propiedades en el co´digo
de dina´mica molecular desarrollado en el presente trabajo de tesis.
Por u´ltimo, en el cap´ıtulo 4 se reportan los resultados obtenidos de las propiedades
de estructura y transporte de los metales alcalinos mediante dina´mica molecular.
Se realiza un ana´lisis y discusio´n del comportamiento de estas propiedades bajo
distintas condiciones de temperatura y densidad. Adicionalmente se realizo´ una dis-
cucio´n de la influencia que tienen los coeficientes de difusio´n y viscocidad sobre las
propiedades de transporte, ya que a partir de estos coeficientes, puede determinarse
la forma cualitativa que tendra´ el factor de estructura y la funcio´n de distribucio´n
radial por pares de los metales alcalinos.
En el ape´ndice A se detallan las principales caracter´ısticas del co´digo de dina´mica
molecular paralelizado que se desarrollado durante este trabajo de tesis. As´ı mismo,
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A trave´s de los an˜os se han realizado distintos estudios sobre los metales alcalinos
de forma teo´rica expertimental y computacional. Dentro de estos estudios se han
reportado resultados para las propiedades de estructura (funcio´n de distribucio´n
radial y factor de estructura) y de transporte (coeficiente de viscosidad y de difusio´n)
de los metales alcalinos [1, 2, 3, 4, 5], esto, a trave´s del uso de te´cnicas de simulacio´n
como el me´todo de Monte Carlo (MC) o el de Dina´mica Molecular (DM). Estos
estudios se han llevado a cabo mediante el uso de distintos potenciales [6, 7]. Entre
estos trabajos se destaca la aplicacio´n del me´todo del a´tomo incrustado o embebido
(EAM, por sus siglas en ingle´s), propuesto inicialmente por Daw & Baskes (1984),
el cual se basa en la teor´ıa funcional de la densidad. Tambie´n podemos destacar
el me´todo de Hasegawa et.al (1990) y el de Baria et.al (2010), siendo este u´ltimo
uno de los ma´s exitosos para reproducir el comportamiento de estos metales, el cual
tiene fundamento en la teor´ıa de perturbaciones de segundo orden [8], no obstante,
en ambos casos debido a la alta complejidad anal´ıtica de la funcio´n del potencial, su
implementacio´n en un co´digo de simulacio´n dista de ser trivial, adema´s son altamente
costosos computacionalmente. De igual forma debemos mencionar que en un trabajo
anterior llevado a cabo por Lemus et.al (2007) se han estimado las funciones de
distribucio´n radial y las propiedades de transporte de los metales alcalinos en estados
termodina´micos espec´ıficos [4], mediante una una modificacio´n al potencial de Morse,
al que se le denomino potencial de Morse Modificado.
Sin embargo, a pesar de estos estudios au´n no ha quedado completamente compren-
dida la forma en que los metales alcalinos Li, Na, K, Rb, Cs y Fr1, se comportan
ante distintas condiciones termodina´micas.
Las simulaciones por computadora han hecho posible el que se puedan realizar dis-
tintos estudios a nivel molecular de los metales alcalinos, permitiendo al mismo
tiempo, eliminar las distintas limitaciones y riesgos existentes que se presentan en
el laboratorio, de modo que sea posible realizar un estudio de estos materiales bajo
distintas condiciones termodina´micas.
En este trabajo de tesis planteamos usar el potencial de Morse Modificado como
ley de interaccio´n entre las part´ıculas de los metales alcalinos Na, K y Rb, diferen-
cia´ndose del trabajo realizado por Lemus et.al (2007) en el hecho de que ahora se
1El Fr es un elemento radiactivo e inestable, el iso´topo ma´s estable que se conoce (223Fr) tiene
una vida media de 21 minutos
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realizara´ un ana´lisis del comportamiento de estos elementos bajo distintas condicio-
nes termodina´micas, adema´s de que se estimara´ el factor de estructura esta´tico el
cual jugara´ un papel determinante en el ana´lisis de los resultados obtenidos, debido
a que sera´ posible comparar nuestros resultados con aquellos derivados de manera
experimental y teoricamente [6]. De igual forma se estimaran las propiedades de
transporte como lo son la auto-difusio´n y viscosidad de corte de estos elementos.
Otra diferencia importante es que trabajaremos con un nu´mero mayor de part´ıculas
(N = 5324) que aquellas utilizadas en el trabajo previo (N = 2000). Este hecho
obedece a que la difus´ıon [9, 10, 11] y el factor de estructura dependen del nu´mero
de part´ıculas que se utilizan, por lo cual, al manejar un mayor nu´mero de part´ıculas
se obtendra´ una mayor precisio´n en nuestros resultados.
Para determinar el comportamiento de los metales alcalinos ante distintas condi-
ciones termodina´micas, es necesario analizar los cambios que se observan en las
propiedades de estructura y de transporte ante tales condiciones. En este trabajo
se estudiara´ el comportamiento de dichas propiedades al variar la temperatura y
mantener fija la densidad de estos elementos.
1.1. Caracter´ısticas de los metales alcalinos
Resulta primordial para cualquier estudio de los metales alcalinos tener en cuenta
alguna de las principales caracter´ısticas y propiedades de estos, lo cual en un futuro
nos permitira´ realizar un mejor ana´lisis de los resultados obtenidos. As´ı, en los si-
guientes pa´rrafos se tratara de cubrir algunas de las principales cualidades de estos
metales.
Los metales alcalinos se encuentran situados en el grupo I de la tabla perio´dica, estos
se caracterizan por tener un color plateado, a excepcio´n del Cs que presenta un color
dorado, adema´s, son bastante blandos, tanto que es posible cortarlos con un simple
cuchillo de cocina. Al igual que el resto de los dema´s metales, los metales alcalinos
son maleables, du´ctiles y son buenos conductores de calor y electricidad. Los a´tomos
de estos metales poseen un electro´n en su nivel energe´tico ma´s alto, valencia 1, el
cual tienden a cederlo o perderlo con bastante facilidad, lo cual se debe a su baja
afinidad electro´nica y su baja energ´ıa de ionizacio´n.
La facilidad con la que seden el electro´n de valencia, es determinante en las propie-
dades f´ısicas y qu´ımicas de estos metales, este hecho puede observarse en los puntos
de fusio´n y ebullicio´n, los cuales son relativamente bajos, en comparacio´n con los
de otros metales [12], ve´ase la Tabla 1.1. Por ejemplo el Cs puede fundirse casi a
temperatura ambiente.
Una de las principales caracter´ısticas de los metales alcalinos es su alta reactividad.
Por ejemplo, al entrar en contacto con el aire se recubren ra´pidamente de una capa
de hidro´xido. Esta reaccio´n se torna violenta cuando entran en contacto con el agua,
ya que en esta se libera hidro´geno en su forma gaseosa, y al ser la reaccio´n exote´rmi-
ca, se puede generar el suficiente calor para encender el hidrogeno y producir fuego
2
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Elemento Li Na K Rb Cs
Numero ato´mico 3 11 19 37 55
Configuracio´n electro´nica [He]2s1 [Ne]3s1 [Ar]4s1 [Kr]5s1 [Xe]6s1
Radio a´tomico (A˚) 1.52 1.86 2.27 2.48 2.65
Radio Io´nico (A˚) 0.74 1.02 1.38 1.49 1.70
Punto de fusio´n (◦C) 180 98 64 39 29
Punto de Ebullic´ıon (◦C) 1326 883 756 688 690
1.a Energia de Ionizacio´n (kJ/mol) 520 496 419 403 375
2.a Energia de Ionizacio´n (kJ/mol) 7297 4561 3069 2650 2420
Tabla 1.1: Propiedades de los Metales Alcalinos. Datos tomados de
A.G. Sharpe. Qu´ımica Inorga´nica Reverte, 1996.
o una explosio´n. El trabajar con este tipo de elementos resulta bastante riesgoso
ya que no es necesario que entren en contacto directo con el agua para que puedan
reaccionar violentamente, bastar´ıa con la humedad de la piel o del aire para que ello
ocurriera, por lo que deben de guardarse bajo substancias inertes como el Queroseno
o el Argo´n que los mantenga apartados de un entorno hu´medo.
Entre sus principales aplicaciones2 podemos encontrar desde la manufactura de pro-
ductos qu´ımicos (jabones, fertilizantes, etc.), aleaciones aeroespaciales, industria tex-
til, hasta el desarrollo de fa´rmacos para el tratamientos psiquia´tricos, como la de-
presio´n o la bipolaridad, entre otros.
2La fo´rmula original de la bebida 7-up conten´ıa compuestos de Litio, esta´ se vend´ıa asegurando
que proporcionaba una abundancia de energ´ıa, entusiasmo y ojos brillantes, este compuesto se





La simulacio´n por computadora representa un me´todo alternativo a la investigacio´n
cient´ıfica, y tiene como objetivo el uso extensivo e intensivo de computadoras para
resolver nume´ricamente aquellas ecuaciones de movimiento que son representativo
de un feno´meno natural.
La ventaja de este tipo de metodolog´ıa radica en el hecho de que no solo se puede
emplear para reproducir experimentos de laboratorio, sino que adema´s nos brinda
la posibilidad de representar aquellas condiciones experimentales que dif´ıcilmente
pueden desarrollarse en el laboratorio, eliminando a la vez los riesgos que pudieran
presentarse. Al mismo tiempo nos permite variar libremente las condiciones bajo
las cuales se realiza la simulacio´n brindando la posibilidad de determinar los l´ımites
bajo los cuales es va´lido nuestro modelo.
Con el paso de los an˜os y el desarrollo de nuevas tecnolog´ıas de co´mputo a sido
posible utilizar la simulacio´n para estudiar sistemas cada vez ma´s complejos. De tal
forma que esta metodologia se ha extendido al estudio de cualquier tipo de proble-
mas de indole biolo´gico, qu´ımico o incluso el disen˜o de fa´rmacos.
De forma general podemos decir que la simulacio´n de un sistema f´ısico consiste
en considerar que e´ste esta´ sometido a determinadas condiciones de temperatura,
presio´n, densidad, etc., y que adema´s esta´ compuesto por un nu´mero determinado
de part´ıculas N , las cuales se encuentran contenidas en un volumen V cualquiera,
donde el movimiento de estas se encuentra dictado por el modelo utilizado.
Existe una gran variedad de te´cnicas de simulacio´n, siendo el me´todo de Dina´mica
Molecular (DM) y Monte Carlo (MC) los ma´s ampliamente usadas, debido al e´xi-
to para poder predecir una amplia variedad de sistemas termodina´micos ya sea en
estado l´ıquido, solido o gaseoso. En nuestro caso resulta de gran intere´s el me´todo
de DM por lo que en la siguientes secciones se abordaran algunas de las principales
caracter´ısticas y conceptos empleados en esta´ metodolog´ıa. Se recomienda consultar
[14, 15, 16, 17] para una revisio´n ma´s detallada tanto de DM como de MC. Una in-
troduccio´n a otros me´todos de simulacio´n puede encontrarse (Dina´mica Browniana,
Dina´mica de Part´ıculas Disipativas, Lattice Boltzman) en [17].
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2.1. Dina´mica Molecular
Es posible distinguir dos tipos de DM, una para sistemas en equilibrio termodinami-
co y otra para sistemas que se encuentran fuera del equilibrio termodinamico. En este
trabajo nos limitaremos a dar una descripcio´n para aquellos sistemas que se encuen-
tran en equilibrio termodinamico. Este tipo de DM comu´nmente se aplica a sistemas
que contienen un nu´mero fijo de part´ıculas N , las cuales se encuentran contenidas en
un volumen V = ρ/N , el cual adema´s se encuentra totalmente aislado del exterior
, lo que implica que la energ´ıa total E se mantiene constante. As´ı, de esta´ forma
las variables N, V,E son las que determinan el estado termodina´mico del sistema,
sobre entendie´ndose que el ensamble microcano´nico es el ensamble natural de una
DM en equilibrio. Sin embargo, es posible emplear la dina´mica molecular en otro
tipo de ensambles como el cano´nico (NV T ) o el mismo isote´rmico-isoba´rico (NPT ).
La Dina´mica Molecular es un me´todo de simulacio´n de cara´cter determin´ıstico, el
cual consiste en resolver nume´ricamente las ecuaciones de movimiento para cada






donde mi, ri y Fi representan la masa, posicio´n y la fuerza que actu´a sobre la
part´ıcula i debida a las N − 1 restantes respectivamente. As´ı de e´sta forma se
obtiene una descripcio´n de como las posiciones, velocidades y orientaciones de las
part´ıculas cambian con el tiempo. Si tenemos en cuenta que nuestro sistema se
encuentra totalmente aislado podemos considerar que las fuerzas entre mole´culas
son conservativas, y de esta´ manera relacionar la fuerza que actu´a sobre la part´ıcula





donde δ/δr representa el gradiente. Debido a que el sistema se compone por N
part´ıculas, lo que obtenemos es un conjunto de N ecuaciones similares a (2.2) las
cuales se deben de resolver para determinar el movimiento de las part´ıculas debido
a las fuerzas que actu´an entre ellas.
2.2. Potencial de Interaccio´n
En una simulacio´n lo que se pretende es caracterizar a nivel microsco´pico algu´n
sistema de intere´s de modo que a trave´s de la meca´nica estad´ıstica podamos de-
terminar las propiedades f´ısicas de dicho sistema. Sin embargo, para realizar dicha
caracterizacio´n es necesario emplear una descripcio´n de las interacciones ya sean
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intermoleculares 1 y/o intramoleculares2 que gobiernan el mundo microsco´pico. La
descripcio´n de dichas interacciones esta´ determinada por una funcio´n de la energ´ıa
potencial V , la cual contiene algunas de las principales caracter´ısticas de las part´ıcu-
las, como puede ser la forma geometr´ıa de estas o si se trata de part´ıculas r´ıgidas o
blandas.
Por lo general para un sistema de N part´ıculas V es representada como una funcio´n
que depende de las coordenadas de todas las part´ıculas
V(rN) = V(r1, r2, r3, · · · , rN) (2.3)
el cual puede dividirse en una suma de te´rminos que dependan de las coordenadas
















U3(ri, rj, rk) + · · · (2.4)
donde el primer te´rmino de la derecha representa una fuerza externa que actu´a so-
bre el sistema, mientras que el segundo te´rmino, el potencial por pares, representa
la interaccio´n entre pares de part´ıculas, el tercer te´rmino, potencial por ternas, re-
presenta las interacciones entre tres de part´ıculas y as´ı de forma sucesiva [15]. La
contribucio´n de los te´rminos que involucran cuatro o ma´s cuerpos a la energ´ıa po-
tencial V resultan despreciables en comparacio´n con la contribucio´n hecha tanto por
U2 como por U3, siendo el primero el que mayor contribuye a V y por lo tanto el de
mayor importancia. Los potenciales por pares dependen so´lo de la separacio´n entre
pares de part´ıculas rij = |ri − rj|.
En una simulacio´n muy pocas veces son tomadas en cuenta las interacciones por
tercias, ya que al hacerlo el tiempo de co´mputo aumentar´ıa considerablemente, pero
principalmente debido a que se ha demostrado que el potencial por pares puede por
s´ı mismo describir muy bien ciertos sistemas f´ısicos, sin embargo, es posible incluir los
efectos de las interacciones de tres o incluso de ma´s cuerpos a la energ´ıa potencial si se
define un potencial por pares que represente dichos efectos. Este tipo de potenciales
se define como potenciales efectivos por pares, U eff2 (rij) o simplemente U(rij) [15].
La incorporacio´n de los efectos de las interacciones se realiza impl´ıcitamente a trave´s
de los para´metros del potencial. De e´sta forma y al considerar que no existe un campo









Al sustituir e´sta u´ltima ecuacio´n en (2.2), la fuerza que actu´a sobre la part´ıcula i es
1Son interacciones que ocurren entre mole´culas, las cuales se pueden clasificar segu´n su alcance.
Es decir, de corto y largo alcance.
2Interacciones entre los a´tomos que forman una mole´cula, por lo general estas se modelan
mediante una funcio´n del tipo armo´nico.
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Es necesario resaltar que el potencial U elegido para representar las interacciones del
sistema no es ma´s que un modelo que representa de forma adecuada o simplificada
las interacciones reales del sistema de estudio, por lo cual la calidad de los resultados
obtenidos a partir de algu´n potencial dependera´ de los detalles de la interaccio´n real
que contenga, o mejor dicho de la fidelidad con la que U represente las interacciones
reales. Sin embargo, el tener en cuenta un mayor o menor grado de fidelidad de
las interacciones reales, repercutira´ en la complejidad anal´ıtica de U , lo cual a su
vez se traducira´ en un aumento o reduccio´n en el tiempo de co´mputo empleado
respectivamente. Por e´ste motivo se debe de tener un compromiso claro entre la
calidad esperada de los resultados a obtener y el tiempo de co´mputo dispuesto a
pagarse. E´sta es la razo´n por la cual la eleccio´n del potencial de interaccio´n es la
parte ma´s importante de una simulacio´n.
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2.2.1. Modelo de Interaccio´n
La descripcio´n de la interaccio´n entre dos part´ıculas esta´ determinada por el poten-
cial de interaccio´n, el cual se suele obtener a trave´s de resultados experimentales,
mediante ca´lculos meca´nico-cua´nticos o sencillamente a trave´s de modelos parame-
trizados. En los siguientes apartados se describen algunos de los potenciales ma´s
ampliamente conocidos, incluyendo en esta´ descripcio´n el potencial de interaccio´n
utilizado durante este trabajo.
Lennard-Jones
Uno de los potenciales por pares extensamente usado en simulacio´n es sin duda
alguna el potencial de Lennard-Jones (LJ). En la figura 2.1 pude observarse una
representacio´n de e´ste potencial. E´sto se debe principalmente a la sencillez que posee,
ya que basta con especificar dos para´metros ( y σ) para obtener una descripcio´n
bastante aceptable de las propiedades del sistema, por ejemplo, el caso de los gases
nobles (Neo´n, Argo´n, Kripto´n, Xeno´n) donde al especificar los valores adecuados de
los para´metros es posible dar una descripcio´n bastante precisa de sus propiedades













donde rij es la distancia de separacio´n entre la part´ıcula i y la part´ıcula j. El
para´metro σ determina la distancia a la que el potencial de interacc´ıon entre dos
part´ıculas es cero,  representa la energ´ıa mı´nima de interaccio´n. Comu´nmente los
para´metros σ y  son calculados a partir de datos experimentales.
Figura 2.1: Potencial de Lennard-Jones
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Morse
El potencial de Morse [18] es un potencial emp´ırico que se usa frecuentemente para




e−2a(r−r0) − e−a(r−r0)) (2.8)
donde, r es la distancia de separacio´n entre los nu´cleos de los a´tomos, y r0 es la
distancia de equilibrio entre los a´tomos a la cual se alcanza la energ´ıa mı´nima de
interaccio´n, UM = De, este para´metro tambie´n se puede interpretar como la energ´ıa
de disociacio´n de la mole´cula, es decir, la energ´ıa necesaria para separar los a´tomos a
una distancia infinita. El para´metro a permite modular el ancho de la parte atractiva





donde k es la constante de fuerza de enlace.




El potencial de Morse-Modificado (MM) [19], como su nombre lo indica , es una
modificacio´n al potencial original de Morse. ESta modificacio´n consiste ba´sicamente
en agregar un para´metro adicional al potencial de morse, el cual permitira´ modular
la profundidad del pozo de potencial. La ventaja de usar este potencial radica en
el hecho de que podemos modular tanto la profundidad como el alcance de la parte







∗−1) − e−β(r∗−1)) (2.9)
donde α es el para´metro que modula la profundidad del pozo de potencial, β es el
para´metro que ajusta el alcance de la parte atractiva del potencial.
En la figura 2.3 podemos comparar los efectos de los dos para´metros, obse´rvese que
conforme el valor del para´metro β aumenta, el alcance de la parte atractiva del
potencial disminuye, mientras que cuando α toma valores grandes, la intensidad de
atraccio´n entre las part´ıculas disminuye. Los parametros α y β utilizados para los
metales alcalinos han sido ajustados a partir de la funcio´n de distribucio´n radial.
Figura 2.3: Potencial de Morse-Modificado. a) Al tomar valores cada
vez ma´s grandes de α la profundidad del pozo del potencial
disminuye. b) El alcance de la parte atractiva del potencial
incrementa al disminuir el valor de β.
2.3. Configuracio´n Inicial
Para comenzar una simulacio´n es necesario asignar al sistema una configuracio´n
inicial, la cual consiste en asignar a cada una de las N part´ıculas del sistema una
10
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posicio´n y velocidad inicial3. La configuracio´n inicial debe de asignarse de tal forma
que el sistema se encuentre lo ma´s cerca posible del estado de equilibrio, ya que
en caso contrario seria necesario emplear un mayor tiempo de computo para que el
sistema pudiera alcanzar el equilibrio.
La forma en que se asignan las posiciones iniciales a cada una de las part´ıculas que
conforman el sistema esta´ determinado por la fase o estado que se pretende simular.
As´ı, en el caso de los so´lidos cristalinos, las posiciones se deben asignar segu´n el
arreglo cristalino correspondiente al sistema real a simular, como pueden ser FCC,
BCC o CS [14, 15]. En el caso de los l´ıquidos, la asignacio´n de las posiciones se pue-
den tomar de cualquier tipo de arreglo siempre y cuando las part´ıculas mantengan
una mı´nima separacio´n entre ellas.Se debe tener en cuenta que con este me´todo las
part´ıculas pueden quedar muy cercanas entre ellas, lo que ocasionar´ıa la existencia
de fuerzas dentro del sistema que pudieran llegar a desestabilizar a este. Un me´todo
que representar´ıa una manera ma´s natural de obtener la configuracio´n de un l´ıqui-
do, se obtiene partiendo inicialmente de la configuracio´n de un so´lido cristalino, de
modo que una vez iniciada la simulacio´n la estructura cristalina empezara a fundirse
hasta que se alcanzara´ la fase l´ıquida.
Para el caso de las velocidades iniciales, a cada part´ıcula se le asigna una velocidad
que es tomada aleatoriamente de una distribucio´n Maxwell-Boltzman la cual corres-
ponda con la temperatura deseada [17]. Una vez asignadas las velocidades debe de
verificarse que el momento lineal total del sistema sea igual a cero, es decir, que el
sistema completo no presente un movimiento traslacional. En caso contrario se debe
de calcular el momento lineal promedio por part´ıcula y restarlo al de cada part´ıcula,
de forma que al volver a calcular el momento lineal total del sistema e´ste sea igual
a cero.
2.4. Algoritmos de Integracio´n
Uno de los aspectos ma´s fundamentales e importantes en cualquier simulacio´n son
los algoritmos de integracio´n, ya que con estos seremos capaces de resolver las ecua-
ciones de movimiento del sistema, lo que nos permitira´ obtener una serie de sucesivas
configuraciones con las cuales se pueda seguir la evolucio´n temporal de dicho sistema.
El me´todo de diferencias finitas es tal vez el me´todo ma´s usado para integrar nume´ri-
camente las ecuaciones de movimiento de Newton. E´ste me´todo consiste en discre-
tizar el segmento de tiempo en pequen˜os intervalos de tiempo ∆t, es decir, cambiar
la parte infinitesimal del tiempo por un intervalo finito dentro del cual las fuerzas
se suponen constantes. E´sta metodolog´ıa convierte las ecuaciones diferenciales en
ecuaciones de diferencias finitas, las cuales se obtienen a partir de un desarrollo en
3Para el caso de un sistema tridimensional (x, y, z), es necesario definir 3N coordenadas y 3N
velocidades.
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Por ejemplo, tengamos en cuenta la expansio´n en serie de Taylor para la componente
x del vector de posicio´n r,


















si tenemos en cuenta que las derivadas de orden mayor que dos carecen de un
significado f´ısico, podemos truncar e´sta serie hasta el segundo orden (n = 2), por lo
que podemos reescribir la ecuacio´n (2.11) como









donde O(∆t3) es la notacio´n empleada para indicar el orden del error que se comete
cuando se aproxima el valor deseado con una cantidad finita de elementos de la serie
(para nuestro caso particular se han suprimido los te´rminos a partir de n = 2), es
decir, es el error que surge al truncar la serie de Taylor. A partir de e´sta ecuacio´n es
posible obtener una expresio´n que nos permita aproximar el valor de las derivadas
de x utilizando diferencias finitas.
Los algoritmos de integracio´n permiten obtener una solucio´n aproximada al valor
exacto de las ecuaciones de movimiento del sistema, integra´ndolas a cada inter-
valo ∆t, por lo que debera´n de existir errores asociados a la evaluacio´n de estas
ecuaciones. Se pueden distinguir dos tipos de errores, el primero esta´ asociado al
ya mencionado error de truncacio´n, mientras que el segundo se debera´ al redondeo
asociado con las operaciones computacionales que se realizan durante cada paso de
integracio´n. En ambos casos los errores esta´n directamente relacionados con el va-
lor que toma ∆t. Consideremos que un sistema alcanza el equilibrio en un tiempo
tE = h(∆t)∆t, siendo h(∆t) el nu´mero de pasos de integracio´n necesarios para que
se alcance el equilibrio, y tengamos en cuenta las siguientes circunstancias:
1. Al tomar un valor cada vez mayor para el paso de integracio´n los errores por
truncacio´n sera´n mucho mayores, mientras que los errores por redondeo dis-
minuira´n debido a que los pasos de integracio´n h(∆t) necesarios para que el
sistema alcance el equilibrio sera´n cada vez menores conforme ∆t se incre-
mente, ocasionando a su vez que el tiempo de co´mputo empleado para que el
sistema alcance el estado deseado disminuya. El manejar valores grandes para
∆t pueden producir inestabilidad en la DM ya que pueden llegar a producirse
traslapes entre part´ıculas.
2. Si consideramos valores pequen˜os para ∆t, el error por truncacio´n disminuira´,
sin embargo, el error por redondeo aumentara´ debido a que sera´n necesario un
nu´mero mayor de pasos de integracio´n para que el sistema pueda alcanzar el
estado de equilibrio, hecho que se reflejara en un mayor tiempo de co´mputo.
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por estas razones se concluye que la eleccio´n del paso de integracio´n debe de ser un
compromiso entre el grado de precisio´n requerido y el costo computacional dispuesto
a pagar.
En la pra´ctica la eleccio´n del paso de integracio´n dependera´ del algoritmo utilizado
y del sistema bajo estudio, siendo generalmente significativamente menor que el
tiempo t´ıpico que le toma a una de las part´ıculas que conforman dicho sistema en
viajar su propia longitud [15].
2.4.1. Verlet
Uno de los integradores ma´s conocidos para resolver las ecuaciones de movimiento
en DM es el propuesto por verlet [14, 15]. Este algoritmo lo podemos deducir a
trave´s de una expansio´n en serie de Taylor del vector de posicio´n ri para los tiempos
(t+ ∆t) y (t−∆t), dando como resultado




r(t−∆t) = r(t)− v(t)∆t+ F(t)
2m
∆t2 (2.14)
donde v y F/m = a son la velocidad y aceleracio´n de una part´ıcula en el instante t.
Al sumar ambas expresiones se obtiene la siguiente ecuacio´n
r(t+ ∆t) = 2r(t)− r(t−∆t) + F(t)
m
∆t2 (2.15)
la cual representa la expresio´n para obtener las posiciones a un tiempo (t + ∆t).
Como puede observarse solo se necesita de la posicio´n anterior r(t−∆t) y la acele-
racio´n en el tiempo (t) para poder evolucionar las posiciones al tiempo (t+ ∆t). Las
velocidades resultan necesarias para calcular algunas propiedades del sistema como
pueden ser energ´ıa cine´tica, temperatura, funciones de correlaciones, etc. Estas se
pueden obtener si restamos las expresiones (2.13) y (2.14) obteniendo
r(t+ ∆t)− r(t−∆t) = 2v(t)∆t (2.16)





que representa la relacio´n para obtener las velocidades al tiempo t.
Las ecuaciones (2.15) y (2.17) representan el algoritmo de Verlet, estas permiten
evolucionar tanto las posiciones r como las velocidades v de las part´ıculas. Una des-
ventaja de este algoritmo recae en el hecho de que las velocidades y posiciones no
se obtienen al mismo tiempo.
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2.4.2. Velocity-Verlet
El algoritmo Velocity-Verlet [14, 15] es una variante del algoritmo original de verlet,
propuesto para superar la desventaja que presenta este u´ltimo. Este algoritmo per-
mite obtener la posicio´n y velocidad en el mismo instante de tiempo, (t+ ∆t). Para
derivar este algoritmo debemos seguir en principio los mismos pasos del algoritmo
de verlet, es decir, realizar una expansio´n en serie de Taylor del vector de posicio´n
para el tiempo (t+ ∆t)




donde a diferencia del algoritmo original, esta´ ecuacio´n es la encargada de evolucio-
nar las posiciones. Para el caso de las velocidades, podemos partir de considerar las
posiciones en el tiempo t, las cuales se pueden obtener al considerar una vez ma´s
una expancio´n en serie de Taylor del vector de posicio´n, donde ahora la expancio´n
no se hace de t a t+ ∆t si no de t+ ∆t a t, con lo que se obtiene
r(t) = r(t+ ∆t)− v(t+ ∆t)∆t+ F(t+ ∆t)
2m
∆t2 (2.19)
Sumando esta´ u´ltima ecuacio´n junto con (2.18), obtenemos una expresio´n para la
evolucio´n de las velocidades, tal que




Las ecuaciones (2.18) y (2.20) representan el algoritmo de Velocity-Verlet, como
puede observarse ahora tanto las posiciones como las velocidades se obtienen en el
mismo instante de tiempo (t+∆t). Comu´nmente estas ecuaciones suelen re-escribirse
de la siguiente forma para poder implementarse en una DM
v(t+ ∆t
2




r(t+ ∆t) = r(t) + v(t+ ∆t
2
)∆t (2.22)






Obse´rvese que ahora los pasos a seguir empiezan evaluando primero las velocidades
en (t+ ∆t
2
), para obtener posteriormente las nuevas posiciones con las cuales se cal-
culara´n las fuerzas y velocidades al tiempo (t+ ∆t).
2.4.3. Leap-Frog
En el algoritmo de Leap-Frog o salto de rana [14, 15], las posiciones y velocidades son
calculadas alternativamente a cada mitad del paso de integracio´n, ∆t
2
. Para derivar el
algoritmo de Leap-Frog se definen las velocidades en la mitad del paso de integracio´n
como se aprecia a continuacio´n
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Despejando r(t+ ∆t) de la ultima ecuacio´n obtenemos la expresio´n para las nuevas
posiciones, tal que
r(t+ ∆t) = r(t) + v(t+ ∆t
2
)∆t (2.26)
El siguiente paso consiste en sustituir esta´ u´ltima expresio´n en la ecuacio´n (2.15),




)∆t = 2r(t)− r(t−∆t) + F (t)
m
∆t2 (2.27)
donde al despejar v(t+ ∆t
2























Las expresiones (2.26) y (2.29) definidas en distintos tiempos, representan el algo-
ritmo de Leap-Frog, donde para obtener las nuevas posiciones en (t + ∆t) primero
es necesario evaluar las velocidades en (t + ∆t
2
). Obse´rvese que la trayectoria que
describe este algoritmo es la misma que describe el integrador de Verlet. Una forma
de obtener la velocidades en el mismo instante de tiempo (t + ∆t) que las posicio´n
es promediando las velocidades al tiempo (t+ ∆t
2











2.5. Condiciones Perio´dicas de Frontera
Una de las serias limitaciones que presentan los me´todos de simulacio´n radica en
el nu´mero de part´ıculas que pueden incluirse en e´sta, t´ıpicamente se suelen simular
sistemas que van desde los cientos hasta los miles de part´ıculas. Este nu´mero de
part´ıculas contrasta con la realidad, debido a que una pequen˜a porcio´n de materia
esta´ compuesta por un nu´mero extremadamente grande de part´ıculas, un mol por
ejemplo contiene 6× 1023 part´ıculas. El uso de un nu´mero tan reducido de part´ıcu-
las se debe principalmente a las limitaciones de co´mputo ya que un aumento en el
nu´mero de part´ıculas conlleva un mayor tiempo de co´mputo, por tal motivo simu-
lar un sistema formado por un nu´mero tan grande de part´ıculas ser´ıa imposible de
15
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tratar.
El hecho de que no se maneje un nu´mero tan grande de part´ıculas supone un grave
problema al momento de obtener las distintas propiedades del sistema, debido a que
estar´ıan dominadas por los efectos de superficie, por lo cual estas distar´ıan de ser
representativas del sistema real, a no ser que nuestro objetivo sea simular un sistema
aislado por una superficie de volumen V = N/ρ.
Es posible eliminar los efectos de superficie recurriendo a las condiciones perio´dicas
de frontera (CPF), las cuales consisten ba´sicamente en generar ima´genes o copias
ide´nticas de la caja de simulacio´n, situa´ndolas alrededor de e´sta.
Consideramos que la caja de simulacio´n es una celda primitiva llamada A , ve´ase
la figura 2.4, y adema´s to´mese en cuenta un segundo tipo de celdas A∗ llamadas
celdas imagen, las cuales son una copia ide´ntica de la primera. ”Esto implica que
contengan exactamente el mismo nu´mero de part´ıculas que la celda primitiva, y
que adema´s el movimiento de estas sea ide´ntico en todo momento al movimiento
de las part´ıculas de la celda primitiva. Al rodear infinitamente a la celda primitiva
con celdas ima´genes en todas direcciones obtendre´mos como resultado un sistema
infinito donde las superficies limitantes se han eliminado.
Figura 2.4: La celda primitiva A es rodeada por las celdas ima´genes A∗
en todas direcciones. Si una part´ıcula roja llegara a salir por
una de las caras de la celda primitiva una part´ıcula imagen de
esta´ entrar´ıa por la cara opuesta.
Con e´sta metodolog´ıa se logran eliminar los efectos de superficie, ya que ahora las
part´ıculas que se encuentren cerca de la superficie interactu´an con las part´ıculas de
las celdas ima´genes y no con las paredes de la caja de simulacio´n, adem”as si una
part´ıcula dejara la celda primitiva a trave´s de una de las caras para pasar a una
celda imagen, una imagen de la misma part´ıcula entrara´ por la cara opuesta para
sustituirla con lo que el nu´mero de part´ıculas se mantendra´ constante.
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Hay que resaltar que en los u´ltimos an˜os con la introduccio´n de las 4 Unidades de
Procesamiento Gra´fico de Propo´sito General o GPGPU’s (por sus siglas en ingle´s),
a sido posible el simular miles de millones de part´ıculas, por ejemplo, un grupo
de investigadores franceses realizaron una simulacio´n de la estructura del universo
observable utilizando 550 mil millones part´ıculas, esto como parte de la primera fase
del proyecto DEUS (Simulacio´n de Universo de la Energ´ıa Oscura) [20].
2.5.1. Convencio´n de mı´nima imagen
Para el caso de DM, el uso de CPF implica que el ca´lculo de las interacciones entre
part´ıculas debera´ extenderse hasta las part´ıculas de las celdas ima´genes, las cuales,
como se menciono´ anteriormente son infinitas por lo que resulta necesario limitar
dichas interacciones.
Una manera de calcular las interaccio´n entre part´ıculas cuando se utilizan CBF, es
a trave´s de la convencio´n de mı´nima imagen, la cual establece que la part´ıcula i solo
debe de interactuar con una sola de las ima´genes de las otras part´ıculas, es decir, con
las ma´s cercanas a la part´ıcula original. Una manera de visualizar la convencio´n de
mı´nima imagen es construyendo una celda imaginaria de igual dimension y forma
que la celda primitiva, donde la part´ıcula i se encuentra en el centro de esta´ y a su
vez solo interactu´a con las part´ıculas que esta´n dentro de la celda imaginaria, ve´ase
la figura 2.5.
Figura 2.5: Con el uso de la convencio´n de mı´nima imagen las inter-
accio´n de la part´ıcula roja se limitara´n a las ima´genes ma´s
cercanas de las dema´s part´ıculas.
4Las GPGPU’s aprovechan las caracter´ısticas de co´mputo de una GPU (Unidad de Procesa-
miento Gra´fico), las cuales ofrecen un alto rendimiento en la capacidad de ca´lculo y procesamiento
de datos. Entre las principales herramientas para poder aprovechar las capacidades de co´mputo de
una GPU se encuentran CUDA y OpenCl.
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Una de las limitaciones que nos impone el uso de la convencio´n de mı´nima imagen
esta´ relacionada con el potencial de interaccio´n, ya que para poder implementarla
es necesario que el alcance del potencial sea menor que la mitad de la longitud ma´s
pequen˜a de la caja de simulacio´n, ve´ase seccio´n 2.6.1.
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2.6. Reduccio´n del tiempo de co´mputo
En un sistema compuesto por N part´ıculas donde se considera un potencial por
pares aditivo y adema´s se tiene en cuenta la tercera ley de Newton se deben evaluar
N(N −1)/2 pares de interacciones durante cada paso de integracio´n, lo cual implica
que el tiempo necesario para evaluar las fuerzas escala con N2 [14]. Es posible re-
ducir el tiempo de co´mputo al considerar el uso de me´todos que permitan restringir
los pares de part´ıculas que se tienen en cuenta durante la evaluacio´n de las fuerzas.
2.6.1. Truncamiento del potencial
Durante una simulacio´n de DM el ca´lculo de las fuerzas representa la mayor parte
del tiempo de co´mputo, este tiempo puede reducirse si recurrimos al truncamiento
del potencial. Este truncamiento consiste en cortar el potencial de interaccio´n a
cierta distancia de tal forma que a distancias mayores el potencial se considere nulo,
esta´ distancia se suele conocer como radio de corte, rc. La ventaja de introducir un
radio de corte consiste en que en lugar de tener en cuenta las interacciones de la
part´ıcula i con todas las N − 1 part´ıculas restantes, ahora solo se tendra´n en cuenta
aquellas interacciones donde la distancia de separacio´n rij entre la part´ıcula i y la
part´ıcula j sea menor o igual que rc, rij ≤ rc, ve´ase la figura 2.6.
Figura 2.6: a) A partir de la distancia rc el potencial se puede consi-
derar nulo b) El ca´lculo de la fuerza sobre la part´ıcula i ya no
se realiza sobre las N − 1 part´ıculas restantes sino solo sobre
aquellas que esta´n dentro de la esfera formada por el radio de
corte.
Se debe tener en cuenta que la eleccio´n del radio de corte, rc, queda restringida a
distancias menores que la mitad de la longitud ma´s pequen˜a de la caja de simulacio´n
, rc ≤ L2 , esto para estar en concordancia con la convencio´n de mı´nima imagen, lo
cual implica que la parte atractiva del potencial deba de ser de corto alcance.
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2.6.2. Listas de vecinos
La introduccio´n de un radio de corte para poder truncar el potencial de interaccio´n
resulta de gran ayuda para poder reducir el tiempo de co´mputo durante la simula-
cio´n , esto debido a que no se consideran todas las interacciones de la part´ıcula i con
las N − 1 part´ıculas restantes, sino solo con aquellas que esta´n dentro del radio de
corte de la part´ıcula i. Sin embargo, para determinar cua´les de la N − 1 part´ıculas
interactu´a con la part´ıcula i, es necesario determinar la distancia de separacio´n rij
entre la part´ıcula i y cada una de las N − 1 part´ıculas restantes, j, y a su vez e´sta
distancia rij compararla con el radio de corte para as´ı determinar si se trunca o
no dicha interaccio´n. E´ste proceso representa un apreciable tiempo de co´mputo por
lo que resulta necesario establecer un me´todo con el que podamos excluir aquellas
part´ıculas que no contribuyen ni a la energ´ıa ni a la fuerza sobre la part´ıcula i y, de
e´sta forma, poder reducir a un ma´s el tiempo de co´mputo. Entre dichos me´todos se
encuentra la lista de vecinos de verlet.
Verlet [21] establecio´ un me´todo para generar una lista de las part´ıculas vecinas ma´s
cercanas a cada part´ıcula del sistema, la cual se actualiza cada cierto nu´mero de
pasos de integracio´n, este me´todo conocido como lista de verlet o lista de vecinos se
basa en el hecho de que durante cierto nu´mero de pasos de integracio´n las part´ıcu-
las con las que interactu´a la part´ıcula i son pra´cticamente las mismas, es decir, las
part´ıculas que se encuentran a una distancia un poco mayor del radio de corte de la
part´ıcula i son las mismas que pueden entrar o salir durante cierto nu´mero de pasos
de integracio´n, razo´n por la cual resultar´ıa u´til introducir una distancia mayor que
el radio de corte, rl o radio de lista, a partir de la cual se guarden las posiciones
de aquellas part´ıculas que este´n dentro de la esfera formada por el radio rl de la
part´ıcula i, ve´ase la figura 2.7.
Con la introduccio´n de las lista de vecinos ya no es necesario evaluar las distancias
de separacio´n entre la part´ıcula i y las N −1 restantes si no solo con aquellas que se
encuentran en su lista de vecinos. Sin embargo, hay que tener en cuenta que despue´s
de cierto nu´mero de pasos de integracio´n el desplazamiento de una de las part´ıculas
que originalmente no este´ dentro de la lista de vecinos de la part´ıcula i pude ser lo
suficientemente grande como para que pueda entrar en el radio de corte de e´sta y, en
consecuencia, no se tenga en cuenta dicha interaccio´n, por lo que resulta necesario
actualizar perio´dicamente las listas de vecinos. Comu´nmente se suelen actualizar
cada vez que una part´ıcula se a desplazado una distancia mayor que rl − rc. La
frecuencia con la que se actualizan las lista de vecinos oscila entre los 10 y 20 pasos de
integracio´n [15], por lo que tambie´n se puede establecer que dichas listas se actualicen
automa´ticamente sin ser necesario que exista un desplazamiento ma´ximo. Por ultimo
hay que tener en cuenta que el taman˜o del rl no debe ser muy pequen˜o, ya que e´sto
ocasionara que las listas de vecinos se actualicen con ma´s frecuencia, mientras que
para un valor grande e´sta frecuencia disminuir´ıa, sin embargo, la eficiencia de las
listas de vecinos se ver´ıa afectada, por lo que se recomienda realizar simulaciones de
prueba de unos cuantos cientos de pasos de integracio´n variando el radio de lista,
hasta encontrar el valor ma´s o´ptimo, ve´ase [15, pag. 148-149].
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Figura 2.7: La evaluacio´n de la distancia de separacio´n rij entre pares
de part´ıculas para determinar si contribuye a la energ´ıa po-
tencial ya no se realiza para las N−1 part´ıculas restantes sino
solo para aquellas que se encuentran dentro del radio de lista
rl.
2.6.3. Linked-list
Otro me´todo para reducir el tiempo de co´mputo es el me´todo de las lista de celdas
mejor conocida como cell-list o linked-list [14, 15]. Consideremos una caja de simu-
lacio´n en dos dimensiones cuyas longitudes son Lx y Ly, la cual es dividida en M
partes iguales en cada direccio´n. As´ı la caja de simulacio´n estara´ conformada por
pequen˜as celdas, cuyas dimensiones lx = Lx/M y ly = Ly/M debera´n ser de mayor o
igual longitud que el radio de corte por lo que M tiene que escogerse de forma que se
cumpla que lx ≥ rc y ly ≥ rc. La razo´n por la cual se impone e´sta condicio´n se puede
entender fa´cilmente si consideramos que M = 4, ve´ase la figura 2.8. Si nos situamos
dentro de una celda cualquiera Qi como puede ser 12. Al considerar una part´ıcula
cualquiera que se encuentre dentro de e´sta celda y recordamos que las dimensiones
de las celdas son mayores que el radio de corte, resulta claro que e´sta part´ıcula solo
podra´ interactuar con aquellas que se encuentren en su misma celda y con aquellas
que se encuentran situadas en las celdas vecinas de 12 (7,8,5,11,9,15,16,13) ya que
cualquier otra part´ıcula situada fuera de las celdas vecinas se encontrar´ıa fuera del
radio de corte. Obse´rvese que se ha tenido en cuenta el uso de CBP. Durante cada
paso de integracio´n debera´ de generarse una lista de las part´ıculas que se encuentran
en cada celda Qi, esto para poder realizar una bu´squeda ma´s ra´pida dentro de las
celdas de aquellas pares de part´ıculas que pueden interactuar.
Con ayuda de la tercera ley de Newton es posible limitar el nu´mero de celdas vecinas
a tener en cuenta. Si consideramos nuevamente que nos encontramos ubicados en
la celda 12 no deber´ıamos examinar todas las celdas vecinas sino solo 15,16 y 13
ya que cuando nos encontra´bamos en la celda 7 examinamos las part´ıculas que se
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Figura 2.8: Para determinar si una part´ıcula contribuye a la energ´ıa
potencial de una part´ıcula cualquiera situada en la celda 12,
solo se deben de evaluar aquellas distancias de separacio´n de
las part´ıculas que se encuentre situadas en las celdas 13, 15 y
16
encontraban en la celda 12 de modo que ya se han tomado en cuenta las posibles
interacciones que pudieran ocurrir y de igual forma para el resto de celdas vecinas
(5,8,9,11). Obse´rvese que el valor de M debe ser mayor que 3 para notar una mayor
eficiencia respecto a las listas de verlet.
Lista de vecinos y linked-list
Es posible combinar la lista de vecinos con el me´todo de linked-list, como se men-
ciono´ en las listas de vecinos, cada vez que e´sta se necesita actualizar es necesario
calcular la distancia entre todos los pares de part´ıculas y as´ı determinar cu´ales
part´ıculas se guardaran en la lista de vecinos de cada part´ıcula, sin embargo, para
sistemas formados por un gran nu´mero de part´ıculas este proceso consume bastante
tiempo de co´mputo, por lo que resultar´ıa u´til construir la lista de vecinos a partir
del me´todo de linked-list y de e´sta forma reducir au´n ma´s el tiempo de co´mputo.
La aplicacio´n de cualquiera de estos me´todos depende principalmente de N , el nu´me-
ro de part´ıculas del sistema. Si N es menor que 500 resulta suficiente con truncar el
potencial de interaccio´n, mientras que para sistemas entre 500 y 6,000 part´ıculas es
ma´s conveniente el uso de las listas de verlet mientras que para sistemas de ma´s de
6,000 part´ıculas resulta sumamente eficiente el uso del me´todo de linked-list. Una
comparacio´n ma´s detallada entre estos me´todos y la eficiencia que presentan con-
forme se aumenta el nu´mero de part´ıculas puede encontrarse en [14].
2.7. Dina´mica molecular a temperatura y/o pre-
sio´n constante
En una simulacio´n de DM resulta necesario realizar simulacio´nes en distintos en-
sambles como pueden ser el cano´nico (NV T ) o isote´rmico-isoba´rico (NPT ). Sin
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embargo, si se tiene en cuenta que en una DM al resolver las ecuaciones de movi-
miento de Newton el ensamble microcano´nico (NV E) se reproduce de forma natural,
en un principio parecer´ıa imposible de reproducir cualquier otro ensamble. No obs-
tante, a pesar de esta dificultad, es posible simular distintos ensambles en DM si se
modifican las ecuaciones de movimiento de Newton introduciendo nuevos grados de
libertad o para´metros, los cuales introduzcan algunas restricciones al sistema de tal
forma que se pueda mantener la presio´n y/o temperatura constante. Por ejemplo,
a diferencia del ensamble NV E, el ensamble NV T puede intercambiar energ´ıa con
sus alrededores, siendo el sistema cerrado, por lo que dichas restricciones pueden
imponerse de tal forma que el intercambio de calor del sistema con sus alrededores
mantenga a la temperatura constante. Las restricciones pueden interpretarse como
los barostatos o termostatos, por lo que en la parte restante de este cap´ıtulo se trata
de dar a conocer los me´todos ma´s conocidos para mantener a la presio´n o tempe-
ratura constantes. En DM cuando decimos que la presio´n y o la temperatura se
mantienen constante en relidad debemos de entender que sus valores se mantienen
alrededor de un promedio. Una comparacio´n de los distintos resultados obtenidos
al estudiar un mismo sistema pero empleando distintos barostatos puede encontrase
en [?, ?, ?]
En las siguientes secciones no se abordara´ ampliamente los diferentes me´todos para
lograr una simulacio´n de DM a temperatura y/o presio´n constante, en su lugar nos
limitaremos a dar una breve pero concisa explicacio´n de algunos de estos me´todos.
Sin embargo, si se requiriera una amplia y detallada explicacio´n se recomienda con-
sultar las respectivas referencias.
Una comparacio´n de los resultados obtenidos al estudiar un mismo sistema pero,
empleando distintos barostatos y termostatos puede encontrarse en [14, 22, 23].
2.7.1. Termostatos
Berendsen
El termostato de Berendsen [24], considera que el sistema esta´ acoplado a un ban˜o
te´rmico que mantiene la temperatura fija, donde el intercambio de energ´ıa entre el
sistema y el ban˜o te´rmico ocurre gradualmente. E´ste es un me´todo de acoplamiento
de´bil (weak-coupling) el cual consiste en relajar la temperatura instanta´nea Ti de tal
forma que poco a poco se aproxime a la temperatura deseada T , siendo el cambio de
la temperatura instanta´nea con respecto del tiempo, dTi
dt
, proporcional a la diferencia







en este proceso de relajacio´n la velocidad v de cada part´ıcula es escalada por un
factor λ de modo que
v′ = λv (2.32)
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siendo ∆t el tiempo de integracio´n y τT una constante de tiempo que determina la
escala de tiempo en la que la temperatura deseada T es alcanzada. De e´sta forma la
velocidad de las part´ıculas es ajustada de tal manera que la temperatura instanta´nea
se aproxime a la temperatura deseada.
De la u´ltima ecuacio´n se puede observar que el grado de acoplamiento entre el ban˜o
te´rmico y el sistema esta´ determinado por τT . Un valor pequen˜o de τT correspon-
der´ıa a un alto acoplamiento del sistema, es decir, que la temperatura instanta´nea se
aproximar´ıa ma´s ra´pidamente a la temperatura deseada, el caso contrario ocurrir´ıa
al escoger un valor grande de τT .
Es posible distinguir dos valores para τT en el que se ve afectado dra´sticamente el
termostato de Berendsen. El primer caso corresponder´ıa al escoger un valor dema-
siado grande para τT lo que provocar´ıa que el sistema se desacople del ban˜o te´rmico
y en consecuencia el sistema reproduzca el ensamble microcanonico, el segundo caso






siendo e´sta u´ltima ecuacio´n el factor de escalamiento ma´s simple y ampliamente
difundido para mantener constante la temperatura impuesta al sistema, comu´nmente
este me´todo de escalamiento es conocido como reescalamiento de velocidades.
Andersen
El termostato de Andersen [25] consiste ba´sicamente en asignar un valor a la veloci-
dad de las part´ıculas, el cual se obtiene aleatoriamente de una distribucio´n Maxwell-
Boltzman, con lo que se consigue reproducir el ensamble cano´nico.
Al igual que en el termostato de Berendsen se considera que el sistema esta´ acoplado
a un ban˜o te´rmico el cual lo mantiene a la temperatura deseada, donde el acopla-
miento esta´ representado por colisiones estoca´sticas entre las part´ıculas del sistema
y el ban˜o te´rmico. Estas colisiones son las que permiten cambiar la velocidad de las
part´ıculas de tal forma que se alcance la temperatura deseada. En este me´todo las





















donde la ecuacio´n (2.36b) esta´ complementada por un te´rmino que representa a las
colisiones estoca´sticas, as´ı el valor del momento de una part´ıcula i se ve afectado
despue´s de sufrir una colisio´n, por lo que Andersen propuso que la velocidad de
dicha part´ıcula fuera restablecida por un valor que fuera tomado aleatoriamente de
una distribucio´n de Maxwell-Boltzman correspondiente a la temperatura deseada T .
Para realizar una simulacio´n se introduce y elige un valor para el para´metro ν que
es la frecuencia de ocurrencia media con el que una part´ıcula sufre una colisio´n
estoca´stica, por lo que este para´metro determina la fuerza con la que el sistema se
acopla al ban˜o te´rmico. El intervalo de tiempo entre dos colisiones sucesivas de una
part´ıcula esta´ distribuida segu´n una distribucio´n de Poisson
P (t : ν) = νe−νt (2.37)
donde la probabilidad de que ocurra una colisio´n estoca´stica en el intervalo [t, t+∆t]
esta´ dada por
P (t : ν)dt (2.38)
Es necesario resaltar que la velocidad solo es restablecida si existiera alguna colisio´n,
mientras que el sistema evolucionar´ıa de acuerdo a las ecuaciones 2.36 entre sucesivas




Este me´todo propuesto por Berendsen para mantener la presio´n constante [24] es
una extensio´n de su termostato descrito anteriormente, por lo que se basa en los
mismos principios. Del mismo modo que en el termostato, consideremos que el sis-
tema esta´ acoplado a un ban˜o de presio´n constante, donde el acoplamiento consiste
en relajar la presio´n instanta´nea Pi, hacia su valor de referencia P , donde el cambio








Para que el sistema alcance la presio´n de referencia, tanto la posicio´n r de las N
part´ıculas como el largo de la caja de simulacio´n L deben ser escalados por un factor
µ de modo que
r′ = µr (2.40)
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L′ = µL (2.41)





(Pi − P )
]1/3
(2.42)
y τp es una constante que determina la escala de tiempo en la que la presio´n deseada
P es alcanzada. Es decir, determina el grado de acoplamiento entre el ban˜o y el
sistema. En funcio´n del grado de acoplamiento deseado se puede escoger a τp. Si se
desea un alto grado acoplamiento del sistema se debe escoger un valor pequen˜o para
e´ste, mientras que, para valores grandes de τp, se observara´ un de´bil acoplamiento.
Andersen
Para mantener la presio´n constante Andersen [25] propuso que las coordenadas de
las part´ıculas estuvieran dadas en te´rminos de una variable que las escalara. Es




de forma ana´loga para la velocidad se obtiene
ρ˙i = r˙i/V
1/3 (2.44)
De forma seguida Andersen considero un nuevo Lagrangiano en te´rminos de las
variables escaladas, en el que una nueva variable Q aparece
L
(















MQ˙2 − poQ (2.45)
al sistema de este lagrangiano se le suele conocer como sistema escalado, obse´rvese
que en esta´ u´ltima ecuacio´n al hacer Q = V 1/3 los dos primeros te´rminos de la
derecha representan el Lagrangiano para un sistema no escalado. El tercer termino
y cuarto termino representar´ıan la energ´ıa cine´tica y potencial asociada a Q, siendo
α y M constantes.
Una interpretacio´n a este Lagrangiano se puede obtener si se considera que el siste-
ma escalado puede ser comprimido por un pisto´n por lo que el recipiente en el que
se encuentra es de volumen variable, por lo que Q, cuyo valor seria el del volumen
V , representar´ıa la coordenada del pisto´n, αV es pV el potencial derivado de una
presio´n externa α actuando en el pisto´n, y M es la masa de este u´ltimo.
A partir del Hamiltoniano del sistema escalado podemos obtener las respectivas
ecuaciones de movimiento las cuales podemos resolver nume´ricamente para obtener
las posiciones y momentos en funcio´n del tiempo y as´ı obtener una trayectoria para el
sistema escalado. Si tenemos en cuenta las correspondencias entre el sistema original
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y el sistema escalado, podremos derivar las ecuaciones de movimiento para el sistema








































donde la ecuacio´n (2.46c) representa las fluctuaciones de volumen. La ventaja de
emplear este me´todo recae en el hecho de que los promedios de una funcio´n A a
lo largo de la trayectoria descrita por (2.46) son consistentes a los promedios en el
ensamble de A en un ensamble donde la presio´n se mantiene constante.
El me´todo de Andersen no solo se aplica para simulacio´nes a presio´n constante, sino
que se ha ampliado a otros sistemas en los que es necesario controlar alguna propie-
dad. De forma general podemos concluir que este me´todo consiste en complementar
las posiciones y momentos de las part´ıculas mediante nuevas variables que permitan
controlar ciertas propiedades de modo que estas sean compatibles con el ensamble





Por medio de simulaciones computacionales es posible obtener una amplia variedad
de propiedades termodina´micas, las cuales nos permitira´n determinar las principales
caracter´ısticas de algun sistema bajo estudio. Por ejemplo, se podr´ıa determinar los
puntos de fusio´n o ebullicio´n de algu´n material.
Para poder cuantificar la calidad de una simulacio´n, y por lo tanto, poder comprobar
la precisio´n con la que el potencial de interaccio´n reproduce las interacciones entre
part´ıculas, se hace una comparacio´n entre los valores obtenidos para las distintas
propiedades termodina´micas calculadas en la simulacio´n y los respectivos valores
experimentales con los que se cuenten.
En este cap´ıtulo analizaremos de forma breve algunas de las propiedades que se
pueden calculan en una simulacio´n, partiremos de su base teo´rica, pasando por sus
principales caracter´ısticas y su implementacio´n en un co´digo de DM.
3.1. Energ´ıa Interna
La energ´ıa interna, E, es la energ´ıa total del sistema, la cual esta´ determinada por
las contribuciones de la energ´ıa cine´tica, K, debida a los momentos individuales de
las part´ıculas, y adema´s por las contribuciones de la energ´ıa potencial, U , debida a
las interacciones entre part´ıculas.
Si consideramos un sistema formado por N part´ıculas, cuyo hamiltoniano esta´ dado
por la siguiente expresio´n
H(rN , pN) = K(pN) + U(qN) (3.1)
donde pN y qN son las posiciones y momentos de las N part´ıculas. Es posible obtener
la energ´ıa total del sistema si realizamos un promedio sobre H, obteniendo
E = 〈H〉 = 〈K〉+ 〈U〉 (3.2)
De este modo la energ´ıa total del sistema estar´ıa determinada por la energ´ıa cine´tica
y potencial promedio obtenidas durante una simulacio´n.
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3.2. Propiedades de Estructura
Este tipo de propiedades nos brinda informacio´n de co´mo se encuentra estructurado
el sistema de estudio a nivel a´tomico. Es decir nos permite determinar la estructura
interna del sistema as´ı como tambie´n la organizacio´n y distribucio´n de las part´ıculas
en el sistema.
3.2.1. Funcio´n de distribucio´n por pares
La funcio´n de distribucio´n por pares o´ g(r) proporciona la probabilidad de localizar
una part´ıcula que se encuentra separada una distancia r de otra part´ıcula, con
respecto a la probabilidad esperada para una distribucio´n completamente aleatoria
(gas ideal) de las part´ıculas a la misma densidad [15]. La funcio´n de distribucio´n
por pares se define como:
g(r) =
〈N(r, r + ∆r) 〉
V (r, r + ∆r)ρ
(3.3)
donde ρ es la densidad del sistema, V (r, r + ∆r) = 43pi
(
(r + ∆r)3 − r3) es el volumen
del cascaro´n formado entre r y r + ∆r y 〈N(r, r + ∆r) 〉 es el nu´mero de part´ıculas
que se encuentran a una distancia entre r y r+∆r de otra part´ıcula, los corchetes in-
dican que estamos promediando sobre todas las part´ıculas y posibles configuraciones.
Una visio´n ma´s clara del significado de la g(r) puede obtenerse si consideramos una
part´ıcula apartir de la cual dibujamos dos esferas conce´ntricas, una de radio r y otra
de radio r + ∆r, ve´ase la figura 3.1. De este modo el ca´lculo de la g(r) involucrar´ıa
que la part´ıcula central cuente el nu´mero de part´ıculas N(r, r + ∆r) que la rodean
en un intervalo entre r y r + ∆r. As´ı, de esta´ forma, podemos entender a la g(r)
como una medida del nu´mero de part´ıculas que se encuentran a una distancia r de
otra part´ıcula, comparado con el nu´mero de part´ıculas que se encuentran separadas
a la misma distancia en un gas ideal a la misma densidad [15]. Obse´rvese que al
determinar el nu´mero de part´ıculas o vecinos que rodean a una part´ıcula a cierta
distancia, lo que se esta´ obteniendo es una descripcio´n de la forma en que esta´n
distribuidas las part´ıculas alrededor de una de estas, lo cual nos permite establecer
y describir la estructura del sistema. En la figura 3.2 se observa la forma t´ıpica de
la funcio´n de distribucio´n por pares para un gas, un l´ıquido y un so´lidos cristalino
amorfo.
Como puede observarse en la figura 3.2, la funcio´n g(r) decae a cero para ciertas
distancias donde no es posible encontrar otras part´ıculas, ya que e´sto significar´ıa
que las part´ıculas se traslaparon, de igual forma puede observarse que esta´ funcio´n
esta´ normalizada para asegurarse que g(r →∞) = 1. En una simulacio´n debemos de
tener en cuenta que el ca´lculo de la g(r) esta´ limitado por el taman˜o de la caja de
simulacio´n. Es decir, solo es posible determinarla a partir de distancias no mayores
que L/2, ya que e´sta distancia representa el radio de la esfera ma´s grande que se
puede contener dentro de la caja cu´bica de simulacio´n de longitud L. E´sta limitacio´n
estar´ıa presente aun si se contara con las condiciones de contorno perio´dicas, debido
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Figura 3.1: La part´ıcula central (roja) cuenta el nu´mero de part´ıculas
que se encuentran una distancia de entre r y r + ∆r de ella.
a la periodicidad de la caja de simulacio´n a lo largo de todas las direcciones.
Es posible obtener la g(r) experimental de un sistema de forma indirecta a trave´s







Figura 3.2: Funcio´n de distribucio´n por pares caracter´ıstica de un gas,
un liquido y un so´lido cristalino amorfo.
3.2.2. Factor de estructura esta´tico
Para entender mejor el factor de estructura S(q) consideremos el siguiente experi-
mento de dispersio´n. En donde una onda de algu´n tipo de radiacio´n (por ejemplo
rayos x) incide sobre las part´ıculas de un cristal y estas a su vez dispersara´n esa
radiacio´n, la cual, dependiendo de su fase se interferira´n de forma constructiva o
destructiva.
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Figura 3.3: Dispersion de Bragg desde dos planos adyacentes.
Pongamos como ejemplo dos part´ıculas que se encuentran situadas en las posiciones
r1 y r2, y hagamos un ana´lisis de la diferencia de fase de la radiacio´n incidente y
dispersada entre estos dos puntos, ve´ase la figura 3.3. La forma de una onda libre es
exp(±i k · r), donde ϕ = ±i k · r es la fase de la onda. La fase de la onda incidente
con vector de onda ki en el punto r1 es ϕi1 = −ki · r1, mientras que en el punto r2
es ϕi2 = −ki · r2, por lo que la diferencia de fase de la onda incidente entre los dos
puntos sera´
∆ϕi = ϕi2 − ϕi1
= −ki · (r2 − r1)
la cual a partir de la geometr´ıa del sistema se observa que es igual a
− ki · (r2 − r1) = d sin(θ) (3.4)
De igual forma se demuestra que la diferencia de fase de la radiacio´n dispersada por
las dos part´ıculas en las posiciones r2 y r2 es
ks · (r2 − r1) = d sin(θ) (3.5)
donde ks representan el vector de onda de la radiacio´n dispersada.
Antes de poder establecer el tipo de interferencia que produce la radiacio´n disper-
sada debemos tener en cuenta la ley de Bragg, la cual establece que existira´ una
interferencia constructiva a partir de dos planos adyacentes cuando la diferencia de
trayecto o fase total de la radiacio´n dispersada sea un nu´mero entero de longitudes
de onda λ. En nuestro caso la diferencia de fase total es la suma de las diferencias
de fase de la radiacio´n incidente y dispersada, es decir,
∆ϕT = (ks − ki) · (r2 − r1)
= q · (r2 − r1)
q · (r2 − r1) = 2d sin(θ) (3.6)
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donde q se conoce como vector de dispersio´n. De acuerdo con la ley de Bragg para
que exista una interferencia constructiva la diferencia de fase debe ser un nu´mero
entero de longitudes de onda, es decir
2d sin(θ) = mλ m = ±1,±2, . . . (3.7)
La razo´n por la que hemos introducido este tipo de experimento se debe a que con
la informacio´n obtenida a partir de los diferentes tipos de interferencia que se pue-
dan llegar a obtener, es posible explorar la estructura interna de un cristal, como lo
puede ser la disposicio´n de las part´ıculas dentro de este. Este hecho nos sugiere al
mismo tiempo que en un experimento similar, llevado acabo sobre un l´ıquido , nos
permitir´ıa revelar la estructura interna del mismo.
Hasta el momento en nuestro ana´lisis solo hemos considerado la interferencia pro-
ducida por un par de part´ıculas, donde la funcio´n exp[−iq · (r2 − r1)] representa la
radiacio´n incidente y dispersada por estos. Sin embargo, en el l´ıquido debemos de
considerar todos los pares de part´ıculas y debido a que esta´n en constante movi-
miento es necesario promediar sobre cada una de las configuraciones obtenidas. De








〈 exp[−iq · (rj − rk)] 〉 (3.8)
donde N es el nu´mero de part´ıculas. Al separar los te´rminos j = k en la doble suma,
cuya fase es igual a cero, podemos reescribir la ecuacio´n (3.8) como







〈 exp[−iq · (rj − rk)] 〉 (3.9)
E´sta funcio´n que hemos introducido es el factor de estructura [26, 27], el cual nos
describe la forma en que un sistema dispersa la radiacio´n que incide sobre este,
es decir, nos describe la forma en que las ondas dispersadas por cada una de las
part´ıculas del sistema interfieren entre s´ı.
Podemos relacionar el factor de estructura con la funcio´n de distribucio´n por pares si
consideramos un sistema isotro´pico, en el cual no existen direcciones preferenciales
en el espacio De este modo el factor de estructura solo dependera´ de la magnitud
del vector de dispersio´n q, |q|, y podremos definirlo en terminos de la funcio´n de
distribucio´n por pares [27]







A trave´s de una transformada de Fourier a la ecuacio´n (3.10) se obtiene una expresio´n
que nos permite obtener a la funcio´n de distribucio´n por pares a partir del factor de
estructura
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3.3. Propiedades de Transporte
Este tipo de propiedades se caracteriza por la presencia de procesos de transporte,
en los cuales alguna cantidad f´ısica como la masa, energ´ıa, el momento lineal o la
carga ele´ctrica son transportadas de una regio´n a otra del sistema [18]. Este tipo
de propiedades proporcionan informacio´n del movimiento que presenta el sistema
a nivel a´tomico y la forma en que´ evoluciona con el tiempo. En esta seccio´n se
presentan algunas propiedades de transporte como lo son la difusio´n y viscocidad.
Su importancia recae en el hecho de que nos brinda una amplia informacio´n de como
es el
3.3.1. Difusio´n
Si consideramos un sistema el cual esta´ compuesto por dos sustancias A y B cuyas
concentraciones son cA y cB respectivamente, con cA < cB, las cuales inicialmente
se encuentran separadas por una pared impermeable, la cual al remover se obser-
vara´ que las part´ıculas se movera´n de la regio´n de mayor concentracio´n hacia la de
menor concentracio´n. Es decir, tratara´n de eliminar la diferencias de concentracio´n,
ocasionando que se produzca una composicio´n uniforme y homoge´nea. As´ı, pode-
mos definir la difusio´n como el movimiento de las part´ıculas de una regio´n a otra
del sistema como consecuencia de las diferencias de concentracio´n existentes en el
sistema.
De forma general pueden establecerse dos tipos de difusio´n, la interdifusio´n y la
autodifusio´n. Al caso donde las part´ıculas de una especie se difunden sobre otra
sustancia diferente se le conoce como interdifusio´n. La autodifusio´n ocurre cuando
las part´ıculas de la especie que se difunde son ide´nticas a todas las del sistema. La
difusio´n por vacantes e intersticial son los mecanismos ma´s comunes de difusio´n. El
primero de e´stos se presenta cuando una part´ıcula tiene en sus proximidades una
posicio´n vacante, y si tiene suficiente energ´ıa para moverse, se desplazara´ hasta es-
ta. Esta part´ıcula dejara a su vez una nueva vacante que podra´ ser ocupada por
otra part´ıcula. La difusio´n intersticial tendra lugar cuando las part´ıculas se muevan
desde una posicio´n intersticial a otra vecina que se encuentre desocupada, e´sto sin
desplazar a ninguna de las part´ıculas que ocupaban las posiciones reticulares.
Una descripcio´n macrosco´pica de la difusio´n puede ser obtenida a trave´s de la pri-
mera ley de Fick [14, 18], la cual establece que la densidad de corriente o flujo de
part´ıculas 1 J es proporcional al gradiente de concentracio´n ∇c, es decir,
1Se define a J como el nu´mero de part´ıculas que pasan a trave´s de un plano de superficie
unitaria por unidad de tiempo.
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J = −D∇c (3.12)
donde D es la constante de proporcionalidad, la cual se conoce como coeficiente
de difusio´n, el signo negativo se debe a que la direccio´n de difusio´n es contraria al
gradiente de concentracio´n, es decir, va de la regio´n de mayor a menor concentracio´n.
Una forma de calcular el coeficiente de transporte de difusio´n D, es haciendo uso de







donde el te´rmino 〈vi(0)vi(t)〉 es la funcio´n de autocorrelacio´n de velocidades, siendo
vi la velocidad de la part´ıcula i. El coeficiente de difusio´n dependera´ en mayor o
menor grado de la presio´n, temperatura y composicio´n del sistema.
3.3.2. Viscosidad
Para tener un mejor entendimiento del significado de la viscosidad consideremos un
fluido con flujo laminar2, el cual se encuentra entre dos placas planas paralelas de
las cuales una se encuentra estacionaria sobre el plano xy, mientras que la segunda
se encuentra en movimiento en la direccio´n +x con una velocidad v a una distancia
z de la placa inferior. El movimiento de la placa superior, ocasionara´ que las capas
del fluido se muevan de forma paralela a dicha placa, cuyas velocidades var´ıan desde
cero en la superficie inferior hasta v en la superficie superior. Esto se debe a la exis-
tencia de friccio´n entre las capas del fluido, los cuales producen una transferencia de
momento entre las capas adyacentes, que a su vez se ve reflejado en la disminucio´n
de la velocidad en las otras capas, creando as´ı un gradiente de velocidades a lo largo
del eje z, δv/δz.
La friccio´n entre las capas da lugar a una fuerza que se opone al movimiento de
la placa superior, F−x, por lo que es necesario aplicar una fuerza que contrarreste
esta´ resistencia, y as´ı poder mantener el movimiento uniforme de la placa superior,
de otra forma e´sta fuerza tender´ıa a poner a la placa inferior en movimiento. Ex-
perimentalmente se sabe que la fuerza necesario para mantener a la placa inferior
estacionaria es proporcional al a´rea de la superficie de contacto A entre dos capas
y al gradiente de velocidades, el cual tambie´n se conoce como rapidez de corte, es
decir
Fx = −η A δv
δz
(3.14)
τ = −η δv
δz
(3.15)
2El flujo laminar se produce cuando un fluido se puede representar como una serie de capas
delgadas que se deslizan suavemente una sobre otra.
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donde η es la constante de proporcionalidad, comu´nmente conocida como coeficiente
de viscosidad del fluido. De esta´ forma, podemos definir a la viscosidad como la pro-
piedad de un fluido que ofrece resistencia al movimiento relativo de sus moleculas.
Es decir, la resistencia de un fluido a fluir, esta´ propiedad es altamente dependiente
de la temperatura del fluido, asi como tambie´n, de las fuerzas intermoleculares de
atraccion. Por ejemplo, un l´ıquido ofrecera una mayor resistencia a fluir, si su tempe-
ratura es pequea, es decir, presentara un mayor grado de viscocidad, contrariamente
al aumentar la temperatura el l´ıquido presentara una menor resitencia a fluir, lo
cual indicara una menor viscocidad.
La ecuacio´n (3.15) es otra forma de representar a la fuerza necesario para mantener
a la placa inferior estacionaria, solo que en te´rminos de la tensio´n de corte τ , la cual
se define como la fuerza requerida para deslizar una capa de a´rea unitaria de un
fluido sobre otra capa del mismo τ = F/A. En estos te´rminos a la viscosidad se le
suele llamar viscosidad de corte.
Es posible calcular el coeficiente de viscosidad de corte η a trave´s de la ecuacio´n de








donde KB es la constante de Boltzmann, V el volumen y T la temperatura. Pij son









(rij)α (fij)β α, β = x, y, z (3.17)




En este cap´ıtulo se presenta un ana´lisis y discusio´n de los resultados obtenidos
mediante DM para las propiedades de estructura y transporte de los metales alcali-
nos considerados en este trabajo. Dentro de estos resultados se efectua un ana´lisis
cualitativo del comportamiento de estas propiedades bajo distintas condiciones ter-
modina´micas, especificamente de temperatura y densidad. Se determina la calidad
de los resultados de la funcio´n de distribucio´n por pares y el factor de estructura
al realizar una comparacio´n con datos obtenidos de manera experimental y teo´rica-
mente.
4.1. Condiciones de Simulacio´n
En este apartado se describe las caracter´ısticas de las simulaciones de DM llevadas
a cabo en este trabajo. La configuracio´n inicial consta de 5324 part´ıculas colocadas
de acuerdo a un arreglo FCC en una celda cu´bica. Se implementaron las condiciones
perio´dicas de frontera y la convencio´n de mı´nima imagen. Se empleo el potencial de
Morse Modificado para describir las interacciones entre part´ıculas. Para mover las
part´ıculas se utilizo´ el algortimo de integracio´n de leap-frog, utilizando un tiempo de
integracio´n de ∆t∗ = 0,0025. Se considero´ un radio de corte de rc = 2,5, empleando
adema´s las listas de vecinos de verlet para reducir el tiempo de co´mputo, las cuales
en promedio se actualizaban cada 10 pasos de integracio´n. Todas las simulaciones
se llevaron a cabo en un ensamble NVT . Se utilizo´ el reescalamiento de veloci-
dades como me´todo para mantener constante la temperatura. Las propiedades de
transporte se obtuvieron a trave´s de las fo´rmulas de Green-Kubo para la difusio´n y
viscosidad de corte.
Los distintos valores de densidad y temperatura utilizados para estudiar a los metales
alcalinos Na, K y Rb, pueden observarse en las tablas 4.1, 4.2 y 4.3 respectivamen-
te. As´ı mismo, en la tabla 4.4 pueden encontrarse los para´metros caracter´ısticos de
cada uno de los metales alcalinos considerados en este trabajo. Estos para´metros
han sido utilizados anteriormente por Lemus et.al (2007) para reproducir evidencia
experimental tanto de la funcio´n de distribucio´n por pares como de los coeficientes
de difusio´n y viscocidad de los metales alcalinos.
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ρ T1 T2 T3 T4 T5
0.9236
0.8203
380k 820k 1400k 1675k 2000k
0.6819
0.5097
Tabla 4.1: Temperaturas (K)y densidades (gr/cm3) usadas para el Na.
ρ T1 T2 T3 T4 T5
0.8285
0.7395
340k 720k 1400k 1675k 1800k
0.5724
0.4583
Tabla 4.2: Temperaturas (K)y densidades (gr/cm3) usadas para el K.
ρ T1 T2 T3 T4 T5
1.459
1.214
350k 900k 1400k 1570k 1700k
0.970
0.798
Tabla 4.3: Temperaturas (K)y densidades (gr/cm3) usadas para el Rb.
Elemento σ (A˚) /kB (k) α β
Na 3.328 445.60 0.31 1.85
K 4.115 420.99 0.315 1.83
Rb 4.408 402.20 0.32 1.81
Tabla 4.4: Para´metros del potencial de Morse Modificado caracter´ısti-
cos del Na, K y Rb [19].
4.2. Ana´lisis de Resultados
En esta seccio´n se realiza un ana´lisis del comportamiento del factor de estructura
y la funcio´n de distribucio´n por pares bajo distintas condiciones de temperatura
y densidad para los fluidos de metales alcalinos Na, K y Rb. As´ı mismo, se dan a
conecer los distintos valores de los coeficientes de difusio´n y viscocidad, y se examina
la forma en que e´stos influyen sobre las propiedades de estructura antes mencionadas.
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4.2.1. Factor de Estructura Esta´tico
El comportamiento que presenta el factor de estructura del potasio bajo distin-
tas condiciones de temperatura, pero manteniendo una densidad constante, puede
observarse en la figura 4.1. So´lo se considera este elemento, debido a que el compor-
tamiento que se observa es el mismo para el sodio y rubidio. Como puede observarse
al variar la temperatura, la posicio´n de los puntos ma´ximos y mı´nimos se ve afectada.
Cada vez que se incrementa la temperatura, la amplitud de los puntos ma´ximos de-
crece, mientras que e´sta aumenta para los puntos mı´nimos. Antes de explicar la razo´n
de este comportamiento se debe tener en cuenta que un aumento en la temperatura
del sistema esta seguido por un incremento en la energ´ıa cine´tica de las part´ıculas,
lo cual implicar´ıa que e´stas tengan una mayor movilidad. Es decir, al aumentar la
temperatura, la distancia de separacio´n entre part´ıculas aumentara´ provocando que
el camino libre medio de e´stas sea mayor. As´ı, ahora es posible presicar la causa
de los cambios observados anteriormente en el factor de estructura. Si retomamos
el experimento de Bragg mencionado anteriormente, donde ahora los puntos dis-
persores (part´ıculas) de la radiacio´n incidente se encontraran en mayor movimiento
conforme la temperatura aumente. Esta mayor movilidad ocasionara´ que la radiacio´n
dispersada por los puntos dispersores no interfiera entre s´ı de forma constructiva,
refleja´ndose en la altura de las crestas del factor de estructura. Sin embargo, este
mismo movimiento ocasionara que en otras regiones se incremente la intencidad de
la radiacio´n dispersada.
Una comparacio´n de los resultados obtenidos para el factor de estructura del Na,
K y Rb, y aquellos derivados de datos teor´ıcos y experimentales puede observarse
en las figuras 4.2, 4.3 y 4.4 respectivamente. Los datos experimentales del factor de
estructura son derivados de experimentos de difraccio´n de neutrones, para el caso del
Rb, y de difraccio´n de rayos-X para el Na y K, mientras que, los resultados teo´ricos,
son derivados a partir de teor´ıa de ecuaciones integrales, usando la aproximacio´n
Modified hypernetted-chain (MHNC). A partir de estas figuras puede observarse que
los resultados obtenidos para cada una de los fluidos de metales alcalinos se ajustan
bastante bien con los datos experimentales y teo´ricos. Esto demuestra la capacidad
del potencial de Morse Modificado para reproducir este tipo de propiedades en un



















Figura 4.1: Efecto de la temperatura sobre el factor de estructura a











      















T = 2000k MHNC
DM
Figura 4.2: Factor de estructura esta´tico del Na. Se compara con datos
teo´ricos y experimentales [6]. Las densidades (gr/cm3) corres-
pondientes a las temperaturas de 380K, 820K, 1400K y 2000K
son 0.9236, 0.8203, 0.6819 y 0.5097 respectivamente.
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T = 1800k MHNC
DM
Figura 4.3: Factor de estructura esta´tico del K. Se compara con datos
teo´ricos y experimentales [6]. Las dendidades (gr/cm3) corres-
pondientes a las temperaturas de 340K, 720K, 1400K, 1675K






























Figura 4.4: Factor de estructura esta´tico del Rb. Se compara con datos
teo´ricos [6]. Las dendidades (gr/cm3) correspondientes a la
temperaturas de 350K, 900K, 1400K y 1700K son 1.459, 1.214,
0.97 y 0.798 respectivamente.
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4.2.2. Funcio´n de distribucio´n por pares
En la figura 4.5 se muestra el comportamiento de la funcio´n de distribucio´n por
pares del K al mantener constante la densidad y variar la temperatura. Como puede
observarse, al igual que en el factor de estructura el efecto que tiene el aumento de
la temperatura en la funcio´n de ditribucio´n por pares se refleja en la disminucio´n de
la altura de los puntos ma´ximos y en el incremento de los puntos mı´nimos. La razo´n
por la que se observa este comportamiento es la misma que en el factor de estruc-
tura, es decir, la movilidad de las part´ıculas, la cual aumentando la temperatura se
vera´ beneficiada provocando que exista un mayor intercambio entre las diferentes
capas de vecinos. El mayor movimiento por parte de las part´ıculas implicara´ que en
ciertas distancias la probabilidad de encontrar una part´ıcula con respecto de otra
disminuya, refleja´ndose en la disminucio´n de la amplitud de los picos de la funcio´n
de distribucio´n por pares, sin embargo, en las regiones donde existe el intercambio
de part´ıculas esta probabilidad aumentara´. So´lo se muestra el comportamiento de la
funcio´n de distribucio´n por pares del potasio a distintas temperaturas con una den-
sidad constante, ya que el comportamiento cualititativo es el mismo para los dema´s
casos. As´ı mismo, obse´rvese que las funciones de distribucio´n por pares mostradas
son las carater´ısticas que comprenden a un l´ıquido.
En las figuras 4.6, 4.7 y 4.8 se observa una comparacio´n entre los resultados obtenidos
en este trabajo para la funcio´n de distribucio´n por pares del Na, K y Rb respec-
tivamente, y aquellos que se derivan de datos teo´ricos y experimentales [6]. En el
caso de los resultados teo´ricos, e´stos son derivados a partir de teor´ıa de ecuaciones
integrales, usando la aproximacio´n Modified hypernetted-chain (MHNC), mientras
que los experimentales se obtienen al aplicar una transformada de Fourier al fac-
tor de estructura experimental. Como puede observarse para las temperaturas ma´s
bajas, los resultados obtenidos tanto para el Na, K y Rb, se ajustan bastante bien
con aquellos datos experimentales, mientras que si consideramos temperaturas rela-
tivamente ma´s altas los datos obtenidos empiezan a desajustarse tanto de los datos
experimentales como de los teo´ricos, siendo los resultados del Na los que mejor se
ajustan a estos.
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Figura 4.5: Funcio´n de distribusio´n por pares del K para distintas tem-
peraturas. La densidad se mantiene constante para cada caso,
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T = 2000k MHNC
DM
Figura 4.6: Funcio´n de distribucio´n por pares del Na para distintas
temperaturas y densidades. Se compara con aquellos datos
derivados de forma teo´rica y experimetal [6]. Las densidades
(gr/cm3) correspondientes a las temperaturas de 380K, 820K,
1400K y 2000K son 0.9236, 0.8203, 0.6819 y 0.5097 respecti-
vamente.
4.2.3. Propiedades de Transporte: η y D
Se presentan los resultados para las propiedades de transporte obtenidas mediante
DM para los metales alcalinos considerados en este trabajo. Se analiza la relacio´n
que tienen estas propiedades con las funciones de ditribuciones por pares y factores
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Figura 4.7: Funcio´n de distribucio´n por pares del K para distintas tem-
peraturas y densidades. Se compara con aquellos datos de-
rivados de forma teo´rica y experimetal [6]. Las densidades
(gr/cm3) correspondientes a las temperaturas de 340K, 720K,



































Figura 4.8: Funcio´n de distribucio´n por pares del Rb para distintas
temperaturas y densidades. Se compara con aquellos datos
derivados de forma teo´rica y experimetal [6]. Las densidades
(gr/cm3) correspondientes a las temperaturas de 350K, 900K,
1400K y 1700K son 1.459, 1.214, 0.97 y 0.798 respectivamente.
En las tablas 4.5, 4.6 y 4.7 pueden observarse los valores de los coeficientes de
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difusio´n D y viscocidad de corte η al tiempo t∗ = 3,25 para distintas temperaturas






















Figura 4.9: Efectos de la temperatura sobre (a) la viscocidad de cor-
te y (b) coeficiente de difusio´n del K con una densidad ρ =
0,5724 (gr/cm3) . Todas las unidades de las gra´ficas se encuen-
tran reducidas.
En la figura 4.9 se observa el efecto que tiene la temperatura sobre el coeficiente de
difusio´n y la viscocidad de corte a densidad constante. Como se observa en el caso
de la difusio´n al aumentar la temperatura el valor de este coeficiente se ve incremen-
tado. El efecto se debe a que al aumentar la temperatura se produce un aumento
en la velocidad a la que se mueven las part´ıculas, provocando que el proceso de
difusio´n sea ma´s ra´pido. Resulta obvio que al reducir la temperatura la movilidad
de las part´ıculas disminuira´, provocando que el proceso de difusio´n sea ma´s lento.
Sin embargo, tengase en cuenta que el proceso de difusio´n tambie´n se vera´ afectado
al aumentar la densidad, ya que las part´ıculas se encontraran ma´s cerca provocando
que la movilidad de e´stas se vea afectada, disminuyendo el valor de la difusio´n. Para
el caso de la viscocidad de corte puede observarse un efecto inverso con respecto
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a la difusio´n, ya que ahora al aumentar la temperatura la viscocidad se reduce.
Una explicacio´n a este comportamiento se puede obtener partiendo de la definicio´n
de viscocidad, la cual se establece como la resistencia de un fluido a fluir, la cual
como se menciono´ con anterioridad, dependera de las fuerzas de atraccio´n intermo-
leculares. Al aumentar la temperatura del sistema, aumentara´ la energ´ıa cine´tica
de las part´ıculas, provocando que las fuerzas de atraccio´n se reduzcan, as´ı como la
resistencia al movimiento, es decir, la viscocidad se vera´ disminuida. De este mismo
ana´lisis resulta claro que al aumentar la densidad para una misma temperatura, la
viscocidad aumentara´ ya que al estar ma´s cerca las part´ıculas entre si, las fuerzas de
atraccio´n se incrementara´n, aumeantando la resistencia al movimiento, traducien-
dose en una mayor viscocidad.
Al analizar las propiedades de transporte es posible establecer una descripcio´n cua-
litativa de las propiedades de estructura del sistema. Tomemos como ejemplo los
valores del coeficiente de difusio´n y viscocidad de corte para el K mostrados en las
figuras 4.9, as´ı como su funcio´n de distribucio´n por pares y factor de estructura
mostrados en las figuras 4.5 y 4.1 respectivamente. Al considerar aquel sistema para
el cual el coeficiente de difusio´n es el ma´s alto, se esta´ teniendo en cuenta un sis-
tema cuyas part´ıculas presentan una mayor movilidad, por lo que es de esperarse
que los puntos ma´ximos de las propiedades de estructura no sean tan grandes. Esto
comparado con aquellos sistemas para los cuales la difusion es menor. En el caso de
la viscocidad al incrementarse, la movilidad de las part´ıculas se reducira´, por lo que
se espera que la altura de ma´ximos de las propiedades de estructura se incrementen
con respeto a aquellos sistemas para los cuales la viscocidad tiene valores pequen˜os.
Al comparar estas predicciones con las propiedades de estructura mostradas en las
figuras ya mencionadas se logra verificar lo predicho.
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ρ ηT1 DT1 ηT2 DT2 ηT3 DT3 ηT4 DT4 ηT5 DT5
0.9236 6.53 0.541 2.71 2.13 1.93 4.72 1.86 5.66 1.86 6.92
0.8203 7.31 0.434 2.77 2.10 1.66 5.28 1.66 5.28 1.58 8.15
0.6819 3.35 0.422 1.96 1.99 1.39 5.51 1.32 7.90 1.21 9.67
0.5097 1.94 0.415 1.14 2.13 0.80 5.81 0.89 8.83 0.34 12.6
Tabla 4.5: Coeficiente de difusio´n y viscocidad de corte del Na obteni-
dos mediante DM para las temperaturas y densidades mostra-
das en la tabla 4.1. Las unidades de D y η estan escritas en
10−5(cm2/s) y (mp) respectivamente.
ρ ηT1 DT1 ηT2 DT2 ηT3 DT3 ηT4 DT4 ηT5 DT5
0.8285 5.34 0.46 2.27 1.84 1.52 4.53 1.49 5.55 1.43 6.41
0.7395 6.40 0.35 2.34 1.80 1.28 5.31 1.30 6.33 1.24 7.07
0.5724 2.62 0.33 1.59 1.82 1.03 5.95 0.97 7.90 0.88 9.62
0.4583 1.55 0.37 0.93 1.70 0.66 6.29 0.74 8.83 0.67 0.11
Tabla 4.6: Coeficiente de difusio´n y viscocidad de corte del K obteni-
dos mediante DM para las temperaturas y densidades mostra-
das en la tabla 4.2. Las unidades de D y η estan escritas en
10−5(cm2/s) y (mp) respectivamente.
ρ ηT1 DT1 ηT2 DT2 ηT3 DT3 ηT4 DT4 ηT5 DT5
1.459 5.09 0.41 2.18 1.92 1.85 3.59 1.81 4.14 1.79 4.59
1.214 4.96 0.31 2.12 2.06 1.31 4.46 1.47 5.11 1.40 5.55
0.97 2.47 0.31 1.46 2.17 1.15 5.10 1.19 5.78 1.13 6.95
0.798 1.70 0.31 0.93 2.00 0.84 5.44 0.83 6.49 0.92 7.61
Tabla 4.7: Coeficiente de difusio´n y viscocidad de corte del Rb obte-
nidos mediante DM para las temperaturas y densidades mos-
tradas en la tabla 4.3. Las unidades de D y η estan escritas en
10−5(cm2/s) y (mp) respectivamente.
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Conclusiones
Este trabajo consistio en realizar un estudio del comportamiento del factor de estruc-
tura de los fluidos de metales alcalinos bajo distintas condiciones termodina´micas.
Se utilizo´ el potencial de Morse Modificado como ley de interaccio´n entre part´ıculas,
cuyos para´metros nos permiten ajustar la parte atractiva y repulsiva de e´ste. Para
determinar la calidad de los resultados obtenidos en este trabajo se realizo´ un com-
paracio´n con datos teo´ricos y experimentales disponibles del factor del estructura
y la funcio´n de distribucio´n radial. Los resultados obtenidos mediante simulaciones
de DM del factor de estructura para cada uno de los metales alcalinos considerados,
muestran una muy buena correspondensia con aquellos datos que se derivan de for-
ma teo´rica y experimetal. Esta correspondecia mostrada no se limita a un estado
termodina´mico o elemento en part´ıcular, sino que se observa de manera generalizada
para cada uno de los estados donde se contaban con datos experimentales o teo´ricos.
En el caso de la funcio´n de distribucio´n por pares se observo´ que para temperaturas
relativamente grandes los resultados obtenidos no concordaban con los datos teori-
cos y experimentales. As´ı mismo, se mostro´ el comportamiento que presentan tanto
el factor de estructura como la funcio´n de distribucio´n radial al variar la temperatura.
Las propiedades de transporte, como lo son el coeficiente de difusio´n y viscocidad
de corte mostraron un comportamiento cualitativamente esperado. As´ı mismo, se
mostro´ que a partir de estas propiedades es posible realizar una prediccio´n sobre el
comportamiento cualitativo del factor de estructura y la funcio´n de distribucio´n por
pares.
A partir de los resultados obtenidos se ha observado la capacidad del potencial de
Morse Modificado para modelar las interacciones entre las part´ıculas de los fluidos
de metales alcalinos, as´ı como para reproducir el comportamiento estructural de
estos bajo distintas condiciones de temperatura y densidad.
Perspectivas
El potencial de Morse Modificado ha demostrado ser capaz de reproducir el compor-
tamiento estructural y dina´mico de los metales alcalinos bajo distintas condiciones
termodina´micas. Esto nos motiva para poder extender el uso de e´ste potencial a
mezclas binarias y ternarias de metales alcalinos, con el fin de poder establecer un




Dina´mica Molecular en paralelo
Usando el lenguaje de programacio´n C se desarrollo un co´digo de dina´mica mole-
cular en serie1. La efectividad de este programa quedo demostrado al ser capaz de
poder reproducir la funcio´n de ditribucio´n radial y coeficiente de difusio´n del K a
temperatura T = 340K y densidad ρ = 0,5724 (gr/cm3). A continuacio´n se listan
las principales cualidades que se han incluido en el co´digo de dina´mica molecular
desarrollado en este trabajo de tesis:
1. Potencial de Interaccio´n
a) Potencial de Lennard-Jonnes
b) Morse Modificado






a) Reescalado de Velocidades
b) Berendsen
5. Me´todos de reduccio´n del tiempo de co´mputo
a) Radio de Corte
b) Lista de Vecinos
c) Linked-cell-list
6. Ca´lculo de Propiedades Termodina´micas
1El co´mputo en serie, es aquel donde las instrucciones de un programa informa´tico se ejecutan
una tras otra sobre una unidad central de procesamiento CPU.
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e) Coeficiente de Difusio´n
f ) Coeficiente de Viscosidad
g) Perfiles de Densidad
h) Energa Cine´tica, Energ´ıa Potencial y Energ´ıa Total
Se han desarrollaron dos versiones del co´digo de d´ınamica molecular que utilizan
el co´mputo en paralelo. La primera de e´stas utiliza la librer´ıa OpenMp2, mien-
tras que en la segunda librer´ıa se implementa CUDA3. Con el fin de determinar
el buen funcionamiento de estos co´digos, se realizaron pruebas para determinar si
eran capaces de reproducir los resultados de distintas propiedades te´rmodinamicas
obtenidas a partir de un co´digo de DM cuya eficacia ya ha quedado demostrada. Se
observo´ que so´lo la versio´n con OpenMp es capaz de reproducir de manera precisa
el comportamiento de las propiedades termodina´nimcas. Sin embargo es necesario
mencionar que despue´s de un amplia revisio´n al co´digo en CUDA, se ha concluido
que le co´digo presenta cierta deficiencia de presicio´n para poder reproducir de forma
exacta el comportamiento de las propiedades termidina´micas, lo cual, posiblemente
se debe a las limitaciones propias de CUDA, como es el manejo de la doble presicio´n.
Una de las formas de poder cuantificar el rendimiento o desempen˜o que tiene un
programa paralelizado con respecto a su versio´n en serie es a trave´s del SpeedUp,





donde ts y tp son los tiempos de ejecucio´n en serie y paralelo respectivamente.
En la figura A.1 se observa el SpeedUp para diferentes nu´meros de particulas del
co´digo de dina´mica molecular que utiliza OpenMp y CUDA; esta u´ltima versio´n se
incluye, a pesar de las limitaciones con las que cuenta, con el solo fin de mostrar
el rendimiento que se puede alcanzar al utilizar este tipo de programacio´n en para-
lelo. En ambos casos se nota que el rendimiento es mayor cada vez que el nu´mero
de part´ıculas se incrementa, as´ı mismo, puede observarse que el rendimiento de la
versio´n con CUDA puede ser hasta doce veces mayor que el ofrecido por OpenMP.
2La librer´ıa OpenMp permite que las instrucciones contenidad en el programa se ejecuten de
manera simulta´nea sobre distintos CPU’s.
3CUDA permite acceder a las Unidades de Procesamiento Grafico (GPU) para poder explotar



















Figura A.1: SpeedUp de una dina´mica molecular con OpenMp y CU-
DA, para distintos nu´meros de part´ıculas N. Se utilizaron 8
CPU’s para la versio´n con OpenMp. En cada simulacio´n se
considero´ un sistema formado por part´ıculas de Rb, a una
temperatura de 1700K. Se utilizo´ el potencial de Morse Mo-




En una simulacio´n resulta poco conveniente utilizar las unidades reales (SI1) de las
distintas propiedades que sean de nuestro intere´s, en lugar de ello se utilizan uni-
dades reducidas [15, 14]. Esto se debe a que al emplear unidades moleculares los
valores nume´ricos de las distintas propiedades que se quieran calcular suelen estar
lejos de la unidad [14], lo que provoca que al realizar operaciones algebra´icas sobre
estas cantidades a lo largo de una simulacio´n, se corra el riesgo de llegar a un error
nume´rico, lo que se traducir´ıa en resultados erro´neos para las propiedades calcula-
das.Para evitar poner en riesgo la calidad de los resultados obtenidos se hace uso de
las unidades reducidas donde todos los valores nume´ricos de las distintas propieda-
des de intere´s son cercanas a la unidad.
Las unidades reducidas consisten ba´sicamente en elegir de forma conveniente cier-
tos para´metros mediante los cuales (ya sea de forma individual o por combinacio´n
entre ellos) se obtengan unidades de reduccio´n, tales que al ser multiplicadas por
cantidades como la densidad, temperatura, energ´ıa, presio´n, etc., pueda obtener-
se una versio´n adimensional de e´stas [26]. Para lograr esta reduccio´n adimensio-
nal comu´nmente se suele definir tres unidades fundamentales de reduccio´n que son
energ´ıa, longitud y masa a partir de las cuales se derivan las unidades de reduccio´n
de las dema´s magnitudes.
Pongamos como ejemplo el potencial de Lennard-Jones, este tipo de potencial esta´ en
funcio´n de la separacio´n entre part´ıculas y consta de dos para´metros,  y σ, que
representan la energ´ıa mı´nima de interaccio´n y la distancia a la cual la energ´ıa
potencial es nula respectivamente. De tal forma, podemos definir como unidades
fundamentales de reduccio´n los valores de estos para´metros, donde  representa
la unidad de energ´ıa y σ la unidad de longitud, y a partir de ello, deducir las
unidades o para´metros para reducir otras magnitudes, como puede ser la energ´ıa
potencial donde la unidad de reduccio´n estar´ıa dada por 1/. En la tabla B.1 puede
observarse una lista de las variables reducidas, denotadas por un asterisco, usando
los para´metros del potencial de Lennard-Jones.
Otra de las razones por la que se usan las unidades reducidas se debe a la ley de
1Sistema internacional de medidas compuesto por siete unidades fundamentales a partir de las
cuales se pueden derivar otras unidades, expresando de igual forma una magnitud f´ısica.
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Propiedad Unidades Reducidas
Densidad ρ∗ = N
V
σ3
Temperatura T ∗ = T kB

Presio´n P ∗ = P σ
3

Energia U∗ = U 1









Viscosidad η∗ = η σ
2√
m
Tabla B.1: Propiedades termodina´micas expresadas en unidades redu-
cidas mediante los para´metros del potencial de L-J.
estados correspondientes [14, 15], esta ley establece que una misma ecuacio´n de esta-
do escrita en unidades reducidas puede gobernar distintos sistemas2, si las variables
que determinan el estado de cada uno de estos sistemas tienen los mismos valores
en unidades reducidas. En definitiva, la ley de estados correspondientes brinda la
posibilidad de estudiar varios sistemas a la vez en una misma simulacio´n, ya que
varias combinaciones de las variables termodina´micas pueden corresponder al mismo
estado en unidades reducidas [14].
2Siempre y cuando las part´ıculas del sistema presenten una simetr´ıa esfe´rica dicha ley se cum-
plira´ de manera aceptable.
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