ABSTRACT The current network is information asymmetric, about what happens in the network, and end users know much less than the Internet service provider. Especially, in a non-neutral network, for commercial interests, the operator's behavior of adjusting network configuration and controlling data transmission priority will seriously infringe the vital interests of end users. In order to rebalance such information asymmetry to empower users, researchers have been committed to the study of end-user network performance measurements. In this paper, we contribute to the ongoing efforts to empower users by defining and estimating the useful traffic loss rate (UTLR) experienced by a Transfer Control Protocol connection. The work presented in this paper is inspired by our empirical observation that what the operator's behavior ultimately affects is the link quality, and therefore, a good characterization of the impact of link quality changes on user's quality of experience (QoE) is the prerequisite for empowering users. To this end, the metric UTLR is first defined in this paper to better characterize the impact of link quality changes on user's QoE, and then, we construct a series of heuristic rules with the receiver network layer information to estimate UTLR. To improve the estimation accuracy, the effects of insufficient duplicate ACKs, static round trip time, enlarged loss period, repeated packet losses, and identification field cyclic reuse are also considered. Finally, the gradual and rigorous experiments show that the proposed method achieves a stable and precise estimation for UTLR over the entire measured parameter space.
likely to be dropped or delayed. Referring to the well-known Mathis model [10] , the goodput will also decline in this case. Therefore, if there are no other auxiliary measures, this information asymmetry may cause the user's interests to be infringed without knowing it.
In order to rebalance such information asymmetry to safeguard the interests of end users as a vulnerable group, researchers have been committed to the study of end-user network performance measurements. As Key Performance Indicators (KPI), Packet Loss Rate (PLR), Round Trip Time (RTT), throughput, goodput, jitter, and so on are usually measured. For instance, Nunes et al. [11] , [12] proposed a machine-learning approach known as the Experts Framework to realize the estimation for end-to-end RTT. Alexander and Crandall [13] leveraged information side-channels in the TCP/IP network stack to estimate RTT between two off-path end hosts, and Zhang et al. [14] further proposed an improved technique to overcome the limitations of Alexander et al's work (i.e., their technical accuracy is severely impacted by short RTT or high packet loss rate). Basso et al. [15] derived a model Inv-M from the well-known Mathis formula to estimate end-user application level packet loss rate, and later they further improved the accuracy of Inv-M by overcoming the negative effect of gateway's queuing delay on the average RTT with a new model L-Rex [16] . Hu and Zhang [17] presented a new packet loss estimation technique by making use of the user_data field of video. Imai et al. [18] estimated bandwidth utilization and available bandwidth with the frequency of minimum RTT of probe packets in multi hop links. Wang et al. [19] presented an end-to-end available bandwidth estimation middlebox, minProbe, to measure and estimate available bandwidth in a high-fidelity and minimum-cost manner. Mnisi et al. [20] estimated the throughput using the RTT obtained by ICMP Echo Request/Reply technique. De Silva et al. [21] proposed a new technique that uses only 1 MB of data transfers to estimate TCP Cubic throughput. Compared with the rich papers in this area, we just list some of recent research.
This work commits to the ongoing efforts of empowering users by defining and estimating Useful T raffic Loss Rate (UTLR) based on receiver network layer measurement. In a non-neutral network, what the behavior of operators to adjust network configuration and control data transmission priority ultimately affects is the link quality. Therefore, a good characterization of the impact of link quality changes on user's QoE is the prerequisite for empowering users. To this end, the concept of UTLR is proposed in this paper. As connection-oriented and reliable transport protocol, TCP has a natural response to changes in network link quality. Therefore, our defined UTLR is oriented towards TCP flows. As we know, in communication networks, the file cannot be transferred over communication network as a single continuous stream; instead, it must be broken down into individual chunks. A single chunk plus protocol overhead (including transport layer, network layer, data link layer, and so on) is typically called a packet. However, we noticed that not every packet arriving at the data receiver can do useful work in improving user's QoE. Due to the flaws in TCP retransmission schemes [22] , some data packets (e.g., the spurious retransmissions, and the remaining fragments of packets performing IP fragmentation and suffering fragment losses) arriving at the receiver are actually useless. Therefore, whether these data packets are lost or not does not matter to users. Conversely, the useful traffic losses caused by link quality changes will directly affect the user's acquisition for the desired data, and ultimately affect the user's QoE. In this case, the UTLR, defined and estimated in this paper, is naturally used to characterize the impact of useful traffic losses caused by link quality changes on user's QoE. In particular, UTLR is built on the information extracted from the data receiver's network layer, which has the following three attractive properties:
• The determination of the total number of useful data packets is critical to UTLR. The underestimation of the total number will lead to an overestimation for UTLR, which artificially amplifies the user's bad QoE, whereas the overestimation is just the opposite. The application layer that holds user's desired data has no concept of packet, which makes it difficult to accurately determine the total number of useful data packets corresponding to a TCP connection. Based on the network layer measurement, the total number of useful data packets can be accurately determined with our defined ''strict + approximate'' spurious retransmissions and the incomplete fragments associated with IP fragmentation.
• The loss estimation using network layer information is relatively accurate compared to other layer estimations, owing to that the protocol header information (e.g., IP header and TCP header) needed by a better estimation is easily available in the former case. Specific to this work, a series of heuristic rules based on receiver's network layer information are constructed to dig the useful traffic loss information hidden in the identified useful traffic.
• The convenience of network layer data acquisition, common sniffers include Wireshark [23] , TCPDUMP [24] and so on. In this paper, we first define UTLR. Next, for the first parameter required by UTLR, we determine the total number of useful data packets by leveraging the incomplete fragments associated with IP fragmentation [25] and what we call ''strict + approximate'' spurious retransmissions. Then, in order to get the second parameter required by UTLR, based on the receiver-side packet traces, and combined with our observations (i.e., the useful traffic loss information is exactly hidden in the identified useful data packets, and a useful data packet is lost in different scenarios will cause different retransmission patterns to repair the lost packet), we construct an Algorithm for Estimating Useful T raffic Losses (AEUTL) to dig the hidden loss information to achieve the estimation for useful traffic losses suffered by a TCP connection. Moreover, to improve the accuracy of AEUTL, the effects of insufficient duplicate ACKs, static RTT, enlarged loss period, repeated packet losses and identification filed cyclic reuse are also considered. Finally, the experiment results show that AEUTL achieves a near optimal useful traffic loss estimation for both short and long TCP flows.
The paper is organized as follows. Section II defines the UTLR. Section III outlines and assesses the strategy for determining the total number of useful data packets. The platform and dataset for evaluating the algorithm AEUTL are sketched in Section IV. The algorithm AEUTL is detailed and validated in Section V. Finally, Section VI concludes the paper and prospects the future work.
II. DEFINITION OF USEFUL TRAFFIC LOSS RATE
As we have mentioned, in a non-neutral network, packets belonging to a discriminated TCP flow are more likely to be dropped as the changed link quality, and this will eventually affect the user's QoE. Therefore, to empower users, it is essential to effectively characterize the impact of link packet losses on user's QoE. In this section, we introduce UTLR with an eye towards characterizing the impact of link packet losses on user's QoE in a fine-grained manner. Actually, in communication networks, as individual users, being able to effectively acquire their desired data is an important manifestation of good QoE. For instance, a common data acquisition scenario is shown in Fig. 1 . As shown in Fig. 1 , the client within domain 1 accesses the server within domain 2 and downloads a file by establishing a TCP connection. During the TCP transfer, the data arriving at the receiver side is passed into the application layer after layer-by-layer transmission, and ultimately delivered to the corresponding application process. In this process, we are particularly interested in the application layer data of the receiver side as these data are the traffic that the user desires. During a TCP transfer, the proportion of the desired traffic lost on network links to all desired traffic can more intuitively reflect the impact of link quality changes on user's QoE. For the sake of illustrating UTLR, we introduce the following definitions:
Definition 1 (Useful Traffic): The data that eventually reaches the receiver application layer during a TCP transfer, i.e., the data copied by recv() system call [26] from the transport layer buffer.
Definition 2 (Useless Traffic):
The data that arrives at the receiver network layer but is not delivered to the application layer (excluding protocol overhead below the application layer). For end users, this part of data does not do useful work and is mainly caused by IP fragmentation and the flaws in TCP's retransmission schemes.
Definition 3 (Useful Data Packets):
The data packets that transmit the useful traffic from the source to the destination.
Definition 4 (Useless Data Packets):
The data packets that only transmit the useless traffic from the source to the destination.
Then, the metric UTLR is defined as:
where Loss useful is the number of times the useful data packets are lost on network links before delivering the useful traffic to the destination, and Total useful is the total number of useful data packets corresponding to a TCP connection. Refer to (1), the defined UTLR indicates the average number of lost times per useful data packet forwarded by the network from a certain source to a certain destination. Besides, it can be seen that the key to obtain UTLR lies in determining Total useful and Loss useful . Thus, next our goal is to estimate these two parameters with the receiver's network layer information and to be as accurate as possible.
III. IDENTIFY USEFUL DATA PACKETS
We determine the useful data packets in a TCP connection by excluding the useless data packets. By definition, if an arriving data packet is useless, it only contains useless traffic that does not update the state of the receiver's transport layer buffer. In Fig. 1 , the useless traffic is mainly produced by the following two factors: Factor 1: The redundant data that is discarded in the transport layer before entering the transport layer buffer. These data are not what users expect, but directly caused by TCP spurious retransmissions [27] . Factor 2: The incomplete data that is discarded in the network layer before entering the transport layer, i.e., the remaining fragment(s) of a data packet that performs IP fragmentation and suffers fragment losses. As a matter of fact, although TCP avoids IP fragmentation by using Maximum Segment Size (MSS) and path Maximum Transmission Unit (MTU) discovery, fragmentation is still inevitable because of the per-packet load balancing [28] . In addition, fragmentation and reassembly are performed at the network layer, which is transparent to the transport layer, but the retransmission is controlled by the transport layer. This eventually makes IP fragmentation less than desirable: if one fragment is lost, the remaining fragments of a fragmented packet will be thrown away and the entire packet (datagram) must be retransmitted. On the basis of the above discussion, we next outline the strategies for detecting useless data packets.
A. DETERMINATION OF USELESS DATA PACKETS
For the useless data packets caused by factor 1, we locate them by detecting spurious retransmissions. Typically, spurious retransmission refers to that if two data packets have the same sequence number filed value in TCP header, the later sent is a spurious retransmission of the earlier sent. Nevertheless, since our goal is to identify useless data packets at the receiver side, the initial strategy for detecting useless data packets caused by factor 1 is: if two arriving data packets have the same sequence number filed value in TCP header, the later arrived data packet is useless. Still, one more thing to note is that TCP does not have to retransmit the identical segment again. Instead, repacketization [29] allows to send a bigger segment (cannot exceed the MSS announced by the receiver) to increase performance. For instance, in Fig. 2 , we give some samples about TCP retransmission and IP fragmentation. The most common spurious retransmission, shown in Fig. 2(a) , is what we call ''strict'' spurious retransmission, i.e., the retransmitted segment R1 and the original segment O1 not only have the same sequence number filed value, but also the same size. The initial detection strategy can deal with this kind of spurious retransmission. Fig. 2(b) shows what we call ''approximate'' spurious retransmission, i.e., the retransmitted segment R2 and the original segment O2 have the same sequence number filed value, but the size of R2 is larger than that of O2. In this case, unless packet reordering [30] causes the retransmitted segment to arrive at the receiver side earlier than the original segment, the initial strategy will not be applicable due to the useful traffic contained in the retransmitted segment (the retransmitted segment R2 carries not only the old data in the original segment O2, but also the new data caused by repacketization). To deal with the ''approximate'' spurious retransmission associated with repacketization, our detection strategy changes to: if two arriving data packets have the same sequence number filed value in TCP header and the size of the later arrived data packet is not bigger than that of the earlier arrived data packet, the later arrived data packet is useless.
For the useless data packets caused by factor 2, we locate them by detecting the fragments that cannot form complete data packets. To achieve this goal, we need to identify the fragments first, and then divide the fragments belonging to the same fragmented data packet into a group to determine whether they can form a complete data packet. Therefore, we determine the useless data packets caused by factor 2 in three steps: fragment discovery, fragment grouping and completeness determination.
1) FRAGMENT DISCOVERY
As the fields used in IP fragmentation, 3-bit flags field and 13-bit fragmentation offset field in the IP header can be used to identify the fragments arriving at the receiver side. It is well known that if a data packet performs fragmentation, the ''more fragments (MF)'' bit in all fragments except the final one will be set to 1, while the fragmentation offset field value of the final fragment will be greater than 0. Therefore, assume that the arriving data packets of a TCP connection is described with set P = 
2) FRAGMENT GROUPING During IP fragmentation, for ease of reassembly at the receiver side, the identification field value in IP header of a data packet performing fragmentation will be copied into its each fragment. Given this, we divide the fragments with the same identification field value into a group, and the fragments in the same group are sorted in ascending order of the offset field values.
3) COMPLETENESS DETERMINATION
Refer to the situation in Fig. 2 (i.e., the first fragment F1 is lost in Fig. 2 (c), and the last fragment F3 is lost in Fig. 2 (e), while although the first and last fragments are not lost in Fig. 2(d) , the intermediate data is missing), our completeness criterion is that there is the first piece and the last piece in a group of fragments, and there is no data missing between the first piece and the last piece. Specifically, assume that a group of fragments obtained after step 2 is described with set F = 
It is worth pointing out that even if a fragmented data packet Pkt is complete, it may be useless. The reason is that if the last fragment of Pkt does not arrive at the receiver before the reassembly timer or the Retransmission TimeOut (RTO) timer expires, the sender will retransmit Pkt. Here ''last'' means the last arrival of all fragments belonging to Pkt. In this case, if the retransmission is strict and arrives at the receiver before the last arrived fragment of Pkt, Pkt will become useless. Therefore, for the identified complete fragmented packet, we need to add another criterion: if its last arrived fragment arrives at the receiver later than its strict retransmission, 1 it is still useless. 1 If the arrived retransmission is a complete fragmented data packet, Its arrival time refers to the arrival time of its last arrived fragment.
Note: In the discussion above, we did not involve the buffer overflow and bit error issues at the receiver side. In fact, retransmissions caused by buffer overflow or bit errors should also be useful data packets, while our detection mechanism may misidentify them. But fortunately, what we are pursuing is the exact number of useful data packets, rather than identifying idiographic useful data packets. Therefore, even though the sender retransmits the packet that was dropped due to buffer overflow or bit errors, we also only record the packet whose buffer overflows or with bit errors, and correspondingly, the retransmitted packet is regarded as a spurious retransmission, not counted in Total useful , which still has no effect on the determination of the total number of useful data packets.
B. VALIDITY ANALYSIS
For the total number of useful data packets determined in Section III-A, we can prove the following:
Proposition 1: The number of identified useful data packets is not greater than the real number of useful data packets.
Proof: If the number of identified useful data packets is greater than the real number of useful data packets, there must be redundant packets in our identified useful data packets. However, according to our detection process, all redundant data packets (including redundant fragments) have been eliminated.
Proposition 2: The number of identified useful data packets is not less than the real number of useful data packets.
Proof: If the number of identified useful data packets is less than the real number of useful data packets, there are useful data packets that are not counted. Recalling our detection process, the unidentified useful data packets are just the retransmissions caused by buffer overflow and bit errors. However, although they are not identified, they are counted in Total useful .
According to proposition 1 and proposition 2, the total number of useful data packets determined in Section III-A is the exact Total useful .
IV. EXPERIMENT ENVIRONMENT
The algorithm AEUTL that is described later in this paper needs, for comprehensive performance evaluation reasons, the evaluation dataset covers a variety of characteristics associated with useful traffic losses. To this end, before detailing AEUTL, the experimental platform, and the evaluation dataset EVAL_SET consisting of semantically complete TCP transfers are first described in this section.
A. PLATFORM
Jiangsu Education and Research Network (JSERNET) is a regional academic network of China Education and Research Network (CERNET), and it covers more than 100 research units and universities. Our experiments involve four servers (see Table 1 for configuration information) within JSERNET and ten client hosts in the outside of JSERNET. In Table 1 used for controlled TCP transmission with clients to form the required TCP streams, while host No. 4 is a storage server that stores the captured TCP flows. Moreover, to fully evaluate the accuracy of the proposed algorithm, we placed some files of varied sizes on each communication server, and irregularly scheduled a HTTP-based file transfer between randomly chosen communication server and client host to obtain TCP transfers with different sizes and various useful traffic loss rates. During transfer, we used the sniffers (TCPDUMP on the sever side and WireShark on the client side) to collect packet traces from two endpoints of a TCP connection and compared the data packets to obtain the accurate useful traffic losses. 2 For saving space, we only captured and saved the first 120 bytes of each packet including the IP header, TCP header and a small portion of data. All the packet traces associated with a TCP transfer are stored in the form of a TCP flow record shown in Fig. 3 , where the flow record begins with a record description header which includes flow identifier consisting of L4 protocol, source IP address, destination IP address, source port and destination port (also known as a 5-tuple [31] ), and the total number of data packets, and then followed by the header information (including timestamp, IP header, TCP header and a small portion of data) of each packet involved in this transfer. For one-time TCP transfer, a group of two flow records (including packet traces at the sender side and receiver side of a TCP connection) will be generated. We run the proposed algorithm across only the traces obtained from the TCP receiver side to evaluate its ability for estimating useful traffic losses perceived by a given TCP connection. 
B. DATASET
Since February 5, 2017, we have scheduled total 8339 TCP transfers. In order to focus on the loss estimation process itself, the semantically complete TCP transfers are selected to construct the valid dataset, where semantically complete TCP transfer is defined as: A TCP transfer for which one can see the connection set-up (SYN-ACK) and another connection tear-down (FIN-ACK) [32] . The invalid transfers were caused by a myriad of reasons, and the main one was the abnormal termination of the transfer caused by the wrong operations of the client side. In addition, the time synchronization problem and the loss of the route during transfer also caused some transfers to be invalid. Of the scheduled TCP transfers, we ended up with a dataset of 6056 valid transfers 3 shown in Table 2 . Among them, the first row is the TCP flow information that the No. 1 communication server interacts with the clients, totaling 2058 groups, while the second row is the interactive information of the No. 2 communication server, totaling 1944 groups, and the third row is the results of the No. 3 communication server, totaling 2054 groups. In the first row, there are 430 groups with packet losses, 1628 groups without packet losses, 733 groups with IP fragmentation, and 124 groups suffering repacketization. In the second row, there are 593 groups with packet losses, 1351 groups without packet losses, 536 groups with IP fragmentation, and 202 groups suffering repacketization. In the third row, there are 655 groups with packet losses, 1396 groups without packet losses, 530 groups with IP fragmentation, and 231 groups suffering repacketization. The final evaluation dataset EVAL_SET, as shown in Table 3 , consists of 30 groups of representative semantically complete transfers that we screened out. It can be seen that three sizes of file transfers (1 Mbytes, 10 Mbytes, and 100 Mbytes) were chosen to evaluate the performance of the proposed algorithm when facing with short and long TCP flows. Moreover, for rigorous evaluation, the practically relevant loss rate parameter space (between 0.1% and 10%) was also considered. Besides, on the premise of covering various loss rates, TCP transfers with repacketization and IP fragmentation were selected to verify the robustness of the proposed algorithm under repacketization and IP fragmentation. Finally, we believe the data diversity of EVAL_SET is sufficient to evaluate the proposed algorithm.
V. ALGORITHM FOR ESTIMATING USEFUL TRAFFIC LOSSES
In this section, based on the receiver-side packet traces, we explore estimating useful traffic losses suffered by a TCP connection. Since the algorithm AEUTL is consist of heuristic rules, to better understand AEUTL, we first introduce the I nitial version of AEUTL (AEUTL I ) inspired by our intuitive observations on how to estimate useful traffic losses. After validating AEUTL I and identifying its limitations, an IM proved version of AEUTL (AEUTL IM ) is further presented to improve the estimation accuracy by overcoming the deficiencies of AEUTL I .
A. AEUTL I
Due to IP fragmentation, the identified useful data packet can be either a normal data packet or a fragmented data packet comprised of fragments. Therefore, before conducting useful traffic loss detection, we first preprocess the useful data packets to artificially reassemble and then delete 4 the fragments belonging to the same fragmented data packet. The reassembly operation is very simple, i.e., the header information of the fragmented data packet is taken from its first fragment, while the timestamp of the fragmented data packet is set to the arrival time of the first arriving fragment. Fig. 4 gives our useful traffic loss detection logic. Given that TCP sender sends a row of data segments within the same sending window and one useful data packet is lost before reaching the receiver, then the lost packet will be retransmitted. In this case, since the original packet is lost before reaching the destination, we can only see the corresponding retransmitted packet appears at the receiver side. In general, the determination for the retransmitted packet is based on 4 Only fragments of useful data packet will be deleted here.
the number of times that the corresponding packet appears is more than once. However, the useful data packet loss eventually results in that the lost useful data packet appears at the receiver side only once. Therefore, how to identify this kind of ''single + retransmitted + useful'' data packets is the key for our useful traffic loss detection. Inspired by this, our detection logic shown in Fig. 4 is that if an identified useful data packet has corresponding previous fragment(s) (e.g., in Fig. 2(c) , R is an identified useful data packet, and F2 and F3 are its previous fragments) and these previous fragments are complete, it is not lost, else if the fragment(s) corresponding to the useful data packet are incomplete, every group 5 of incomplete fragments indicates the useful data packet has been lost once ever before; on the contrary, if a useful data packet has no corresponding previous fragment but has corresponding spurious retransmission(s), it is not lost, otherwise, we further determine whether it is lost by analyzing the retransmission patterns.
For ease of discussion, we introduce a concept of loss period [34] . The loss period is calculated for each loss event and is defined as the number of packet losses that occur in a row. By definition, this metric mainly provides the information on packet loss intensity. According to the statistics of Allman et al. [35] , in a TCP connection, over around 60% of loss periods are 1 and the remaining less than 40% are greater than 1. In other words, most loss events only lose one packet each time. In addition, we noted that for a loss event, its corresponding loss period depends on the number of retransmissions used for repairing it. For instance, assume a sequence of eight data segments (e.g., In Fig. 5 , the first loss event is the loss of D 2 , and the second is the consecutive loss of D 5 and D 6 . Meanwhile, the loss periods of the first loss event and the second loss event are 1 and 2, respectively. Correspondingly, the number of retransmissions used for repairing the first loss event and the second loss event are also 1 and 2, respectively. Again, TCP retransmission happens to fall into two categories: fast retransmission and overtime retransmission. Therefore, we have:
where Number fast and Number overtime denote the number of fast retransmissions and the number of overtime retransmissions used for repairing the useful traffic loss events in a TCP connection, respectively. Next, with the information available from the receiver network layer, we explore detecting fast retransmissions and overtime retransmissions associated with useful traffic losses.
1) DETECTION FOR FAST RETRANSMISSIONS
As well known, since the fast retransmission is caused by three consecutively duplicate ACKs, a useful data packet that is not lost and has more than or equal to three corresponding duplicate ACKs should appear at least twice at the receiver side. Therefore, without loss of generality, for each seemingly non-retransmitted single useful data packet, if it has more than or equal to three corresponding duplicate ACKs, we have reason to believe that it is a fast retransmission used for repairing a lost useful data packet. Given this, the initial rule for detecting fast retransmissions associated with useful traffic losses can be constructed. Assume that the useful data packets in a TCP connection T C is described with set S data = { S 1 , N 1 , . . . , S n , N n }, where ∀i ∈ N , S i , N i denotes the i th useful data segment appearing at the receiver side, S i denotes the sequence number filed value of S i , N i , S i ≤ S i+1 and N i denotes the number of times the data segment whose sequence number filed value is equal to S i appears at the receiver side. The ACK stream of T C is described with set S ack = { A 1 , M 1 , . . . , A m , M m }, where ∀j ∈ N , A j , M j denotes the j th ACK generated by the receiver, A j denotes the acknowledgement number filed value of A j , M j , A j ≤ A j+1 and M j denotes the number of times the ACK whose acknowledgement number filed value is equal to A j appears at the receiver side. Then, Number fast can be calculated as:
where the Boolean variable B i reports the following:
2) DETECTION FOR OVERTIME RETRANSMISSIONS
As we have mentioned, for a loss event, its corresponding loss period depends on the number of retransmissions used for repairing it. Therefore, if N denotes the number of useful traffic loss events repaired by the overtime retransmissions in a TCP connection, then Number overtime can be calculated as:
where O i denotes the number of overtime retransmissions used for repairing the i th useful traffic loss event E i . Therefore, to obtain Number overtime , we follow the following two steps to locate the overtime retransmissions associated with useful traffic losses in a TCP connection.
Step 1: Identify E i by detecting the first overtime retransmission used for repairing it.
Step 2: Determine the last overtime retransmission used for repairing E i to determine O i . In order to detect the first overtime retransmission corresponding to each useful traffic loss event, we first sort the useful data packets of a TCP connection in ascending order of sequence number field value to get the data sequence S. Then, the detection principle of the first overtime retransmission is that, after RTO fires, as the first overtime retransmitted packet pkt, in S, the arriving interval time between pkt and the data packet located in front of it is greater than or equal to RTO. Likewise, take the sample in Fig. 5 as an exam-
And, with our observation, although the first overtime retransmission (e.g., D 10 ) used for repairing the loss event appears at the receiver side only once, it is sent more than once (e.g., D 2 and D 10 ). Moreover, the last sending (i.e., D 10 ) is caused by the expired RTO. Therefore, the time difference between the first sending (i.e., D 2 ) and the last sending (i.e., D 10 ) is greater than RTO. In view of this, we plot the transmission time series of the first sending (D 2 ) and the last sending (D 10 ) in Fig. 6 and assume that the first sending is sent at time T 0 , while the last sending arrives at the receiver at time T 1 and the time taken for the last sending to be transmitted from the sender to the receiver is t 1 . Then, we have T 1 − t 1 − T 0 ≥ RTO. Furthermore, due to the loss of first sending, at the receiver side, any information about T 0 cannot be got directly. In this case, we noted that as the first overtime retransmission (i.e., D 10 ), in S, the packet (i.e., D 4 ) in front of it is not lost. To this end, we turn to dig the information contained in D 4 . Concretely, we assume D 4 arrives at the receiver at time T 2 and the time taken for D 4 to be transmitted from the sender to the receiver is t 2 . Since the sending interval time between two packets within the same sending round is very short and even negligible,D 1 and D 4 can be seen as being sent at the same time. Therefore, we have T 0 = T 2 − t 2 . Again, we noticed that for the data packets that are not lost within the same sending round, the difference between the elapsed time they take to transmit from the sender to the receiver is very small 6 and can be ignored compared with RTO. Therefore, we further have t 1 − t 2 = 0. Actually, for packets sent simultaneously and not lost, the link they travel is basically the same (i.e., not affected by link load balancing), and therefore, the congestion conditions they encounter when passing through the forwarding devices in a certain period of time are almost the same, which makes their transmission times almost the same. Through these analyses, we eventually deduce that at receiver side, T 1 − T 2 ≥ RTO can be used to determine that D 10 is the first overtime retransmission used for repairing the corresponding loss event. While for RTO, RFC6298 [36] currently recommends it to be:
where RTT S is the smoothed RTT and RTT D is the weighted average of the RTT deviation. For simplicity, in algorithm AEUTL I , RTT is estimated with SA method [37] , that is, the interval time between the SYN packet that initiates the three-way handshake and the first ACK packet that closes that handshake. Since the RTT value remains unchanged, RTT D also keeps its initial value inAEUTL I , i.e., half of the measured RTT.
In order to determine the number of overtime retransmissions used for repairing an identified loss event, the last overtime retransmission (e.g., D 11 in Fig. 5 ) also needs to be located. A reliable detection of the last overtime retransmission is comparing the identification field in the IP header (hereinafter referred to as IP-Id) of the consecutive packets in S. To our knowledge, most operating systems increase the 6 Within the same transmission round, the time interval between two waves of data returned by the consecutive recv()s is very small, typically smaller than RTT. value of IP-Id by one after completing every packet sending [38] . Therefore, beginning from the identified first overtime retransmission, for the remaining consecutive packets in S(including the identified first overtime retransmission), if there is a decrease in the IP-Id field value (e.g., in Fig. 5 , the IP-Id of D 7 is less than that of D 11 ), it is likely due to the last overtime retransmission (e.g., D 11 ) of this loss event.
Note: When detecting the first overtime retransmission used for repairing a useful traffic loss event, what we need is the information contained in the original data packets. Therefore, the determined fast retransmissions do not participate in detection.
Based on the discussion above, the initial rule of detecting overtime retransmissions associated with useful traffic losses can be constructed. Similarly, assume that the useful data packets of a TCP connection T _C is described with set , and M j denotes the number of times the ACK whose acknowledgement number is equal to A j appears at the receiver side. Then, N overtime can be calculated as:
where the Boolean variable B i is used to determine whether the i th useful data packet is the first overtime retransmission of some useful traffic loss event repaired with overtime VOLUME 7, 2019 
and L i is used to locate the last overtime retransmission of the identified loss event and is expressed as:
Finally, AEUTL I is given in Algorithm 1.
B. VALIDATION FOR AEUTL I
In this paper, the relative error is used to evaluate the accuracy of the proposed algorithm, and it is calculated as the absolute difference between the estimated UTLR and the accurate UTLR divided by the accurate UTLR:
To evaluate AEUTL I , we implemented and tested it on dataset EVAL_SET. The experimental result is shown in Fig. 7 . As can be seen, at the majority of parameter space, the relative error is controlled within around 20%. Among them, the estimation accuracy of long flows is the worst. In the worst case, the relative error reaches 28.32% and the corresponding real loss rate is 9.70%, which means the absolute error is around 2.66%. Although the absolute error seems to be not high, loss rate below 1% may also need to be monitored in some measurement configurations [39] . In addition, we can see that when the length of the flow is fixed, the estimation error of AEUTL I increases as the loss rate increases, and the estimation error of the long flows are higher than that of the short ones. Meanwhile, from Fig. 7 , we can also see that although the estimation accuracy of both short and long flows needs to be further improved, on the whole, the former still outperforms the latter in terms of estimation stability. Through analysis, we found that the estimation error mainly stemmed from the useful traffic loss patterns not covered by AEUTL I . And, with the increase of TCP flow length and loss rate, more uncovered samples appeared, which caused an increase in the estimation error.
In actual network, due to the packet dynamics [40] along the network path, just relying on the information available from the receiver network layer, it is hard and even impossible to construct heuristic rules to cover all possible retransmission patterns associated with useful traffic losses. However, what we are interested in is not the exact number of lost useful data packets, but how to estimate the useful traffic loss rate as accurately as possible. Therefore, what we need to do is find out and eliminate the main error sources of the initial algorithm. For the estimation error of AEUTL I , we think the following five factors can account for to some extent.
Insufficient duplicate ACKs: If the duplicate ACK(s) indicating a fast retransmission for AEUTL I are lost before reaching the sender side and eventually result in the number of duplicate ACKs appearing at the sender side is less than 3, the corresponding fast retransmission will not be actually triggered. For instance, see Fig. 8(a) , assume that due to packet reordering, D 2 is not lost but only arrives at the destination later than other packets within the same window (like D 3 , D 4 , D 7 and D 8 ), and in the meantime, one duplicate ACK (e.g., the second ACK D 2 ) is lost before reaching the sender side. In this case, the number of receiver-side's duplicate ACKs is equal to 3, while the number of duplicate ACKs arriving at the sender side is less than 3, which fools our algorithm AEUTL I . Static RTT: As a key parameter of AEUTL, the accurate estimate of RTT is crucial for the determination of RTO.
In general, the RTT at the TCP connection establishment is not completely consistent with that after the transmission is stable. For a long TCP flow, after the transmission is stable, with the increase of the sending window and the limitation of the bottleneck bandwidth, the RTT may increase due to the queuing problem at the bottleneck. 
Enlarged loss period:
The IP-Id of any packet in the latter window is typically larger than that of the packets in the previous window, so if the packet at the end of some window is lost (e.g., D 8 in Fig. 5 ), all packets in the next window will be misidentified as lost by AEUTL I . In this case, the corresponding loss period will be artificially enlarged.
Repeated packet losses:
For a lost useful data packet that is repaired with overtime retransmission(s), if it is lost more than once, our algorithm can only detect up to one time. Because in this case, only one overtime retransmission can be identified by AEUTL I .
IP-Idcyclic reuse:
Since the range identified by the IPId filed is 0 to 65535, the IP-Id will appear cyclic reuse when the number of transmitted data segments is more than 65536. IP-Id cyclic reuse can also cause a decrease in IP-Id, which may fool AEUTL I when determining the last overtime retransmission used for repairing a loss event. In addition to the above error sources, there must be other cases that AEUTL I cannot cover. However, as we will show later, these are the main ones.
C. AEUTL IM
In order to improve the estimation accuracy of the initial algorithm AEUTL I , especially to improve its robustness against long flow, in this section, we introduce AEUTL IM , aiming at overcoming the effect of the error sources listed above.
For the first problem of insufficient duplicate ACKs, we deal with it by adding a new constraint in Eq. 6. In fact, compared with a delayed arrival caused by packet reordering (e.g., D 2 in Fig. 8(a) ), a fast retransmission (e.g., the retransmission of D 2 in Fig. 8(b) ) requires more time to transmit from the sender to the receiver again. In the best case, an additional RTT is needed (e.g., in Fig. 8(b) , the time required for the 4 th duplicate ACK to be transmitted from the receiver to the sender plus the time required for the fast retransmission of D 2 to be transmitted from the sender to the receiver). Accordingly, the Eq. 6 is corrected as:
To cope with the problem of static RTT, seek to dynamically estimate RTT during the transfer is necessary. As a classical method, self-clocking based technique proposed by Veal et al. [41] is usually used to follow changes in the RTT throughout the lifetime of a TCP session. Veal et al. believed that self-clocking will result in the burst of segments, and the size of burst segments and the spacing between them always repeat every RTT. Based on this observation, they utilized discrete autocorrelation to estimate RTT. Notably, the estimation is repeated once per measurement interval T . During this interval, array P[t] ranging from 1 to T is used to store the number of segments that arrive at time t. Once an interval time T is expired, the discrete autocorrelation R[l] is calculated for each lag l from 1 to l/2, and the estimated RTT is the max(R). Since the specific calculation of R[l] is not given in [41] , to better understand AEUTL IM , we give R[l] as follows:
where the measurement interval time T is supplied as a parameter and determines the upper bound on the maximum RTT that can be measured, in our implementation, T is set to 500ms. Also, to overcome the multiple burst-gap patterns, the limit of fractional lags and the percent of the maximum correlation are set to 1/4 and 75%, respectively, while the lower bound RTT was set to min(10ms, the Nyquist period within T ) to exclude the noise effects on self-clocking patterns.
Unlike the situation in AEUTL I , since RTT is dynamically estimated in AEUTL IM , RTT S and RTT D will also change dynamically. Refer to RFC 6298, once a new RTT sample is measured, the new RTT S and RTT D are calculated as follows:
where α is an empirical constant and the value is 1/8. (16) where β is an empirical constant and the value is 1/4.
We further improve the accuracy of AEUTL I by making it capable of excluding the effect of enlarged loss period. This can be achieved by setting the maximum of the loss period (e.g., 3). The reason why the threshold is set to 3 is that according to the statistical analysis of Allman et al. [35] , about 90% of loss period is less than or equal to 3 in a TCP connection. This solution doesn't necessarily completely exclude the effect of enlarged loss period; however, it is expected to bound the error.
When detecting that the time interval between the two adjacent useful data packets pkt i−1 and pkt i in sequence S is greater than or equal to two twice the estimated RTO, AEUTL IM assumes the repeated packet losses have occurred, and the specific number of repeated packet losses can be calculated as:
where t i−1 and t i are the arrival times of pkt i−1 and pkt i , respectively, and RTO i is the measured RTO of pkt i . Faced with the last problem, namely IP-Id cyclic reuse, the maximum decreased value of IP-Id is set. If the decreased value exceeds a pre-defined threshold, e.g., 50000, AEUTL IM assumes the IP-Id cyclic reuse has occurred.
Based on the discussion above, AEUTL IM is given in Algorithm 2.
D. VALIDATION FOR AEUTL IM
As shown in Table 4 , we gradually increased the improved steps of AEUTL IM to obtain the results with different precisions to verify the effect of each improved step. In Fig. 9 , the experiment results can be seen. For comparison purposes, the first row shows the result of AEUTL I , and the second row shows that of AEUTL IM under each improved step in Table 4 . As we can see, in estimation accuracy, step 1 has a certain improvement for both short and long flows. This can be attributed to the reduction of fast retransmissions misidentified as repairing useful traffic losses. From this, it can be also inferred that the delayed arrivals caused by packet reordering are ubiquitous in both short and long TCP flows.
Relative to short flows, step 2 mainly improves the estimation accuracy of long flows. This can be explained by small static RTT will cause some normal useful data packets to be misidentified as lost and eventually result in an overestimate in AEUTL I . Conversely, the dynamically estimated RTT of AEUTL IM can follow the changes in RTT throughout the lifetime of a TCP connection, which significantly decreases the false positives and thus improves the overestimate. This also implies from the side that for short flows, RTT generally does not have large fluctuations because of the short duration and less interactive data packets. Therefore, the RTT estimated in AEUTL I can basically identify the first overtime retransmission corresponding to each useful traffic loss event in a short flow.
While for useful traffic losses repaired with overtime retransmissions, the detection mechanism of AEUTL I will cause the loss period to be enlarged artificially. Accordingly, step 3 sets the upper bound of loss period to 3 to exclude the effect of this problem. As can be seen from Fig. 9 , the relative errors of both short and long flows are further reduced on the whole, with the maximum decrease of 10.35% (from 17.98% to 7.63%), which illustrates that the setting of threshold effectively limits the effect of enlarged loss period problem that is common in short and long flows. In addition, since partial loss periods are greater than 3 (e.g., in extreme case, we even observed one loss period of 257 in dataset EVAL_SET), the threshold of 3 will inevitably result in underestimate in some cases. From the perspective of overall estimate, the partial overestimates that are not limited by the threshold and some underestimates produced by the threshold cancel out each other is also beneficial to yield a more accurate estimate.
Although the measures to deal with repeated packet losses seem straightforward; there is still a special case to note in the actual implementation, viz., the relationship between dealing with repeated packet losses and dealing with enlarged loss period. In step 4, we took two ways to deal with the problem of repeated packet losses. The first is that the statistics of repeated packet losses are constrained by the threshold of loss period in step 3, while the second is the opposite. From the results of step 4 in Fig. 9 , we can see that at the majority of the parameter space, the first processing method outperforms the second one in terms of estimation accuracy. To explore the reasons behind this, we try to hunt for clues in step 3. It is inferred that if the threshold in step 3 is set too high, it cannot limit the overestimate, while on the contrary, it will cause an underestimate. According to our observation, the threshold boundary between overestimate and underestimate is generally 3, i.e., the threshold 3 typically causes an underestimate, while the threshold 4 will lead to an overestimate, but in most cases, the overall estimation accuracy of the former is still higher than that of the latter. Back to step 4, the threshold 3 combined with the measures dealing with repeated packet losses compensated for the underestimate caused by the single threshold 3, and did not reach the level of overestimate of threshold 4, which enhanced the estimation accuracy of AEUTL IM .
In Fig. 9 , as the last step, the accuracy of step 5 is not obviously improved compared to step 4. In fact, although IP-Id begins with a random number between 0 and 65535, the number of packets in a short flow is normally not sufficient to cause the cyclic reuse of IP-Id. While for long flow, limited by the threshold of loss period and a relatively large packet base, the effect of IP-Id cyclic reuse is also almost negligible. Consequently, unless the IP-Id cyclic reuse occurs in an enough short flow with a low loss rate, it is difficult for step 5 to have a significant improvement in estimation accuracy. Anyhow, from the results in Fig. 9 , we can see that as the gradual optimization of the detection rules, more useful traffic loss patterns are covered, and accordingly, AEUTL IM also becomes more accurate and stable. Among them, the most obvious improvement comes from the long flow (100MB), the average estimation error lowers from the initial 14.77% to 4.08%, and the peak also declines from 28.32% to 6.17%.
E. SUMMARY
In this section, we have shown that the relative error of AEUTL IM is kept within 10% over the entire parameter space. Most importantly, when validating AEUTL IM , we analyzed and discussed its improvements to AEUTL I step by step. From the final experiment results, we believe that rely solely on the information available from the receiver network layer, AEUTL IM has achieved a near optimal estimation for useful traffic losses suffered by a TCP connection. In the meantime, this also indicates to a certain extent that the factors listed in Section V-B constitute the main error sources of AEUTL I .
VI. CONCLUSION AND FUTURE WORK
What the operator's behavior ultimately affects is the link quality. Therefore, leveraging information available from end-host to effectively characterize the impact of link quality changes on user's QoE is beneficial to rebalance the information asymmetry currently disfavoring end users. To this end, the metric UTLR is defined in this paper. Correspondingly, the methods using heuristic rules as building blocks are also constructed to determine the parameters required by UTLR, and the accuracy of the proposed methods is rigorously verified in the form of propositions and with real measured data. In practical applications, once the UTLR has been measured and stored during a specific period of time, statistical analysis and comparison can be used to determine whether there is a significant difference between the newly measured UTLR and what the end user typically experiences. The proposed technique operates at the receiver network layer and is well suited for both short and long flows; consequently, it can provide end users with reference information to guarantee they can fully exercise their market rights by reasonably switching ISPs when their interests are infringed.
To better empower end users, as our future work, we intent to measure other KPI of the useful traffic, such as delay, throughput, jitter (delay-variation), availability, etc., and complete the KPI/QoE synthesis mapping so as to provide more valuable reference information to end users in current asymmetric network environment.
