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Abstract
Investigations of deconfined quark matter within NJL-type models are reviewed, focusing on
the regime of low temperatures and “moderate” densities, which is not accessible by perturbative
QCD. Central issue is the interplay between chiral symmetry restoration and the formation of color
superconducting phases. In order to lay a solid ground for this analysis, we begin with a rather
detailed discussion of two and three-flavor NJL models and their phase structure, neglecting the
possibility of diquark pairing in a first step. An important aspect of this part is a comparison with
the MIT bag model. The NJL model is also applied to investigate the possibility of absolutely stable
strange quark matter. In the next step the formalism is extended to include diquark condensates.
We discuss the role and mutual influence of several conventional and less conventional quark-
antiquark and diquark condensates. As a particularly interesting example, we analyze a spin-1
diquark condensate as a possible pairing channel for those quarks which are left over from the
standard spin-0 condensate. For three-flavor systems, we find that a self-consistent calculation of
the strange quark mass, together with the diquark condensates, is crucial for a realistic description
of the 2SC-CFL phase transition. We also study the effect of neutrality constraints which are
of relevance for compact stars. Both, homogeneous and mixed, neutral phases are constructed.
Although neutrality constraints generally tend to disfavor the 2SC phase we find that this phase
is again stabilized by the large values of the dynamical strange quark mass which follow from the
self-consistent treatment. Finally, we combine our solutions with existing hadronic equations of
state to investigate the existence of quark matter cores in neutron stars.
PACS: 12.39.-Ki, 12.38.AW, 11.30.Qc, 25.75.Nq, 26.60.+c
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Chapter 1
Introduction
Exploring the phase structure of quantum chromodynamics (QCD) is certainly one of the most
exciting topics in the field of strong interaction physics. Already in the 70s, rather soon after it
had become clear that hadrons consist of confined quarks and gluons, it was argued that the latter
should become deconfined at high temperature or density when the hadrons strongly overlap and
loose their individuality [1, 2]. In this picture, there are thus two distinct phases, the “hadronic
phase” where quarks and gluons are confined, and the so-called quark-gluon plasma (QGP) where
they are deconfined. This scenario is illustrated in the upper left panel of Fig. 1.1 by a schematic
phase diagram in the plane of (quark number) chemical potential and temperature. A diagram of
this type has essentially been drawn already in Ref. [2] and can be found, e.g., in Refs. [3, 4].
In nature, the QGP surely existed in the early universe, a few microseconds after the Big
Bang when the temperature was very high. It is less clear whether deconfined quark matter
also exists in the relatively cold but dense centers of neutron stars. Experimentally, the creation
and identification of the QGP is the ultimate goal of ultra-relativistic heavy-ion collisions. First
indications of success have been reported in press releases at CERN (SPS) [5] and BNL (RHIC) [6],
although the interpretation of the data is still under debate. There is little doubt that the QGP
will be created at the Large Hadron Collider (LHC), which is currently being built at CERN.
At least on a schematic level, the phase diagram shown in the upper left panel of Fig. 1.1
remained the standard picture for about two decades. In particular the possibility of having more
than one deconfined phase was not taken into account. Although Cooper pairing in cold, dense
quark matter (“color superconductivity”) had been mentioned already in 1975 [1] and had further
been worked out in Refs. [7, 8, 9], the relevance of this idea for the QCD phase diagram was
widely ignored until the end of the 90s. At that time, new approaches to color superconductivity
revealed that the related gaps in the fermion spectrum could be of the order of 100 MeV [10, 11],
much larger than expected earlier. Since larger gaps are related to larger critical temperatures,
this would imply a sizeable extention of the color superconducting region into the temperature
direction. Hence, in addition to the two standard phases, there should be a non-negligible region
in the QCD phase diagram where strongly interacting matter is a color superconductor. (For
reviews on color superconductivity, see Refs. [12, 13, 14, 15].)
Once color superconductivity was on the agenda, the door was open for many new possibilities.
This is illustrated by the remaining three phase diagrams of Fig. 1.1, which are taken from the
literature. It is expected that at large chemical potentials up, down, and strange quarks are paired
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Figure 1.1: Schematic QCD phase diagrams in the chemical potential–temperature plane. Upper left:
generic phase diagram of the “pre-color superconductivity era”, see, e.g., Refs. [3, 4]. The other diagrams
are taken from the literature. Upper right: Rajagopal (1999) [17]. Lower left: Alford (2003) [23]. Lower
right: Scha¨fer (2003) [14].
in a so-called color-flavor locked (CFL) condensate [16]. However, this might become unfavorable
at lower densities, where the strange quarks are suppressed by their mass. It is thus possible that
in some intermediate regime there is a second color superconducting phase (2SC) where only up
and down quarks are paired. This scenario is depicted in the upper right diagram of Fig. 1.1,
taken from Ref. [17]. More recently, further phases, like three-flavor color superconductors with
condensed kaons (CFL-K) [18, 19, 20] or crystalline color superconductors (“LOFF phase”) [21, 22]
have been suggested, which might partially (lower right diagram [14]) or even completely (lower
left diagram [23]) replace the 2SC phase.
Fig. 1.1, which is only an incomplete compilation of recent suggestions, illustrates the potential
richness of the phase structure, which has not been appreciated for a long time. At the same time,
it makes obvious that the issue is not at all settled. Note that all phase diagrams shown in the figure
are only “schematic”, i.e., educated guesses, based on certain theoretical results or arguments. In
this situation, and since exact results from QCD are rather limited, model calculations may provide
a useful tool to test the robustness of these ideas and to develop new ones.
In the present report we discuss the phase diagram and related issues which result from studies
with Nambu–Jona-Lasinio (NJL) type models. These are schematic models with point-like quark-
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(anti-)quark vertices, but no gluons. As a consequence, NJL-type models have several well-known
shortcomings, most important, they do not have the confinement property of QCD. This is certainly
a major drawback in the hadronic phase, where constituent quarks are not the proper quasi-particle
degrees of freedom. At high temperatures, confinement becomes less relevant but obviously a
realistic description of the quark-gluon plasma requires explicit gluon degrees of freedom. On the
other hand, the use of NJL-type models seems to be justified – at least on a schematic level – to
study cold deconfined quark matter where both, confinement and gluon degrees of freedom, are of
minor importance.
In any case, every model calculation should be confronted with the “facts”, as far as available.
To that end, we briefly list the main features of QCD in Sec. 1.1 and summarize what is currently
known about the QCD phase diagram in Sec. 1.2. The present work will then be outlined in more
details in Sec. 1.3.
1.1 Basics of QCD
Quantum chromodynamics is defined by the Lagrangian [24, 25]
LQCD = q¯ ( iγµDµ − mˆ ) q − 1
4
Ga µν Gaµν , (1.1)
where q denotes a quark field with six flavor (u, d, s, c, b, t) and three color degrees of freedom, and
mˆ = diagf (mu,md, . . . ) is the corresponding mass matrix in flavor space. The covariant derivative
Dµ = ∂µ − ig λ
a
2
Aaµ (1.2)
is related to the gluon field Aaµ, and
Gaµν = ∂µA
a
ν − ∂ν Aaµ + g fabcAbµAcν (1.3)
is the gluon field strength tensor. λa and fabc denote the generators of SU(3) (Gell-Mann matrices)
and the corresponding antisymmetric structure constants, respectively. g is the QCD coupling
constant.
The QCD Lagrangian is by construction symmetric under SU(3) gauge transformations in color
space. Because of the non-Abelian character of the gauge group, underlined by the presence of the
fabc term in Eq. (1.3), the theory has several non-trivial features which are not present in Abelian
gauge theories, like quantum electrodynamics:
• LQCD contains gluonic self-couplings (three- and four-gluon vertices), i.e., gluons carry color.
• QCD is an asymptotically free theory [26, 27], i.e., the coupling becomes weak at short
distances or, equivalently, large Euclidean momenta Q. To one-loop order,
αs(Q
2) ≡ g
2(Q2)
4π
=
4π
(11− 23Nf ) ln (Q2/Λ2QCD)
, (1.4)
where Nf is the number of relevant flavors and ΛQCD is the QCD scale parameter which can
be determined, e.g., by fitting Eq. (1.4) (or improved versions thereof) to experimental data
at large Q2. In this way, one finds ΛQCD ≃ 200 MeV for five flavors in the MS scheme.
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Eq. (1.4) is the fundamental basis for the perturbative treatment of QCD in the high-
momentum regime. For instance at Q2 = M2Z one finds αs ≃ 0.12. (For a recent overview,
see Ref. [28].)
• In turn, Eq. (1.4) implies that the coupling becomes strong at low momenta. In particular,
perturbative QCD is not applicable to describe hadrons with masses below ∼ 2 GeV. This
may or may not be related to the phenomenon of “confinement”, i.e., to the empirical fact
that colored objects, like quarks and gluons, do not exist as physical degrees of freedom
in vacuum. There are interesting attempts to relate confinement to particular topological
objects in the QCD vacuum, like monopoles or vortices, but it is fair to say that confinement
is not yet fully understood (see, e.g., Refs. [29, 30] and references therein).
Another important feature of LQCD is its (approximate) chiral symmetry, i.e., its symmetry
under global SU(Nf)L×SU(Nf)R transformations. This is equivalent to be invariant under global
vector and axial-vector SU(Nf ) transformations,
SU(Nf)V : q → exp (iθVa τa) q , SU(Nf )A : q → exp (iθAa γ5τa) q , (1.5)
where τa are the generators of flavor SU(Nf ). These symmetries would be exact in the limit
of Nf massless flavors. (For SU(Nf )V it is sufficient to have Nf degenerate flavors.) In reality
all quarks have non-vanishing masses. Still, chiral symmetry is a useful concept in the up/down
sector (Nf = 2) and even, although with larger deviations, when strange quarks are included as
well (Nf = 3). The sector of heavy quarks (charm, bottom, top) is governed by the opposite limit,
corresponding to an expansion in inverse quark masses, but this will not be of further interest for
us.
The SU(Nf)V is also an (approximate) symmetry of the QCD vacuum, reflected by the exis-
tence of nearly degenerate SU(Nf) multiplets in the hadron spectrum. If this was also true for the
axial symmetry each hadron should have an approximately degenerate “chiral partner” of opposite
parity. Since this is not the case, one concludes that chiral symmetry is spontaneously broken in
vacuum. This is closely related to the existence of a non-vanishing quark condensate 〈q¯q〉, which
is not invariant under SU(Nf )A and therefore often deals as an order parameter for spontaneous
chiral symmetry breaking1.1.
Another hint for the spontaneously broken chiral symmetry is the low mass of the pion which
comes about quite naturally if the pions are interpreted as the corresponding Goldstone bosons in
the two-flavor case. If chiral symmetry was exact on the Lagrangian level (“chiral limit”) they would
be massless, while the small but finite pion mass reflects the explicit symmetry breaking through
the up and down quark masses. In the analogous way, the pseudoscalar meson octet corresponds
to the Goldstone bosons in the three-flavor case. The Goldstone bosons obey several low-energy
theorems which provide the basis for chiral perturbation theory (χPT) [31, 32, 33]. Unlike ordinary
perturbation theory, χPT corresponds to an expansion in quark masses and momenta and can be
applied in regions where αs is large.
Since the perturbative vacuum is chirally symmetric for massless quarks, one expects that chiral
symmetry gets restored at high temperature. This would also be the case at high density if the
matter was in a trivial rather than in a color superconducting state (see footnote 1.1). The “partial
restoration” of chiral symmetry, i.e., the in-medium reduction of |〈q¯q〉| at small temperatures or
1.1Note, however, that 〈q¯q〉 = 0 does not necessarily mean that chiral symmetry is restored since it could still be
broken by other condensates. This is for instance the case for three massless flavors in the CFL phase, see Sec. 5.1.2.
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densities can be studied within χPT. For two flavors one finds to leading order in temperature and
density [34, 35]
〈q¯q〉T,ρB
〈q¯q〉0,0 = 1 −
T 2
8f2π
− σπN
f2πm
2
π
ρB + . . . , (1.6)
where fπ = 92.4 MeV is the pion decay constant and σπN ≃ 45 MeV is the pion-nucleon sigma
term. The two correction terms on the r.h.s. describe the effect of thermally excited non-interacting
pions and of nucleons, respectively. (Interaction effects are of higher order.) To be precise, the T 2
behavior is only correct in the chiral limit, i.e., for massless pions, which are otherwise exponentially
suppressed. Since in the hadronic phase the physical pion mass can never be assumed to be small
against the temperature, Eq. (1.6) is more of theoretical rather than practical interest. Systematic
mass corrections are of course possible [34]. It remains at least qualitatively correct that pions,
being the lightest hadrons, dominate the low-temperature behavior.
On the classical level, LQCD is also invariant under global
UA(1) : q → exp (iαγ5) q , (1.7)
in the limit of massless quarks. This symmetry is, however, broken on the quantum level and
therefore not a real symmetry of QCD [36]. Most prominently, this is reflected by the relatively
heavy η′ meson which should be much lighter (lighter than the η-meson) if it was a Goldstone
boson of a spontaneously broken symmetry.
In this context instantons play a crucial role. These are semiclassical objects which originate in
the fact that the classical Yang-Mills action gives rise to an infinite number of topologically distinct
degenerate vacuum solutions. Instantons correspond to tunneling events between these vacua.
When quarks are included, the instantons mediate an interaction which is SU(Nf )L × SU(Nf)R
symmetric, but explicitly breaks the UA(1) symmetry (“’t Hooft interaction”) [36]. In particular
it is repulsive in the η′-channel.
In the instanton liquid model [37], the gauge field contribution to the QCD partition function
is replaced by an ensemble of instantons, characterized be a certain size and density distribution
in Euclidean space. It turned out that hadronic correlators obtained in this way agree remarkably
well with the “exact” solutions on the lattice (see Ref. [38] for review).
1.2 The QCD phase diagram
We have pointed out that the phase diagrams presented in Fig. 1.1 are schematic conjectures,
which are constrained only by a relatively small number of safe theoretical or empirical facts.
Before discussing them in more detail, we should note that in general we are not restricted to a
single chemical potential, but there is a chemical potential for each conserved quantity. Hence, the
QCD phase diagram has in general more dimensions than shown in Fig. 1.1. If we talk about one
chemical potential only, we thus have to specify under which conditions this is fixed. For instance,
it is often simply assumed that the chemical potential is the same for all quark species. On the
other hand, in a neutron star we should consider neutral matter in beta equilibrium whereas in
heavy-ion collisions we should conserve isospin and strangeness. This means, the different sources
of information we are going to discuss below describe different phase diagrams (or different slices
of the complete multi-dimensional phase diagram) as far as they correspond to different physical
situations. Moreover, the results are often obtained in or extrapolated to certain unphysical limits,
like vanishing or unrealistically large quark masses or the neglect of electromagnetism.
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Direct empirical information about the phase structure of strongly interacting matter is basi-
cally restricted to two points at zero temperature, both belonging to the “hadronic phase” where
quarks and gluons are confined and chiral symmetry is spontaneously broken. The first one cor-
responds to the vacuum, i.e., µ = 0, the second to nuclear matter at saturation density (baryon
density ρB = ρ0 ≃ 0.17 fm−3), which can be inferred from systematics of atomic nuclei1.2 Since the
binding energy of nuclear matter is about Eb ≃ 16 MeV per nucleon, it follows a baryon number
chemical potential of µB = mN − Eb ≃ 923 MeV, corresponding to a quark number chemical
potential µ = µB/3 ≃ 308 MeV. Unless there exists a so-far unknown exotic state which is bound
more strongly (like absolutely stable strange quark matter [40, 41]), this point marks the onset
of dense matter, i.e., the entire regime at T = 0 and µ < 308 MeV belongs to the vacuum1.3.
The onset point is also part of a first-order phase boundary which separates a hadron gas at lower
chemical potentials from a hadronic liquid at higher chemical potentials if one moves to finite tem-
perature. This phase boundary is expected to end in a critical endpoint, which one tries to identify
within multifragmentation experiments. Preliminary results seem to indicate a corresponding crit-
ical temperature of about 15 MeV [43]. Of course both, the gas and the liquid are part of the
hadronic phase. They have been mentioned for completeness but are not subject of this report.
There might be further hadronic phases, e.g., due to the onset of hyperons or to superfluidity1.4.
Obtaining empirical information about the QGP is the general aim of ultra-relativistic heavy-
ion collisions. As mentioned earlier, there are some indications that this phase has indeed been
reached at SPS [5] and at RHIC [6]. There are also claims that the chemical freeze-out points, which
are determined in a thermal-model fit to the measured particle ratios, must be very close to the
phase boundary [44]. However, since the system cannot be investigated under static conditions but
only integrating along a trajectory in the phase diagram, an interpretation of the results without
theoretical guidance is obviously very difficult.
There is also only little hope that information about color superconducting phases can be
obtained from ultra-relativistic heavy-ion collisions, which are more suited to study high tempera-
tures rather than high densities. For instance, at chemical freeze-out one finds T ≃ 125 MeV and
µB ≃ 540 MeV at AGS and T ≃ 165 MeV and µB ≃ 275 MeV for Pb-Pb collisions at SPS [45].
Even though the CBM project at the future GSI machine is designed to reach higher densities [46],
it is very unlikely that the corresponding temperatures are low enough to allow for diquark con-
densation. Of course, no final statement can be made as long as reliable predictions for the related
critical temperatures are missing.
On the theoretical side, most of our present knowledge about the QCD phase structure comes
from ab-initio Monte Carlo calculations on the lattice (see Refs. [47, 48] for recent reviews). For a
long time, these were restricted to zero chemical potential, i.e., to the temperature axis of the phase
1.2The numbers quoted in Ref. [39] are a binding energy of (16 ± 1) MeV per nucleon and a Fermi momentum of
kF = (1.35 ± 0.05) fm−1.
1.3The authors of Ref. [42] distinguish between “QCD”, which is a theoretical object with strong interactions
only, and “QCD+”, which corresponds to the real world with electromagnetic effects included. In this terminology,
our discussion refers to QCD. In QCD+ the ground state of matter is solid iron, i.e., a crystal of iron nuclei and
electrons. Here the onset takes place at µB ≃ 930 MeV and the density is about 13 orders of magnitude smaller
than in symmetric nuclear matter.
1.4We are using the word “phase” in a rather lose sense. If there is a first-order phase boundary which ends in a
critical endpoint one can obviously go around this point without meeting a singularity. Hence, in a strict sense, both
sides of the “phase boundary” belong to the same phase. However, from a practical point of view it often makes
sense to be less strict, since the properties of matter sometimes change rather drastically across the boundary (see,
e.g., liquid water and vapor).
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diagram, and only recently some progress has been made in handling non-zero chemical potentials.
Before summarizing the main results, let us mention that twenty years ago, the chiral phase
transition at finite temperature has been analyzed on a more general basis, applying universality
arguments related to the symmetries of the problem [49]. It was found that the order of the
phase transition depends on the number of light flavors: If the strange quark is heavy, the phase
transition is second order for massless up and down quarks and becomes a smooth cross-over if
up and down have non-vanishing masses. On the other hand, if ms is small enough the phase
transition becomes first-order. The question which scenario corresponds to the physical quark
masses cannot be decided on symmetry arguments but must be worked out quantitatively. In
principle, this can be done on the lattice. In practice, there is the problem that it is not yet
possible to perform lattice calculations with realistic up and down quark masses. The calculations
are therefore performed with relatively large masses and have to be extrapolated down to the
physical values. Although this imposes some uncertainty, the result is that the transition at µ = 0
is most likely a cross-over [47, 48].
While there is thus no real phase transition, the cross-over is sufficiently rapid that the definition
of a transition temperature makes sense. This can be defined as the maximum of the chiral
susceptibility, which is proportional to the slope of the quark condensate. One finds a transition
temperature of about 170 MeV. It is remarkable that the susceptibility related to the Polyakov loop
– which deals as order parameter of the deconfinement transition – peaks at the same temperature,
i.e., chiral and deconfinement transition coincide. It is usually expected that this is a general feature
which also holds at finite chemical potential, but this is not clear.
When extrapolated to the chiral limit, the critical temperature is found to be (173± 8) MeV
for two flavors and (154 ± 8) MeV for three flavors [50]. This is considerably lower than in the
pure SU(3) gauge theory without quarks where Tc = (269 ± 1) MeV [47, 48]. According to the
symmetry arguments mentioned above, the phase transition in the two-flavor case is expected to
belong to the O(4) universality class, thus having O(4) critical exponents. Present lattice results
seem to be consistent with this, but they are not yet precise enough to rule out other possibilities.
The extension of lattice analyses to (real) non-zero chemical potentials is complicated by the
fact that in this case the fermion determinant in the QCD partition function becomes complex.
As a consequence the standard statistical weight for the importance sampling is no longer positive
definite which spoils the convergence of the procedure. Quite recently, several methods have been
developed which allow to circumvent this problem, at least for not too large chemical potentials
(µ/T . 1). One possibility is to perform a Taylor expansion in terms of µ/T and to evaluate the
corresponding coefficients at µ = 0 [51, 52]. The second method is a reweighting technique where
the ratio of the fermion determinants at µ 6= 0 and at µ = 0 is taken as a part of the operator which
is then averaged over an ensemble produced at µ = 0 [53, 54, 55]. The third way is to perform
a calculation at imaginary chemical potentials [56, 57, 58]. In this case the fermion determinant
remains real and the ensemble averaging can be done in the standard way. The results are then
parametrized in terms of simple functions and analytically continued to real chemical potentials.
These methods have been applied to study the behavior of the phase boundary for non-zero
µ. From the Taylor expansion one finds for the curvature of the phase boundary at µ = 0 [51],
Tc(d
2Tc/dµ
2)|µ=0 = −0.14 ± 0.06, i.e., Tc(µ) ≃ Tc(0) − (0.07 ± 0.03)µ2/Tc(0). Within error bars
this result is consistent with the two other methods. However, all these calculations have been
performed with relatively large quark masses, and the curvature is expected to become larger for
smaller masses.
Another important result is the lattice determination of a critical endpoint [52, 54, 55]. We
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have seen that at µ = 0 the phase transition should be second order for two massless flavors
and most likely is a rapid cross-over for realistic quark masses. On the other hand, it has been
argued some time ago that at low temperatures and large chemical potentials the phase transition
is probably first order. Hence, for two massless flavors there should be a “tricritical point”, where
the second-order phase boundary turns into a first-order one [42, 59, 60]. Similarly, for realistic
quark masses one expects a first-order phase boundary at large µ, which ends in a (second-order)
critical endpoint, as indicated in the three last phase diagrams in Fig. 1.1.
It has been suggested that this point could possibly be detected in heavy-ion experiments
through event-by-event fluctuations in the multiplicities Nπ and mean transverse momenta p
π
T of
charged pions. These fluctuations should arise as a result of critical fluctuations in the vicinity
of the endpoint [61, 62]. To that end Nπ and p
π
T should be measured as a function of a control
parameter x which determines the trajectory of the evolving system in the phase diagram. This
parameter could be, e.g., the beam energy or the centrality of the collision. If for some value of
x the trajectory comes very close to the critical point this should show up as a maximum in the
above event-by-event fluctuations. In this case the system is expected to freeze out close to the
critical point because of critical slowing down. For a more detailed discussion of possible signatures
under realistic conditions (including finite size and finite time effects), see Ref. [62].
On the lattice, the position of the endpoint has been determined first by Fodor and Katz,
employing the reweighting method [54]. The result was T = (160 ± 3.5) MeV and µB = 3µ =
(725± 35) MeV. However, these calculation suffered from the fact that they have been performed
on a rather small lattice with relatively large up and down quark masses. More recently, the
authors have performed an improved calculation on a larger lattice and with physical quark masses,
shifting the endpoint to T = (162 ± 2) MeV and µB = (360 ± 40) MeV. This result is consistent
with estimates using the Taylor expansion method, indicating a critical endpoint at µ/T ∼ 1, i.e.,
µB ∼ 3T [52].
The techniques described above do not allow to study the expected transition to color super-
conducting phases at large chemical potentials but low temperatures. So far, the only controlled
way to investigate these phases is a weak-coupling expansion, which becomes possible at very large
densities because of asymptotic freedom. These analyses show that strongly interacting matter
at asymptotic densities is indeed a color superconductor, which for three flavors is in the CFL
phase [63, 64]. Unfortunately, the weak-coupling expansion breaks down at densities several orders
of magnitude higher than what is of “practical” relevance [65], e.g., for the interior of compact
stars, and it can, of course, not be applied to study the hadron-quark phase transition itself.
1.3 Scope and outline of this report
The above discussion has shown that the detailed phase structure of strongly interacting matter
at (not asymptotically) high density and low temperature is largely unknown. In particular, there
is practically no exact information about the density region just above the hadron-quark phase
transition which might be relevant for the interiors of compact stars.
In this situation models may play an important role in developing and testing new ideas on a
semi-quantitative basis and checking the robustness of older ones. Since models are simpler than
the fundamental theory (QCD) – otherwise they are useless – they often allow for studying more
complex situations than accessible by the latter. The price for this is, of course, a reduced predictive
power due to dependencies on model parameters or certain approximation schemes. The results
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should therefore always be confronted with model independent statements or empirical facts, as far
as available. In turn, models can help to interprete the latter where no other theory is available.
Also, “model independent results” are often derived by an expansion in parameters which are
assumed to be small. Thus, although mathematically rigorous, they do not necessarily describe
the real physical situation. Here models can give hints about the validity of these assumptions or
even uncover further assumptions which are hidden.
An example which will be one of the central points in this report is the effect of the strange
quark mass Ms on the phase structure. Starting from the idealized case of three massless flavors,
this is often studied within an expansion in terms of Ms/µ, assuming that the strange quark
mass is much smaller than the chemical potential. Obviously, this can always be done for large
enough values of µ, but the expansion eventually breaks down, when µ becomes of the order of
Ms. However, the crucial point is thatMs itself should be considered to be a µ-dependent effective
(“constituent”) quark mass. This does not only imply that the expansion breaks down earlier than
one might naively expect (becauseMs can be considerably larger than the perturbative quark mass
ms which is listed in the particle data book), but also that effects due to the µ dependence of Ms
are missed completely. In particular, there can be strong discontinuities in Ms across first-order
phase boundaries which, of course, cannot be described by a Taylor expansion.
In the present work we investigate this kind of questions within models of the Nambu–Jona-
Lasinio type, i.e., schematic quark models with simple four-fermion (sometimes six-fermion) inter-
actions. Historically, the NJL model [66, 67] has been introduced to describe spontaneous chiral
symmetry breaking in vacuum in analogy to the BCS mechanism for superconductivity [68] and
has later been extended to study its restoration at non-vanishing temperatures or densities. On
the other hand, NJL-type models are straight-forwardly used in the original BCS sense to calcu-
late color superconducting pairing gaps. In fact, the renewed interest in color superconductivity
was caused by analyses in such models [10, 11]. For the obvious next step, namely considering
chiral quark condensates and diquark condensates simultaneously and studying their competition
and mutual influence, NJL-type models are therefore the natural choice [69]. Going further, the
relatively simple interaction allows to attack quite involved problems. For instance, in order to
describe the transition from two- to three-flavor color superconductors including dynamical mass
effects, we have to allow for six different condensates which can be all different if we consider beta
equilibrated matter.
The details of the results of these investigations are of course model dependent. In particular,
it is not clear whether the model parameters, which are usually fitted to vacuum properties, can
still be applied at large densities. In fact, it seems to be quite natural that the four-point couplings
are µ and T dependent quantities, just like the effective quark masses we compute. Nevertheless,
at least qualitatively, our analysis can give important hints which of the so-far neglected effects
could be important and which are indeed negligible. In the first place it should therefore be viewed
in conjunction with and relative to other approaches.
There are few exceptions, where we make definite predictions for – in principle – observable
quantities, like absolutely stable strange quark matter or quark matter cores in neutron stars.
Here, although we try to estimate the robustness of the results with respect to the parameters,
we are forced to assume that these are at least not completely different from the vacuum fit. In
these cases the arguments could be turned around: If at some stage the predictions turn out to be
wrong, this would mean that the model parameters must change drastically.
The focus of the present report is an NJL-model study of the phase diagram at large densities,
with special emphasis on color superconducting phases and their properties. We begin, however,
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with a rather detailed discussion of the model and its phase structure without taking into account
diquark pairing. Besides defining the basic concepts of the model, this is done because we think
that in order to understand the influence of color superconductivity one should know how the
model behaves without. In particular, some detailed knowledge about the mechanism of the chiral
phase transition in the model will be helpful when this is combined with the pairing transition.
This pre-discussion will also allow us to point out the main limitations of the model. Many of
them, like artifacts of missing confinement or of the mean-field treatment, are not restricted to the
NJL model, and this discussion could also be useful for other approaches.
The remainder of this report is organized as follows.
In Chap. 2 we review the thermal properties of the NJL model, concentrating on color non-
superconducting quark matter with two flavors. Besides setting up the formalism, a central aspect
will be a comparison with the MIT bag model, which is often used to describe dense matter. In
Chap. 3 the model is extended to three quark flavors. As a first application, we investigate the
possibility of absolutely stable strange quark matter.
Color superconducting phases are included in the Chapters 4-7. In Chap. 4 we again restrict
ourselves to two-flavor systems. We begin with a general overview about the basic concepts of
color superconductivity and briefly discuss other approaches. We then extend our formalism to
include diquark pairing and discuss the role and mutual influence of several conventional and
less conventional quark-antiquark and diquark condensates. A point of particular interest will
be the discussion of a spin-1 diquark condensate as a possible pairing channel for those quarks
which are left over from the standard spin-0 condensate. Next, in Chap. 5 we consider color
superconductivity in a three-flavor system. Central issue will be the description of the 2SC-CFL
phase transition, taking into account µ and T -dependent constituent quark masses together with
the diquark condensates. For simplicity, we consider a single chemical potential for all quarks.
This restriction is relaxed in Chap. 6, where we construct neutral quark matter in beta equilibrium
which is of possible relevance for compact stars. To that end we have to introduce up to four
independent chemical potentials. Both, homogeneous and mixed neutral phases are discussed.
In Chap. 7 we use the resulting homogeneous quark matter equation of state to investigate the
possibility of a quark matter core in neutron stars. In order to model the hadronic phase we take
existing hadronic equations of state from the literature. Finally, in Chap. 8 we summarize what
we have done and, more important, what remains to be done.
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Chapter 2
NJL-model description of color
non-superconducting two-flavor
quark matter
In this chapter we give a general introduction to the use of Nambu–Jona-Lasinio (NJL) type models
for analyzing quark matter at non-zero density or temperature. To that end, we concentrate on
the – technically simpler – two-flavor version of the model and neglect the possibility of color
superconducting phases. The NJL model will be introduced in Sec. 2.2 where we briefly summarize
its vacuum properties, before the analysis is extended to hot and dense matter in Sec. 2.3. Of course,
this is not meant to be exhaustive, and the interested reader is referred to Refs. [70, 71, 72, 73] for
reviews. Here, our main intention is to lay a solid ground for our later investigations, including a
critical discussion of the limits of the model.
A central aspect of the present chapter will be a comparison with the MIT bag model, which
is the most frequently used model to describe quark-gluon matter at large temperature or density.
Originally, both models have been developed to analyze hadron properties. Focusing on two
different aspects of QCD, they are almost complementary: Whereas the MIT bag model is based
on a phenomenological realization of confinement, the main characteristics of the NJL model is
chiral symmetry and its spontaneous breakdown in vacuum. On the other hand the NJL model
does not confine and the MIT bag model violates chiral symmetry. Nevertheless, the models
behave quite similarly when they are employed to calculate the equation of state of deconfined
quark matter at high density. In this regime the essential feature of both models is the existence
of a non-vanishing vacuum pressure (“bag constant”) whereas confinement and chiral symmetry
are of course less important in the deconfined, chirally restored regime2.1. In the MIT bag model
the bag constant is an external parameter, while in the NJL model it is dynamically generated. In
order to work out this correspondence in some detail, we begin with a brief summary of the basic
features of the MIT bag model.
2.1In fact, the MIT bag model is chirally symmetric in the thermodynamic limit, because chiral symmetry is broken
only at the bag surface.
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2.1 MIT bag model
The MIT bag model has been suggested in the mid-seventies as a microscopic model for hadrons [74,
75, 76]. At that time, QCD had already been formulated and the MIT bag model was one of the first
quark models where the notions of confinement and asymptotic freedom have been implemented
in a constitutive way2.2.
In the MIT bag model, hadrons consist of free (or only weakly interacting) quarks which are
confined to a finite region of space: the “bag”. The confinement is not a dynamical result of the
underlying theory, but put in by hand, imposing the appropriate boundary conditions2.3. The bag
is stabilized by a term of the form gµνB which is added to the energy-momentum tensor inside
the bag. Recalling the energy-momentum tensor of a perfect fluid in its rest frame,
T µνfluid = diag(ǫ, p, p, p) , (2.1)
the bag constant B is immediately interpreted as positive contribution to the energy density ǫ and
a negative contribution to the pressure p inside the bag. Equivalently, we may attribute a term
−gµνB to the region outside the bag. This leads to the picture of a non-trivial vacuum with a
negative energy density ǫvac = −B and a positive pressure pvac = +B. The stability of the hadron
then results from balancing this positive vacuum pressure with the pressure caused by the quarks
inside the bag.
The MIT bag model says nothing about the origin of the non-trivial vacuum, but treats B as
a free parameter. Evaluating the energy-momentum tensor in QCD, one finds
BQCD = −1
4
〈T µµ 〉 =
11− 23Nf
32
αs
π
〈G µνa Ga µν〉 −
1
4
∑
f
mf 〈q¯fqf 〉 , (2.2)
which is dominated by the contribution of the gluon condensate (first term on the r.h.s.). In the
second term qf denotes a quark with flavor f , and mf is the corresponding current quark mass.
Employing the QCD sum-rule result of Ref. [77], Shuryak obtained BQCD ≈ 455 MeV/fm3 [78],
while a modern value of the gluon condensate would yield a somewhat larger result. In any case,
as we will see below, this is much larger than the values of B one obtains in a typical bag model
fit.
2.1.1 Hadron properties
Assuming a static spherical bag of radius R, the mass of a hadron in the MIT bag model is given
by the sum [76]
EBM =
4π
3
BR3 − z0
R
+
1
R
∑
q
xq + Epert . (2.3)
The first term on the r.h.s. corresponds to the volume energy, required to replace the non-
trivial vacuum by the trivial one inside the bag. The second term was introduced in Ref. [76]
2.2Strictly speaking, rather than on asymptotic freedom, the model was based on the experimental fact of Bjorken
scaling. Since QCD was not yet generally accepted, at least at the beginning [74], the model was presented in a
more general way, referring to QCD only as one of several possibilities.
2.3However, if the quarks are coupled to a non-Abelian gauge field, one finds the non-trivial result that the boundary
conditions can only be fulfilled if the system is a color singlet [74].
15
to parametrize the finite part of the zero-point energy of the bag. The constant z0 was treated
as a free parameter, whose theoretical determination was left for future work. In a later analy-
sis, however, it turned out that not all singularities arising from the zero-point energy could be
absorbed in a renormalization of the model parameters, like the bag constant [79] (also see [80]
for a recent discussion). Therefore the definition of the finite part is ambiguous and z0 remained
an undetermined fitting parameter in the literature. The third term in Eq. (2.3) is the (rest +
kinetic) energy of the quarks. For massless quarks in the lowest j = 1/2 state one finds xq = 2.04
as solutions of the eigenvalue problem. Finally, Epert corresponds to perturbative corrections due
to lowest-order gluon exchange. This term gives rise, e.g., to the N −∆ mass splitting.
Eq. (2.3) contains the following parameters: The bag constant B, the parameter z0, the quark
masses (entering xq), and the strong coupling constant αs (entering Epert). The bag radius R is
not a parameter but is separately fixed for each hadron to minimize its mass. The parameters
of the original fit [76] are listed in Table 2.1 (first two lines). They have been adjusted to fit the
masses of the nucleon, the ∆, the Ω−, and the ω-meson. The light quark masses (mu = md) have
not been fitted, but have been set to zero (fit A) and to 108 MeV (fit B) to test the sensitivity of
the fit to its variation. With these parameters the authors of Ref. [76] obtained a good overall fit of
the light hadron spectra (baryon octet and decuplet, and vector meson nonet), magnetic moments,
and charge radii.
There are, however, a couple of well-known problems: Since chiral symmetry is explicitly broken
on the bag surface and the UA(1) anomaly is not included, the pion mass comes out too large,
whereas the η′ is too light. Also, the values of αs needed to reproduce the N −∆ mass splitting
are extremely large and obviously inconsistent with the idea that the corrections are perturbative.
Finally, the nucleon radii of 1.0 - 1.1 fm, as shown in Table 2.1, would mean that the bags overlap
with each other in a nucleus, which is clearly inconsistent with the success of meson-exchange
models.
Some of these problems are related to each other. For instance, in the so-called chiral bag mod-
els, where chiral symmetry is restored by coupling external pion fields (introduced as elementary
fields) to the bag surface [81], the bag radii can be considerably smaller than in the MIT bag (“little
bag” [82] RN ∼ 0.3 fm, “cloudy bag” [83] RN ∼ 0.8 fm). This also leads to smaller values of αs
needed to fit the N −∆ mass splitting [82, 83]. In the chiral bag models the nucleon mass is the
sum of the bag contribution and a self-energy contribution from the pion cloud. Since the latter
Fit mu [MeV] ms [MeV] B [MeV/fm
3] z0 αs mπ [MeV] RN [fm]
[76] 0 279 57.5 1.84 2.2 280 1.0
[76] 108 353 31.8 1.95 3.0 175 1.1
[87] 0 288 351.7 0.00 < 1 (running) (tachyonic) 0.6
[88] 5 354 44.7 1.17 0 not given 1.0
[88] 5 356 161.5 2.04 0 not given 0.6
Table 2.1: Bag-model parameters obtained from fits to light hadron spectra: quark masses mu = md
and ms, bag constant B, parameter for the zero-point energy z0, and strong coupling constant αs. In the
last two columns we list the resulting pion mass and the bag radius of the nucleon. The first two lines
correspond to the original fit of the MIT group [76], while the other fits have been performed later within
partially modified models (see text).
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is negative, the former can be (much) larger than the physical nucleon mass. This is the reason
why the radii can be smaller than in the MIT fit. In fact, many observables are quite insensitive
to the bag radius, which can even be taken to be zero (“Cheshire cat principle”, for review see,
e.g., Ref. [84]).
Eq. (2.3) contains effects of spurious c.m. motion, which can approximately be projected out if
one replaces EBM by the mass MBM = (E
2
BM −
∑
q(xq/R)
2)1/2 [85, 86, 87]. This correction has
not been performed in the original MIT fit [76] but is standard in modern bag model calculations.
It has the appreciable effect that the bag radius is reduced by about 30% and might also remove
some of the other problems discussed above. In fact, instead of a too large pion mass, the authors
of Ref. [87] obtainm2π slightly negative, and reasonable values for RN and αs, once c.m. corrections
are included (third line of Table 2.1). Note, however, that this model also differs from the original
MIT bag model in the treatment of the perturbative corrections, bringing in additional parameters,
while the parameter z0 was not employed in the fit. On the other hand, the authors of Ref. [88]
did not include perturbative corrections and restricted their fit to the baryon octet. They also
considered ρ and ω mesons, but to that end they introduced independent zero-point energies as
additional parameters. In this way the (baryonic) zero-point energy was left undetermined and
could be employed to vary the bag radius at will (cf. last two lines of Table 2.1).
For the thermodynamic description of hot or dense quark-gluon matter, many problems dis-
cussed above are not of direct relevance (see next section). We have mentioned them, however,
because they have a strong effect on the parameter fit, and thereby indirectly on the thermody-
namics. In this context, the most important parameter is the bag constant. As obvious from
Table 2.1, the fitted values of B vary by more than a factor of six, although they are all smaller
than the value derived from the gluon condensate, Eq. (2.2). From a modern point of view it is
also remarkable that the strange quark mass ms in all fits listed in the table is considerably larger
than today accepted values of its “current quark mass” (see Table 3.1). Later we will see that
similar masses appear in NJL-model quark matter at comparable densities.
2.1.2 Thermodynamics
When we consider a large number of quarks and gluons in a large MIT bag we can replace the exact
solutions of the boundary problem by plane waves, while zero-point energy and c.m. correction
terms drop out. Hence the energy density ǫ = EBM /V at temperature T and a set of chemical
potentials {µf} reduces to
ǫ(T, {µf}) = B + ǫfree(T, {µf}) + ǫpert(T, {µf}) , (2.4)
where ǫfree is the energy density of a free relativistic gas of quarks, antiquarks, and gluons, while
ǫpert corresponds to perturbative corrections. Equivalently, we can write for the pressure
p(T, {µf}) = −B + pfree(T, {µf}) + ppert(T, {µf}) . (2.5)
Here the earlier mentioned role of B as a negative pressure inside the bag relative to the non-trivial
vacuum is obvious. The free part is given by
pfree(T, {µf}) = 6T
∑
f
∫
d3p
(2π)3
{
ln [1 + exp (− 1
T
(Ep,f − µf ))] + ln [1 + exp (− 1
T
(Ep,f + µf ))]
}
−16T
∫
d3p
(2π)3
ln[1− exp(− p
T
)] , (2.6)
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where the second integral corresponds to the gluons (2 spin and 8 color degrees of freedom) and
the first integral corresponds to the quarks and antiquarks (2 spin and 3 color degrees of freedom
and a sum over flavors). Ep,f = (p
2 + m2f )
1/2 is the on-shell energy of a quark of flavor f with
three-momentum p.
In the following we consider the case of two massless quark flavors with a common chemical
potential µ. The integrals in Eq. (2.6) are then readily evaluated and the bag model pressure
becomes
p(T, µ) = −B + 37 π
2
90
T 4 + µ2T 2 +
µ4
2π2
, (2.7)
where we have neglected the perturbative contribution. The famous factor 37 = 16+21 in front of
the T 4 term is the sum of the 16 gluonic degrees of freedom and the product of the 24 quark and
antiquark degrees of freedom with a factor 7/8 due to Fermi statistics.
In order to be stable, the pressure in the quark-gluon phase must not be negative. For µ = 0
this leads to a minimum temperature
T0 =
( 90
37π2
B
)1/4
, (2.8)
while for T = 0 we obtain a minimum chemical potential
µ0 =
(
2π2B
)1/4
. (2.9)
It is interesting that T0 has already been derived by the MIT group in their first paper about
the bag model [74]. There T0 was identified with the “limiting temperature” of a highly excited
hadron, i.e., the temperature a hadronic bag must not exceed in order to remain stable. Thus,
although formally equivalent to the above derivation of T0, the perspective is rather opposite.
For arbitrary chemical potentials smaller than µ0 one can easily solve for the temperature T (µ)
for which the pressure vanishes. The result is displayed in Fig. 2.1 (dashed line). For later purposes
we also show the corresponding curve one obtains with quark degrees of freedom only (dotted).
In this case the factor 37 in Eq. (2.7) is replaced by 21. Accordingly the minimum temperature is
enhanced by a factor (37/21)1/4 = 1.15, while the minimum chemical potential remains unchanged.
Eq. (2.7) is the most simple example for a bag-model description of the quark-gluon plasma.
In order to construct a phase transition, we also need an equation of state for the hadronic phase.
Usually, the latter is not described within the bag model as well but taken from models with
hadronic degrees of freedom. As a prototype, we consider a gas of non-interacting massless pions,
which should dominate the low-temperature µ = 0-regime. The resulting phase boundary, i.e.,
the line where p becomes equal to the pressure of the pion gas, is indicated by the solid line in
Fig. 2.1. Since the pions have an isospin degeneracy of three, the pressure difference is given by
Eq. (2.7), but with 37 replaced by 37-3=34. Hence, the critical temperature at µ = 0 is given by
Tc = (37/34)
1/4 T0 = 1.02 T0.
So far we have not set the absolute scale in our phase diagram. Taking the bag constant from
the original MIT fit, B = 57.5 MeV/fm3 (B1/4 = 145 MeV) [76], we obtain Tc = 104 MeV,
whereas in order to get the lattice value, Tc ≃ 170 MeV, we need a seven times larger bag constant
B ≃ 400 MeV/fm3 (B1/4 ≃ 235 MeV). For µ0, which in the present model is the critical chemical
potential for the phase transition at T = 0 , this variation of B leads to values roughly ranging
from 300 to 500 MeV.
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Figure 2.1: Lines of zero pressure in a two-flavor bag model with non-interacting massless quarks and
gluons (dashed) and with quarks only (dotted). The solid line indicates the phase boundary, separating
the “hadronic phase”, described by a gas of non-interacting massless pions, from the quark-gluon phase.
For several reasons, however, it is clear that a model of this type is too simplistic:
• Since mesons are not sensitive to the (quark number) chemical potential they do not influence
the phase transition in the large-µ low-T regime. Thus, for a more realistic description, we
need baryonic degrees of freedom. In the above example, it would be most natural to add the
contribution of a free nucleon gas to the hadronic phase. It is a well-known fact, however, that
this would lead to the unphysical situation that the hadronic phase “wins” at large chemical
potentials. This is obvious from the contribution of a fermion of type i to the pressure at
T = 0,
pi(T = 0, µi) =
gi
24π2
µ4i + . . . , (2.10)
where the ellipsis indicates corrections due to the fermion mass which can be neglected at
very large chemical potentials. Here gi is a degeneracy factor which is three times larger
for quarks than for nucleons because of color. On the other hand, since nucleons consist of
three valence quarks, their chemical potential is three times larger than the quark number
chemical potential. Altogether, this means pq : pN = 1 : 27, which leads to the above
mentioned unphysical result.
• As we have seen, the phase transition at µ = 0 is a result of the larger number of quark-gluon
degrees of freedom (37) compared with the hadronic ones (3 for the pion gas), i.e., the larger
coefficient of the T 4-term. This necessarily means, that the phase transition is first-order
with a latent heat per volume
∆Q
V
= (37− 3) 4π
2
90
T 4c . (2.11)
This is in strong contrast to the universality arguments mentioned in the Introduction, ac-
cording to which we would expect a second-order phase transition in QCD with two massless
flavors [49]. It is possible to reduce ∆Q by introducing additional hadrons, but obviously it
is very difficult to get ∆Q = 0 without inhibiting the phase transition.
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It is quite plausible that these problems can be traced back to the hybrid nature of the above
model, i.e., the fact that the hadronic and the quark-gluon degrees of freedom are not derived
from the same Lagrangian. In a more consistent picture one should start from a gas of hadronic
bags to describe the hadronic phase. Since the bags have finite sizes which can only be reduced
at the expense of energy, it is obvious that the system will not stay in the hadronic phase up to
arbitrarily large densities. In the most naive picture the bags would simply unite to form a uniform
phase when the average quark number density exceeds the density inside a single bag. (In fact, it
is more difficult to prevent the bags from forming one large bag already at low densities. For this
one would need to introduce a negative surface tension or some repulsive force between separate
bags.) In this way also the connection between the chiral and the deconfinement phase transition
appears quite natural if one attributes the non-trivial vacuum outside the bags to the spontaneous
breakdown of chiral symmetry, which is restored inside the bags. We will come back to this point
of view in Sec. 2.3.3.
While qualitatively the picture drawn in the previous paragraph looks quite attractive, its
quantitative realization is of course very difficult. An interesting step in this direction is the
quark-meson coupling model where nuclear matter and even finite nuclei are described by MIT
bags which interact by exchange of (elementary) scalar and vector mesons [88, 89, 90, 91]. A
somewhat “cheaper” alternative is to employ hybrid models with finite volume corrections on the
hadronic side (see, e.g., Ref. [92]).
2.1.3 Equation of state at zero temperature
Since we are mostly interested in quark matter at low temperature we would like to discuss a
few more details of the bag model equation of state in the zero temperature limit. This will also
provide a basis for our later comparison with the NJL model.
For T = 0, Eq. (2.6) simplifies, and the total pressure is given by
p({µf}) = −B + 3
π2
∑
f
∫ pf
F
0
dp p2 (µf − Ep,f ) + ppert({µf}) , (2.12)
where pfF = θ(µf −mf )(µ2f −m2f )1/2 denotes the Fermi momentum of flavor f . For simplicity, we
have dropped the temperature argument.
In the following, we concentrate again on the case of a uniform chemical potential µ for two
massless flavors. Neglecting the perturbative term and applying standard thermodynamic relations,
we obtain for the pressure, energy density, and quark number density
p(µ) = −B + µ
4
2π2
, ǫ(µ) = B +
3µ4
2π2
, n(µ) =
2µ3
π2
. (2.13)
This is simply a free gas behavior, modified by the bag constant. From these expressions we
immediately get for the function ǫ(p), which, e.g., determines the mass-radius relation of neutron
stars,
ǫ(p) = 3p+ 4B . (2.14)
Another quantity of interest, which follows from Eq. (2.13), is the energy per particle E/N as a
function of density,
E
N
(n) =
ǫ
n
(n) =
B
n
+
3
4
(π2
2
n
) 1
3
. (2.15)
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Figure 2.2: Energy per baryon number E/A in the bag model as a function of baryon number density ρB.
Solid line: αs = 0. Dashed line: αs = 0.5.
For later convenience, we rephrase this as the energy per baryon number A in terms of the baryon
number density ρB = n/3,
E
A
(ρB) =
ǫ
ρB
(ρB) =
B
ρB
+
9
4
(3π2
2
ρB
) 1
3
. (2.16)
This function is plotted in Fig. 2.2 (solid line). Its general structure is easily understood if we
recall that ρB = A/V . Thus the first term on the r.h.s. is just the volume energy of the MIT bag,
while the second term reflects the 1/R behavior of the quark energy in Eq. (2.3). Of course, the
coefficient of the latter depends on the number of occupied states and therefore it is different in
the thermodynamic limit from the case of a single hadron.
Because of the interplay of the two terms, E/A diverges for both, ρB → 0 and ρB → ∞, and
has a minimum at(E
A
)
min
= 3 (2π2B)
1
4 ≡ 3µ0 at ρB = 1
3
( 2
π2
) 1
4
(4B)
3
4 =: ρ∗ . (2.17)
Note that this is just the point where the pressure vanishes, reflecting the general thermodynamic
relation
∂
∂ρB
( ǫ
ρB
)
=
p
ρ2B
. (2.18)
The physical meaning of this relation becomes clear if we consider a finite lump of quark matter
(large enough that the thermodynamic treatment is valid). For ρB < ρ
∗ (i.e., µ < µ0), the
pressure is negative and the lump shrinks, thereby increasing the density. On the other hand, for
ρB > ρ
∗ (µ > µ0), the pressure is positive and the lump tends to expand, unless this is prevented
by external forces. Hence, the only stable point is ρB = ρ
∗, where the pressure vanishes. In
a canonical (instead of grand canonical) treatment, which would be more appropriate for this
example with fixed particle number, this stability becomes manifest as a minimum in the energy.
(Recall that T = 0 and hence the Helmholtz free energy F = E − TS = E.)
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The absolute scale of Fig. 2.2 is again set by the value of the bag constant. As discussed above,
varying B between the two “extreme” values, B = 57.5 MeV/fm3 from the original MIT fit and
B = 400 MeV/fm3 from fitting Tc ≃ 170 MeV within the simple hybrid model, leads to values of
µ0 between about 300 and 500 MeV. This corresponds to (E/A)min ranging from about 900 MeV
at ρB = 1.4 ρ0 to 1500 MeV at ρB = 6.5 ρ0. Of course, values for (E/A)min lower than the energy
per nucleon in atomic nuclei must be excluded, since otherwise nuclei should be able to decay into
a large bag of deconfined quarks. We will come back to this in Sec. 3.3.
Finally, we discuss briefly the influence of perturbative corrections, which we have neglected so
far. To order αs the free-gas terms in Eq. (2.13) are scaled by a factor [93],
p(µ) = −B + γ µ
4
2π2
, ǫ(µ) = B + γ
3µ4
2π2
, n(µ) = γ
2µ3
π2
; γ := (1 − 2 αs
π
) . (2.19)
Obviously, this correction makes only sense for αs ≪ π/2. This demonstrates again that the value
of the original MIT fit, αs = 2.2, is completely out of range for a perturbative treatment. Note
that it would even change the sign of the free-gas terms.
As a consequence of the correction, the chemical potential µ0 at which the pressure vanishes
and thus (E/A)min are enhanced by a factor γ
−1/4, whereas the corresponding baryon number
density ρ∗ is reduced by a factor γ1/4. Accordingly, the minimum of E/A is shifted to a larger
value at a lower density. This is illustrated by the dashed line in Fig. 2.2, which corresponds to
αs = 0.5. On the other hand, the relation between ǫ and p, Eq. (2.14), remains unaffected by the
correction.
2.2 Nambu–Jona-Lasinio model in vacuum
As pointed out earlier, the Nambu–Jona-Lasinio (NJL) model is to some extent complementary
to the MIT bag model. Historically, it goes back to two papers by Nambu and Jona-Lasinio in
1961 [66, 67], i.e., to a time when QCD and even quarks were still unknown. In its original version,
the NJL model was therefore a model of interacting nucleons, and obviously, confinement – the
main physics input of the MIT bag model – was not an issue. On the other hand, even in the
pre-QCD era there were already indications for the existence of a (partially) conserved axial vector
current (PCAC), i.e., chiral symmetry. Since (approximate) chiral symmetry implies (almost)
massless fermions on the Lagrangian level, the problem was to find a mechanism which explains
the large nucleon mass without destroying the symmetry. It was the pioneering idea of Nambu
and Jona-Lasinio that the mass gap in the Dirac spectrum of the nucleon can be generated quite
analogously to the energy gap of a superconductor in BCS theory, which has been developed a few
years earlier [68]. To that end they introduced a Lagrangian for a nucleon field ψ with a point-like,
chirally symmetric four-fermion interaction [67],
L = ψ¯(i∂/−m)ψ +G
{
(ψ¯ψ)2 + (ψ¯iγ5~τψ)
2
}
. (2.20)
Here m is a small bare mass of the nucleon, ~τ is a Pauli matrix acting in isospin space, and G
a dimensionful coupling constant. As we will discuss in more detail in Sec. 2.2.1, the self-energy
induced by the interaction generates an effective mass M which can be considerably larger than
m and stays large, even when m is taken to zero (“chiral limit”). At the same time there are
light collective nucleon-antinucleon excitations which become massless in the chiral limit: The
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Figure 2.3: Dyson equation for the quark propagator in Hartree approximation. The bare (dressed)
propagator is denoted by the thin (bold) line.
pion emerges as the Goldstone boson of the spontaneously broken chiral symmetry. In fact, this
discovery was an important milestone on the way to the general derivation of the Goldstone theorem
in the same year [94].
After the development of QCD, the NJL model was reinterpreted as a schematic quark model [95,
96, 97]. At that point, of course, the lack of confinement became a problem, severely limiting the
applicability of the model. On the other hand, there are many situations where chiral symmetry
is the relevant feature of QCD, confinement being less important. The most prominent example is
again the Goldstone nature of the pion. In this aspect the NJL model is superior to the MIT bag,
which, as we have seen, fails to explain the low pion mass.
End of the nineties, a third era of the NJL model began when the model was employed to
study color superconducting phases in deconfined quark matter. There, by definition, lack of
confinement is again of minor relevance. As outlined in the Introduction, color superconductivity
will be discussed in great detail in Chap. 4 and thereafter.
After the reinterpretation of the NJL model as a quark model, many authors kept the original
form of the Lagrangian, Eq. (2.20), with ψ now being a quark field with two flavor and three color
degrees of freedom. However, this choice is not unique and we can write down many other chirally
symmetric interaction terms. For instance, from a modern point of view, local 4-point interactions
between quarks in a two-flavor system can be thought of to be abstracted from instanton induced
interactions [36]. In this case the interaction Lagrangian should have the form
Linst = G
{
(q¯q)2 − (q¯ ~τq)2 − (q¯ iγ5q)2 + (q¯ iγ5~τq)2
}
. (2.21)
Here and in the following we denote quark fields by q. In general we will call all these models
“NJL-type models” (or just “NJL models”) as long as they describe quarks interacting via 4-point
vertices (or sometimes higher n-point vertices).
2.2.1 Constituent quarks and mesons
In this section we briefly review the vacuum properties of quarks and mesons described within the
NJL model. For simplicity, we restrict this discussion to the standard NJL-Lagrangian, Eq. (2.20),
for quarks with two flavor and three color degrees of freedom. Most of this can easily be generalized
to other NJL-type Lagrangians with two degenerate flavors. The discussion of the three-flavor case,
which has some additional features, is deferred to the next chapter.
In most publications (including the original papers by Nambu and Jona-Lasinio [66, 67]) the
quark self-energy which arises from the interaction term has been calculated within Hartree or
Hartree-Fock approximation. The corresponding Dyson equation is depicted in Fig. 2.3. Since in
this approximation the self-energy is local, it only gives rise to a constant shift in the quark mass,
M = m + 2i G
∫
d4p
(2π)4
TrS(p) . (2.22)
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Figure 2.4: Bethe-Salpeter equation for quark-antiquark T-matrix (“meson propagators”, shaded boxes)
in RPA. The solid lines correspond to the dressed quark propagators in Hartree approximation (Fig. 2.3).
Here S(p) = (p/ −M + iε)−1 is the dressed quark propagator, underlining the non-perturbative
character of the approximation. The trace is to be taken in color, flavor, and Dirac space. One
finds
M = m + 8NfNcGi
∫
d4p
(2π)4
M
p2 −M2 + iε , (2.23)
where Nf = 2 and Nc = 3 are the number of flavors and colors, respectively. For a sufficiently
strong coupling G, this allows for a non-trivial solution M 6= m, even in the chiral limit m = 0,
producing a gap of ∆E = 2M in the quark spectrum. In analogy to BCS theory, Eq. (2.23) is
therefore often referred to as “gap equation”. M is often called “constituent quark mass”. A
closely related quantity is the quark condensate, which is generally given by
〈q¯q〉 = −i
∫
d4p
(2π)4
TrS(p) , (2.24)
and thus in the present case
〈q¯q〉 = −M −m
2G
. (2.25)
Iterating the 4-point vertex as shown in Fig. 2.4 yields the quark-antiquark T-matrix in random
phase approximation (RPA),
TM (q
2) =
2G
1− 2GΠM (q2) , (2.26)
where
ΠM (q
2) = i
∫
d4p
(2π)4
Tr [OM S(p+ q)OM S(p)] (2.27)
is the quark-antiquark polarization in the channel with the quantum numbers {M}. For the
Lagrangian Eq. (2.20) we have the sigma channel (Oσ = 1) and three pion channels (Oπa = iγ5τa,
a = 1, 2, 3). Evaluating the traces and employing the gap equation for M 6= 0 one finds
Πσ(q
2) =
1
2G
(
1− m
M
)
− 1
2
(q2 − 4M2) I(q2) ,
Ππa(q
2) =
1
2G
(
1− m
M
)
− 1
2
q2 I(q2) , (2.28)
where
I(q2) = 4NfNc i
∫
d4p
(2π)4
1
[(p+ q)2 −M2 + iε][p2 −M2 + iε] . (2.29)
In order to determine meson properties one interpretes TM as an effective meson exchange between
the external quark legs in Fig. 2.4 and parametrizes the pole structure as
TM (q
2) =
−g2Mqq
q2 −m2M
. (2.30)
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Figure 2.5: One-pion-to-vacuum matrix element in RPA, giving rise to the weak pion decay: A pion with
isospin index b is coupled via a quark loop to an axial current with isospin index a.
Thus
1− 2GΠM (q2 = m2M ) = 0 and g−2Mqq =
dΠM
dq2
∣∣∣
q2=m2
M
. (2.31)
Using Eq. (2.28), one immediately finds that mπ = 0 if m = 0, in accordance with the Goldstone
theorem. For m 6= 0, mπ also becomes non-zero (see below).
The pion decay constant can be obtained from the one-pion-to-vacuum matrix element visual-
ized in Fig. 2.5,
fπ q
µ δab = gπqq
∫
d4p
(2π)4
Tr [γµγ5
τa
2
S(p+ q) iγ5τb S(p)] . (2.32)
It is straight forward to show that in the chiral limit the generalized Goldberger-Treiman rela-
tion [98],
gπqq fπ = M + O(m) (2.33)
holds. Moreover, in first non-vanishing order in m, the pion mass satisfies the Gell-Mann Oakes
Renner relation [99],
f2πm
2
π = −m 〈q¯q〉 + O(m2) . (2.34)
In the brief discussion presented above, we have ignored several problems:
• In general, the gap equation has more than one solution. For instance, in the chiral limit,
m = 0, there is always a trivial solution M = 0, but there can be non-trivial solutions
M = ±M0 6= 0 as well. In this case, one has to find out which solution minimizes the
vacuum energy.
One way is to go back to the underlying mechanism of the gap equation, which is a Bogoliubov-
Valatin rotation of the fields. Starting point is a variational ansatz for the non-trivial vacuum
of the model [10, 66, 71],
|vac〉 =
∏
~p,s,f,c
[
cos θs(~p) + e
iξs(~p) sin θs(~p) b
†(~p, s, f, c) d†(−~p,−s, f, c)
]
|0〉 , (2.35)
where |0〉 is the perturbative vacuum, and b(~p, s, f, c) and d(~p, s, f, c) are the corresponding
annihilation operators for a quark or antiquark, respectively, with momentum ~p, helicity s,
flavor f , and color c. According to this ansatz, |vac〉 is a coherent state composed of quark-
antiquark pairs with zero total momentum. This underlines once more the analogy to the
BCS ground state. Minimizing the ground state energy,
Evac[θs(~p), ξs(~p)] = 〈vac|Hˆ |vac〉 , (2.36)
(Hˆ = Hamiltonian of the model) with respect to variations of the functions θs(~p) and ξs(~p)
leads to a self-consistency equation, which is equivalent to the Hartree-Fock gap equation
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discussed above. (For the difference between Hartree and Hartree-Fock, see below.) It turns
out that the vacuum energy is minimized by the solution with the largest M . In the chiral
limit this means that the non-trivial solution is stable whenever it exists.
An alternative way to calculate the ground state energy will be presented in Sec. 2.3 in the
context of the thermodynamics of the model. There we will discuss further details.
• The NJL model is not renormalizable. Since the above expressions contain divergent in-
tegrals, e.g., Eqs. (2.23), (2.29), and (2.32), we have to specify how to regularize these
divergencies. This prescription is then part of the model. There are several regularization
schemes which have been used in the literature, and each of them have certain advantages
and disadvantages [71, 73]. When the model is applied to thermodynamics, most authors
prefer to regularize the integrals by a (sharp or smooth) 3-momentum cut-off. Besides being
relatively simple, this has the advantage that it preserves the analytical structure, necessary,
e.g., for the analytical continuation of functions given on imaginary Matsubara frequencies.
Of course, 3-momentum cut-offs violate the Lorentz covariance of the model. It is often
argued that this problem is less severe at finite temperature or density where manifest co-
variance is anyway broken by the medium. Although this argument is questionable, since
it makes a difference whether the symmetry is broken by physical effects or by hand, it is
perhaps true that a 3-momentum cut-off has the least impact on the medium parts of the
regularized integrals, in particular at T = 0. This will become more clear in Sec. 2.3. In this
report we will therefore regularize the model using a sharp 3-momentum cut-off Λ, unless
stated otherwise.
• We already mentioned that the NJL model does not confine. Formally, this is reflected by the
fact that the integral I(q2), and hence the polarization functions ΠM (q
2), get an imaginary
part above the qq¯-threshold, i.e., for q2 > 4M2. As a consequence, mesons with a mass larger
than 2M have a finite width, which indicates that they are unstable against decay into a
quark-antiquark pair. The pion is of course not affected by this problem. However, as can
be seen from Eqs. (2.28) and (2.31), mσ = 2M if m = 0 and it moves above the threshold
if m > 0. If vector mesons are included, it depends on the parameters whether they have
masses above or below the qq¯ threshold, while axial vector mesons always decay into qq¯ pairs
in the model.
• The formulae given above correspond to the Hartree approximation and to RPA without Pauli
exchange terms, respectively. However, because of the local 4-point interaction, exchange di-
agrams can always be cast in the form of direct diagrams via a Fierz transformation (see
App. A). This means, the Hartree-Fock approximation is equivalent to the Hartree approx-
imation with appropriately redefined coupling constants. In this sense, Hartree is as good
as Hartree-Fock, as long as the interaction terms in the Lagrangian are not fixed by some
underlying theory.
Extensions of the approximation scheme beyond Hartree-Fock + RPA are much more difficult.
This topic will briefly be discussed in Sec. 2.3.5.
2.2.2 Parameter fit
As a basis for the subsequent discussions we perform a first parameter fit for the simple two-flavor
model, Eq. (2.20), within the Hartree + RPA scheme. As mentioned above, we will regularize
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Figure 2.6: Constituent quark mass (left) and quark condensate (right) as functions of the 3-momentum
cut-off for fixed fπ = 92.4 MeV and mπ = 135 MeV.
the integrals by a sharp 3-momentum cut-off. We thus have three parameters, the bare quark
mass m, the coupling constant G, and the cut-off Λ. These parameters are usually fixed by fitting
the pion mass, the pion decay constant, and the quark condensate. Whereas the pion mass,
mπ = 135.0 MeV [100]
2.4 and the pion decay constant, fπ = 92.4±0.2 MeV [103], are known quite
accurately, the uncertainties for the quark condensate are rather large. Limits extracted from sum
rules are 190 MeV . −〈u¯u〉1/3 . 260 MeV at a renormalization scale of 1 GeV [104], while lattice
calculations yield 〈u¯u〉1/3 = −(231± 4± 8± 6) MeV [105].
In this situation we first fix G and m for arbitrary values of Λ by fitting fπ and mπ to their
empirical values. The corresponding solutions of the gap equation are displayed in Fig. 2.6. In
the left panel the constituent mass M is shown as a function of the cut-off. Obviously, Λ must
be larger than some critical value (about 568 MeV =ˆ 6.1 fπ) to find a solution. Above this value,
there is a “low-mass” branch (M . 550 MeV) and a “high-mass” branch of solutions. This kind
of behavior is typical for the model and is also found within other regularization schemes [73].
On the r.h.s. of Fig. 2.6 we show the corresponding values of the quark condensate. We see
that the model (together with the used regularization scheme) cannot accommodate values of
−〈u¯u〉1/3 smaller than 240 MeV. Taking the upper limit of Ref. [104], −〈u¯u〉1/3 . 260 MeV, we
find Λ . 720 MeV for the low-mass branch and Λ . 585 MeV for the high-mass branch. This
restricts the constituent mass to lie between about 270 and 800 MeV. Taking the upper limit of
−〈u¯u〉1/3 to be 250 MeV, as suggested by the results of Ref. [105], would constrainM to an interval
between about 300 and 640 MeV.
Four parameter sets, more or less representing this interval, are listed in Table 2.2. In the last
column we also list the corresponding “bag constants”, i.e., the energy gain per volume, due to
the formation of the non-trivial vacuum state. Obviously, the uncertainty in M (caused by the
uncertainty in the quark condensate and the peculiar behavior of having two solutions for the same
2.4This corresponds to the mass of the π0, which is not affected by O(α) electromagnetic corrections [101]. For
the NJL model, this was explicitly proven in Ref. [102]. Of course, having the other uncertainties in mind, fitting
mπ to the charged pion mass would not cause any practical difference.
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value of 〈u¯u〉) leads to a big uncertainty in the bag constant and thereby in the thermodynamic
behavior of the model. This will be discussed in more detail in the next section.
2.3 Non-zero densities and temperatures
Soon after the reinterpretation of the NJL model as an effective quark model it has been employed
to study quark and meson properties in hot or dense matter [106, 107].
Applying standard techniques of thermal field theory [108] it is straight forward to evaluate the
quark loop which enters the gap equation or the mesonic polarization diagrams at non-vanishing
temperature or chemical potential. The results have basically the same structure as the vacuum
expressions, but are modified by thermal occupation numbers. For instance, the gap equation
Eq. (2.23) becomes
M = m + 4NfNcG
∫
d3p
(2π)3
M
Ep
(
1− np(T, µ)− n¯p(T, µ)
)
, (2.37)
where Ep =
√
~p 2 +M2 is the on-shell energy of the quark, self-consistently evaluated for the
constituent mass M which solves the equation2.5. np and n¯p are Fermi occupation numbers of
quarks and antiquarks, respectively,
np(T, µ) =
1
e(Ep−µ)/T + 1
, n¯p(T, µ) =
1
e(Ep+µ)/T + 1
. (2.38)
They are related to the total quark number density in the standard way,
n(T, µ) = 2NfNc
∫
d3p
(2π)3
(
np(T, µ)− n¯p(T, µ)
)
. (2.39)
For T = µ = 0, we have np = n¯p = 0 and Eq. (2.37) becomes identical to Eq. (2.23) if there the
integration over p0 is turned out.
2.5We will not use a special notation, like, e.g., M∗, to indicate in-medium quantities, since most quantities in
this report correspond to non-zero temperature or density. Instead, we will sometimes indicate vacuum quantities
by the suffix “vac”, if necessary.
set Λ [MeV] GΛ2 m [MeV] M [MeV] 〈u¯u〉1/3 [MeV] B [MeV/fm3]
1 664.3 2.06 5.0 300 -250.8 76.3
2 587.9 2.44 5.6 400 -240.8 141.4
3 569.3 2.81 5.5 500 -242.4 234.1
4 568.6 3.17 5.1 600 -247.5 356.1
Table 2.2: Model parameters (3-momentum cut-off Λ, coupling constant G, and current quark mass m)
and related quantities (constituent quark mass M , quark condensate 〈u¯u〉, and bag constant B) for the
two-flavor NJL model, Eq. (2.20), treated in Hartree + RPA approximation. The parameters have been
determined fitting the pion decay constant and the pion mass to their empirical values, fπ = 92.4 MeV
and mπ = 135.0 MeV. The definition of the bag constant is given in Sec. 2.3.1, Eq. (2.60).
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Figure 2.7: Constituent quark mass at zero density as a function of temperature (left) and at zero
temperature as a function of baryon number density in units of nuclear matter density ρ0 = 0.17 fm
−3
(right). Solid lines: parameters of set 2 of Table 2.2, dashed lines: same parameters, but with m = 0
(chiral limit).
In medium, the occupation numbers are non-zero and reduce the value of the constituent mass.
For large temperatures or densities the factor (1−np−n¯p) goes to zero, andM approaches the value
of the current mass m. This is illustrated in Fig. 2.7 for zero density and non-zero temperatures
(left panel) and for zero temperature and non-zero densities (right panel). The solid lines indicate
the (maximal) solutions of the gap equation for parameter set 2 of Table 2.2. Taking the chiral
limit we arrive at the dashed lines. In this case Eq. (2.37) does no longer support non-trivial
solutions for temperatures larger than Tc = 222 MeV or densities larger than ρc = 2.0ρ0. (For a
detailed discussion of the critical line in the density-temperature plane, see, e.g., [109].) Note that
the critical temperature at zero density is quite large compared with the lattice value of about 170
MeV, while the critical density at zero temperature seems to be rather low. As we will discuss in
Sec. 2.3.4, this is a typical feature of an NJL mean-field calculation, which is mainly due to the
fact that the phase transition is driven by the wrong degrees of freedom (unconfined quarks).
In the beginning, the smooth behavior of the constituent quark mass as a function of temper-
ature or density lead several authors to believe that the phase transition is second order [106].
However, in order to decide on the order of the phase transition it is not sufficient to solve the gap
equation. As we have seen in vacuum, the gap equation does not have a unique solution and one
should look for the solution with the lowest energy. Similarly, at non-vanishing temperature or
chemical potential, one should minimize the (grand canonical) thermodynamic potential. In this
way it was revealed by Asakawa and Yazaki that the phase transition can indeed be first order, at
least at low temperatures [60]. In the following we will basically adopt their method to calculate
the thermodynamic potential.
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2.3.1 Thermodynamic potential
We consider a two-flavor NJL-type Lagrangian of the form
L = q¯(i∂/−m)q + GS
[
(q¯q)2 + (q¯iγ5~τq)
2
]
−GV (q¯γµq)2 + . . . . (2.40)
To keep the discussion rather general we have not restricted ourselves to the standard NJL inter-
action term in the scalar and pseudoscalar-isovector channels, but we have added explicitly a term
in the vector-isoscalar channel. It is known, e.g., from the Walecka model [110], that this channel
is quite important at non-zero densities. In principle we allow for further channels (indicated by
the ellipsis), which, however, do not contribute at mean-field level as long as we have only one
common quark chemical potential.
The thermodynamic potential per volume V at temperature T and quark chemical potential µ
is defined as
Ω(T, µ) = −T
V
lnZ = −T
V
lnTr exp
(
− 1
T
∫
d3x (H − µ q†q)
)
, (2.41)
where H is the Hamiltonian density and Tr a functional trace over all states of the system, i.e.,
spin, flavor, color and momentum. Z is the grand canonical partition function.
To calculate Ω in mean-field (Hartree) approximation we could in principle proceed in the way
sketched in Sec. 2.2.1, i.e., we define a non-trivial ground state via a Bogoliubov rotation and then
evaluate the free energy in this state. This method would have the advantage that it contains
the full information about the structure of the ground state. On the other hand, the derivations
become quite involved and extensions to include several condensates at the same time are very
difficult. Therefore we follow Ref. [60] where an equivalent but much simpler method has been
applied. To that end we consider two non-vanishing “condensates”,
φ = 〈q¯q〉 and n = 〈q†q〉 ≡ 〈q¯γ0q〉 , (2.42)
i.e., the quark condensate and the total quark number density. As long as we assume that – apart
from chiral symmetry and Lorentz invariance (which is explicitly broken by the chemical potential)
– all symmetries of the Lagrangian remain intact, these are the only allowed expectation values
which are bilinear in the quark fields. (Later we will encounter many other condensates, due to
both, explicit and spontaneous symmetry breaking.)
Next, we linearize the interaction terms of L in the presence of φ and n2.6,
(q¯q)2 ≃ 2φ q¯q − φ2 , (q¯γµq)2 ≃ 2n q†q − n2 , (2.43)
where terms quadratic in the fluctuations, like (q¯q−φ)2, have been neglected. In particular terms
in channels without condensate, like (q¯iγ5~τq)
2 or the space components in the vector vertex, drop
out. In this approximation,
L + µ q†q = q¯(i∂/−m+ 2GS φ)q + (µ− 2GV n) q†q − GS φ2 +GV n2
= q¯(i∂/−M)q + µ˜ q†q − (M −m)
2
4GS
− (µ− µ˜)
2
4GV
, (2.44)
2.6A more formal, but essentially equivalent, method is to bosonize the model. In that context, φ and n emerge
as auxiliary Bose fields which are introduced in the framework of a Hubbard-Stratonovich transformation.
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where we have introduced the constituent mass M and the renormalized chemical potential µ˜,
M = m − 2Gs φ , µ˜ = µ − 2GV n . (2.45)
This means, apart from constant (i.e., field independent) terms, which give trivial contributions
to the r.h.s. of Eq. (2.41), the problem is equivalent to a system of non-interacting particles with
mass M at chemical potential µ˜. Hence, the mean-field thermodynamic potential takes the form
Ω(T, µ;M, µ˜) = ΩM (T, µ˜) +
(M −m)2
4GS
− (µ− µ˜)
2
4GV
+ const. , (2.46)
with the free Fermi-gas contribution
ΩM (T, µ˜) = −T
∑
n
∫
d3p
(2π)3
Tr ln
( 1
T
S−1(iωn, ~p)
)
. (2.47)
Here S−1(p) = p/− µ˜γ0 −M is the inverse fermion propagator at chemical potential µ˜ which has
to be evaluated at fermionic Matsubara frequencies, p0 = iωn = (2n+ 1)πT .
The further evaluation of ΩM can be found in textbooks [108], but for later comparison we
summarize the main steps: The trace is to be taken in color, flavor, and Dirac space. Using
Tr ln(Q/−M) = ln Det(Q/−M) = 2NfNc ln(Q2 −M2) , (2.48)
this is readily done. Then, after some reordering, one can apply the relation [108]
T
∑
n
ln
( 1
T 2
(ω2n + λ
2
k)
)
= λk + 2T ln(1 + e
−λk/T ) (2.49)
to turn out the Matsubara sum. One finally gets
ΩM (T, µ˜) = −2NfNc
∫
d3p
(2π)3
{
Ep + T ln
(
1 + exp (−Ep − µ˜
T
)
)
+ T ln
(
1 + exp (−Ep + µ˜
T
)
)}
. (2.50)
Note that Ω is physically meaningful only up to a constant, as indicated in Eq. (2.46).
Until this point, the result for Ω depends on M and µ˜, i.e., on our choice of φ and n. On the
other hand, in a thermodynamically consistent treatment, φ and n should follow from Ω as
φ =
∂Ω
∂m
and n = −∂Ω
∂µ
. (2.51)
Writing M =M(m,T, µ) and µ˜ = µ˜(m,T, µ) and applying the chain rule we get from Eq. (2.46)
∂Ω
∂m
= φ +
δΩ
δM
∂M
∂m
+
δΩ
δµ˜
∂µ˜
∂m
,
∂Ω
∂µ
= −n + δΩ
δM
∂M
∂µ
+
δΩ
δµ˜
∂µ˜
∂µ
, (2.52)
where we have used Eq. (2.45) to replace the explicit derivatives by φ and −n, respectively. Thus,
to be consistent with Eq. (2.51) the implicit contributions have to vanish. This is obviously fulfilled
if
δΩ
δM
=
δΩ
δµ˜
= 0 , (2.53)
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i.e., the stationary points of Ω with respect to M and µ˜ are automatically thermodynamically
consistent. Explicitly, one gets
δΩ
δM
=
M −m
2GS
− 2NfNc
∫
d3p
(2π)3
M
Ep
(
1− np(T, µ˜)− n¯p(T, µ˜)
)
= 0 (2.54)
and
δΩ
δµ˜
=
µ− µ˜
2GV
− 2NfNc
∫
d3p
(2π)3
(
np(T, µ˜)− n¯p(T, µ˜)
)
= 0 , (2.55)
This is a coupled set of self-consistency equations for M and µ˜, which generalizes the gap equation
(2.37) to GV 6= 0. In fact, for GV → 0, Eq. (2.55) yields µ˜ = µ and Eq. (2.54) goes over into
Eq. (2.37). In general, µ˜ 6= µ and Eqs. (2.54) and (2.55) have to be solved simultaneously. If there
is more than one solution, the stable one is the solution which corresponds to the lowest value of
Ω.
In the following, we will restrict ourselves to repulsive vector interactions, GV ≥ 0. In this case
µ˜ is uniquely determined by Eq. (2.55) for given values of T , µ, and M . To see this we rewrite this
equation in the form
µ = µ˜ + 4NfNcGV
∫
d3p
(2π)3
(
np(T, µ˜)− n¯p(T, µ˜)
)
, (2.56)
which formally defines µ as a function of µ˜. It is easy to verify that this function is strictly rising.
Therefore it can be inverted and µ˜ is in turn a strictly rising function of µ. In particular we find
that µ˜(µ = 0) = 0, which also implies n = 0 (see Eq. (2.45)).
Another important observation is that M , if written as a function of temperature and density,
does not depend on the vector couplingGV . This follows from the fact that, according to Eqs. (2.55)
and (2.45), the density is given by
n(T, µ˜) = 2NfNc
∫
d3p
(2π)3
(
np(T, µ˜)− n¯p(T, µ˜)
)
, (2.57)
i.e., just like in a free quark gas, Eq. (2.39), but with µ replaced by µ˜. This equation can be
inverted to calculate µ˜ for given T and n, except for T = 0 and n = 0 which can be satisfied by any
value of µ˜ with |µ˜| ≤ |M |. However, in that case the occupation functions np and n¯p are identically
zero, which means that in any case np and n¯p, and thus all ingredients of the gap equation (2.54)
are uniquely determined if the density is known.
Having found a pair of solutions M and µ˜, other thermodynamic quantities can be obtained in
the standard way. Since the system is uniform, pressure and energy density are given by
p(T, µ) = −Ω(T, µ;M, µ˜) , ǫ(T, µ) = −p(T, µ) + T s(T, µ) + µn(T, µ) . (2.58)
The density n is given by Eq. (2.51) while the entropy density is s = −∂Ω/∂T . As customary, we
choose the irrelevant constant in Eq. (2.46) such that p and ǫ vanish in vacuum, i.e., we choose
Ω(0, 0;Mvac, 0) = 0 . (2.59)
Here Mvac corresponds to the stable solution for M at T = µ = 0. We may also define the “bag
constant”,
B = Ω(0, 0;m, 0)− Ω(0, 0;Mvac, 0) = Ω(0, 0;m, 0) , (2.60)
32
where the second equality follows from our particular choice, Eq. (2.59), whereas the first equality
is the more general expression. Like in the bag model, B describes the pressure difference between
the trivial and the non-trivial vacuum, but it is not an input parameter of the model, but a
dynamical consequence of the interaction, leading to vacuum massesMvac 6= m. Note that, except
in the chiral limit, M = m is not a solution of the gap equations, i.e., not even an unstable one,
but corresponds to the perturbative vacuum.
In Table 2.2 we have listed the values of B for the various parameter sets. Obviously, B
is extremely sensitive to the parameters, ranging from 76.3 MeV/fm3 for Mvac = 300 MeV to
356.1 MeV/fm3 for Mvac = 600 MeV, i.e., more or less covering the same region as the bag-model
fits listed in Table 2.1. It can be shown that for Λ2 ≫ M2vac the following relation holds in the
chiral limit [111],
B =
1
2
M2vac f
2
π +
NfNc
32π2
M4vac + O(M2vac/Λ2) . (2.61)
In practice this formula works rather well, even for Mvac of the same order as the cut-off. Thus
the strong parameter dependence of B can mainly be attributed to the M4vac-term in Eq. (2.61).
2.3.2 Chiral phase transition and stable quark matter solutions at zero
temperature
In the limit T → 0, the thermal factors in Eq. (2.50) go over into step functions and the mean-field
thermodynamic potential Eq. (2.46) becomes
Ω(0, µ;M, µ˜) = −2NfNc
∫
d3p
(2π)3
{
Ep + (µ˜−Ep) θ(µ˜−Ep)
}
+
(M −m)2
4GS
− (µ− µ˜)
2
4GV
+ const . ,
(2.62)
where we have assumed µ ≥ 0 and thus µ˜ ≥ 0. When we also take µ→ 0 and use the fact that in
this case µ˜ has to vanish as well, we obtain the vacuum thermodynamic potential
Ωvac(M) := Ω(0, 0;M, 0) = −2NfNc
∫
d3p
(2π)3
Ep +
(M −m)2
4GS
+ const . . (2.63)
Here we can nicely see, that the spontaneous symmetry breaking in vacuum comes about through
the interplay between the negative contribution from the Dirac sea (first term on the r.h.s.), which
favors large values of M2, and the positive field energy of the condensate (second term) which
favors values of M close to the current mass m. We should keep in mind that the integral, which
would be strongly divergent otherwise, is regularized by a cut-off. One can easily check that it
rises quadratically with M for small values of M and logarithmically if M is large. Thus for large
M , the positive (M −m)2 term always wins, whereas for small M the over-all behavior depends
on the size of the coupling constant.
An example for the vacuum thermodynamic potential as a function of M is shown in the left
panel of Fig. 2.8 (dotted line). We have used parameter set 2 of Table 2.2, but in the chiral limit
(m = 0). In this case one obtains a vacuum mass Mvac = 388.5 MeV, which corresponds to a
minimum Ωvac, while the trivial solution M = 0 is a maximum.
For µ > 0 (but still T = 0), Ω gets modified by the term
δΩmed(0, µ;M, µ˜) = −2NfNc
∫
d3p
(2π)3
(µ˜− Ep) θ(µ˜− Ep) − (µ− µ˜)
2
4GV
. (2.64)
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Unlike the vacuum part, this term is finite, even without regularization because the integral is
cut off by the step function at the Fermi momentum pF = θ(µ˜ −M)
√
µ˜2 −M2. Thus, as long
as pF < Λ, δΩmed is not affected by the cut-off. Taking a typical value, Λ = 600 MeV, this
corresponds to a baryon number density of about 11ρ0. This was what we had in mind, when
we said that a sharp 3-momentum cut-off is probably the least severe regularization of medium
integrals. (Note, however, that the cut-off does have an impact on the medium contributions at
finite T or in color superconducting phases, when the Fermi surface is smeared out.)
For µ˜ ≤M , pF = 0 and the integral vanishes. In this case the second term in Eq. (2.64) yields
the stationary solution µ˜ = µ, i.e., it vanishes, too2.7. Since µ˜ is a strictly rising function of µ
and vice versa, we conclude that µ˜ = µ for all µ ≤ M and δΩmed vanishes in this regime. From a
physical point of view, this makes sense: At T = 0 the chemical potential corresponds to the Fermi
energy of the system. As long as this is smaller than the constituent quark mass, no quark state
can be populated, i.e., the density remains zero. Since n = −∂Ω/∂µ, this implies that Ω remains
unchanged2.8. Moreover, according to Eq. (2.45), µ˜ = µ for n = 0.
For µ > M , δΩmed does not vanish and leads to a reduction of Ω, favoring small values ofM . In
the chiral limit this eventually leads to a restoration of chiral symmetry at some critical chemical
potential µc. Above this value, the absolute minimum of the thermodynamic potential corresponds
to M = 0. It turns out that there are three different ways how the restored phase can be reached
in the model [112, 113]. These scenarios are illustrated in Fig. 2.9 where the constituent quark
masses (left panels) and the densities (right panel) are displayed as functions of µ. The plots are
based on calculations with parameter set 2 of Table 2.2 and different values of the vector coupling
constant GV : GV = 0 in the upper line (“case (a)”), GV = 0.5 GS in the second line (“case (b)”),
and GV = GS in the lower line (“case (c)”). The dashed lines correspond to the chiral limit, while
for the solid lines we used the current mass m = 5.6 MeV, as given in the table. In that case,
chiral symmetry gets of course never restored exactly, but the main points discussed below remain
the same.
(a) First-order phase transition at µc < Mvac:
If the reduction of the thermodynamic potential at low masses grows fast enough with µ, it
may happen that the phase transition takes place at a critical potential µc which is smaller
than the vacuum mass Mvac (see left panel of Fig. 2.8 for illustration). Since δΩmed = 0
for all M ≥ µ, this means that in the vicinity of the vacuum minimum, M = Mvac, the
thermodynamic potential has still its vacuum form. In particular, the solution at M =Mvac
itself still exists and still corresponds to zero density. Thus, if this case is realized, there is
a strong first-order phase transition from the vacuum solution M = Mvac into the chirally
restored phase with M = 0 (or M = “small” if we are not in the chiral limit). At the same
time the density jumps from zero to a relatively large value. Apart from the vacuum, there
is no stable solution with broken chiral symmetry and no other stable solution with a smaller
density than the critical one.
2.7Note that for repulsive vector interactions, GV > 0, the stationary solution corresponds to a maximum of Ω
with respect to µ˜. This phenomenon is well-known, e.g., from the Walecka model [110]. It means that the condition
δΩ/δµ˜ = 0 must not be viewed as a variational principle, but as a constraint: Values of µ˜ which do not fulfill this
condition are not thermodynamically consistent and should be discarded.
2.8Although one might think that this argument is only valid for thermodynamic consistent points, it applies to
Ω at any fixed M ≥ µ because δΩmed does not “know” whether or not M corresponds to a stationary point of the
total thermodynamic potential.
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Figure 2.8: Mean-field thermodynamic potential as a function of the auxiliary variable M (“constituent
quark mass”) for parameter set 2 of Table 2.2, but with m = 0 (chiral limit). For each value of M , the gap
equation (2.55) has been solved to eliminate the auxiliary variable µ˜. All functions are symmetric in M ,
but only the positive part is shown. Left: GV = 0 and chemical potentials µ = 0 (dotted), µ = 300 MeV
(dashed), µ = µc = 368.6 MeV (solid), and µ = 400 MeV (dash-dotted). Right: GV = GS and chemical
potentials µ = 0 (dotted), µ = 430 MeV (dashed), µ = 440 MeV (dash-dotted), and µ = µc = 444.3 MeV
(solid). The vacuum result (dotted) is identical to that for GV = 0.
(b) First-order phase transition at µc > Mvac:
This case is similar to case (a), but with a slower reduction of the thermodynamic potential at
low masses, such that the phase transition takes only place at a critical potential µc > Mvac.
This means, there is an intervalMvac < µ < µc, where the system is still in the chirally broken
phase, but δΩmed is already non-zero at M = Mvac and shifts the minimum to lower values
and its location to lower masses. Thus, in this interval, the constituent mass goes smoothly
down and the density smoothly rises with µ. Eventually, at µ = µc the phase transition takes
place and constituent mass and density show a similar discontinuous behavior as in case (a).
(c) Second-order phase transition (µc > Mvac):
Unlike in (a) and (b) it is also possible that δΩmed does not produce an extra minimum at
M = 0 (in the chiral limit), and the “old” minimum moves all the way down to zero when µ
is increased to sufficiently high values (see right panel of Fig. 2.8). As pointed out earlier, in
the chiral limit Ω is symmetric in M . Thus below µc there are two degenerate minima with
opposite sign. At µ = µc they merge and turn the maximum at M = 0 into a minimum.
Like in case (b) the constituent mass drops smoothly, beginning at µ =Mvac, but this time
there is no discontinuity at any higher value of µ. In the chiral limit, the second-order phase
transition manifests itself in a discontinuous derivative of the mass and the density as a
function of µ. For m 6= 0 there is only a cross-over, and all variables vary smoothly.
In principle, one could imagine further scenarios. For instance, there could be a discontinuous
jump not directly into the restored phase but to a solution with a finite constituent quark mass,
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Figure 2.9: Masses (left) and baryon number densities (right) as functions of the chemical potential µ,
illustrating the three types of phase transitions in the NJL model at T = 0. The solid lines correspond
to parameter set 2 of Table 2.2, the dashed lines to the chiral limit. The vector coupling is GV = 0 (a),
GV = 0.5 GS (b), and GV = GS (c). 36
which eventually goes to zero at higher chemical potential. Such a behavior would imply that
the thermodynamic potential develops another minimum at finite M which is different from the
vacuum one. Inspecting the structure of Ωvac and δΩmed, this seems to be difficult to realize
although we have not proven it rigorously. In any case, we have not found such solutions. This can
be different, however, if we go beyond mean-field approximation. In this context it is interesting
that a behavior of the above type has recently been found within a renormalization group analysis
of the quark-meson coupling model [114].
It should be reminded that, although the functions M(µ) and ρB(µ) depend on the vector
coupling GV and are therefore different for the three examples shown in Fig. 2.9, the function
M(ρB) is GV -independent, as we have seen earlier. Thus if we plot the masses given in Fig. 2.9
for the cases (a), (b), and (c) against the respective densities they all fall on the same lines (one
for the chiral limit and one for m = 5.6 MeV) which agree with the functions plotted in the right
panel of Fig. 2.7. However, GV does influence the stability of the solutions. Whereas in case (c)
all points shown in Fig. 2.7 are stable solutions, this is not the case for (a) and (b).
As demonstrated by the numerical examples, all three cases, (a), (b), and (c), can be realized
within the NJL model, depending on the choice of the parameters. However, from a physical point
of view it is clear that the cases (b) and (c) are unrealistic, because both of them predict the
existence of a low-density phase of homogeneously distributed constituent quarks. This reflects
the missing confinement of the model and obviously any prediction based on these solutions, like
medium modifications of RPA mesons, should be taken with great care.
Case (a) is special, because it does not predict a stable quark phase at low density. The first-
order phase transition directly from the vacuum phase to quark matter with baryon number density
ρ∗ implies that any homogeneous quark distribution of density 0 < ρB < ρ∗ is unstable against
separation into a mixed phase consisting of quark matter with density ρ∗ and vacuum. Hence,
instead of a homogeneous quark gas at low densities, in this case the model predicts the existence
of quark “droplets” which are self-bound in vacuum [112].
To work this out more clearly, let us discuss the behavior of the energy per baryon,
E
A
=
ǫ
ρB
= − p
ρB
+ 3µ (2.65)
as a function of density. In Fig. 2.10 this is displayed for the three previous examples in the chiral
limit. The dashed lines correspond to the massless solutions of the gap equation, the solid lines
to the massive ones. As we have seen in Fig. 2.7, the latter only exist for densities ρB < 2.0ρ0
for these parameters. Note that at fixed density the massive solutions, whenever they exist, are
energetically favored.
The basic features of the curves can be understood by inspecting the points of zero pressure:
• The branch of the massive solutions starts with the non-trivial vacuum point which by
definition has zero pressure. Approaching this point from above, ρB → 0+, we have µ→Mvac
while the pressure is proportional to ρ
5/3
B [108]. Hence E/A → 3Mvac in this limit. On the
other hand, applying Eq. (2.18), the derivative diverges at this point.
• For the massless solutions the pressure becomes zero at some chemical potential µ0 corre-
sponding to a non-vanishing density. Hence there is a minimum with E/A = 3µ0.
In case (a), µ0 is identical to the critical chemical potential µc for the chiral phase transition
and is smaller than Mvac. Therefore the minimum is an absolute minimum and corresponds
to the state of self-bound quark matter mentioned above.
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Figure 2.10: Energy per baryon number for the three cases (a), (b), and (c) as functions of the baryon
number density ρB. The parameters are the same as in Fig. 2.9 with m = 0. The solid lines correspond to
the massive solutions of the gap equation, the dashed lines to the massless ones. Similar figures have been
shown in Ref. [112] for slightly different parameters.
In the cases (b) and (c), µ0 > Mvac, and the point of lowest E/A is reached for ρB → 0.
This means, if not prohibited by external forces, the quark matter favors to become infinitely
dilute. This is of course unrealistic.
• In the cases (a) and (b), there is a maximum in the thermodynamic potential which separates
the massive from the massless minimum (see Fig. 2.8). At some chemical potential µ1 the
pressure of this maximum becomes zero. This leads to a maximum in the massive branch
of E/A. As a consequence the minimum of the massless branch corresponds to metastable
quark matter in case (b).
It is obvious that the repulsive vector interaction disfavors the existence of bound quark matter
and therefore case (a) is only realized for not too large values of GV . Similarly, the attractive
scalar interaction favors the existence of bound quark matter. In turn, if the attraction is too
weak, case (a) is not even realized for vanishing GV . This is illustrated in Fig. 2.11 where lines of
constant binding energy per quark, Eb =Mvac− (E/(3A))min are displayed in the GV /GS−Mvac
space. The calculations have been performed in the chiral limit with GS and Λ chosen to reproduce
fπ = 92.4 MeV, see Fig. 2.6
2.9. We find that there is no bound matter for Mvac . 343 MeV.
This agrees well with the following simple estimate. ForM = m = 0 the thermodynamic poten-
tial Eq. (2.62) is readily evaluated and one can derive E/A for the massless solutions analytically.
One finds (E
A
)
M=0
=
B
ρB
+
9
4
(
3π2
2
ρB
)1/3
+ 9GV ρB . (2.66)
2.9We have ignored that fπ should be somewhat smaller in the chiral limit. Also, from physical arguments it might
be reasonable to consider vector-isovector and axial vector-isovector interactions with the same coupling strength
GV as in the vector-isoscalar channel. In this case, the pion decay constant gets modified by the order of 10%.
These details, which have not been taken into account in the parameter fixing of Fig. 2.11, should, however, not
change the overall picture.
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Figure 2.11: Lines of constant binding energy per quark, Eb, for fixed fπ = 92.4 MeV, m = 0, and varying
constituent quark masses Mvac and ratios of the vector and scalar coupling constants, GV /GS : Eb = 0
(solid), Eb = 50 MeV (dashed), and Eb = 100 MeV (dotted). Adapted from Ref. [113].
Minimizing this formula with respect to the density one finds for the minimum(E
A
)
M=0,min
≃ 3 (2π2B)1/4 [1 + 2GV (2B
π2
)1/2] , (2.67)
where terms of order G2V have been neglected. To be bound, this should be smaller than 3 Mvac.
If we use the approximate formula, Eq. (2.61), for the bag constant we find that for GV = 0 this
is the case if Mvac & 4fπ, in reasonable agreement with our numerical findings. Reinserting this
into Eq. (2.61) we find that the minimal bag constant which allows for bound quark matter in the
NJL model is given by B & 125 MeV fm−3, i.e., about twice the original MIT value [76].
Recently, it has been shown that the stability of NJL quark matter can increase if the matter is
exposed to large magnetic fields [115]. In this case, even stable quark droplets consisting of massive
quarks are possible. However, these effects require magnetic fields of the order 1019 Gauss, which
is unlikely to be realized even in magnetars.
We should recall, that we have not yet included diquark condensates, i.e., color superconduc-
tivity. In our later analysis, this will be an additional source of attraction which enhances the
binding.
2.3.3 Comparison with the bag model
The bound quark matter solutions discussed in the end of the previous section show great simi-
larities with the bag model equation of state. In fact, for GV = 0 Eq. (2.66) is identical to the
bag-model relation, Eq. (2.16). This is easily understood: Since Eq. (2.66) describes the energy
per baryon number in the chirally restored phase, the quark condensate φ is equal to zero. Thus,
if GV = 0 the system is not coupled to any mean field, and energy and pressure are those of a free
fermion gas, shifted by the bag constant, Eq. (2.60), because the zero-points have been calibrated
to the non-trivial vacuum. In other words, the quark matter phase we have described in this way
is completely trivial. What is non-trivial, is the vacuum.
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For GV 6= 0, the chirally restored phase becomes non-trivial as well. Nevertheless, at least
qualitatively the effect of the vector coupling is similar to the perturbative corrections in the
bag model, shifting the minimum of E/A to larger values and lower densities. (The quantitative
behavior is, however, different: Whereas in Eq. (2.66) the correction term is of the order GV ρB,
in the bag model it is of the order αsρ
1/3
B , as required by dimensions.)
In spite of the arguments above, the great similarity of the NJL-model and bag-model equations
of state might be surprising, since the NJL model does not confine the quarks, whereas the bag
model is confining by construction. The resolution is, of course, that Eq. (2.66) is only valid for the
massless solutions (the dashed lines in Fig. 2.10). For these solutions, E/A diverges in the limit
ρB → 0. This could indeed be interpreted as “confinement” in the sense, that for a fixed number
of massless quarks an infinite amount of energy would be needed to increase the bag radius to
infinity. However, in the NJL model this is not the whole story. Here at low densities the quarks
have the possibility to acquire a mass, and for these solutions only a finite amount of energy
(Mvac times the number of quarks in the “bag”) is required in the zero-density limit: Whereas
the massless quarks, just like the bag-model quarks, are restricted to the chirally restored phase,
the massive NJL-model quarks are permitted to enter the non-trivial vacuum. Therefore, in the
zero-density limit, instead of paying an infinite amount of energy to transform the vacuum, one
only needs a finite amount to transform the quarks. Thus, unfortunately, the same mechanism
which gives a microscopic explanation of the bag pressure – chiral symmetry breaking – prevents
it from confining the quarks in the model.
Away from the chiral limit, the NJL model equation of state always differs from the bag model
one. This is because for m 6= 0 chiral symmetry gets completely restored only asymptotically2.10.
As we have seen in Fig. 2.7, M is a density dependent function which can stay relatively large up
to rather high densities. Thus, whereas in a bag model the quarks have just those masses which
have been given to them and which are usually identified with the current masses, the quarks in
bound NJL matter can have considerably higher masses. For instance, for parameter set 2 and
GV = 0 we find bound quark matter with M = 40 MeV, much larger than the current quark mass
m = 5.6 MeV.
For the discussion it is often useful to introduce an “effective bag constant”. One possibility is
to write the energy density of the NJL model in the form
ǫ(ρB) = ǫfree(ρB;M(ρB)) + Beff (ρB) , (2.68)
where
ǫfree(ρB ;M(ρB)) =
NfNc
π2
∫ pF
0
dp p2
√
p2 +M2(ρB) (2.69)
is the pressure of a free gas of quarks with mass M(ρB) (the density dependent constituent quark
mass of the NJL model) at baryon number density ρB = (Nf/3π
2) p3F .
Beff as a function of ρB is plotted in Fig. 2.12 (solid lines). The calculations have been
performed using parameter set 2 of Table 2.2 (right panel) and the corresponding chiral limit (left
2.10In the NJL model with sharp 3-momentum cut-off, “asymptotically” means, when the Fermi momentum becomes
equal to the cut-off. At this point one gets φ = 0 and M = m. However, as we have seen, this only happens at
very large densities, well above the phase transition. This is different in the so-called “scaled NJL model” [116].
In this model, the cut-off is taken to be proportional to a dilaton field in order to maintain scale invariance. As a
consequence, the cut-off drops discontinuously at first-order phase boundaries. Since it drops easily below the Fermi
momentum, this often limits the applicability of the model to the chirally broken phase [117].
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Figure 2.12: Effective bag constants Beff (Eq. (2.68), solid lines) and B′eff (Eq. (2.70), dashed lines) as
functions of the baryon number density ρB. Right: Parameters of set 2 of Table 2.2 and GV = 0. Left:
The same, but in the chiral limit.
panel). In both cases the vector coupling has been set equal to zero. The general behavior of the
results can be understood as follows: Since ǫ = ǫfree = 0 at ρB = 0, Beff has to vanish at this
point. On the other hand, when chiral symmetry is restored, ǫ behaves like ǫfree , but shifted by
the bag constant B. Thus, in the chiral limit, Beff rises from zero to B and then stays constant.
For m 6= 0, Beff behaves similarly, but since there is no complete restoration of chiral symmetry,
the curve is smoother and Beff = B is reached only asymptotically.
In contrast to our results, it is sometimes argued that the bag constant should decrease with
density, see, e.g., Refs. [118, 119, 120]. At first sight, this seems to be natural, because in Eq. (2.60)
we defined the bag constant to be the pressure difference between the non-trivial vacuum and the
trivial vacuum atM = m, which goes away upon chiral restoration. However, the physical meaning
of Beff as defined in Eq. (2.68) is different: Here the system is interpreted as a gas of quasi quarks
with mass M(ρB) in a vacuum with completely or partially restored symmetry. Beff is the energy
per volume which is needed for this (partial) restoration. Thus at low densities where only a small
step towards symmetry restoration has been done, only a low “price” has to be paid, whereas the
total amount of restoration energy, Beff = B, is only due at high densities. Of course, from a
practical point of view, it still could make sense to use effective bag constants which decrease with
density in order to parametrize missing physics, like short-range repulsion or excluded volume
effects on the hadronic side. However, the naive argument that generalized bag models with
decreasing bag constants are more physical because this accounts for chiral symmetry restoration
is not correct.
In the above discussion we have identified two sources for the deviation of the NJL model
equation of state from the bag model one: the density dependent quark masses and the density
dependent effective bag constant. To see the net effect, we could alternatively start from a free gas
of current quarks and attribute the entire interaction effects to the effective bag constant,
ǫ(ρB) = ǫfree(ρB ;m) + B
′
eff (ρB) . (2.70)
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B′eff is also displayed in Fig. 2.12 (dashed lines). Again, at zero density, ǫ and ǫfree vanish, and
therefore B′eff vanishes as well. On the other hand, at high densities, M → m and therefore
Beff → B′eff → B. Between these two extremes, Beff and B′eff can differ considerably. As one can
see in the figure, B′eff stays longer close to the asymptotic value B than Beff does. This means,
the approximation of the NJL energy density by a bag model one with constant mass m and bag
constant B works better than one would naively expect if one looks at M and Beff as functions of
the density.
In some models, density dependent bag constants are introduced by hand using some ad-hoc
parametrization, e.g., [118, 119]. In these cases one has to be careful not to violate thermodynamic
consistency. For instance, if we start from Eq. (2.70), there is an extra contribution to the chemical
potential µB = ∂ǫ/∂ρB due to the density dependence of the bag constant and hence the pressure
is not given by the bag model expression. This problem will not affect us, because we will never
use effective bag constants to calculate other quantities, but only in order to interprete the results
(which are consistently derived from the thermodynamic potential). Related to the above problem,
there is of course some arbitrariness in the definition of Beff . For instance, we could have started
from the bag model expression for the pressure, instead of the energy density. The results would
be somewhat different, but the qualitative features of Fig. 2.12 would change only little.
Because of the great similarities between NJL model and bag model equations of state, it is
tempting to identify the bound-matter solutions of the NJL model with baryons, at least in a very
schematic sense [10, 112]. In the previous section we pointed out that the scenarios (b) and (c) for
the chiral phase transition are unrealistic because they predict the existence of a homogeneous gas
of constituent quarks at low densities. This contradicts confinement. This problem does not arise
in case (a) where the dilute-gas solutions are unstable against phase separation, leading to droplets
of dense quark matter in the chirally restored phase surrounded by vacuum. Clearly, at least for
two flavors, this scenario would be unrealistic as well, unless we adopt the above interpretation of
these droplets as baryons.
Therefore let us neglect for a while that we have solved a thermodynamic problem for infinite
homogeneous mean fields and assume that the solutions can be extrapolated down to three quarks
in a sphere of radius R. Taking the bound-matter solution of parameter set 2 with baryon number
density ρ∗ = 2.8 ρ0 we obtain a reasonable bag radius R = (4πρB/3)−1/3 = 0.8 fm. (For parameter
set 4, we find ρ∗ = 5.8 ρ0 corresponding to R = 0.6 fm.) We may also calculate the q¯q-content of
the bag, which is defined as the difference of the quark condensate in the bag and in the vacuum,
integrated over the bag volume,
〈bag| q¯q |bag〉 = 1
ρ∗
(φ|ρB=ρ∗ − φ|ρB=0) . (2.71)
For parameter set 2 we find 〈bag| q¯q |bag〉 ≃ 7. This corresponds to a “sigma term” σπ,bag =
m 〈bag| q¯q |bag〉 ≃ 39 MeV, not too far away from the most commonly quoted value σπN ≃
45 MeV, extracted from πN scattering data [121]2.11. For parameter set 4 we find lower val-
ues, 〈bag| q¯q |bag〉 ≃ 4 and σπ,bag ≃ 20 MeV, mostly because of the smaller bag volume. On the
other hand, if we include vector interactions, the density of the bound quark matter becomes
smaller and, consequently, the bag radii, 〈bag| q¯q |bag〉, and σπ,bag get larger.
Our method to determine a sigma term within the NJL model is rather different from that
of Ref. [123]. In that reference a pion-quark sigma term, σπq was extracted from the constituent
2.11Note, however, that much larger values are found in some more recent analyses [122].
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quark masses in vacuum via the Feynman-Hellmann theorem. The authors could show that σπq
governs the low-density behavior of 〈q¯q〉 in the NJL model in the same way as σπN in chiral
perturbation theory, Eq. (1.6). Identifying σπN = 3σπq they obtained σπN = 32 MeV. Although
this is a reasonable number, the description of low-density nuclear matter by a low-density quark
gas remains questionable. Comparison with our method might shed some light on this puzzle:
Whereas in Ref. [123] the sigma term is proportional to the derivative of the quark condensate at
ρB = 0, the value obtained from Eq. (2.71) is proportional to the slope of a straight line connecting
〈q¯q〉 at ρB = 0 with 〈q¯q〉 at ρB = ρ∗. Although this is not exactly the same, both numbers are quite
similar, as one can see, e.g., from the density dependence of the constituent quark mass shown in
Fig. 2.7 (Connect the points at ρB = 0 and ρB = ρ
∗ = 2.8 ρ0 on the solid line of the right panel
by a straight line and compare the slope with the slope of the solid line at ρB = 0.). Thus, if we
believe that our method gives the correct value of the sigma term, the method of Ref. [123] should
also work rather well.
On the other hand, it is clear that our identification of the “droplets” of bound quark matter
in the NJL model with baryons, i.e., our extrapolation from homogeneous infinite matter to three-
quark system is too simplistic. Obviously, a realistic modeling of baryons requires to start from
three valence quarks and to abandon the simplification of space-independent mean fields. In fact,
much better jobs in this direction have already been done, describing baryons as chiral quark
solitons [73, 124, 125] or solving a Fadeev equation for three constituent quarks [126, 127]. Of
course, even these approaches cannot explain why three-quark systems are favored against larger
multi-quark clusters, or, in other words, why nuclei consist of nucleons instead of being a single
large bag. This would require a better understanding of confinement and the inclusion of repulsive
short-range interactions which prevent the three-quark bags from merging.
Anyway, it is obvious that a realistic description of nuclei or nuclear matter with quark degrees
of freedom is not possible within mean-field approximation. The bound quark-matter solutions of
the NJL model describe at most some fictitious state of matter, which one would find if the bag
pressure was the only relevant binding force. Once confining forces and residual interactions beyond
a homogeneous mean field are taken into account, the quark-matter solutions become unstable and
decay into baryonic matter. In this context it is remarkable that all bound quark-matter solutions
we have found above have E/A & 3× 343 MeV, i.e., at least 90 MeV above the nucleon mass.
As long as these mechanisms are not understood, the best way to describe hadronic matter is to
start from phenomenological hadronic interactions. Eventually, at higher densities, homogeneous
quark matter should become favored. Thus, a more pragmatic procedure would be to employ the
NJL model only at high densities and to use a hadronic equation of state for the hadronic phase.
This will be done in Chap. 7 where we investigate the structure of compact stars. On the other
hand, for more schematic discussions of the phase diagram it is often more appealing to have a
single model for all phases. An NJL mean-field description of the hadronic phase could then be
acceptable, if one stays aware of the limitations of the model. Particular caution is in order at
finite temperature, where effects of unconfined quarks in the “hadronic phase” are unavoidable.
This will briefly be discussed in the next section.
2.3.4 Phase diagram
Applying the formalism developed in Sec. 2.3.1, it is straight forward to extend our numerical
studies to non-vanishing temperatures and to investigate the chiral phase diagram in the T − µ
plane. This has first been done by Asakawa and Yazaki [60], followed by many others.
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Figure 2.13: NJL phase diagram for parameter set 2 and GV = 0. Left: Phase diagram in the chiral
limit. The first and second order phase boundaries are indicated by the solid or dashed line, respectively.
The dash-dotted line indicates the location of massless solutions with vanishing pressure. The dotted line
corresponds to the zero-pressure line in a bag model with the same bag constant and quark degrees of
freedom only. Right: Phase diagram for m = 5.6 MeV.
A typical phase diagram obtained in this way is shown in Fig. 2.13. The calculations have been
performed with parameter set 2 of Table 2.2 and GV = 0. The phase diagram in the left panel
corresponds to the chiral limit, m = 0. First and second-order phase boundaries are indicated by
a solid or dashed line, respectively. We know already that for the present parameters the phase
transition is first-order at T = 0. On the other hand, along the T -axis, i.e., at µ = 0, the phase
transition is second-order. Hence, as argued in the Introduction, there must be a tricritical point
at some intermediate temperature, where the first-order phase boundary turns into a second-order
one. In the present example, this point is located at µ = 286 MeV and T = 112 MeV.
With finite quark masses, chiral symmetry is never restored exactly. Therefore, at high temper-
atures and low chemical potentials, instead of second-order phase transitions, we only have smooth
cross-overs where the quark condensate gets rapidly (but continuously) reduced. In this case, the
first-order phase boundary ends in a second-order endpoint. This is shown in the right panel of
Fig. 2.13. For the position of the endpoint we find µ = 330 MeV and T = 81 MeV.
At first sight, Fig. 2.13 seems to be in qualitative agreement with common wisdom about the
QCD phase diagram for two light or massless flavors. A closer inspection, however, reveals severe
problems. Being a mean-field calculation, the phase transition is driven by quark and antiquark
degrees of freedom. In particular the “hadronic phase”, i.e., the phase with broken chiral symmetry
is described as a gas of constituent quarks, instead of mesons and baryons. The only exception is
the µ-axis at T = 0. There, as discussed in Sec. 2.3.2, we have a phase transition of “type (a)”,
i.e., the “hadronic phase” is identical to the vacuum. This scenario does no longer exist at finite
temperature where the occupation numbers np and n¯p are always non-zero. This underlines the
difference between bound and confined quark matter: The finite binding energy for the self-bound
solutions at T = 0 cannot prevent the evaporation of constituent quarks at arbitrary small (but
non-zero) temperatures.
It is therefore not surprising that the NJL model results are at variance with several aspects of
the QCD phase diagram which we have discussed in the Introduction:
• Without major modifications (like introducing temperature dependent coupling constants)
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the NJL model gives a rather poor description of the lattice results at µ = 0. In particular
the critical temperature is typically too large.
• The curvature of the phase boundary at µ = 0 is also larger than the lattice result [51],
Tc(d
2Tc/dµ
2)|µ=0 = −0.14±0.06. We find -0.40 in the chiral limit and about the same number
for m = 5.6 MeV if we define the cross-over line by the inflection points ∂2M/∂T 2 = 0.
• The temperature of the critical endpoint is considerably smaller and the chemical potential
is larger than for the lattice point of Fodor and Katz [55] who find T = (162± 2) MeV and
µB = (360± 40) MeV, i.e., µ ≃ 120 MeV.
• In a mean-field calculation, one finds of course mean-field critical exponents, rather than
O(4).
• At µ = 0 and low temperature, the model is not in agreement with chiral perturbation theory,
because the pionic degrees of freedom are not taken into account in mean-field approximation.
This will be discussed in more details in Sec. 2.3.5.
Of course, the value of the critical temperature at µ = 0 depends on the parameters. For
parameter set 2 (in the chiral limit) we find Tc = 222 MeV, as we have already seen in Fig. 2.7. If
we take parameter set 1 we get a more reasonable value, Tc = 177 MeV, but at the same time µc
at T = 0 becomes unrealistically small: We find µc = 305 MeV, i.e., the baryon chemical potential
µB = 915 MeV is less than the nuclear matter value. Note that the large ratio between Tc at µ = 0
and µc at T = 0 gives also a natural explanation for the too large curvature of the phase boundary,
since on average the boundary must be steeper than for smaller ratios.
To shed some light on the possible sources of this behavior, we compare the NJL phase boundary
with the line of zero pressure in a bag model with quark degrees of freedom only and the same
bag constant (left panel of Fig. 2.13, dotted line). Basically, this line corresponds to the dotted
line in Fig. 2.1. At T = 0, as discussed in Sec. 2.3.3, both models agree. However, at small
chemical potentials, i.e., at relatively high temperatures, the two lines become quite different.
To some extent, this is due to the regularization which cuts off the high momenta in the NJL-
model calculation. Therefore the pressure of the massless solutions is somewhat smaller than in
the bag model and the line of zero pressure is shifted to higher temperatures (dash-dotted line).
The remaining difference to the dashed or solid line must then be attributed to the presence of
unconfined constituent quarks in the chirally broken phase which add to the pressure in that phase
and thereby shift Tc to higher values. Also note that the bag-model Tc becomes further reduced if
gluons are included (see Fig. 2.1).
This comparison suggests that the large critical temperatures in the NJL model at small chem-
ical potentials are mainly due to unphysical effects, namely cut-off effects, missing gluonic degrees
of freedom in the “QGP phase”, and unconfined quarks in the “hadronic phase”. Although the
latter might partially account for the effect of the missing hadronic degrees of freedom, it is clear
that quantitative predictions of the model, e.g., about the position of the critical endpoint, should
not be trusted. We should also recall that the introduction of a repulsive vector interaction in the
NJL model weakens – and finally removes – the first-order phase transition. We could thus move
the endpoint to even lower temperatures until it vanishes completely. Therefore, any agreement of
NJL and lattice results in this point would be accidental.
Before closing these critical reflections, we should note that the flaws listed above are rather
general consequences of missing confinement, together with the mean-field treatment and are not
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Figure 2.14: Correction terms of order 1/Nc to the quark self-energy. The solid lines and shaded boxes
symbolize quark propagators and RPA meson propagators, respectively.
restricted to NJL-type models. As pointed out before, it is quite obvious that, starting from
quark degrees of freedom, one cannot get a realistic picture of the hadronic phase in mean-field
approximation, no matter how sophisticated the interaction.
2.3.5 1/Nc corrections
As an example for the shortcomings of the mean-field approximation and in order to illustrate
how these problems are (partially) removed beyond mean field, we briefly discuss the temperature
dependence of the quark condensate within a 1/Nc expansion scheme. More detailed discussions
about the use of this scheme and other methods beyond mean field in the NJL model can be found
in Refs. [128, 129] and references therein.
According to chiral perturbation theory, the low-temperature and density behavior of the quark
condensate in the chiral limit is given by Eq. (1.6). Hence, to leading order in T and at zero
density, the change of the condensate should be proportional to T 2/(8f2π). As mentioned in the
Introduction, this can be attributed to the thermal excitation of massless pions. This is at variance
with the NJL mean field, where the heat bath consists entirely of constituent quarks and antiquarks.
However, since these are exponentially suppressed because of their mass, the quark condensate
changes only very little at low temperatures [73, 123]. This can be seen in Fig. 2.15 where 〈q¯q〉,
normalized to its value at T = 0, is plotted as a function of temperature. The calculations have
been performed in the chiral limit. The mean-field result is indicated by the dashed lines2.12.
A method to include the effect of thermal pions in a systematic (and symmetry conserving)
way, is an expansion in powers of the inverse number of colors, 1/Nc. To that end, one assigns
a factor 1/Nc to the NJL coupling constants. Since the closed quark loops yield a factor Nc, the
quark propagator in Hartree approximation (Fig. 2.3) is of the order unity, while the exchange of
an RPA meson (Fig. 2.4) is of the order 1/Nc. Similarly, the quark condensate is of the order Nc
and fπ is of the order
√
Nc.
Following these rules, one can construct two self-energy diagrams which contribute to the order
1/Nc to the quark propagator. They are shown in Fig. 2.14. Note that, unlike the Hartree term,
these self-energy contributions must not be iterated, as this would be of higher order. The 1/Nc
corrected quark condensate is then obtained as an integral over the trace of the 1/Nc corrected
quark propagator, just as in Eq. (2.24).
The result is indicated by the solid lines in Fig. 2.15. Because of the meson loops, the 1/Nc
correction terms are sensitive to thermally excited pions and therefore indeed cause a T 2-behavior
2.12Fig. 2.15 is based on the results of Refs. [128, 129] where the quark loops have been regularized using the
Pauli-Villars scheme. However, this is an irrelevant detail for the present discussion. For a sharp O(3) cut-off, the
mean-field behavior is readily read off in Fig. 2.7 since in the chiral limit the mean-field quark condensate is directly
proportional to the constituent quark mass, see Eq. (2.44).
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Figure 2.15: Quark condensate in the chiral limit, normalized to its vacuum value, as a function of
temperature: Hartree approximation (dashed line) and with 1/Nc corrections included (solid). The dotted
line indicates a temperature expansion of the 1/Nc corrected result up to order T
2 (see Eq. (2.72)). The
right figure has been adapted from Ref. [128]. The left figure is just an enlarged detail of the right one.
at small temperatures. A careful examination of the corresponding diagrams yields [128, 129]
〈q¯q〉(T ) = 〈q¯q〉vac − 〈q¯q〉(0)vac
T 2
8f
(0) 2
π
+ . . . , (2.72)
where the suffix (0) indicates quantities in leading order in 1/Nc. Since f
(0) 2
π is of the order 1/Nc,
Eq. (2.72) corresponds to a consistent expansion of the χPT result, Eq. (1.6), at zero density to
next-to-leading order in 1/Nc. To illustrate the quality of this expansion, the r.h.s. of Eq. (2.72)
is also displayed in Fig. 2.15 (dotted lines). As one can see, the agreement with the solid line is
excellent for T . 80 MeV.
In spite of its successes, the 1/Nc-expansion scheme has also its limitations. First, it should
be noted that the magnitude of the 1/Nc-correction terms is not uniquely determined by the
leading-order parameters. Instead, since the NJL model is non-renormalizable, new parameters
appear at each order. In the model described above, the meson loops have been regularized by an
independent cut-off parameter which has been fixed by fitting the width of the ρ meson [130].
For our purposes, the most severe problem is the fact that it is a perturbative scheme (as
pointed out before, the diagrams shown in Fig. 2.14 must not be iterated) and therefore, it cannot
be applied to the phase transition. A non-perturbative, but still symmetry conserving extention
of the NJL model beyond mean field – the so-called meson-loop expansion (MLA) – has been
developed in Refs. [131] and [132]. Within this scheme one also finds the correct low-temperature
behavior of the quark condensate [128, 129, 133] and it is possible to construct a phase transition.
Unfortunately, the latter turns out to be first-order [128, 129, 133], which is likely to be an artifact
of the approximation scheme.
We should also note that, while we have added the relevant degrees of freedom for low-
temperature physics, we still need to include nucleons for a correct description of the low-density
regime. Staying within the NJL model this means that one first has to solve a Fadeev equation.
Work in this direction has been performed in Refs. [134, 135].
Finally there remains the problem that the unphysical degrees of freedom – quarks and an-
tiquarks – are not removed from the hadronic phase. Because of the relatively large constituent
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mass, they are suppressed at low temperatures, but since they have a large degeneracy factor, they
become dominant at higher T . In Fig. 2.15 this is the case above ≃ 100 MeV.
2.4 Asymmetric matter
So far we have restricted our analysis to the case of a uniform chemical potential which is the same
for up and down quarks. Together with the isospin symmetry in the Lagrangian, i.e., the assump-
tion mu = md ≡ m, this implies that all quantities related to up and down quarks, in particular
constituent masses, quark condensates, and densities, are equal for both flavors. However, there
are many situations in nature, where the numbers of up and down quarks are not equal. Neutron
stars, for instance, must be electrically neutral to a very high degree. Therefore, if the core of a
neutron star consists of deconfined up and down quarks, the number of down quarks must be about
twice as large as the number of up quarks to ensure neutrality. (There are also electrons, but as we
will see later on, in chemical equilibrium their fraction is very small.) Similarly, all heavy nuclei
have an excess of neutrons over protons, which translates into an excess of down quarks over up
quarks. Thus, if a quark-gluon plasma is formed in the collision of two neutron-rich nuclei, one
would expect that it contains more down quarks than up quarks.
In order to describe these situations properly, we have to allow for different chemical potentials,
µu and µd, for up and down quarks, respectively,
µu = µ+ δµ , µd = µ− δµ . (2.73)
As before, µ = µB/3 is the chemical potential related to the total quark number density n = nu+nd.
δµ is related to nu − nd and in this way to the isospin density2.13
The introduction of a new chemical potential adds a new axis to the phase diagram of strong
interactions. Although most theoretical works describe the “standard” µ − T phase diagram
with δµ = 0, some authors have also studied other projections. For instance the case µ = 0
but δµ 6= 0 [136] is particularly interesting since it can be studied on the lattice [137]. On the
other hand, for the application to neutron star interiors one can often neglect temperature effects,
whereas µ 6= 0 and δµ 6= 0. This case (extended to three flavors) will be one of the main tasks of
the present work.
In this section, however, we want to discuss the effect of a non-vanishing, but constant δµ
on the structure of the µ-T phase diagram, which might be the most interesting case for the
interpretation of heavy-ion collisions, although the isospin chemical potential is not strictly constant
along the trajectory of the process. This case has been studied within a random matrix model [138]
and within an NJL-type model [139]. The authors of these references reported the interesting
result that, instead one, they found two first-order phase transitions at low temperature and high
baryon chemical potential and thus two second-order endpoints. More recently, this result has been
confirmed by further studies within the NJL model [140] and within a QCD-like model (“ladder
QCD”) [141]. Since second-order endpoints, as discussed in the Introduction, are potentially
detectable in heavy-ion collisions [61, 62], this could have important consequences.
In the references above an interaction was chosen, where the up and down quarks completely
decouple, i.e., the presence of up quarks has no influence on the down quarks and vice versa.
From this point of view, the fact that there are two phase transitions – one for up quarks and
2.13The isospin density is defined as nI =
1
2
(nu − nd). This implies µI = 2δµ.
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one for down quarks – is almost trivial. It is known, however, that instanton induced interactions,
like Eq. (2.21), mix different flavors. One can therefore ask, whether the existence of two phase
boundaries persist, when instanton-type interactions are present, together with non-flavor mixing
interactions. This has been investigated in Ref. [142], which we discuss in the following.
Starting point is the Lagrangian
L = L0 + L1 + L2 , (2.74)
which contains a free part
L0 = q¯(i∂/−m)q , (2.75)
and two different interaction parts [71, 60],
L1 = G1
{
(q¯q)2 + (q¯ ~τq)2 + (q¯ iγ5q)
2 + (q¯ iγ5~τq)
2
}
(2.76)
and
L2 = G2
{
(q¯q)2 − (q¯ ~τq)2 − (q¯ iγ5q)2 + (q¯ iγ5~τq)2
}
. (2.77)
L2 is identical to the instanton induced (“’t Hooft”) interaction Linst, Eq. (2.21), whereas the
standard NJL Lagrangian, Eq. (2.20), is recovered when we choose G1 = G2 = G/2. Both terms
are invariant under SU(2)L × SU(2)R × U(1) transformations. L1 exhibits an additional UA(1)
symmetry which is explicitly broken by L2.
To obtain the mean-field thermodynamic potential Ω(T, µ, δµ) we can basically apply the same
techniques as before. Since isospin symmetry is broken by a non-vanishing δµ, we assume the
existence of two generally different quark condensates
φu = 〈u¯u〉 and φd = 〈d¯d〉 , (2.78)
and linearize the Lagrangian in the presence of these condensates. In principle, we should also allow
for non-vanishing expectation values with pionic quantum numbers, πa = 〈q¯iγ5τaq〉, to describe
a possible pion condensation. Indeed, for µ = 0, it can be shown that these condensates become
non-zero if µI = 2|δµ| exceeds the pion mass [143, 136]. However, as we will see below, for our
present purpose it is sufficient to restrict the model to lower values of |δµ| and we can safely assume
πa = 0. In this way we get
Ω(T, µu, µd;φu, φd) =
∑
f=u,d
ΩMf (T, µf ) + 2G1 (φ
2
u + φ
2
d) + 4G2φuφd , (2.79)
where ΩMf (T, µf ) corresponds to the contribution of a gas of quasiparticles of flavor f ,
ΩMf (T, µf) = −2Nc
∫
d3p
(2π)3
{
Ep,f + T ln
(
1 + exp (− 1
T
(Ep,f − µf ))
)
+ T ln
(
1 + exp (− 1
T
(Ep,f + µf ))
)}
(2.80)
The constituent quark masses are now given by
Mi = mi − 4G1 φi − 4G2 φj , i 6= j ∈ {u, d} , (2.81)
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i.e., in generalMu 6=Md. In order to determine the physical solutions, we have again to look for the
stationary points of the thermodynamic potential, this time with respect to the two condensates
φu and φd. This leads to the standard expression for the quark condensates
φf = −2Nc
∫
d3p
(2π)3
Mf
Ep,f
{
1− np,f (T, µf)− n¯p,f (T, µf)
}
. (2.82)
When these are inserted into Eq. (2.81), we obtain a set of two coupled gap equations for Mu and
Md which have to be solved self-consistently.
Note that the condensate φf only depends on the constituent mass Mf of the same flavor,
whereas the constituent mass for one flavor depends in general on both condensates, and therefore
the two flavors are coupled. If we switch off the “instanton part” L2, i.e., G2 = 0, the two
flavors decouple. In this case Mi depends only on the condensate of the same flavor φi and the
mixed contribution to Ω (last term of Eq. (2.79)) vanishes. This limit corresponds basically to the
case studied in Ref. [139]. In the opposite limit, i.e., G1 = 0, we have “maximal” mixing: The
constituent mass of flavor i only depends on the condensate φj with i 6= j. It is also interesting
that for G1 = G2, i.e., for the original NJL Lagrangian Eq. (2.20) we always get Mu = Md, even
for large δµ.
To study the effects of flavor mixing, let us now write
G1 = (1− α)G0 , G2 = αG0 , (2.83)
and calculate the phase diagram for fixed G0 but different values of α. The degree of flavor mixing
is thereby controlled by the particular value of α while the values of the vacuum constituent quark
masses Mvac are kept constant.
For our numerical studies we use the parameters mu = md = 6 MeV, Λ = 590 MeV, and
G0Λ
2 = 2.435 [142]. They are close to set 2 of Table 2.2 and yield Mvac = 400 MeV, mπ =
140.2 MeV, fπ = 92.6 MeV and 〈u¯u〉 = (−241.5MeV)3.
We begin our discussion with the results at T = 0. In Fig. 2.16 we display the values ofMu and
Md as functions of the quark number chemical potential µ for fixed δµ = 30 MeV
2.14. The left panel
corresponds to α = 0. We observe two distinct phase transitions at µ = 353 MeV for the up quarks
and at µ = 413 MeV for the down quarks. This behavior is easily understood when we recall that
at α = 0 the up and down quark contributions to the thermodynamic potential decouple. Hence,
if we had plotted Mu and Md, in terms of the corresponding flavor chemical potential µu and µd,
respectively, we would have found two identical functions with a phase transition at µf = 383 MeV.
This is basically the result reported in Refs. [138, 139].
Now we study the influence of a non-vanishing flavor mixing. In the central panel of Fig. 2.16 we
show the behavior of the constituent quark masses for α = 0.05. The situation remains qualitatively
unchanged, i.e., we still find two distinct phase transitions. However, becauseMd now also depends
on φu (and thus on Mu), and vice versa, both constituent masses drop at both critical chemical
potentials. Moreover, this small amount of flavor mixing already diminishes the difference between
the two critical quark number chemical potentials considerably. Finally, for α larger than a critical
value of 0.104 we find only one single first-order phase transition. This is illustrated in the right
panel of Fig. 2.16, which corresponds to α = 0.11.
2.14Following common practice (e.g., Refs. [139, 144, 145]) we take a positive value of δµ, although for the description
of heavy-ion collisions δµ < 0 would be more appropriate. However, since changing the sign of δµ does only
interchange the roles of up and down quarks, this does not alter our conclusions.
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Figure 2.16: Constituent quark masses Mu (solid) and Md (dashed) at T = 0 as functions of quark
number chemical potential µ for δµ = 30 MeV and α = 0 (left), α = 0.05 (center), and α = 0.11 (right).
From Ref. [142].
Next, we extend our analysis to non-vanishing temperature. The phase diagrams in the µ-T
plane for fixed δµ = 30 MeV and three different values of α are shown in Fig. 2.17. At α = 0 (left
panel) we qualitatively reproduce the results reported in Refs. [138, 139], i.e., two separate first-
order phase boundaries which end in two second-order endpoints. Again, since for α = 0 the up
and down quarks decouple, we would obtain two identical phase diagrams if we plotted the phase
structure of flavor f in the µf -T plane. In the central panel of Fig. 2.17 we consider α = 0.11, i.e.,
slightly larger than the critical value αc(T = 0) = 0.104 for a single phase transition at T = 0.
Accordingly, there is only one phase boundary at low temperatures. However, at T = 25 MeV it
splits into two lines which end at two different second-order endpoints. The two branches are very
close to each other though, and already at α = 0.12 we find only one phase boundary with a single
endpoint. This is illustrated by the diagram on the right, which corresponds to α = 0.15.
In our example a rather small amount of flavor mixing is sufficient to remove the existence
of the second phase transition: Of course, there must be a single phase transition at α = 0.5,
where Mu and Md are equal (see Eq. (2.81)). (This was the case studied in Ref. [145].) However,
the critical value αc ≃ 0.12 we found in our example is much smaller. At T = 0, a rough, but
perhaps more general estimate for the critical α can be obtained from the observation that the
phase transition takes place when the chemical potential of quark f comes close to its constituent
mass, i.e., µf ≈ Mi. Applying this condition to the up quark we expect the first phase transition
to take place at µu ≈ Mvac, i.e, at µ ≈ Mvac − δµ. At this point Mu drops and, according to
Eq. (2.81), Md drops as well. Neglecting the current quark mass, we find
Md ≈ −(1− α) 4G0 φd . (1− α)Mvac . (2.84)
If this value becomes smaller than the value of µd, we expect the down quarks to exhibit a phase
transition as well. Hence, we estimate
αc(T = 0) .
2δµ
Mvac
. (2.85)
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Figure 2.17: Phase diagrams in the µ-T -plane for δµ = 30 MeV and α = 0 (left), α = 0.11 (center),
and α = 0.15 (right). The lines correspond to first-order phase boundaries which end in second-order
endpoints. From Ref. [142].
Note that this estimate would not be affected by a possible restoration of the UA(1) symmetry at
the phase boundary. Obviously, if G2 goes to zero, Md would drop as well.
For our example, Eq. (2.85) gives αc(T = 0) . 0.15. Comparing this value with the numerical
result αc(T = 0) = 0.104, we see that Eq. (2.85) is a quite conservative estimate. This is easily
understood, since in the second step of Eq. (2.84) we have neglected the fact, that φd also becomes
smaller. Our estimate does also not include the observation, that the critical chemical potential for
the first phase transition rises with α. In any case, we have to admit that our arguments cannot
explain quantitatively why Eq. (2.85) seems to hold even for temperatures approaching the critical
endpoint where the quark masses do no longer drop discontinuously.
At this point one can ask, which value of α is “realistic”. All observables we have used so far
to fix the parameters (fπ, mπ, and 〈q¯q〉) do not depend on α. However, as already mentioned, for
α = 0 the interaction would be symmetric under UA(1) transformations and consequently there
would be another pseudo Goldstone boson, namely an isoscalar pseudoscalar particle, degenerate
with the pions. This is of course unrealistic. Turning on α, the UA(1) symmetry becomes explicitly
broken (in addition to the mass term in the Lagrangian) and the mass of the isoscalar meson is
shifted upwards. Since in a pure two-flavor world this particle should be identified with the η
meson, one way to fix α is to fit the physical η mass. In this way one finds α = 0.11.
However, the description of the η meson without strange quarks is not very realistic. For a
better way to determine α we should therefore refer to the three-flavor NJL model. For three
flavors the instanton-induced interaction which plays the role of L2 is a six-point interaction (in
general, for Nf flavors it is a 2Nf -point interaction), and gives rise to the η − η′ splitting. More
details of the three-flavor NJL model will be discussed in the next chapter. Here we just refer to
Eq. (3.5) for the constituent quark masses. When we compare this equation with Eq. (2.81) we
can identify G1 = G and G2 = − 12Kφs and thus
α =
−Kφs
2G−Kφs . (2.86)
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The parameters G and K and the quark condensate φs have been determined by several authors by
fitting the masses of the pseudoscalar octet and are listed in Table 3.1. If we take, for instance, the
values of set RKH [146], we find α ≃ 0.21. For the parameters of set HK [72] we get a somewhat
smaller value, α ≃ 0.16. On the other hand, the success of the instanton liquid model to describe
vacuum correlators [38] would suggest that L2 is the dominant part of our Lagrangian, i.e., α ≃ 1.
In all these cases we would find only one phase transition for δµ = 30 MeV. (For the pure SU(2) fit
of the η meson we would just be at the intermediate case depicted in the central panel of Fig. 2.17.)
Typical values of |δµ| in heavy-ion collisions are likely to be smaller than that. A simple
estimate, assuming the density ratio nu : nd = 290 : 334 as in
208Pb, and the approximate relation
nu : nd ≈ (µu : µd)3 yields δµ ≈ −10 MeV for µ = 400 MeV. Empirically, one finds δµ = −2.5 MeV,
at chemical freeze-out for Pb-Pb collisions at SPS [45] and δµ = −6 MeV for Si+Au collisions at
AGS [147].) This would mean, that it is very unlikely to “see” two phase boundaries in heavy-ion
collisions.
Of course, before drawing quantitative conclusions, we should recall the shortcomings of the
model. As pointed out earlier, the description of the “hadronic phase” as a gas of quarks, rather
than hadrons, is unrealistic and any prediction of the critical endpoint(s) in non-confining mean-
field models should not be trusted. However, keeping this in mind, our results show that flavor-
mixing effects cannot be neglected in the discussion of the phase diagram. The very existence of
these effects is related to instantons and the UA(1)-anomaly of QCD. Of course their magnitude is
a matter of debate, but they are likely to cancel the interesting phenomena discussed in Refs. [138,
139].
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Chapter 3
Three-flavor systems
In this chapter we extend our analysis to three quark flavors. While most features of the two-flavor
NJL model which we have discussed in the previous chapter remain qualitatively unaffected, the
main difference comes about from the fact that the mass of the strange quark cannot be chosen
equal to the non-strange quark mass in realistic calculations. This means we have to deal with an
explicitly broken SU(3) symmetry, and thus 〈s¯s〉 6= 〈u¯u〉, even for equal chemical potentials. In
particular the chiral limit is in general not a good approximation to the model with realistic masses.
Therefore the finite-mass effects we have already encountered in the two-flavor case become much
more pronounced in the three-flavor model.
3.1 Vacuum properties
3.1.1 Lagrangian
The three-flavor version of the NJL model has been developed in the mid 80s [148, 149, 150]
and has been investigated by many authors since then. The most commonly used Lagrangian
reads [146, 151]
L = q¯(i∂/ − mˆ)q + Lsym + Ldet , (3.1)
where q = (u, d, s)T denotes a quark field with three flavors, and mˆ = diagf(mu,md,ms) is the
corresponding mass matrix. Throughout this report we will assume isospin symmetry on the
Lagrangian level, mu = md, whereas ms will in general be different, thus explicitly breaking
SU(3)-flavor symmetry. The Lagrangian contains two independent interaction terms which are
given by
Lsym = G
8∑
a=0
[
(q¯τaq)
2 + (q¯ iγ5τaq)
2
]
(3.2)
and
Ldet = − K
[
detf (q¯(1 + γ5)q) + detf (q¯(1− γ5)q)
]
. (3.3)
These terms may be seen as the three-flavor version of Eqs. (2.76) and (2.77) and can straight
forwardly be generalized to to any number of flavors, Nf . Lsym is then a U(Nf )L × U(Nf )R
symmetric 4-point interaction, where τa, a = 1, . . . , (N
2
f − 1) denote the generators of SU(Nf),
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Figure 3.1: Flavor structure of the six-point vertex (’t Hooft interaction).
while τ0 is proportional to the unit matrix. All τa are normalized such that tr τaτb = 2δab. For
two flavors, this is fulfilled by τ0 = 1 f and the Pauli matrices τa, a = 1, 2, 3. Then Lsym becomes
identical to L1 in Eq. (2.76) with G1 = G. Now, for three flavors, τ0 =
√
2/3 1 f and τa, a = 1, . . . , 8
are the eight Gell-Mann matrices3.1.
The second term, Ldet , corresponds to the ’t Hooft interaction and is a determinant in flavor
space. This means, it is a maximally flavor-mixing 2Nf -point interaction, involving an incoming
and an outgoing quark of each flavor. Thus, for two flavors, Ldet is a four-point interaction and
one can easily check that it is equal to L2 in Eq. (2.77) with G2 = −K. For three flavors we have
a six-point interaction of the form
detf (q¯O q) :=
∑
i,j,k
εijk (u¯O qi) (d¯O qj) (s¯O qk) , (3.4)
where i, j, k are flavor indices (see Fig. 3.1).
Ldet is SU(Nf )L × SU(Nf )R symmetric, but it breaks the UA(1) symmetry which was left
unbroken by Lsym . It thus translates the UA(1) anomaly, which in QCD arises at quantum level
from the gluon sector, to a tree-level interaction in a pure quark model. As discussed earlier, this
term is phenomenologically important to get the correct mass splitting of the η and η′ mesons. In
the chiral limit (mu = md = ms = 0), the η
′ mass is lifted to a finite value by Ldet , while the other
pseudoscalar mesons, including the η, remain massless.
Like in the two-flavor case, there are many other terms which are consistent with the symmetries
and which could be added to the Lagrangian. For instance, in Ref. [123] vector and axial-vector
four-point interactions have been taken into account in addition to the terms given above. A
complete list of possible four-point and six-point terms is discussed in Ref. [152]. For simplicity,
however, we will restrict ourselves to the Lagrangian defined above.
3.1.2 Gap equation and meson spectrum
Apart from the explicit SU(3)-flavor breaking by the strange quark mass, the main complication
of the three-flavor version of the NJL model as compared with the two-flavor case is caused by the
six-point vertices which arise from the ’t Hooft interaction. For the gap equation this means that
there is an additional term involving two quark loops. This gives rise to the equation
Mi = mi − 4Gφi + 2K φjφk , (i, j, k) = any permutation of (u, d, s) , (3.5)
which is diagrammatically shown in Fig. 3.2. It contains a non-flavor mixing term proportional to
the coupling constant G and a flavor mixing term proportional to the coupling constant K.
3.1Traditionally, the Gell-Mann matrices are denoted by λa. However, for later convenience we reserve this symbol
for SU(3)-color generators and keep the notation τa for SU(3)-flavor generators.
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Figure 3.2: Dyson equation for the quark propagator in the three-flavor NJL model (Hartree approxima-
tion).
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Figure 3.3: Effective four-point vertex.
For describing mesons one first constructs effective four-point vertices as a sum of the genuine
four-point vertices and the six-point vertices with one closed loop, see Fig. 3.3. These effective four-
point vertices are then used as scattering kernels in the Bethe-Salpeter equation, Fig. 2.4. Although
technically more involved, mostly because of the unequal strange and non-strange quark masses
(leading, among other things, to octet-singlet mixing in the η-η′ subspace), the basic mechanism
is the same and will not be presented here. For further details see, e.g., Refs. [146, 152].
The model specified in Sec. 3.1.1 contains five parameters: the bare masses ms and mu, the
coupling constants G and K, and the cut-off Λ. Thus, compared with the simplest version of the
two-flavor model, Eq. (2.20), we have two more parameters: ms and the six-point coupling. (As we
have seen in Sec. 2.4, Eq. (2.20) corresponds to a particular choice of the more general Lagrangian
Eq. (2.74). From this point of view, there is even only one additional parameter.) On the other
hand there are at least three additional observables, namely the masses of the pseudoscalar mesons
K, η, and η′. Therefore, in the three-flavor model, the parameters are in principle much better
constrained than in the two-flavor model. In fact, whereas for two flavors we had to invoke the
poorly known quark condensate, we now have five well-known observables, fπ, mπ, mK , mη, and
mη′ , and one would naively expect that one can uniquely fix the five parameters.
It turns out that this is not quite the case. In Table 3.1 we have listed three different parameter
sets taken from the literature, together with related quantities in the quark and meson sectors.
The first two sets correspond to the fits of Rehberg, Klevansky, and Hu¨fner (RKH) [146] and of
Hatsuda and Kunihiro (HK) [72]3.2, respectively. Instead of fitting five mesonic quantities, both
groups have set mu to a value of 5.5 MeV, taken from Refs. [31, 153], and fixed the remaining four
parameters by fitting fπ, mπ, mK , and mη′ to their empirical values. In this way the mass of the
η-meson is underestimated by 6% in RKH and 11% in HK.
However, although both groups apparently used the same prescription, the resulting parameter
sets are not identical. The most striking difference is found in the six-point coupling. Comparing
the dimensionless combinations KΛ5, the RKH value is more than 30% larger than the HK value.
(If we compare the values of K the difference is even 70%.) The reason for this discrepancy lies
3.2The parameters of Ref. [72] are almost, but not exactly the same as the parameters of the earlier fit by Kuni-
hiro [151].
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RKH [146] HK [72] LKW [123] empirical [100]
Λ [MeV] 602.3 631.4 750
GΛ2 1.835 1.835 1.82
KΛ5 12.36 9.29 8.9
mu,d [MeV] 5.5 5.5 3.6 3.5 - 7.5
ms [MeV] 140.7 135.7 87 110 - 210
GV /G — — 1.1
Mu,d [MeV] 367.7 335 361
Ms [MeV] 549.5 527 501
(〈u¯u〉)1/3 [MeV] -241.9 -246.9 -287
(〈s¯s〉)1/3 [MeV] -257.7 -267.0 -306
B [MeV/fm3] 291.7 295.5 350.0
fπ [MeV] 92.4 93.0 93 92.4 [103]
mπ [MeV] 135.0 138 139 135.0, 139.6
mK [MeV] 497.7 496 498 493.7, 497.7
mη [MeV] 514.8 487 519 547.3
mη′ [MeV] 957.8 958 963 957.8
mρ,ω [MeV] — — 765 771.1, 782.6
mK∗ [MeV] — — 864 891.7, 896.1
mφ [MeV] — — 997 1019.5
Table 3.1: Three sets of parameters and related quark and meson properties in the three-flavor NJL
model. The empirical quark masses listed in Ref. [100] have been rescaled to a renormalization scale of
1 GeV by multiplying them by 1.35 [100]. The values given for the light quarks correspond to the average
(mu +md)/2.
in the different treatment of the η′-meson [154]. Because of its large mass (mη′ = 958 MeV), in
both cases the η′ is above the threshold for qq¯-decay, and the qq¯-polarization diagram receives an
unphysical imaginary part. In RKH this was accepted as an unavoidable feature of the NJL model
and the authors defined the η′-mass as the real part of the corresponding pole in the complex
plane. In HK, on the contrary, the imaginary part of the polarization function has been discarded
by hand and only the real part was retained in order to determine mη′ . Of course, since the real
part is linked to the imaginary part via dispersion relations, this prescription does not completely
remove the unphysical effects. This leaves a general uncertainty which is reflected in the difference
between the parameter sets RKH and HK.
As a third example, the parameters of Lutz, Klimt, and Weise (LKW) [123] are also shown in
Table 3.1. In addition to Eqs. (3.2) and (3.3), the authors considered a vector and axial-vector
interaction term, which enabled them to fit the vector-meson nonet (ρ, ω, K∗, and φ) as well. In
the pseudo-scalar meson sector they obtained similar results as RKH and HK. However, because
the longitudinal part of the axial-vector interaction mixes with the pseudoscalar interaction (“πa1-
mixing”), this sector is not independent of the vector coupling constant GV . As a consequence,
LKW find a relatively large cut-off and relatively small bare quark masses. Moreover, the six-point
coupling is even weaker than in HK.
In spite of these differences, it remains generally true that the parameters of the three-flavor
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model are much better constrained than in the two-flavor case. In fact, the resulting constituent
quark masses in vacuum are quite similar for the three parameter sets, ranging from about 335 to
370 MeV for up and down quarks and from 500 to 550 MeV for strange quarks. The same is true
for the bag constants, which are defined in an analogous way to the two-flavor case (see below).
They are almost equal for RKH and HK, while the value for LKW is about 20% larger. In the
numerical calculations presented in this work, we will mostly employ the parameters of RKH.
3.2 Thermodynamics
3.2.1 Formalism
The formalism of Secs. 2.3.1 and 2.4 is straight-forwardly generalized to the three-flavor model.
Allowing for three independent chemical potentials µf for the three flavors f = u, d, s, the mean-
field thermodynamic potential in the presence of the quark condensates φf = 〈q¯f qf 〉 reads
Ω(T, {µf}; {φf}) =
∑
f=u,d,s
ΩMf (T, µf ) + 2G (φ
2
u + φ
2
d + φ
2
s)− 4Kφuφdφs + const . , (3.6)
where ΩMf (T, µf ) is given in Eq. (2.80) and corresponds to the contribution of a gas of quasipar-
ticles with mass Mf . The latter is related to the various φi via Eq. (3.5). Again, the thermody-
namically consistent solutions correspond to the stationary points of Ω, where δΩ/δφf = 0. One
finds that φf is given by Eq. (2.82), which now has to be evaluated self-consistently with Eq. (3.5),
forming a set of three coupled gap equations for the constituent masses. The irrelevant constant
in Eq. (3.6) is conveniently chosen such that the minimal solution of Ω in vacuum is zero.
Once the self-consistent solutions are found, other thermodynamic quantities can be derived in
the standard way. In particular we can calculate the pressure and the energy density,
p = −Ω , ǫ = Ω + Ts+
∑
f
µf nf , (3.7)
where s = ∂Ω/∂T is the entropy density and nf = −∂Ω/∂µf are the number densities of the
quarks of flavor f . The total quark number density and the baryon number density are given by
n =
∑
f nf and ρB = n/3, respectively.
Finally, in analogy to Eq. (2.60), we define the bag constant as
B = Ω(T = 0, {µf = 0}; {φf = 0}) . (3.8)
3.2.2 Quark masses and effective bag constants at non-zero density
In the following we restrict ourselves to T = 0. In Fig. 3.4 the constituent quark masses Mi (left
panel) and the flavor densities ni (right panel) are plotted as functions of a common quark number
chemical potential µ. Quantities related to the up and down quarks are indicated by dashed lines,
those related to the strange quarks by solid lines. The results were obtained using the model
parameters RKH [146].
At µ = µc = 361 MeV we find a first-order phase transition, where Mu = Md (dashed line)
drops from 367.6 MeV to 52.5 MeV. At this point the total baryon number density jumps from
zero to about 2.4ρ0, equally carried by up and down quarks, while the density of strange quarks
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Figure 3.4: Quark matter properties as functions of a common quark number chemical potential µ (pa-
rameter set RKH [146]). Left: Constituent quark masses Mu = Md (dashed) and Ms (solid). Right:
Number densities nu = nd (dashed) and ns (solid) in units of n0 = 3ρ0 = 0.51fm
−3.
remains zero. Nevertheless, because of flavor-mixing, Ms does not stay constant but drops at µc
from 549.5 to 464.4 MeV. Above µc, the contributions of φu and φd to Ms are negligible and Ms
stays almost constant until µ exceeds Ms and ns becomes non-zero as well. The behavior of the
constituent masses shows some similarities with the two-flavor model at finite isospin chemical
potential with small flavor mixing (central panel of Fig. 2.16), although instead of a second phase
transition we now find a smooth cross-over above the strange quark threshold. The main difference
is that in the present example the flavor symmetry is not broken by unequal chemical potentials,
but be unequal masses.
It is again instructive to compare the NJL-model equation of state with the bag model one. As
discussed in Sec. 2.3.3, both models behave almost identically in the chiral limit, but already for
bare quark masses of a few MeV we found some differences, which could be expressed in terms of
density dependent effective quark masses and bag constants. In the three-flavor case, where chiral
symmetry is broken much stronger by the strange quark, we should expect much bigger effects.
Already in the two-flavor model, both, the constituent quark masses and the effective bag
constants, are in general not only functions of the total density, but also on the flavor composition,
i.e., they depend on each flavor density ni separately. This point has not been discussed in Sec. 2.3.3
where we only considered isospin symmetric quark matter. However, in three-flavor systems, a
restriction to equal flavor densities is no longer a natural choice, as obvious from Fig. 3.4. Therefore
we generalize our previous definition of Beff , Eq. (2.68), to include arbitrary flavor compositions,
ǫ(nu, nd, ns) =
Nc
π2
∑
f
∫ pf
F
0
dp p2
√
p2 +M2f (nu, nd, ns) + Beff (nu, nd, ns) , (3.9)
where pfF is the Fermi momentum of flavor f .
To illustrate both, density dependence and dependence on flavor composition, the constituent
quark masses and the effective bag constant are displayed in Fig. 3.5 for two different cases. The
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Figure 3.5: Various quantities for isospin symmetric matter, nu = nd, as functions of the total baryon
number density ρB (parameter set RKH [146]). Left: Constituent quark masses for symmetric matter,
nu = nd = ns: Mu = Md (dashed) and Ms (solid), and without strangeness, ns = 0: Mu = Md (dotted)
and Ms (dash-dotted). Right: Effective bag constant Beff for symmetric matter (solid) and for ns = 0
(dash-dotted).
first case corresponds to equal densities nu = nd = ns. The corresponding constituent quark
masses as functions of ρB are indicated by the dashed line (Mu =Md) and by the solid line (Ms)
in the left panel of the figure. As we have seen earlier, the constituent masses become equal to
the current masses only at “asymptotic” densities, i.e., when the Fermi momentum reaches the
cut-off. (In the present example this is ρB = 17ρ0.) At this point all condensates vanish and the
effective bag constant Beff (solid line in the right panel) reaches the value of the bag constant
B = 291.7MeV/fm3. However, whereas in the non-strange sector chiral symmetry gets quickly
restored, at least on an absolute scale, this is not the case for the strange sector, and neither Ms
nor Beff can be approximated by a constant above a certain density.
In the second case we consider equal non-strange densities nu = nd, but vanishing strangeness,
ns = 0. In this case the strange quark mass (dash-dotted line in the left panel) only drops
through its mixing with the up and down masses (dashed line) and stays practically constant
above ρB ≃ 2ρ0, where the latter are small. Obviously, the asymptotic value M∞s is just the
vacuum mass one would obtain for a vanishing six-point coupling. For the present example one
finds M∞s = 462.8 MeV, corresponding to a strange quark condensate φ
∞
s = (−251.6MeV)3. This
means, chiral symmetry never gets restored in the strange sector, and, as a consequence, Beff
(dash-dotted line in the right panel) does not approach the bag constant B, but the asymptotic
value
B∞ = Ω(T = 0, {µf = 0};φu = 0, φd = 0, φs = φ∞s ) . (3.10)
This can be considerably smaller than B: In the present example B∞ = 113.2 MeV/fm
3, compared
with B = 291.7 MeV/fm3. Hence, at high enough densities, the system behaves like a two-flavor
bag model with a bag constant B∞.
The two examples demonstrate, that the dependence of the effective quark masses and bag
constants on the flavor composition can be large. A complementary view on this point is given in
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Figure 3.6: Various quantities as functions of the fraction of strange quarks, ns/n, for isospin symmetric
matter (nu = nd) at fixed total baryon number density ρB = 5ρ0. The results were obtained using the
model parameters RKH (see Table 3.1) and the corresponding chiral limit (mu = md = ms = 0). Left:
constituent quark masses Mu = Md (RKH: dashed, chiral limit: dotted), Ms (RKH: solid, chiral limit:
dash-dotted). Right: effective bag constant Beff (RKH: solid, chiral limit: dashed).
Fig. 3.6 where the constituent masses and the effective bag constant are displayed as functions of
the strangeness fraction ns/n for nu = nd at fixed baryon number density ρB = 5ρ0. At not too
large values of ns/n we find a strong decrease of Ms (left panel, solid line) and a weak increase
of the non-strange masses (dashed line) with increasing ns/n. This is easily understood from the
fact that the density of strange quarks increases while the density of non-strange quarks is large,
but decreases. The small increase of Ms at very large ns/n is a flavor-mixing effect and related
to the steeper increase of Mu = Md in this regime. From the behavior of the constituent masses
(and thus the condensates) we can also qualitatively understand the behavior of the effective bag
constant (right panel, solid line), which is mostly rising and only turns around at large ns/n.
For comparison we have also plotted the results for the corresponding chiral limit, (mu = md =
ms = 0). In this case one finds a large regime (0.04 < ns/n < 0.92) where chiral symmetry
is exactly restored, i.e., all constituent masses vanish. In this regime Beff is equal to B (=
57.3 MeV/fm3 in the chiral limit) and therefore constant. While this is in agreement with a bag
model description, it is in sharp contrast to the NJL-model with realistic quark masses where Beff
approximately doubles its value in the same regime.
3.3 Stability of strange quark matter
3.3.1 The strange quark matter hypothesis
The results of the previous sections may have interesting consequences for the existence of abso-
lutely stable strange quark matter.
In 1984 Witten suggested that there could be a so-far unobserved form of matter, “strange
quark matter” (SQM), which is bound more strongly than ordinary nuclei and thus forms the true
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ground state of strongly interacting matter [41]. In contrast to nuclei, where quarks are confined
to individual color-less nucleons, SQM is supposed to be an extended or even macroscopic piece of
matter which is composed of deconfined up, down, and strange quarks. Witten’s paper immediately
attracted great attention and stimulated a large number of further investigations, although similar
ideas had come up much earlier (Bodmer (1971) [40]).
Witten’s original motivation for his conjecture was to give a possible solution to the dark matter
problem in terms of QCD effects. Later it was shown that most of the SQM possibly produced
in the early universe would quickly have converted into normal hadronic matter by evaporating
nucleons [155]. Therefore SQM cannot be of cosmological importance, even if it is the absolute
ground state of matter.
Nevertheless, the existence of absolutely stable SQM – besides being interesting by itself –
could have other interesting consequences. For instance, there could be so-called “strange stars”,
i.e., compact stars entirely made of SQM. Being self-bound objects they could be arbitrarily small,
in sharp contrast to conventional neutron stars, which are bound by gravitation and therefore
have a minimal radius of about 10 km (see, e.g., Ref. [156]) or even 12 km [157]. Consequently
the reported discovery of a compact star with a radius of 3.8-8.2 km [158] received tremendous
attention. However, the determination of compact star radii is of course very difficult and a radius
of 10-14 km was obtained in Ref. [159] for the same object. In fact, so far all strange star candidates
are highly controversial.
Another interesting scenario is the production of small lumps of SQM, so-called “strangelets”,
in heavy-ion collisions. For this it would be sufficient if SQM was stable with respect to strong
interactions, but not necessarily against weak decays. On the other hand the production of pos-
itively charged absolutely stable strangelets could in principle trigger a conversion of the earth
into SQM. This was one of the “disaster scenarios” discussed when RHIC was commissioned [160].
Clearly, the most convincing argument against this possibility is the existence of the Moon in spite
of its long-term exposure to high energetic cosmic rays [160].
At first sight, the hypothesis of absolutely stable SQM seems to contradict the empirical stability
of nuclei. In fact, we can immediately exclude the stability of non-strange quark matter (NSQM)
consisting of deconfined up and down quarks. The essential point is that SQM may only be stable
if it contains a large fraction of strange quarks, ns ≈ nu ≈ nd. Since hypernuclei, i.e., nuclei which
contain hyperons, have higher masses than ordinary nuclei of the same mass number, this state
cannot be reached via a series of subsequent weak decay processes, but only via the simultaneous
decay of many quarks, associated with a very long lifetime3.3.
A somewhat oversimplified picture of the basic idea is sketched in Fig. 3.7. Suppose we have a
system of massless up and down quarks in a given volume. To be electrically neutral, the number
of down quarks should be twice as large as the number of up quarks and hence µd = 2
1/3µu (left).
Obviously, if this value is larger than the mass of the strange quark, the system could lower its
energy by transforming some of the down quarks into strange quarks until they have equal Fermi
energies (right). Thus, if the actual numbers are such that(E
A
)
SQM
<
(E
A
)
nuclei
<
(E
A
)
NSQM
(3.11)
absolute stable SQM could exist without contradicting the empirical facts. Of course, to be more
realistic one should add electrons to the system and consider neutral matter in weak equilibrium.
3.3In addition it is possible that, because of surface effects, SQM is only absolutely stable for a very large number
of particles, e.g., N > 107. Then the decay of nuclei would not even be favored energetically.
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u d s
Ms −→
u d s
Figure 3.7: Basic principle of the SQM hypothesis (schematic): For µd > Ms, NSQM (left) can lower its
energy by converting into SQM (right) via weak decay of d quarks into s quarks.
Moreover, unlike Fig. 3.7 there is no fixed volume, but the system should be bound by itself and
the respective densities of SQM and NSQM could be different.
Right after Witten’s paper, Farhi and Jaffe have performed an investigation within the MIT
bag model [93]. To that end, they treated the bag constant, the strange quark mass and αs as free
parameters and searched for a window in parameter space, where Eq. (3.11) is fulfilled. It turned
out that there are indeed “reasonable” parameters for which this could be achieved. For instance,
for αs = 0 and ms = 150 MeV, Eq. (3.11) would be fulfilled for 60 MeV/fm
3 . B . 80 MeV/fm3.
For larger values ofms the upper limit of B becomes reduced, while with increasing αs both, upper
and lower limit, are shifted to lower values.
Although none of the parameter fits listed in Table 2.1 falls into Farhi and Jaffe’s window, the
authors pointed out that these parameters might not be applicable to describe dense quark matter.
First, as we have seen earlier, the hadron spectra strongly depend on parameters which become
irrelevant in infinite systems, like the zero-point energy or the treatment of the center of momentum
motion. But even those parameters which survive, could be effectively density dependent. This
is quite obvious for αs which should become smaller with increasing density. The relatively large
values for ms (as compared with the particle data book), point into the same direction. In this
context it is certainly interesting to redo Farhi and Jaffe’s analysis within the NJL model, where
density dependent masses emerge naturally. This has been done in Ref. [161]. In the following we
discuss the results.
3.3.2 NJL-model analysis
When we compare the constituent masses and effective bag constants which we typically got in
Sec. 3.2.2 with Farhi and Jaffe’s window, we can already anticipate that it will be hard to fulfill
Eq. (3.11). This is confirmed by another pre-study which is displayed in Fig. 3.8. In that figure
various quantities are plotted as functions of the fraction of strange quarks ns/n. However, unlike
in Fig. 3.6, matter is kept neutral by choosing nu/n = 1/3 and nd/n = 2/3− ns/n. Moreover, the
results do not correspond to a fixed total density, but to vanishing pressure. The corresponding
total baryon number density is shown in panel (b), the constituent masses and the effective bag
constant are given in panel (c) and (d), respectively.
The resulting values of E/A are shown in panel (a). The NJL-model result is indicated by the
solid line. Since the pressure vanishes, each point corresponds to a minimum of E/A as a function
of the total baryon density for fixed ns. However, the lowest value is reached at ns = 0, i.e.,
it is not favorable for the non-strange matter to convert down quarks into strange quarks. The
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Figure 3.8: Properties of neutral NJL quark matter at zero pressure as functions of the fraction of strange
quarks, ns/n. (parameter set RKH [146]). (a) Energy per baryon number. Solid line: NJL model. Dashed
line: bag model with mu = md = 5.5 MeV, ms = 140.7 MeV, and B = 113.2 MeV/fm
3. (b) Total
baryon number density. (c) Constituent quark masses Mu (dash-dotted), Md (dashed), and Ms (solid).
(d) Effective bag constant.
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reason for this behavior is of course the large strange quark mass Ms = 466 MeV. Therefore, since
µd = 392 MeV at this point
3.4, the conversion of a down quark into a strange quark costs 74 MeV.
For comparison we also show the result of a bag model calculation with quark masses equal to
the NJL current quark masses, i.e., mu = md = 5.5 MeV and ms = 140.7 MeV. The bag constant
was taken to be equal to B∞ = 113.2 MeV/fm
3, i.e., the asymptotic value of the dash-dotted line
in the right panel of Fig. 3.5. The resulting E/A is indicated by the dashed line in panel (a) of
Fig. 3.8. As one can see, for ns = 0 the bag-model result agrees quite well with the NJL result.
However, because of the much smaller strange quark mass, in the bag model the conversion of down
quarks to strange quarks is energetically favored, and there is a minimum E/A = 1019 MeV/fm3
at ns = 0.29. Note, however, that even this value is about 100 MeV/fm
3 larger than E/A in
atomic nuclei. This reflects the fact that the bag constant is above Farhi and Jaffe’s limit for
ms ≃ 140 MeV.
So far, we have only considered quarks. Of course, for a more realistic treatment of the problem,
we have to take into account weak decays, like
d ↔ u + e + ν¯e ↔ s , (3.12)
and related processes. This implies that we have to include electrons and (in principle) neutrinos.
To large extent we can adopt the model of Farhi and Jaffe [93], but replacing the MIT bag by the
NJL mean field: Since we are interested in static properties of potentially stable matter, we can
safely assume that the neutrinos have enough time to leave the system. The electrons are described
by a non-interacting gas of massless fermions,
Ωe(T = 0, µe) = − µ
4
e
12π2
, (3.13)
where µe is the electron chemical potential. The total thermodynamic potential is then simply the
sum of the quark part, Eq. (3.6), and Ωe, and consequently,
ǫtot = ǫ +
µ4e
4π2
, ptot = p +
µ4e
12π2
, (3.14)
where ǫ and p refer to the quark contributions. The electron density is given by ne = µ
3
e/(3π
2).
Since the neutrinos can leave the system, lepton number is not conserved and we effectively have
two conserved charges, namely baryon number and electric charge. Hence, in chemical equilibrium,
only two of the four chemical potentials which enter into the thermodynamic potential (µe and the
three quark chemical potentials µu, µd, and µs) are independent and could be expressed, e.g., in
terms of a quark number chemical potential µ and an electric charge chemical potential µQ,
µu = µ +
2
3
µQ , µd = µs = µ − 1
3
µQ , µe = −µQ . (3.15)
Furthermore we demand charge neutrality,
2
3
nu − 1
3
(nd + ns) − ne = 0 . (3.16)
Thus, the system can be characterized by one independent variable, e.g., the baryon number density
ρB.
3.4Note that µd > M
vac
d . This means that the neutral non-strange quark matter is unstable as well and could in
principle reduce its energy by evaporating massive down quarks into the vacuum. However, this is irrelevant for the
present discussion.
65
0200
400
600
0 2 4 6 8
M
i [M
eV
]
ρB/ρ0
(a)
0
50
100
150
200
0 2 4 6 8
B
ef
f [
M
eV
/fm
3 ]
ρB/ρ0 
(b)
0
0.25
0.5
0.75
1
0 2 4 6 8
n
i /
 n
ρB/ρ0
(c)
1100
1200
1300
0 2 4 6 8
E/
A
 [M
eV
]
ρB/ρ0
(d)
Figure 3.9: Properties of neutral matter of NJL model quarks in beta equilibrium with electrons as
functions of the total baryon number density ρB (parameter set RKH [146]). (a) Constituent quark masses
Mu (dash-dotted),Md (dashed), andMs (solid). The dotted line indicates the chemical potential µd = µs.
(b) Effective bag constant. (c) Number densities ni divided by the total quark number density n: up quarks
(dash-dotted), down quarks (dashed), strange quarks (solid), and electrons multiplied by 10 (dotted). (d)
Energy per baryon number with (solid) and without (dotted) strangeness degrees of freedom. (a),(c), and
(d) have been adapted from Ref. [161].
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The results of our analysis are shown in Fig. 3.9. The energy per baryon number, E/A =
ǫtot/ρB, is displayed in panel (d). The solid line corresponds to the model described above, the
dotted line to non-strange quark matter, where the strange quarks have artificially been suppressed.
Obviously the two curves only differ above ∼ 4 ρ0. The reason for this is that below ρB = 3.85 ρ0
the density of strange quarks vanishes. This can be seen in panel (c) where the fractions ni/n of
the various particles are plotted. Since electrons (dotted line) play practically no role (note that
their fraction has been multiplied by a factor of 10 to be visible in the plot) the fraction of up
quarks (dash-dotted) is fixed by charge neutrality (Eq. (3.16)) to about 1/3. Thus, as long as
ns = 0, the remaining 2/3 are mostly down quarks (dashed). For ρB > 3.85 ρ0, ns/n becomes
non-zero (solid) and nd/n drops accordingly
3.5.
The fact that there is no strangeness at lower densities is again due to the relatively large
mass of the strange quark. The dynamical quark masses are displayed in panel (a) of Fig. 3.9.
The strange quark mass is indicated by the solid line. For comparison we also show the chemical
potential µs (dotted line). For ρB < 3.85 ρ0, µs is smaller than Ms, which is the reason why ns
vanishes in this regime. The decrease of Ms at small densities (ρB . 2ρ0) is again a flavor-mixing
effect and related to the drop of Mu and Md. Above 2ρ0, this contribution can be neglected and
Ms stays almost constant until it starts decreasing again when ns becomes non-zero
3.6.
A similar plateau structure is also seen in the effective bag constant which is shown in panel
(b). At low densities, ρB . 2ρ0, and at high densities ρB & 4ρ0, Beff rises due to the symmetry
restoration in the non-strange and in the strange sector, respectively, while in the intermediate
region Beff is almost constant. Note that the plateau values of Ms and Beff are roughly the same
as the asymptotic values M∞s = 462.8 MeV and B∞ = 113.2 MeV/fm
3 of the dash-dotted lines in
Fig. 3.5.
Let us come back to the energy per baryon (panel (d)) which is the main result of this analysis.
At those densities where strange quarks exist, they indeed lead to a reduction of the energy, as can
be seen by comparing the solid curve with the dotted one. However, the minimum of E/A does
not belong to this regime, but is located at a much lower density, ρB = 2.25 ρ0. Here we find E/A
= 1102 MeV. Compared with the energy per baryon in an iron nucleus, E/A ≃ 930 MeV, this is
still very large. In this sense our results are consistent with the empirical fact that stable NSQM
does not exist. However, since the energy of strange quark matter is even higher, our calculation
predicts that also SQM is not the absolute ground state of strongly interacting matter.
This result is very robust with respect to changes of the model parameters. Obviously stable
quark matter with finite strangeness is only possible if the in-medium strange quark mass is much
lower than the values we obtained above. The easiest way to reduce Ms is to choose a lower value
of the current mass ms. If we leave all other parameters unchanged, ms must not be larger than
85 MeV if we require ns 6= 0 at the minimum of E/A. With this value, we obtain much too
low masses for K and η (mK ≃ 390 MeV, mη ≃ 420 MeV), while E/A is still relatively large
(1075 MeV). If we want to come down to E/A ≃ 930 MeV we have to choose ms = 10 MeV or,
3.5The small fraction of electrons can easily be understood in the following way: Suppose there were no electrons at
all and no strange quarks. Then, for charge neutrality, we must have nd = 2nu and thus µd ≃ 21/3µu, where we have
neglected the masses of the up and down quarks. Employing beta equilibrium, Eq. (3.15), yields µe ≃ (21/3 − 1)µu
and therefore ne/n ≃ N−1c (21/3 − 1)3nu/n ≃ 0.002. This result justifies the neglect of ne in the first step, and one
can easily convince oneself that all neglected effects lead to a further reduction of ne. In fact, this estimate agrees
well with with the maximum value of ne/n.
3.6This behavior is rather different from typical parametrizations which have been invented to obtain density
dependent quark masses. Usually, these parametrizations depend on the total baryon number density ρB only and
show no plateau (see, e.g., [162, 163, 164]).
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alternatively, ms = 25 MeV and mu = md = 0. This is of course completely out of range.
We could also try to lower Ms by choosing a smaller coupling constant G. (Since φuφd is
already very small at the densities of interest, Ms is almost insensitive to the coupling constant
K). However, with a lower G the vacuum masses of all quarks drop and correspondingly the
bag constant B. This shifts the minimum of E/A to lower densities and reduces the values of
the chemical potentials at the minimum. In fact, µs at the minimum drops faster than Ms at
the minimum and hence the density of strange quarks remains zero. To avoid this effect we could
increase the coupling constant K while decreasing G, e.g., in such a way that the vacuum masses of
up and down quarks are kept constant. In order to get ns 6= 0 at the minimum of E/A we have to
lower GΛ2 to 1.5 and to increase KΛ5 to 21.27, almost twice the value of parameter set RKH [146]
and more than twice the values of HK [72] or LKW [123]. For these parameters the energy per
baryon number is still 1077 MeV. On the other hand, if we decrease the ratio G/K further, this
would flip the sign of the effective qq¯ coupling in the pseudoscalar-flavor singlet channel, which
is dominated by the combination 2G + 23K(〈u¯u〉 + 〈d¯d〉 + 〈s¯s〉). In that case there would be no
solution for the η′-meson in vacuum.
We could ask whether additional terms in the Lagrangian could help. In particular vector
interactions can be quite important at finite density, as we have seen earlier. However, since vector
mean fields are repulsive3.7 the energy per baryon number will be even larger than before and SQM
remains strongly disfavored compared with ordinary nuclei.
We thus conclude that the NJL model does not support the idea of absolutely stable SQM if we
want to keep the vacuum properties of the model at least qualitatively unchanged. The main reason
is that the strange quark mass stays rather large at densities where chiral symmetry is already
approximately restored in the non-strange sector. As a consequence SQM tends to be disfavored
against NSQM. But also the effective bag constant in that region is larger than the upper limit
of Farhi and Jaffe’s window for any value of ms. This combination is hard to beat. Of course,
we cannot exclude that the parameters which have been fixed in vacuum are not appropriate to
describe high densities. However, in order to change our conclusions, rather drastic variations
would be required.
The situation is not as clear for the possibility of strangelets to be stable against strong but not
against weak decays. With the parameters used above (set RKH [146]) we find E/A = 1210.8 MeV
for quark matter consisting of equal numbers of up, down, and strange quarks. Although this
would still be unstable against decay into Λ or Σ baryons (MΛ = 1116 MeV, MΣ = 1190 MeV),
the difference is smaller than before and could be more sensitive to the parameters (also see
Refs. [167, 168]).
A quite important effect which has not been taken into account in our analysis is the conden-
sation of diquark pairs (“color superconductivity”). As we will see, color superconductivity indeed
provides an additional binding mechanism which is more effective for strange matter (“color-flavor
locking”) than for non-strange matter. To include these effects, major extensions of the model are
3.7This depends of course on the sign of the coupling constant GV . In a different context, the authors of Ref. [165,
166] have employed a vector interaction with an unconventional sign, leading to attractive mean-fields. Although
this cannot be excluded in general, there are several arguments in favor of the “conventional” choice of sign: (i)
This sign emerges naturally, if the interaction is mediated via a heavy boson in the s-channel. For instance, in the
Walecka model [110], the ω mean-field is repulsive. (ii) This sign can also be derived from a single gluon exchange
via Fierz transformation. (iii) In order to describe vector mesons within the NJL model, the vector interaction must
be attractive in the space-like components. It is then repulsive in the time-like components, which are relevant in
the mean field. In particular, the fitted vector coupling of parameter set LKW [123], has the “conventional” sign
and leads to a repulsive vector mean field.
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necessary. This will be the central issue of the remaining part of this work. In Sec. 6.2.3 we will
come back to the SQM hypothesis and investigate to what extent our conclusions change when
diquark condensates are taken into account.
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Chapter 4
Two-flavor color superconductors
So far our discussion was restricted to quark-antiquark condensates, 〈q¯O q〉, most importantly
the “quark condensate” φ = 〈q¯q〉, related to spontaneous chiral symmetry breaking. At low
temperatures and densities this led us to a non-trivial phase with φ 6= 0, while the structure of
the high-temperature or density regime was rather simple. In fact, if we neglect the current quark
masses (chiral limit) and possible vector interactions, the chirally restored phase is completely
trivial in the NJL mean-field, and the high-density effects discussed in the previous chapters were
mainly based on the imperfect chiral restoration in the presence of quark masses.
It is known, however, that any Fermi system at sufficiently low temperatures is subject to a
Cooper instability, as soon as an arbitrarily weak attraction is present (“Cooper theorem” [169]).
The heuristic argument is very simple: Consider an infinite system of non-interacting fermions. At
T = 0 they will form a Fermi sphere, with all states occupied up to the Fermi momentum pF , and
all other states empty. Since the free energy |E~p−µ| to create a particle or a hole with momentum
~p vanishes at the Fermi surface, one could create a pair of particles (or holes) directly at the Fermi
surface without any free energy cost. If we now turn on a small attraction between the particles,
this will further lower the free energy, and thus the original Fermi sphere becomes unstable.
In BCS theory this problem is cured by the formation of a Cooper pair condensate [68]. This
leads to a gap in the excitation spectrum, i.e., excitations with vanishing free energy do no longer
exist. In ordinary (metallic) superconductors, Cooper pairs are pairs of electrons with opposite
momentum and opposite spin. In analogy we should expect that cold deconfined quark matter
becomes a “color superconductor” where pairs of quarks condense (“diquark condensate”). In fact,
whereas the elementary interaction between electrons, i.e., photon exchange, is repulsive and the
Cooper instability in metals only comes about as a subtle effect of phonon exchange in the presence
of a screened photon field [170] (see also Ref. [171]), the situation appears much more straight
forward in QCD, where already the elementary interaction, i.e., gluon exchange is attractive in
certain channels. Therefore the possibility of color superconductivity in high-density QCD matter
has already been suggested in 1975 [1], only two years after the discovery of asymptotic freedom.
However, in spite of further investigations in the 70s [7, 8]4.1 and 80s [9], until quite recently not
much attention has been payed to this possibility by a wider audience.
4.1Interestingly, the main intention of Barrois’ paper, Ref. [7], was to argue in favor of a six-quark condensate as
an alternative to a BCS-like diquark pairing.
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This changed at the end of the 90s, after it had been discovered that in the region of interest,
i.e., µ ∼ 500 MeV, the color superconducting gaps could be of the order of ∆ ∼ 100 MeV [10, 11],
much larger than originally expected. Since in standard weak-coupling BCS theory the critical
temperature for JP = 0+-pairing is given by Tc ≃ 0.57∆(T = 0) [172], this would also imply a
sizeable extension of the color superconducting phases into the temperature direction [173]. Hence,
color superconducting phases could be relevant for neutron stars [174, 175] and – if we are very
lucky – even for heavy-ion collisions [176].
The calculations of Refs. [10, 11] have been performed within NJL-type models with instanton-
inspired interactions. Later, similar results (sometimes even larger gaps) have been obtained
within the instanton model [177, 178]. The large gaps have therefore first been attributed to non-
perturbative effects which are effectively contained in these interactions, whereas the old analyses
were based on a single-gluon exchange. On the other hand, improved treatments of the gluon
exchange, which took into account that static magnetic gluons remain unscreened [179], revealed
gaps of similar size when the leading-order results are extrapolated from asymptotic densities down
to chemical potentials below 1 GeV [180]. Further improvements, however, seem to reduce the gap
again by almost one order of magnitude [181].
Soon after the rediscovery of color superconductivity it was realized that the consideration of
diquark condensates opens the possibility for a wealth of new phases in the QCD phase diagram
(see Fig. 1.1 in the Introduction). For the exploration of these phases, often NJL-type models
play a pioneering role. Since the models are relatively simple, they allow for the simultaneous
consideration of several different condensates in order to investigate their competition and mutual
influence. As we will discuss in the next chapter, this will again be most important when strange
quarks are involved. We begin, however, with the two-flavor case. Besides being a somewhat
simpler warm-up exercise, it turns out that interesting results can already be obtained for this
case.
4.1 Diquark condensates
A diquark condensate is defined as an expectation value
〈 qTO q 〉 , (4.1)
where q is a quark field with spin, flavor and color degrees of freedom, and is qT the transposed
(not adjoined!) field operator. O denotes an operator acting in Dirac, flavor and color space,
O = ODirac ⊗Oflavor ⊗Ocolor . (4.2)
It can also contain derivatives, but we will not consider this possibility here.
4.1.1 Pauli principle
A priori, the only restriction to O is provided by the Pauli principle. Since
qTO q = Oij qi qj = −Oij qj qi = −qTOT q , (4.3)
only totally antisymmetric operators OT = −O survive.
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antisymmetric symmetric
Cγ5, C, Cγ
µγ5 Cγ
µ, Cσµν
Dirac
(S) (P) (V) (A) (T)
τ2 1 , τ1, τ3︸ ︷︷ ︸U(2)
singlet triplet
λ2, λ5, λ7︸ ︷︷ ︸ 1 , λ1, λ3, λ4, λ6, λ8︸ ︷︷ ︸U(3)
antitriplet sextet
Table 4.1: Dirac operators and generators of U(2) and U(3), and their symmetries under transposition.
In this table τi denote Pauli matrices, and λi denote Gell-Mann matrices. C = iγ
2γ0 is the matrix of
charge conjugation.
The symmetry properties of various operators under transposition are given in Table 4.1. In the
first line operators in Dirac space are listed. Here C = iγ2γ0 is the matrix of charge conjugation.
The five combinations correspond to definite properties of the bilinears qTO q under Lorentz trans-
formations, as indicated below, i.e., scalar, pseudoscalar, vector, axial vector, and tensor. In the
second and the third line of Table 4.1 we have listed the generators of U(2) and U(3), respectively.
The generators of U(2) form a basis for the operator Oflavor in the two-flavor case. The corre-
sponding diquark bilinears transform as a singlet and a triplet under isospin rotations, i.e., isospin
0 and isospin 1, respectively. Finally, the generators of U(3) form a basis for the operator Ocolor
or for the operator Oflavor in the three-flavor case. Here the diquark bilinears can be decomposed
into an antisymmetric antitriplet and a symmetric sextet.
Since a totally antisymmetric operator O can be built as a product of three antisymmetric
operators ODirac , Oflavor , and Ocolor , or of one antisymmetric and two symmetric operators, there
are obviously many combinations which are in principle permitted. This highlights an important
difference to ordinary superconductors where color and flavor degrees of freedom do not exist.
In which of these channels condensation takes place cannot be decided on the basis of the Pauli
principle alone, but depends on the details of the interaction. (For a general overview about the
classification of color superconducting phases, see also Ref. [15].)
4.1.2 Scalar color-antitriplet diquark condensate
The most important example is the diquark condensate
sAA′ = 〈 qT Cγ5 τA λA′ q 〉 , (4.4)
where τA and λA′ are the antisymmetric generators of U(Nf ) and U(Nc), acting in flavor space
and in color space, respectively. In this work, we only consider the physical number of colors,
Nc = 3. Then the λA′ denote the three antisymmetric Gell-Mann matrices, λ2, λ5, and λ7.
Hence sAA′ describes a diquark condensate in the scalar (J
P = 0+) color-antitriplet channel. This
corresponds to the most attractive diquark channel for both, one-gluon exchange and instanton-
mediated interactions (see App. A.3).
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In this chapter we discuss the case of two flavors (Nf = 2). Then the flavor index in Eq. (4.4)
is restricted to A = 2, i.e., sAA′ is a flavor singlet, describing the pairing of an up quark with a
down quark. The three condensates s2A′ , A
′ = 2, 5, 7, form a vector in color space. Since this
vector can always be rotated into the A′ = 2-direction by a global SU(3)-color transformation, we
may assume s2A′ = s22 δA′2, without loss of generality. In the following, for convenience, we will
denote s22 by δ,
δ ≡ s22 = 〈 qT Cγ5 τ2 λ2 q 〉 . (4.5)
Let us briefly summarize the main properties of a phase with non-vanishing δ. (For further details,
see Ref. [12] and references therein.)
As already mentioned, the vector s2A′ transforms as an antitriplet under SU(3)-color. Denoting
the three colors by “red”, “green”, and “blue”, the explicit color-flavor structure of δ reads
δ = − 〈uTr Cγ5 dg 〉 + 〈uTg Cγ5 dr 〉 + 〈 dTr Cγ5 ug 〉 − 〈 dTg Cγ5 ur 〉 , (4.6)
where ur corresponds to a red up quark, and so on. This means, with this particular choice, only
the red and green quarks participate in the condensate, while the blue ones do not: SU(3)-color
is broken down to SU(2)4.2. Accordingly, five of the eight gluons receive a mass through the
Anderson-Higgs mechanism (“Meissner effect”). The corresponding Meissner masses have been
calculated in Ref. [184] (together with the Debye masses) for asymptotically high densities and in
Ref. [185] in the instanton liquid model.
Similarly, since the condensate carries a net electric charge, one might expect that also the
photon acquires a mass, giving rise to an ordinary (electromagnetic) Meissner effect. In fact, δ is
not invariant under a diagonal transformation generated by the electric charge operator. One finds
q → e iαQ q ⇒ δ → e iα/3 δ , where Q = diagf
( 2
3
,−1
3
)
. (4.7)
However, since δ transforms in a similar way under the color rotation
q → e iα′ λ8 q ⇒ δ → e 2iα′/
√
3 δ , (4.8)
one can find a linear combination
Q˜ = Q − 1
2
√
3
λ8 ≡ Q − diag c
( 1
6
,
1
6
,−1
3
)
, (4.9)
under which δ remains invariant. Indeed, the pairs in Eq. (4.6) have vanishing Q˜ charge, i.e., δ is
Q˜ neutral. The physical relevance of Q˜ is related to the fact that the photon and the eighth gluon
mix in the presence of δ, resulting in a state which becomes massive, while the orthogonal state
4.2Strictly speaking, gauge symmetries cannot be broken spontaneously [182] (see, however, Ref. [183] for possible
caveats). This also applies to the “spontaneous breaking” of the electromagnetic U(1) in ordinary superconductors
or the breaking of the SU(2)L×U(1)Y in electroweak theory. In all these cases the spontaneous symmetry breaking
can only be discussed after gauge fixing. Adopting Rajagopal and Wilczek’s point of view, we therefore interprete
the spontaneous breaking of a gauge symmetry as a “convenient fiction” [12] in a fixed gauge. The important point
is that this “fiction” leads to correct predictions for “real”, i.e., gauge invariant, observables. Whereas the vector
(s2A′ ), and thus δ, is not a gauge invariant quantity, the gap in the quasiparticle spectrum only depends on its
“length”, |δ| =
√
|s22|2 + |s25|2 + |s27|2, which is gauge invariant. This may also be taken as some justification for
studying color superconductivity within NJL-type models, although these models are only symmetric under global
SU(3)-color.
73
remains massless. This is quite analogous to the mixing which gives rise to the massive Z-boson
and the massless photon in electroweak theory. In the present case Q˜ is the charge the massless
combination (the “rotated photon”) is coupled to.
Like all diquark condensates, δ breaks the U(1) symmetry, related to baryon number conser-
vation, down to Z2
4.3. However, analogously to the case of electromagnetism, one can construct a
new unbroken global symmetry as a combination of U(1) with the color rotation Eq. (4.8). Thus,
there is a conserved “rotated” baryon number.
As a flavor singlet, δ is invariant under isospin transformations SU(2)V . One can easily show
that δ is also invariant under the corresponding axial transformations SU(2)A, i.e., δ leaves chiral
symmetry unbroken. Hence, there is no global symmetry broken by δ and, consequently, there are
no Goldstone bosons.
We have already pointed out in the introduction to this chapter that a non-vanishing diquark
condensate leads to a gap in the quark excitation spectrum. Typically, the quasiparticle dispersion
laws take the form
ω∓(~p) =
√
(Ep ∓ µ)2 + |∆|2 , (4.10)
where ω− corresponds to the free energy needed to create a particle above or a hole below the
Fermi surface and ω+ is the corresponding antiparticle term. Ep =
√
~p 2 +m2 is again the on-shell
energy of a non-interacting quark with mass m. Thus, there is a minimal free energy, δF = 2|∆|,
which is needed to excite a particle-hole pair from the ground state. In general, ∆ is an energy
and momentum dependent quantity and can be different for quarks and antiquarks, but we may
ignore this in this more qualitative discussion.
Like in the case of chiral symmetry breaking, the most transparent, but also most elaborate
way to derive ∆ is via an explicit pairing ansatz for the ground state |g.s.〉 as a coherent state of
red and green up and down quarks with zero total momentum [10, 12],
|g.s.〉 =
∏
~p,s,c,c′
[
cos θbs(~p) + ε3cc′ e
iξbs(~p) sin θbs(~p) b
†(~p, s, u, c) b†(−~p, s, d, c′)
]
[
cos θds(~p) + ε3cc′ e
iξds (~p) sin θds(~p) d
†(~p, s, u, c) d†(−~p, s, d, c′)
]
|0〉 . (4.11)
Here we have used the same notation as in Eq. (2.35). We have left out the part of the unpaired
blue quarks, which decouples from the paired sector. The upper line describes particle-particle
and, if measured relative to a filled Fermi sea, hole-hole pairing and basically corresponds to a
standard BCS ansatz. The lower line corresponds to antiparticle-antiparticle pairing. This term is
of course missing in non-relativistic descriptions.
For given chemical potential µ, the variational functions θb,ds (~p) and ξ
b,d
s (~p) are fixed by mini-
mizing the free energy 〈g.s.|Hˆ−µ Nˆ |g.s.〉, where Hˆ is the Hamiltonian and Nˆ is the quark number
operator. This minimization problem can be transformed into a self-consistency problem for the
gap parameter ∆. Details of this gap equation depend of course on the interaction. For NJL-type
models where the interaction is short ranged it is typically of the form
∆ = 8H∆
∫
d3p
(2π)3
{ 1
ω−(~p)
+
1
ω+(~p)
}
, (4.12)
4.3In finite systems, the total baryon number is of course conserved. The correct interpretation is that there are
long-range correlations C(y, x) ∼ 〈q†(y)q†(y)q(x)q(x)〉, describing the superfluid transport of a fermion pair from a
point x to a distant point y. In the grand canonical treatment of infinite systems this is a result of the factorization
C(y, x) ∼ 〈q†(y)q†(y)〉〈q(x)q(x)〉 = |〈qq〉|2.
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where H is the coupling constant in the scalar color-antitriplet channel. (This particular equation
will be derived in Sec. 4.3.2 within a more generalized framework.)
Obviously, Eq. (4.12) always has a trivial solution, ∆ = 0. On the other hand, for µ > m and
∆→ 0, the integral on the r.h.s. becomes logarithmically divergent, due to a pole of 1/ω− at the
Fermi surface. Thus, even for arbitrarily small positive (attractive) values of H , there is always a
non-trivial solution which approximately behaves like
∆ ∝ exp (−const .
H
) . (4.13)
The logarithmic divergence which guarantees the existence of the non-trivial solution is the formal
manifestation of the Cooper instability. This feature is qualitatively different from the chiral gap
equation, Eq. (2.23), where non-trivial solutions require a certain minimal value of the coupling
constant4.4.
4.2 Interaction
For the explicit computation of the color superconducting gaps and related quantities, we have,
of course, to specify the quark-quark interaction. Unfortunately, this interaction in poorly known
in the most interesting regime of a few times nuclear matter density. Before we introduce the
NJL-type interactions which will be the main basis of our further investigations, we briefly discuss
the microscopic (QCD based) approach at asymptotically large densities.
4.2.1 Asymptotic densities
Because of asymptotic freedom, the QCD coupling constant becomes small at large momentum
scales and QCD can be treated perturbatively (see Eq. (1.4)). Since at finite density the scale is
set by the Fermi momentum, it was realized rather early that QCD becomes relatively simple in
the high-density phase [1] and a description starting from first principles should be possible. This
was also the basis of the early studies of color superconductivity [7, 8, 9]. More recently, the large
gaps which have been found within the more phenomenological approaches of Refs. [10, 11] have
also evoked renewed interest in asymptotic studies (see Refs. [14, 15] for recent reviews).
The gap equation for the color superconducting phase can be derived within Dyson-Schwinger
formalism [176, 180, 189]. In the weak-coupling limit, the interaction between quarks is dominated
by single gluon exchange. This amounts to evaluating the quark self-energy
Σ(p) = −ig2
∫
d4k
(2π)4
Γµa S(k) Γ
ν
b D
ab
µν(k − p) , (4.14)
where S(k) and Dabµν(k − p) denote quark and gluon propagators, respectively, g is the QCD
coupling constant, and Γµa is the quark-gluon vertex. To leading order it is basically the free vertex
γµλa. The essential part of this diagram is depicted in Fig. 4.1. Because of the non-conservation
of (ordinary) baryon number, two quarks can be absorbed or created by the condensate (shaded
blob). This gives rise to a so-called anomalous contribution to the self-energy which is proportional
to the gap. This will be discussed in more details in Sec. 4.3.1.
4.4Formally, in Eq. (4.12) the same is true for µ < m. Then the trivial solution corresponds to zero density, i.e.,
there is no Fermi sphere which could become unstable. Nevertheless, there could be a non-trivial solution of the
gap equation, if H is sufficiently strong [177, 186, 187, 188].
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Figure 4.1: Anomalous quark self-energy diagram determining the diquark gap at asymptotically large
density. The wavy line symbolizes a gluon. The shaded blob corresponds to the insertion of a diquark
condensate.
If the gluon in Eq. (4.14) is replaced by a point interaction we arrive at a standard BCS-
type gap equation, like in Eq. (4.12). Originally it was concluded from this analogy that the gap
should behave like exp (−const ./g2) at weak coupling, leading to rather small gaps [9]. However,
it has long been known for ordinary superconductors that the behavior can be rather different for
long-range forces due to retardation effects [190].
In Ref. [180], the gluon propagator was taken to be of the general form [108],
Dabµν(q) = (
PLµν
q2 − F (q0, |~q|) +
PTµν
q2 −G(q0, |~q|) − ξ
qµqν
q4
) δab , (4.15)
where PL,Tµν are longitudinal and transverse projectors, respectively, and ξ is a gauge parameter.
The function F describes the Debye screening of the longitudinal (electric) gluons. The transverse
(magnetic) gluons are dynamically screened due to Landau damping, but there is no screening of
the static (q0 = 0) modes. To first approximation [180]
F = 2Nf
g2µ2
4π2
and G =
π
4
q0
|~q| F . (4.16)
Since typical frequencies are of the order of the gap, q0 ∼ ∆, the magnetic gluons cause a second
logarithmic divergence, such that the integral in Eq. (4.14) diverges like (ln∆)2, rather than ln∆.
In this way the behavior of the gap is changed to
∆
µ
∝ exp (− 3π
2
√
2g
) , (4.17)
which has first been found by Son [179] based on a renormalization group study. Afterwards this
has been confirmed by several authors within the Dyson-Schwinger approach [173, 176, 180, 189].
In particular, Eq. (4.17) remains valid if, instead of Eq. (4.16), F and G are calculated within hard
dense loop approximation [180].
Eq. (4.17) has the striking consequence that asymptotically ∆ grows to arbitrarily large values
although the coupling becomes weaker.Note that g =
√
4παs behaves like 1/
√
lnµ, where we have
assumed that the momentum scale Q is proportional to µ. But also when the leading-order results
are extrapolated downwards into the (astro-) physically more interesting regime below 1 GeV, gaps
of the order ∼ 100 MeV are found [180].
However, although appreciated as nice support for the results based on phenomenological in-
teractions it is clear that the perturbative approach (i.e., one-gluon exchange) cannot be trusted at
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densities of relevance. To estimate the range of validity of these calculations let us assume (quite
optimistically) that the perturbative regime begins at Q ≈ 1.5 GeV and identify this momentum
scale with the chemical potential. For two massless flavors this corresponds to a baryon number
density ρB = 2/(3π
2)µ3 ≈ 30 fm−3, which is about 175 times nuclear saturation density, well
beyond the maximum densities of about 10 ρ0 expected in the centers of compact stars. On the
other hand, at Q ≈ 1.5 GeV the coupling is still rather large, αs ≃ 0.35 [28], i.e., g ≃ 2.
In Ref. [65] Rajagopal and Shuster employed the gauge parameter ξ in Eq. (4.15) to study
the relevance of higher-order terms. Since (in principle) the gap in the excitation spectrum is an
observable and thus a gauge invariant quantity, it must not depend on ξ. In Ref. [180] Scha¨fer and
Wilczek showed, that the gap equation indeed becomes independent of ξ at infinitely large chemical
potential and therefore they dropped the ξ-dependent terms in their calculations. In contrast, the
authors of Ref. [65] kept these terms and investigated the ξ-dependence of the result at given
chemical potential. While they confirmed that these terms become negligible for µ → ∞, they
found that they only begin to become small for couplings g . 0.8. Again identifying the momentum
scale Q with the chemical potential, this corresponds to µ≫ 108 MeV (ρB ≫ 5·1016ρ0)! Moreover,
since the gap is dominated by almost collinear scattering, |~k− ~p| ≪ µ, it is likely that the relevant
momentum scale is much lower than µ, as also indicated by renormalization group studies [191].
This would push up the “asymptotic regime” even further.
Of course, the range of validity of the calculations can be extended by taking into account
higher-order corrections. In the mean-time a complete analysis to subleading order in g has been
performed [181, 192]. Nevertheless, in view of our “optimistic estimate” above, it is very unlikely
that any calculation that is based on the use of perturbation theory can be reliably extrapolated
down to the physically interesting regime.
4.2.2 NJL-type interactions
Alternatively, color superconductivity can be studied within models which are based on vacuum
phenomenology, like instanton models [177, 178] or NJL-type models, e.g., Refs. [10, 11, 69, 109].
It is obvious that the use of models cannot overcome the problems discussed at the end of the
previous section: While the gluon-exchange based studies become exact at asymptotic densities,
but cannot reliably be extrapolated down to densities at physical relevance, NJL-type interactions
are mostly constrained by fitting vacuum properties, and it is not clear whether the parameters
obtained in this way can still be trusted in the deconfined phase.
In principle, instanton models are in a somewhat better situation, since they are based on
a semiclassical description of the QCD vacuum and therefore less phenomenological. In fact,
the single instanton solutions and the corresponding zero modes at finite chemical potential are
known [193, 194]. However, in the instanton liquid model there are additional parameters, namely
the average instanton size ρ¯ and the instanton density 1/R¯4, which are well constrained in vacuum
but not yet fully under control at finite density. In Ref. [177] these parameters have been kept
constant. On the other hand, at finite density, instantons and anti-instantons could cluster to
molecules, rather than being randomly distributed [178]. In this way the characteristics of the
effective quark-antiquark and quark-quark interactions can change considerably since the strength
of the vertices related to isolated instantons (the ’t Hooft interaction) decreases, while new vertices
with different quantum numbers emerge [195]. In particular, in contrast to isolated instantons,
molecules do not break the UA(1) symmetry. As suggested in Ref. [196], instantons could also be
lined up in long diquark chains. The competition between these possibilities has been investigated
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in Ref. [195] within a simple statistical mechanics approach, but the issue is not yet completely
settled.
It is clear that these uncertainties remain, if instanton effects are approximated by NJL-type
interactions (e.g., neglecting the momentum dependence of the vertices), and the situation is even
worse for general NJL models, which are based on symmetries and vacuum phenomenology only.
Another problem which arises in this case is the fact that the coupling constants in the quark-
quark channel cannot unambiguously be related to the coupling constants in the quark-antiquark
channel. To see this, consider an NJL-type interaction of the form
Lint = gI(q¯ Γˆ(I)q)2 , (4.18)
where Γˆ(I) is an operator corresponding to the quark-antiquark channel I. As detailed in App. A,
we can perform a Fierz transformation to describe the effect of the total (direct plus exchange)
interaction by a Lagrangian
Lqq¯ =
∑
M
GM (q¯ Γˆ
(M)q)2 , (4.19)
where the sum runs over all quark-antiquark channels M and the effective coupling constants GM
can be calculated from the gI . Of course, in order to avoid double counting, exchange diagrams
should not be evaluated explicitly when using this Lagrangian instead of Lint .
Analogously, we can perform a Fierz transformation into the particle-particle channel to derive
an effective quark-quark interaction
Lqq =
∑
D
HD (q¯ Γˆ
(D) C q¯T )(qT C Γˆ(D)q) , (4.20)
where D corresponds to the various diquark channels. Thus, if we know the underlying Lagrangian
Lint , the quark-antiquark coupling constants GM and the quark-quark coupling constants HD are
uniquely fixed.
However, often we do not have an underlying theory. In this case we may directly start from
Lqq¯ , e.g., in order to describe the meson sector in vacuum, and only impose constraints according
to the symmetries. This is, what we have usually done in this work. In this case, if we know all
GM (including those in the color octet channels), we still can calculate the HD. However, usually
only an incomplete subset of the coupling constants GM can be determined by fitting data. In
this case, and without underlying theory, there is no unique solution for the quark-quark coupling
constants HD.
A popular example for Lint is the color current interaction
Lint = −g (q¯γµλaq)2 , (4.21)
which can be thought of as abstracted from the QCD Lagrangian by converting the original SU(Nc)
gauge symmetry into a global symmetry of the quark color currents. For two flavors and three
colors, the corresponding effective quark-antiquark Lagrangian reads (see App. A.3)
Lqq¯ = GS
[
(q¯q)2 + (q¯ ~τq)2 + (q¯ iγ5q)
2 + (q¯ iγ5~τq)
2
]
+ . . . , (4.22)
with GS =
8
9 g. The ellipsis stands for vector and axial-vector terms and for color-octet terms.
(Note that the terms we have written explicitly are just the Lagrangian L1 defined in Eq. (2.76).)
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For the effective quark-quark Lagrangian one obtains
Lqq = HS
∑
A=2,5,7
[
(q¯ iγ5τ2λA C q¯
T )(qT C iγ5τ2λAq) + (q¯ τ2λA C q¯
T )(qT C τ2λAq)
]
+ . . . ,
(4.23)
with HS =
2
3 g. Here the ellipsis comprises vector and axial-vector terms, as well as color-sextet
terms.
Comparing these results, we find that the coupling constant HS in the scalar diquark channel
is related to the coupling constant GS in the scalar quark-antiquark channel as HS : GS = 3 : 4.
Accidentally, the same relation follows if we start from a two-flavor instanton induced interaction
(see App. A.3). Nevertheless, this relation is not universal. For instance, if we choose Lint = L1
as defined in Eq. (2.76), we still obtain effective interactions of the form of Eqs. (4.22) and (4.23),
but with GS = G1 and HS = 0. Thus, if we only know the value of GS , e.g., from a fit to the
pseudoscalar spectrum, we cannot infer the value of HS without making assumptions about the
underlying interaction.
If the quark-antiquark interaction has been constrained empirically, the most natural solution
to this problem would be to determine the quark-quark coupling constants empirically, too. Unfor-
tunately, the analog to the meson spectrum would be a diquark spectrum, which of course does not
exist in nature. This means, one would have to fit the baryon spectrum by solving Fadeev equations,
which is much more difficult. Fits which have been performed so far seem to be consistent with the
one-gluon relation HS : GS = 3 : 4, but there are large uncertainties. In this context it would also
be interesting to look at the recently discovered Θ+(1540) baryon [197, 198, 199, 200, 201] which
is a candidate to be a uudds¯ pentaquark, being a member of a flavor antidecuplet. This state
and in particular its small width have been predicted some time ago by Praszalowicz [202] and by
Diakonov, Petrov, and Polyakov [203] within the chiral soliton model (but see Refs. [204, 205] for
controversial opinions). However, as recently suggested by Jaffe and Wilczek [206], it could also be
understood as two highly correlated ud pairs, forming a scalar color and flavor antitriplet, bound
to an s¯ quark. If true, this could provide interesting information about the interaction in the scalar
diquark channel. Unfortunately, there are many competing scenarios, like the model of Shuryak
and Zahed, where one of the scalar diquarks is replaced by a tensor one [207].
It is clear that NJL-type models cannot yield quantitative predictions, e.g., about the size
of the color superconducting gap, until more information about the parameters is available. Ul-
timately, this information must come from “outside”, e.g., from Dyson-Schwinger calculations,
improved instanton models or, if possible, from lattice calculations. The NJL coupling constants
may then play the role of Fermi liquid parameters, possibly derived using renormalization group
techniques [208, 209], allowing for a simplified description of the quark matter in a given density
regime4.5.
At present, NJL models are basically used in this way although, of course, on a much more spec-
ulative basis. We have already pointed out that the simplicity of the NJL interactions allows for the
simultaneous investigation of several different condensates, uncovering important interdependen-
cies which are much harder to explore in other approaches. This will be discussed in more technical
details in the next section and stays the most important theme of this work. Lacking better pre-
scriptions, we will usually employ vacuum parameters and simple relations, like HS : GS = 3 : 4,
to fix the diquark coupling. With these parameters, we typically find a scalar diquark gap of the
4.5Non-Fermi liquid corrections to normal conducting quark matter have been investigated in Refs. [210, 211, 212].
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order ∼ 100 MeV, in agreement with other calculations, e.g. [10, 11]. Of course, since the latter
were based on similar assumptions, this cannot be taken as a proof for the correctness of these
numbers. However, we can study what happens to them if additional effects are taken into account.
Our following investigations should mainly be interpreted in this way.
When dealing with NJL-type models we should also keep in mind that the Lagrangian is only
globally symmetric under SU(3)-color. Hence, strictly speaking, there is no color superconductivity,
but only “color superfluidity”. The spontaneous breaking of the global SU(3)-color symmetry leads
to false Goldstone modes which are absent in QCD due to the Meissner effect. (The “would-be”
Goldstone bosons are “eaten” by the gluons.) Therefore the spectrum of bosonic excitations has
to be interpreted with great care. For the fermionic degrees of freedom the replacement of a gauge
symmetry by a global one should be less problematic.
4.3 Interplay with other condensates
In Chap. 2 we have discussed the properties of two-flavor quark matter, mostly concentrating on
the role of the quark (-antiquark) condensate
φ = 〈q¯ q〉 , (4.24)
which is related to chiral symmetry breaking and the non-trivial vacuum structure. We have
now seen that there are good arguments to believe that two-flavor quark matter at high density is
dominated by the scalar diquark condensate δ (Eq. (4.5)), which has been discussed in some details
in Sec. 4.1.2. In the chiral limit, and assuming that the chiral phase transition coincides with the
deconfinement one, it is clear that δ and φ characterize two disjoint regimes: In the hadronic phase
we have φ 6= 0 but there are no free quarks which could condense, while in the deconfined phase
φ = 0 if chiral symmetry is restored. The situation is of course different when chiral symmetry
is explicitly broken by a non-vanishing current quark mass. In this case, as we have seen before,
φ cannot vanish completely and coexists with the diquark condensate above µc. The question is
then, whether this has sizeable effects or whether we can safely neglect the influence of φ in the
deconfined phase.
Obviously, NJL-type models which have been employed for studying both, spontaneous chiral
symmetry breaking and diquark condensation, offer the nice possibility to study both condensates
and their interplay on the same footing. This has been done first by Berges and Rajagopal [69].
Their results are in qualitative agreement with our general considerations above: In the chiral limit,
they find a first-order phase transition from the vacuum where φ 6= 0 and δ = 0 to a high-density
phase with δ 6= 0 and φ = 0. After including a non-vanishing current quark mass, δ remains zero
below the phase transition, but φ does no longer drop to zero at the transition point. In fact, just
above µc, the gaps related to δ and φ are of similar magnitude.
We can go further [213]: In a fully self-consistent treatment, one has to include all possible
condensates which are not protected by unbroken symmetries4.6. First of all, at finite density,
Lorentz invariance is broken and therefore the existence of Lorentz non-invariant expectation values
becomes possible. The most obvious example is of course the density itself,
n = 〈q¯ γ0 q〉 , (4.25)
4.6This does not include equivalent condensates, i.e., condensates which can be obtained from the considered ones
by one of the spontaneously broken symmetry transformations.
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n n8 φ φ8 δ δ0
Lorentz 8 8 4 4 4 8
U(1) 4 4 4 4 8 8
UA(1) 4 4 8 8 8 4
SU(2)V 4 4 4 4 4 4
SU(2)A 4 4 8 8 4 8
SU(3)c 4 8 4 8 8 8
Table 4.2: Symmetries conserved (4) or not conserved (8) by the condensates considered in this section.
which transforms like the time component of a 4-vector. We have already seen in Sec. 2.3.2 that
the influence of n on the phase structure can be quite large if vector interactions are present.
In a similar way, there could be a Lorentz non-invariant diquark condensate [9, 166, 214],
δ0 = 〈qT Cγ0γ5 τ2 λ2 q〉 , (4.26)
which also transforms like the time component of a 4-vector.
Moreover, since in the presence of δ or δ0 color SU(3) is broken, there is no reason to assume
that all other condensates are color-SU(3) invariant in this state. For instance, we should expect
that the contributions of red and blue quarks, φr and φb, to the quark condensate φ could be
different, thus giving rise to a non-vanishing expectation value
φ8 = 〈q¯ λ8 q〉 = 2√
3
(φr − φb) . (4.27)
Here we have assumed that the condensate of green quarks and antiquarks, φg, is equal to φr ,
because we do not want to break the color-SU(2) subgroup which was left unbroken by δ and δ0.
Similarly, the densities of red and blue quarks will in general not be the same, i.e., in addition
to the total number density n = 2nr + nb there could be a non-vanishing expectation value
n8 = 〈q¯ γ0 λ8 q〉 = 2√
3
(nr − nb) . (4.28)
Since these color-symmetry breaking expectation values, induced by the presence of color-symmetry
breaking diquark condensates, could in turn influence the properties of the diquark condensates,
in principle, all condensates should be studied in a self-consistent way.
The various condensates and their symmetry properties are listed in Table 4.2. Given that
Lorentz invariance, color SU(3), and chiral symmetry are broken, this is the minimal set of con-
densates one has to take into account in a fully self-consistent calculation. Of course, if favored by
the interaction, other condensates which break additional symmetries are possible. One example,
a spin-1 condensate which breaks the rotational invariance, will be discussed in Sec. 4.4.
4.3.1 Hartree-Fock approach
To illustrate the necessity of including the additional condensates Eqs. (4.25) to (4.28) in a “fully
self-consistent calculation” and what we mean by this term we consider the generic NJL-type
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Lagrangian
Lˆ = L+ µ q†q = q¯ (i∂/−m+ µγ0) q + gi (q¯ Γi q)2 , (4.29)
where Γi are arbitrary local operators in Dirac, flavor and color space, and gi are the corresponding
coupling constants. (We implicitly assume a sum over i.) We have already added a chemical
potential term µ q†q, which is formally equivalent to a Lorentz non-invariant energy term in the
Lagrangian.
It is quite obvious that the fundamental Bogoliubov-Valatin approach to derive the gap equa-
tion becomes extremely involved when more than one condensate is present4.7. In this case it is
most convenient to apply Nambu-Gorkov formalism [216] (see also [172, 217]). To that end, one
introduces charge conjugated fields and operators,
qC(x) = C q¯T (x) , q¯C(x) = qT (x)C , ΓCi = −C ΓT C , (4.30)
and rewrites Eq. (4.29) as
Lˆ = 1
2
[ q¯ (i∂/−m+ µγ0) q + q¯C (−i←−∂/ −m− µγ0) qC ] + 1
4
gi [ (q¯ Γi q) + (q¯
C ΓCi q
C) ]2 . (4.31)
Next, one formally doubles the number of degrees of freedom by treating q and qC as independent
variables. To this end one defines a bispinor field Ψ and operators Γˆi in the corresponding bispinor
space,
Ψ(x) =
1√
2
(
q(x)
qC(x)
)
, Γˆi =
(
Γi 0
0 ΓCi
)
. (4.32)
In this way the Lagrangian can be written in a rather compact form,
Lˆ = Ψ¯ S˜−10 (x)Ψ + gi(Ψ¯ ΓˆiΨ)2 , (4.33)
quite similar to the original Lagrangian, Eq. (4.29). Here S˜−10 (x) plays the role of the inverse bare
propagator of the bispinor fields in coordinate space. Its Fourier transform in momentum space is
given by
S−10 (p) =
(
p/+ µγ0 −m 0
0 p/− µγ0 −m
)
. (4.34)
Now we want to take into account self-energy contributions to the propagator due to the interaction.
According to the quantum numbers of the six different condensates discussed in the previous section
we make the following ansatz:
S−1(p) = S−10 (p)− Σˆ(p) =
(
p/+ µˆγ0 − Mˆ (∆ +∆0γ0) γ5τ2λ2
(−∆∗ +∆∗0γ0) γ5τ2λ2 p/− µˆγ0 − Mˆ
)
, (4.35)
where
Mˆ =M0 +M8 λ8 and µˆ = µ˜+ µ˜8 λ8 (4.36)
are matrices in color space, describing color dependent constituent quark masses and color depen-
dent effective chemical potentials. Unlike the bare inverse propagator, Eq. (4.35) also contains
4.7A variational analysis, which includes several color and flavor dependent diquark and quark-antiquark conden-
sates has recently been presented in Ref. [215].
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Figure 4.2: Hartree (left) and Fock (right) contribution to the quark self-energy. The bold solid lines
indicate dressed Nambu-Gorkov propagators. The dotted lines symbolize the interaction.
non-diagonal elements in Nambu-Gorkov space. These connect quark fields with charge conju-
gated quark fields and thus describe self-energy contributions due to diquark condensates. Here
the advantage of the bispinor notation becomes obvious.
We can now proceed analogously to Sec. 2.2.1: We first invert Eq. (4.35) to calculate the
propagator S(p). The result is a rather lengthy expression which is given in App. B. Here we just
mention that, due to the non-diagonal Nambu-Gorkov components in Eq. (4.35), the propagator
also gets non-diagonal components which are the origin of the anomalous propagation mentioned
earlier. Using this propagator we then calculate the quark self-energy in some given approximation
scheme. Identifying this with Σˆ in Eq. (4.35) we finally obtain a set of self-consistent gap equations
for the parameters M0, M8, µ˜, µ˜8, ∆, and ∆0 of our ansatz.
In the following, we consider the quark self-energy in Hartree-Fock approximation,
Σˆ = ΣˆH + ΣˆF (4.37)
which is illustrated in Fig. 4.2. The Hartree term (left) is given by
ΣˆH = 2i gi
∫
d4p
(2π)4
1
2
Tr [Γˆi S(p)] Γˆi . (4.38)
Here the trace is to be taken over Dirac, flavor, color, and the two bispinor degrees of freedom.
Note that in order to correct for the artificial doubling of the number of degrees of freedom we
have to introduce a factor 12 in front of the trace
4.8. It is immediately clear from Eq. (4.38) that in
Hartree approximation only self-energy contributions proportional to the operators Γˆi can arise. In
particular, since in our case all operators are diagonal in Nambu-Gorkov space, ΣH is also diagonal,
and hence ∆ = ∆0 = 0. In order to obtain non-vanishing diquark gaps we must therefore consider
the Fock contribution to the self-energy, which is given by
ΣˆF = −2i gi
∫
d4p
(2π)4
Γˆi S(p) Γˆi . (4.39)
Unlike the Hartree term its operator structure is not restricted to terms proportional to the Γˆi.
In fact, because of the rather complicated form of the propagator, it is quite difficult to “see”
4.8This can be seen most easily, if we consider a scalar interaction Γi = Γ
C
i = 1 and the simplified case M0 6= 0,
but M8 = µ˜ = µ˜8 = ∆ = ∆0 = 0. In this case S−1(p) is easily inverted and S(p) is diagonal in Nambu-Gorkov
space with S11 = S22 being ordinary fermion propagators with mass M0. Taking the trace gives thus twice the
result without fermion doubling, which has to be corrected by the factor 1
2
. A more general derivation of the factor
1
2
can be found, e.g., in Ref. [184]
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without explicit calculation how the matrix Γˆi S(p) Γˆi looks like. Thus, if we started with some
arbitrary inverse propagator S−1(p), it could happen that the Hartree-Fock self-energy calculated
from the corresponding propagator contains operators which are not present in the original ansatz.
For instance, if we started from Eq. (4.35), but without allowing for color dependent constituent
quark masses (i.e., terms proportional to λ8 in the diagonal Nambu-Gorkov components) it could
turn out that the resulting Hartree-Fock self-energy contains such terms, and the equations cannot
be closed. If in such a case we simply ignored the extra terms, this would be an example of a “not
fully self-consistent” calculation.
As pointed out in the previous section, the only way to prevent this problem is to allow for all
possible terms which are consistent with the unbroken symmetries of the system. Here “unbroken”
means unbroken, including all other condensates. Hence, if we add a new condensate which breaks
additional symmetries, this can induce further condensates which then have to be taken into
account. Since Eq. (4.35) has been constructed in this way, we can be sure that this ansatz will
lead to a closed set of gap equations.
4.3.2 Thermodynamic potential
As we have seen earlier, it is often advantageous to derive the gap equations from a thermodynamic
potential, rather than directly from a Dyson series. In the present case this even turns out to be
simpler. Therefore we do not pursue the programme outlined in Sec. 4.3.1 in detail, but start over
again and first calculate the thermodynamic potential of the system.
As before, the first step will be that we linearize the interaction terms of the Lagrangian in the
presence of the condensates we want to take into account. In this way, however, obviously only
those condensates can contribute which correspond to an interaction channel of the Lagrangian. In
particular, when the Lagrangian contains only quark-antiquark interactions, like Eq. (4.29), there
will be no contribution from diquark condensates to the linearized Lagrangian. This is because
the linearization procedure corresponds to a Hartree approximation. However, as briefly discussed
in Sec. 4.2.2, particle-particle terms can be included via Fierz transformation. Starting from a
given Lagrangian, one transforms the interaction terms into the particle-particle channel (as well
as into the particle-antiparticle exchange channel) and adds the resulting terms to the original
Lagrangian. In this way one gets a new Lagrangian Leff which contains both, particle-antiparticle
and particle-particle interactions. By construction, this new Lagrangian is meant to be used in
Hartree approximation only. A few examples for Leff are given in App. A.3.
At this point we stay rather general and consider the Lagrangian
Leff = q¯(i∂/−m)q + Lqq¯ + Lqq (4.40)
with a quark-antiquark interaction of the form
Lqq¯ = G(0)s (q¯q)2 + G(8)s (q¯λaq)2 + G(0)v (q¯γ0q)2 + G(8)v (q¯γ0λaq)2 + . . . , (4.41)
and a quark-quark interaction
Lqq = H (q¯ iγ5C τ2λA q¯T )(qTC iγ5τ2λA q) + H0 (q¯ γ0γ5C τ2λA q¯T )(qTC γ0γ5τ2λA q) + . . . .
(4.42)
Here the dots indicate possible other channels, not related to the condensates φ, φ8, ρ, ρ8, δ, or
δ0. In Eq. (4.41) λa, a = 1, . . . , 8, denotes the eight Gell-Mann matrices, while in Eq. (4.42) λA,
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A = 2, 5, 7, denotes the antisymmetric Gell-Mann matrices. All color indices are understood to be
summed over, i.e., the Lagrangian is invariant under a global SU(3)c.
Now we linearize this Lagrangian in the presence of the six condensates and then express the
result in terms of bispinor fields, Eq. (4.32). In this way one finds
Lmean fieldeff + µ q†q = Ψ¯ S˜−1Ψ − V , (4.43)
where S˜−1 is the Fourier transform of the dressed inverse Nambu-Gorkov propagator given in
Eq. (4.35), and
V =
(M0 −m)2
4G
(0)
s
+
M28
4G
(8)
s
+
(µ˜− µ)2
4G
(0)
v
+
µ˜28
4G
(8)
v
+
|∆|2
4H
+
|∆0|2
4H0
. (4.44)
Here we have identified the constituent quark masses
M0 = m− 2G(0)s φ , M8 = −2G(8)s φ8 , (4.45)
the effective chemical potentials
µ˜ = µ+ 2G(0)v n , µ˜8 = 2G
(8)
v n8 , (4.46)
and the diquark gaps
∆ = −2Hδ , ∆0 = 2H0δ0 . (4.47)
For later convenience, but also for the interpretation of the results, it is useful to perform
linear combinations to get red and blue quantities, e.g., red and blue constituent quark masses
Mr =M0 +
1√
3
M8 and Mb =M0 − 2√3 M8. We then find
Mr = m − 2
3
(6G(0)s + 2G
(8)
s )φr −
2
3
(3G(0)s − 2G(8)s )φb ,
Mb = m − 2
3
(6G(0)s − 4G(8)s )φr −
2
3
(3G(0)s + 4G
(8)
s )φb ,
µ˜r = µ +
2
3
(6G(0)v + 2G
(8)
v )nr +
2
3
(3G(0)v − 2G(8)v )nb ,
µ˜b = µ +
2
3
(6G(0)v − 4G(8)v )nr +
2
3
(3G(0)v + 4G
(8)
v )nb . (4.48)
Since Eq. (4.43) is bilinear in the bispinor fields Ψ (+ the constant V ), the thermodynamic
potential at temperature T and chemical potential µ is evaluated straight forwardly,
Ω(T, µ) = −T
∑
n
∫
d3p
(2π)3
1
2
Tr ln
( 1
T
S−1(iωn, ~p)
)
+ V . (4.49)
Formally, the main difference to the earlier expression, Eqs. (2.46) and (2.47), is that the trace has
now been extended to the bispinor space, which must again be corrected by a factor 12 in front. In
practice, Eq. (4.49) is more complicated because the inverse propagator S−1, Eq. (4.35), has not
the form of a free fermion inverse propagator, i.e., we can not simply copy a textbook result.
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Evaluating the trace and performing the Matsubara sum one obtains
Ω(T, µ) = −4
∫
d3p
(2π)3
{
2
(ω− + ω+
2
+ T ln(1 + e−ω−/T ) + T ln(1 + e−ω+/T )
)
+
(
Ep,b + T ln(1 + e
−E−/T ) + T ln(1 + e−E+/T )
)}
+ V + const. . (4.50)
The factor 4 in front of the integral corresponds to the spin and flavor degeneracy, while the factor
2 in the first line of the integrand reflects the two paired colors. The second line corresponds to the
blue quarks which do not participate in a diquark condensate. Their dispersion laws are therefore
the standard ones,
E∓ = Ep,b ∓ µ˜b =
√
~p 2 +M2b ∓ µ˜b . (4.51)
On the other hand the dispersion laws of the red and green quarks which enter the first line of
Eq. (4.50) are much more complicated,
ω∓ =
√
~p 2 +M2r + µ˜
2
r + |∆|2 + |∆0|2 ∓ 2s , (4.52)
with
s =
√
(µ˜2r + |∆0|2)~p 2 + t2 , t = Mrµ˜r −Re(∆∆∗0) . (4.53)
These dispersion laws will be discussed in more detail in Sec. 4.3.3.
The self-consistent solutions of the condensates correspond again to the stationary points of
the thermodynamic potential,
δΩ
δM0
=
δΩ
δM8
=
δΩ
δµ˜
=
δΩ
δµ˜8
=
δΩ
δ∆∗
=
δΩ
δ∆0
∗ = 0 . (4.54)
This leads to the following expressions for the various expectation values:
φr =−4
∫
d3p
(2π)3
{ Mrs− µ˜rt
2s ω−
tanh (
ω−
2T
) +
Mrs+ µ˜rt
2s ω+
tanh (
ω+
2T
)
}
,
φb =−4
∫
d3p
(2π)3
Mb
Ep,b
(
1− np,b(T, µ˜b)− n¯p,b(T, µ˜b)
)
,
nr = 4
∫
d3p
(2π)3
{ µ˜r(s− ~p 2)−Mrt
2s ω−
tanh (
ω−
2T
) +
µ˜r(s+ ~p
2) +Mrt
2s ω+
tanh (
ω+
2T
)
}
,
nb = 4
∫
d3p
(2π)3
(
np,b(T, µ˜b)− n¯p,b(T, µ˜b)
)
,
δ =−8
∫
d3p
(2π)3
{ ∆s+∆0t
2s ω−
tanh (
ω−
2T
) +
∆s−∆0t
2s ω+
tanh (
ω+
2T
)
}
,
δ0 = 8
∫
d3p
(2π)3
{ ∆0(s− ~p 2) + ∆t
2s ω−
tanh (
ω−
2T
) +
∆0(s+ ~p
2)−∆t
2s ω+
tanh (
ω+
2T
)
}
, (4.55)
where np,b and n¯p,b are the usual Fermi occupation functions for the blue quarks and antiquarks.
Note that the thermal factors tanh (ω±/2T ) which arise in the expressions related to the paired
quarks go to 1 for T → 0.
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Together with Eqs. (4.47) and (4.48) the above equations form a set of six coupled gap equations
for Mr, Mb, µ˜r, µ˜b, ∆, and ∆0. Although the expressions for the blue expectation values φb and
nb formally look like the corresponding formulae for free particles (cf. Eq. (2.82)), they depend on
the effective quantities Mb and µ˜b, which are influenced by the red quarks via Eq. (4.48).
The above equations illustrate nicely the emergence of induced condensates which are not
protected by symmetries. One immediately sees that the red and blue quark condensates and
and densities are in general different from each other, i.e., φ8 and n8 do not vanish. Also, in
general δ and δ0 cannot vanish separately. This means, the standard scalar diquark condensate
δ is in general accompanied by an induced non-vanishing expectation value δ0, even when the
coupling in the δ0-channel is repulsive [214]. This is not the case, however, for m = 0. In this
case there are solutions with φr = φb = δ0 = 0, even for δ 6= 0, corresponding to unbroken chiral
symmetry, but also solutions with φr = φb = δ = 0 and δ0 6= 0 which correspond to an unbroken
UA(1) symmetry (see Table 4.2). Also, there is always a solution δ = δ0 = 0, corresponding to
unbroken U(1) symmetry. In this case the expressions for φr and nr get the same structure as the
analogous expressions for the blue quarks and become equal to them, unless the interaction favors
the breaking of SU(3)c, even without diquark condensates.
Note that this discussion could only be performed a posteriori: After we have included, e.g., δ0
we see that the resulting gap equations do in general not allow for δ0 = 0. However, if we had not
taken into account δ0 we would not immediately have noticed an inconsistency. This is different
from the Hartree-Fock scheme discussed in the previous section.
On the other hand, usually not all condensates which are there are relevant. For instance for
H0 = 0, which is the case, e.g., for instanton mediated interactions (see App. A.3), we have ∆0 = 0.
Thus, although δ0 does in general not vanish and could be calculated from Eq. (4.55), it does not
influence the other quantities. For instance the dispersion law for the red and green quarks and
the gap equation for ∆ reduce to the “standard forms” (cf. Eqs. (4.10) and (4.12)),
ω∓(~p) =
√
(
√
~p2 +M2r ∓ µ˜r)2 + |∆|2 (4.56)
and
∆ = 8H∆
∫
d3p
(2π)3
{ 1
ω−
tanh (
ω−
2T
) +
1
ω+
tanh (
ω+
2T
)
}
, (4.57)
which are obviously much simpler than the general expression given above. (They are, however,
less “standard” than they appear, because in general µ˜r 6= µ and Mr 6= m.)
But even when H0 6= 0, ∆0 (or other induced gap parameters) might be small and have only
a small impact on other quantities. In this case it makes certainly more sense to neglect these
condensates and include others, imposed by physics arguments, than dealing with a fully self-
consistent set, which misses important channels. For the remainder of Sec. 4.3, however, we will
keep all condensates discussed above to get some flavor of their possible importance.
4.3.3 Dispersion laws and gapless solutions
We have just seen that the dispersion laws Eq. (4.52) reduce to the standard form, Eq. (4.56),
when ∆0 = 0. In this case, there is a gap of 2∆ in the particle-hole excitation spectrum of the
red and green components. Among others, this has the consequence that their specific heat at
T ≪ ∆ is exponentially suppressed, like in ordinary superconductors. (The specific heat of color
superconducting quark matter will be discussed in more details in Sec. 4.4.3.)
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In this section we want to discuss the modification of the dispersion law, assuming that the
interaction gives rise to a non-negligible gap parameter ∆0. To that end we first notice that the
general expression for ω−, Eq. (4.52), can be written in a way, analogous to Eq. (4.56),
ω−(~p) =
√
(
√
~p 2 +M2eff − µeff )2 + |∆eff |2 , (4.58)
where
µeff =
√
µ˜2r + |∆0|2 , M2eff =
(Mrµ˜r −Re(∆∆∗0))2
µ2eff
, (4.59)
and
|∆eff |2 = |∆|2 +M2r −M2eff . (4.60)
Thus, the gap in the spectrum is now given by ∆eff not by ∆ or ∆0. Formally, this implies the
interesting possibility that, even for non-vanishing ∆ or ∆0, the gap vanishes if
Mr∆0 = −µ˜r∆ . (4.61)
In this case ω− would have a node at
~p 2node = µ
2
eff −M2eff , (4.62)
provided the r.h.s. is positive. For µ˜r 6= 0 Eq. (4.61) can be used to eliminate ∆ in Eq. (4.59),
µ2eff = µ˜
2
r (1 +
|∆0|2
µ˜2r
) , M2eff =M
2
r (1 +
|∆0|2
µ˜2r
) , (4.63)
and hence
~p 2node = (µ˜
2
r −M2r ) (1 +
|∆0|2
µ˜2r
) . (4.64)
This means, µ˜2r must be greater or equal to M
2
r and it immediately follows from Eq. (4.61) that a
node in the quasiparticle spectrum is only possible if |∆0| ≥ |∆|.
In the vicinity of the node the quasiparticle takes the form of a non-relativistic fermion,
ω−(~p) ≈ ~p
2
2µeff
− µ
2
eff −M2eff
2µeff
≡ ~p
2
2m∗
− µ∗ . (4.65)
Therefore, in spite of non-vanishing diquark condensates, the specific heat of such a system would
be linear in T .
In the above discussion it is tacitly assumed that there is an interaction which yields solutions
of the coupled gap equations for which Eq. (4.61) holds. How realistic is this assumption? Since all
quantities which enter Eq. (4.61) are in general µ dependent, it is obvious, that the gapless solutions
can exist at most at certain values of µ. The only exception would be that both sides of Eq. (4.61)
vanish. Apart from the trivial case ∆ = ∆0 = 0 this could be realized in the form Mr = ∆ = 0.
It is instructive to study this possibility in a simple toy model with m = G
(k)
i = H = 0 and only
H0 6= 0. If we regularize the divergent integrals by a sharp 3-momentum cut-off Λ and restrict
ourselves to T = 0, the thermodynamic potential of this schematic model is readily calculated:
Ωschem(T = 0, µ; ∆0) = − 1
6π2
(
2(µ2 + |∆0|2)2 + µ4
)
+
|∆0|2
4H0
+ const. . (4.66)
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As a function of ∆0, Ωschem is not bounded from below. However, as discussed earlier, only the
self-consistent solutions are physically meaningful, i.e., ∆0 is constrained to the stationary points,
δΩschem/δ∆0 = 0. There is always a trivial solution with ∆0 = 0. For 0 < H0 <
3π2
8µ2 there are also
non-trivial solutions with |∆0|2 = 3π28H0 − µ2. However, whenever these non-trivial solutions exist,
they correspond to maxima of Ωschem, while at same time the trivial solution is a local minimum
with a lower value of Ωschem. This means, the non-trivial gapless solution is unstable. We will
come back to this point in the end of the next section.
4.3.4 Numerical results
In the schematic example discussed in the end of the previous section the problem was reduced to
a single condensate. In this section we want to present the results of a numerical study of the full
coupled set of gap equations derived in Sec. 4.3.2 [213]. As an example we consider color current
interaction
Lcol = q¯(i∂/−m)q − gE (q¯γ0λaq)2 + gM (q¯~γλaq)2 , (4.67)
because it allows to study the interplay of all condensates discussed above. (As mentioned earlier,
for instanton-type interactions ∆0 would vanish.) The effective Lagrangian at finite densities does
not need to be Lorentz invariant. We underline this by explicitly allowing for different “electric”
and “magnetic” coupling constants, gE and gM . In the following we will study two cases, namely
a Lorentz-invariant interaction, gE = gM , and a purely magnetic interaction, gE = 0. The latter
might be motivated by the fact that at high densities electric gluons are Debye screened, whereas,
as mentioned earlier, magnetic gluons are only dynamically screened and therefore dominate the
interaction.
The effective quark-antiquark interaction Lqq¯ and the effective quark-quark interaction Lqq
as given in Eqs. (4.41) and (4.42) can be derived from Lcol by performing the appropriate Fierz
transformations, see App. A.3. The resulting coupling constants are
G(0)s =
2
9
(gE + 3gM ) , G
(8)
s = −
1
24
(gE + 3gM ) , H =
1
6
(gE + 3gM ) ,
G(0)v =
2
9
(gE − 3gM ) , G(8)v = −gE −
1
24
(gE − 3gM ) , H0 = 1
6
(gE − 3gM ) .
(4.68)
We begin our discussion with the case of a Lorentz-invariant interaction,
g := gE = gM . (4.69)
Of course, this does not mean that there are only Lorentz-invariant condensates, since Lorentz-
invariance is still broken by the chemical potential.
If we insert Eq. (4.69) into Eq. (4.68) we find that for g > 0 the interaction is attractive in the
scalar quark-antiquark channel and in the scalar diquark channel and repulsive in all other channels
of interest. Of course, non-vanishing expectation values in the repulsive channels do not develop
spontaneously, but only as a result of an external source, like the chemical potential, or induced by
non-vanishing expectation values in attractive channels. In fact, as we have already seen in Sec. 2.3
in the context of the repulsive vector interaction, the solutions of the gap equations correspond
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Figure 4.3: Various quantities obtained with the Lorentz invariant interaction gE = gM = 2.75/Λ2 as
functions of the quark chemical potential µ. Left panel: Mr (solid), ∆ (dashed), µ˜r (dash-dotted), µ˜b
(dotted). Right panel: Mr −Mb (solid), −∆0 (dashed). Adapted from Ref. [213].
to maxima of the thermodynamic potential with respect to variations in the repulsive channels,
whereas they can be maxima or minima with respect to variations in the attractive channels.
In our numerical calculations we restrict ourselves again to T = 0 and take a sharp 3-momentum
cut-off Λ to regularize the integrals. In the following we take Λ = 600 MeV, gΛ2 = 2.75, and a
bare quark mass m = 5 MeV [213]. With these parameter values we obtain a vacuum constituent
quark mass Mr =Mb = 407.7 MeV. This corresponds to a quark condensate φ = −2(245.7MeV)3,
while φ8, n, n8, δ and δ0 vanish in vacuum.
When we increase the quark chemical potential nothing happens up to a critical value µcrit =
403.3 MeV. At this point a first-order phase transition takes place (type (a) in the classification of
Sec. 2.3.2) and all expectation values under consideration receive non-vanishing values. This can
be inferred from Fig. 4.3 where various quantities are displayed as functions of µ. In the left panel
we show the constituent quark mass Mr, the diquark gap ∆, and the effective chemical potentials
µ˜r and µ˜b. In the right panel the mass differenceMr−Mb and the diquark gap −∆0 are plotted4.9.
At µ = µcrit the constituent quark masses drop by more than 300 MeV and are no longer identical.
The difference, however, is small, Mr = 95.7 MeV and Mb = 95.0 MeV. With increasing chemical
potential, both, the masses and their difference, decrease further. In the diquark channel we find
∆ = 120.0 MeV at µ = µcrit, whereas – similar to what has been found in Ref. [214] – the second
diquark gap parameter is more than one order of magnitude smaller, ∆0 = -8.4 MeV. Like the
constituent masses, it decreases with increasing µ, while ∆ is slightly growing in the regime shown
in Fig. 4.3.
Below the phase transition the densities are zero and, thus, the effective chemical potentials
µ˜r and µ˜b are equal to the external chemical potential µ. At the phase transition point, µ˜r
4.9The gap equations fix ∆ and ∆0 only up to a common phase. Here we choose ∆ to be real and positive. It then
follows that ∆0 is real and negative.
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Figure 4.4: Left: Quark number densities as functions of the quark chemical potential µ, obtained with
the Lorentz-invariant interaction gE = gM = 2.75/Λ
2: nr = ng (solid), nb (dashed). The two other lines
indicate the results without the contribution of the Hartree term (“gluon tadpoles”): nr = ng (dash-
dotted), nb (dotted). Right: Energy per baryon number as function of the total baryon number density for
a color superconducting system with equal densities of gapped and ungapped colors (dashed) and equal
chemical potentials, µ8 = 0 (solid). The dash-dotted line corresponds to the calculation without “gluon
tadpoles”, the dotted line to a calculation without diquark pairing.
and µ˜b drop by 67 MeV and 51 MeV, respectively and then grow again as functions of µ. The
corresponding number densities of red and blue quarks are shown in Fig. 4.4. At µ = µcrit, nr
(solid line) jumps from zero to 0.42 fm−3, whereas the density of blue quarks (dashed line) reaches
only nb = 0.34 fm
−3 at this point. Both densities grow of course with increasing chemical potential,
but their difference remains nearly constant.
The unequal densities of red and blue quarks in this state can be understood as follows [218]:
For the (unpaired) blue quarks the occupation number is of course a step function, whereas for
the red and green quarks it is smoothened by the gap, leading to a depletion below and to an
enhancement above the nominal Fermi surface. However, because of phase space, i.e., the integral
measure p2dp, this leads to an overall enhancement of the number of red and green quarks at fixed
Fermi momentum.
On the other hand, it was argued in a recent paper that in QCD the two-flavor color supercon-
ducting phase is automatically color neutral [219]. The arguments are based on gauge invariance
and therefore they do not apply directly to NJL-type models. However, a key role in neutralizing
color was attributed to the so-called “gluon tadpole” which is basically the Hartree diagram shown
in Fig. 4.2 with the dotted line identified with a gluon. It is therefore interesting to analyze the
effect of this diagram for our color current interaction.
In our calculations the contribution of the Hartree term is hidden in the “−gE” in the expression
for the effective coupling constant G
(8)
v in Eq. (4.68), whereas all other couplings correspond to the
Fock diagram (see App. A.3). First of all, this means that the “gluon tadpole” is already contained
in our calculations but, obviously, this is not sufficient to get a color neutral result. Nevertheless, it
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does lead to a reduction of the color charge. To demonstrate this, we have switched off the Hartree
contribution to G
(8)
v and kept only the Fock terms. The resulting red and blue quark number
densities are also displayed in Fig. 4.4 (dash-dotted and dotted lines in the left panel). As one can
see, the effect of the “gluon tadpole” is to reduce the difference by about 50%. Qualitatively, this
is due to the fact that the Hartree contribution to G
(8)
v is repulsive, i.e., n8 is reduced by this term.
(Note that, due to this term, µ˜r < µ˜b.) We should stress again that our results do not contradict
the claim Ref. [219] which is based on gauge invariance. It would be nice to see, however, how this
comes about in QCD in terms of explicit diagrams. In fact, more recently it has been shown that
the color neutralization is provided by constant gluon field [218] which is of course missed in an
NJL-model description. Similar results have also been obtained for three-flavor QCD [220].
But even though color neutrality is not guaranteed to be automatically fulfilled in our model,
the total number of quarks of each color is a conserved quantity because the Lagrangian Lcol is
symmetric under global color SU(3) transformations. One could therefore ask what happens if
we start with a large but finite system with equal numbers of red, green and blue quarks at low
densities and then compress it. Obviously, we cannot get one single color superconducting phase
with the properties discussed above, i.e., with unequal numbers of red and blue quarks. A possible
scenario could be that several domains emerge in which the symmetry is broken into different color
directions, such that the total number of red, green and blue quarks remains unchanged. Clearly,
in a realistic system, large colored domains would be disfavored because of the color-electric energy,
related to long-range color forces, which are not included in our NJL mean-field description. For
small domains, on the other hand, surface effects should be taken into account.
Alternatively, we can construct a homogeneous superconducting state with equal densities for
the gapped and ungapped quarks. To that end we have to introduce different external chemical
potentials for red and blue quarks, or, equivalently, an additional external chemical potential
µ8 = (2/
√
3) (µr − µb). Then the second equation in Eq. (4.46) becomes
µ˜8 = µ8 + 2G
(8)
v n8 , (4.70)
and in Eq. (4.44) we should replace µ˜28 by (µ˜8 − µ8)2. With this additional external parameter we
can enforce the densities of all colors to be equal, even in the superconducting state. Obviously
this is the case if µ˜8 = µ8.
Within our mean field approximation such a state would be energetically less favored than a
state with the same total density, but µ8 = 0. This is shown in the right panel of Fig. 4.4. The
energy density ǫ of the system is given by
ǫ(T = 0, n, n8) = Ω(T = 0, µ, µ˜8) + µn + µ8n8 . (4.71)
As usual, we take the pressure (and thus the energy density) of the (non-trivial) vacuum to be zero,
Ω(0, 0, 0) = 0. In the right panel of Fig. 4.4 the energy per baryon, E/A, is displayed as a function
of the total baryon number density ρB. The solid line is the result for µ8 = 0, i.e., it corresponds to
the unequal red and blue quark densities as shown in the left panel. The dashed line corresponds
to the result for equal red and blue quark densities. As one can see in the figure, the energy of
this solution is always higher than the energy of the solution with unequal densities. This means,
according to this result, a large homogeneous system of equally many red, green and blue quarks
is unstable against decay into several domains in which the density of the gapped quarks is larger
than the density of the ungapped quarks. On the other hand, the energy difference is not very
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Figure 4.5: Various quantities obtained with the purely magnetic interaction, gE = 0 and gM = 3.67/Λ2.
Left panel: Mr (solid), ∆ (dashed), −∆0 dotted, and µ˜r (dash-dotted) as functions of the quark chemical
potential µ. Right panel: Dispersion law ω−(~p) at µ = 433.4 MeV. The dashed line was calculated
neglecting ∆0 in the gap equations, whereas the solid line corresponds to the exact solution. A similar
figure is shown in Ref. [213] for slightly different parameters.
large, less than 3 MeV per baryon. Therefore it seems likely, that the homogeneous solution with
equal densities would be favored, once color-electric and surface energies are taken into account.
For comparison we also show the result for the calculation without the Hartree contribution
(dash-dotted line). In this case E/A is slightly lower. Thus, the “gluon tadpole” acts like an
external color chemical potential, as obvious from Eq. (4.70). In particular, if the “gluon tadpole”
had indeed been strong enough to neutralize the color charge it would have shifted the solid line
on top of the dashed one.
Finally, we show the energy per baryon without diquark pairing, i.e., ∆ = ∆0 = 0 (dotted
line). As one can see the pairing energy is about 60 MeV per baryon. From this point of view, the
energy needed to neutralize color is a minor effect. We will come back to this in more details in
Chap. 6, where we construct color and electrically neutral matter for applications to neutron stars.
The small values for ∆0 we found in Fig. 4.4 seem to justify the common practice to neglect
this condensate completely. To get some idea about to what extent this result depends on the
coupling H0 in the δ0 channel we now turn to a purely magnetic interaction, gE = 0. In order to
keep the vacuum properties fixed we chose gM = 4/3g = 3.67Λ
−2, where g is the common electric
and magnetic coupling constant used before. With this choice the effective coupling constant G
(0)
s ,
but also G
(8)
s and the scalar diquark coupling constant H remain unchanged. On the other hand
the δ0 channel becomes more repulsive: We now obtain H0 = −H , whereas we had H0 = −H/2
for the Lorentz-invariant interaction. Similarly, we get a strong vector repulsion, G
(0)
v = −G(0)s
instead of G
(0)
v = −G(0)s /2 which we had before. Finally, G(8)v becomes attractive but is strongly
reduced.
Our results are displayed in Fig. 4.5. In the left panel we show the behavior of Mr, ∆, −∆0,
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and µ˜r as functions of µ. The most striking difference to our previous example (Fig. 4.3) is the fact
that we now find a smooth crossover instead of a first-order phase transition. In the chiral limit the
phase transition becomes second order. This is obviously due to the strong vector repulsion, similar
to the examples we have discussed in Sec. 2.3.2. The new aspect of the present result is that it
was obtained including diquark condensates. The fact, that there are two competing condensates,
φ and δ, was one of the main arguments supporting the belief that the chiral phase transition at
zero temperature and large µ should be first order [12]. Here we found a counter example to this
argument4.10.
Because of the larger value of the coupling constant |H0|, the absolute value of the induced
diquark gap |∆0| is now larger than in the previous example, although it remains well below the
value of ∆. This can be understood from the fact that a large δ0 requires both, color and chiral
symmetry, to be broken strongly (see Table 4.2). i.e., large values of ∆ and large constituent quark
masses at the same time. This also explains why |∆0| has a maximum in the transition region,
where both, ∆ and M , are not small.
At the maximum, located at µ = 433.4 MeV, we find ∆0 = −30.4 MeV, while ∆ = 89.4 MeV,
Mr = 264.3 MeV, and µ˜r = 369.9 MeV. In terms of Eqs. (4.59) and (4.60) this corresponds to
µeff = 371.1 MeV, Meff = 270.7 MeV, and |∆eff | = 67.5 MeV. The resulting dispersion law
ω−(~p) is shown in the right panel of Fig. 4.5 (solid line). At |~p| =
√
µ2eff −M2eff = 253.8 MeV it
has a minimum with ω− = |∆eff | = 67.5 MeV. On the other hand, if we neglect ∆0 in the gap
equation, we get Meff = Mr = 286.5 MeV, µeff = µ˜r = 372.5 MeV, and ∆eff = ∆ = 97.6 MeV.
Consequently, the minimum value of ω− is now 97.6 MeV, almost 50% more as without neglecting
∆0. The corresponding dispersion law is indicated by the dashed line in the right panel of Fig. 4.5.
As one can see, the entire function ω−(~p) is shifted to higher energies as compared with the solid
curve and the minimum is more shallow.
Finally, we would like to come back to the question of possible gapless solutions. Obviously,
none of our numerical examples presented so far came close to condition (4.61). For instance,
if we take Mr = 264.3 MeV, µ˜r = 369.9 MeV, and ∆ = 89.4 MeV, as found for the purely
magnetic interaction at µ = 433.4 MeV, one would need ∆0 = -125.1 MeV, about four times as
large as the actual value. The situation was even worse for the Lorentz-invariant interaction where
the discrepancy was about a factor 50 at µ = µcrit and became larger with increasing chemical
potential. In fact, none of our numerical examples fulfilled |∆0| ≥ |∆|, which we identified as a
necessary condition for gapless color superconducting states.
To get some insight on what an interaction which yields such a state could look like, we invert
the problem and employ the gap equations to calculate the effective coupling constants which are
consistent with a given set of gap parameters. For instance, Eq. (4.61) is obviously fulfilled if we
choose Mr = ∆ = 100 MeV and µ˜r = −∆0 = 350 MeV. For simplicity we might assume Mb =Mr
4.10It is clear, however, that this particular result should not be taken literally, because it would imply the existence
of a color superconducting quark gas at arbitrarily low densities. The same words of caution are in order for the so-
called “coexistence phase” which has recently been discussed in Refs. [221, 222]. Based on NJL model calculations,
it was claimed in these references that even in the chiral limit, φ and δ could coexist in one phase. (Such a phase has
also been observed in Ref. [178].) The reason for this behavior is that in these examples the chiral phase transition
takes place at a chemical potential which is larger than the vacuum quark mass (i.e., it does not correspond to “case
(a)”, according to the classification of Sec. 2.3.2). Therefore, there is a regime, Mvac < µ < µc which corresponds
to a phase with φ 6= 0, but with a non-zero density of quarks. Then, according to the Cooper theorem, δ must
be non-zero, too, if there is an attractive interaction in the scalar diquark channel. From this point of view, the
existence of a color superconducting low-density constituent quark gas in the model is not very surprising, although
unphysical.
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and µ˜b = µ˜r. Except of ∆0 this is within the typical range of these quantities in the earlier
examples. If we now take m = 5 MeV and a cut-off Λ = 600 MeV, as before, and µ = 450 MeV,
the gap equations yield G
(0)
s Λ2 = 3.36, G
(0)
v Λ2 = −1.41, HΛ2 = 6.80, H0Λ2 = 6.18, and G(8)s Λ2 =
G
(8)
v Λ2 = 0. Here the essential difference to our earlier examples is the need of an attractive
interaction in the H0 channel. Furthermore, the interaction is relatively strong in both diquark
channels. However, for these parameters there is another solution with Mr = Mb = 58.1 MeV,
µ˜r = µ˜b = 362.8 MeV, ∆ = 966.6 MeV, and ∆0 = 16.1 MeV. It turns out that for the gapless
solution the value of the thermodynamic potential Ω is about 900 MeV/fm3 higher than for the
other solution.
Hence, similar to what we found in the schematic example of Sec. 4.3.3, the gapless state does
not correspond to a stable solution. In fact, we did not succeed to construct any stable gapless
color superconducting solution. A similar observation was made in Ref. [223] for gapless states in
the color-flavor locked phase. This suggests that gapless color superconductors might in general
be unstable. Although a rigorous proof is still missing, this could be understood as follows: For a
single gap parameter, e.g., φ or δ, it is easy to see, that the effect of the gap is to lower the kinetic
part of the thermodynamic potential, i.e., to make the first term in Eq. (4.49) more negative to
the expense of a positive condensation energy V , see Eq. (4.44). However, in the case of a gapless
color superconductor the various gap parameters conspire in such a way, that the advantage in the
kinetic term gets lost (at least partially), but we still have to pay the price of a positive V . The
instability of the gapless solutions is therefore quite reasonable.
More recently, it has been shown that the standard scalar diquark condensate δ can have a
gapless excitation spectrum if the chemical potentials for up and down quarks are very differ-
ent [224, 225]. (Similar case for three flavors have been discussed in Ref. [226, 227].) In this case,
the mechanism is rather different from ours, since the gapless solutions do not come about through
the interplay of several condensates, but as a consequence of the stress imposed by the unequal
chemical potentials (or masses). In the sense of the above discussion, these gapless solutions are
unstable as well. However, as shown in Ref. [224, 225], the decay of these solutions could be
forbidden by additional constraints, like charge neutrality. We will come back to this scenario in
Sec. 6.4.
4.4 Spin-1 pairing of the “blue” quarks
The diquark condensates we have discussed so far, i.e., the scalar condensates δ and δ0, only
involved two colors (“red” and “green”) while the quarks of the third color (“blue”) were left
unpaired. Of course, these quarks will also be subject to a Cooper instability if there is an
attractive channel in which they can pair. Since only a single color is involved, the pairing must
take place in a channel which is symmetric in color. Assuming s-wave condensation in an isospin-
singlet channel, a possible candidate is a spin-1 condensate. This had already been suggested
in Ref. [10]. Although in that reference the size of the corresponding gap was estimated to be
much smaller than the gap in the scalar channel, its existence could have interesting astrophysical
consequences [12]:
Suppose a new-born neutron star contains a quark core consisting of up and down quarks.
Within the first few minutes the temperature of the star drops below 1 MeV [228] and hence well
below the critical temperature Tc ≃ 0.57∆(T = 0) for forming a scalar condensate, if ∆ is of the
order of several tens of MeV, as estimated above. This means, practically all red and green quarks
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are gapped and the specific heat of the quark core is completely determined by the blue quarks.
As long as these remain unpaired, they can radiate neutrinos via the direct URCA process and
dominantly contribute to the cooling of the star. A possible pairing of the blue quarks could thus
change the cooling behavior dramatically, once the temperature drops below the corresponding
critical temperature. Another interesting point is the emergence of an electromagnetic Meissner
effect, which would of course strongly affect the magnetic field of the neutron star.
In this context a more detailed knowledge about the properties of a possible spin-1 condensate,
in particular its size, and its thermal properties would be desirable. This will be the subject of the
following discussion.
4.4.1 Condensation pattern and symmetries
We consider the complex vector order parameter
ζn = 〈 qT C σ0n τ2 Pˆ (c)3 q 〉 , (4.72)
where σµν = i/2 [γµ, γν ] and Pˆ
(c)
3 = 1/3 − 1/
√
3λ8 is the projector on color 3, i.e., the blue
quarks. ζn describes the spin-1 pairing of two quarks in a relative s-state. (Other forms of spin-1
condensates are discussed, e.g., in Refs. [9, 15, 229, 230, 231].)
An interesting feature of ζn is that it is not neutral with respect to the “rotated” electric charge
Q˜, defined in Eq. (4.9). For the transformations given in Eqs. (4.7) and (4.8) we find
q → e iαQ q ⇒ ζn → e iα/3 ζn
q → e iα′ λ8 q ⇒ ζn → e−4iα
′/
√
3 ζn , (4.73)
and hence
q → e iα Q˜ q ⇒ ζn → e iα ζn . (4.74)
We can find a different linear combination,
Q˜′ = Q+
1
4
√
3
λ8 , (4.75)
under which ζn remains invariant. However, there is no generalized electric charge for which both,
δ and ζn, are neutral. This means, if both, δ and ζn, are present in a neutron star, there will be
an electromagnetic Meissner effect, which would strongly influence the magnetic field. Recently,
similar effects have been discussed in Refs. [231, 232, 233]. The detailed evaluation of the Meissner
masses for our case (two flavors, one color) remains to be done.
It is obvious, that a non-vanishing vector ~ζ, pointing in some direction in space, also breaks
the O(3) rotational symmetry of the system spontaneously. There are well-known examples for
spin-1 pairing in condensed matter physics, e.g., superfluid 3He, where some phases are also
anisotropic [234]. In relativistic systems this is certainly not a very frequent phenomenon. It
is possible only at finite chemical potential, which itself breaks Lorentz invariance explicitly. Since
O(3) is a global symmetry of QCD, there should be collective Nambu-Goldstone excitations in
the spectrum. However, in Lorentz non-invariant systems, there are subtleties which can spoil the
standard proof of the Goldstone theorem, leading to peculiarities, like excitations with quadratic
dispersion laws or an unusual number of Goldstone bosons [235, 236, 237, 238, 239, 240, 241].
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In Refs. [239, 240], this problem has been analyzed within an effective Ginzburg-Landau type
potential for the complex order parameter ~ζ4.11 The potential consists of a mass term with the
“wrong sign” in order to get a non-trivial solution and two different fourth-order terms,
V (~ζ) = −a2 ζ†nζn +
1
2
λ1 (ζ
†
nζn)
2 +
1
2
λ2 ζ
†
mζ
†
mζnζn , (4.76)
with λ1 + λ2 > 0 for stability. In fact, the λ2-term explicitly breaks the O(3) invariance, but its
introduction is conceptionally useful because it lifts the degeneracy between the MJ = 0 and the
MJ = ±1 states:
For λ2 < 0 the potential is minimized by a (J = 1,MJ = 0)-state,
~ζ(MJ = 0) = ζ

 00
1

 , (4.77)
with |ζ| = a/√λ1 + λ2. This solution corresponds to an anti-ferromagnet. The spectrum of
small oscillations above this ground state consists of 1+2 Nambu-Goldstone bosons, all with linear
dispersion law: one zero-sound phonon and two spin waves [239, 240]. Implying a finite Landau
critical velocity, this fact is crucial for a macroscopic superfluid behavior of the system [241].
On the other hand, for λ2 > 0 the potential is minimized by (J = 1,MJ = ±1)-states,
~ζ(MJ = ±1) = ∓ ζ√
2

 1±i
0

 , (4.78)
with |ζ| = a/√λ1. This corresponds to ferromagnetic solutions. In this case the Nambu-Goldstone
spectrum above this ground state consists of one phonon with linear dispersion law and one spin
wave whose energy tends to zero with momentum squared [239, 240].
As mentioned above, if the underlying Hamiltonian is exactly rotational invariant, the last
term in Eq. (4.76) must vanish, i.e., λ2 = 0. The MJ = 0-solutions are then degenerate with the
MJ = ±1-solutions [230]. In real systems, it will therefore depend on details of the surrounding
which solution is realized (if any).
In the following, we will mostly concentrate on the MJ = 0 case which has been discussed in
Ref. [242]. The case MJ = ±1 is more complicated and has so far only been investigated at zero
temperature [230]. This will briefly be discussed afterwards.
4.4.2 Gap equation
In order to analyze the spin-1 condensate more quantitatively, we employ again an NJL-type model.
As mentioned above, we will first restrict ourselves to the caseMJ = 0, Eq. (4.77), i.e., we consider
a non-vanishing expectation value
ζ = 〈 qT C σ03 τ2 Pˆ (c)3 q 〉 . (4.79)
We also keep the dominant condensation channels at high and at low density, i.e., the scalar color-
antitriplet diquark condensate δ, Eq. (4.5), and the quark-antiquark condensate φ, Eq. (4.24).
4.11This has been done in the context of Bose-Einstein condensation in ultra-cold alkali atoms.
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However, for simplicity, we neglect the other condensates discussed in Sec. 4.3 and all other con-
densates possibly induced by a non-vanishing ζ.
To allow for condensation in the ζ-channel in Hartree approximation, we need an attractive
quark-quark interaction with the quantum numbers of a Lorentz-tensor, flavor-singlet and color-
sextet4.12. Guided by the structure of instanton-induced interactions (see App. A.3) we consider a
quark-antiquark term
Lqq¯ = G
{
(q¯q)2 − (q¯~τq)2 − (q¯ iγ5q)2 + (q¯ iγ5~τq)2
}
(4.80)
and a quark-quark term
Lqq = Hs
{
(q¯ iγ5 Cτ2λA q¯
T )(qT C iγ5τ2λA q)− (q¯ Cτ2λA q¯T )(qT Cτ2λA q)
}
−Ht (q¯ σµνCτ2λS q¯T )(qT Cσµντ2λS q) , (4.81)
where λA and λS are again the antisymmetric and symmetric color generators, respectively. For
instanton induced interactions the coupling constants fulfill the relation G : Hs : Ht = 1 : 3/4 :
3/16, but for the moment we will treat them as arbitrary parameters. As long as they stay positive,
the interaction is attractive in the channels giving rise to δ, ζ, and φ.
Applying the same techniques as in Sec. 4.3.2 it is straight forward to calculate the mean-field
thermodynamic potential Ω(T, µ) in the presence of these condensates. One finds
Ω(T, µ) =− 4
3∑
i=1
∫
d3p
(2π)3
[ω−i + ω+i
2
+ T ln
(
1 + e−ω
−
i
/T
)
+ T ln
(
1 + e−ω
+
i
/T
)]
+
1
4G
(M −m)2 + 1
4Hs
|∆|2 + 1
16Ht
|∆′|2 , (4.82)
where again m is the bare quark mass, M = m− 2Gφ, ∆ = −2Hs δ, and
∆′ = 4Ht ζ. (4.83)
The dispersion laws for the red and green quarks are the “standard” ones, i.e.,
ω∓1,2(~p) =
√
(
√
~p2 +M2 ∓ µ)2 + |∆|2 , (4.84)
whereas the dispersion laws for the blue quarks now read
ω∓3 (~p) =
√
(
√
M2eff + ~p
2 ∓ µeff )2 + |∆′eff |2 , (4.85)
where the effective chemical potential, the effective mass, and the effective gap are angle dependent
quantities,
µ2eff = µ
2 + |∆′|2 sin2 θ , Meff =Mµ/µeff , |∆′eff |2 = |∆′|2 (cos2 θ +
M2
µ2eff
sin2 θ) . (4.86)
Here cos θ = p3/|~p|. Thus, as expected, for ∆′ 6= 0, ω∓3 (~p) is an anisotropic function of ~p, reflecting
4.12Again, we may in principle allow for Lorentz non-invariant Lagrangians, where the time-space components (the
σ0i-terms) and the space-space components (the σij -terms) of the interaction enter with different coupling constants.
However, since only the time-space components are relevant for our condensation pattern, this would not make any
difference in the results.
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Figure 4.6: Schematic illustration of the angle dependence of ∆′eff .
the spontaneous breakdown of rotational invariance. The dependence of the effective gap ∆′eff on
the polar angle θ is illustrated in Fig. 4.6. For M = 0, it vanishes at θ = π/2. In general, its
minimal value is given by
∆′min = ∆
′
eff (θ =
π
2
) =
M |∆′|√
µ2 + |∆′|2 . (4.87)
For our later analysis of the specific heat we will need the density of states,
N(E) =
∫
d3p
(2π)3
δ(ω−3 (~p)− E) (4.88)
for the low-lying quasiparticle spectrum. To that end we expand ω−3 about its minimum. One
obtains
ω−3 (~p) ≈
√
∆′2min + v
2
⊥(p⊥ − p0)2 + v23p23 , (4.89)
where p2⊥ = p
2
1 + p
2
2, and
v⊥ =
√
1− ( µM
µ2 + |∆′|2 )
2, v3 =
∆′min
M
, p0 =
v⊥
v3
|∆′|. (4.90)
Inserting this into Eq. (4.88), we find that the density of states is linear in energy,
N(E) =
1
2π
µ2 + |∆′|2
|∆′| E θ(E −∆
′
min) . (4.91)
This linear dependence is typical for effectively 2-dimensional systems: The angular structure of
the gap restricts the low-lying excitations to stay in the “equator plane”, i.e., θ = π/2.
The gap equations for ∆, ∆′ and M are again derived by minimizing Ω with respect to these
variables. Imposing ∂Ω/∂∆′∗ = 0, we get
∆′ = 16Ht∆′
∑
−+
∫
d3p
(2π)3
(1∓ ~p
2
⊥
µeff
√
~p 2 +M2eff
)
1
ω∓3
tanh
ω∓3
2T
. (4.92)
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Figure 4.7: M (dotted), ∆ (dashed), and ∆′ (solid) at T = 0 as functions of the quark chemical potential
µ using Λ = 600 MeV, m = 5 MeV, and GΛ2 = 2.4. The coupling constants Hs and Ht are fixed by the
instanton relation G : Hs : Ht = 1 : 3/4 : 3/16. The dash-dotted line indicates the result for ∆
′ if the
value of Ht is doubled. Adapted from Ref. [242].
Note that ∆ does not explicitly enter this equation. In turn, the gap equation for ∆, resulting
from ∂Ω/∂∆∗ = 0, takes the standard form (Eq. (4.57) with H → Hs and ω∓ → ω∓1 ) and does
not explicitly depend on ∆′. On the other hand, both, ∆ and ∆′, enter the gap equation for M ,
M = m + 4GM
∑
−+
∫
d3p
(2π)3
{
2
Ep ∓ µ
Epω
∓
1
tanh
ω∓1
2T
+ (1∓ µ
2
µeff
√
~p 2 +M2eff
)
1
ω∓3
tanh
ω∓3
2T
}
,
(4.93)
which follows from the requirement ∂Ω/∂M = 0. We thus have a set of three equations, where
the equations for ∆ and ∆′ are not directly coupled, but only through their dependence on M . In
particular, for M = 0 they decouple.
Numerical solutions of the gap equations are presented in Fig. 4.7. We have chosen a sharp
3-momentum cut-off Λ = 600 MeV, a current quark mass m = 5 MeV, and GΛ2 = 2.4 for the
coupling constant in the quark-antiquark part [242]. Obviously, these parameters are close to
the region fixed by fitting fπ and mπ (see Table 2.2) as well as those employed in Sec. 4.3.4
and lead to reasonable vacuum properties (M = 393 MeV, fπ = 93.6 MeV, mπ = 129 MeV,
〈u¯u〉 = (−244MeV)3). In order to fix the coupling constants Hs and Ht we have employed the
instanton relation, G : Hs : Ht = 1 : 3/4 : 3/16. The resulting values of M , ∆, and ∆
′ as functions
of µ at T = 0 are displayed in the figure. The chemical potentials correspond to baryon densities
of about 4 - 7 times nuclear matter density. In agreement with the earlier expectations of Ref. [10]
∆′ is relatively small, about two to three orders of magnitude smaller than ∆ in this regime.
However, it is strongly µ-dependent and rises by more than a factor of 10 between µ = 400 MeV
and µ = 500 MeV. Being a solution of a self-consistency problem, ∆′ is also extremely sensitive
to the coupling constant Ht. If we double the value of Ht, we arrive at the dash-dotted line
for ∆′, which is then almost comparable to ∆ (see also Fig. 4.10). We also find that ∆′ is very
sensitive to the cut-off. This can be traced back to the factor (1−~p 2⊥/s) in the gap equation (4.92)
which can become negative for large momenta. It is quite obvious then, that also the form of the
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Figure 4.8: ∆i/∆i(T=0) as function of T/∆i(T=0). Dashed: ∆i = ∆. Solid: ∆i = ∆′. The calculations
have been performed at µ = 450 MeV for the same parameters as employed in Fig. 4.7. Adapted from
Ref. [242].
regularization, i.e., sharp cut-off, form factor, etc., will have a strong impact on the results.
4.4.3 Thermal behavior
With increasing temperature both condensates, δ and ζ, are reduced and eventually vanish in
second-order phase transitions at critical temperatures Tc and T
′
c, respectively. It has been shown
[173] that Tc is approximately given by the well-known BCS relation
Tc ≈ 0.57∆(T = 0) . (4.94)
In order to derive a similar relation for T ′c we inspect the gap equation (4.92) at T = 0 and in
the limit T → T ′c. Neglecting M (since M ≪ µ this is valid up to higher orders in M2/µ2) and
antiparticle contributions one gets∫
d3p
(2π)3
{[
(1 − ~p
2
⊥
s
)
1
ω−3 (~p)
]
∆′(T=0)
− (1 − ~p
2
⊥
µ |~p| )
1
|µ− |~p|| tanh
|µ− |~p||
2T ′c
}
≈ 0 . (4.95)
Since the integrand is strongly peaked near the Fermi surface, the |~p|-integrand must approximately
vanish at |~p| = µ, after the angular integration has been performed. From this condition one finds
to lowest order in ∆′/µ
T ′c ≈
1
3
∆′(T = 0) . (4.96)
For the scalar condensate, the analogous steps would lead to Tc/∆(T=0) ≈ 12 instead of Eq. (4.94).
This gives a rough idea about the quality of the approximation. Note that there are other exam-
ples of diquark condensates, where Tc 6= 0.57∆(T=0) [243]. This is also the case for crystalline
superconductors [244].
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Numerical results for ∆(T ) and ∆′(T ) are shown in Fig. 4.8. The quantities have been rescaled
in order to facilitate a comparison with the above relations for Tc and T
′
c. The results are in
reasonable agreement with our estimates. These findings turn out to be quite insensitive to the
actual choice of parameters.
The specific heat is given by4.13
cv = −T ∂
2Ω
∂T 2
. (4.98)
For T ≪ Tc it is completely dominated by the blue quarks, since the contribution of the red and
green ones is suppressed by a factor e−∆/T. Thus, keeping the ω−3 -part only and neglecting the
T -dependence of M and ∆′, one gets from Eq. (4.82)
cv ≈
∫
d3p
(2π)3
(ω−3
T
)2 1
cosh2 (
ω−3
2T )
. (4.99)
At low temperatures we can replace the cosh by an exponential. Employing the density of states,
Eq. (4.91), the integral is then readily turned out. One finds
cv ≈ 12
π
µ2 + |∆′|2
|∆′| T
2 e−
∆′min
T
3∑
n=0
1
n!
(
∆′min
T
)n
. (4.100)
According to the approximations made, this expression should be valid for T ≪ T ′c. In this
regime cv depends quadratically on T for T & ∆
′
min , and is exponentially suppressed at lower
temperatures.
To test this relation we evaluate cv(T ) numerically using Eq. (4.82) and (4.98). The results
for fixed µ =450 MeV are displayed in Fig. 4.9. For numerical convenience we have doubled
the value of Ht, leading to a relatively large ∆
′(T=0) = 30.8 MeV. The critical temperature is
T ′c ≃ 0.40 ∆′(T=0). For the energy gap we find ∆′min = 0.074 T ′c. It turns out that Eq. (4.100),
evaluated with constant values of ∆′ andM , (dash-dotted line) is in almost perfect agreement with
the numerical result (solid line) up to T ≈ T ′c/2. The phase transition, causing the discontinuity
of cv at T = T
′
c, is of course outside the range of validity of Eq. (4.100). We also display cv for
M = 0 (dashed line). Since ∆′min vanishes in this case, there is no exponential suppression, and cv
is proportional to T 2 down to arbitrarily low temperatures. However, even when M is included,
the exponential suppression is partially canceled by the sum on the r.h.s. of Eq. (4.100). For
comparison, we also show cv for a system with ∆
′ = 0, which exhibits a linear T dependence at
low temperatures (dotted line).
Our results show that, even though the magnitude of the gap parameter ∆′ is strongly model
dependent, its relations to the critical temperature and the specific heat are quite robust. Thus,
if we had empirical data, e.g., for the specific heat of dense quark matter, they could be used to
4.13Although standard, this formula is not quite correct (I thank Igor Shovkovy for having pointed out this problem
to me.): Strictly, cv is defined as the temperature dependence of the internal energy ǫ at fixed volume and at fixed
particle number, i.e., cv = (
∂ǫ
∂T
)|V,N = TV ( ∂S∂T )|V,N . If we were allowed to evaluate the derivative at fixed chemical
potential we would get Eq. (4.98). Keeping the particle number fixed, the correct expression is
cv = −T
{ ∂2Ω
∂T 2
−
( ∂2Ω
∂µ2
)−1( ∂2Ω
∂T∂µ
)2 }
. (4.97)
However, we have checked numerically that the correction term is negligible (see also Ref. [172]).
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Figure 4.9: Specific heat as function of T/T ′c. The calculations have been performed at µ = 450 MeV for
the same parameters as employed in Fig. 4.7, however, for numerical convenience with the doubled value of
Ht. Solid: full calculation, dashed: result for M = 0, dotted: without spin-1 condensate. The dash-dotted
line indicates the result of Eq. (4.100). Adapted from Ref. [242].
extract information about the existence and the size of ∆′. In this context neutron stars and their
cooling properties are the natural candidates to look at.
As already mentioned, in Ref. [12] it was suggested that the spin-1 pairing of the blue quarks
might have observable consequences for the cooling of a neutron star. (The relevance of cv and
the possible effect of diquark condensates on neutron star cooling was also discussed in Refs. [245,
246, 247].) According to the original idea, quite soon after the temperature has dropped below the
critical temperature for the spin-1 pairing, the contribution of the blue quarks to the specific heat
will be exponentially suppressed. Obviously, this argument has to be somewhat refined since, as
seen above, cv(T ) first behaves as T
2 and the exponential suppression sets in only at T < ∆′min .
On the other hand, we should admit that there are good reasons to doubt that a spin-1 isospin-
singlet condensate is stable in a neutron star, where we have to impose neutrality constraints. In
order to pair, the up and down quarks should have similar Fermi momenta, whereas for charge
neutrality one needs roughly twice as many down quarks as up quarks. In fact, it has been argued
that these constraints could completely prohibit the existence of two-flavor color superconducting
matter in neutron stars [248]. In that case, there is the possibility that up and down quarks are
separately paired in single-flavor spin-one condensates [15, 229, 230, 231].) However, as we will see
in Chap. 6, it is possible that the standard spin-0 condensate δ is not destroyed by the neutrality
conditions. For ζ, this question has not yet been investigated, but, given that ∆′ is presumably
small, ζ should be much more fragile and will probably not survive. In this case, the fate of the
blue quarks is rather unclear.
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Figure 4.10: Gap parameters as functions of the ratio between tensor and scalar coupling constant Ht
and Hs: constituent quark mass M (dotted), scalar diquark gap ∆ (dashed), and spin-1 gap parameters
∆′rg (dash-dotted) and ∆
′
b (solid). The calculations have been performed at µ = 450 MeV. Except of Ht,
which is varied, the parameters are the same as in Fig. 4.7.
4.4.4 Spin-1 pairing in the red-green sector
As we have discussed earlier, the coupling strengths in the various channels are poorly known and
the choice of the instanton relation, to fix their ratios is not at all stringent. At least in principle,
this implies the possibility that the red and green quarks are also paired in a spin-1 state if the
ratio Ht : Hs is large enough. To investigate this scenario, we extend the formalism of Sec. 4.4.2
to include a condensate of the form
ζrg = 〈 qT C σ03 τ2 Pˆ (c)12 q 〉 . (4.101)
together with the other condensates. Pˆ
(c)
12 = 2/3 + 1/
√
3λ8 is the projector on the first two
colors, i.e., the red and the green quarks. Denoting the corresponding gap parameter by ∆′rg, the
thermodynamic potential, Eq. (4.82) gets an additional term |∆′rg|2/(8Ht), and the dispersion laws
for the red and green quarks are now given by an expression analogous to Eqs. (4.85) and (4.86),
but with an effective gap
|∆rgeff |2 = |∆|2 + |∆′rg|2 (cos2 θ +
M2
µrg 2eff
sin2 θ) . (4.102)
Numerical results are presented in Fig. 4.10 where the various gap parameters are displayed
as functions of the tensor coupling Ht at fixed chemical potential µ. For the other parameters we
have taken the same values as in Secs. 4.4.2 and 4.4.3. For the sake of clarity we now call the
spin-1 gap parameter of the blue quarks ∆′b, instead of ∆
′.
We find three different regimes: For Ht < 0.93Hs, we have the “standard situation” that the
red and green quarks are paired in a scalar condensate, i.e., ∆ 6= 0 (dashed line), whereas ∆′rg = 0.
Then, in some intermediate regime, 0.93 < Ht/Hs < 1.04, both, ∆ and ∆
′
rg, are non-zero. Here
one can nicely see that both condensates compete for the same quarks and, hence, ∆ decreases
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while ∆′rg (dash-dotted line) rises steeply. Finally, for Ht > 1.04Hs, ∆ = 0 and all quarks are
paired in a spin-1 condensate. As a consequence, ∆′rg is equal to ∆
′
b (solid line) in this regime.
It is quite remarkable that the transition from spin-0 to spin-1 pairing in the red/green sector is
smooth, i.e., there are two second-order phase transitions, instead of a single first-order transition.
This demonstrates again that the presence of two competing condensates does not automatically
guarantee a first-order phase transition (see Sec. 4.3.4).
The properties of the two “new” phases have not yet been investigated in detail. In fact,
it might be difficult to motivate such an analysis, since “typical” interactions, like instantons
(Ht : Hs = 1 : 4) or single gluon exchange (Ht = 0), do by far not provide enough strength in the
tensor channel.
4.4.5 MJ = ±1
As discussed in Sec. 4.4.1, the condensation could also take place in the (J = 1,MJ = ±1)-channel.
According to Eq. (4.78), this means that we have a condensate of the form
∓〈 qT C σ01 τ2 Pˆ (c)3 q 〉 = i〈 qT C σ02 τ2 Pˆ (c)3 q 〉 =
ζ√
2
, (4.103)
where we have assumed that only the blue quarks condense in this channel. With this ansatz
we can again apply the techniques of Sec. 4.3.2 to calculate the thermodynamic potential. In
practice, however, this turns out to be more difficult than for MJ = 0. The dispersion laws ω(~p) of
the quasiquark excitations generally correspond to the eigenvalues of the inverse Nambu-Gorkov
propagator. In the present case, this leads to the following secular equation in the blue quark
sector
f(ω2) =
[
(ω2 − E2−)(ω2 − E2+)− |∆′|2 (ω2 + ~p 2 cos2(θ) − µ2 −M2)
]2
− 4|∆′|4
(
(ω2 −M2) ~p 2 cos2(θ) +M2µ2
)
= 0 , (4.104)
where E∓ =
√
~p 2 +M2 ∓ µ, as before, while the gap parameter is given by ∆′ = 4√2Ht ζ. This
equation is of fourth order in ω2. Hence, instead of two, there are four different dispersion laws
for the blue quasiquarks, and their explicit expressions are in general rather complicated. In this
context it is instructive to inspect the case θ = 0 (or θ = π), where the solutions take relatively
simple forms. One finds:
ω2−,1(|~p|, θ = 0) = E2− , ω2−,2(|~p|, θ = 0) = E2p + µ2 + |∆′|2 − 2
√
E2pµ
2 + ~p 2|∆′|2 ,
ω2+,1(|~p|, θ = 0) = E2+ , ω2+,2(|~p|, θ = 0) = E2p + µ2 + |∆′|2 + 2
√
E2pµ
2 + ~p 2|∆′|2 . (4.105)
Hence, only two of the solutions are affected by the gap, while the other two are not. In fact,
from a non-relativistic point of view one would expect that only quarks with spin up (down) can
participate in anMJ = +1 (MJ = −1) condensate and, thus, the spin down (up) quarks are “blind”
to this condensate. Relativistically, this remains true for quarks moving parallel or antiparallel to
the z-direction, because
C(∓σ01 + iσ02) = 2i
(
1 ± σ3 0
0 1 ± σ3
)
. (4.106)
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Here σ3 is a Pauli matrix in spin space. This observation trivially implies that there is always one
gapless mode, ω2−,1 = 0 at θ = 0 and ~p
2 = µ2 −M2.
The two other solutions at θ = 0 turn out to be identical to the MJ = 0-dispersion laws at
θ = π/2,
ω∓,2(|~p|, θ = 0) = ω∓3
(
|~p|, θ = π
2
)
(4.107)
with ω∓3 as given in Eq. (4.85). Hence, for massless quarks, there is a second gapless mode at
θ = 0, which corresponds to the ω−,2 branch at ~p 2 = µ2 + |∆′|2. In general, ω−,2 has a minimal
value which is given by Eq. (4.87).
For arbitrary polar angles, the solutions of Eq. (4.104) are quite complicated. Therefore Alford
et al. [230] have determined the dispersion laws numerically. In addition they have also derived an
approximate expression, valid forM = 0 and ω, ||~p|−µ| ≪ µ. In this case, they find that there are
not only gapless modes at the “poles”, i.e., θ = 0, π, but in a finite regime of order ∆′/µ around
them. When they introduce finite quark masses M & ∆′, this effect goes away and there remains
a single gapless solution at the poles. It would be interesting to analyze the corresponding thermal
and transport properties of the system, but this has not yet been done.
As pointed out in Sec. 4.4.1, the ground state energy of the system must be the same for
MJ = 0 and for MJ = ±1 if rotational invariance is not broken explicitly, i.e., if the Hamiltonian
commutes with the total angular momentum ~J . This has been confirmed in Ref. [230] by explicit
calculation. This result, although expected on general grounds, is quite remarkable in view of the
rather different properties of the dispersion laws.
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Chapter 5
Three-flavor color superconductors
In this chapter our analysis is extended to three quark flavors. The additional flavor degree of
freedom allows for new condensation patterns, most important the “color-flavor locking” (CFL)
where both color and flavor SU(3) are broken, leaving a residual unbroken SU(3) symmetry under
a certain combination of color and flavor rotations [16]. The main features of this phase are briefly
summarized in Sec. 5.1 for the idealized case of three degenerate flavors. After that we discuss the
influence of explicit symmetry breaking due to a realistic strange quark mass. We will show that
the self-consistent treatment of the quark masses has important effects.
5.1 Three degenerate flavors
5.1.1 Condensation patterns
In Eq. (4.4) we have introduced the scalar diquark condensate,
sAA′ = 〈 qT Cγ5 τA λA′ q 〉 , (5.1)
where τA and λA′ are the antisymmetric generators of SU(Nf) and SU(Nc), acting in flavor space
and in color space, respectively. Hence, in general sAA′ is a matrix with a flavor index A and a
color index A′. As before, we restrict ourselves to the physical number of colors, Nc = 3. Then
λA′ denotes the three antisymmetric Gell-Mann matrices, λ2, λ5, and λ7.
In the two-flavor case, which we have discussed in the previous chapter, there is only one
anti-symmetric generator in flavor space, τA = τ2, and the condensates s2A′ form a vector with
three color components A′. Since we can always rotate this vector into the A′ = 2-direction by
a global SU(3) color transformation, it was sufficient to restrict the discussion of two-flavor color
superconductors to a non-vanishing s22. (The only exception was in Sec. 4.3.4 where we remarked
that global color neutrality could be achieved by the formation of domains where the vector s2A′
points into different directions.)
For three flavors, the flavor operators τA also denote the three antisymmetric Gell-Mann ma-
trices, i.e., s ≡ (sAA′) is a 3 × 3 matrix, A,A′ ∈ {2, 5, 7}. Since the rows and columns of this
matrix are in general three linearly independent vectors in color or flavor space, respectively, it is
obvious that it usually cannot be reduced to a matrix with a single non-vanishing element by color
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or flavor rotations. In general, the best we can do is to bring the matrix in triangular form, e.g.,
s =

 s22 0 0s52 s55 0
s72 s75 s77

 , (5.2)
where five of the six non-vanishing components can be chosen to be real. To this end we only
need to perform general SU(3) transformations in color space and diagonal U(3) transformations
in flavor space, i.e., a transformation to this form is still possible if the flavor SU(3) is explicitly
broken by unequal masses.
In the following we assume that we have three degenerate flavors, i.e., the Lagrangian is sym-
metric under SU(3) transformations, both, in color and in flavor space. In this case we can perform
a Ginzburg-Landau analysis. Similar to Eqs. (4.76) to (4.78) the effective potential reads
V (s) = −a2 tr s†s + 1
2
λ1 (tr s
†s)2 +
1
2
λ2 tr(s
†s)2 , (5.3)
with two invariant quartic terms. For λ2 < 0 the ground state is of the form [63, 249, 250]
s22 6= 0 and sAA′ = 0 if (A,A′) 6= (2, 2) . (5.4)
Obviously, this is identical to the two-flavor condensate, embedded into the enlarged flavor space.
A phase with this characteristics is therefore called “2SC phase” (i.e., “two-flavor color supercon-
ducting phase”). Most properties of this phase are of course identical to the real two-flavor case
and do not need to be discussed again. The main difference is that in the enlarged flavor group
the condensate is no longer a singlet but transforms as an antitriplet. As a consequence also chiral
SU(3)L × SU(3)R is broken down to SU(2)L × SU(2)R.
For λ2 > 0 the ground state takes the form of a unit matrix [63, 249, 250],
s22 = s55 = s77 6= 0 and sAA′ = 0 if A 6= A′ . (5.5)
This is the so-called “color-flavor locked” (CFL) phase because the color index is locked to the flavor
index (a better explanation of this name will be given in Sec. 5.1.2). A similar condensation pattern
is well known from the B-phase of liquid 3He where the components of the spin and the orbital
angular momentum of the pair are locked in the same way (see, e.g., Ref. [234]). In the context
of color superconductors it was suggested first in Ref. [16]. These authors considered a slightly
more general ansatz with a totally symmetric color-flavor wave function. Besides combining a
color antitriplet with a flavor antitriplet, as in Eq. (5.1), this can also be achieved with two sextets
(see Table 4.1). In fact, in the CFL phase, the antitriplet terms are in general accompanied
by induced sextet terms, which, in an obvious generalization of our notation, are of the form
s00 = s11 = s33 = s44 = s66 = s88 [16, 63, 251, 252]. However, at least for interactions with the
quantum numbers of a single gluon exchange, where the color-sextet channel is repulsive, these
terms have been found to be small [16, 252]. Therefore we will neglect them in the following.
For three-flavor QCD at asymptotic densities it can be shown that the CFL phase is the correct
ground state [63, 64]. The same is true for NJL-type models with three degenerate flavors. The
main features of this condensation pattern will be summarized below (also see Ref. [12]).
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condensate s22 = 〈 qT Cγ5 τ2 λ2 q 〉 s55 = 〈 qT Cγ5 τ5 λ5 q 〉 s77 = 〈 qT Cγ5 τ7 λ7 q 〉
diquark pairs (ur, dg), (ug, dr) (dg, sb), (db, sg) (sb, ur), (sr, ub)
Table 5.1: Color-flavor structure of the diquark pairs involved in the CFL phase.
5.1.2 Properties of the CFL phase
The three non-vanishing diquark condensates which form the CFL phase (Eq. (5.5)) are listed in
Table 5.1. Separately, each of them looks like a two-flavor color superconductor, being a color
and flavor antitriplet in the scalar channel. The first condensate is identical to the “standard”
two-flavor scalar condensate and consists of paired red and green u and d quarks (cf. Eq. (4.6)).
The two other condensates have the same structure but rotated in color and flavor space, i.e.,
(r, g, b)→ (g, b, r)→ (b, r, g) and (u, d, s)→ (d, s, u)→ (s, u, d). Hence, all of the nine color-flavor
combinations participate in a condensate5.1, and therefore all fermionic excitations are “gapped”.
In general, one finds an octet with ∆oct = ∆3¯−∆6 and a singlet with with ∆sing = 2∆3¯+4∆6, where
3¯ and 6 refer to pairing in the color-antitriplet and color-sextet channel, respectively [16, 229, 252].
Thus, ∆sing = 2∆oct if the color-sextet contribution is neglected. Moreover, for QCD at asymptotic
densities it can be shown that ∆oct = 2
−1/3∆2SC , where ∆2SC is the gap of the corresponding
2SC solution [63]. For NJL-type interactions, further details of the dispersion laws and the gap
equations will be presented in Sec. 5.2.1 within a more general framework.
In the CFL phase, unlike the 2SC phase, color and flavor SU(3) as well as chiral symmetry
are broken completely: The SU(2) subgroups which are left unbroken, e.g., by s22 are broken by
s55 and s77. However, the CFL ground state is invariant under certain combinations of color and
flavor rotations. This is more or less evident from the color-flavor structure of the condensates (see
Table 5.1). For instance, if we declare the up quarks to be down quarks and vice versa, and at
the same time interchange the meaning of red and green, the pairing pattern remains unchanged.
Formally, one can easily check that
qTCγ5 (τ2λ2 + τ5λ5 + τ7λ7) q is invariant under q → ei θa(τa−λ
T
a ) q , (5.6)
where a runs from 1 to 8: Color and flavor transformations are locked to a common SU(3)c+V
which explains the name “color-flavor locking”. Note that this mechanism is not new. We already
mentioned that an analogous pairing pattern and thus similar symmetry properties exist in liquid
3He where the orbital angular momentum of the pair is locked to the spin. But also in the case
of chiral symmetry breaking in vacuum the left- and right-handed SU(Nf ) transformations are
locked to a common SU(Nf)V (see also Ref. [251]). In the CFL phase, both left- and right-handed
flavor rotations, are locked to the color rotations and thereby indirectly to each other.
As before, the standard U(1) symmetry, related to baryon number conservation, is broken down
to Z2. However, in contrast to the two-flavor case (cf. Sec. 4.1.2) it is not possible to define an
unbroken “rotated” baryon number. Similarly, if we assume that the non-superconducting state is
symmetric under UA(1) (which should be the case at very high densities), this is also broken down
5.1As one can see in Table 5.1, six species are paired with a fixed partner, whereas the remaining three (ur , dg,
sb) form a “triangle”. Formally, this is related to the fact that the 9 × 9 matrix a τ2λ2 + b τ5λ5 + c τ7λ7 can be
decomposed into three 2× 2 blocks and one 3× 3 block [214]. This will become important later on.
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to Z2. Thus, the pattern of symmetry breaking in the CFL phase reads
SU(3)c × SU(3)L × SU(3)R × U(1) (×UA(1)) −→ SU(3)c+V × Z2 (×Z2A) . (5.7)
As a consequence of the complete breaking of SU(3)c, all eight gluons acquire a mass in the
CFL phase. The corresponding Meissner masses at asymptotic densities have been calculated in
Ref. [253]. In contrast to the two-flavor case, Eq. (5.7) contains also spontaneously broken global
symmetries of QCD. Hence, there are Goldstone bosons, namely a pseudoscalar octet related to
the broken chiral symmetry, and a scalar singlet related to the breaking of U(1). In addition there
could be a massless pseudoscalar singlet which corresponds to the breaking of UA(1).
Gauging a diagonal subgroup of the unbroken vector symmetry we can again define a “rotated”
electromagnetic charge,
Q˜ = Q − 1
2
λ3 − 1
2
√
3
λ8 ≡ Q − diag c
( 2
3
,−1
3
,−1
3
)
. (5.8)
This definition differs from that in the two-flavor case, Eq. (4.9), by the λ3-term. Since the 2SC
ground state is invariant under exp (iαλ3), we could have added this term in that case, too, but
there was no need to do so. One can easily check that all diquark pairs listed in Table 5.1 have
vanishing net Q˜-charge, i.e., the CFL ground state is a perfect insulator for Q˜-photons.
Another interesting result is that the Q˜-charges of all excitations, including the quarks, are
integers (in units of the rotated charge of the electron). This is exactly what we expect from a
confining theory! This observation has led Scha¨fer and Wilczek to the hypothesis of “quark-hadron
continuity” [254]: It turns out that the CFL phase has the same symmetries and the same low-lying
excitation spectrum as confined hypernuclear matter at low densities, i.e., there is a one-to-one
correspondence between the quarks, gluons, and Goldstone bosons in the CFL phase, and the
baryons, vector mesons, and Goldstone bosons in superfluid hypernuclear matter. This would
imply that no phase transition is needed between the low-density and the high-density regime, and
it is just a matter of convenience to describe the former in the language of hadronic degrees of
freedom and the latter referring to quarks and gluons5.2.
Of course, all this only holds in the idealized case of an exact flavor SU(3) symmetry. In reality
we know that the ground state at low densities is “ordinary”, i.e., non-strange, nuclear matter
(unless the strange quark matter hypothesis turns out to be correct). Still there could be some
modified quark-hadron continuity if the nuclear matter phase is followed by (almost symmetric)
hypernuclear matter. On the other hand, coming from high densities, the CFL phase could be
followed by a 2SC phase at lower densities, before matter turns into the hadronic phase (cf. upper
right panel of Fig. 1.1 in the Introduction). In this case the transition would not be continuous.
This so-called “color-flavor unlocking” transition from the CFL to the 2SC phase in the presence
of realistic strange quark masses will be studied in great detail in the next section.
5.2There are interesting, although controversial, attempts to explain the structure of the vacuum in an analogous
way, assuming that the vacuum is a Higgs phase with color-flavor locked octets of quark-antiquark condensates,
〈q¯τTa λaq〉 [255] (also see Ref. [256] how this could be tested on the lattice). Basically, this would lead to the
same spectrum, i.e., integer charged quarks, massive gluons and massless pseudoscalar Goldstone bosons. Possible
consequences of CFL diquark condensates at zero density have been discussed much earlier [257].
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5.2 Realistic strange quark masses
The situations discussed so far are idealizations of the real world, where the strange quark mass
Ms is neither infinite, such that strange quarks can be neglected completely (as we did in Chap. 4),
nor degenerate with the masses of the up and down quarks (as assumed in Sec. 5.1). This leads
to the question, whether quark matter at moderate densities behaves more like a two-flavor color
superconductor or like a color-flavor locked state or like something else.
Since standard BCS pairing involves fermions with opposite momenta, ~pa = −~pb, near their
respective Fermi surface, pairing is only possible, if the two Fermi momenta are not too far apart,
or, equivalently, if the attraction is sufficiently strong. (Note that for unequal Fermi momenta
a Cooper instability is no longer guaranteed for arbitrarily weak attractions, since in the non-
interacting case the creation of a BCS pair would always enhance the free energy.) A rough
estimate for the pairing condition is given by
|paF − pbF | = .
√
2∆ab , (5.9)
where piF = θ(µi −Mi)
√
µ2i −M2i are the nominal Fermi momenta and ∆ab is the corresponding
pairing gap5.3. In this section we will assume exact isospin symmetry (mu = md) and that the
chemical potentials for all quarks are equal. (Unequal chemical potentials will be discussed in
Chap. 6.) The above criterion is then always fulfilled for the pairing of up and down quarks.
Obviously, for sufficiently large quark chemical potentials µ ≫ Ms, the strange quark mass
(and thus its difference to the light quark masses) is negligible in Eq. (5.9) and us- and ds-
pairing becomes possible as well. Hence, we expect a phase similar to the CFL phase, i.e., with
non-vanishing values for s22, s55, and s77. However, as a consequence of the mass difference,
Ms > Mu = Md, this phase will be less symmetric than in the idealized case discussed above. In
particular we expect the condensates which contain one strange and one non-strange quark, i.e.,
s55 and s77, to be smaller than s22 which contains only non-strange quarks. This corresponds to
an SU(2)color+V subgroup of the original symmetry, where isospin rotations are locked to certain
SU(2) rotations in color space. Later, when we also consider isospin breaking by non-equal chemical
potentials (Chap. 6), all condensates will in general be different from each other. Following common
practice, we will nevertheless call this phase “CFL phase” whenever s22, s55, and s77 do not vanish.
At small chemical potentials, the strange quark mass cannot be neglected against µ and a
phase with s55 = s77 6= 0 is no longer favored. From this we would conclude, that quark matter
at low chemical potentials, µ ≃ Ms, is a two-flavor color superconductor (“2SC”), where only up
and down quarks participate in a diquark condensate. In addition, there also could be unpaired
strange quarks5.4. In this case, the phase is often called “2SC+s” phase, but we will usually not
make this distinction.
5.3This approximate relation has been derived in Ref. [258] for a simplified model with two quark species, requiring
that the paired state is more favored than an unpaired state. For quark matter with three colors and three flavors
the authors of Ref. [259] find a similar relation with
√
2 on the r.h.s. replaced by 2 for CFL pairing being more
favored than no pairing at all and by a number not less than
√
3 for CFL pairing being more favored than 2SC
pairing. For most of our purposes these details do not really matter. In particular we will never employ Eq. (5.9)
to determine the stability of a given phase, but mostly for qualitative arguments. We should also mention that in
certain physical situations the formally stable solutions are forbidden by additional constraints and the “unstable”
solution is the only allowed one. In these cases Eq. (5.9) can be violated strongly (see Sec. 6.4).
5.4Similar to the blue up and down quarks (see Sec. 4.4), the strange quarks could pair in a spin-1 [230, 229] or in
a color-sextet [260] channel.
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On the other hand, below a certain value of µ, one should finally reach the hadronic phase. This
brings us back to the discussion in the end of the previous section. If we start in the CFL phase
and keep lowering the chemical potential, the question is whether we first observe a transition to
a 2SC phase followed by a transition to the hadronic phase at lower µ or whether the CFL phase
is directly connected to the hadronic phase without an intermediate 2SC phase. The latter would
be particularly interesting, since it would again imply the possibility of a quark-hadron continuity
scenario. In this case, however, there must be at least one phase transition, e.g., from ordinary
(non-strange) nuclear matter to superfluid hypernuclear matter which then can continously evolve
to the CFL phase. (For a systematic discussion of the symmetry properties of the various quark
and hadron phases, see Ref. [261].)
It is obvious from the discussion above that the answer to this question depends on the strange
quark mass. If Ms is large, the CFL phase is disfavored already at large values of µ, possibly
above the critical µ for the transition to the hadronic phase, whereas small values of Ms would
favor a quark-hadron continuity scenario. More quantitative investigations have been performed
first in Refs. [178, 214, 261]. The authors of Ref. [214] have studied the color-flavor unlocking
phase transition in a model calculation with different values of Ms. Assuming that the region
below µ ≃ 400 MeV belongs to the hadronic phase, these authors came to the conclusion that a
2SC-phase exists if Ms & 250 MeV. Here Ms is the constituent mass of the strange quark, which
was treated as a free parameter in Ref. [214]. A similar analysis has been performed in Ref. [178]
employing an instanton mediated interaction.
We have already seen, however, that constituent quark masses, if treated self-consistently, are
T - and µ-dependent quantities, which in general depend on the presence of quark-antiquark and
diquark condensates and which can even change discontinuously at a first-order phase boundary.
This means, not only the phase structure depends on the effective quark mass, but also the quark
mass depends on the phase. This interdependence has not been taken into account in Refs. [178,
214]. In this situation the natural next step is to generalize the analysis of the previous chapter
to three flavors and to study the interplay between diquark condensates and quark-antiquark
condensates within an NJL-type model. In fact, the early analysis of Ref. [261] went already in
this direction, although the authors made some simplifying assumptions about the quark dispersion
laws. Below, we present a detailed discussion of these issues, mainly following Refs. [262, 263].
5.2.1 Formalism
To get started, we supply the three-flavor NJL-type Lagrangian discussed in Chap. 3 with a quark-
quark interaction term, i.e.,
Leff = q¯(i∂/− mˆ)q + Lqq¯ + Lqq , (5.10)
where
Lqq¯ = G
8∑
a=0
[
(q¯τaq)
2 + (q¯iγ5τaq)
2
]
− K
[
detf
(
q¯(1 + γ5)q
)
+ detf
(
q¯(1− γ5)q
)]
(5.11)
as before, and
Lqq = H
∑
A=2,5,7
∑
A′=2,5,7
(q¯ iγ5τAλA′ Cq¯
T )(qTC iγ5τAλA′ q) . (5.12)
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Again, these effective interactions might arise via Fierz rearrangement from some underlying more
microscopic theory and are understood to be used at mean-field level in Hartree approximation.
Note that Leff is only the simplest Lagrangian which combines the phenomenologically con-
strained quark-antiquark interaction of Chap. 3 with a term which allows for diquark condensation
in the scalar color-antitriplet channels. For instance, we neglect the interesting possibility of a
combined quark-quark and quark-antiquark six-point interaction which naturally arises from a
Fierz transformation of the instanton interaction [178]. We also neglect further condensates, like
induced condensates or possible spin-1 pairing of so-far unpaired species.
Starting from Leff we proceed in the usual way. In order to calculate the mean-field thermody-
namic potential at temperature T and quark chemical potential µ, we linearize the interaction in
the presence of the diquark condensates sAA and the quark-antiquark condensates φi. Introducing
the constituent quark masses as in Eq. (3.5),
Mi = mi − 4Gφi + 2Kφjφk , (i, j, k) = any permutation of (u, d, s) , (5.13)
and the diquark gaps
∆A = −2H sAA , (5.14)
and employing Nambu-Gorkov formalism one gets
Ω(T, µ) = − T
∑
n
∫
d3p
(2π)3
1
2
Tr ln
( 1
T
S−1(iωn, ~p)
)
+ 2G (φ2u + φ
2
d + φ
2
s) − 4Kφu φd φs + H (|s22|2 + |s55|2 + |s77|2) . (5.15)
Here
S−1(p) =
(
p/− Mˆ + µγ0 ∑A∆A γ5τAλA
−∑A∆∗A γ5τaλA p/− Mˆ − µγ0
)
(5.16)
is the inverse fermion propagator, where Mˆ = diag(Mu,Md,Ms). Taking into account the Dirac
structure, color, flavor, and the Nambu-Gorkov components, S−1 is a 72×72 matrix, and the trace
in Eq. (5.15) has to be evaluated in this 72 dimensional space.
Since we are only dealing with one common chemical potential, there is some simplification due
to isospin symmetry, mu = md, which implies
φu = φd and s55 = s77 , (5.17)
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and thus Mu =Md and ∆5 = ∆7. In this case a tedious but straight-forward calculation yields
1
2
Tr ln
( 1
T
S−1(iωn, ~p)
)
= 3 ln
( 1
T 4
(x+uux
−
uu + 2|∆2|2yuu + |∆2|4)
)
+ 2 ln
( 1
T 4
(x+uux
−
ss + 2|∆5|2yus + |∆5|4)
)
+ 2 ln
( 1
T 4
(x+ssx
−
uu + 2|∆5|2yus + |∆5|4)
)
+ ln
( 1
T 8
(x+uux
−
uux
+
ssx
−
ss + 2|∆2|2x+ssx−ssyuu + 4|∆5|2(x+uux−ss + x+ssx−uu)yus
+ |∆2|4x+ssx−ss + 4|∆2|2|∆5|2(x+ssx−us + x+usx−ss)
+ 4|∆5|4(x+uux−ss + x+ssx−uu + 4y2us)
+ 8|∆2|2|∆5|4yss + 32|∆5|6yus + 16|∆5|8)
)
, (5.18)
where we have introduced the abbreviations
x±ff ′ = (ωn ± iµ)2 + ~p 2 +MfMf ′ and yff ′ = ω2n + µ2 + ~p 2 +MfMf ′ . (5.19)
With these definitions one finds for the argument of the first logarithm on the r.h.s. of Eq. (5.18)
x+uux
−
uu + 2|∆2|2yuu + |∆2|4 = (ω2n + ω−u
2
)(ω2n + ω
+
u
2
) (5.20)
with
ω∓u =
√
(
√
~p 2 + M2u ∓ µ)2 + |∆2|2 . (5.21)
Obviously, these are exactly the dispersion laws of the paired quarks in a two-flavor color super-
conductor, Eq. (4.56). The corresponding Matsubara sums are readily turned out using Eq. (2.49).
The other terms in Eq. (5.18) are in general more complicated. There are, however, two
simplifying limits. The first one corresponds to a two-flavor color superconductor, together with
unpaired strange quarks. In this case ∆5 vanishes and Eq. (5.18) becomes
1
2
Tr ln
( 1
T
S−1(iωn, ~p)
)∣∣∣
∆5=0
= 4
[
ln(
ω2n + ω
−
u
2
T 2
) + ln(
ω2n + ω
+
u
2
T 2
)
]
+ 2
[
ln(
ω2n + E
−
u
2
T 2
) + ln(
ω2n + E
+
u
2
T 2
)
]
+ 3
[
ln(
ω2n + E
−
s
2
T 2
) + ln(
ω2n + E
+
s
2
T 2
)
]
, (5.22)
with E∓f =
√
~p 2 +M2f ∓ µ. Here we recover the fact, that only four of the six light quarks (two
colors) participate in the 2SC condensate, while the two remaining ones and all strange quarks
fulfill the dispersion laws of free particles with effective masses Mf .
We can also reproduce the structure of the dispersion laws of the idealized three-flavor sym-
metric CFL-state. To this end we evaluate Eq. (5.18) for Mu =Ms and ∆2 = ∆5. One finds
1
2
Tr ln
( 1
T
S−1(iωn, ~p)
)∣∣∣
Mu=Ms,∆2=∆5
= 8
[
ln(
ω2n + ω
−
oct
2
T 2
) + ln(
ω2n + ω
+
oct
2
T 2
)
]
+
[
ln(
ω2n + ω
−
sing
2
T 2
) + ln(
ω2n + ω
+
sing
2
T 2
)
]
(5.23)
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with ω∓oct = ω
∓
u and ω
∓
sing =
√
(
√
~p 2 + M2u ∓ µ)2 + |2∆2|2. Thus ∆sing = 2∆oct , as already
mentioned in Sec. 5.1.2.
The Matsubara sums over Eqs. (5.22) and (5.23) can again be turned out with the help of
Eq. (2.49). In general, i.e., for Eq. (5.18) with arbitrary values of the condensates, this cannot be
done so easily. If one combines the second with the third logarithm on the r.h.s., the argument
becomes a polynomial of fourth order in ω2n. The same is true for the argument of the fourth
logarithm. The corresponding dispersion laws are related to the zeros of these polynomials. Al-
though, in principle, the zeros of a polynomial of fourth order can be determined analytically, the
resulting expressions are usually difficult to handle. Therefore, in practice one has to determine
the dispersion laws numerically. After that, one can again employ Eq. (2.49) to calculate the
Matsubara sum. Alternatively, one can turn out the Matsubara sum numerically without previous
determination of the dispersion laws. To that end, in order to get a convergent result, one should
subtract and add a properly chosen term,
∑
nAn =
∑
n (An −Bn) +
∑
nBn , where An stands
for Eq. (5.18),
∑
nBn can be turned out analytically and An − Bn is well-behaved. This is the
method we have used5.5.
Because of the isospin relations, Eq. (5.17), the thermodynamic potential depends on four
different condensates, φu, φs, s22, and s55. The self-consistent solutions are again given by the
stationary points of the potential,
δΩ
δφu
=
δΩ
δφs
=
δΩ
δs∗22
=
δΩ
δs∗55
= 0 . (5.24)
The explicit evaluation of these derivatives is trivial, but leads to rather lengthy and not very
illuminating expressions, which we do not present. However, since the thermodynamic potential is
a function of the squared diquark gaps, |∆A|2, it is obvious that there are always trivial solutions
∆A = 0, independent of the values of the other gap parameters. For the non-trivial solutions the
four equations are coupled and have to be solved simultaneously. The stable solution is again the
one which corresponds to the lowest value of Ω.
5.2.2 Numerical results without ’t Hooft interaction
To fix the parameters for the numerical analysis we begin again with a color current interaction
(cf. Eq. (4.67)),
Lint = −g
8∑
a=1
(q¯γµλaq)
2 . (5.25)
This interaction was also the starting point of the model calculations in Refs. [16, 214, 261]. Per-
forming Fierz transformations we find that the effective coupling constants which enter Eqs. (5.11)
and (5.12) are related to each other as (see App. A.3)
G : K : H = 1 : 0 :
3
4
. (5.26)
5.5Some authors use simplified dispersion laws to circumvent this problem. The authors of Ref. [261] assume that,
even in the presence of a symmetry breaking dynamical strange quark mass, the dispersion laws in the CFL phase
are of the standard form, Eq. (4.56), with an octet gap attributed to the six non-strange and two strange quarks, and
a singlet gap attributed to the third strange quark. The authors of Ref. [264] make the assumption that the particle
part and the antiparticle part of the Hamiltonian separate. This enables them to derive an analytical expression for
the quasiparticle energies. It turns out that the numerical results obtained in this approximate way are very similar
to our exact solutions.
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Figure 5.1: Gap parameters at T = 0 as functions of the quark chemical potential µ for K = 0. Left:
Constituent masses of up and down quarks (dashed), and of strange quarks (solid). Right: Diquark gaps
∆2 (dashed) and ∆5 (solid). Adapted from Ref. [262] with slightly different parameters.
In addition, there are again various other channels, which in principle should be taken into account
to be fully self-consistent5.6. This is, however, not the goal of the present calculation. At this point,
Eq. (5.25) should only be viewed as a “typical” interaction, used to relate the coupling constant
in the diquark channel to the quark-antiquark coupling constant.
Perhaps the most severe limitation of this choice is the fact that the six-point interaction
completely vanishes, i.e., K = 0. Similar to what we have discussed in Sec. 2.4, this means that
there is no flavor mixing in the quark-antiquark channel. There is of course flavor mixing in the
(flavor-antitriplet) diquark condensates, where always quarks of two different flavors are paired.
Hence, the strange quarks decouple from the non-strange quarks in all but the CFL phase. The
consequences of this limitation will be investigated in Sec. 5.2.3 where we introduce non-vanishing
values of K.
Employing Eq. (5.26), there remain four parameters: the coupling constant G, the cut-off Λ ,
and the two current quark masses, mu and md. We take Λ = 602.3 MeV and mu = 5.5 MeV as
in parameter set RKH [146] of Table 3.1, and tune the two remaining parameters, G and ms, to
reproduce the vacuum constituent quark masses Mu = 367.6 MeV and Ms = 549.5 MeV of that
set. In this way we find GΛ2 = 2.319 and ms = 112.0 MeV.
We begin with the discussion of the results at zero temperature. The behavior of the four gap
parameters as functions of the quark chemical potential µ is displayed in Fig. 5.1. In the left panel
we show the constituent quark massesMu and Ms, in the right panel the diquark gaps ∆2 and ∆5.
One can clearly distinguish between three phases. At low chemical potentials µ < µ1 = 346.9 MeV,
5.6As discussed in Sec. 4.3, already for two flavors, a self-consistent treatment requires the simultaneous consider-
ation of possible expectation values in six different channels. Here we should have at least twice as many, because
of the broken flavor symmetry. Moreover, as mentioned earlier, even in the idealized case of three massless flavors,
there is an induced color-sextet diquark condensates in the CFL-phase [16, 63, 252].
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the system remains in the vacuum phase, i.e., the diquark gaps vanish and the constituent quark
masses stay at their vacuum values. For the condensates this means s22 = s55 = s77 = 0, while
φu and φs are large. Hence, in a schematic sense, we can identify this phase with the “hadronic
phase”, keeping in mind the limitations of this picture we have discussed earlier.
At µ = µ1 a first-order phase transition takes place and the system becomes a two-flavor color
superconductor: The diquark condensate s22 has now a non-vanishing expectation value, related
to a non-vanishing diquark gap ∆2, whereas ∆5 remains zero. Just above the phase boundary we
find ∆2 = 113.7 MeV. At the same time the mass of the up quark drops from the vacuum value
to Mu = 58.3 MeV. With increasing µ, Mu decreases further, while ∆2 increases until it reaches a
maximum at µ ≃ 475 MeV. Just below the next phase boundary at µ = µ2 = 500.8 MeV we find
∆2 = 137.8 MeV and Mu = 10.0 MeV.
In the 2SC phase the baryon number density is of course no longer zero and increases from
about 2.5 times nuclear matter density at µ = µ1 to about 6.5 times nuclear matter density at
µ = µ2. The density of strange quarks remains zero up to µ = µ2.
At µ = µ2 the system undergoes a second phase transition, now from the 2SC phase into
the CFL phase, which is characterized by a non-vanishing diquark gap ∆5 (together with a non-
vanishing ∆2). The phase transition is again of first order: At the transition point ∆5 jumps from
zero to 110.9 MeV, while Ms drops from 549.5 MeV to 199.6 MeV. The non-strange quantities are
also discontinuous and change in the opposite direction: Mu jumps from 10.9 MeV to 19.4 MeV,
and ∆2 drops from 137.8 MeV to 113.1 MeV, in rather good agreement with the asymptotic relation
∆oct = 2
−1/3∆2SC [63]. The density jumps from 6.5 to 9.3 times nuclear matter density.
As anticipated, unlike the ideal SU(3)-flavor symmetric case, the sizes of the gaps ∆2 and
∆5 are no longer equal. In fact, as we are quite far away from an exact SU(3) symmetry, it
is remarkable that the diquark gaps ∆2 and ∆5 are so similar at the transition point. At least
partially, this may be attributed to the cut-off. Obviously, when the Fermi momentum comes close
to Λ important parts of the gap equation are cut off, and the gap becomes smaller with increasing
chemical potentials. For the up and down quarks this situation is reached somewhat earlier than
for the strange quarks because of their higher Fermi momenta, related to their lower mass. This
also explains why we find ∆5 > ∆2 above µ ≃ 520 MeV. Here we certainly approach the limits of
the model.
The most important point of our analysis is the discontinuous behavior of the strange quark
mass at the phase boundary. As we have argued in the introductory part of this section, we expect
the CFL phase to be stable if µ is considerably larger than Ms and that it becomes unstable
when µ . Ms. Clearly, this kind of reasoning can only be used to estimate the critical µ if Ms
is more or less constant. Obviously this is not the case. Just above the phase boundary we have
∆crit5 := |puF − psF |/
√
2 = 29 MeV < ∆5 = 111 MeV, which means that the approximate stability
condition, Eq. (5.9), is well satisfied and far away from its limit. In fact, the reason for the phase
transition at µ = µ2 is not that u and s quarks can no longer pair below that value. We still
find a CFL solution down to much lower values of µ. However, for µ < µ2, this solution is only
metastable, and there is a more favored solution with a much higher strange quark mass which
cannot support a pairing of u and s quarks. In this sense we may say that the 2SC-CFL phase
transition is driven by the chiral phase transition in the strange sector, although of course all
condensates mutually influence each other.
Relations like Eq. (5.9) have been used to argue, that the color-flavor-unlocking transition
at T = 0 must be first order, because the mismatch of the Fermi surfaces of strange and non-
strange quarks prevents the gap parameter ∆5 from becoming arbitrarily small [214, 258, 259].
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Figure 5.2: Phase diagram for K = 0 in the µ−T plane without (left) and with (right) diquark condensates
taken into account. The solid lines indicate phase boundaries with a first-order phase transition, the dashed
lines correspond to second-order phase transitions. The different phases can be distinguished by different
values for the various condensates. Within the figure we have indicated only those condensates which are
significantly different from zero. (Note that because of isospin symmetry, φd = φu and s77 = s55.) The
right figure has been adapted from Ref. [262] for slightly different parameters.
Qualitatively, our results support these arguments, even though the quantitative values for the
minimal gap derived in these references cannot be applied to cases with density dependent masses:
We find that there is indeed a non-vanishing lowest possible value of ∆5 for metastable CFL
solutions and the minimal value of ∆5 in an absolutely stable CFL phase is even larger.
We now extend our analysis to non-vanishing temperatures. For an easier interpretation, let
us first neglect the diquark condensates. The resulting phase diagram in the µ− T plane is shown
in the left panel of Fig. 5.2. Since for K = 0 the different quark flavors decouple, there are two
separate phase boundaries, corresponding to the chiral phase transition of the non-strange quarks
at lower chemical potentials and of the strange quarks at higher chemical potentials. Thus, at low
temperatures, we have three different regimes. When the temperature is increased, both phase
boundaries end in a second-order endpoint.
When diquark condensates are included (right panel) these first-order phase boundaries are
partially shifted to lower chemical potentials, but remain qualitatively unchanged. As discussed for
zero temperature, at low temperatures the disappearance of one type of quark-antiquark condensate
is always accompanied by the appearance of a new diquark condensate. We have the “hadronic”
(better: normally conducting) phase with φu, φs 6= 0 and vanishing diquark condensates, the 2SC
phase with φs, s22 6= 0, but φu ≈ 0 and s55 6= 0, and the CFL phase with s22, s55 6= 0, but
φu, φs ≈ 0. On the other hand, at high temperatures all condensates vanish. This leads to two
additional phase boundaries. The first one corresponds to the melting of the diquark condensate
in the 2SC phase. As we have seen before, this is a second-order phase transition with a transition
temperature approximately given by the standard BCS relation, Eq. (4.94). For instance, at
µ = 400 MeV we find ∆2(T = 0) = 130.3 MeV, and Tc = 70.1 MeV, whereas from Eq. (4.94) we
would expect Tc = 74.3 MeV.
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Figure 5.3: Gap parameters at µ = 520 MeV as functions of the temperature. Left: Constituent masses
of up and down quarks (dashed), and of strange quarks (solid). Right: Diquark gaps ∆2 (dashed) and ∆5
(solid). Adapted from Ref. [262] for slightly different parameters.
Starting from the CFL phase and increasing the temperature, one first observes a melting of the
diquark gap ∆5, before at somewhat higher temperatures ∆2 vanishes as well. The intermediate
2SC phase “above” the CFL-phase is partially separated from the 2SC regime “left” to the CFL-
phase by the upper part of the chiral phase boundary of the strange quark. Note that this part
of the phase boundary is not affected at all by the diquark condensate, since the strange quarks
are completely decoupled from the non-strange sector. In particular the critical endpoint is at the
same place as in the left figure. (The same is of course true for the endpoint of the non-strange
chiral phase boundary which is located in a regime where the diquark condensates vanish.)
Based on the assumption that ∆5 is always smaller than ∆2 (which is not really true at T = 0, as
we have seen), the earlier disappearance of ∆5 and hence the existence of a 2SC phase “above” the
CFL phase was already anticipated in Ref. [12]. Applying similar arguments as at zero temperature
(cf. Refs. [214, 258, 259]) it was also predicted in that reference, that the corresponding color-flavor
unlocking transition should stay first order. This was corroborated by a second argument, claiming
that the phase transition corresponds to a finite temperature chiral restoration phase transition in
a three-flavor theory. In this case the universality arguments of Ref. [49] should apply, stating that
the phase transition should be of first order.
Indeed, following the phase boundary from the left, we find that the transition continues to be
first order. However, above a critical point at µ ≃ 511 MeV and T ≃ 60 MeV the phase transition
becomes second order. This is illustrated in Fig. 5.3, where the constituent masses (left panel) and
the diquark gaps (right panel) are displayed as functions of the temperature for fixed µ = 520 MeV.
As one can see, both condensates smoothly go to zero at T = 63.5 MeV and T = 70.7 MeV,
respectively. Of course it is possible that the second-order phase transitions are artifacts of the
mean-field approximation and become first order if fluctuations are included [265, 266]. In any case,
the arguments of Refs. [214, 258, 259] in favor of a first-order color-flavor unlocking phase transition
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Figure 5.4: The same as Fig. 5.1, but for KΛ5 = 12.36 (Table 5.2, parameter set III).
are much less stringent at finite temperature, where even for vanishing condensates the Fermi
surfaces are smeared due to thermal effects. The applicability of the universality argument is also
questionable in the present situation because the 2SC phase is not a three-flavor chirally restored
phase, but only SU(2) × SU(2) symmetric. Recall that even SU(3)V is broken spontaneously
by the flavor-antitriplet diquark condensates, and explicitly by the unequal current quark masses.
Therefore a rigorous prediction of the true order of the phase transition is rather difficult.
Finally, we should repeat that our results at µ & 500 MeV are sensitive to the cut-off. This is
somewhat disturbing, since the entire CFL phase belongs to this region. As we will see below, the
situation improves when a flavor mixing interaction is included, which shifts the 2SC-CFL phase
boundary to lower chemical potentials.
5.2.3 Influence of the ’t Hooft interaction
We now study the effect of a non-vanishing ’t Hooft interaction on the results of the previous
section [263]. To this end we replace the color current interaction, Eqs. (5.25) and (5.26), by a set
of parameters with K 6= 0. For a better comparison with our previous results we leave the cut-off
Λ and the light current mass mu unchanged, but vary the coupling constant G and the strange
current mass ms in such a way that the vacuum massesMu andMs remain constant. We also keep
the quark-quark coupling constant H at a fixed value. This means that instead of H : G = 3 : 4
we now have H : Geff = 3 : 4, where Geff = G − 12Kφvacs is the effective 4-point coupling which
determines the light quark constituent mass in vacuum (cf. Eq. (2.86)).
Four sets of parameters obtained in this way (including the K = 0 parameters of the previous
section) are listed in Table 5.2. Set III is of particular interest because, apart from the quark-
quark coupling constant, it is identical to parameter set RKH of Table 3.1 (i.e., the empirical fit
of Ref. [146]). This was our standard parameter set for the numerical studies in Chap. 3, e.g.,
for investigating the strange matter hypothesis in Sec. 3.3. Therefore let us begin with these
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parameters.
In Fig. 5.4, the constituent masses and the diquark gaps at T = 0 are displayed as functions
of the chemical potential. When we compare this figure with Fig. 5.1, the analogous figure for
K = 0, we see that the essential features remain unchanged: There are three distinct phases, i.e.,
vacuum with spontaneously broken chiral symmetry, 2SC, and CFL, separated by first-order phase
boundaries at which the constituent quark masses change discontinuously. Of course, as pointed
out several times before, due to the flavor mixing at K 6= 0 the strange quark mass stays no longer
constant across the first phase boundary, such that Ms < M
vac
s in the 2SC phase. This has the
consequence that the 2SC phase is less stable against transitions to the CFL phase and thus the
critical chemical potential µ2 for the 2SC-CFL phase transition is shifted to lower values. (The
critical chemical potential µ1 corresponding to the vacuum-2SC phase transition is only slightly
reduced.) In turn, since the CFL phase starts at lower chemical potentials, the value of Ms
just above µ2 is larger than for K = 0 and this causes a larger difference between the diquark
condensates ∆2 and ∆5 in this regime. Roughly speaking, we may say that the CFL solutions
are not very sensitive to K, but solutions which have only been metastable for K = 0 become
absolutely stable down to lower values of µ when K is increased.
For K = 0 we found that the density of strange quarks is zero in the entire 2SC phase. One
could have expected that this is changed by a flavor mixing interaction which reduces Ms in the
2SC phase and in this way the threshold for populating strange quark states. We see, however,
that the situation is more complicated because at the same time the 2SC-CFL phase boundary is
lowered as well. Nevertheless, for parameter set III there is indeed a small regime (about 3 MeV
below µ2) where the density of strange quarks is non-zero.
We now turn to non-vanishing temperature. The µ− T phase diagram for parameter set III is
displayed in the right panel of Fig. 5.5. In order to understand the main differences to the K = 0
case (Fig. 5.2) it is again instructive, first to neglect the influence of the diquark condensates. The
corresponding phase diagrams are displayed in the left panels of both figures. As one can see,
the main effect of the flavor mixing is that the second phase boundary, i.e., the one which for
K = 0 was related to the chiral phase transition of the strange quark has completely disappeared
for KΛ5 = 12.36. This difference has important consequences for the phase diagrams with diquark
condensates included (right panels): For K = 0 (Fig. 5.2) the phase boundary between 2SC and
CFL phase at low temperatures has two origins: the chiral phase transition of the strange quark and
the color-flavor locking transition. Whereas the former tends to turn the phase boundary to the left
(the strange quark condensate φs is more stable at lower µ) the latter tends to turn the boundary
to the right (the diquark condensates s55 and s77 are more stable at higher µ). As a consequence
of this competition the phase boundary goes up more or less vertically and finally splits into two
set Λ [MeV] mu [MeV] ms [MeV] GΛ
2 KΛ5 HΛ2 H : G
I 602.3 5.5 112.0 2.319 0.00 1.739 0.75
II 602.3 5.5 123.6 2.123 5.00 1.739 0.82
III 602.3 5.5 140.7 1.835 12.36 1.739 0.95
IV 602.3 5.5 158.5 1.536 20.00 1.739 1.13
Table 5.2: Model parameters employed in the numerical studies of this section.
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Figure 5.5: The same as Fig. 5.2, but for KΛ5 = 12.36 (Table 5.2, parameter set III).
branches. This is quite different for KΛ5 = 12.36 (Fig. 5.5). Since without diquark condensates
(left) there is no second phase transition, the behavior of the phase boundary is basically dictated
by the diquark condensates. Consequently, it turns to the right and there is no splitting into two
branches. As for K = 0, the phase transition is first order at lower T but becomes second order
above T ≃ 56 MeV. (We repeat that it must be first order at low temperature because of the
mismatch of the strange and the non-strange Fermi surfaces.)
A more general overview about the K dependence of the phase structure is given in Fig. 5.6
where the phase boundaries are displayed for the four parameter sets of Table 5.2. For the sake
of clarity, we do not distinguish between first-order and second-order phase transitions in this
diagram. Obviously, except of the 2SC-CFL boundary, all other phase boundaries are rather
insensitive to K, once the vacuum masses and the value of the quark-quark coupling constant H
are fixed. As discussed above, the 2SC-CFL phase boundary is shifted to lower chemical potentials
when K is increased. However, even for the relatively large value KΛ5 = 20, there is still a large
region where the 2SC phase is the most dominant quark phase.
In this context we should note that the above analysis of flavor mixing effects is not complete,
since some terms which could arise from the instanton interaction are missed in our starting point,
Eqs. (5.10) to (5.12). To see this, consider a six-point vertex as shown in Fig. 3.1. We have seen
earlier that this vertex can contribute to the constituent quark mass if we close two quark loops
(Fig. 3.2). Thus the self-energy of the strange quark (for instance) contains a term proportional
to the non-strange condensates φu and φd, as depicted in the left diagram of Fig. 5.7. This term
has been taken into account in our model (see Eq. (5.13)). However, in the presence of diquark
condensates there is also a term proportional to |s22|2 due to the fact, that a diquark pair can
be created or destroyed in the condensate (right diagram of Fig. 5.7). This contribution has not
been taken into account in our calculations. Similarly, if one closes a single quark loop and Fierz
transforms the resulting four-point vertex one obtains flavor and density dependent contributions
to the quark-quark interaction which are not contained in Eq. (5.12). Instanton effects of this type
have partially been discussed in Ref. [178], but not self-consistently including constituent quark
122
030
60
90
300 400 500
T 
[M
eV
]
µ [MeV]
φu, φs s22,  φs s22, s55
s22
φs (φs ≈ 0)
Figure 5.6: Phase diagrams in the µ-T plane for parameter set I (K = 0, dotted), II (KΛ5 = 5, dashed),
III (KΛ5 = 12.36, solid), and IV (KΛ5 = 20, dash-dotted).
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Figure 5.7: Two contributions to the constituent mass of the strange quark. Left: self-energy proportional
to φuφd. Right: self-energy proportional to |s22|
2.
masses away from the chiral limit. An extention of our model in this direction would certainly be
very interesting.
Our calculations suggest that the 2SC phase is favored in a relatively large regime, even for
rather large values of K. However, before drawing early conclusions we should recall that our
model is lacking a realistic description of the hadronic phase. Hence, it is still possible that the
2SC phase is excluded if the hadron-quark phase transition takes place at a relatively large chemical
potential. Examples for this scenario will be discussed in Sec. 7.1. We should also mention that the
stress imposed to the Cooper pairs by unequal masses could result in new phases, like crystalline
color superconductors [21, 22] or a CFL phase with condensed kaons [18, 19, 20]. These phases
will briefly be discussed in Sec. 6.4. Before, we will introduce another source of stress which comes
about by the requirement of electric and color neutrality. As a consequence, the chemical potentials
and, thus, the Fermi momenta of up and down quarks become unequal, thereby disfavoring the
2SC phase. This will be investigated in mored detail in the next chapter.
123
Chapter 6
Neutral quark matter
In the previous chapter we have restricted ourselves to the thermodynamics of quark matter de-
pending on temperature and one common quark chemical potential. However, for the description
of a possible quark core of a neutron star we must consider neutral quark matter in beta equilib-
rium. As in our discussion of strange quark matter in Sec. 3.3, this means that we have to deal
with more than one independent chemical potential. In the present case the situation is even more
involved. In addition to electric neutrality, we also have to impose color neutrality, which is not
automatically realized in color superconducting phases with color independent chemical potentials
(see Sec. 4.3.4)6.1. In fact, strictly speaking, the matter has to be in a color singlet state. However,
as shown in Ref. [267], the energy related to projecting color neutral systems onto color singlets
becomes negligible in the thermodynamic limit. It is thus sufficient to require electric and color
neutrality.
It has been pointed out by Alford and Rajagopal that these constraints strongly disfavor the
2SC phase, such that this phase might not be present in compact stars [248]. The basic arguments
can be understood in the following way. Suppose we have a system of up, down, and strange quarks
together with leptons. As we have seen in Sec. 4.3.4, imposing color neutrality in 2SC matter does
not cost much energy and we may concentrate on electric neutrality. Moreover, as discussed in
Sec. 3.3, the lepton fraction is very small in beta equilibrated matter, such that their contribution
to the electric charge can be neglected. The quark densities must then satisfy the relation (cf.
Fig. 3.9)
2nu − nd − ns ≈ 0 . (6.1)
Obviously, for equal quark masses this relation is realized by equal densities nu = nd = ns and
quark matter is in the CFL phase. The arguments of Alford and Rajagopal are based on an
expansion in the strange quark mass, which they assumed to be small compared with the chemical
potential. In this case the densities and thus the Fermi momenta are still similar to each other and
we may write piF = p¯F + δp
i
F with δp
i
F ≪ p¯F . Hence
ni =
1
π2
piF
3 ≈ 1
π2
(p¯3F + 3p¯
2
F δp
i
F ) . (6.2)
6.1This applies at least to NJL-type models. As mentioned earlier, there are arguments that color superconducting
phases in QCD are automatically color neutral [218, 219, 220]. This would be one more reason to correct the NJL
model for color neutrality.
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Inserting this into Eq. (6.1) we find
pdF − puF ≈ puF − psF , (6.3)
i.e., the Fermi momenta of up and down quarks differ approximately by the same amount as the
Fermi momenta of up and strange quarks. This implies that us pairing is as likely as ud pairing.
Indeed, within their expansion scheme Alford and Rajagopal found that, whenever ud pairing is
more favored than no pairing at all, the CFL phase is even more favored, and there is thus no room
left for the 2SC phase. Assuming that the strange quark mass is smaller in the CFL phase than in
the 2SC phase, as motivated by our previous results, the argument becomes even stronger [248].
On the other hand the assumption of a small strange quark mass which was the basis of the
expansion in Ref. [248] might not be justified in the 2SC phase. Instead, as we have seen in Sec. 5.2,
it might be more realistic to assume that there are no strange quarks at all. In this case Eq. (6.1)
implies pdF ≈ 21/3puF . For instance, for puF = 400 MeV this means that the Fermi momenta of u
and d differ by about 100 MeV and hence, according to Eq. (5.9), the gap should be larger than
about 70 MeV for the 2SC phase to be stable. From this point of view a stable neutral 2SC phase
seems not to be excluded.
In this situation it is obviously worthwhile to extend the NJL-model analysis to include un-
equal chemical potentials. This has been done first by Steiner, Reddy, and Prakash [268], and
shortly afterwards by Neumann, Buballa, and Oertel [271], focusing on somewhat different issues.
The crucial point is again, that NJL model calculations allow to study the effects of density and
phase dependent quark masses, which have not been included self-consistently in the estimates of
Ref. [248]. In this chapter we discuss the results of these investigations.
6.1 Formalism
6.1.1 Conserved charges and chemical potentials
We consider a system of quarks and leptons described by the thermodynamic potential
Ω(T, {µf,c}, {µℓi}) = Ωq(T, {µf,c}) + Ωℓ(T, {µℓi}) , (6.4)
where µf,c is the chemical potential of a quark with flavor f and color c, while µℓi refers to a lepton
of type ℓi ∈ {e, µ, . . . }. For Ωℓ we simply take a gas of non-interacting leptons, while the quark
part is derived from the NJL model and will be discussed in more detail in Sec. 6.1.2.
The various particle densities can be derived from Ω in the standard way,
nf,c = − ∂Ω
∂µf,c
, nℓi = −
∂Ω
∂µℓi
. (6.5)
The total flavor and color densities are then given by
nf =
∑
c
nf,c , nc =
∑
f
nf,c . (6.6)
We are mainly interested in describing the conditions present in compact stars older than a few
minutes, when neutrinos can freely leave the system. In this case lepton number is not conserved
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and we have four independent conserved charges, namely the total electric charge nQ and the three
color charges. Neglecting the τ -lepton, which is too heavy to play a role in neutron stars, the total
electric charge is given by
nQ =
2
3
nu − 1
3
nd − 1
3
ns − ne − nµ . (6.7)
For the color charges, instead of nr, ng, and nb, we will often use the linear combinations
n = nr + ng + nb , n3 = nr − ng , n8 = 1√
3
(nr + ng − 2nb) . (6.8)
Here n corresponds to the total quark number density. Since n = 3ρB, it is also related to
the conserved baryon number. n3 and n8 describe color asymmetries. Note that in contrast to
Eq. (4.28) we do not assume nr = ng.
The four conserved charges {ni} = {n, n3, n8, nQ} are related to four independent chemical
potentials {µi} = {µ, µ3, µ8, µQ}, such that
ni = − ∂Ω
∂µi
. (6.9)
The individual quark chemical potentials µf,c are then given by
µf,c = µ + µQ
(1
2
(τ3)ff +
1
2
√
3
(τ8)ff
)
+ µ3 (λ3)cc + µ8 (λ8)cc . (6.10)
Here, as before, τi and λj are Gell-Mann matrices corresponding to flavor and color, respectively.
The electron and muon chemical potentials are simply
µe = µµ = −µQ . (6.11)
Eqs. (6.10) and (6.11) imply
µd,c = µs,c = µu,c + µe for all c , (6.12)
which is usually referred to as beta equilibrium.
We are mostly interested in electrically and color neutral matter, which is characterized by
nQ = n3 = n8 = 0 . (6.13)
Since we have four conserved charges and three neutrality conditions the neutral solutions can
be characterized by one independent variable, namely the quark number density n. In the four-
dimensional space spanned by the chemical potentials {µi} these solutions form one or several
one-dimensional lines. This is a straight forward generalization of the situation in Sec. 3.3. Since
for normal conducting quark matter n3 and n8 automatically vanish for µ3 = µ8 = 0, these
chemical potentials did not play any role in that context and effectively we only had to deal with
two chemical potentials and one neutrality condition. (Similarly, many cases to be discussed below
are restricted to µ3 = 0.)
On the other hand, the above situation can be generalized further. For instance, in a proto-
neutron star a few seconds after the collapse of the progenitor, neutrinos are trapped, and we get an
additional chemical potential related to the conserved lepton number. At the same time, however,
we get another constraint from the fact that the lepton fraction, i.e., the total lepton number
divided by the total baryon number, is fixed to the value present in the progenitor star. Although
we will mostly refer to the above case of four conserved charges, the formalism we develop in this
part is straight forwardly generalized to other cases.
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6.1.2 Thermodynamic potential for non-uniform quark chemical poten-
tials
In order to attack the problems discussed above we need to extend the NJL model of Sec. 5.2.1
to non-uniform chemical potentials for different flavors and colors. This amounts to replacing the
chemical potential µ in the inverse fermion propagator Eq. (5.16) by a diagonal matrix µˆ with flavor
and color dependent components µf,c. Although not all of these components are independent if
we impose beta equilibrium (see Eq. (6.10)) we keep them as arbitrary inputs at this point. The
essential difference to the situation in Sec. 5.2.1 is the fact that unequal chemical potentials for
up and down quarks violate isospin symmetry. Hence Eq. (5.17) does no longer hold, and we have
to deal with six different condensates, i.e., the three constituent masses Mu, Md and Ms, and the
three diquark condensates s22, s55 and s77. Because of this lower degree of symmetry the explicit
evaluation of the integrand in Eq. (5.15) becomes of course much more involved.
As we have discussed in Sec. 5.1.2, even though quarks of all colors and flavors participate in
a condensate in the CFL phase, not every quark species is paired with all others, but there are
certain combinations (see Table 5.1). In particular, six of the nine color-flavor species have only
one fixed partner species, while the remaining three form a triangle. As a consequence, S−1 can
be decomposed into several independent blocks [214, 248, 268], and Tr ln S−1(p) can be written
as a sum,
Tr ln S−1(p) = (Tr ln Mug,dr + Tr ln Mdr,ug) + (Tr ln Mub,sr + Tr ln Msr,ub)
+ (Tr ln Mdb,sg + Tr ln Msg,db) + Tr ln Mur,dg,sb , (6.14)
where the matrices M correspond to the different independent blocks of S−1. Six of them have a
2 × 2 structure in the 18-dimensional space spanned by color, flavor and Nambu-Gorkov degrees
of freedom,
Mf1c1,f2c2 =
(
p/+f1,c1 −Mf1 ∆f1,f2 γ5
−∆∗f1,f2 γ5 p/−f2,c2 −Mf2
)
, (6.15)
where p/±f,c = p/ ± µf,cγ0. These blocks describe the pairing of two species of quarks with flavors
f1 and f2 and colors c1 and c2, respectively. ∆f1,f2 is the corresponding diquark gap, i.e., ∆ud ≡
∆du ≡ ∆2, ∆us ≡ ∆su ≡ ∆5, and ∆ds ≡ ∆sd ≡ ∆7.
The remaining block involves three quark species and is a 6× 6 matrix in color–flavor–Nambu-
Gorkov space,
Mur,dg,sb =


p/+u,r −Mu 0 0 0 −∆2γ5 −∆5γ5
0 p/+d,g −Md 0 −∆2γ5 0 −∆7γ5
0 0 p/+s,b −Ms −∆5γ5 −∆7γ5 0
0 ∆∗2γ5 ∆
∗
5γ5 p/
−
u,r −Mu 0 0
∆∗2γ5 0 ∆
∗
7γ5 0 p/
−
d,g −Md 0
∆∗5γ5 ∆
∗
7γ5 0 0 0 p/
−
s,b −Ms

 .
(6.16)
(Including the Dirac components, this is of course a 24×24 matrix, while Eq. (6.15) describes 8×8
matrices.)
This block structure has interesting consequences: It is known from ordinary superconductors,
where electrons with spin up are paired with electrons with spin down, that the respective number
densities, n↑ and n↓, are always equal to each other. This is true even in the presence of a magnetic
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field, as long as the superconducting state remains intact [269]. Some time ago it has been shown
that the analogous statement holds for color superconductors, if one considers two species with
unequal chemical potentials [144] or masses [258]6.2. From this it was originally concluded that
in the CFL phase where all quarks participate in a condensate, the densities nf,c are equal for all
flavors and colors. This would mean that the CFL phase is always electrically and color neutral,
even for unequal quark masses [258]. However, as pointed out by Steiner, Reddy, and Prakash [268],
only those quarks which are paired in the same 2 × 2 block have the same density, whereas the
densities could differ for different blocks. Furthermore the argument does not apply to the 6 × 6
block. According to the color-flavor structure discussed above this means for the CFL phase
nu,g = nd,r , nu,b = ns,r , nd,b = ns,g (CFL) , (6.17)
leading to the remarkable identities
nu = nr , nd = ng , ns = nb (CFL) . (6.18)
These relations guarantee neutrality of CFL matter under the rotated electromagnetism Q˜, Eq. (5.8),
but in general they do not preclude the presence of ordinary electric or color charges [268]. Note,
however, that color neutral CFL matter is automatically electrically neutral as long as no leptons
are present.
In the 2SC phase, where ∆5 = ∆7 = 0, Eq. (6.16) can be decomposed further, and we obtain
a new 2× 2 block involving red u-quarks and green d-quarks. Together with the other 2× 2 block
which contains ∆2 this leads to the relations
nu,r = nd,g , nu,g = nd,r (2SC) . (6.19)
The corresponding relations for other possible phases, e.g., with two non-vanishing diquark con-
densates, can be obtained analogously.
The further elaboration of the thermodynamic potential contains only straight forward manip-
ulations, but the result is extremely lengthy and will not be presented here. The self-consistent
solutions for the condensates φf and sAA, i.e., the stationary points of Ωq are determined numeri-
cally [270].
6.2 Numerical results
In this section we first explore the phase structure at T = 0 in the space of the different chemical
potentials µi and determine the electric and color charge densities in the various regimes [271].
Based on these results, we then construct solutions of homogeneous electrically and color neutral
quark matter and analyze the corresponding equation of state [268].
6.2In Ref. [144] it was shown for a system of two massless flavors that nu = nd for |µu − µd| < 2∆, but the
densities become unequal for |µu − µd| > 2∆. Without further constraints, the latter belongs to the regime where
the diquark condensate is unstable, confirming the statement that the densities in the stable regime are equal.
However, under certain conditions there could be stable color superconducting solutions with |µu−µd| > 2∆ if their
decay is prohibited by the requirement of local charge neutrality [224, 225]. This situation is never realized in the
numerical examples to be discussed below. In principle, however, this possibility should be kept in mind and will
briefly be discussed in Sec. 6.4.
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Figure 6.1: Gap parameters and densities at T = µ3 = µ8 = µQ = 0 as functions of µ. Left: Mu = Md
(solid), Ms (dashed), ∆2 (dotted), and ∆5 = ∆7 (dash-dotted). Right: n/10 (solid), n8 (dashed), and nQ
(dotted). Adapted from Ref. [271].
6.2.1 Equal chemical potentials
To have a well-defined starting point we begin with the “standard case” of a uniform, color and
flavor independent, chemical potential for all quarks, i.e., µ3 = µ8 = µQ = 0. This implies that no
leptons are present. As model parameters we adopt again parameter set RKH of Table 3.1 [146],
for the bare quark masses, the cut-off, and the coupling constants G and K. For the diquark
coupling we take G = H . This is the value we have chosen in Ref. [271], following the choice of
parameters in the first version of Ref. [268]6.3. Obviously this is very similar to parameter set III
in Table 5.2, where we had H = 0.95 G.
With these parameters we obtain the results which are displayed in Fig. 6.1. In the left panel we
show once again the constituent masses and diquark gaps as functions of µ. Since isospin symmetry
is still preserved, we still have Mu = Md and ∆5 = ∆7, as in Sec. 5.2. Since the parameters are
almost the same, the results are of course very similar to those presented in Fig. 5.4: We find
three phases: a normal conducting phase at low chemical potentials, followed by a 2SC phase and,
finally, a CFL phase. At the first-order phase boundaries we observe again strong discontinuities
in the quark masses.
In the right panel we show the corresponding densities. Note that the quark number density n
(solid line) has been divided by 10 to fit to the scale. The dotted line corresponds to the electric
charge density nQ, the dashed line to the color density n8. The color density n3 is identically
zero. We find again that all densities vanish in the “normal phase”, i.e., this phase corresponds
to the vacuum. As discussed earlier it has to be like this: As soon as up and down quarks are
present, their Fermi surfaces are subject to a Cooper instability leading to the formation of the
diquark condensate s22. This argument will no longer go through, once we have switched on one
of the other chemical potentials which lift the degeneracy of the Fermi surfaces of all up and down
6.3In their final version these authors have taken H : G = 3 : 4.
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quarks.
The two other phases carry both, electric and color charges. The electric charge of the 2SC
phase is easily understood. Since µQ = 0, there are no leptons and the densities of up and down
quarks are equal. Moreover, in this example there are no strange quarks, which are too heavy to
be populated in this regime. Hence the total electric charge density is given by nQ = n/6. The
non-vanishing color density n8 is the same effect we have already encountered in Sec. 4.3.4 and
reflects the fact that for equal chemical potentials the densities of the paired (red and green) quarks
are larger than the density of the unpaired (blue) quarks. Numerically, we find (nr−nb)/n = 10%
at the lower boundary and (nr − nb)/n = 3% at the upper boundary of the 2SC phase.
Just above the transition to the CFL phase this ratio does not change very much, whereas the
electric charge density drops significantly due to a strong increase of the density of strange quarks.
To a large extent, this is caused by a sudden drop of the strange quark mass, but this is only part
of the story. For instance, at µ = 500 MeV we have Mu =Md = 17.2 MeV and Ms = 216.5 MeV.
Using these numbers in a free gas approximation we would expect nQ = 0.049 fm
−3, whereas
numerically we find nQ = 0.030 fm
−3. This difference is caused by the diquark pairing, which links
the flavor densities in the CFL phase directly to the color densities, as discussed in Eq. (6.18). For
n3 = 0 one finds nQ = 1/(2
√
3)n8, in agreement with our numerical results.
6.2.2 Phase structure
Aiming the construction of electrically and color neutral quark matter we have in general to
introduce non-vanishing chemical potentials µ8 and µQ to remove the charge densities n8 and nQ
we have found above. In order to see how these additional chemical potentials influence the phase
boundaries, we first study them separately.
In Fig. 6.2 we show the phase diagram in the µ− µ8-plane for µQ = µ3 = 0. The (first-order)
phase boundaries are indicated by solid lines. We find again the three phases discussed before, i.e.,
the normal phase, the 2SC phase, and the CFL phase. For µ8 = 0 we have seen that the “normal
phase” actually corresponds to the vacuum. However, when µb = µ − 2/
√
3µ8 becomes larger
than the vacuum masses of the light quarks (the region above the dashed line), blue up and down
quark states can be populated forming a gas of unpaired blue quarks. Here we have neglected that
in principle these quarks could pair in a different channel as discussed in Sec. 4.4. Moreover, we
should repeatedly note that our model is not suited for a realistic description of the low-density
regime, where confinement and hadronic degrees of freedom have to be taken into account.
In the color superconducting phases we have indicated the lines of color neutral matter (dotted).
In the CFL phase, as discussed below Eq. (6.18), color neutral quark matter is automatically
electrically neutral as well, i.e., in the CFL phase the dotted line already corresponds to a neutral
matter solution, we are looking for. It meets the phase boundary to the 2SC phase at µ =
465.7 MeV and µ8 = −32.5 MeV. The 2SC matter which is in chemical and mechanical equilibrium
with the neutral CFL matter at this point carries both, electric and color charge, nQ = 0.464 fm
−3
and n8 = −0.329 fm−3. In Sec. 6.3, this point will be our starting point to construct neutral mixed
phases. Unlike color neutral CFL matter, color neutral 2SC matter is not electrically neutral but
positively charged. In fact, a non-vanishing µ8 does not change the ratio of up and down quarks
and hence, as long as no strange quarks are present, nQ/n = 1/6, as before.
In Fig. 6.3 we show the phase diagram in the µ − µQ-plane for µ8 = µ3 = 0. Since we are
interested in neutralizing the electrically positive 2SC phase, we choose µQ to be negative. As
long as this is not too large, we find again the normal phase at lower values of µ, the 2SC phase
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Figure 6.2: Phase diagram in the µ − µ8 plane for T = µ3 = µQ = 0. The various phases separated by
the solid lines are characterized by different non-vanishing diquark gaps ∆i as indicated in the figure. In
the non-superconducting phase quarks are present only above the dashed line. The dotted lines are the
lines of color neutral matter. In the CFL phase this also corresponds to electrically neutral matter. Taken
from Ref. [271].
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Figure 6.3: Phase diagram in the µ − µQ plane for T = µ3 = µ8 = 0. The various phases separated by
the solid lines are characterized by different non-vanishing diquark gaps ∆i as indicated in the figure. In
the non-superconducting phase quarks are present only above the dashed line. The “+” and “−” signs
indicate the sign of the electric charge density in the corresponding region. The dotted line corresponds
to electrically (but not color) neutral matter in the CFL phase. Taken from Ref. [271].
in the intermediate region and the CFL phase for large µ. This changes dramatically around
µQ ≃ −180 MeV where both, the 2SC phase and the CFL phase disappear and a new phase
emerges. This phase is analogous to the 2SC phase but with ds pairing, instead of ud pairing
(“2SCds”). In a small intermediate regime there is yet another phase which contains us and ds
but no ud pairs (“SCus+ds”).
Qualitatively, the existence of these phases is quite plausible: At low values of |µQ|, the Fermi
momenta of the up and down quarks are relatively similar to each other, whereas the strange
quarks are suppressed because of their larger mass. With increasing negative µQ, however, the
up quarks become more and more disfavored and eventually the Fermi momenta are ordered as
puF < p
s
F < p
d
F . It is then easy to imagine that only ds pairing or – in some intermediate regime –
only us and ds pairing is possible.
Following this argument, one might expect that there is always a value of µQ, where the Fermi
momenta of up and strange quarks are equal and hence the 2SC phase should either be followed
by the CFL phase or by a phase with us-pairing only. However, this is not the case because of
the discontinuous behavior of the quark masses. This is illustrated in Fig. 6.4 where the diquark
gaps and constituent quark masses are shown as functions of µQ for fixed µ = 390 MeV and
µ3 = µ8 = 0. The 2SC–SCus+ds phase transition takes place at µQ = −178.6 MeV, corresponding
to µu = µ + 2/3µQ ≃ 270 MeV and µd = µs = µ − 1/3µQ ≃ 450 MeV. Below the transition
point the strange quark mass is larger than 460 MeV and, consequently, no strange quarks are
present. At the transition point the strange quark mass drops to 310 MeV and the nominal Fermi
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Figure 6.4: Diquark gaps and quark masses for T = µ3 = µ8 = 0, and µ = 390 MeV as functions of
µQ. Left: ∆2 (solid), ∆5 (dashed), and ∆7 (dotted). Right: Mu (solid), Md (dashed), and Ms (dotted).
Adapted from Ref. [271].
momentum psF =
√
µ2s −M2s is immediately larger than puF .
It turns out that the stability of the various condensates is rather well described by the criterion
given in Eq. (5.9). In the 2SC phase, just below the phase boundary, we have ∆2 = 132.8 MeV,
slightly larger than ∆crit2 := |pdF − puF |/
√
2 = 127.4 MeV. At the phase boundary the latter rises to
133.6 MeV due to a sudden increase of the up quark mass by more than 40 MeV. Taking the earlier
value of ∆2, the above criterion is no longer fulfilled, which is consistent with our numerical result
that the ud-pairs break up. This level of agreement is certainly better than one should expect
(see footnote 5.3 on page 111). In fact, in the SCus+ds phase we find ∆5 continuously decreasing
from 50.8 MeV to 49.1 MeV whereas ∆crit5 = |psF − puF |/
√
2 increases from 48.2 MeV to 52.6 MeV,
slightly violating Eq. (5.9). Nevertheless, qualitatively, one can understand the break-up of the us
pairs, which occurs at µQ = −183.0 MeV, from the fact that at this point ∆crit5 jumps to 62.6 MeV
due to a further increase of Mu and a further decrease of Ms. Moreover, the fact that we always
find ∆5 ≈ |psF −puF |/
√
2, at least in this example, indicates that the SCus+ds phase is rather fragile
and might disappear upon small variations of the model parameters.
In the phase diagram, Fig. 6.3, we also indicate the sign of the electric charge density for the
various regions, and the line of electrically neutral matter in the CFL phase (dotted line). Note
that there is no other electrically neutral regime in this diagram (apart from the vacuum at small µ
and µQ = 0). In the normal phase, there are again no quarks below the dashed line, corresponding
to the line µ − 1/3µQ = Md. This region is nevertheless negatively charged due to the leptons
which are present for any µQ < 0. Above the dashed line there are also down quarks rendering
the matter even more negative. (In the right corner of this phase there is also a tiny fraction of up
quarks.)
The “new” phases, 2SCds and SCus+ds, are negatively charged as well. On the contrary, the
entire 2SC phase is positively charged, even at the largest values of |µQ|. This is illustrated in
Fig. 6.5 where the various charge densities ni divided by the total quark number density n are
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Figure 6.5: Relative densities for T = µ3 = µ8 = 0, and µ = 390 MeV as functions of µQ: nQ/n (solid),
n8/n (dashed), and n3/n (dotted). Adapted from Ref. [271].
plotted as functions of µQ, again for fixed µ = 390 MeV and µ3 = µ8 = 0. As expected, nQ/n (solid
line) decreases with increasing negative µQ. However, in the 2SC phase (0 ≥ µQ > −178.6 MeV)
it stays positive and before the point of neutrality is reached the phase transition to the SCus+ds
phase takes place.
The difficulty to obtain electrically neutral 2SC matter can be traced back to the fact that,
according to Eq. (6.19), the sum of red and green u quarks is equal to the sum of red and green
d quarks. As long as no strange quarks are present, the related positive net charge can only be
compensated by the blue quarks and the leptons. This requires a very large negative µQ. However,
before this point is reached it becomes more favored to form a different phase with a relatively
large fraction of strange quarks which then also participate in a diquark condensate6.4. Again, the
self-consistent treatment, which leads to a sudden drop of the strange quark mass and hence to a
sudden increase of the strange Fermi momentum, is crucial in this context.
So far we have not considered the effect of a non-vanishing chemical potential µ8 on top of
a non-vanishing µQ. Since the blue quarks are the main carriers of negative electric charge in
the 2SC phase, one could hope that increasing the number of blue quarks, as necessary for color
neutrality, could also help to electrically neutralize 2SC matter. It turns out, however, that the
6.4This is very similar to the arguments of Alford and Rajagopal [248] discussed in the introductory part to the
present chapter. The main difference is that we do not compare different neutral phases with each other, but phases
in chemical equilibrium.
phase N 2SC 2SCus 2SCds SCud+us SCud+ds SCus+ds CFL
diquark gaps — ∆2 ∆5 ∆7 ∆2, ∆5 ∆2, ∆7 ∆5, ∆7 ∆2, ∆5, ∆7
Table 6.1: Phases and corresponding non-vanishing diquark gaps.
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rather small values of µ8 which are needed for color neutrality (see Fig. 6.2) do not change the
above results qualitatively.
At this point we should note that the non-existence of stable neutral 2SC solutions in the
present grand canonical treatment does not mean that neutral 2SC matter does not exist at all.
At large negative values of µQ there are neutral 2SC solutions which are metastable. This means,
there are other solutions, e.g., in the 2SCds phase, which have a larger pressure for the same
chemical potentials. However, these other solutions are not neutral but in general colored and
negatively charged. Therefore a finite piece of neutral 2SC matter cannot simply decay into a
different phase. Instead, there are basically two possibilities. The first one is a phase separation,
leading to a globally neutral mixed phase of two or more charged components in chemical and
mechanical equilibrium. This scenario will be discussed in more detail in Sec. 6.3. On the other
hand, if the corresponding Coulomb and surface energies are too large, this phase separation is not
favored. In this case the “metastable” solutions could be stable, if there is no other homogeneous
neutral solution with a higher pressure at the same value of µ. These solutions, which have been
constructed first in Ref. [268] will be discussed in Sec. 6.2.3.
To conclude this section, we consider an example where µ3 6= 0. At first sight, there seems to
be no motivation for this. In fact, there is no need to vary µ3, as long as we are only interested
in finding electrically and color neutral solutions of homogeneous normal, 2SC, or CFL matter.
For normal and 2SC matter, this follows from the fact that both phases have an unbroken SU(2)c
symmetry, and thus n3 = 0 for µ3 = 0. The situation is more complicated for the CFL phase, but
we have seen already that CFL matter can be neutralized by applying a non-vanishing chemical
potential µ8 and µ3 = µQ = 0. Nevertheless, as we will see in Sec. 6.3.2, the construction of
neutral mixed phases requires also non-vanishing values of µ3. In this context we will encounter
another phase, which is not present in Figs. 6.2 and 6.3. For illustration we consider a plane in
the four-dimensional {µi}-space where µ and µQ are taken as independent variables and µ3 and
µ8 are given by µ3 = −µQ/2 and µ8 = −µQ/7 − 30 MeV. The relevance of this particular choice
will become more clear in Sec. 6.3.2. Here we just note that µ3 = −µQ/2 means that µu,r = µd,g .
Also the sum µs,r+µu,b, corresponding to the chemical potential related to a pair of a red strange
quark and a blue up quark, equals the sum µs,g + µd,b, corresponding to the chemical potential
related to a pair of green strange quarks and blue down quarks. Together with the relations given
in Eq. (6.17) and the isospin symmetry of the original Lagrangian this implies for the CFL phase
that nu = nd or, according to Eq. (6.18), nr = ng and thus n3 = 0.
In Fig. 6.6 we show a small part of the resulting phase diagram. Here, in addition to the
standard 2SC and CFL phases, we find a phase where only u and s quarks are paired (“2SCus”).
We have thus found examples for all three ∆A, A = 2, 5, 7, being the only non-vanishing scalar
diquark gaps in some regime. Taking all possible combinations of no, one, two, or three of these
condensates (see Table 6.1), the phases SCud+us and SCud+ds, i.e., the combinations ∆2+∆5 and
∆2+∆7 are the only ones we have not encountered. These phases might exist as well, but we have
not searched for them systematically..
6.2.3 Homogeneous neutral solutions
Solutions of homogeneous electrically and color neutral quark matter obtained within our model
are presented in Fig. 6.7. In the left panel we show the chemical potentials µ8 and µQ, needed
to neutralize the matter in a given phase. As pointed out above, the fact that we did not find
regions of absolutely stable solutions of neutral normal or 2SC quark matter in the phase diagram
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Figure 6.6: Phase diagram in a plane defined by µ and µQ as independent variables and µ3 = −µQ/2
and µ8 = −µQ/7− 30 MeV. The various phases separated by the solid lines are characterized by different
non-vanishing diquark gaps ∆i as indicated in the figure. Taken from Ref. [271].
does not exclude the existence of metastable solutions. These might finally turn out to be stable
if mixed phases are suppressed due to surface and Coulomb effects and if there is no other neutral
solution with a higher pressure at the same value of µ.
The latter is analyzed in the right panel of Fig. 6.7. We find that the CFL phase (solid line) is
the phase with the highest pressure for µ > 414 MeV. Below this point the 2SC phase (dashed) is
most favored, whereas the pressure of normal quark matter (dotted) is always lower. This means,
we do not confirm the predictions of Alford and Rajagopal according to which the 2SC phase is
always disfavored against CFL or normal quark matter [248]. The reason for this is the fact that
the arguments of Alford and Rajagopal are based on an expansion in the strange quark mass, which
fails if Ms is large. As one can see in Fig. 6.8, where the constituent masses and diquark gaps
are displayed for the various solutions, this is obviously the case. In fact, the fraction of strange
quarks in the 2SC phase is only 5% at µ = 414 MeV and vanishes below µ = 395 MeV.
In this context it is interesting to revisit the arguments for the limit of large strange quark
masses which we gave in the introduction to this chapter. There we estimated the difference of
the up and down Fermi momenta for neutral matter in the normal phase to be about 100 MeV,
which agrees well with the value we find for |µQ| in this phase (see Fig. 6.7). From this value,
applying Eq. (5.9) we concluded that there will be a stable 2SC solution if ∆2 & 70 MeV. Since
we find gaps of more than 100 MeV this is consistent with our results. (Note, that |µQ| in the 2SC
phase, which is greater than 200 MeV at µ ≃ 400 MeV, is not the relevant quantity to compare
with, because we first have to prepare neutral quark matter in the normal phase and than check
whether the mismatch of the corresponding Fermi surfaces can be overcome by the gap.)
Our results are in qualitative agreement with Ref. [268] where a similar NJL model calculation
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has been presented first. The main difference is that the authors of Ref. [268] used a smaller diquark
coupling (H = 0.75 G instead of H = G) and therefore find smaller gaps. This could be the reason
why the neutral 2SC solutions presented in that reference cease to exist for µ . 440 MeV. Therefore,
in contrast to our results, neutral normal quark matter is favored below this value, simply because
there is no other solution. On the other hand, whenever there is a neutral 2SC solution, it is more
favored than neutral normal quark matter, in agreement with our findings.
We should recall that we have only considered the case of zero temperature and non-conserved
lepton number, appropriate for neutron stars older than a few minutes. Steiner, Reddy, and
Prakash [268] have also analyzed the case of finite temperature and conserved lepton number,
which is relevant during the evolution from a proto-neutron star, where neutrinos are trapped, to
a cold compact star, where the neutrinos can freely leave the system. The authors showed that
in this case the 2SC phase is favored because neutral CFL matter excludes electrons (at least at
T = 0 and still disfavors them at T >= 0) and can therefore not easily accommodate a finite lepton
number.
Finally, we come back to the hypothesis of absolutely stable strange quark matter [40, 41]. In our
earlier analysis in Sec. 3.3 the effects of color superconductivity have not been taken into account.
Since the formation of diquark condensates gives rise to extra binding energy, it is in principle
possible that SQM which would be unstable in the normal quark phase becomes absolutely stable
in the CFL phase [272, 273]. To analyze this question, we calculate the energy per baryon number
E/A as function of the baryon number density ρB for our solutions of neutral quark matter. The
results are displayed in the right panel of Fig. 6.9. For clarity, we also show the relation between
ρB and µ (left panel). In both figures the dotted line corresponds to normal quark matter, i.e., to
the equation of state used in Sec. 3.3. The solid and the dashed lines correspond to CFL and 2SC
matter, respectively.
We see that the diquark condensates indeed lead to an appreciable reduction of E/A. Although
this effect is stronger in the CFL phase than in the 2SC phase, it is not strong enough to produce
a minimum in the CFL phase. In fact, this could have been anticipated from Fig. 6.7 since we did
not find a CFL solution with zero pressure6.5. Thus if we prepare a large but finite piece of CFL
matter and then slowly decrease the external pressure, the matter will expand. Eventually, when
the pressure reaches the critical value (corresponding to the crossing of the 2SC and CFL lines in
Fig. 6.7), the system will follow the thin double-dashed line in Fig. 6.9 and make a transition into
the 2SC phase.
We also see that the minimal values of E/A, both in the CFL phase and in the 2SC phase
are still considerably larger as 930 MeV, the value in 56Fe. Thus, although a more systematic
study of the parameter dependence remains to be done, our results suggest, that including diquark
condensates will not alter the main conclusions drawn in Sec. 3.3.
6.5In our numerical analysis, we did not succeed to find a neutral CFL solution for µ . 407 MeV. Since the neutral
2SC solution is favored already for µ ≤ 414 MeV, this is of no relevance for the present discussion. Nevertheless, we
should note that the fate of the CFL solution below µ ≃ 407 MeV is not clear. Since solutions of the gap equation
correspond to stationary points of the thermodynamic potential they cannot simply “end” at some point, but only
“turn around”. Hence, if there is no neutral CFL solution below a certain value of µ, there must be two solutions
above this point. Of course, this second solution would be unstable.
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6.3 Mixed phases
As one can see in Fig. 6.7, the values of the chemical potentials µ8 and µ3 needed to neutralize
matter for a given value of µ depend on the phase. Hence, neutral matter in one phase is never in
chemical equilibrium with neutral matter in a different phase, even if their quark number chemical
potentials µ are the same. In particular the points of equal pressure do not fulfill the Gibbs
condition for a phase transition, stating that the pressure and all chemical potentials should be
the same in coexisting phases.
To see what this means, suppose two volumes of neutral quark matter in different phases,
but with with equal pressure and equal quark number chemical potential, are brought in contact
with each other. According to the above, the two phases must differ in at least one chemical
potential µi . Hence the total free energy of the system can be lowered by transferring a part of
the corresponding charge Qi from the phase with the higher µi to the phase with the lower µi,
keeping the two volumes and the total number of quarks in each phase constant. If not prevented
by the emerging Coulomb forces, this process will go on until the chemical potentials in both phases
are equal. Obviously, in this state the two phases are no longer separately neutral but oppositely
charged.
These considerations suggest that instead of requiring locally neutral matter it might be ener-
getically more favored to form mixed phases of several components in chemical equilibrium which
are only neutral in total. This scenario has been pushed forward by Glendenning about a decade
ago [274]. Although formulated in a quite general way for systems with more than one conserved
charge, Glendenning mainly applied his results to the quark-hadron phase transition in neutron
stars where he only had to care about electric neutrality. In this case a neutral mixed phase can
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obviously be constructed in those regions of the phase boundary where the charge densities of the
two components have opposite signs. Below we generalize this procedure to the more complex case
of constructing electrically and color neutral mixed phases.
6.3.1 Formalism
We consider a mixed phase consisting of two components, 1 and 2, in thermal, chemical, and
mechanical equilibrium. In terms of the thermodynamic potential the phase equilibrium can be
expressed as the equality
Ω(T, {µi};χ(1)) = Ω(T, {µi};χ(2)) , (6.20)
where χ(1) and χ(2) are two different sets of condensates which solve the coupled gap equations at
temperature T and chemical potentials {µi} = {µ, µ3, µ8, µQ}. At fixed temperature, Eq. (6.20)
defines a 3-dimensional first-order phase boundary in the 4-dimensional space spanned by the
chemical potentials {µi}.
Since χ(1) 6= χ(2), the densities
n
(α)
i = −
∂Ω(T, {µi};χ(α))
∂µi
. (6.21)
are in general different in the two coexisting phases. In particular, the neutrality condition,
Eq. (6.13), is in general not fulfilled simultaneously for both components. However, as indicated
above it is sufficient to demand that the average charge and color densities of the mixed phase van-
ish [274]. If the two components occupy the volume fractions x(1) and x(2) = 1−x(1), respectively,
the average densities are given by
ni = x
(1) n
(1)
i + (1− x(1))n(2)i . (6.22)
This is zero for
x(1) =
n
(2)
i
n
(2)
i − n(1)i
. (6.23)
To be meaningful the solution must be in the interval 0 < x(1) < 1. This is fulfilled when the charge
densities n
(1)
i and n
(2)
i have opposite signs, which is an obvious prerequisite for a charge neutral
mixture. For a single charge, e.g., nQ, it is the only one. However, in order to get simultaneous
neutrality for three charges, Eq. (6.13), we have to require that the result of Eq. (6.23) is the same
for i = Q, 3, and 8. This is the case when
n
(1)
Q : n
(2)
Q = n
(1)
3 : n
(2)
3 = n
(1)
8 : n
(2)
8 . (6.24)
In our numerical calculations we will restrict ourselves to T = 0. Then, as already mentioned,
the phase boundaries, Eq. (6.20), are three-dimensional surfaces in the four-dimensional space of
chemical potentials. Since Eq. (6.24) imposes two additional constraints, electrically and color
neutral mixed phases can be constructed along a one-dimensional line. In the simplest case this
line starts at a point where the neutrality line of phase 1 (n
(1)
Q = n
(1)
3 = n
(1)
8 = 0), meets the phase
boundary and it ends where the neutrality line of phase 2 meets the phase boundary. Between
these two points x(1) changes continuously from 1 to 0.
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However, in our system there are also two-dimensional manifolds with three coexisting phases
Ω(T, {µi};χ1) = Ω(T, {µi};χ2) = Ω(T, {µi};χ3) . (6.25)
It is thus possible that the neutrality line in a two-component mixed phase meets a third phase
boundary before the fraction of one of the two components has become zero. In this case we can
construct a neutral mixed phase consisting of three components. The corresponding neutrality
condition reads
Nˆ ~x ≡

 n
(1)
Q n
(2)
Q n
(3)
Q
n
(1)
3 n
(2)
3 n
(3)
3
n
(1)
8 n
(2)
8 n
(3)
8



 x(1)x(2)
x(3)

 = 0 . (6.26)
In order to find a non-trivial solution for ~x, we must have det Nˆ = 0. Together with Eq. (6.25), this
again restricts the possible solutions to a one-dimensional subspace. Moreover, since the fractions
x(α) should be non-negative, for each i = Q, 3, 8 the densities n
(α)
i must not have the same sign for
all α = 1, 2, 3. (The correct normalization
∑
α x
(α) = 1 can always be achieved and does not lead
to further constraints.)
Finally, there even could be a mixed phase, consisting of four components. The corresponding
phase boundary is one-dimensional and again the region of possible neutral mixed phases is further
restricted by the requirement that the various fractions xi should not be negative.
6.3.2 Numerical results
Following Ref. [271], we now apply the formalism developed above to the model of Sec. 6.2 to
construct electrically and color neutral mixed phases. Starting point is µ = 465.7 MeV, µ8 =
−32.5 MeV, and µ3 = µQ = 0 where the line of neutral CFL matter meets the boundary to the
2SC phase (see Fig. 6.2). At lower values of µ, mixed phases become possible and are energetically
favored as long as Coulomb and surface effects are neglected. Altogether we find nine mixed
phase regimes characterized by different compositions of coexisting phases (see Table 6.2). The
corresponding chemical potentials µi as functions of µ are displayed in Fig. 6.10. In Table 6.2
we also list the corresponding minimal and maximal quark number densities, averaged over the
components of the respective mixed phase.
In the regime closest to the region of homogeneous neutral CFL matter (430.6 MeV < µ <
465.7 MeV), we find a mixed phase consisting of a CFL component and a 2SC component. The
volume fraction x(2SC) of the 2SC component is displayed in the left panel of Fig. 6.11. In the
higher-µ part of this region it is completely negligible, but even at the lower end it remains below
2%. Consequently, the CFL component must stay almost neutral by itself. Indeed, the relative
charge densities ni/n, i = 3, 8, Q, (right panel of Fig. 6.11) are very small. As we have discussed
in Sec. 6.2.2, n3-neutrality of the CFL phase is maintained by the relation µ3 = −µQ/2. For the
actual values of µ3 and µQ/2 in the 2SC-CFL mixed phase we find a deviation of less than 1%
from this relation, while µ8 can approximately be fitted by µ8 = −µQ/7 − 30 MeV. This is the
reason why we have calculated the phase diagram shown in Fig. 6.6 with these constraints.
In that figure it can be seen that the 2SC-CFL phase boundary meets the boundary to the
2SCus phase at µ = 430.6 MeV. Below that point we get a three-component neutral mixed phase,
consisting of 2SC, CFL and 2SCus. Then, on a short interval in µ, we even find a four-component
neutral mixed phase (2SC, CFL, 2SCus, and SCus+ds) before upon further decreasing µ the system
goes over into a neutral 2SC-CFL-SCus+ds mixed phase.
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Figure 6.10: Chemical potentials µi corresponding to the electrically and color neutral mixed phases,
listed in Table 6.2: −µQ (solid), µ3 (dashed), and −µ8 (dotted). Adapted from Ref. [271].
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Figure 6.11: Quantities related to the neutral 2SC-CFL mixed phase as functions of the quark number
chemical potential µ. Left: Volume fraction x(2SC) of the 2SC component. Right: Relative densities in
the CFL component: nQ/n (solid), n8/n (dashed), and n3/n (dotted). Adapted from Ref. [271].
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Figure 6.12: Volume fractions x(α) of the various components α in the mixed phase region as functions
of the quark number chemical potential µ (left) and as functions of the averaged baryon number density
ρB = n/3 in units of ρ0 = 0.17 fm
−3 (right): normal (thin solid), 2SC (bold solid), CFL (dash-dotted),
SCus+ds (dashed), 2SCus (dotted). Left figure adapted from Ref. [271].
In the left panel of Fig. 6.12 the volume fractions of the various components of the mixed phases
are plotted as functions of µ. To get some idea about the corresponding densities, we also show the
volume fractions as functions of the average baryon number density ρB (right panel). Whereas the
2SC-CFL-mixed phase (Fig. 6.11) is completely dominated by the CFL component, thereafter the
CFL fraction becomes quickly smaller with decreasing µ, while in particular the 2SC component,
becomes more and more important. Below µ = 407.7 MeV (ρB ≃ 3.9 ρ0) the CFL component
disappears completely.
An admixture of normal quark matter is found below µ = 388.8 MeV (ρB ≃ 3.1 ρ0). The
fractions of the superconducting phases other than the 2SC phase then rapidly become smaller and
components µ [MeV] ρB/ρ0
N, 2SC 340.9 - 388.6 0.00 - 2.94
N, 2SC, SCus+ds 388.6 - 388.7 2.94 - 2.94
N, 2SC, SCus+ds, 2SCus 388.7 - 388.8 2.94 - 3.06
2SC, SCus+ds, 2SCus 388.8 - 395.4 3.06 - 3.40
2SC, SCus+ds 395.4 - 407.7 3.40 - 3.86
2SC, SCus+ds, CFL 407.7 - 426.5 3.86 - 5.69
2SC, SCus+ds, CFL, 2SCus 426.5 - 427.1 5.69 - 5.75
2SC, CFL, 2SCus 427.1 - 430.6 5.75 - 6.10
2SC, CFL 430.6 - 465.7 6.10 - 7.69
Table 6.2: Composition of electrically and color neutral mixed phases, corresponding quark number
chemical potentials and average baryon number densities. The various components are defined in Table 6.1.
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vanish at µ = 388.6 MeV (ρB ≃ 3.0 ρ0), while the fraction of normal matter strongly increases.6.6
Nevertheless the 2SC phase stays the dominant component for µ & 360 MeV (ρB ≈ 1.5 ρ0).
As discussed in Sec. 6.2.2, apart from the vacuum there is no solution of stable neutral non-
superconducting quark matter in our model. Therefore the normal-2SC mixed phase cannot end
in normal homogeneous quark matter but only in the vacuum. Hence, the chemical potential
µQ must finally go to zero. Eventually, at µ = 348.6 MeV (ρB ≃ 0.02 ρ0), |µQ| drops below
60 MeV and we enter the regime where the normal phase only consists of electrons without quarks
(cf. Fig. 6.3). This means, the corresponding mixed phase consists of (electrically positive) 2SC-
droplets surrounded by regions without quarks and neutralized by a homogeneous background of
electrons6.7. Since the electrons are color neutral, the 2SC component must be color neutral by
itself. This is maintained by an increase of |µ8| in this regime. At µ = 340.9 MeV we finally reach
the vacuum.
6.3.3 Surface and Coulomb effects
When we compare the mixed phase results with the results obtained in Sec. 6.2.3 for homogeneous
phases we see that the regions where the mixed phases are dominated by the CFL phase or by the
2SC phase, roughly correspond to those regions where we found homogeneous CFL or 2SC matter,
respectively, to be favored. There are of course differences in details. In order to decide which of
the two scenarios is the more realistic one we should recall that so far we have neglected the surface
energy and the energies of the electric and color-electric fields in the mixed phases. Without these
terms the mixed phases would be favored, which follows already from the general arguments given
in the beginning of Sec. 6.3. Quantitatively this is shown in the left panel of Fig. 6.13 where
the difference in bulk free energy, δΩ = Ω(mix) − Ω(hom) between the mixed phase solution and
the most favored homogeneous neutral solution is plotted. δΩ is negative, as expected, and has
a minimum of about −5 MeV/fm3 at the chemical potential which corresponds to the 2SC-CFL
phase transition point in the homogeneous case. (The second rise of |δΩ| below µ ≃ 490 MeV is
do to the appearance of a normal quark matter component in the mixed phase.)
Of course, the mixed phases are only stable if this gain in bulk free energy is larger than the
neglected surface and (electric and color-electric) Coulomb contributions. For the two-component
mixed phases these can in principle be estimated adapting the techniques which have been devel-
oped by Ravenhall, Pethick, and Wilson [275] in the context of nuclear matter at sub-saturation
densities and which have been applied, among others, in Refs. [259, 276, 277] to analyze possible
quark-hadron mixed phases in neutron stars. According to these references, the surface and the
electromagnetic Coulomb contribution to the energy density are given by
ǫs =
d xσ
r0
, ǫem = 2π αem fd(x)(δnQ)
2 r20 , (6.27)
where σ is the surface tension, x the volume fraction of the rarer phase, and δnQ the difference
6.6Note, however, that by construction all volume fractions x(α) are continuous functions of both, µ and ρB in the
entire mixed phase region. Therefore the pretended steps in the figure only correspond to very rapid changes, but
not to discontinuities.
6.7In the spirit of the schematic picture discussed in Sec. 2.3.3 where the solutions of dense quark matter in
equilibrium with the vacuum were identified with “nucleons”, one might be tempted to view this mixed phase as a
gas or plasma of “atoms”. However, even on a very schematic level, this would not make sense. Clearly, there is no
2SC phase inside nucleons or nuclei. Thus, although it is interesting to see how our procedure brings itself to an
end by finally reaching the vacuum in a consistent way, the results should not be trusted in the low-density regime.
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Figure 6.13: Left: Difference in bulk free energy, δΩ = Ω(mix) −Ω(hom) between the mixed phase solution
and the most favored homogeneous neutral solution (CFL matter for µ > 414 MeV, 2SC matter for
µ < 414 MeV, see Fig. 6.7). Right: Surface and Coulomb energy per volume for the 2SC+SCus+ds mixed
phase at µ = 407.5 MeV as a function of the surface tension σ: slabs (dotted), SCus+ds rods (dashed),
and SCus+ds drops (solid). (The results for rods and drops are almost indistinguishable.) The dash-dotted
line indicates the value of −δΩ at this point. Note that the color-electric Coulomb energy has not been
included.
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of the electric charge density in the two phases. The result depends on the geometry which is
controlled by the dimension d, corresponding to slabs (“lasagna phase”, d = 1), rods (“spaghetti
phase”, d = 2), and drops (d = 3), and the parameter r0, which denotes the radius of the rods or
drops, or the half-thickness of the slabs of the rarer phase. The geometrical factor fd(x) is given
by
fd(x) =
1
d+ 2
(2− d x1−2/d
d− 2 + x
)
. (6.28)
For d = 2 one must interprete fd as a continuous function of d and take the appropriate limit.
In principle, the surface plus Coulomb contribution to the energy is now easily obtained, min-
imizing the sum of ǫs and ǫem with respect to r0. This gives
ǫs+em =
3
2
(
4π αem d
2 fd(x)x
2 (δnQ)
2σ2
)1/3
. (6.29)
In practice, however, one generally has to deal with the problem that the surface tension is poorly
known. For the quark-hadron case, typical estimates range from 10 to 100 MeV fm−2 [276] or even
300 MeV fm−2 [259], whereas until very recently practically nothing was known for quark-quark
mixed phases. In this situation, the best one can do is to determine the maximal surface tension
which is compatible with the existence of a mixed phase and to compare this value with “plausible”
estimates. This is similar to what has been done in Ref. [259] for the interface between nuclear
and CFL matter.
As an example we consider the 2SC-SCus+ds phase at µ = 407.5 MeV where we have found a
gain in bulk free energy of 3.7 MeV/fm3. (The maximum of |δΩ| is located in a three-component
mixed phase which cannot be addressed by the formulae of Ref. [275].) At this point we have
x ≡ x(SCus+ds) = 0.23 and δnQ = 0.52 fm−3. The resulting surface plus Coulomb energy density
as a function of σ is displayed in the right panel of Fig. 6.13. It turns out that the d = 1 solution
(dotted) is somewhat higher in energy, whereas the solutions for d = 2 (dashed) and d = 3 (solid)
are practically identical. (The “spaghetti phase”, d = 2 is slightly favored, but this is hardly seen
in the plot.) For these solutions the gain in bulk energy (indicated by the dash-dotted line) is
already weight out for a surface tension σ ≃ 10 MeV/fm2.
This sounds like a rather small number, which has originally been taken as an indication
against the mixed-phase scenario [271]. Very recently, however, Reddy and Rupak have calculated
the surface tension between normal and 2SC phase in a two-flavor model [278], employing Landau-
Ginzburg theory to determine the gradient contribution to the free energy at the interface [9]. The
result was a surprisingly small surface tension of only a few MeV, which led the authors to the
conclusion that in their case the mixed phase was in fact favored [278]. It would be certainly very
interesting to redo this kind of calculation for the three-flavor case as well.
In the considerations above we have not yet included the color-electric energy. As an order-of-
magnitude estimate we note that the corresponding contribution is of similar form as ǫem with αem
replaced by αs, and δnQ replaced by the difference of excess blue quarks δn8/
√
3. In our example,
the latter is about one order of magnitude smaller than δnQ and has to be squared, whereas
αs should be about two orders of magnitude larger than αem. We thus expect the color-electric
energy to be of the same order as the electromagnetic one. (Note that, because of the power 1/3 in
Eq. (6.29), we are not very sensitive to details.) Anyway, it is clear that the color-electric energy
will further lower the maximum value of σ compatible with a mixed phase.
On the other hand, if σ is small, but color forces are strong, there could be a third scenario
where color neutrality is realized locally whereas electric neutrality is realized only globally, leading
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to mixed phases of color neutral but electrically charged components [279]. In this case, we would
be left with the more standard situation of only two independent chemical potentials, µ and µQ,
and only mixed phases with two components would be possible.
Finally, we should note that we have restricted our analysis to diquark condensates sAA′ with
A = A′. For homogeneous phases this was motivated by the fact, that the two most important
condensation patterns, 2SC and CFL, can always be brought into this form without loss of gen-
erality (see Sec. 5.1.1). For mixed phases, this is in principle different. Here the color rotations
are additional degrees of freedom which could be exploited to reduce the bulk energy of the mixed
phase. For instance, as discussed in Sec. 4.3.4 we could construct a color neutral mixed phase with-
out applying color chemical potentials by combining several components of the same condensate,
but rotated into different color directions. However, as we have seen in Fig. 4.4 the related gain in
bulk free energy is small. Therefore it is unlikely that including color rotated condensates would
strongly change the equation of state.
6.4 Discussion: alternative pairing patterns
The results of the previous section suggest that, in spite of the arguments given in Ref. [248], the
2SC phase could play an important role under compact star conditions – either as a homogeneous
phase or as the dominant component in a mixed phase. However, our analysis is still rather
incomplete:
First, we need a better description of the hadronic phase, which so far is represented at best
by a vacuum phase with spontaneously broken chiral symmetry. It is thus possible that a realistic
hadronic phase is much more stable and the deconfinement phase transition takes place at much
higher densities where the 2SC phase plays no role. In the next chapter, we will therefore use an
alternative approach and construct a hybrid equation of state with the hadronic part taken from
other models.
In addition, there are other pairing patterns which we have not yet considered:
6.4.1 CFL + Goldstone phase
So far, we have neglected the role of the Goldstone bosons in the CFL phase. It is obvious that
the charged Goldstone bosons (π±, K±) are sensitive to µQ. Moreover, the stress imposed by
unequal quark masses acts as an additional effective chemical potential. For instance, the reduced
Fermi momentum psF =
√
µ2 −m2s ≃ µ−m2s/(2µ) could be interpreted as a result of an effective
strangeness chemical potential m2s/(2µ). Combining µQ and mass effects, one finds the effective
chemical potentials [20]
µ˜π+ = µQ +
m2d −m2u
2µ
, µ˜K+ = µQ +
m2s −m2u
2µ
, µ˜K0 =
m2s −m2d
2µ
, (6.30)
and the same with the opposite sign for π−, K−, and K¯0. Hence, if one of these effective chemical
potentials exceeds the mass of the corresponding Goldstone boson, these mesons condense.
These processes can systematically be studied within high-density effective field theory [280,
281]. (For a recent overview, see Ref. [14].) Roughly speaking, this corresponds to χPT in the
CFL phase, but with the essential difference that at high densities all coefficients can be calculated
within high-density QCD, instead of being determined empirically. Assuming that UA(1)-breaking
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effects can be neglected, this leads to rather small Goldstone masses of the order mq∆/µ [281]. For
instance, when the asymptotic results are extrapolated down to 400 MeV, one finds kaon masses
of about 5-20 MeV [12]. As a consequence, meson condensation is expected to occur already for
rather small values of ms ∼ m1/3d ∆2/3 or |µQ| ∼
√
mdms∆/pF [19]. A phase diagram in the
m2s/(2µ)− µQ plane is presented in Ref. [20]. Further CFL phases containing η condensates have
recently been discussed in Ref. [282].
For µQ = 0 and large enough ms, the K
0 condense. Because of the condensation energy, the
pressure in the CFL+K0 phase is higher than in the CFL phase (otherwise the kaons would not
condense) and therefore the CFL+K0 phase could be favored against neutral 2SC matter in regions
where the CFL phase is not. This effect has been estimated in Ref. [268]. The authors found that
the kaon condensate lowers the critical quark chemical potential of the 2SC-CFL phase transition
by about 16 MeV. This is not dramatic but could make a difference if, for instance, the transition
point to the hadronic phase turns out to be in the same region.
In principle, the CFL + Goldstone phases can also be studied within NJL-type models. In fact,
since the applicability of the high-density effective Lagrangian method becomes questionable at
moderate densities, it would be interesting to have alternative approaches to compare with. In par-
ticular, it would be interesting to investigate the role of non-vanishing quark-antiquark condensates
and UA(1)-breaking terms. As mentioned in Sec. 2.4, NJL models have already been employed
to study pion condensation at non-zero isospin chemical potential [143] (see also Ref. [139]). An
extention to the CFL phase is straight forward but technically involved.
6.4.2 Crystalline color superconductors
Another possibility is the formation of so-called crystalline color superconductors or “LOFF phases”,
named after Larkin, Ovchinnikov, Fulde, and Ferrell who suggested this kind of pairing for electro-
magnetic superconductors [283, 284]. In the QCD context this has been discussed first in Ref. [21].
The essential feature of LOFF pairing is that the total momentum of a pair does not vanish, i.e.,
the momenta of the paired fermions are not opposite to each other. This has the advantage that
both fermions can stay in the vicinity of their respective Fermi surfaces, even for rather different
Fermi momenta, i.e., the pair can be formed without cost of free energy. On the other hand, LOFF
pairing is in general disfavored against BCS pairing by phase space.
As an example, consider two quarks of type a and b with momenta
~ka = ~q + ~p and ~kb = ~q − ~p , (6.31)
forming a diquark pair with total momentum 2~q. In the most simple case ~q is constant and the same
for all pairs in the condensate. If we now restrict both quarks to their Fermi surfaces, |~ka| = kFa
and |~kb| = kFb , it follows that the possible vectors ~p lie on a circle which corresponds to the crossing
of two spherical shells with radii kFa and k
F
b whose centers are displaced by 2~q. Hence, in contrast
to the standard BCS case where pairing takes place in the vicinity of the two-dimensional Fermi
surface, it is now restricted to the region close to this one-dimensional circle. This explains why for
equal Fermi momenta BCS pairing is favored. Moreover, because of the lower dimensionality of the
regime where non-interacting LOFF pairs can be created (or destroyed) without cost of free energy,
there is no divergence in the gap equation which guarantees the existence of a non-vanishing gap
parameter for arbitrarily weak attractive interactions.
Nevertheless, for certain values of the chemical potential difference, LOFF pairing can be more
favored than BCS pairing or no pairing at all. If the analysis is restricted to condensates with a
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single fixed value 2~q of the pair momentum (but |~q| being a parameter which is varied to minimize
the free energy for given chemical potentials), this regime turns out to be very small [21]. Note
that in this case, rather than forming a real crystal, the gap function takes the form of a plane
wave,
〈q(~x)TO q(~x)〉 ∼ ∆ e2i~q·~x . (6.32)
It is obvious that allowing for more complex structures could enlarge the available phase space,
rendering LOFF phases more favorable. This has been analyzed by Bowers and Rajagopal [22]
within a Ginzburg-Landau approach. In this analysis, the authors considered superpositions of
various plane waves, still with a single value of |~q| but different directions. It was found that
crystalline phases can compete with BCS pairing over a wide range of chemical potentials, with a
face-centered cubic structure being most favored. These findings led the authors to speculate that
for neutral matter the regime between hadronic and CFL phase could completely be occupied by
a crystalline phase, with no 2SC phase at all [285]. The lower left phase diagram in Fig. 1.1 was
inspired by this idea.
It should be noted, however, that, in spite of being rather involved, the analysis of Ref. [22]
has only been performed within a simple toy model with two massless flavors. This leaves room
for further investigations, in particular about mass effects and the role of the strange quarks.
Certainly, an NJL-model analysis of these questions would be very interesting, although rather
complicated. In this context our analysis of mixed phases could be instructive. Since mixed phases
are necessarily related to non-uniform structures in space and sometimes even to certain geometries,
like rods or slabs, they might be viewed as some form of “crystals” as well. Similar to the large
number of different mixed phases which we have found in Sec. 6.3 we could thus imagine that the
phase diagram contains a series of different crystal structures if masses and strange quarks are
taken into account.
Of course, the mixed phases in Sec. 6.3 have been constructed under the simplifying assumption
that each component is homogeneous and infinitely extended. Obviously, this is only justified if the
structures are much larger than the average distance between the quarks. Unfortunately, we can
not say much about the structure sizes in the mixed phases as long as we do not know the surface
tension. To get a rough idea we inspect the “lasagna” solution (d = 1) of the example discussed
in the right panel (dotted line) and take σ = 10 MeV/fm2. For this case we find r0 = 0.8 fm,
meaning that the thickness of the SCus+ds slabs is 1.6 fm, while that of the 2SC slabs is 5.4 fm.
(For d = 2 or d = 3 we get somewhat larger structures, r0 = 1.8 fm and r0 = 2.6 fm, respectively.)
On the other hand, the average distance between the quarks is 0.7 fm in the SCus+ds component
and 0.8 fm in the 2SC component. This means, the geometric sizes are only a few times larger
than than the inter-quark distances and our treatment of the mixed phases as consisting of infinite
homogeneous components seems to be inappropriate.
It is interesting that the sizes in the above example are almost the same as in the LOFF
phases. Taking again the d = 1 solution with σ = 10 MeV/fm2 we have a period of 7.0 fm. For
a LOFF phase described by a single plane wave, the authors of Refs. [21, 22] find |~q| ≈ 1.2 δµ,
where δµ = µQ/2 (cf. Eq. (2.73)). For the actual value µQ ≈ 155 MeV, this translates into a
periodicity L = π/(0.6µQ) = 6.7 fm, i.e., almost the same as in the mixed phase. Since the latter
depends on our (rather arbitrary) choice of the string tension, this coincidence might be completely
accidental. On the other hand, it could also be taken as an indication that a small string tension
of 10 MeV/fm2 is not too unrealistic.
Before proceeding to the next point, we would like to mention that some authors have also
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investigated the possibility of particle-hole pairing with non-vanishing total momentum (“Over-
hauser pairing”) [286, 287, 288, 289]. In weak coupling, it was found that this pairing scheme can
compete with BCS only for an extremely large number of colors (Nc & 1000) [287, 288], but it
could become competitive in the non-perturbative regime [289].
6.4.3 Gapless color superconductors
We have already mentioned the gapless color superconducting phases. Partially following an old
idea of Sarma [290], this has first been discussed by Shovkovy and Huang [224, 225] in the context
of two massless quark flavors. This phase does not correspond to an entirely new pairing pattern,
but rather to the fact that in a certain interval of µQ the 2SC gap equation has two branches of
solutions. The first branch is the continuation of the standard BCS solution at µQ = 0. Here
∆ > |µQ|/2 and the quasiparticle spectrum contains four gapped modes. At T = 0 the densities
of the paired quark species are equal, as given in Eq. (6.19). For µQ 6= 0, the four gapped modes
are no longer completely degenerate, but they split into pairs of two with gaps ∆± := ∆± |µQ|/2.
In the second branch of solutions ∆ < |µQ|/2. Although, as before, four quark species participate
in the condensate, only two of the corresponding dispersion laws are gapped, whereas the other
two are not. This is the reason why this phase is called “gapless 2SC” (g2SC) phase6.8. Here the
number densities of the paired quarks are not equal.
Obviously, the g2SC solutions do not satisfy the stability criterion, Eq. (5.9). In fact, at fixed
chemical potentials this branch corresponds to local maxima of the thermodynamic potential and is
indeed unstable. The important result of Refs. [224, 225] is that this can change if local neutrality
constraints nQ = n8 = 0 are imposed, instead of keeping µQ and µ8 at fixed values. In this case it
depends on the coupling strength in the scalar diquark channel whether the standard 2SC solution
(strong coupling), the g2SC solution (intermediate) or the normal conducting solution (weak) is
favored at given quark number chemical potential. In their model calculation, the authors of
Refs. [224, 225] find that the g2SC solution is favored at µ = 400 MeV if (in our language)
0.7 . H : G . 0.8. Although this is a relatively small interval, it is just centered by the “standard”
value H : G = 0.75 and could therefore be quite relevant. A similar pairing pattern for the CFL
phase with massive strange quarks has been discussed in Ref. [227].
Very recently, Huang and Shovkovy have calculated the Meissner masses of the gluons in the
g2SC phase [291]. It turned out that some of them become imaginary. While this seems to signal
some kind of instability, the final interpretation is not yet clear.
6.4.4 Breached color superconductors
A similar mechanism has also been suggested for pairing one light and one heavy flavor with
different Fermi momenta [226, 292]. For example, consider a system of ultra-relativistic up quarks
and non-relativistic strange quarks with Fermi momenta puF > p
s
F and linearize the dispersion laws
of the non-interacting particles near their Fermi surfaces,
Ei−(p) ≃ V i(p− piF ) , V i =
piF√
piF
2
+M iF
2
. (6.33)
6.8However, it is possible that the gapless modes experience another Cooper instability and, e.g., form a secondary
spin-1 condensate [225].
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Obviously, V s ≪ V u ≃ 1, which means that increasing the momentum of a strange quark is
relatively inexpensive. In the presence of attractive interactions it could therefore be favorable to
promote the strange quarks to pair with the up quarks around the up-quark Fermi surface, rather
than deforming both Fermi surfaces. The result is also a gapless (“breached”) color superconductor
with a similar characteristics as discussed above [226]. Again, this scenario was found to be
unstable for fixed chemical potentials, but it could be stable for fixed total or relative particle
densities [226]. Of course, in the thermodynamic limit this apparent difference between canonical
and grand canonical treatment can only hold if a phase separation is again inhibited by long-range
forces. (See also Ref. [293] for a recent discussion of the stability problem.)
The “interior gap” which has been discussed in Ref. [292] is basically the same mechanism for
the opposite case where the Fermi momentum of the heavier species is larger than that of the
lighter. Although this case is rather unlikely to play a role in quark matter, we have seen in the
context of the “exotic” phase SCus+ds that unusual orderings of the Fermi momenta should not
be excluded completely.
6.4.5 Deformed Fermi spheres
Yet another possibility to support the pairing of two quark species with different Fermi momenta is
to deform their Fermi surfaces in an anisotropic way. Recently, this has been studied in Ref. [294].
To that end, the authors considered a two-flavor system with an excess of down quarks. In this case
the overlap of the two Fermi surfaces can be enhanced if the up- and down-quark Fermi spheres
are deformed into oblate and prolate ellipsoids, respectively. While favoring the pairing near the
equators of the ellipsoids, the deformation costs of course kinetic energy. Nevertheless, the authors
of Ref. [294] found that the BCS state becomes unstable with respect to spontaneous quadrupole
deformations already at small asymmetries.
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Chapter 7
Application: Neutron stars with
color superconducting quark cores
In this chapter we apply our NJL quark matter equation of state to investigate the possible existence
of deconfined quark matter in compact stars.
We have already seen in 6.2.3 that absolutely stable strange quark matter is unlikely to exist
within this model, even in the presence of color-flavor locking diquark condensates. This rules out
the existence of pure quark stars (“strange stars”), but hybrid stars, consisting of hadronic matter
in the outer parts and a quark matter core, are not a priori excluded.
For a quantitative examination of this possibility we need a realistic equation of state for
the hadronic phase. Since this cannot be obtained within an NJL mean-field calculation we adopt
hadronic equations of state from other models (Sec. 7.1.1). Comparing these with the NJL equation
of state for the quark phase, we construct the phase transitions and finally employ the resulting
hybrid equations of state to calculate the structure of compact stars.
Whereas most models of hybrid stars are based on bag-model descriptions of the quark matter
phase, two early investigations which employed the NJL model have been performed in Refs. [295]
and [296]. It was found by both groups that quarks exist at most in a small mixed phase regime
but not in a pure quark core. Similar to our findings in the context with SQM this could be traced
back to the relatively large values for the effective bag constant and the effective strange quark
mass.
However, these calculations did not include diquark condensates. As we have seen in Sec. 6.2.3
these give an extra contribution to the pressure and therefore work in favor of a quark phase.
Recently it was shown within a bag model [297] that this could have sizeable consequences for
the hadron-quark phase transition and for the properties of compact stars. On the other hand, as
pointed out before, bag-model calculations miss possible effects of the density and phase dependence
of quark masses and bag constants. It is therefore interesting to perform a similar investigation
based on an NJL model equation of state where these effects can be studied. This has been done
in Refs. [298, 299]. Below, we discuss the results.
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7.1 Hadron-quark phase transition
7.1.1 Hadronic equations of state
To put our analysis on a relatively broad basis, we employ four different hadronic equations of
state.
Two of them, taken from Refs. [300] and [301], are microscopic equations of state based on
the non-relativistic Brueckner–Bethe–Goldstone (BBG) many-body theory, treated in Brueckner–
Hartree–Fock (BHF) approximation. It has been shown that the non-relativistic BBG expansion
is well convergent [302, 303], and the BHF level of approximation is accurate in the density range
relevant for neutron stars.
The first equation of state, “BHF(N,l)” contains only nucleons and non-interacting leptons and
has been derived in Ref. [300] using the Paris potential [304] as two-nucleon interaction and the
Urbana model as three-body force [305, 306]. The resulting nuclear matter equation of state fulfills
several requirements [300], namely (i) it reproduces the correct nuclear matter saturation point
ρ0, (ii) the incompressibility is compatible with the values extracted from phenomenology, (iii) the
symmetry energy is compatible with nuclear phenomenology, (iv) the causality condition is always
fulfilled.
The second equation of state, “BHF(N,H,l)”, is a recent extention of the first one which contains
also hyperon (Σ− and Λ) degrees of freedom [301]. This is physically motivated by the fact that the
baryon chemical potentials reached in the interiors of neutron stars are likely to be large enough
that these particle states are populated. Obviously, to include these additional degrees of freedom,
the bare nucleon-hyperon and hyperon-hyperon interactions are needed. For the nucleon-hyperon
interaction the Nijmegen soft-core model [307] has been adopted in Ref. [301]. Unfortunately,
because of lacking experimental data, the hyperon-hyperon interaction is practically unknown.
Therefore, as a first approximation, the authors of Ref. [301] have decided to neglect this interaction
completely.
In order to estimate the level of uncertainty caused by this neglect we employ two other hadronic
equations of state which also contain hyperons but which are not based on microscopic interactions.
One of them, “RMF240”, has been derived within relativistic mean-field theory and is tabulated
in Ref. [156]. It also reproduces the correct nuclear matter saturation point and yields reasonable
values for the symmetry energy and the incompressibility K. Here we adopt the parameter set
with K = 240 MeV.
Finally, we take an equation of state of Ref. [308] (hereafter “χSU(3)”) which has been derived
within a QCD motivated hadronic model with a non-linear realization of chiral SU(3).
The key properties of the four hadronic equations of state are plotted in Fig. 7.1. In the left
panel, the pressure is displayed as a function of the baryon chemical potential. The corresponding
energy densities as functions of the pressure are displayed in the right panel. The curves correspond
to neutral matter in beta equilibrium. They agree fairly well at the lower end where the equations
of state are partially constrained by empirical data. However, there are quite some differences if
one moves up to higher densities, which may mainly reflect the uncertainties in the hyperon sector.
The two microscopic equations of state, (BHF(N,l) and BHF(N,H,l)), are indicated by the
dotted and the dashed lines, respectively. They are of course identical below the hyperon threshold,
but then the presence of hyperons softens the equation of state considerably, which results in a
steeper increase of pressure as a function of baryon chemical potential [301]. It is therefore quite
remarkable that the pressure predicted by the chiral model χSU(3) (solid) remains even below
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Figure 7.1: Properties of the hadronic equations of state employed in our analysis: pressure as function
of baryon chemical potential (left) and energy density as function of pressure (right). The different lines
correspond to the following equations of state (see text): BHF(N,l) [300] (dotted), BHF(N,H,l) [301]
(dashed), χSU(3) [308] (solid), and RMF240 [156] (dash-dotted).
the BHF(N,l) result up to µB ≃ 1480 MeV, although hyperons included. Finally, the relativistic
mean-field equation of state RMF240 (dash-dotted) plays some intermediate role, being softer than
BHF(N,l) but still considerably stiffer than BHF(N,H,l).
7.1.2 Hadron-quark hybrid equation of state
Having selected the hadronic equations of state we can now construct the corresponding phase
transitions to NJL quark matter. Motivated by the conclusion of Ref. [259] that a quark-hadron
mixed phase is unlikely to be stable for reasonable values of the surface tension, and by the original
conclusion of Ref. [271] that this is also the case for quark-quark mixed phases (see Sec. 6.3.2), we
restrict ourselves to analyze sharp phase transitions from neutral hadronic matter to homogeneous
neutral quark matter.
In order to study the influence of color superconductivity we consider both, the equation of
state without diquark condensates developed in Sec. 3.3 and the equation of state with diquark
condensates developed in Sec. 6.2. Since the quark-quark coupling constant employed there, H =
G, is likely to be an upper limit, this could be considered as two extreme cases.
In Fig. 7.2 the pressure of the various hadronic and quark matter equations of state is displayed
as a function of the baryon chemical potential. The dash-dotted lines correspond to the hadronic
equations of state. These are the same curves as shown in Fig. 7.1. The other lines correspond
to NJL quark matter in the normal phase (dotted), or in a color superconducting phase. Here
we have indicated the part which belongs to the 2SC phase by a dashed line and the part which
belongs to the CFL phase by a solid line. Since the two solutions cross each other at the 2SC-CFL
transition point, the slope of the pressure increases discontinuously at this point. Physically this
is related to a sudden increase of the baryon number density due to the fact that the number of
strange quarks jumps from almost zero in the 2SC phase to 1/3 of the total quark number in the
CFL phase. In contrast, there is no such behavior in the normal quark matter phase where the
strange quarks come in smoothly. (As we have seen earlier, this can be different if the flavor mixing
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Figure 7.2: Pressure of neutral matter in beta equilibrium as a function of baryon chemical potential.
Dash-dotted lines: hadronic matter (BHF(N,l) [300], BHF(N,H,l) [301], RMF240 [156], χSU(3) [308]). The
other lines correspond to NJL quark matter in the normal (dotted), 2SC (dashed) or CFL phase (solid),
obtained with the parameter sets RKH [146] (left panels) or HK [72] (right panels). The quark-quark
coupling constant was taken to be H = G. The results of the upper three figures on the left have been
presented in a different form in Ref. [298], the two figures at the bottom have been adapted from Ref. [299].
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is weak.)
For given hadronic and quark equations of state, the hadron-quark phase transition point is
now easily read off as the point of equal pressure, i.e., the point where the lines p(µB) cross. The
results are summarized in Table 7.1. We begin our discussion with the four left panels of Fig. 7.2
where the quark equations of state are based on our “standard” parameter set RKH [146] which we
have employed in most calculations presented in this work. In fact, the solid, dashed, and dotted
lines are the same as the solid, dashed, and dotted lines in Fig. 6.7, although displayed on different
scales. (Note that µB = 3µ.)
Depending on the hadronic equation of state, we find three different cases: For the BHF
calculation without hyperons (BHF(N,l)) and for the χSU(3) model we find a hadron-quark phase
transition for both, normal and color superconducting quark matter. Clearly, the presence of
diquark condensates can lower the critical chemical potential substantially. On the other hand,
the BHF calculation which includes hyperons (BHF(N,H,l)) does not cross with the quark matter
equation of state up to large density, even if color superconducting phases are included. In that case
there would be no phase transition to quark matter at all, at least at densities relevant for neutron
stars. Finally, for the relativistic mean-field equation of state (RMF240), we find an intermediate
situation where a phase transition only takes place if diquark pairing is taken into account.
In spite of these differences, the above results lead to the general observation that a hadron-
quark phase transition only takes place if strange quarks play a non-negligible role in the quark-
matter phase. In the normal conducting phase it only happens (if it happens at all) at relatively
large chemical potentials, well above the strange quark threshold, µthB ≃ 1300 MeV. At the respec-
tive critical potentials we find about 25% strange quarks. For color superconducting quark matter
we find no phase transition to the 2SC phase but only to the CFL phase. Obviously, this is related
to the kink at the 2SC-CFL transition point which strongly accelerates – or even enables – the
phase transition from the hadronic phase. As discussed above, this increased slope corresponds
to a higher density which is mainly due to the sudden appearance of a large amount of strange
quarks in the CFL phase. On the contrary, in the 2SC phase the introduction of color supercon-
ductivity practically does not change the slope of the pressure curve, but only leads to a moderate
shift which can be attributed to some additional binding caused by the formation of Cooper pairs.
Thus, looking at the four left panels of Fig. 7.2 there seems to be little chance for the presence of
a 2SC phase in neutral strongly interacting matter. This was also our conclusion in Ref. [298].
It turns out, however, that this statement depends strongly on the vacuum constituent mass
of the non-strange quarks. This is quite obvious if we neglect the binding energy. In this case, the
point of zero pressure is just given by µB = 3M
vac
u . Hence, a reduction of M
vac
u by, say, 50 MeV
would approximately shift the quark matter curves in Fig. 7.2 by 150 MeV to the left, and quark
matter would become competitive to hadronic matter. (Note that the shift due to the formation
of Cooper pairs in the 2SC phase is only about 25 MeV.) In fact, the authors of Ref. [279] have
been able to construct a hadron-quark phase transition within a color superconducting two-flavor
NJL model using a parametrization with Mvac = 314 MeV [309]. (In that calculation the hadronic
phase was described by the χSU(3) equation of state.) However, since they did not include any
strange quarks in their model, it was not clear whether there still would be a window for a stable
2SC phase if one allows for a CFL phase as well.
In Ref. [299], we have studied the role of the non-strange quark mass in this context, employing
– besides the parameters used above – the NJL-model parameters of Hatsuda and Kunihiro, i.e.,
parameter set HK of Table 3.1 [72]. With these parameters one finds Mvacu = 335.5 MeV, instead
of 367.7 MeV we had before, i.e., the reduction is rather moderate. For the quark-quark coupling
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transition µB [MeV] ρ
(1)
B /ρ0 ρ
(2)
B /ρ0 ǫ
(1) [MeV/fm3] ǫ(2) [MeV/fm3]
BHF(N,l) → RKH(N) 1478 4.6 7.9 884 1707
RKH(CFL) 1312 3.7 6.4 672 1282
HK(N) 1454 4.5 6.9 852 1446
HK(CFL) 1280 3.6 6.1 634 1186
RMF240 → RKH(CFL) 1397 6.5 7.7 1279 1567
HK(CFL) 1326 5.4 6.8 1039 1345
χSU(3) → RKH(N) 1477 5.4 7.9 1092 1701
RKH(CFL) 1284 3.6 6.0 657 1188
HK(N) 1441 5.1 6.5 1000 1353
HK(2SC) 1216 3.0 3.4 536 627
HK(2SC) → HK(CFL) 1260 4.0 5.7 746 1117
Table 7.1: Various quantities related to the phase transitions identified in Fig. 7.2 (10 hadron-quark phase
transitions and the 2SC-CFL phase transition for parameter set HK): critical baryon chemical potential,
and baryon and energy densities below (1) and above (2) the phase transition.
constant we take again H = G.
The resulting pressure curves are displayed in the right panels of Fig. 7.2. As expected, the
quark matter curves are shifted to lower chemical potentials, but in most cases this does not lead
to a qualitative change of the behavior. The only exception is found for the χSU(3) equation of
state. In this case we indeed get a phase transition into the 2SC phase before that is replaced by
the CFL phase at a somewhat higher chemical potential (see Table 7.1 for details). Although the
window is rather small, it could make a qualitative difference for compact stars, as we will discuss
below.
To prepare for that discussion, let us have a look at the energy densities in the various phases.
At the first-order phase boundaries the density and, hence, the energy density increase discontin-
uously. The corresponding values are listed in Table 7.1. As one can see there, in most cases the
discontinuity is rather large. The only exception is the χSU(3)-2SC transition where the energy
density is only moderately increased. This is further illustrated in Fig. 7.3 where the energy density
is plotted as a function of pressure for the hadronic equation of state χSU(3) and the various quark
matter phases obtained with parameter set RKH (left) and HK (right). The hadronic equation of
state is again indicated by the dash-dotted lines, while the dotted, dashed, and solid lines corre-
spond to the normal, 2SC, and CFL phase, respectively. We have also indicated the positions of
the phase transitions. The open and closed circles mark the phase transition from the hadronic
phase to normal or color superconducting quark matter, respectively, while the 2SC-CFL phase
transition in the right panel is indicated by the squares. In the left panel, the 2SC-CFL phase
transition is only “virtually” present because the hadronic phase is still favored in that region. It
is nevertheless an important effect, because it pushes the energy density in the quark phase to
higher values at low pressure. As a consequence, including color superconducting phases in the
NJL model is qualitatively different from the behavior in a bag model. This will be discussed
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Figure 7.3: Energy density as a function of pressure for the hadronic equation of state χSU(3) [308] (dash-
dotted lines) and NJL quark matter obtained with parameter sets RKH [146] (left panel) and HK [72] (right
panel) and H = G: normal phase (dotted), 2SC (dashed), CFL (solid). The points with the thin vertical
lines indicate the positions of the phase transitions. Adapted from Ref. [299].
below.
7.1.3 Comparison with bag model studies
The effect of color superconductivity on the hadron-quark phase transition and the structure of
compact stars has been discussed in Ref. [297] where the authors applied a bag model equation of
state to describe the quark phase. The corresponding contribution to the pressure is given by [297]
p
(CFL)
BM (µ) = −
6
π2
∫ ν
0
dp p2 (p− µ) − 3
π2
∫ ν
0
dp p2 (
√
p2 +m2s − µ) +
3∆2µ2
π2
− B , (7.1)
where
ν = 2µ −
√
µ2 +
m2s
3
(7.2)
is the common Fermi momentum which is related to the equal number densities of the u, d, and
s quarks in the CFL phase, nu = nd = ns = (ν
3 + 2∆2µ)/π2. These expressions are based on an
expansion in ∆/µ, and the masses of the up and down quarks have been neglected. Like the bag
constant B, the diquark gap ∆ is treated as a free parameter and is kept constant with varying µ.
Comparing Eq. (7.1) with the analogous expression for normal quark matter in a bag model,
Eq. (2.12), one sees that the main effect of the gap is the extra term 3∆2µ2/π2. It has been
pointed out in Ref. [297] that, although this correction, being of order ∆2µ2, is formally small in
comparison with the total pressure (order µ4), it could have a strong impact on the phase transition
point. This is in agreement with our NJL model results.
In the bag model the effect of the ∆2-term may be interpreted as an effective reduction of the
bag constant, B → B − 3∆2µ2/π2, enhancing the pressure and reducing the energy density for a
given chemical potential. In other words, the function ǫ(p) is basically shifted downwards and to
the right by the diquark condensate, which both leads to a reduction of ǫ for a given p. Obviously,
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Figure 7.4: Effective bag constants as functions of the baryon number chemical potential µB : Beff (solid)
and B′eff (dash-dotted) for homogeneous neutral CFL matter, and Beff (dotted) and B
′
eff (dashed) for
homogeneous neutral normal quark matter (dotted). Left: Parameter set RKH [146] with H = G. Right:
Parameter set HK [72] with H = G.
this is quite different in the NJL model, as one can see in Fig. 7.3. If we compare the solid line with
the dotted line we see that color superconductivity enhances the energy density in a certain regime
of pressure. The reason is again the fact that the CFL phase always contains a large amount of
(relatively heavy) strange quarks which strongly contribute to the energy density, whereas normal
NJL quark matter contains no or very few strange quarks up to much larger values of p.
In this context it is again useful to introduce an effective bag model parametrization of the NJL
model equation of state. To that end we insert the µ dependent values of the constituent strange
quark massMs and the average diquark gap ∆ =
√
(∆22 +∆
2
5 +∆
2
7)/3 (see Fig. 6.8) into Eq. (7.1)
and define an effective bag constant Beff by equating the result with the pressure obtained in the
NJL model. Alternatively, we may define an effective bag constant B′eff in the analogous way, but
using the current quark mass ms instead of Ms
7.1.
Beff and B
′
eff are displayed as function of µB in Fig. 7.4 (solid and dash-dotted lines, respec-
tively). For comparison we also show the results for the normal quark phase (dotted and dashed).
In all cases the effective bag constants grow with µB, and they are always larger in the CFL phase
than in normal quark matter. Thus, although in the CFL phase the pressure is larger than in
the normal phase (see Fig. 6.7), the enhancement is smaller than one would naively expect from
Eq. (7.1) if B is kept constant.
For the chemical potentials corresponding to the phase transitionsMs, Beff and B
′
eff are listed
in Table 7.2. These values are relatively large compared with “typical” bag model parameters
7.1As pointed out in Sec. 2.3.3, there is some arbitrariness in defining effective bag constants. The above definitions
of Beff and B
′
eff
differ from those given in Eqs. (2.68) and (2.70) by the fact that we now start from the pressure
as a function of the chemical potential instead of the energy density as a function of density. This is only a matter
of convenience but should not change the general picture. We repeat that we introduce effective bag constants only
for the interpretation of our results, which are obtained in a well-defined way within the NJL model.
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transition ∆ [MeV] Ms [MeV] Beff [MeV/fm
3] B′eff [MeV/fm
3]
BHF(N,l) → RKH(N) — 283 176 254
RKH(CFL) 115 261 211 275
HK(N) — 346 127 215
HK(CFL) 114 284 182 258
RMF240 → RKH(CFL) 120 236 236 294
HK(CFL) 118 267 197 269
χSU(3) → RKH(N) — 284 175 254
RKH(CFL) 113 271 202 269
HK(N) — 365 118 202
HK(2SC) → HK(CFL) 111 292 175 252
Table 7.2: Average diquark gap ∆ =
√
(∆22 +∆
2
5 +∆
2
7)/3, constituent strange quark mass, and effective
bag constants in the strange quark matter phase at the phase transition points.
which are used in the context of neutron stars, e.g., Ref. [297]. As a consequence, the energy
densities are quite large as well. As we will see below, this has important implications for the
structure of compact stars.
7.2 Neutron star structure
The mass of a static compact star as a function of its radius can be obtained by solving the
Tolman-Oppenheimer-Volkoff equation [310] which reads
dp
dr
= − [p(r) + ǫ(r)][M(r) + 4πr
3p(r)]
r[r − 2M(r)] . (7.3)
Here p and ǫ are pressure and energy density, as before, and
M(r) = 4π
∫ r
0
r′2 dr′ ǫ(r′) (7.4)
is the integrated energy inside a “sphere” of radius r (in Schwarzschild metric). We have used
gravitational units, G = c = 1 (G gravitational constant).
The radius R and the gravitational mass MG of the star are given by the value of r for which
the pressure vanishes and the corresponding value of M(r), i.e.,
p(R) = 0 , MG =M(R) . (7.5)
For a given equation of state, ǫ = ǫ(p), Eq. (7.3) can easily be integrated numerically, starting
from the center of the star and moving outwards. In this way, if one continously varies the central
pressure pc := p(0), one obtains a curve MG(R) which relates masses and radii for that equation
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of state. Note that stable branches of these curves have to fulfill the condition dMG/dpc > 0.
Otherwise the solutions are unstable against small radial oscillations and collapse.
Since we are mostly interested in quark-hadron hybrid stars we restrict our analysis to those
hadronic equations of state for which we have found a transition to a quark phase in Sec. 7.1.2.
This was not the case for the microscopic equation of state with hyperons, BHF(N,H,l). Neutron
star properties for this equation of state have been discussed in Ref. [301]. The authors have found
a very low maximum mass, MmaxG = 1.25M⊙. Hence, since neutron star masses of 1.44M⊙ have
been observed [311, 313], it is clear that this equation of state cannot describe the whole interior
of neutron stars correctly, i.e., it is probably too soft at high densities7.2.
The curves MG(R) resulting for the three other hadronic and the related hybrid equations of
state are displayed in Fig. 7.5. The dash-dotted lines indicate the results for a purely hadronic star
(upper line: BHF(N,l), central line: RMF240, lower line: χSU(3)). For a more realistic description
of the crust, i.e., the region of subnuclear matter densities, we have employed the equations of state
of Baym, Pethick, and Sutherland [314] for ρB < 0.001 fm
−3 and of Negele and Vautherin [315]
for 0.001 fm−3 < ρB < 0.08 fm
−3. As typical for non-selfbound objects, large radii correspond
to small gravitational masses and thus small central pressures. Therefore with increasing central
pressure we have to follow the dash-dotted lines from right to left. Eventually, the central pressure
is large enough that a phase transition to a quark phase takes place. The resulting MG(R) above
this point are indicated by dotted lines for a transition to normal quark matter and by a solid line
for a transition to quark matter in the CFL phase. As we have seen in Sec. 7.1.2, for the χSU(3)
equation of state in combination with the HK quark equation of state (lower right panel), there is
a phase transition from hadronic matter to the 2SC phase, followed by a second phase transition
to the CFL phase. Here we have indicated the part of the curve which corresponds to a 2SC phase
(but not yet a CFL phase) in the center of the star by a dashed line. This part of the figure is also
presented in an enlarged form in Fig. 7.6.
The onset of a quark matter phase in the center of the star implies of course a deviation from
the corresponding hadronic matter curve. Because of the discontinuous energy density at the phase
transition point (see Table 7.1 and Fig. 7.3) this is always related to a cusp in the mass-radius
relation. These cusps are clearly visible in Figs. 7.5 and 7.6. It turns out, however, that for all
transitions to normal or to CFL quark matter the effect is so strong that the star is rendered
unstable. Only in the hadron-2SC phase transition (Fig. 7.6) the star remains stable but becomes
unstable at the subsequent 2SC-CFL phase transition. Hence, if the correct equation of state lies
in the range covered by our model equations of state, hybrid stars, if they exist, should have a
quark core in the 2SC phase and contain only a small fraction of strange quarks: There is no stable
star with a CFL or a normal quark matter core. This is at amusing variance with Ref. [248] who
argued that there is no 2SC phase in compact stars.
The essential question is thus, whether or not the equation of state contains an interval where
the 2SC phase is favored. As we have demonstrated, the answer to this question can depend rather
sensitively on the value of the non-strange constituent quark mass in vacuum. However, the over-
all picture which emerges from our results is that a stable 2SC phase and, hence, a stable hybrid
star appear to be rather unlikely to exist. In all but one case we either found no hadron-quark
phase transition at all or a transition to normal or CFL matter, and the star becomes unstable as
soon as the phase transition occurs. Only if we combine the very stiff χSU(3) equation of state
7.2Alternatively, this problem could in principle be cured if a phase transition to quark matter takes place before
the star becomes unstable, provided the corresponding hybrid equation of state supports higher masses [119, 312].
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Figure 7.5: Gravitational masses of static compact stars as functions of the radius for the different
equations of state. The dash-dotted lines indicate the results for a purely hadronic star: BHF(N,l) (upper
line), RMF240 (central line), χSU(3) (lower line). The other lines indicate the presence of a quark phase
in the center: normal phase (dotted), 2SC dashed, CFL (solid). The quark phases in the three left panels
have been calculated with parameter set RKH with H = G, those in the right panels with parameter set
HK with H = G. The results of the upper two figures on the left have been presented in a different form
in Ref. [298], the two figures at the bottom have been adapted from Ref. [299].
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Figure 7.6: Enlarged detail of the lower right panel of Fig. 7.5, showing the emergence of a color su-
perconducting quark core in a compact star calculated with a χSU(3)-HK hybrid equation of state. The
meaning of the various line types is the same as in Fig. 7.5. Taken from Ref. [299].
with the HK NJL model equation of state, hybrid stars can exist in a small mass window between
1.62 and 1.66 M⊙. Here we should also recall that we have chosen a relatively large quark-quark
coupling constant H = G. With a smaller coupling, there would be less binding in the 2SC phase
and eventually the window will shut. On the other hand, if we further decrease the constituent
mass of the non-strange quarks, the window could become wider. Similarly, a larger constituent
mass of the strange quarks would render the CFL phase less favored and thereby help stabilizing
the 2SC phase. A systematic study in all these directions still remains to be done. This should
also include the consideration of other color superconducting phases which have not been taken
into account here (see Sec. 6.4).
We should also note that we cannot exclude the existence of so-called 3rd family solutions of
compact stars [316] with pure quark matter cores. This would be the case if the unstable branch
“recovers” at some higher density and rises again. Looking at our solutions, there seems to be
some tendency which points into this direction. Unfortunately, the densities which are necessary
to decide on this interesting point cannot be reached in our model, since we would have to choose
quark number chemical potentials larger than the cut-off.
In the above analysis we have assumed sharp phase transitions between homogeneous neutral
phases. In the case of a mixed phase the energy density would not jump, but continously interpolate
between the hadronic and the quark solution. As a consequence, the cusps in Fig. 7.3 would be
smoothed out and the instability would not occur immediately at the onset of the mixed phase. We
expect, however, that in this case the star would become unstable before the mixed phase goes over
into a pure quark phase if this is CFL or normal quark matter. Considering non-superconducting
quark matter we thus confirm the results of Ref. [295]. Including color superconductivity in the
CFL phase does not change these findings.
Since this result is relatively insensitive to the choice of the hadronic equation of state, it must
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mainly be attributed to the NJL-type quark equation of state. In the bag-model investigation of
Ref. [297], the authors have employed a hadronic equation of state which is comparable to the
BHF equation of state without hyperons. For a bag constant B = 137 MeV/fm3 and a strange
quark massMs = 200 MeV they found that a star with a pure quark core is unstable without color
superconductivity, but stable if a (CFL) diquark gap of 100 MeV is chosen. If we compare the
above numbers with the effective quantities listed in Table 7.2, we see that the essential differences
are again the relatively large values of the strange quark mass and of the effective bag constant in
the NJL model. Therefore the energy densities just above the phase transition are considerably
larger in the NJL model than in the bag model, and this is finally responsible for the instability7.3.
As pointed out many times before, our results rely on the assumption that the NJL model
parameters which have been fitted in vacuum can be applied to dense matter. It is of course
possible that this is not the case. Thus our arguments could also be turned around: If there
were strong hints, e.g. for the existence of a pure CFL quark core in compact stars, this would
indicate a considerable modification of the effective NJL-type quark interactions in dense matter.
This observation could then be used to constrain the parameters (provided the hadronic part is
sufficiently well under control).
But even if there are no quark cores in compact stars and hence no natural laboratories for color
superconducting phases, the properties of these phases can nevertheless influence the maximum
mass of neutron stars, as evident from Fig. 7.5. The corresponding maximum masses are also listed
in Table 7.3. Since the quark effects are larger if the phase transition occurs long before the would-
be maximummass of a purely hadronic equation of state is reached, the results become less sensitive
to the hadronic equation of state if quarks and in particular the effects of color superconductivity are
included: Whereas for the purely hadronic equations of state, we findMmaxG between 1.55 and 2.07
solar masses, our results scatter only between 1.53 and 1.77 solar masses if color superconducting
quark matter is included. In particular, the inclusion of color superconducting quark matter keeps
the neutron star maximum mass well below two solar masses, independently of details of the
hadronic equation of state. Hence, the observation of a neutron star with a mass well above two
solar masses would seriously question our NJL-type description of the quark matter phase, using
parameters which are fixed in vacuum.
7.3The authors of Ref. [297] have also taken into account contributions of the “pseudo”-Goldstone bosons of the
broken chiral symmetry to the thermodynamic potential in the CFL phase. However, since in neutral CFL matter
the electric charge chemical potential vanishes, no charged bosons are excited, while the contributions of a possible
K0-condensate are small [297].
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equations of state hadronic hadr. + normal hadr. + cs
BHF(N,l), RKH 2.07 1.97 1.77
BHF(N,l), HK 1.96 1.71
RMF240, RKH 1.55 — 1.55
RMF240, HK — 1.53
χSU(3), RKH 1.88 1.88 1.75
χSU(3), HK 1.87 1.66
Table 7.3: Maximum gravitational mass MmaxG (in terms of solar masses M⊙) for a purely hadronic
equation of state and for hybrid equations of state with phase transitions to normal or color superconducting
(cs) quark matter.
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Chapter 8
Summary and discussion
In this report we have explored the properties of deconfined quark matter, focusing on the regime of
low temperatures and “moderate” densities, which cannot be accessed by perturbative or present-
day lattice calculations. Main issue was the investigation of color-superconducting phases and
the influence of dynamically generated effective quark masses on these phases. To that end we
employed NJL-type models, where both, diquark pairing and dynamical mass generation, can be
treated on the same footing. This turned out to be crucial, in particular for the understanding of
the transition from two-flavor (2SC) to three-flavor (CFL) color superconductors. We found that
this transition is basically triggered by a strong discontinuous drop of the effective strange quark
mass which has its roots in the corresponding chiral phase transition.
To work this out more clearly, we started with a detailed study of the chiral phase transition for
color non-superconducting quark matter. A central point was the comparison of the NJL model
with the MIT bag model, which is the most commonly used model to describe the equation of
state of deconfined quark matter. In the NJL model, the bag constant arises dynamically as a
consequence of spontaneous chiral symmetry breaking. Whereas for vanishing quark masses (and
zero temperature) the two models behave almost identically, differences arise when finite current
quark masses are introduced. Naturally, these effects become more pronounced in the three-flavor
case. Here we found that both, the effective strange quark mass and the effective bag constant,
are density dependent quantities which are large compared with “typical” bag model parameters.
One important consequence is that the model does not support the hypothesis of absolutely stable
strange quark matter, as long as the model parameters do not differ drastically from a vacuum fit.
As pointed out above, the consideration of dynamical quark masses remains crucial when we
turn to color superconducting phases. We also analyzed a spin-1 diquark condensate as a possible
pairing channel for those quarks which are left over from the standard spin-0 condensate in the
2SC phase. Another important question was the effect of neutrality constraints, which must be
imposed, e.g., to describe possible quark matter cores of neutron stars. Generally, these constraints
tend to disfavor the 2SC phase. Nevertheless, whereas estimates based on the assumption of small
strange quark masses predict that the 2SC phase is never the most favored neutral phase, NJL
model calculations reveal that large values of Ms could again stabilize the 2SC solution. In this
context we have also investigated the possibility of electrically and color neutral mixed phases.
Neglecting Coulomb and surface effects we found a rich structure of mixed phases with up to four
components. The gain in bulk free energy is, however, quite small. It is therefore unclear whether
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the mixed phases survive if surface and Coulomb effects are included.
Finally, we applied the NJL model to study the possibility of color superconducting quark
matter cores in neutron stars. To that end, we combined different hadronic equations of state with
the NJL model ones to construct a sharp hadron-quark phase transition. The resulting hybrid
equations of state have then been employed in a Tolman-Oppenheimer-Volkoff equation. In most
cases we found a phase transition from hadronic matter to the CFL phase. It turned out that in
these cases the energy density in the quark phase is too large to support a stable star with a quark
matter core. This result could again be traced back to the large effective strange quark masses.
So far we found a single example where the hadron-quark phase transition went to the 2SC phase.
In this case a stable quark matter core was possible. However, a more systematic investigation of
the parameter dependence of these results still needs to be done.
In fact, for all topics we discussed in this work, there are details which deserve further investi-
gation. Many of them have been discussed in the corresponding sections and will not be repeated
here. In the following we concentrate on the major questions.
Presumably the most severe limitation of our analysis is the problem of parameter fixing, which
has been addressed in Sec. 4.2 and several other places. At present, there is practically no other way
than relying on vacuum fits, which could be a rather bad assumption at large densities. Therefore,
most of our analysis must primarily be taken as qualitative hints, e.g., about the role of the strange
quark mass or the effect of neutrality constraints. In this situation, further improvements on the
more fundamental side, allowing to evolve the weak-coupling approaches down to lower densities,
are highly desirable. To some extent we may also hope to learn something about the interaction
by comparing our predictions with observational facts. Unfortunately, since so far most of the
predictions are negative ones, e.g., the non-existence of strange quark matter or CFL matter cores
in neutron stars, this can at best be a falsification. This underlines ones more the necessity to
work out more phenomenological details. For instance data on neutron star cooling could provide
severe constraints on the minimal pairing gaps in a possible quark-matter core [317].
Returning to Fig. 1.1 in the Introduction, we note that we have mostly elaborated on the
phases shown in the upper right diagram (plus some extra phases which might appear if we add
further axes to the diagram, see Fig. 6.3). On the other hand, phases like the CFL+K phase or
crystalline phases, suggested in the two lower phase diagrams of Fig. 1.1, have not yet been studied
in the framework of NJL-type models. As pointed out in Sec. 6.4, this could be interesting, since
µ-dependent quark masses could have important effects on these phases as well. The description of
crystalline phases is probably more difficult, whereas in order to study CFL+K (or more general
CFL+Goldstone) phases one only has to add further condensates with the corresponding quantum
numbers.
In general, the role and the properties of Goldstone bosons in the various color superconducting
phases should be worked out in more detail. On the RPA-level, the Goldstone bosons can be
constructed generalizing the Bethe-Salpeter equation shown in Fig. 2.4 to Nambu-Gorkov space.
Because of baryon number non-conservation, mesons and diquarks can mix. This is formally
described by the presence of off-diagonal Nambu-Gorkov components8.1.
8.1A similar but technically simpler issue are possible precursor effects of color superconductivity at temperatures
above Tc, which have been described in Ref. [318]. Employing an NJL-type model, the authors calculated the
spectral function in the scalar color-antitriplet diquark channel and monitored its behavior when the temperature
approaches Tc from above. At Tc both, mass and width, of this mode go to zero but already at T ≃ 1.2Tc the
authors find a relatively sharp low-lying peak which indicates precritical fluctuations. The authors suggest that this
could have observable effects in heavy-ion collisions.
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A theoretically interesting case is the anisotropic spin-1 condensate discussed in Sec. 4.4. Since
general arguments predict rather different Goldstone spectra for MJ = 0 and for MJ = ±1 [239,
240] it would be instructive to see how this comes about by explicit calculation. In this context
it is interesting to note that quite recently, an abnormal number of Goldstone modes has also
been reported for the case of the usual scalar diquark condensate in a two-flavor NJL model [319].
Although an academic example (since these modes correspond to the spontaneously broken global
SU(3)c of the NJL model whereas in QCD, they are “eaten” by the gluons), it nicely illustrates that
the counting of Goldstone bosons becomes highly non-trivial in Lorentz-noninvariant systems [235].
The Goldstone spectrum arising from chiral symmetry breaking in the CFL phase has been
determined in leading-order QCD at asymptotic densities [281, 320]. The most interesting features
are that the excitations have reversed mass ordering (i.e., mK < mπ) and are very light. For
instance, if one extrapolates the resulting expressions down to “moderate” chemical potentials,
µ ∼ 500 MeV, one typically finds mK ∼ 15 MeV. These small masses are a consequence of the fact
that the symmetry breaking terms in the corresponding effective Lagrangian must be quadratic,
rather than linear, in the quark masses in order to be consistent with the Z2A symmetry of the
CFL phase [16]. As discussed in Eq. (5.7) the latter is a residual part of the UA(1) symmetry
which is not explicitly broken at asymptotic energies where instanton effects vanish. It would be
interesting to compare these results with an NJL-model calculation with “realistic” parameters.
In particular the effects of non-vanishing 〈q¯q〉 condensates and of UA(1) breaking terms (’t Hooft
interaction) should be analyzed.
A partially related problem is the question whether the BCS mean-field approach we have
used throughout this work is appropriate to describe quark matter at “moderate” densities. It
is well known that BCS theory is a weak-coupling theory which works best if the correlation
length ξc is much larger than the average distance d between the fermions. In this case many
Cooper pairs – which are only temporary correlations between changing partners – overlap each
other and phase fluctuations average away. On the other hand, for ξc/d ≪ 1, the system is
better described as a Bose-Einstein condensate, consisting of strongly coupled pairs with fixed
partners8.2. The transition region is more difficult to describe. However, it is known from metallic
superconductors that deviations from BCS behavior, e.g., in the relation between Tc and the gap
at T = 0 (Eq. (4.94)), are visible already if ξc/d becomes smaller than about 100.
In Ref. [321], ξc/d has been studied for a two-flavor color superconductor within a QCD-like
model. This model basically corresponds to solving a Dyson-Schwinger equation of the weak-
coupling type, Eq. (4.14), but with a running coupling constant which has been modified to regulate
the low-momentum behavior. Keeping the momentum dependence of the gap, the authors analyzed
the spatial structure of the Cooper pairs via a Fourier transform and calculated the coherence
length. The result was that ξc/d drops below 10 for µ < 1 GeV. Since in our NJL-model approach
the gaps are momentum independent we cannot perform the same kind of analysis. However, as
a rule of thumb we may identify the coherence length with the inverse of the gap, ξc ∼ 1/∆.
Inserting typical numbers one finds ξc/d of the order 2 to 3 at µ = 500 MeV, which clearly calls
into question the applicability of the BCS treatment.
It should be noted that the analogous estimate applied to the vacuum gap equation looks even
more worrisome. If we identify the constituent quark mass with 1/ξc and the quark condensate
8.2We are in not necessarily restricted to pair correlations. For instance, one might think of superfluid nuclear
matter as three quarks strongly coupled to a nucleon, which is then Cooper paired with a second three-quark cluster.
It is possible that similar correlations still exist above the deconfinement phase transition. From this point of view it
might be worthwhile to revisit the idea of a six-quark condensate which has been suggested long ago by Barrois [7].
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with a density, we get ξc/d ∼ |〈q¯q〉|1/3/M . 1. In fact, it has been argued some time ago that
chiral symmetry is not broken in the NJL model because of strong phase fluctuations due to pionic
modes [322]. This point has subsequently been studied by various authors, explicitly taking into
account meson loops, e.g., via a 1/Nc expansion. It was found that meson-loop effects could be
large but do not necessarily restore chiral symmetry [130, 323, 324]. (Similar conclusions have been
drawn in Refs. [325, 326, 327]) within different approaches.) However, as discussed in Sec. 2.3.5,
the importance of the meson loops is in general controlled by a new cut-off parameter which has
to be introduced because of the non-renormalizability of the NJL model. Therefore no definite
statement can be made without fixing this parameter [323].
This analogy tells us that fluctuation effects could be, but do not need to be dangerous for the
phases we have discussed in this report. In this context it is interesting to see that recent lattice
studies of the NJL model at finite chemical potential find non-vanishing diquark condensates which
are in rather good agreement with the corresponding large-Nc limit [328]. Also, NJL-model results
seem to be in good agreement with lattice QCD for Nc = 2 [329], which is accessible by standard
methods even at µ 6= 0. On the other hand, an explicit investigation of fluctuation effects within
the (continuum) NJL model does not seem to be a rewarding effort.
Here we have more or less reached the limits of the model. After all, NJL-type models are
schematic models which are motivated to major extent by their simplicity. They become question-
able when the merits of the simplified interaction get lost by using highly complicated approxima-
tion schemes. In that case one should think about other approaches. To study fluctuation effects,
Lagrangians with bosonic degrees of freedom, like the effective Lagrangians mentioned in Sec. 6.4,
are probably more appropriate. Of course, final answers must come from QCD or – if available –
from empirical observations, but model calculations may help to bring the ideas on the right track.
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Appendix A
Fierz transformations
A.1 General aim
We consider a local four-point interaction of the form
Lint = gI(q¯ Γˆ(I)q)2 = gI Γ(I)ij Γ(I)kl q¯i qj q¯k ql . (A.1)
Taking into account the anticommutation rules for fermions, this leads to the identities
Lint = −gI Γ(I)ij Γ(I)kl q¯i ql q¯k qj =: Lex (A.2)
and
Lint = gI Γ(I)ij Γ(I)kl q¯iq¯k ql qj =: Lqq . (A.3)
So far, Lint = Lex = Lqq . However, if we restrict ourselves to Hartree-type approximations where
the first field is contracted with the second, and the third one with the fourth, Lex yields the
exchange diagrams (Fock terms) of Lint while Lqq yields the particle-particle and antiparticle-
antiparticle contributions. To that end we wish to rewrite the operators as
Γ
(I)
ij Γ
(I)
kl =
∑
M
cIM Γ
(M)
il Γ
(M)
kj (A.4)
to get
Lex = −gI
∑
M
cIM (q¯ Γˆ
(M)q)2 . (A.5)
Combining this with the Hartree Lagrangian Ldir ≡ Lint we get for the total effective quark-
antiquark interaction
Lqq¯ = Ldir + Lex =
∑
M
GM (q¯ Γˆ
(M)q)2 , (A.6)
with GM = c
I
MgI for M 6= I and GI = (1− cII)gI .
In the same way one can employ
Γ
(I)
ij Γ
(I)
kl =
∑
D
dID (Γˆ
(D) C)ik (C Γˆ
(D))lj , (A.7)
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to write the quark-quark interaction as
Lqq =
∑
D
HD (q¯ Γˆ
(D) C q¯T )(qT C Γˆ(D)q) , (A.8)
with HD = d
I
DgI .
By construction, Lqq¯ and Lqq are to be used in Hartree approximation only, to avoid double
counting.
A.2 Fierz identities for local four-point operators
In this section we list the coefficients cIM and d
I
D defined in Eqs. (A.4) and (A.7) for various
operators.
A.2.1 Operators in Dirac space
(a) quark-antiquark channel (exchange diagrams):


(1 )ij (1 )kl
(iγ5)ij (iγ5)kl
(γµ)ij (γµ)kl
(γµγ5)ij (γµγ5)kl
(σµν)ij (σµν)kl

 =


1
4 − 14 14 − 14 18
− 14 14 14 − 14 − 18
1 1 − 12 − 12 0
−1 −1 − 12 − 12 0
3 −3 0 0 − 12




(1 )il (1 )kj
(iγ5)il (iγ5)kj
(γµ)il (γµ)kj
(γµγ5)il (γµγ5)kj
(σµν)il (σµν)kj

 (A.9)
(γ0)ij (γ
0)kl =
1
4
{
(1 )il (1 )kj +(iγ5)il (iγ5)kj
+(γ0)il (γ
0)kj − (γm)il (γm)kj +(γ0γ5)il (γ0γ5)kj − (γmγ5)il (γmγ5)kj
− (σ0n)il (σ0n)kj + 1
2
(σmn)il (σmn)kj
}
(A.10)
(b) quark-quark channel:


(1 )ij (1 )kl
(iγ5)ij (iγ5)kl
(γµ)ij (γµ)kl
(γµγ5)ij (γµγ5)kl
(σµν)ij (σµν)kl

 =


1
4 − 14 14 − 14 − 18
− 14 14 14 − 14 18
1 1 − 12 − 12 0
1 1 12
1
2 0
−3 3 0 0 − 12




(iγ5 C)ik (C iγ5)lj
(C)ik (C)lj
(γµγ5 C)ik (C γµγ5)lj
(γµC)ik (C γµ)lj
(σµν C)ik (C σµν)lj


(A.11)
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(γ0)ij (γ
0)kl =
1
4
{
(iγ5 C)ik (C iγ5)lj + (C)ik (C)lj
+(γ0γ5 C)ik (C γ
0γ5)lj − (γmγ5 C)ik (C γmγ5)lj
+(γ0 C)ik (C γ
0)lj − (γm C)ik (C γm)lj
− (σ0n C)ik (C σ0n)lj + 1
2
(σmn C)ik (C σmn)lj
}
(A.12)
A.2.2 Generators of U(N)
We use the following notation:
τa, a = 1, . . . , N
2 − 1: generators of SU(N), normalized as Tr [τaτb] = 2δab,
1 : N ×N unit matrix, τ0 =
√
2/N 1 ,
τS : symmetric generators (including τ0), τA: antisymmetric generators.
(a) quark-antiquark channel (exchange diagrams):
(
(1 )ij (1 )kl
(τa)ij (τa)kl
)
=
(
1
N
1
2
2 N
2−1
N2 − 1N
) (
(1 )il (1 )kj
(τa)il (τa)kj
)
(A.13)
(b) quark-quark channel:
(
(1 )ij (1 )kl
(τa)ij (τa)kl
)
=
(
1
2
1
2
N−1
N −N+1N
) (
(τS)ik (τS)lj
(τA)ik (τA)lj
)
(A.14)
A.3 Specific examples
In the following, τa and λa denote operators in SU(Nf ) flavor space or SU(Nc) color space,
respectively. Repeated indices are summed over. Flavor or color indices run from 1 to N2f,c − 1,
unless explicitly stated otherwise. For Dirac indices (aµ)2 ≡ aµaµ, etc..
A.3.1 Color current interaction
(a) Lorentz-invariant interaction:
Lint = −g(q¯ γµ λaq)2 (A.15)
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⇒ Lex = 2(N
2
c − 1)
NfN2c
g
[
(q¯q)2 + (q¯iγ5q)
2 − 1
2
(q¯γµq)2 − 1
2
(q¯γµγ5q)
2
]
+
(N2c − 1)
N2c
g
[
(q¯τaq)
2 + (q¯iγ5τaq)
2 − 1
2
(q¯γµτaq)
2 − 1
2
(q¯γµγ5τaq)
2
]
− 1
NfNc
g
[
(q¯λaq)
2 + (q¯iγ5λaq)
2 − 1
2
(q¯γµλaq)
2 − 1
2
(q¯γµγ5λaq)
2
]
− 1
2Nc
g
[
(q¯τaλa′q)
2 + (q¯iγ5τaλa′q)
2 − 1
2
(q¯γµτaλa′q)
2 − 1
2
(q¯γµγ5τaλa′q)
2
]
=
(N2c − 1)
N2c
g
N2f−1∑
a=0
[
(q¯τaq)
2 + (q¯iγ5τaq)
2 − 1
2
(q¯γµτaq)
2 − 1
2
(q¯γµγ5τaq)
2
]
− 1
2Nc
g
N2f−1∑
a=0
[
(q¯τaλa′q)
2 + (q¯iγ5τaλa′q)
2 − 1
2
(q¯γµτaλa′q)
2 − 1
2
(q¯γµγ5τaλa′q)
2
]
(A.16)
Lqq = Nc + 1
2Nc
g
[
(q¯iγ5CτAλA′ q¯
T )(qTCiγ5τAλA′q) + (q¯CτAλA′ q¯
T )(qTCτAλA′q)
−1
2
(q¯γµγ5CτAλA′ q¯
T )(qTCγµγ5τAλA′q)− 1
2
(q¯γµCτSλA′ q¯
T )(qTCγµτSλA′q)
]
−Nc − 1
2Nc
g
[
(q¯iγ5CτSλS′ q¯
T )(qTCiγ5τSλS′q) + (q¯CτSλS′ q¯
T )(qTCτSλS′q)
−1
2
(q¯γµγ5CτSλS′ q¯
T )(qTCγµγ5τSλS′q) − 1
2
(q¯γµCτAλS′ q¯
T )(qTCγµτAλS′q)
]
(A.17)
In particular we have
G : = coeff
(
(q¯τaq)
2
)
=
(N2c − 1)
N2c
g (A.18)
H : = coeff
(
(q¯iγ5CτAλA′ q¯
T )(qTCiγ5τAλA′q)
)
=
Nc + 1
2Nc
g (A.19)
and thus
H : G =
Nc
2(Nc − 1) =
3
4
, (A.20)
where the last equality holds for Nc = 3.
(b) Electric and magnetic gluon exchange:
Lint = − gE (q¯γ0λaq)2 + gM (q¯~γλaq)2 (A.21)
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We want to derive to derive the six effective coupling constants of Eq. (4.68).
To this end, we first consider electric gluons only:
L(E)int = −gE(q¯ γˆ0 λaq)2 (A.22)
⇒ L(E)ex =
2(N2c − 1)
NfN2c
gE
[ 1
4
(q¯q)2 +
1
4
(q¯γ0q)2 + . . .
]
− 1
NfNc
gE
[ 1
4
(q¯λaq)
2 +
1
4
(q¯γ0λaq)
2 + . . .
]
+ . . . (A.23)
L(E)qq =
Nc + 1
2Nc
gE
[ 1
4
(q¯iγ5CτAλA′ q¯
T )(qTCiγ5τAλA′q)
+
1
4
(q¯γ0γ5CτAλA′ q¯
T )(qTCγ0γ5τAλA′q) + . . .
]
+ . . . , (A.24)
where only those terms have been listed explicitly which are relevant for Eq. (4.68).
Now we rewrite Eq. (A.21) as
Lint = − (gE − gM ) (q¯γ0λaq)2 − gM (q¯γµλaq)2 . (A.25)
and combine the results of Eq. (A.16) with Eq. (A.23), and of Eq. (A.17) with Eq. (A.24).
⇒ Lex = N
2
c − 1
2NfN2c
[
(gE + 3gM )(q¯q)
2 + (gE − gM )(q¯γ0q)2 + . . .
]
− 1
4NfNc
[
(gE + 3gM )(q¯λaq)
2 + (gE − gM )(q¯γ0λaq)2 + . . .
]
+ . . . (A.26)
Lqq = Nc + 1
8Nc
[
(gE + 3gM )(q¯iγ5CτAλA′ q¯
T )(qTCiγ5τAλA′q)
+(gE − gM )(q¯γ0γ5CτAλA′ q¯T )(qTCγ0γ5τAλA′q) + . . .
]
+ . . . (A.27)
Adding the Hartree term Ldir , and taking Nf = 2 and Nc = 3 we reproduce the coefficient
given in Eq. (4.68).
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A.3.2 Two-flavor instanton induced interaction
The two-flavor instanton induced interaction reads [38, 178]:
Lint = g
4(N2c − 1)
{2Nc − 1
2Nc
[
(q¯q)2 − (q¯ iγ5 q)2 − (q¯ τa q)2 + (q¯ iγ5τa q)2
]
− 1
4Nc
[
(q¯ σµν q)2 − (q¯ σµντa q)2
] }
. (A.28)
⇒ Lq¯q = g
{ 1
4N2c
[
(q¯q)2 − (q¯ iγ5 q)2 − (q¯ τa q)2 + (q¯ iγ5τa q)2
]
+
Nc − 2
16Nc(N2c − 1)
[
(q¯ λa′ q)
2 − (q¯ iγ5λa′ q)2 − (q¯ τaλa′ q)2 + (q¯ iγ5τaλa′ q)2
]
+
1
32(N2c − 1)
[
(q¯ σµνλa′ q)
2 − (q¯ σµντaλa′ q)2
] }
(A.29)
Lqq = g
{ 1
8Nc(Nc − 1)
[
(q¯ iγ5Cτ2λA q¯
T )(qT Ciγ5τ2λA q)− (q¯ Cτ2λA q¯T )(qT Cτ2λA q)
]
− 1
16Nc(Nc + 1)
(q¯ σµνCτ2λS q¯
T )(qT Cσµντ2λS q)
}
(A.30)
Comparing the coefficients with Eqs. (4.80) and (4.81) we can identify:
G =
1
4N2c
, Hs =
1
8Nc(Nc − 1) , Ht =
1
16Nc(Nc + 1)
, (A.31)
and thus
G : Hs : Ht = 1 :
Nc
2(Nc − 1) :
Nc
4(Nc + 1)
= 1 :
3
4
:
3
16
, (A.32)
where the last equality holds for Nc = 3.
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Appendix B
Two-flavor Nambu-Gorkov
propagator
In this appendix we sketch the derivation of the two-flavor Nambu-Gorkov propagator S(p) which
corresponds to the inverse propagator
S−1(p) =
(
p/+ µˆγ0 − Mˆ (∆ +∆0γ0) γ5τ2λ2
(−∆∗ +∆∗0γ0) γ5τ2λ2 p/− µˆγ0 − Mˆ
)
, (B.1)
given in Sec. 4.3.1, Eq. (4.35). The inverse is defined by
S−1(p)S(p) = 1 . (B.2)
Writing the Nambu-Gorkov components of S(p) explicitly,
S(p) =
(
S11(p) S12(p)
S21(p) S22(p)
)
, (B.3)
this yields
(p/+ µˆγ0 − Mˆ)S11(p) + (∆ +∆0γ0) γ5τ2λ2 S21(p) = 1 , (B.4)
(−∆∗ +∆∗0γ0) γ5τ2λ2 S11(p) + (p/− µˆγ0 − Mˆ)S21(p) = 0 , (B.5)
and two analogous equations which result from the above ones if one replaces
S11 → S22 , S21 → S12 , µˆ → −µˆ , ∆ → −∆∗ , ∆0 → ∆∗0 . (B.6)
Employing Eq. (B.5), we can eliminate S21,
S21(p) =
p/−r +Mr
p− 2r −M2r
(∆∗ − ∆0γ0) γ5τ2λ2 S11(p) , (B.7)
where we have defined
p± =
(
p0 ± µˆ
~p
)
, (B.8)
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and the indices r and b denote the red and blue color components, respectively. Then Eq. (B.4)
becomes[ (
p/+r −Mr − |∆|2
p/−r −Mr
p− 2r −M2r
− ∆∆∗0
p/−r −Mr
p− 2r −M2r
γ0
− ∆∗∆0γ0 p/
−
r −Mr
p− 2r −M2r
− |∆0|2γ0 p/
−
r −Mr
p− 2r −M2r
γ0
)
Pˆ
(c)
12 +
(
p/+b −Mb
)
Pˆ
(c)
3
]
S11(p) = 1 .
(B.9)
Here P
(c)
3 = 1/3− 1/
√
3λ8 and P
(c)
12 = 1− P (c)3 are the projectors on the blue and the red/green
sector in color space, respectively.
The important observation is that the operator in front of S11 is diagonal in color space and
does not depend on flavor. Moreover, the “blue” part, i.e., the term proportional to Pˆ
(c)
3 , takes
the standard form and can easily be inverted. The problem has thus been reduced to inverting an,
admittedly complicated, expression in Dirac space for the “red” part of the propagator.
The final result reads
S11(p) =
1
(p20 − ω2−)(p20 − ω2+)
[
(p− 2r −M2r )(p/+r +Mr) − |∆|2(p/−r +Mr) + ∆∆∗0γ0(p/−r +Mr)
+ ∆∗∆0(p/−r +Mr)γ
0 − |∆0|2γ0(p/−r +Mr)γ0
]
Pˆ
(c)
12
+
p/+b +Mb
(p0 − E−)(p0 + E+) Pˆ
(c)
3 , (B.10)
where ω∓ and E∓ are the dispersion laws given in Eqs. (4.52) and (4.51), respectively. Inserting
this into Eq. (B.7), one finds
S21(p) =
1
(p20 − ω2−)(p20 − ω2+)
[
−∆∗
(
(p/−r +Mr)(p/
+
r −Mr) − |∆|2 −∆∗∆0γ0
)
+∆∗0
(
(p/−r +Mr)γ
0(p/+r −Mr) − ∆∆∗0 − |∆0|2γ0
) ]
γ5τ2λ2 .
(B.11)
The two remaining Nambu-Gorkov components are easily obtained by the symmetry relations
Eq. (B.6).
Note that in all expressions given above, p0 has to be interpreted as a short-hand notation for
a Matsubara frequency iωn.
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