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Flip conjugacy and asymptotic continuous orbit equivalence
of Smale spaces
Kengo Matsumoto
Abstract
We study asymptotic continuous orbit equivalence of Smale spaces. We prove that
two irreducible Smale spaces are flip conjugate if and only if there exists a periodic
point preserving homeomorphism giving an asymptotic continuous orbit equivalence
between them. We introduce the notion of asymptotic flip conjugacy, which implies
asymptotic continuous orbit equivalence, and show that flip conjugate Smale spaces
are asymptotically flip conjugate. Several equivalent conditions of asymptotic flip con-
jugacy of Smale spaces in terms of their groupoids and their Ruelle algebras with dual
actions are presented. We finally characterize the flip conjugacy classes of irreducible
two-sided topological Markov shifts in terms of the associated Ruelle algebras with its
C∗-subalgebras.
1 Introduction
There are many interesting and important researches dealing with interplay between clas-
sification of topological dynamical systems by orbit equivalence and classification of the as-
sociated C∗-algebras. The first important result in this direction is the work by Giordano–
Putnam–Skau ([4], [3], [5], etc. ). They obtained a fundamental result on minimal homeo-
morphisms on Cantor sets, which says that two minimal homeomorphisms on Cantor sets
are strongly orbit equivalent if and only if their associated crossed product C∗-algebras
are isomorphic ([4]). J. Tomiyama and Boyle–Tomiyama studied a generalization of the
GPS’s results ([2], [21], etc. ). H. Matui and the author in [10] obtained a classification
result about continuous orbit equivalence of one-sided topological Markov shifts, that are
continuous surjections but not homeomorphisms. Two-sided topological Markov shifts are
typical examples of hyperbolic dynamical systems called Smale spaces, that was intro-
duced by D. Ruelle in [19],[20]. After Ruelle’s work, I. Putnam in [11] initiated to study
structure of the C∗-algebras associated to groupoids constructed from Smale spaces (cf.
[12], [15], etc.). Putnam in [11] first defined three kinds of equivalence relations called
stable, unstable and asymptotic equivalence relations on a Smale space (X,φ). Their as-
sociated groupoids are written Gsφ, G
u
φ and G
a
φ, respectively. He also studied the groupoids
Gsφ ⋊Z, G
u
φ ⋊Z and G
a
φ ⋊Z of their semidirect products by the integer group Z and their
associated C∗-algebras. The C∗-algebras are written Rsφ,Ruφ and Raφ, respectively and
called the stable Ruelle algebra, the unstable Ruelle algebra and the asymptotic Ruelle
algebra. The asymptotic groupoid Gaφ ⋊Z is e´tale, whereas the other two G
s
φ ⋊Z, G
u
φ ⋊Z
are not. Its C∗-algebra Raφ is a unital nuclear simple C∗-algebra with unique tracial state
if (X,φ) is irreducible. The unit space (Gaφ ⋊ Z)
(0) of the groupoid Gaφ ⋊ Z is naturally
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identified with the original space X. The irreducibility condition ensures that the e´tale
groupoid Gaφ⋊Z is essentially principal so that the commutative C
∗-algebra C(X) on the
original space X is regarded as a maximal abelian C∗-subalgebra of Raφ because C(X)
is canonically isomorphic to the commutative C∗-subalgebra C((Gaφ ⋊ Z)
(0)) on the unit
space (Gaφ⋊Z)
(0) of the groupoid Gaφ⋊Z. In this paper, we will focus on the e´tale groupoid
Gaφ ⋊ Z
Gaφ ⋊ Z = {(x, n, z) ∈ X × Z×X | (φn(x), z) ∈ Gaφ}.
In [8], the author introduced a notion of asymptotic continuous orbit equivalence of Smale
spaces. The notion of asymptotic continuous orbit equivalence is, roughly speaking, a
continuous orbit equivalence in Smale spaces up to asymptotic equivalence. It comes from
an isomorphism between the associated e´tale groupoids. Hence by Renault’s result [17] (cf.
[16], [18]), we know that two Smale spaces (X,φ) and (Y, ψ) are asymptotically continuous
orbit equivalent if and only if the pairs (Raφ, C(X)) and (Raψ , C(Y )) are isomorphic. In
this paper, we will continue to study asymptotic continuous orbit equivalence in Smale
spaces. We will first reformulate the original definition of asymptotic continuous orbit
equivalence in Smale spaces given in [8, Definition 3.2] into a slightly simpler form than
the original one [8, Definition 3.2] (Proposition 3.8). We will then give a detail proof of
the result that a topological conjugacy between irreducible Smale spaces (X,φ) and (Y, ψ)
yields a cocycle preserving isomorphism of the e´tale groupoids Gaφ ⋊ Z and G
a
ψ ⋊ Z, so
that it gives rise to an asymptotic continuous orbit equivalence between (X,φ) and (Y, ψ)
(Proposition 4.5). Asymptotic continuous orbit equivalence between Smale spaces does
not necessarily imply topological conjugacy. Two topological dynamical systems (X,φ)
and (Y, ψ) are said to be flip conjugate if (X,φ) is topologically conjugate to (Y, ψ) or its
inverse (Y, ψ−1). We will in fact know the following.
Theorem 1.1 (Theorem 4.6). Let (X,φ) and (Y, ψ) be irreducible Smale spaces. If (X,φ)
and (Y, ψ) are flip conjugate, then they are asymptotically continuous orbit equivalent.
Since there is an example of irreducible Smale space (X,φ) that is not topologically
conjugate to its inverse (X,φ−1) (cf. [6, Example 7.4.19]), there is an exact difference
between topological conjugacy and flip conjugacy in Smale spaces. One of the most inter-
esting problem related to the above theorem is whether or not there is actually a difference
between flip conjugacy and asymptotic continuous orbit equivalence. For a point x in a
Smale space (X,φ), the ω-limit set ω(x) of x is defined by the set of points z ∈ X such
that z = limi→∞ φ
ni(x) for some strictly increasing sequence ni ∈ N of integers. The
α-limit set α(x) of x is similarly defined for strictly decreasing sequence of integers. A
point x ∈ X is said to be an asymptotic p-periodic point for some p ∈ Z with p 6= 0 if
(φp(x), x) ∈ Gaφ. We study the structure of the ω-limit set and α-limit set for asymptotic
periodic points, so that we know that both sets ω(x) and α(x) consist of periodic points.
A homeomorphism h : X −→ Y is said to be periodic point preserving if h(x) is a periodic
point in Y for any periodic point x ∈ X. By analyzing the structure of ω-limit sets and
α-limit sets for asymptotic periodic points, we know that if there exists a periodic point
preserving homeomorphism h : X −→ Y that gives rise to an asymptotic continuous orbit
equivalence between irreducible Smale spaces (X,φ) and (Y, ψ), then they are orbit equiv-
alent with continuous orbit coycle. Thanks to Boyle-Tomiyama’s theorem [2], we obtain
that (X,φ) and (Y, ψ) are flip conjugate. As a result, we know the following theorem.
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Theorem 1.2 (Theorem 6.5). Two Smale spaces (X,φ) and (Y, ψ) are flip conjugate if
and only if they are asymptotically continuous orbit equivalent and there exists a periodic
point preserving homeomorphism h : X −→ Y that gives rise to the asymptotic continuous
orbit equivalence between (X,φ) and (Y, ψ).
There is no known examples of Smale spaces that are asymptotically continuous orbit
equivalent but not flip conjugate.
In [8], an asymptotic version of topological conjugacy, called asymptotic conjugacy,
was defined and characterized in terms of the associated e´tale groupoids Gaφ ⋊ Z and its
Ruelle algebras Raφ with the dual action ρφt , t ∈ T induced by Z-crossed product Raφ =
C∗(Gaφ)⋊Z. The characterizations tell us that the following three conditions are equivalent
([8, Theorem 6.4]):
(i) (X,φ) and (Y, ψ) are asymptotically conjugate.
(ii) There exists an isomorphism ϕ : Gaφ ⋊ Z −→ Gaψ ⋊ Z of e´tale groupoids such that
dψ ◦ ϕ = dφ, where dφ : Gaφ ⋊ Z −→ Z is defined by dφ(x, n, z) = n.
(iii) There exists an isomorphism Φ : Raφ −→ Raψ of C∗-algebras such that Φ(C(X)) =
C(Y ) and Φ ◦ ρφt = ρψt ◦ Φ for t ∈ T,
Since the asymptotic continuous orbit equivalence class of a Smale space is closed under
flip conjugacy, it seems to be natural to introduce a notion of asymptotic version of flip
conjugacy. We will then introduce the notion of asymptotic flip conjugacy, and show the
following theorem.
Theorem 1.3 (cf. [8, Lemma 6.2 and Theorem 6.4]). Let (X,φ) and (Y, ψ) be irreducible
Smale spaces. Then the following assertions are equivalent for ε = ±1 :
(i) (X,φ) and (Y, ψ) are asymptotically flip conjugate.
(ii) There exists an isomorphism ϕ : Gaφ ⋊ Z −→ Gaψ ⋊ Z of e´tale groupoids such that
dψ ◦ ϕ = εdφ.
(iii) There exists an isomorphism ϕ : Gaφ ⋊ Z −→ Gaψ ⋊ Z of e´tale groupoids such that
ϕ(Gaφ) = G
a
ψ.
(iv) There exists an isomorphism Φ : Raφ −→ Raψ of C∗-algebras such that Φ(C(X)) =
C(Y ) and Φ ◦ ρφt = ρψεt ◦ Φ for t ∈ T.
(v) There exists an isomorphism Φ : Raφ −→ Raψ of C∗-algebras such that Φ(C(X)) =
C(Y ) and Φ(C∗(Gaφ)) = C
∗(Gaψ).
(vi) There exists a homeomorphism h : X −→ Y such that
(1) ξ1(x) := (ψ
ε(h(x)), h(φ(x))) belongs to Gaψ for all x ∈ X, and the map ξ1 : X −→
Gaψ is continuous.
(2) ξ2(y) := (φ
ε(h−1(y)), h−1(ψ(y))) belongs to Gaφ for all y ∈ Y , and the map
ξ2 : Y −→ Gaφ is continuous.
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(3) η1(x, z) := (h(x), h(z)) belongs to G
a
ψ for all (x, z) ∈ Gaφ, and the map η1 :
Gaφ −→ Gaψ is continuous.
(4) η2(y,w) := (h
−1(y), h−1(w)) belongs to Gaφ for all (y,w) ∈ Gaψ, and the map
η2 : G
a
ψ −→ Gaφ is continuous.
If dimX = 0, then the Smale space (X,φ) must be a shift of finite type, so called an
SFT, and it is topologically conjugate to a two-sided topological Markov shift (X¯A, σ¯A)
defined by a square matrix A with entries in {0, 1}. Let us denote by GaA and RaA the
groupoid Gaσ¯A and the C
∗-algebra Raσ¯A(= C∗(Gaσ¯A ⋊ Z)), respectively. The dual action
ρσ¯A on RaA is denoted by ρA. If we restrict our interest to the class of topological Markov
shifts, we know that being asymptotic flip conjugate is equivalent to being flip conjugate
(Proposition 7.6), so that we have
Corollary 1.4 (Corollary 7.7). Let A,B be irreducible non-permutation matrices with
entries in {0, 1}. Then the following conditions are equivalent:
(i) The two-sided topological Markov shifts (X¯A, σ¯A) and (X¯B , σ¯B) are flip conjugate.
(ii) There exists an isomorphism Φ : RaA −→ RaB of C∗-algebras such that Φ(C(X¯A)) =
C(X¯B) and Φ ◦ ρAt = ρBεt ◦Φ for t ∈ T, where ε = 1 or −1.
(iii) There exists an isomorphism Φ : RaA −→ RaB of C∗-algebras such that Φ(C(X¯A)) =
C(X¯B) and Φ(C
∗(GaA)) = C
∗(GaB).
Hence the triplet (RaA, C∗(GaA), C(X¯A)) of C∗-subalgebras ofRaA is a complete invariant
of flip conjugacy class of the two-sided topological Markov shifts (X¯A, σ¯A). The asymptotic
flip conjugacy is equivalent to the flip conjugacy for irreducible two-sided topological
Markov shifts, however, for general Smale spaces it is an open question whether or not
asymptotic flip conjugacy implies flip conjugacy.
Throughout the paper, we denote by N and Z+ the set of positive integers and the set
of nonnegative integers, respectively.
2 Smale spaces and their groupoids
Let φ be a homeomorphism on a compact metric space X with metric d. We will briefly
recall the definition of Smale space (X,φ) given in [19, Section 7] and [11]. The following
notations are slightly different from Putnam’s ones [11]. For ǫ > 0, we put
∆ǫ := {(x, y) ∈ X ×X | d(x, y) < ǫ}.
Since (X,φ) is a Smale space, there exists ǫX > 0 and a continuous map
[·, ·] : (x, y) ∈ ∆ǫX −→ [x, y] ∈ X
which makes (X,φ) a Smale space (see [11], [19]). Put for 0 < ǫ ≤ ǫX
Xs(x, ǫ) = {y ∈ X | [y, x] = y, d(x, y) < ǫ}, (2.1)
Xu(x, ǫ) = {y ∈ X | [x, y] = y, d(x, y) < ǫ}. (2.2)
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A Smale space has a hyperbolic structure such as there exists 0 < λX < 1 such that
d(φ(y), φ(z)) ≤ λXd(y, z) for y, z ∈ Xs(x, ǫX), (2.3)
d(φ−1(y), φ−1(z)) ≤ λXd(y, z) for y, z ∈ Xu(x, ǫX). (2.4)
We call the positive real numbers ǫX , λX the Smale space constants. By Ruelle [19] and
Putnam [11], there exists ǫ1 with 0 < ǫ1 < ǫX such that for any ǫ satisfying 0 < ǫ < ǫ1,
the equalities
Xs(x, ǫ) = {y ∈ X | d(φn(x), φn(y)) < ǫ for all n = 0, 1, 2, . . . }, (2.5)
Xu(x, ǫ) = {y ∈ X | d(φn(x), φn(y)) < ǫ for all n = 0,−1,−2, . . . } (2.6)
hold. Following Putnam [11], we set
G
s,0
φ = {(x, y) ∈ X ×X | y ∈ Xs(x, ǫX)},
G
u,0
φ = {(x, y) ∈ X ×X | y ∈ Xu(x, ǫX)},
G
a,0
φ = G
s,0
φ ∩Gu,0φ ,
and for n ∈ Z,
G
s,n
φ = (φ× φ)−n(Gs,0φ ), Gu,nφ = (φ× φ)n(Gu,0φ ), Ga,nφ = Gs,nφ ∩Gu,nφ .
All of them are endowed with the relative topology of X ×X.
Since φ(Xs(x, ǫ)) ⊂ Xs(φ(x), ǫ), and φ−1(Xu(x, ǫ)) ⊂ Xu(φ−1(x), ǫ) for any ǫ with
0 < ǫ ≤ ǫX , we know that
G
∗,n
φ ⊂ G∗,n+1φ , ∗ = s, u, a, n = 0, 1, . . . (2.7)
Following [11], [12], [15], we define three equivalence relations on X:
Gsφ = ∪∞n=0Gs,nφ , Guφ = ∪∞n=0Gu,nφ , Gaφ = ∪∞n=0Ga,nφ .
By (2.7), the set G∗φ = ∪∞n=0G∗,nφ is an inductive system of topological spaces. Each
G∗φ, ∗ = s, u, a is endowed with the inductive limit topology. The following lemma has
been shown by Putnam.
Lemma 2.1 (Putnam [11]).
(i) Gsφ = {(x, y) ∈ X ×X | limn→∞ d(φ
n(x), φn(y)) = 0}.
(ii) Guφ = {(x, y) ∈ X ×X | limn→∞ d(φ
−n(x), φ−n(y)) = 0}.
(iii) Gaφ = {(x, y) ∈ X ×X | limn→∞ d(φ
n(x), φn(y)) = lim
n→∞
d(φ−n(x), φ−n(y)) = 0}.
Putnam has studied these three equivalence relationsGsφ, G
u
φ andG
a
φ onX by regarding
them as principal groupoids. In this paper, we will focus on the third equivalence relation
Gaφ on X and its semi-direct product G
a
φ ⋊ Z by Z formulated in [11] and [15]:
Gaφ ⋊ Z = {(x, n, y) ∈ X × Z×X | (φn(x), y) ∈ Gaφ}.
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Since the map
γ : (x, n, y) ∈ Gaφ ⋊ Z→ ((x, φ−n(y)), n) ∈ Gaφ × Z (2.8)
is bijective, the topology of the groupoid Gaφ ⋊ Z is defined by the product topology of
Gaφ × Z through the map γ. Let us denote by (Gaφ ⋊ Z)(0) the unit space
(Gaφ ⋊ Z)
(0) = {(x, 0, x) ∈ X × Z× Z | (x, x) ∈ Gaφ}
of the groupoid Gaφ ⋊ Z which is identified with that of G
a
φ and naturally homeomorphic
to the original space X through the correspondence (x, 0, x) ∈ (Gaφ ⋊ Z)(0) −→ x ∈ X.
The range map r : Gaφ ⋊ Z → (Gaφ ⋊ Z)(0) and the source map s : Gaφ ⋊ Z → (Gaφ ⋊ Z)(0)
are defined by
r(x, n, y) = (x, 0, x) and s(x, n, y) = (y, 0, y).
The groupoid operations are defined by
(x, n, y) · (x′,m,w) = (x, n+m,w) if y = x′,
(x, n, y)−1 = (y,−n, x).
Putnam [11], [12] and Putnam–Spielberg [15] have also studied the groupoid C∗-
algebras C∗(Gaφ) and C
∗(Gaφ ⋊Z). The latter C
∗-algebra is called the (asymptotic) Ruelle
algebra written Ra. In this paper we denote it by Raφ to emphasize the hoemomorphism
φ.
3 Asymptotic continuous orbit equivalence
Let (X,φ) be a Smale space. In this section, the symbol d will be used as a two-cocycle
function unless we specify, and it does not mean the metric on X. A one-cocycle function
on (X,φ) means a sequence {fn}n∈Z of integer-valued continuous functions on X satisfying
the identity
fn(x) + fm(φ
n(x)) = fn+m(x), x ∈ X, n,m ∈ Z. (3.1)
For a continuous function f : X −→ Z and n ∈ Z, we define a continuous function fn by
setting
fn(x) =


∑n−1
i=0 f(φ
i(x)) for n > 0,
0 for n = 0,
−∑−1i=n f(φi(x)) for n < 0.
(3.2)
It is direct to see that the sequence {fn}n∈Z is a one-cocycle for φ. Conversely, one-cocycle
function {fn}n∈Z is determined by only f1. Let Gaφ be the e´tale groupoid of asymptotic
equivalence relation on X. A two-cocycle function on (X,φ) means a continuous function
d : Gaφ −→ Z satisfying the identity
d(x, z) + d(z, w) = d(x,w), (x, z), (z, w) ∈ Gaφ. (3.3)
The identity (3.3) means that d : Gaφ −→ Z is a groupoid homomorphism. In [8], the
author introduced a notion of asymptotic continuous orbit equivalence in Smale spaces in
the following way.
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Definition 3.1 ([8, Definition 2.1]). Two Smale spaces (X,φ) and (Y, ψ) are said to be
asymptotically continuous orbit equivalent, written (X,φ) ∼
ACOE
(Y, ψ), if there exist a
homeomorphism h : X −→ Y , continuous functions c1 : X −→ Z, c2 : Y −→ Z, and
two-cocycle functions d1 : G
a
φ −→ Z, d2 : Gaψ −→ Z such that
(1) cm1 (x) + d1(φ
m(x), φm(z)) = cm1 (z) + d1(x, z), (x, z) ∈ Gaφ, m ∈ Z.
(2) cm2 (y) + d2(ψ
m(y), ψm(w)) = cm2 (w) + d2(y,w), (y,w) ∈ Gaψ, m ∈ Z.
and,
(i) For each n ∈ Z, the pair (ψcn1 (x)(h(x)), h(φn(x))) =: ξn1 (x) belongs to Gaψ for each
x ∈ X, and the map ξn1 : x ∈ X −→ ξn1 (x) ∈ Gaψ is continuous.
(ii) For each n ∈ Z, the pair (φcn2 (y)(h−1(y)), h−1(ψn(y))) =: ξn2 (y) belongs to Gaφ for
each y ∈ Y , and the map ξn2 : y ∈ Y −→ ξn2 (y) ∈ Gaφ is continuous.
(iii) The pair (ψd1(x,z)(h(x)), h(z)) =: η1(x, z) belongs to G
a
ψ for each (x, z) ∈ Gaφ, and
the map η1 : (x, z) ∈ Gaφ −→ η1(x, z) ∈ Gaψ is continuous.
(iv) The pair (φd2(y,w)(h−1(y)), h−1(w)) =: η2(y,w) belongs to G
a
φ for each (y,w) ∈ Gaψ,
and the map η2 : (y,w) ∈ Gaψ −→ η2(y,w) ∈ Gaφ is continuous.
(v) c
cn1 (x)
2 (h(x)) + d2(ψ
cn1 (x)(h(x)), h(φn(x))) = n, x ∈ X, n ∈ Z.
(vi) c
cn2 (y)
1 (h
−1(y)) + d1(φ
cn2 (y)(h−1(y)), h−1(ψn(y))) = n, y ∈ Y, n ∈ Z.
(vii) c
d1(x,z)
2 (h(x)) + d2(ψ
d1(x,z)(h(x)), h(z)) = 0, (x, z) ∈ Gaφ.
(viii) c
d2(y,w)
1 (h
−1(y)) + d1(φ
d2(y,w)(h−1(y)), h−1(w)) = 0, (y,w) ∈ Gaψ.
The listed conditions above of the definition of asymptotic continuous orbit equivalence
come from the conditions such that there exists an isomorphism between Gaφ⋊Z and G
a
ψ⋊Z
as e´tale groupoids in the following way. A Smale space (X,φ) is said to be irreducible if
for every ordered pair of open sets U, V ⊂ X, there exists K ∈ N such that φK(U)∩V 6= ∅.
Proposition 3.2 ([8, Theorem 3.4]). Let (X,φ) and (Y, ψ) be irreducible Smale spaces.
Then (X,φ) and (Y, ψ) are asymptotically continuous orbit equivalent if and only if the
groupoids Gaφ ⋊ Z and G
a
ψ ⋊ Z are isomorphic as e´tale groupoids.
In this section, we will reformulate the conditions of Definition 3.1 above in a slightly
useful form. For a homeomorphism h : X −→ Y , a continuous function c1 : X −→ Z and
a two-cocycle function d1 : G
a
φ −→ Z, we define
ϕh(x, n, z) = (h(x), c
n
1 (x) + d1(φ
n(x), z), h(z)), (x, n, z) ∈ Gaφ ⋊ Z.
The map ϕh : G
a
φ ⋊ Z −→ Y × Z× Y was used in the proof of [8, Theorem 3.4] to define
an isomorphism from Gaφ⋊Z to G
a
ψ ⋊Z. The following lemma was used in the proof of [8,
Theorem 3.4] without detail proof. The third condition (iii) below is nothing but the first
condition (1) in Definition 3.1. We will give a detail proof of the lemma here.
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Lemma 3.3. The following five conditions are mutually equivalent:
(i) ϕh((x, n, x
′)(x′,m, z)) = ϕh(x, n, x
′)ϕh(x
′,m, z) for (x, n, x′), (x′,m, z) ∈ Gaφ ⋊ Z.
(ii) cm1 (φ
n(x)) + d1(φ
m+n(x), φm(z)) = cm1 (z) + d1(φ
n(x), z) for (φn(x), z) ∈ Gaφ, m ∈ Z.
(iii) cm1 (x) + d1(φ
m(x), φm(z)) = cm1 (z) + d1(x, z) for (x, z) ∈ Gaφ, m ∈ Z.
(iv) c1(x) + d1(φ(x), φ(z)) = c1(z) + d1(x, z) for (x, z) ∈ Gaφ.
(v) c−11 (x) + d1(φ
−1(x), φ−1(z)) = c−11 (z) + d1(x, z) for (x, z) ∈ Gaφ.
Proof. (i) ⇐⇒ (ii): For (x, n, x′), (x′,m, z) ∈ Gaφ ⋊ Z, we have
ϕh((x, n, x
′)(x′,m, z))
=ϕh(x, n+m, z)
=(h(x), cn+m1 (x) + d1(φ
n+m(x), z), h(z))
=(h(x), cn1 (x) + c
m
1 (φ
n(x)) + d1(φ
n+m(x), φm(x′)) + d1(φ
m(x′), z), h(z))
and
ϕh(x, n, x
′)ϕh(x
′,m, z)
=(h(x), cn1 (x) + d1(φ
n(x), x′), h(x′))(h(x′), cm1 (x
′) + d1(φ
m(x′), z), h(z))
=(h(x), cn1 (x) + c
m
1 (x
′) + d1(φ
n(x), x′) + d1(φ
m(x′), z), h(z)).
Hence we see that ϕh((x, n, x
′)(x′,m, z)) = ϕh(x, n, x
′)ϕh(x
′,m, z) if and only if
cm1 (φ
n(x)) + d1(φ
n+m(x), φm(x′)) = cm1 (x
′) + d1(φ
n(x), x′) for (φn(x), x′) ∈ Gaφ.
(ii) =⇒ (iii): Put n = 0 in (ii), then we have (iii).
(iii) =⇒ (ii): Take φn(x) as x in (iii), then we have (ii).
(iii) =⇒ (iv): Put m = 1 in (iii), then we have (iv).
(iii) =⇒ (v): Put m = −1 in (iii), then we have (v).
(iv) =⇒ (iii): Assume (iv). For (x, z) ∈ Gaφ, we know that (φn(x), φn(z)) ∈ Gaφ for all
n ∈ Z. For m ∈ Z with m > 0, take (φn(x), φn(z)) for n = 0, 1, . . . ,m− 1 as (x, z) in (iv).
Then we have
c1(φ
n(x)) + d1(φ
n+1(x), φn+1(z)) = c1(φ
n(z)) + d1(φ
n(x), φn(z)), n = 0, 1, . . . ,m− 1
so that
m−1∑
n=0
{c1(φn(x)) + d1(φn+1(x), φn+1(z))} =
m−1∑
n=0
{c1(φn(z)) + d1(φn(x), φn(z))}.
Hence we get
cm1 (x) + d1(φ
m(x), φm(z)) = cm1 (z) + d1(x, z) for (x, z) ∈ Gaφ, m ∈ Z,m > 0.
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Take (φn(x), φn(z)) for n = −1,−2, . . . ,−m as (x, z) in (iv). Then we have
c1(φ
n(x))+ d1(φ
n+1(x), φn+1(z)) = c1(φ
n(z))+ d1(φ
n(x), φn(z)), n = −1,−2, . . . ,−m
so that
−1∑
n=−m
{c1(φn(x)) + d1(φn+1(x), φn+1(z))} =
−1∑
n=−m
{c1(φn(z)) + d1(φn(x), φn(z))}.
Hence we get
−c−m1 (x) + d1(x, z) = −c−m1 (z) + d1(φ−m(x), φ−m(z)) for (x, z) ∈ Gaφ, m ∈ Z,m > 0.
Therefore (iii) holds for all m ∈ Z.
(v) =⇒ (iv): Assume (v). For (x, z) ∈ Gaφ, take (φ(x), φ(z)) ∈ Gaφ as (x, z) in (v). We
then have
−c1(x) + d1(x, z) = −c1(z) + d1(φ(x), φ(z))
so that we obtain (iv).
By Lemma 3.3, the identity (1) in Definition 3.1 is replaced with
c1(x) + d1(φ(x), φ(z)) = c1(z) + d1(x, z) for (x, z) ∈ Gaφ,
and similarly the identity (2) in Definition 3.1 is replaced with
c2(y) + d2(ψ(y), ψ(w)) = c2(w) + d2(y,w) for (y,w) ∈ Gaψ.
Let us next reformulate the conditions (i) and (ii) in Definition 3.1. We must provide
lemmas.
Lemma 3.4. Let λX be the positive constant less than one appeared in (2.3) and (2.4).
Let m,n ∈ Z satisfy m · n > 0 and λ|m|X + λ|n|X < 1. Then we have
(i) For (x, y) ∈ Gs,nφ , (y, z) ∈ Gs,mφ , we have
(x, z) belongs to Gs,0φ if n,m < 0, and (x, z) belongs to G
s,n+m
φ if n,m > 0.
(ii) For (x, y) ∈ Gu,nφ , (y, z) ∈ Gu,mφ , we have
(x, z) belongs to Gu,0φ if n,m < 0, and (x, z) belongs to G
u,n+m
φ if n,m > 0.
Proof. (i) We first assume that n,m < 0. Put k = −n, l = −m ∈ N. For (x, y) ∈ Gs,nφ , put
x′ = φn(x), y′ = φn(y) so that (x′, y′) ∈ Gs,0φ . We then have
d(x, y) = d(φk(x′), φk(y′)) ≤ λkXd(x′, y′) < λkX · ǫX
and
[x, y] = [φk(x′), φk(y′)] = φk([x′, y′]) = φk(x′) = x.
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Similarly for (y, z) ∈ Gs,mφ , we have d(y, z) < λlX · ǫX and [y, z] = y, so that we know
d(x, z) ≤ d(x, y) + d(y, z) < (λkX + λlX) · ǫX < ǫX ,
[x, z] = [[x, y], z]] = [x, [y, z]] = [x, y] = x,
proving (x, z) ∈ Gs,0φ .
We next assume that n,m > 0. For (x, y) ∈ Gs,nφ and (y, z) ∈ Gs,mφ , so that we see
(φn(x), φn(y)), (φm(y), φm(z)) ∈ Gs,0φ . Hence we have
d(φn+m(x), φn+m(y)) < λmX · ǫX , d(φn+m(y), φn+m(z)) < λnX · ǫX
so that
d(φn+m(x), φn+m(z)) < λmX · ǫX + λnX · ǫX < ǫX .
We also have
[φn+m(x), φn+m(z)] = [[φn+m(x), φn+m(y)], φn+m(z)]
= [φn+m(x), [φn+m(y), φn+m(z)]]
= [φn+m(x), φn+m(y)]
= φm([φn(x), φn(y)]) = φn+m(x),
proving (φn+m(x), φn+m(z)) ∈ Gs,n+mφ .
(ii) is similarly shown to (i).
Lemma 3.5. Let (X,φ) and (Y, ψ) be Smale spaces. Suppose that there exist a homeo-
morphism h : X −→ Y, a continuous function c1 : X −→ Z and a nonnegative integer
K ∈ Z+ such that
(ψc1(x)(h(x)), h(φ(x))) ∈ Ga,Kψ , x ∈ X. (3.4)
Then there exists a nonnegative integer Kn ∈ Z+ for each n ∈ Z such that
(ψc
n
1 (x)(h(x)), h(φn(x))) ∈ Ga,Knψ , x ∈ X. (3.5)
Proof. Put C1 = Max{|c1(x)| | x ∈ X}. Assume that there exists a nonnegative integer
Km ∈ Z+ for a fixed n = m ∈ Z+ such that
(ψc
m
1 (x)(h(x)), h(φm(x))) ∈ Ga,Kmψ , x ∈ X. (3.6)
Since Ga,nψ ⊂ Ga,n+1ψ for any n ∈ N, one may assume that the nonnegative integers K in
(3.4) and Km in (3.6) satisfy
0 < λKX <
1
2
and Km + C1 ≥ K.
We then have
(ψc
m+1
1 (x)(h(x)), h(φm+1(x)))
=(ψ × ψ)c1(φm(x))(ψcm1 (x)(h(x)), h(φm(x))) · (ψc1(φm(x))(h(φm(x))), h(φ(φm(x)))).
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By (3.6), we have
(ψ × ψ)c1(φm(x))(ψcm1 (x)(h(x)), h(φm(x))) ∈ Gs,Km−c1(φm(x))ψ ⊂ Gs,Km+C1ψ .
Together with the assumption (3.4), Lemma 3.4 (i) tells us that
(ψc
m+1
1 (x)(h(x)), h(φm+1(x))) ∈ Gs,Km+C1+Kψ .
Hence there exists a nonnegative integer Kn ∈ Z+ such that
(ψc
n
1 (x)(h(x)), h(φn(x))) ∈ Gs,Knψ for all n ∈ N. (3.7)
Similarly one may show the above (3.7) for the unstable set Gu,Knψ for some nonnegative
integer Kn for n ∈ N by using Lemma 3.4 (ii) so that we obtain (3.5) for positive integers
n ∈ N.
For negative integers n ∈ Z, by taking φ−1(x) as x in (3.4), one may show that there
exists K ′ ∈ Z+ such that
(ψc
−1
1 (x)(h(x)), h(φ−1(x))) ∈ Ga,K ′ψ , x ∈ X.
By a similar manner to show (3.5) for positive integers n ∈ N, one may find a nonnegative
integer K−n for n ∈ N such that
(ψc
−n
1 (x)(h(x)), h(φ−n(x))) ∈ Ga,K−nψ for all n ∈ N
by using Lemma 3.4, so that the desired assertion is verified.
Hence we have the following lemma.
Lemma 3.6. Let (X,φ) and (Y, ψ) be Smale spaces. Suppose that there exist a home-
omorphism h : X −→ Y and continuous functions c1 : X −→ Z, k0 : X −→ Z+ such
that
(ψc1(x)(h(x)), h(φ(x))) ∈ Ga,k0(x)ψ , x ∈ X. (3.8)
Then there exists a sequence of continuous functions k1,n : X −→ Z+ for n ∈ Z such that
ξn1 (x) := (ψ
cn1 (x)(h(x)), h(φn(x))) ∈ Ga,k1,n(x)ψ for x ∈ X and n ∈ Z. (3.9)
Hence ξn1 (x) belongs to G
a
ψ and ξ
n
1 : X −→ Gaψ is continuous.
Proof. Put the nonnegative integer K = Max{k0(x) | x ∈ X}. Then the condition (3.8)
implies
(ψc1(x)(h(x)), h(φ(x))) ∈ Ga,Kψ , x ∈ X.
Hence by Lemma 3.5, one may take the desired continuous function k1,n(x) as a constant
integer Kn for each n ∈ Z.
We provide one more lemma.
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Lemma 3.7. Both the condition (2) for n = 1 in Definition 3.1:
c2(y) + d2(ψ(y), ψ(w)) = c2(w) + d2(y,w), (y,w) ∈ Gaψ (3.10)
and the condition (v) for n = 1 in Definition 3.1:
c
c1(x)
2 (h(x)) + d2(ψ
c1(x)(h(x)), h(φ(x))) = 1, x ∈ X (3.11)
imply the condition (v) for n ∈ Z in Definition 3.1:
c
cn1 (x)
2 (h(x)) + d2(ψ
cn1 (x)(h(x)), h(φn(x))) = n, x ∈ X, n ∈ Z. (3.12)
Similarly, both the condition (1) for n = 1 in Definition 3.1 and the condition (vi) for
n = 1 in Definition 3.1 imply the condition (vi) for n ∈ Z in Definition 3.1.
Proof. We will first prove the equality (3.12) for positive integers n by induction on n ∈ N.
By Lemma 3.3, the equality (3.10) is equivalent to the equality
cm2 (y) + d2(ψ
m(y), ψm(w)) = cm2 (w) + d2(y,w), (y,w) ∈ Gaψ,m ∈ Z. (3.13)
Assume the equality (3.12) for a fixed n = m ∈ N and all x ∈ X. Take φ(x) for x in (3.12)
for a fixed m ∈ N, we have
c
cm1 (φ(x))
2 (h(φ(x))) + d2(ψ
cm1 (φ(x))(h(φ(x))), h(φm+1(x))) = m, x ∈ X. (3.14)
Take cm1 (φ(x)), ψ
c1(x)(h(x)), h(φ(x)) as m, y,w, respectively in (3.13), so that we have
c
cm1 (φ(x))
2 (ψ
c1(x)(h(x))) + d2(ψ
cm1 (φ(x))(ψc1(x)(h(x))), ψc
m
1 (φ(x))(h(φ(x)))) (3.15)
=c
cm1 (φ(x))
2 (h(φ(x))) + d2(ψ
c1(x)(h(x)), h(φ(x))). (3.16)
By (3.16) with (3.11), we have
c
cm1 (φ(x))
2 (ψ
c1(x)(h(x))) + d2(ψ
cm1 (φ(x))(ψc1(x)(h(x))), ψc
m
1 (φ(x))(h(φ(x)))) (3.17)
=c
cm1 (φ(x))
2 (h(φ(x))) + 1− cc1(x)2 (h(x)). (3.18)
By (3.14) and (3.18), we have
c
cm1 (φ(x))
2 (ψ
c1(x)(h(x))) + d2(ψ
cm1 (φ(x))(ψc1(x)(h(x))), h(φm+1(x))) = m+ 1− cc1(x)2 (h(x)).
This shows the equality
c
cm+11 (x)
2 (h(x)) + d2(ψ
cm+11 (x)(h(x)), h(φm+1(x))) = m+ 1, x ∈ X,
proving the equality (3.12) holds for all n ∈ N.
We will next prove (3.12) for negative integers n. Take c1(φ
−1(x)), ψ−c1(φ
−1(x))(h(x)), h(φ−1(x))
as m, y,w, respectively in (3.13), so that
c
c1(φ−1(x))
2 (ψ
−c1(φ−1(x))(h(x))) + d2(h(x), ψ
c1(φ−1(x))(h(φ−1(x))))
=c
c1(φ−1(x))
2 (h(φ
−1(x))) + d2(ψ
−c1(φ−1(x))(h(x)), h(φ−1(x))).
12
It then follows that
c
c−11 (x)
2 (h(x)) + d2(ψ
c−11 (x)(h(x)), h(φ−1(x)))
=c
−c1(φ−1(x))
2 (h(x)) + d2(ψ
−c1(φ−1(x))(h(x)), h(φ−1(x)))
=c
−c1(φ−1(x))
2 (h(x)) + c
c1(φ−1(x))
2 (ψ
−c1(φ−1(x))(h(x)))
+ d2(h(x), ψ
c1(φ−1(x))(h(φ−1(x)))) − cc1(φ−1(x))2 (h(φ−1(x)))
=− d2(ψc1(φ−1(x))(h(φ−1(x))), h(x)) − cc1(φ
−1(x))
2 (h(φ
−1(x))) = −1
because of the equality (3.11) for φ−1(x) as x. Hence the equality (3.12) holds for n = −1.
Assume the equality (3.12) holds for a fixed n = −m for m ∈ N and for all x ∈ X. Take
φ−1(x) as x in (3.12), so that
c
c−m1 (φ
−1(x))
2 (h(φ
−1(x))) + d2(ψ
c−m1 (φ
−1(x))(h(φ−1(x))), h(φ−(m+1)(x))) = −m. (3.19)
Take c−m1 (φ
−1(x)), ψc
−1
1 (x)(h(x)), h(φ−1(x)) as m, y,w, respectively in (3.13), so that we
have with (3.12) for n = −1
c
c−m1 (φ
−1(x))
2 (ψ
c−11 (x)(h(x))) + d2(ψ
c−m1 (φ
−1(x))(ψc
−1
1 (x)(h(x))), ψc
−m
1 (φ
−1(x))(h(φ−1(x))))
=c
c−m1 (φ
−1(x))
2 (h(φ
−1(x))) + d2(ψ
c−11 (x)(h(x)), h(φ−1(x)))
=c
c−m1 (φ
−1(x))
2 (h(φ
−1(x))) + (−1− cc
−1
1 (x)
2 (h(x))).
By (3.19), we obtain that
c
c−m1 (φ
−1(x))
2 (ψ
c−11 (x)(h(x))) + d2(ψ
c−m1 (φ
−1(x))+c−11 (x)(h(x)), ψc
−m
1 (φ
−1(x))(h(φ−1(x))))
=−m− d2(ψc
−m
1 (φ
−1(x))(h(φ−1(x))), h(φ−(m+1)(x)))− 1− cc
−1
1 (x)
2 (h(x))
and hence
c
c−m1 (φ
−1(x))
2 (ψ
c−11 (x)(h(x))) + c
c−11 (x)
2 (h(x))
+ d2(ψ
c
−(m+1)
1 (x)(h(x)), ψc
−m
1 (φ
−1(x))(h(φ−1(x)))) + d2(ψ
c−m1 (φ
−1(x))(h(φ−1(x))), h(φ−(m+1)(x)))
=− (m+ 1).
We thus have
c
c
−(m+1)
1 (x)
2 (h(x)) + d2(ψ
c
−(m+1)
1 (x)(h(x)), h(φ−(m+1)(x))) = −(m+ 1),
completing the induction.
Similarly we may prove the condition (vi) for n ∈ Z from both the condition (vi) for
n = 1 and the condition (1) for n = 1.
Therefore we may reformulate Definition 3.1 in the following way.
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Proposition 3.8. Two Smale spaces (X,φ) and (Y, ψ) are asymptotically continuous orbit
equivalent if and only if there exist a homeomorphism h : X −→ Y , continuous functions
c1 : X −→ Z, c2 : Y −→ Z, and two-cocycle functions d1 : Gaφ −→ Z, d2 : Gaψ −→ Z such
that
(1) c1(x) + d1(φ(x), φ(z)) = c1(z) + d1(x, z), (x, z) ∈ Gaφ.
(2) c2(y) + d2(ψ(y), ψ(w)) = c2(w) + d2(y,w), (y,w) ∈ Gaψ.
and,
(i) The pair (ψc1(x)(h(x)), h(φ(x))) =: ξ1(x) belongs to G
a
ψ for each x ∈ X, and the map
ξ1 : x ∈ X −→ ξ1(x) ∈ Gaψ is continuous.
(ii) The pair (φc2(y)(h−1(y)), h−1(ψ(y))) =: ξ2(y) belongs to G
a
φ for each y ∈ Y , and the
map ξ2 : y ∈ Y −→ ξ2(y) ∈ Gaφ is continuous.
(iii) The pair (ψd1(x,z)(h(x)), h(z)) =: η1(x, z) belongs to G
a
ψ for each (x, z) ∈ Gaφ, and
the map η1 : (x, z) ∈ Gaφ −→ η1(x, z) ∈ Gaψ is continuous.
(iv) The pair (φd2(y,w)(h−1(y)), h−1(w)) =: η2(y,w) belongs to G
a
φ for each (y,w) ∈ Gaψ,
and the map η2 : (y,w) ∈ Gaψ −→ η2(y,w) ∈ Gaφ is continuous.
(v) c
c1(x)
2 (h(x)) + d2(ψ
c1(x)(h(x)), h(φ(x))) = 1, x ∈ X.
(vi) c
c2(y)
1 (h
−1(y)) + d1(φ
c2(y)(h−1(y)), h−1(ψ(y))) = 1, y ∈ Y.
(vii) c
d1(x,z)
2 (h(x)) + d2(ψ
d1(x,z)(h(x)), h(z)) = 0, (x, z) ∈ Gaφ.
(viii) c
d2(y,w)
1 (h
−1(y)) + d1(φ
d2(y,w)(h−1(y)), h−1(w)) = 0, (y,w) ∈ Gaψ.
Remark 3.9. The conditions (i), (ii), (iii), (iv) above are equivalent to the following
conditions respectively,
(i) There exists a nonnegative integer K1 such that
(ψK1+c1(x)(h(x)), ψK1(h(φ(x)))) ∈ Gs,0ψ for x ∈ X, (3.20)
(ψ−K1+c1(x)(h(x)), ψ−K1(h(φ(x)))) ∈ Gu,0ψ for x ∈ X. (3.21)
(ii) There exists a nonnegative integer K2 such that
(φK2+c2(y)(h−1(y)), φK2(h−1(ψ(y)))) ∈ Gs,0φ for y ∈ Y, (3.22)
(φ−K2+c2(y)(h−1(y)), φ−K2(h−1(ψ(y)))) ∈ Gu,0φ for y ∈ Y. (3.23)
(iii) There exists a continuous function m1 : G
a
φ −→ Z+ such that
(ψm1(x,z)+d1(x,z)(h(x)), ψm1(x,z)(h(z))) ∈ Gs,0ψ for (x, z) ∈ Gaφ,
(ψ−m1(x,z)+d1(x,z)(h(x)), ψ−m1(x,z)(h(z))) ∈ Gu,0ψ for (x, z) ∈ Gaφ.
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(iv) There exists a continuous function m2 : G
a
ψ −→ Z+ such that
(φm2(y,w)+d2(y,w)(h−1(y)), φm2(y,w)(h−1(w))) ∈ Gs,0φ for (y,w) ∈ Gaψ,
(φ−m2(y,w)+d2(y,w)(h−1(y)), φ−m2(y,w)(h−1(w))) ∈ Gu,0φ for (y,w) ∈ Gaψ.
It is straightforward to see that the inverse (X,φ−1) for a Smale space (X,φ) also
becomes a Smale space in a natural way. Before ending this section, we notice the following
proposition which has been seen in [8].
Proposition 3.10 ([8, Proposition 11.1]). A Smale space (X,φ) is asymptotically contin-
uous orbit equivalent to its inverse (X,φ−1).
Proof. We set Y = X,ψ = φ−1 and h = id, c1 ≡ −1, c2 ≡ −1, d1 ≡ 0, d1 ≡ 0 in Proposition
3.8. They satisfy all of the conditions in Proposition 3.8 to show (X,φ) ∼
ACOE
(X,φ−1).
4 Flip conjugacy and groupoid isomorphism
Let (X,φ) and (Y, ψ) be Smale spaces. A homeomorphism h : X −→ Y is called a flip
conjugacy if h ◦φ = ψ ◦h or h ◦φ = ψ−1 ◦h holds. In this case, (X,φ) and (Y, ψ) are said
to be flip conjugate. Let h : X −→ Y be a flip conjugacy. Define η : X ×X −→ Y ×Y by
setting η(x, z) = (h(x), h(z)) for (x, z) ∈ X×X. By the uniform continuity of h : X −→ Y,
we know the following lemma.
Lemma 4.1 (Putnam [14, Theorem 2.3.2]). There exists ǫh > 0 such that, for all x, z ∈ X
with d(x, z) < ǫh, the three brackets [x, z], [h(x), h(z)], [h(z), h(x)] are defined and
h([x, z]) = [h(x), h(z)] if h ◦ φ = ψ ◦ h,
h([x, z]) = [h(z), h(x)] if h ◦ φ = ψ−1 ◦ h.
Proof. In [14, Theorem 2.3.2], Putnam gave a proof for the case h ◦ φ = ψ ◦ h. If h ◦ φ =
ψ−1 ◦ h, the Smale space (X,φ) is topologically conjugate to the Smale space (Y, ψ−1).
Hence we obtain the desired formula from the Putnam’s result.
Keep the assumption that h : X −→ Y is a flip conjugacy, we have
Lemma 4.2. Let h : X −→ Y be a flip conjugacy. For any N ∈ N, there exists N ′ ∈ N
such that
η(Ga,Nφ ) ⊂ Ga,N
′
ψ and hence η(G
a
φ) ⊂ Gaψ. (4.1)
Proof. Assume first that h ◦ φ = ψ ◦ h. We will then prove that η(Gs,Nφ ) ⊂ Gs,N
′
ψ and
η(Gu,Nφ ) ⊂ Gu,N
′
ψ for some N
′ ∈ N. Let (x, z) ∈ Ga,Nφ . Since Ga,Nφ = Gs,Nφ ∩Gu,Nφ , we have
(φN (x), φN (z)) ∈ Gs,0φ , (φ−N (x), φ−N (z)) ∈ Gu,0φ . (4.2)
By the first condition of (4.2), we have
(φN+n(x), φN+n(z)) ∈ Gs,0φ , n = 1, 2, . . .
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and
φN+n(z) ∈ Xs(φN+n(x), ǫX), n = 1, 2, . . . .
Take a specified positive real number ǫh > 0 as in Lemma 4.1. One may find n
′ ∈ N such
that λn
′
XǫX < ǫh so that d(φ
N+n′(x), φN+n
′
(z)) < ǫh. Both the elements
[φN+n
′
(x), φN+n
′
(z)] and [h(φN+n
′
(x)), h(φN+n
′
(z))]
are defined and satisfy
h([φN+n
′
(x), φN+n
′
(z)]) = [h(φN+n
′
(x)), h(φN+n
′
(z))].
By taking n′ large enough, we may assume that d(h(φN+n
′
(x)), h(φN+n
′
(z))) < ǫY . We
then have
[h(φN+n
′
(x)), h(φN+n
′
(z))] = h([φN+n
′
(x), φN+n
′
(z)]) = h(φN+n
′
(x)),
so that
h(φN+n
′
(z)) ∈ Y s(h(φN+n′(x)), ǫY ).
As h : X −→ Y is a topological conjugacy, we have
ψN+n
′
(h(z)) ∈ Y s(ψN+n′(h(x)), ǫY )
so that (h(x), h(z)) ∈ Gs,N+n′ψ .
By the second condition of (4.2), we may similarly show that there exists n′′ ∈ N such
that (h(x), h(z)) ∈ Gu,N+n′′ψ . Put N ′ = Max{N + n′, N + n′′}, proving
(h(x), h(z)) ∈ Ga,N ′ψ for all (x, z) ∈ Ga,Nφ .
Assume next that h ◦ φ = ψ−1 ◦ h. Since Ga,n
ψ−1
= Ga,nψ for n ∈ Z+, we have η(Ga,Nφ ) ⊂
G
a,N ′
ψ so that we end the proof of the lemma.
Lemma 4.3. For N ∈ N, take N ′ ∈ N as in Lemma 4.2. Then η(Ga,Nφ ) is open in Ga,N
′
ψ .
Proof. Assume that h ◦ φ = ψ ◦ h. Take n0 ∈ N such that N ′ = N + n0. Let (y0, w0) ∈
η(Ga,Nφ ) and take (x0, z0) ∈ Ga,Nψ such that y0 = h(x0), w0 = h(z0). Put
δ+0 = d(φ
N (x0), φ
N (z0)), δ
−
0 = d(φ
−N (x0), φ
−N (z0))
so that δ+0 , δ
−
0 < ǫX . Put
δ+1 =
1
2
(ǫX − δ+0 ), δ−1 =
1
2
(ǫX − δ−0 ).
By the uniform continuity of the maps h, h−1, φ, ψ, one may find ǫy0 , ǫw0 > 0 such that
d(y, y0) < ǫy0 , d(w,w0) < ǫw0 imply
d(φN (h−1(y)), φN (h−1(y0))), d(φ
N ′(h−1(y)), φN
′
(h−1(y0))) < δ
+
1 , (4.3)
d(φN (h−1(w)), φN (h−1(w0))), d(φ
N ′(h−1(w)), φN
′
(h−1(w0))) < δ
+
1 , (4.4)
d(φ−N (h−1(y)), φ−N (h−1(y0))), d(φ
−N ′(h−1(y)), φ−N
′
(h−1(y0))) < δ
−
1 , (4.5)
d(φ−N (h−1(w)), φ−N (h−1(w0))), d(φ
−N ′(h−1(w)), φ−N
′
(h−1(w0))) < δ
−
1 . (4.6)
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As (y,w) ∈ Ga,N ′ψ , we have
[ψN
′
(y), ψN
′
(w)] = ψN
′
(y), [ψ−N
′
(y), ψ−N
′
(w)] = ψ−N
′
(w). (4.7)
Put x = h−1(y), z = h−1(w). By (4.3), we have
d(φN (x), φN (z)) ≤d(φN (x), φN (x0)) + d(φN (x0), φN (z0)) + d(φN (z0), φN (z))
<δ+1 + δ
+
0 + δ
+
1 = ǫX .
Hence [φN (x), φN (z)] is defined in X. And also by (4.7), we have
[ψN
′
(h(x)), ψN
′
(h(z))] = ψN
′
(h(x))
so that
[h(φN
′
(x)), h(φN
′
(z))] = h(φN
′
(x)). (4.8)
By (4.3) and (4.4), we have
d(φN
′
(x), φN
′
(x0)), d(φ
N ′(z), φN
′
(z0)) < δ
+
1
and
d(φN
′
(x0), φ
N ′(z0)) ≤ λn0X d(φN (x0), φN (z0)) ≤ λn0X δ+0 < δ+0 ,
so that we have
d(φN
′
(x), φN
′
(z)) ≤d(φN ′(x), φN ′(x0)) + d(φN ′(x0), φN ′(z0)) + d(φN ′(z0), φN ′(z))
<δ+1 + δ
+
0 + δ
+
1 = ǫX .
Hence the element [φN
′
(x), φN
′
(z)] is defined in X, so that by Lemma 4.1 together with
(4.8), we have
h([φN
′
(x), φN
′
(z)]) = [h(φN
′
(x)), h(φN
′
(z))] = h(φN
′
(x)).
Since h : X −→ Y is a homeomorphism, we have
[φN
′
(x), φN
′
(z)] = φN
′
(x). (4.9)
As N ′ = N + n0 and [φ
n0(φN (x)), φn0(φN (z))] = φn0([φN (x), φN (z)]), the equality (4.9)
implies
[φN (x), φN (z)] = φN (x).
As d(φN (x), φN (z)) < ǫX , we get
φN (z) ∈ Xs(φN (x), ǫX )
so that (φN (x), φN (z)) ∈ Gs,0φ . We thus obtain that (x, z) ∈ Gs,Nφ .
Similarly we have (φ−N (x), φ−N (z)) ∈ Gu,0φ from the condition [ψ−N
′
(y), ψ−N
′
(w)] =
ψ−N
′
(w) in (4.7) together with (4.5) and (4.6) to prove (x, z) ∈ Gu,Nφ . Therefore we have
(x, z) ∈ Ga,Nφ .
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The above discussions tell us that an element (y,w) ∈ Ga,N ′ψ satisfying d(y, y0) <
ǫy0 , d(w,w0) < ǫw0 implies (y,w) ∈ η(Ga,Nφ ).
We put the open sets
Uǫy0 (y0) = {y ∈ Y | d(y, y0) < ǫy0}, Uǫw0 (w0) = {w ∈ Y | d(w,w0) < ǫw0}.
Hence we obtain that
(y0, w0) ∈ (Uǫy0 (y0)× Uǫw0 (w0)) ∩G
a,N ′
ψ ⊂ η(Ga,Nφ ).
Since (Uǫy0 (y0) × Uǫw0 (w0)) ∩ G
a,N ′
ψ is an open set of G
a,N ′
ψ , we conclude that η(G
a,N
φ ) is
open in Ga,N
′
ψ .
For the case h ◦ φ = ψ−1 ◦ h, as Ga,n
ψ−1
= Ga,nψ for all n ∈ Z+, we know that η(Ga,Nφ ) is
open in Ga,N
′
ψ by the above discussion.
Proposition 4.4. Let h : X −→ Y be a flip conjugacy. The map η : X ×X −→ Y × Y
defined by η(x, z) = (h(x), h(z)) for (x, z) ∈ X×X induces an isomorphism η : Gaφ −→ Gaψ
of e´tale groupoids.
Proof. It suffices to show the continuity of η : Gaφ −→ Gaψ . By the preceding lemma, for
any N ∈ N, there exists N ′ ∈ N such that η(Ga,Nφ ) is open in Ga,N
′
ψ . For open sets V1, V2
in X, we have
η((V1 × V2) ∩Gaφ) = (h(V1)× h(V2)) ∩Ga,N
′
ψ ,
so that η((V1 × V2) ∩ Gaφ) is open in Ga,N
′
ψ . Hence η : G
a
φ −→ Gaψ is an open map, and
similarly η−1 : Gaψ −→ Gaφ is open, so that η : Gaφ −→ Gaψ is a homeomorphism.
Therefore we have
Proposition 4.5. Let h : X −→ Y be a flip conjugacy between Smale spaces (X,φ) and
(Y, ψ).
(i) Suppose that the condition h ◦ φ = ψ ◦ h holds. Then the maps
η : (x, z) ∈ Gaφ −→ (h(x), h(z)) ∈ Gaψ,
ϕ : (x, n, z) ∈ Gaφ ⋊ Z −→ (h(x), n, h(z)) ∈ Gaψ ⋊ Z
yield isomorphisms of e´tale groupoids for each. Hence we have isomorphisms
Gaφ
∼= Gaψ, Gaφ ⋊ Z ∼= Gaψ ⋊ Z
of e´tale groupoids.
(ii) Suppose that the condition h ◦ φ = ψ−1 ◦ h holds. Then the maps
η : (x, z) ∈ Gaφ −→ (h(x), h(z)) ∈ Gaψ,
ϕ : (x, n, z) ∈ Gaφ ⋊ Z −→ (h(x),−n, h(z)) ∈ Gaψ ⋊ Z
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yield isomorphisms of e´tale groupoids for each. Hence we have isomorphisms
Gaφ
∼= Gaψ, Gaφ ⋊ Z ∼= Gaψ ⋊ Z
of e´tale groupoids.
Proof. Assume the condition h◦φ = ψǫ ◦h where ε = ±1. It is straightforward to see that
the maps
η : (x, z) ∈ Gaφ −→ (h(x), h(z)) ∈ Gaψ,
ϕ : (x, n, z) ∈ Gaφ ⋊ Z −→ (h(x), εn, h(z)) ∈ Gaψ ⋊ Z
give rise to isomorphisms of e´tale groupoids for each. Their continuity comes from Propo-
sition 4.4.
Since Smale spaces (X,φ) and (Y, ψ) are asymptotically continuous orbit equivalent if
and only if the e´tale groupoids Gaφ ⋊ Z and G
a
ψ ⋊ Z are isomorphic (Proposition 3.2), we
get the following theorem.
Theorem 4.6. Let (X,φ) and (Y, ψ) be Smale spaces. Then flip conjugacy between (X,φ)
and (Y, ψ) yields an asymptotic continuous orbit equivalence between them.
The following are corollaries of Proposition 4.5. The results were used in [8] without
detail proof.
Corollary 4.7. Let (X,φ) and (Y, ψ) be Smale spaces. Then topological conjugacy between
(X,φ) and (Y, ψ) yields an asymptotic continuous orbit equivalence between them.
Corollary 4.8. The isomorphism classes of the e´tale groupoids Gaφ, G
a
φ⋊Z do not depend
on the choice of the metrics on X as long as they determine the same topology of X.
In [8, Definition 3.5], we have defined stably continuous orbit equivalence as well as
unstably continuous orbit equivalence. Looking at the proof of Lemma 4.3 and Proposition
4.5, we notice that the following proposition holds:
Proposition 4.9. Let (X,φ) and (Y, ψ) be Smale spaces. Then topological conjugacy
between (X,φ) and (Y, ψ) yields both stably continuous orbit equivalence and unstably
continuous orbit equivalence between them.
5 Limit sets and asymptotic periodic points
The notion of ω-limit set and α-limit set of a point in a topological dynamical system is a
basic tool to analyze the orbit structure of dynamical systems as in [1]. For a point x in
a Smale space (X,φ), the ω-limit set ω(x) of x is defined by the set of points z ∈ X such
that z = lim
i→∞
φni(x) for some strictly increasing sequence ni ∈ N of integers. The α-limit
set α(x) of x is similarly defined for strictly decreasing sequence of integers. If x ∈ X is
a p-periodic point, we have ω(x) = α(x) = {x, φ(x), . . . , φp−1(x)}. A point x ∈ X is said
to be an asymptotic p-periodic point for some p ∈ Z with p 6= 0 if (φp(x), x) ∈ Gaφ. If
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p0 is the least positive integer p satisfying (φ
p(x), x) ∈ Gaφ, the number p0 is called the
least positive asymptotic period of x. In this section, we study the ω-limit sets and the
α-limit sets for asymptotic periodic points in a Smale space (X,φ) to analyze asymptotic
continuous orbit equivalence in the following setion.
Lemma 5.1. Let x ∈ X be an asymptotic p-periodic point for some p ∈ Z with p 6= 0.
(i) The limit lim
k→∞
φ|p|k(x) exists in ω(x), denoted by ηs(x), such that φp(ηs(x)) = ηs(x).
(ii) The limit lim
k→∞
φ−|p|k(x) exists in α(x), denoted by ηu(x), such that φp(ηu(x)) =
ηu(x).
Proof. (i) Since (φp(x), x) ∈ Gaφ and hence (φp(x), x) ∈ Gsφ we have φp(x) ∈ Xs(x). By
[15, Lemma 5.3], we know that the limit lim
k→∞
φ|p|k(x), denoted by ηs(x), exists in X such
that φp(ηs(x)) = ηs(x).
(ii) is similarly shown to (i).
For an asymptotic p-periodic point x in X, let p0 be the least positive asymptotic
p-period of x. Since lim
k→∞
φ|p|k(x) = lim
k→∞
φ|p0|k(x), the limit ηs(x) and similarly ηu(x) do
not depend on the choice of the asymptotic period p.
Lemma 5.2. Let x ∈ X be an asymptotic p-periodic point for some p ∈ Z with p 6= 0.
(i) Let ps be the least positive asymptotic period of η
s(x). Then we have (φps(x), x) ∈ Gsφ.
(ii) Let pu be the least positive asymptotic period of η
u(x). Then we have (φpu(x), x) ∈
Guφ.
(iii) If p is the least positive asymptotic period of x, we have p = lcm(pu, ps) the least
common multiple of pu and ps.
Proof. (i) We may assume that p is positive, so that p = ps · rs for some rs ∈ N. For
j = 0, 1, . . . , p− 1, we have
lim
k→∞
φpk+j(φps(x)) = φps+j( lim
k→∞
φpk(x)) = φps+j(ηs(x)) = φj(ηs(x)) = lim
k→∞
φpk+j(x).
Hence we have
lim
k→∞
d(φpk+j(φps(x)), φpk+j(x)) = 0 for j = 0, 1, . . . , p− 1
so that (φps(x), x) ∈ Gsφ.
(ii) is similarly shown to (i).
(iii) Let us denote by p0 the least common multiple lcm(pu, ps) of pu and ps. As both
ps, pu divide p, we have p0 ≤ p. The conditions (φps(x), x) ∈ Gsφ and (φpu(x), x) ∈ Guφ imply
that (φnps(x), x) ∈ Gsφ and (φmpu(x), x) ∈ Guφ for n,m ∈ Z. Hence we have (φp0(x), x) ∈
Gaφ. Since p is the least positive asymptotic period of x, we have p ≤ p0 so that p = p0.
The following proposition presents the exact description of the ω-limit sets and α-limit
sets for asymptotic periodic points.
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Lemma 5.3. Let x ∈ X be an asymptotic p-periodic point for some p ∈ Z with p 6= 0.
(i) ω(x) = {ηs(x), φ(ηs(x)), . . . , φps−1(ηs(x))}.
(ii) α(x) = {ηu(x), φ(ηu(x)), . . . , φpu−1(ηu(x))}.
Proof. (i) The inclusion relation ω(x) ⊃ {ηs(x), φ(ηs(x)), . . . , φps−1(ηs(x))} is obvious. We
may assume that p is positive. Take an arbitrary point z ∈ ω(x) so that z = lim
i→∞
φni(x) for
some strictly increasing sequence ni, i ∈ N. By the preceding lemma, we have (φps(x), x) ∈
Gsφ so that
z = lim
i→∞
φni(φps(x)) = φps( lim
i→∞
φni(x)) = φps(z).
Denote by Perps(X) = {z0, z1, . . . , zM} the set of ps-periodic points in X. Hence we have
ω(x) ⊂ Perps(X). Since ηs(x) is ps-periodic, we may assume that z0 = ηs(x). We further
assume that z1 = φ(η
s(x)), . . . , zps−1 = φ
ps−1(ηs(x)). Let U0, U1, . . . , UM be the open
neighborhoods of z0, z1, . . . , zM , respectively such that
Ui ∩ Uj = ∅ (i 6= j), U1 = φ(U0), . . . , Ups−1 = φps−1(U0). (5.1)
For a point z = lim
i→∞
φni(x) ∈ ω(x), there exists j1 ∈ {0, 1, . . . ,M} such that z = zj1 , and
there exits i1 ∈ N such that φni(x) ∈ Uj1 for all i ≥ i1. Now z0 = ηs(x) ∈ U0, so that one
my take k0 ∈ N such that φpk(x) ∈ U0 for all k ≥ k0. For large enough i ≥ i1 such that
ni ≥ pk0. there exist k1 ≥ k0 and m1 ∈ Z+ such that ni = pk1 +m1 with 0 ≤ m1 ≤ p− 1.
Since i ≥ i1, we have
φm1(φpk1(x)) = φni(x) ∈ Uj1 .
As k1 ≥ k0, we have φpk1(x) ∈ U0 so that
φni(x) ∈ φm1(U0) ∩ Uj1 . (5.2)
By (5.1), we know that
φn(U0) ∩ Uj = ∅ for n = 0, 1, . . . , ps − 1, j = ps, ps + 1, . . . ,M. (5.3)
Take rs ∈ N such that p = rs · ps. Put
Vn = φ
n(U0) ∪ φps+n(U0) ∪ φ2ps+n(U0) ∪ φ(rs−1)ps+n(U0), n = 0, 1, . . . , ps − 1. (5.4)
Since z0 = η
s(x) ∈ U0 is ps-periodic, and z1 = φ(ηs(x)) ∈ U1 = φ(U0), . . . , zps−1 =
φps−1(ηs(x)) ∈ Ups−1 = φps−1(U0), one may take a smaller U0 if necessary such that the
sets Vn, n = 0, 1, . . . , ps − 1 are mutually disjoint and
Vn ∩ Uj = ∅ for n = 0, 1, . . . , ps − 1, j = ps, ps + 1, . . . ,M. (5.5)
As ∪p−1l=0 φl(U0) = ∪ps−1n=0 Vn, by (5.2) and (5.5), we have 0 ≤ j1 ≤ ps − 1 because 0 ≤ m1 ≤
p− 1. Therefore we have
φni(x) ∈ Uj1 for all i ≥ i1 (5.6)
so that z ∈ Uj1 . Since z is ps-periodic and zj1 = φj1(ηs(x)) is a unique ps-periodic point
in Uj1 , we have z = φ
j1(ηs(x)).
(ii) is similarly shown to (i).
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A point x ∈ X of a topological dynamical system is said to be recurrent if x ∈
ω(x) ∩ α(x) (cf. [1]). We thus have the following proposition.
Proposition 5.4. For an asymptotic periodic point x in a Smale space (X,φ), the follow-
ing conditions are equivalent:
(i) x ∈ ω(x) ∪ α(x).
(ii) x is a periodic point.
(iii) ω(x) = α(x) = {x, φ(x), . . . , φps−1(x)} for some ps ∈ N.
(iv) x is a recurrent point.
Proof. (i) =⇒ (ii): By Lemma 5.3, both ω(x) and α(x) consist of periodic points. Hence
we have the desired implication. The implications (ii) =⇒ (iii) =⇒ (iv) =⇒ (i) are obvious.
6 Flip conjugacy and asymptotic continuous orbit equiva-
lence
Recall that a point x ∈ X is called an asymptotic p-periodic point for some p ∈ Z with
p 6= 0 if (φp(x), x) ∈ Gaφ.
Lemma 6.1. Assume that (X,φ) ∼
ACOE
(Y, ψ) via a homeomorphism h : X −→ Y.
(i) If x is an asymptotic p-periodic point in X, then h(x) is an asymptotic cph(x)-periodic
point in Y, where cph(x) = c
p
1(x) + d1(φ
p(x), x).
(ii) If x is a p-periodic point in X, then h(x) is an asymptotic cp1(x)-periodic point in Y.
Proof. (i) Suppose that x is an asymptotic p-periodic point inX. As in the proof of [8, The-
orem 3.4], (φp(x), x) ∈ Gaφ implies (ψc
p
h
(x)(h(x)), h(x)) ∈ Gaψ because (h(x), cph(x), h(x))
gives rise to an element of the groupoid Gaφ⋊Z. Hence h(x) is an asymptotic c
p
h(x)-periodic
point in Y.
(ii) If in particular x is p-periodic, then d1(φ
p(x), x) = d1(x, x) = 0 so that c
p
h(x) =
c
p
1(x).
Lemma 6.2. Assume that (X,φ) ∼
ACOE
(Y, ψ). Let x be an asymptotic periodic point in
X.
(i) We have the equalities
ηs(h(φ(x))) = ψc1(x)(ηs(h(x))), ηu(h(φ(x))) = ψc1(x)(ηu(h(x))).
(ii) If x is a p-periodic point, then both ηs(h(x)) and ηu(h(x)) are cp1(x)-periodic points,
that is,
ηs(h(x)) = ψc
p
1(x)(ηs(h(x))), ηu(h(x)) = ψc
p
1(x)(ηu(h(x))).
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(iii) If in particular x, h(x) and h(φ(x)) are all periodic points, then we have
ηs(h(x)) = ηu(h(x)) = h(x), ηs(h(φ(x))) = ηu(h(φ(x))) = h(φ(x))
and hence
h(φ(x)) = ψc1(x)(h(x)).
Proof. (i) Assume that x is an asymptotic p-periodic point in X. By Lemma 6.1 (i),
h(x) is an asymptotic cph(x)-periodic point in Y so that both the limits η
s(h(x)) =
lim
k→∞
ψ|c
p
h
(x)|k(h(x)) and ηu(h(x)) = lim
k→∞
ψ−|c
p
h
(x)|k(h(x)) exist in Y. By Definition 3.1 (i),
we know (ψc1(x)(h(x)), h(φ(x))) ∈ Gaψ, so that
ηs(h(φ(x))) = lim
k→∞
ψ|c
p
h
(x)|k(h(φ(x)))
= lim
k→∞
ψ|c
p
h
(x)|k(ψc1(x)(h(x)))
=ψc1(x)( lim
k→∞
ψ|c
p
h
(x)|k(h(x)))
=ψc1(x)(ηs(h(x))).
Similarly we have ηu(h(φ(x))) = ψc1(x)(ηu(h(x))).
(ii) We further assume that x is a p-periodic point. By Lemma 6.1 (ii), h(x) is an
asymptotic cp1(x)-periodic point in Y. Hence we have
ηs(h(x)) = lim
k→∞
ψ|c
p
1(x)|k(h(x))
= lim
k→∞
ψ|c
p
1(x)|k(ψc
p
1(x)(h(x)))
=ψc
p
1(x)( lim
k→∞
ψ|c
p
1(x)|k(h(x)))
=ψc
p
1(x)(ηs(h(x))).
Similarly we have ηu(h(x)) = ψc
p
1(x)(ηu(h(x))).
(iii) Assume that x is a p-periodic point and h(x), h(φ(x)) are also periodic points in
Y. By Lemma 6.1 (ii), h(x) is a cp1(x)-periodic point. Hence we hvae
ηs(h(x)) = lim
k→∞
ψ|c
p
1(x)|k(h(x)) = h(x)
and similarly ηs(h(φ(x))) = h(φ(x)). By (i), we have
h(φ(x)) = ηs(h(φ(x))) = ψc1(x)(ηs(h(x))) = ψc1(x)(h(x)).
Let us denote by Perφ(X) the set of periodic points of (X,φ). If a homeomorphism
h : X −→ Y satisfies the condition h(x) ∈ Perψ(Y ) for any x ∈ Perφ(X), then h is said to
be periodic point preserving.
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Lemma 6.3. Assume that Smale spaces (X,φ) and (Y, ψ) are irreducible. Let h : X −→ Y
be a homeomorphism that gives rise to an asymptotic continuous orbit equivalence between
(X,φ) and (Y, ψ). Suppose that h is periodic point preserving. Then we have
h(φ(x)) = ψc1(x)(h(x)) for all x ∈ X. (6.1)
Proof. By Lemma 6.2, the equality (6.1) holds for all periodic points x ∈ X. Since the
set of periodic points Perφ(X) is dense in X and c1 : X −→ Z is continuous, we have the
equality (6.1) for all points in X.
We thus have
Proposition 6.4. Assume that Smale spaces (X,φ) and (Y, ψ) are irreducible. If there
exists a periodic point preserving homeomorphism h : X −→ Y that gives rise to an
asymptotic continuous orbit equivalence between them, then they are flip conjugate.
Proof. By Lemma 6.3, the equality (6.1) hold for all points inX. Since the cocycle function
c1 : X −→ Z is continuous, the equality (6.1) implies that the homeomorphisms φ on X
and ψ on Y are continuous orbit equivalent in the sense of Boyle-Tomiyama [2]. By
Boyle-Tomiyama’s theorem [2, Theorem 3.2], we conclude that (X,φ) and (Y, ψ) are flip
conjugate.
Since a flip conjugacy gives rise to a periodic point preserving homeomorphism h :
X −→ Y that gives rise to an asymptotic continuous orbit equivalence between (X,φ) and
(Y, ψ), we thus have the following theorem.
Theorem 6.5. Two irreducible Smale spaces (X,φ) and (Y, ψ) are flip conjugate if and
only if there exists a periodic point preserving homeomorphism h : X −→ Y that gives rise
to an asymptotic continuous orbit equivalence between (X,φ) and (Y, ψ).
There is no known examples of Smale spaces such that they are asymptotically con-
tinuous orbit equivalent but not flip conjugate.
7 Asymptotic flip conjugacy and Ruelle algebras
In [8], the notion of asymptotic conjugacy, that is an asymptotic version of topological
conjugacy, was defined such as c1 ≡ 1, c2 ≡ 1, d1 ≡ 0, d2 ≡ 0 under the condition that
(X,φ) ∼
ACOE
(Y, ψ). That is written (X,φ)∼=
a
(Y, ψ). In this section, we introduce a notion
of asymptotic flip conjugacy, that is an asymptotic version of flip conjugacy.
In what follows, we assume that (X,φ) ∼
ACOE
(Y, ψ) with cocycle functions c1 : X −→
Z, c2 :−→ Z and d1 : Gaφ −→ Z, d2 : Gaψ −→ Z as in Definition 3.1.
Definition 7.1. Two Smale spaces (X,φ) and (Y, φ) are said to be asymptotically flip
conjugate if they are asymptotically continuous orbit equivalent such that we may take
their cocycle functions c1, c2, d1, d2 such as
(1) c1 ≡ 1, c2 ≡ 1 and d1 ≡ 0, d2 ≡ 0, or
(2) c1 ≡ −1, c2 ≡ −1 and d1 ≡ 0, d2 ≡ 0.
We write this situation as (X,φ)
flip∼=
a
(Y, ψ). Namely (X,φ)
flip∼=
a
(Y, ψ) if and only if
(X,φ)∼=
a
(Y, ψ) or (X,φ)∼=
a
(Y, ψ−1).
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We provide a lemma.
Lemma 7.2. Assume that (X,φ) ∼
ACOE
(Y, ψ). Let h : X −→ Y and cocycle functions
c1, c2, d1, d2 be as in Definition 3.1. Suppose d1(x, z) = 0 for all (x, z) ∈ Gaφ. Then we
have
(i) Either of the following two conditions occurs:
(1) c1(x) = 1, x ∈ X and c2(y) = 1, y ∈ Y.
(2) c1(x) = −1, x ∈ X and c2(y) = −1, y ∈ Y.
(ii) d2(y,w) = 0 for all (y,w) ∈ Gaψ.
Proof. Suppose that d1(x, z) = 0 for all (x, z) ∈ Gaφ.
(i) Since c1(x) + d1(φ(x), φ(z)) = c1(z) + d1(x, z) for all (x, z) ∈ Gaφ, we have c1(x) =
c1(z) for all (x, z) ∈ Gaφ. Hence the function c1 : X −→ Z is asymptotically invariant so
that it is a constant integer by [20, 7.16 (b)], denoted by K1. By Definition 3.1 (vi), we
have c
cn2 (y)
1 (h
−1(y)) = n for all y ∈ Y and n ∈ Z. In particular, we see that c2(y)K1 = 1
for all y ∈ Y so that c2(y) is a constant integer, denoted by K2, such that K1 ·K2 = 1.
(ii) By Definition 3.1 (viii), we have c
d2(y,w)
1 (h
−1(y)) = 0 for all (y,w) ∈ Gaψ, because
d1(x, z) = 0 for all (x, z) ∈ Gaφ. By (i), let us denote by K1 the constant function c1. As
c
d2(y,w)
1 (h
−1(y)) = d2(y,w)K1, we obtain that d2(y,w) = 0 for all (y,w) ∈ Gaψ.
Proposition 7.3. If Smale spaces (X,φ) and (Y, ψ) are flip conjugate, then they are
asymptotically flip conjugate.
Proof. Suppose that (X,φ) and (Y, ψ) are flip conjugate. Let h : X −→ Y be a homeo-
morphism such that h ◦ φ = ψε ◦ h where ε = ±1. By Proposition 4.5, the correspondence
ϕ : (x, n, z) ∈ Gaφ ⋊ Z −→ (h(x), εn, h(z)) ∈ Gaψ ⋊ Z
yields an isomorphism of e´tale groupoids. Since ϕ(x, 0, z) = (h(x), 0, h(z)) for (x, z) ∈ Gaφ,
ϕ maps Gaφ onto G
a
ψ so that d1(x, z) = 0 for (x, z) ∈ Gaφ and d2(y,w) = 0 for (y,w) ∈ Gaψ.
Hence by Lemma 7.2, we know that (X,φ) is asymptotically flip conjugate to (Y, ψ).
Let (X,φ) be an irreducible Smale space. Now let us recall that the Ruelle algebra
Raφ is defined by the C∗-algebra C∗(Gaφ ⋊ Z) of the amenable e´tale groupoid Gaφ ⋊ Z. As
C∗(Gaφ⋊Z) is isomorphic to the crossed product C
∗-algebra C∗(Gaφ)⋊Z, it has a canonical
action of T called the dual action written ρφt , t ∈ T. It is also called the gauge action on Raφ.
Since the groupoid Gaφ⋊Z is essentially principal ([8, Lemma 5.2, Lemma 5.3]), the abelian
C∗-algebra C((Gaφ⋊Z)
(0)) of the unit space (Gaφ⋊Z)
(0) of the groupoid Gaφ⋊Z is a maximal
abelian C∗-subalgebra of C∗(Gaφ ⋊ Z). As the space X is identified with (G
a
φ ⋊ Z)
(0), we
may regard the abelian C∗-algebra C(X) as a maximal abelian C∗-subalgebra of Raφ. We
note the following proposition.
Proposition 7.4. The isomorphism (x, n, z) ∈ Gaφ⋊Z −→ (x,−n, z) ∈ Gaφ−1 ⋊Z of e´tale
groupoids between Gaφ ⋊ Z and G
a
φ−1
⋊ Z induces an isomorphism Φ : Raφ −→ Raφ−1 of
C∗-algebras such that Φ(C(X)) = C(X) and Φ ◦ ρφt = ρφ
−1
−t ◦Φ for t ∈ T.
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Proof. As in [8, Section 5], let us represent the groupoid C∗-algebras Raφ and Raφ−1 on the
Hilbert C∗-right modules l2(Gaφ⋊Z) and l
2(Ga
φ−1
⋊Z) over C(X) and C(X), respectively.
Let us denote by ϕ : Gaφ⋊Z −→ Gaφ−1⋊Z the isomorphism of the e´tale groupoids defined by
ϕ(x, n, z) = (x,−n, z) for (x, n, z) ∈ Gaφ ⋊ Z. Define the homomorphisms f : Gaφ ⋊ Z −→
Z and g : Ga
φ−1
⋊ Z −→ Z of e´tale groupoids by f(x, n, z) = n and g(x, n, z) = −n
respectively, so that we have f = g◦ϕ. By [8, Proposition 5.6], there exists an isomorphism
Φ : Raφ −→ Raφ−1 of C∗-algebras such that Φ(C(X)) = C(X) and Φ ◦ Ad(Ut(f)) =
Ad(Ut(g)) ◦Φ for t ∈ T, where Ut(f) is a unitary on l2(Gaφ ⋊ Z) defined by
[Ut(f)ξ](x, n, z) = exp(2π
√−1f(x, n, z)t)ξ(x, n, z), ξ ∈ l2(Gaφ ⋊ Z),
and ut(g) is similarly defined. It is easy to see that Ad(Ut(f)) = ρ
φ
t and Ad(Ut(g)) = ρ
φ−1
−t
for t ∈ T. Therefore we get Φ ◦ ρφt = ρφ
−1
−t ◦Φ for t ∈ T.
We thus obtain the following characterization of asymptotic flip conjugacy of Smale
spaces.
Theorem 7.5 (cf. [8, Lemma 6.2 and Theorem 6.4]). Let (X,φ) and (Y, ψ) be irreducible
Smale spaces. Then the following assertions are equivalent for ε = ±1.
(i) (X,φ) and (Y, ψ) are asymptotically flip conjugate.
(ii) There exists an isomorphism ϕ : Gaφ ⋊ Z −→ Gaψ ⋊ Z of e´tale groupoids such that
dψ ◦ ϕ = εdφ.
(iii) There exists an isomorphism ϕ : Gaφ ⋊ Z −→ Gaψ ⋊ Z of e´tale groupoids such that
ϕ(Gaφ) = G
a
ψ.
(iv) There exists an isomorphism Φ : Raφ −→ Raψ of C∗-algebras such that Φ(C(X)) =
C(Y ) and Φ ◦ ρφt = ρψεt ◦ Φ for t ∈ T.
(v) There exists an isomorphism Φ : Raφ −→ Raψ of C∗-algebras such that Φ(C(X)) =
C(Y ) and Φ(C∗(Gaφ)) = C
∗(Gaψ).
(vi) There exists a homeomorphism h : X −→ Y such that
(1) ξ1(x) := (ψ
ε(h(x)), h(φ(x))) belongs to Gaψ for all x ∈ X, and the map ξ1 : X −→
Gaψ is continuous.
(2) ξ2(y) := (φ
ε(h−1(y)), h−1(ψ(y))) belongs to Gaφ for all y ∈ Y , and the map
ξ2 : Y −→ Gaφ is continuous.
(3) η1(x, z) := (h(x), h(z)) belongs to G
a
ψ for all (x, z) ∈ Gaφ, and the map η1 :
Gaφ −→ Gaψ is continuous.
(4) η2(y,w) := (h
−1(y), h−1(w)) belongs to Gaφ for all (y,w) ∈ Gaψ, and the map
η2 : G
a
ψ −→ Gaφ is continuous.
Proof. (i) =⇒ (ii): Assume that (X,φ)
flip∼=
a
(Y, ψ). Hence (X,φ)∼=
a
(Y, ψ) or (X,φ)∼=
a
(Y, ψ−1).
If (X,φ)∼=
a
(Y, ψ), then there exists an isomorphism ϕ : Gaφ⋊Z −→ Gaψ⋊Z of e´tale groupoids
26
such that dψ ◦ ϕ = dφ by [8, Theorem 6.4]. If (X,φ)∼=
a
(Y, ψ−1), then one may take the
above isomorphism ϕ : Gaφ ⋊ Z −→ Gaψ ⋊ Z of e´tale groupoids such that dψ ◦ ϕ = −dφ.
(ii) =⇒ (i): Assume that the assertion (ii) for ε = 1. Then by [8, Theorem 6.4], we have
(X,φ)∼=
a
(Y, ψ). Assume next that the assertion (ii) for ε = −1. Then (X,φ)∼=
a
(Y, ψ−1).
(i) ⇐⇒ (iv): The assertions follow from [8, Theorem 6.4] together with Proposition
7.4.
(iii) ⇐⇒ (v): The assertions follow from[8, Lemma 6.2].
(ii) =⇒ (iii): Suppose that there exists an isomorphism ϕ : Gaφ⋊Z −→ Gaψ⋊Z of e´tale
groupoids such that dψ ◦ ϕ = εdφ. Hence the correspondence ϕ : (x, n, z) ∈ Gaφ ⋊ Z −→
(h(x), εn, h(z)) ∈ Gaψ ⋊ Z gives rise to an isomorphism of e´tale groupoids. Hence we have
d1 ≡ 0, d2 ≡ 0 so that ϕ(Gaφ) = Gaψ.
(iii) =⇒ (i): Suppose that an isomorphism ϕ : Gaφ ⋊ Z −→ Gaψ ⋊ Z of e´tale groupoids
satisfies ϕ(Gaφ) = G
a
ψ. Hence we have d1 ≡ 0. By Lemma 7.2, we know that (X,φ) and
(Y, ψ) are asymptotically flip conjugate.
(i) ⇐⇒ (vi): The assertions follow from Proposition 3.8.
Topological Markov shifts, often called shifts of finite type or SFT for brevity, form a
basic class of Smale spaces. Furthermore it is well-known that any Smale space is realized
as a finite factor of a topological Markov shift by its Markov partitions ([19, Theorem
7.6]). Let A = [A(i, j)]Ni,j=1 be an N ×N matrix with entries in {0, 1}. The two-sided shift
space X¯A is defined by
X¯A = {(xi)i∈Z | A(xi, xi+1) = 1 for all i ∈ Z}.
For a given real number λ0 with 0 < λ0 < 1, X¯A becomes a compact metric space defined
by the metric
d((xi)i∈Z, (zi)i∈Z) = λ
k
0 where k = inf{|i| : xi 6= zi}
for (xi)i∈Z, (zi)i∈Z ∈ X¯A with (xi)i∈Z 6= (zi)i∈Z. The shift map σ¯A : X¯A −→ X¯A is a
homeomorphism defined by σ¯A((xi)i∈Z) = (xi+1)i∈Z. The topological dynamical system
(X¯A, σ¯A) is called the (two-sided) topological Markov shift, or a shift of finite type (SFT),
defined by the matrix A. Let A and B be an N × N matrix with entries in {0, 1} and
an M ×M matrix with entries in {0, 1}, respectively. We assume that both A and B are
irreducible. We then see the following proposition:
Proposition 7.6. Two-sided topological Markov shifts (X¯A, σ¯A) and (X¯B , σ¯B) are flip
conjugate if and only if they are asymptotically flip conjugate.
Proof. Flip conjugacy yields asymptotic flip conjugacy by Proposition 7.3. Conversely
suppose that (X¯A, σ¯A) and (X¯B , σ¯B) are asymptotically flip conjugate. If (X¯A, σ¯A) and
(X¯B , σ¯B) are asymptotically conjugate, then they are topologically conjugate by [9]. If
(X¯A, σ¯A) and (X¯B , σ¯
−1
B ) are asymptotically conjugate, then (X¯A, σ¯A) and (X¯B , σ¯
−1
B ) are
topologically conjugate, so that (X¯A, σ¯A) and (X¯B , σ¯B) are flip conjugate.
Let A,B be irreducible non-permutation matrices with entries in {0, 1}. Let us denote
by GaA, G
a
B the asymptotic e´tale groupoids G
a
σ¯A
, Gaσ¯B , respectively. Let us also denote by
RaA,RaB the asymptotic Ruelle algebras Raσ¯A(= C∗(GaA ⋊ Z)),Raσ¯B (= C∗(GaB ⋊ Z)) for
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the topological Markov shifts (X¯A, σ¯A), (X¯B , σ¯B), respectively. We set their dual actions
ρA := ρσ¯A , ρB := ρσ¯B , respectively. By Theorem 7.5 together with Proposition 7.6, we
may characterize the flip conjugacy class of irreducible two-sided topological Markov shifts
in terms of C∗-algebras in the following way.
Corollary 7.7. Keep the above notation. The following conditions are equivalent:
(i) (X¯A, σ¯A) and (X¯B , σ¯B) are flip conjugate.
(ii) There exists an isomorphism Φ : RaA −→ RaB of C∗-algebras such that Φ(C(X¯A)) =
C(X¯B) and Φ ◦ ρAt = ρBεt ◦Φ for t ∈ T, where ε = 1 or −1.
(iii) There exists an isomorphism Φ : RaA −→ RaB of C∗-algebras such that Φ(C(X¯A)) =
C(X¯B) and Φ(C
∗(GaA)) = C
∗(GaB).
Hence the triplet (RA, C∗(GaA), C(X¯A)) of C∗-subalgebras ofRaA is a complete invariant
of flip conjugacy class of the two-sided topological Markov shift (X¯A, σ¯A).
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