Analyzing fault diagnosability performance for a given model, before developing a diagnosis algorithm, can be used to answer questions like "How difficult is it to detect a fault fi?" or "How difficult is it to isolate a fault fi from a fault fj?". The main contributions are the derivation of a measure, distinguishability, and a method for analyzing fault diagnosability performance of discrete-time descriptor models. The method, based on the Kullback-Leibler divergence, utilizes a stochastic characterization of the different fault modes to quantify diagnosability performance. Another contribution is the relation between distinguishability and the fault to noise ratio of residual generators. It is also shown how to design residual generators with maximum fault to noise ratio if the noise is assumed to be i.i.d. Gaussian signals. Finally, the method is applied to a heavy duty diesel engine model to exemplify how to analyze diagnosability performance of non-linear dynamic models.
Introduction
Diagnosis and supervision of industrial systems concern detecting and isolating faults that occur in the system. As technical systems have grown in complexity, the demand for functional safety and reliability has drawn significant research in model-based fault detection and isolation. The maturity of the research field is verified by the amount of existing reference literature, for example [16] , [19] , and [25] .
When developing a diagnosis algorithm, knowledge of achievable diagnosability performance given the model of the system, such as detectability and isolability, is useful. Such information indicates if a test with certain diagnosability properties can be created or if more sensors are needed to get satisfactory diagnosability performance, see [4] and [28] . In [6] , a structural diagnosability analysis is used during the modeling process to derive a sufficiently good model which achieves a required diagnosability performance. In these previous works, information of diagnosability performance is required before a diagnosis algorithm is developed.
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The main limiting factor of fault diagnosability performance of a model-based diagnosis algorithm is the model uncertainty. Model uncertainties exist because of, for example, non-modeled system behavior, process noise, or measurement noise. Models with large uncertainties make it difficult to detect and isolate small faults. Without sufficient information of possible diagnosability properties, engineering time could be wasted on, e.g., developing tests to detect a fault that in reality is impossible to detect.
The main contribution of this work is a method to quantify detectability and isolability properties of a model when taking model uncertainties and fault time profiles into consideration. It can also be used to compare achievable diagnosability performance between different models to evaluate how much performance is gained by using an improved model. which can be used for quantified detectability analysis using a stochastic characterization of faults. In contrast to these works, isolability performance is also considered here which is important when identifying the faults present in the system.
There exist systematic methods for analyzing fault isolability performance in dynamic systems, see [11] , [27] , and [29] . However these approaches are deterministic and only give qualitative statements whether a fault is isolable or not. These methods give an optimistic result of isolability performance and they tell nothing about how difficult it is to detect or isolate the faults in practice, due to model uncertainties.
The results in this paper are based on the early work done in [8] and [9] where a measure is derived, named distinguishability, for quantitative fault detectability and isolability analysis. First, the problem is formulated in Section 2. The measure is derived in Section 3 for linear discrete-time descriptor models. How to compute the special case when the noise is i.i.d. Gaussian is discussed in Section 4. In Section 5 the relation between distinguishability and the performance of linear residual generators is derived. Finally, it is shown in Section 6, via a linearization scheme, how the developed methodology can be used to analyze a non-linear dynamic model of a heavy duty diesel engine.
Problem formulation
The objective here is to develop a method for quantitative diagnosability analysis of discrete-time descriptor models in the form
where x ∈ R lx are state variables, y ∈ R ly are measured signals, u ∈ R lu are input signals, f ∈ R l f are modeled faults, v ∼ N (0, Λ v ) and ε ∼ N (0, Λ ε ) are i.i.d. Gaussian random vectors with zero mean and symmetric positive definite covariance matrices Λ v ∈ R lv×lv and Λ ε ∈ R lε×lε . Model uncertainties and noise are represented in (1) by the random vectors v and ε. The notation l α denotes the number of elements in the vector α. To motivate the problem studied in this paper, fault isolability performance is analyzed for a small example using a deterministic analysis method. Then a shortcoming of using this type of method is highlighted, based on the example. Example 1. The example will be used to discuss the result when analyzing fault detectability and isolability performance of a model by using a deterministic analysis method from [12] . A simple discrete-time dynamic model of a spring-mass system is considered,
where x 1 is the position and x 2 the velocity of the mass, y 1 and y 2 are sensors measuring the mass position, u is a control signal, f i are possible faults, and ε i are model uncertainties modeled as i.i.d. Gaussian noise where ε 1 ∼ N (0, 0.1), ε 2 ∼ N (0, 1), and ε 3 ∼ N (0, 0.5). For simplicity, the mass, the spring constant, and sampling time are set to one. The faults are assumed additive and represent faults in the control signal, f 1 , a change in rolling resistance, f 2 , and sensor biases, f 3 and f 4 .
Analyzing fault isolability performance for the model (2) using a deterministic method gives that all faults are detectable, f 3 and f 4 are each isolable from all other faults, and f 1 and f 2 are isolable from the other faults but not from each other. The result from the isolability analysis is summarized in Table 1 . An X in position (i, j) represents that the fault mode f i is isolable from fault mode f j and a 0 represents that fault mode f i is not isolable from fault mode f j . The NF column indicates whether the corresponding fault mode is detectable or not.
A shortcoming with an analysis like the one in Table 1 is that it does not take model uncertainties into consideration, i.e., the analysis does not state how difficult it is to detect and isolate the different faults depending on model uncertainties and how the fault changes over time.
The example highlights a limitation when using a deterministic diagnosability analysis method to analyze a mathematical model. Model uncertainties, process noise, and measurement noise are affecting diagnosability performance negatively and therefore it would be advantageous to take these uncertainties into consideration when analyzing diagnosability performance. Table 1 A deterministic detectability and isolability analysis of (2) where an X in position (i, j) represents that a fault fi is isolable from a fault fj and 0 otherwise.
This section defines a stochastic characterization for the fault modes and introduces a quantitative diagnosability measure based on the Kullback-Leibler divergence.
Reformulating the model
First, the discrete-time dynamic descriptor model (1) is written as a sliding window model of length n.
With a little abuse of notation, define the vectors
where z ∈ R n(ly+lu) , x ∈ R (n+1)lx , f ∈ R nl f and e is a stochastic vector of a known distribution with zero mean. Note that in this section the additive noise will not be limited to be i.i.d. Gaussian as assumed in (1) . Then a sliding window model of length n can be written as
where 
and I is the identity matrix. Note that the sliding window model (4) is a static representation of the dynamic behavior on the window given the time indexes (t − n + 1, t − n + 2, ..., t).
The sliding window model (4) represents the system (1) over a time window of length n. By observing a system during a time interval, not only constant faults, but faults that vary over time can be analyzed. Let f i ∈ R n be a vector containing only the elements corresponding to a specific fault i in the vector f ∈ R nl f , i.e,
T ∈ R n is used to represent how a fault, f i = θ, changes over time and is called a fault time profile. Fig. 1 shows some examples of different fault time profiles where n = 10. It is assumed that model (4) fulfills the condition that H N is full row-rank.
One sufficient criteria for (1) to satisfy (6) is that D ε is full row-rank and ∃λ ∈ C : λE −A is full rank, (7) i.e., all sensors have measurement noise and the model has a unique solution for a given initial state, see [22] . Assumption (7) assures that model redundancy can only be achieved when sensors y are included. The technical condition (6) is non-restrictive since it only excludes models where it is possible to design ideal residual generators, i.e., residuals that are not affected by noise.
It proves useful to write (4) in an input-output form where the unknowns, x, are eliminated. If the model (4) fulfills assumption (6), the covariance matrix of e for the model in input-output form will be non-singular. Elimination of x in (4) is achieved by multiplying with N H from the left, where the rows of N H is an orthonormal basis for the left null-space of H, i.e.,
This operation is also used, for example, in classical parity space approaches, see [15] and [32] . The input-output model can, in the general case, then be written as
It is important to note that for any solution z 0 , f 0 , e 0 to (8) there exists an x 0 such that it also is a solution to (4), and also if there exists a solution z 0 , f 0 , e 0 , x 0 to (4) then z 0 , f 0 , e 0 is a solution to (8) . Thus no information about the model behavior is lost when rewriting (4) as (8) , see [26] .
Stochastic characterization of fault modes
To describe the behavior of system (4), the term fault mode is used. A fault mode represents whether a fault f i is present, i.e., f i =0, where0 denotes a vector with only zeros. With a little abuse of notation, f i will also be used to denote the fault mode when f i is the present fault. The mode when no fault is present, i.e., f =0, is denoted NF.
Let τ = N H Lz, which is the left hand side of (8) . The vector τ ∈ R nly−lx depends linearly on the fault vector f and the noise vector e and represents the behavior of the model, see [26] . A non-zero fault vector f only affect the mean of the probability distribution of the vector τ .
Let p(τ ; µ), denote a multivariate probability density function, pdf, with mean µ describing τ , where µ depends on f . The mean µ = N H F i θ, where the matrix F i ∈ R n(lx+ly)×n contains the columns of F corresponding to the elements of f i in (5), is a function of the fault time profile f i = θ. Let Θ i denote the set of all fault time profiles θ corresponding to a fault mode f i which for example could look like the fault time profiles in Fig. 1 . For each fault time profile f i = θ ∈ Θ i which could be explained by a fault mode f i , there is a corresponding pdf p(τ ; N H F i θ). According to this, each fault mode f i can be described by a set of pdf's p(τ ; µ), giving the following definition.
Definition 1 Let Z fi denote the set of all pdf 's p(τ ; µ(θ)), for all fault time profiles θ ∈ Θ i , describing τ which could be explained by the fault mode f i , i.e.
The definition of Z fi is a stochastic counterpart to observation sets in the deterministic case, see [24] . Each fault mode f i , including NF, can be described by a set Z fi . The set Z NF describing the fault-free mode typically only includes one pdf, p NF = p(τ ;0). Note that the different sets, Z fi , does not have to be mutually exclusive since different fault modes could affect the system in the same way, resulting in the same pdf. A specific
A graphical visualization of the sets Z f i and Z f i and the smallest difference between p i θa ∈ Z f i and a pdf p j ∈ Z f j .
fault time profile f i = θ corresponds to one pdf in Z fi and is denoted
Using Definition 1 and (10), isolability (and detectability) of a window model (4) can be defined as follows.
Definition 2 (Isolability (detectability)) Consider a window model (4). A fault f i with a specific fault time profile θ ∈ Θ i is isolable from fault mode f j if
Similarly, if p i θ / ∈ Z NF , the fault is detectable, i.e., the fault is isolable from the fault-free mode.
Quantitative detectability and isolability
Consider two pdf's, p i θa ∈ Z fi and p j θ b ∈ Z fj , describing τ for two different faults with given fault time profiles f i = θ a and f j = θ b respectively. The more the distribution of the observations differ between two fault scenarios, the easier it is to isolate the faults. Therefore, a measure of difference between probability distributions can be used to quantify isolability between faults. The basic idea is illustrated in Fig. 2 can graphically be interpreted as the distance and the closer the pdf's are, the more similar are their distributions.
To motivate the distance measure that will be used, consider the task of isolating a given fault time profile f i = θ a from fault time profile f j = θ b . Therefore, consider the hypothesis test
( 11) and, to solve it, consider as test statistic the loglikelihood ratio
where L p (τ ) is the likelihood of τ given the pdf p. In case that hypothesis H 0 is true, i.e., fault f j = θ b is the true fault, then observations τ are drawn from a distribution p
and E[λ(τ )] ≤ 0. In case hypothesis H 1 is true, i.e., fault f i = θ a is the true fault, observations are drawn from p i θa and E[λ(τ )] ≥ 0, see [2] . Thus, λ changes sign, in the mean, with the two hypotheses. Therefore, the mean of λ(τ ), under H 1
is an indicator on how difficult it is to isolate fault f i = θ a from fault f j = θ b . The right hand side of (12) ).
Generally, the Kullback-Leibler divergence between two pdf's p i and p j is defined as
where
In the hypotheses in (11), fault sizes are completely specified but in the general case the fault sizes are not known and we want to isolate a particular fault f i = θ from a fault mode f j . It is then natural to quantify the isolability performance as the minimal expected value of λ(r), i.e., the Kullback-
with respect to p j ∈ Z fj is the same as maximizing the maximum likelihood estimate of p j ∈ Z fj to p i θ , see [7] . Based on this discussion, the measure of isolability performance is then defined as follows.
Definition 3 (Distinguishability) Given a sliding window model (4), distinguishability D i,j (θ) of a fault f i with a given fault time profile θ from a fault mode f j is defined as
where the set Z fj is defined in Definition 1 and p i θ in (10) .
Note that in Definition 3, the additive noise in (1) is not required to be i.i.d. Gaussian. Distinguishability can be used to analyze either isolability or detectability performance depending on whether Z fj describes a fault mode or the fault-free case.
The measure defined in Definition 3 does not directly relate to, for example, probability of detection or isolation of a specific fault. However, it turns out that distinguishability is, in the Gaussian case, closely related to the performance of optimal residual generators. This fact is explained in detail and discussed further in Section 5.
Two properties of the index D i,j (θ) are given in the following propositions. Proposition 1 presents a necessary and sufficient condition for isolability, while Proposition 2 shows that it is easier to detect faults than isolate faults.
Proposition 1 Given a window model (4), a fault f i = θ ∈ Θ i is isolable from a fault mode f j if and only if
j for all p j ∈ Z fj and f i = θ is isolable from f j which proves Proposition 1.
Proposition 2 If0 is a boundary point of
PROOF. If0 is a boundary point of Θ j , then p NF is a boundary point of Z fj and there exists a limit p j ∈ Z fj such that
which proves Proposition 2.
From now on, it is assumed that Θ i = R n \ {0} for all i = 1, 2, . . . , l f and then Proposition 2 holds.
Computation of distinguishability
The definition of distinguishability in Section 3.3, given a model in the form (4), is general for any type of multivariate pdf (10) describing the vector τ for a given θ ∈ Θ i . Computing (15) requires solving a minimization problem which can in general be difficult. In this section, the vector e in (4) is assumed to be Gaussian distributed with covariance Λ e ∈ R n(lv+lε)×n(lv+lε) . Model uncertainties and disturbancies only containing a limited band of frequencies, e.g., low-frequency disturbances, can be included in (1) by adding noise dynamics to the model, see [17] . If e is Gaussian and (6) is fulfilled, then N H N e in (8) is Gaussian distributed with positive definite covariance matrix
and (15) can be computed explicitly.
To simplify the computations of (15), it is assumed without loss of generality that Σ is equal to the identity matrix, that is
Note that any model in the form (4), satisfying (6), can be transformed into fulfilling Σ = I by multiplying (4) with an invertible transformation matrix T from the left. The choice of matrix T is non-unique and one possibility is
where Γ is non-singular and
is satisfied, and T 2 is any matrix ensuring invertability of T . Matrix Γ can, for example, be computed by a Cholesky factorization of the left hand side of (20) .
Given the assumption in (18) , it holds that Σ = I. In (8), all modeled faults f are additive and only affect the mean of τ . Then the pdf, p(τ ; µ), describing τ in the Gaussian case is defined as
which is the multivariate Gaussian pdf with unit covariance matrix.
The vector τ is described, for any fault time profile, by a multivariate Gaussian pdf. Thus the Kullback-Leibler divergence is computed for two multivariate Gaussian pdf's with equal covariance Σ = I, p i ∼ N (µ i , I) and p j ∼ N (µ j , I). Then (13) can be written as
Note that (21) is invariant to linear transformations, i.e., multiplying (4) from the left by an invertible matrix T will not affect the computed distinguishability. The invariance is easily verified by usingp
where T is a non-singular transformation matrix, then
To derive an explicit expression of (15), the following standard result will be used.
Lemma 1
where the rows of N A is an orthonormal basis for the left null space of A.
PROOF.
Minimizing the left hand side of (23) is equivalent to projecting b onto the orthogonal complement of A, Ker(A), with the projection matrix P = N T A N A . This gives that
Theorem 1 Distinguishability for a sliding window model (4) with Gaussian distributed stochastic vector e, under assumption (18), is given by
where the rows of N (H Fj ) is an orthonormal basis for the left null space of (H F j ).
Before proving Theorem 1, note that distinguishability for a general model in the form (4) under assumption (6) can be computed by:
1. applying the transformation (19), 2. redefining the matrices L, H, F , and N given the transformed model fulfilling assumption (18) , and 3. computing distinguishability using (24) .
PROOF. The set Z fj is parametrized by f j = θ j , thus minimizing (15) with the respect to p j ∈ Z fj is equal to
Assumption (18) gives that Σ = I. Then,
where Lemma 1 is used in the second and fourth equality.
Note that, if a fault time profile θ is multiplied with a scalar α ∈ R, Theorem 1 gives that distinguishability is proportional to the square of the parameter α, i.e.,
Example 2. In this example, distinguishability is computed to analyze diagnosability performance and the result is compared to the deterministic analysis of the spring-mass model (2) made in Example 1. The model is rewritten as a window model of length three in the form (4). Then, distinguishability is computed for each fault pair where the fault time profile is assumed to be constant of amplitude one, i.e., θ = (1, 1, 1) T . The computed distinguishability is summarized in Table 2 . Table 2 Computed distinguishability of (2) when rewritten on the form (4) where n = 3 and θ = (1, 1, 1) T . Table 2 shows that it is easier to detect the sensor faults f 3 and f 4 than the actuator fault f 1 and a change in rolling resistance f 2 for the constant fault time profile, since 1.02 > 0.16 and 1.07 > 0.16. A comparison of Table 2 and Table 1 shows that all positions marked with X in Table 1 correspond to nonzero distinguishability in Table 2 . Table 2 also shows that distinguishability of isolating each of the faults from the other faults never exceeds distinguishability of detecting the faults, which follows from Proposition 2.
Di,j(θ)
If instead a window model of length n = 6 is analyzed, i.e., the window length is doubled, then the computed distinguishability is shown in Table 3 . A comparison of Table 3 and Table 2 shows as expected that the increased window length results in higher distinguishability for the different fault pairs. Note also that, for example, distinguishability is higher for detecting f 1 and f 2 , 4.21, than f 3 and f 4 , 2.47 and 3.87 respectively, which were the opposite situation for n = 3. Table 3 Computed distinguishability of (2) when rewritten on the form (4) where n = 6 and θ = (1, 1, 1, 1, 1, 1 If instead the window length is decreased from n = 3, detectability and isolability performance is lost. In Table 4 distinguishability is computed where n = 2. The analysis shows that, for the spring-mass model, if the window length is lower than three then a constant fault f 1 or f 2 can not be detected or isolated. When analyzing the model (2) it turns out that to have enough redundancy in the data to detect f 1 and f 2 , a window length of at least n = 3 is needed due to the model dynamics.
To detect and isolate f 3 and f 4 from f 1 and f 2 requires only n = 1 because it is sufficient to take the difference of the two sensors y 1 and y 2 for obtaining redundancy. Table 4 Computed distinguishability of (2) To illustrate how a different fault time profile effects the distinguishability consider as a comparison to the constant fault time profile used in the computation of Table 3 a step where θ = (0, 0, 0,
T . The amplitude of the step is chosen such that the energy of the fault time profile here is equal to a constant fault of amplitude one, i.e., θ T θ is equal for the two fault time profiles in the comparison. The distinguishability for this step fault is shown in Table 5 . The distinguishability in Table 3 is lower except for isolating f 3 and f 4 from f 1 and f 2 then in Table 5 . Thus it is more difficult to detect or isolate a fault behaving like a step even though the amplitude is higher compared to a constant fault. Finally, in Table 5 , distinguishability for detecting f 1 and f 2 , is lower than detecting f 3 and f 4 which is the opposite to Table 3 . This is due to the fact that only three time instances in the time window are effected by the fault and hence is similar to the case in Table 2 . Table 4 is used to state which faults that are theoretically isolable in (1), then it could be wrongly concluded that f 1 and f 2 are not isolable at all. Therefore, distinguishability should be computed for n ≥ l x + 1, or a deterministic isolability analysis could be performed, see [23] .
Relation to residual generators
An important property of the computed distinguishability for a model (4) with Gaussian distributed stochastic vector e is the connection to the performance of residual generators. The connection between distinguishability and residual generators shows the relation between computed distinguishability and achievable diagnosability performance. In this section these relations are derived.
A linear residual generator is here defined, in a direct stochastic extension to the definitions in [13, 14, 33] , as Definition 4 (Linear residual generator) A linear function r = R z, with the scalar r as output and z as defined in (3), is a residual generator for (4) if r is zero mean in the fault free case. A residual is sensitive to a fault if the transfer function from fault to residual is non-zero.
A residual generator that isolates a fault f i from f j , is a residual that is sensitive to f i but not to f j . To design a residual generator isolating faults from fault mode f j , multiply (4) from the left with γN (H Fj ) where γ is a row-vector to obtain
Here, γN (H Fj ) Lz is a residual generator that isolates from fault mode f j . If only detectability, and not isolability, of f i is considered, N (H Fj ) is replaced by N H . The vector γ parametrizes the space of all linear residual generators decoupling f j , and is a design parameter selected to achieve fault sensitivity.
To quantify the performance of a residual generator (25) , the following definition is used. Table 5 Computed distinguishability of (2) when rewritten on the form (4) where n = 6 and θ = (0, 0, 0, (25) where e is a stochastic vector with covariance Λ e . The fault to noise ratio, FNR, for a given fault f i = θ, is defined as the ratio between the amplified fault time profile, λ(θ) = γN (H Fj ) F θ and the standard deviation of the noise σ as
Note that (25) is in the same form as (4) and can be seen as a scalar model. Therefore distinguishability, and Theorem 1 can directly be used to analyze isolability performance of a residual generator. A superscript γ is used, D γ i,j (θ), to emphasize that it is computed distinguishability of a specific residual generator with a given γ. The connection between distinguishability and the FNR is given by the following result, which also gives an alternative way of computing distinguishability for a scalar model.
Theorem 2 A residual generator (25), for a model (4)
where e is Gaussian distributed under assumption (6), is also Gaussian distributed N (λ(θ), σ 2 ) and
where θ is the fault time profile of a fault f i , and λ(θ)/σ is the fault to noise ratio with respect to fault f i in (25).
PROOF. Assumption (6) on the model (4) directly implies that (6) is fulfilled also for the residual generator (25) . However, there is no guarantee that (25) fulfills (18) and the 3-step procedure after Theorem 1 must be used. After the transformation, the model is
where σ is the standard deviation of the residual in (25) . Note that the matrices L, F , and N are redefined in (27) and the new corresponding H is the empty matrix. Model (27) fulfills (18) and Theorem 1 gives that 
Using this result and assumption (18) , the variance σ 2 in Theorem 2 can be written as
Finally, Cauchy-Schwarz inequality gives
with equality if and only if γ and
Theorem 3 shows that distinguishability of a residual never can exceed the distinguishability of the corresponding model. The result of Theorem 3 shows that an optimal residual for isolating a fault mode f i from a fault mode f j is obtained if γ = k N (H Fj ) F i θ T for any non-zero scalar k. Such a residual has the highest FNR of fault f i that any residual decoupling f j can have. A key observation here is that by computing distinguishability for a model (4), maximum achievable FNR of a residual generator (25) is known. To implement a diagnosis algorithm with optimal single fault distinguishability to detect and isolate l f single faults from each other thus requires at most
Example 3. Now, Theorem 3 is applied to the springmass model (2), with n = 3, to generate residual generators which achieves maximum FNR. The fault time profile is chosen as θ = (1, 1, 1) T , i.e., a constant fault with amplitude one. Maximum distinguishability is given in Table 2 and shows the upper limit of FNR which can be achieved.
The vector γ is computed as
where k ∈ R is non-zero, and an optimal residual generator, isolating a constant fault f i from any fault f j , is computed using (25) as
Using (28) and a suitable k, a residual generator isolating f 3 from f 1 with maximum FNR is
which has a FNR, with respect to f 3 , Distinguishability of r in (29) for isolating f 3 , with a constant fault time profile of amplitude one, from f 1 is computed using Theorem 2 as 1.00 which is equal to the corresponding position in Table 2 . This means that (29) is also optimal in isolating f 3 from f 2 and also isolating f 4 from f 1 and f 2 respectively.
The performance of a residual generator can also be visualized using a ROC-curve which shows the ratio between the probability of detection and false alarm, see [20] . Consider the computed distinguishability for the spring mass model in Table 3 . Distinguishability for detecting f 2 is higher than detecting f 3 , 4.21 > 2.47, and the ROC-curve for the corresponding optimal residuals using Theorem 3 is shown in Fig. 3 . A higher distinguishability corresponds to a higher ratio between the probability of detection and false alarm.
Diesel engine model analysis
Distinguishability, as a measure of quantified isolability, has been defined for discrete-time linear descriptor mod- Fig. 3 . A ROC-curve comparing probability of detection and false alarm for two residuals with different computed values of distinguishability. A higher distinguishability corresponds to a higher ratio between the probability of detection and false alarm. els written in the form (4). Typically, many industrial systems exhibits non-linear behavior. The purpose here is to demonstrate how the developed theory can be used also to analyze dynamic non-linear models of industrial complexity. Here, a model of a heavy duty diesel engine is analyzed by linearizing at different operating points of the engine and then computing distinguishability for each linearization point.
Model Description
The considered model is a mean value engine model of gas flows in a heavy duty diesel engine. The model is documented in [30] and an overview is shown in Fig. 4 . The model considered here has 11 internal states; four actuators: fuel injection u δ , valve controls u egr and u vgt , and throttle control u th ; and four measured signals: turbine speed ω t , pressures p em and p im , and air mass-flow past the compressor W c . The model has been extended with 13 possible faults indicated by arrows in Fig. 4 . The faults are briefly described in Table 6 and can be divided into four groups: f 1 , . . . , f 4 are actuator faults, f 5 , . . . , f 8 are sensor faults, f 9 , . . . , f 12 are leakages, and f 13 is degraded compressor efficiency. Actuator faults and sensor faults are modeled as a bias of the nominal value. Leakage flow is modeled as proportional to the square root of the pressure difference over the leaking hole. Degraded efficiency of the compressor is modeled as a proportional negative fault to the compressor efficiency map. The faults f i are shown in Table 6 and the fault sizes f i = θ i have been selected in the order of 10% of a nominal value of the corresponding model variable.
Uncertainties must be introduced in the model, and it is important how it is made because it significantly affects the result of the analysis. In this case, model uncertainties, actuator noise and measurement noise have been modeled as i.i.d. Gaussian noise. In [30] , the model uncertainties for each sub model were analyzed by comparing simulation with measurement data. The model uncertainties are modeled as process noise where the standard deviations of the process noise are selected pro- Table 6 . Table 6 Implemented faults in the diesel engine model where nom = "nominal value" and ∆px = px − patm. portional to the uncertainties in the model according to [30] . The model uncertainties are assumed proportional to the amplitude of the submodel outputs, e.g., the flow out of the throttle. More detailed information of the sub models are described in [30] . Also, actuator noise and sensor noise were added, where the standard deviation of the actuator noise is chosen as 5% of maximum value and sensor noise as 5% of a nominal value.
Diagnosability analysis of the model
The dynamic non-linear diesel engine model is analyzed to see how the distinguishability for the different faults varies with the operating point of the engine.
The non-linear model is time-continuous and in the forṁ
To linearize (30), the system is simulated when a constant actuator signal u[t] = u s is applied to the fault-free and noise-free system until steady-state is reached, i.e.,
Then (31) is static and linearized around x(t) = x s , u(t) = u s , f (t) = 0, v(t) = 0, and ε(t) = 0 and written as a static version of (1) In this analysis, the model is static and no fault dynamics are considered. Therefore, the window length is chosen as n = 1.
Then, distinguishability can be applied for each linearization point. The operating points are selected from the World Harmonized Transient Cycle (WHTC), see [10] . WHTC is used world-wide in the certification of heavy duty diesel engines and should therefore be suitable to get linearization points which covers most of the operating points of the engine.
Computing distinguishability for each linearization point results in a huge amount of data that is difficult to visualize. For the engine case, 13 faults result in a 13 × 14 sized table of data for each linearization point, if only single faults are considered. Here, to illustrate some of the analysis results, distinguishability for each fault is plotted against a relevant system state variable to see how it varies depending on the operating point. For easier physical interpretation of the result, the square root of the computed distinguishability is plotted. We expect that distinguishability, when trying to isolate a fault f i = θ i from another fault mode f j , never exceeds the detectability performance for the fault according to Proposition 2. What we do not know is how much distinguishability will decrease when isolating from the different faults. Fig. 5 shows the computed distinguishability of a leakage after the compressor f 9 from four different fault modes: no fault, a leakage after the throttle f 11 , a fault f 8 in the sensor measuring W c and a fault f 1 in control signal u δ . The stars in Fig. 5 correspond to the detectability performance which increases with pressure after the compressor and seems proportional to √ p c − p atm . This is expected since the detection is easier with increasing flow. Also, the shape corresponds to how the fault was modeled, see Table 6 . The computed distinguishability for the leakage from the fault in u δ does not differ noticeably, from the no fault case, which is expected since the locations of the faults are not close to each other. Instead, the computed distinguishability for the leakage from the sensor fault or the leakage after the throttle are much lower since they are physically closer to each other in the model. This means that isolating a leakage after the compressor from a leakage after the throttle, or from a fault in the sensor measuring W c , should be more difficult than only trying to detect the leakage. However, there is little difference between detectability performance and isolating from an actuator fault in u δ .
In Fig. 6 , computed distinguishability for a fault f 7 in the sensor measuring the pressure p im is shown. Detectability of the sensor fault, represented by the stars, has a peak around p im ≈ p atm where the fault is relatively large compared to p im . When isolating the sensor fault from a compressor degradation f 13 distinguishability is not changed which could be explained by that the faults are located far from each other. Note that distinguishability is clearly lower when isolating the sensor fault from a fault f 5 in the sensor measuring ω t , comparing to the degradation, except an increase around p im ≈ p atm . Even though the faults are close to each other the isolability performance is different. When isolating the sensor fault from a leakage after the throttle f 11 , distinguishability is low but increases when p im decreases. This behavior could be explained by that the sensor fault becomes relatively larger when the measured pressure decreases. The increase of distinguishability around p im ≈ p atm seems to depend on the feedback from the compressor which is decoupled when isolating from the leakage.
The computed distinguishability in Fig. 5 and Fig. 6 shows how diagnosability performance of a non-linear model is analyzed. Non trivial results are presented but also physical interpretations of the analyzes which shows that distinguishability also could be used in the nonlinear case. Both Fig. 5 and Fig. 6 show how distinguishability varies for different operating points. This information is useful when designing a diagnosis algorithm because it tells when it should be easiest to detect the different faults and isolate them from the other faults.
Conclusions
The topic addressed in this paper is how to quantify diagnosability properties of a given model, without design- Isolating from fault in actuator u δ Fig. 5 . Computed distinguishability for a leakage after the compressor. Distinguishability for a leakage after the compressor from the no fault case, i.e., detectability performance, increases by increasing compressor pressure. Isolating the leakage from a leakage after the throttle, or a fault in the sensor measuring the mass flow through the compressor, affects the performance negatively while isolating from a fault in control signal u δ does not affect the performance noticeably. Isolating from fault in sensor ω t
Isolating from compressor degradation η c Fig. 6 . Computed distinguishability for an additive fault in sensor measuring pim. Distinguishability is not changed when isolating from a degradation in the compressor compared to detectability. There is a peak for distinguishability around pim ≈ patm except when isolating from a leakage after the compressor. Distinguishability increases when pim goes to zero because the sensor fault becomes relatively large compared to the measured pressure.
ing any diagnosis system. Here, discrete-time dynamic descriptor models are considered where uncertainties are described by stochastic processes with known characteristics. The descriptor model is written as a window model by considering the model dynamics for a time window of certain length.
A key contribution is the definition of distinguishability, a detectability and isolability performance measure, which is based on the Kullback-Leibler divergence to measure the difference between probability distributions of observations under different fault modes. It is important that distinguishability is a model property. Also, a method to analyze quantitative diagnosability performance using distinguishability is derived 1 .
A second key contribution is the analysis of the connection between distinguishability and residual generators. If the model uncertainties are Gaussian distributed then it is proved that distinguishability of the model gives an upper bound to the fault to noise ratio (FNR) for any residual generator. It is also shown how to design a residual generator with maximum FNR.
Finally, the developed theory and algorithms are applied to a non-linear industrial sized model of a diesel engine. The analysis is used to evaluate and exemplify an application of the methodology derived in this paper. Nontrivial results are derived on how detectability and isolability performance varies with the operating point of the diesel engine.
