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Introduction
Improvised explosive devices (IEDs) represent a growing international threat, as they are often used for terrorism or sabotage. Even a small person-borne IED (PBIED) containing a few kilograms of explosive can be carried into crowded areas, or near critical infrastructures, and detonated with devastating conse-5 quence [1, 2, 3] . Modeling and simulation can provide a means to assess IED threats. Simple scenarios may be investigated with fast running engineering tools based on simplified models, but more complex cases typically require computational fluid dynamics (CFD) and multiphysics simulations. In the current work, we develop numerical simulations to investigate the detonation of small 10 explosive charges which are representative of PBIED threats. Improvised devices are often packed with metal objects, such as nails, nuts, bolts, or ball bearings, to generate shrapnel [2] . These fragments can increase the directional force of the explosion and cause injuries at much greater distances than the blast overpressure alone [4] . Historical analysis of bombings and IED attacks have 15 shown that secondary blast injuries, such as ballistic wounds from fragments, account for the majority of injuries observed in survivors [4, 2] . Primary blast injuries, such as eardrum rupture or pulmonary barotrauma (blast lung), are also commonly observed in bombing victims nearer to the explosion. In this work, we present a method for simulating IEDs, which can generate high ve-20 locity fragments, and assessing blast injuries. The basic underlying numerical schemes have been validated in our previous work [5, 6] and the current focus is to demonstrate their predictive capability.
There is a considerable amount of previous work for modeling explosions in urban areas. For example, Rose and Smith [7] conducted a comprehensive 25 experimental and simulation campaign for blast propagation in various street layouts. Their tests demonstrate the "channeling" effect which enhances blast pressure and impulse when the explosion is confined by a narrow street. Advances in computing technology and numerical methods have made it possible to run very large-scale simulations of air blasts in real city geometries. Löhner
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A C C E P T E D M A N U S C R I P T et al. [8] presented results of urban explosion simulations with an impressive 1.5 × 10 9 elements which run on 5 × 10 4 cores of a distributed computing system. Running simulations of this scale requires access to very large computing systems, which are not always available to the researcher. Fortunately, it is possible to achieve accurate blast predictions from coarser grid simulations on 35 workstations, or even notebook computers [9] , by using a multi-mesh approach with careful attention to discretization in critical areas.
The above examples consider large explosions such as vehicle bombs in outdoor environments. However, PBIED threats are likely to be smaller charges that are encountered indoors or in enclosed environments. In these cases, the 40 confined space causes multiple internal shock reflections which lead to complex pressure wave profiles. This amplifies the lethal effect of blast waves and is associated with higher levels of injury [1, 2, 3] . The complexities of internal blast loading are discussed by Baker [10] and can be observed in various scenarios such as explosions in tunnels [11] , underground train stations and train [13] . This provides an impetus for the tunnel and subway explosion scenarios considered in our current work.
Predicting the acceleration of fragments is another important aspect of IED 50 modeling. For cased charges, a first-principles model of fragmentation would require coupling the detonation gases flow with a structural dynamics solver that has a complete material model, constitutive model, and fracturing scheme for the casing. Such methods have been applied to modeling warhead fragmentation [14] , but for the current work we seek a less computationally expensive 55 model. Lagrangian particle methods can be used to represent fragments and readily coupled with existing compressible flow solvers. Point-particle methods are well-suited to represent small particles in flows with strong shocks [15, 16] .
However, there are some notable limitations of the point-particle model when applied to explosive-driven fragments [6] . The difficulty lies in representing typ-60 ical fragments, which have dimensions on the order of several millimeters. In
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A N U S C R I P T conventional point-particle methods, the particle diameter (d p ) should be less than the fluid grid size (δ). We relax this requirement by assuming there are a relatively small number of particles, which generally will not occupy the same fluid cell. In practice, this allows smaller grid sizes of around δ = 0.5d p . Addi-65 tionally, the cell size over the explosive geometry needs to be sufficiently small for an accurate resolution of the detonation shock. Programmed burn detonation models do not resolve the reaction zone, but a pseudo-reaction zone with a length of a couple computational cells is created. Experience has shown that the detonation model works well when there are at least 20 cells across the explosive 70 thickness. Combining these constraints effectively prohibits the point-particle method from being used for very small (or thin) charges unless the fragments are also small. On the other hand, the method is suitable for charge sizes of a few kilograms with particles a few millimeters in diameter. The current work investigates scenarios with IEDs in this range.
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In this paper, we describe the two-way coupled Euler-Lagrange point-particle method for modeling explosive detonations and particle acceleration. This builds upon our previous work [5, 6, 17] . We present the governing equations for the fluid in Section 2.1 and particles in Section 2.2. Then, the underlying numerical method is discussed in Section 2.3. In Section 3, we examine test cases 80 of explosions in confined spaces. This includes blast in a semi-confined tube and an explosion on a subway train platform to demonstrate key elements of blast risk analysis with numerical models. The Euler-Lagrange particle method is then used to model fragments accelerated by three different IED charge shapes.
Finally, we present a case of near field explosion with blast and fragments acting 85 on a rigid model of a bomb technician. Some conclusions and implications of this work are discussed in Section 4.
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Numerical Methodology

Governing equations for the multimaterial fluid
The unsteady inviscid compressible multimaterial flows are governed by the Euler equations with the five-equation model proposed by Allaire, Clerc, and
Kokh [18] . The governing equations can be compactly expressed as
where the conserved variables vector U, flux vector F, and source vector S are defined by
Here, ρ is the mixture density, u is the velocity vector, E is the specific total 
where ρ i is the phase density, e is the specific internal energy of the multimaterial 90 mixture. The interphase coupling terms for the Lagrangian particles, S m and S e , are defined in Section 2.2. The particles are assumed to be solid and nonreactive, with inter-phase mass transfer (e.g. particle burning) and heat transfer neglected.
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The five equation model is closed by a Mie-Grüneisen equation of state (EOS),
which can be inverted to obtain specific internal energy,
The Grüneisen parameter Γ(ρ) and the reference states, p ref (ρ) and e ref (ρ), can be defined to reproduce different EOSs for gas, liquid, and solid materials [18, 19, 20] . Internal energy for the multimaterial mixture is calculated as
In this manner, material EOS parameters are averaged through the reciprocal of the Grüneisen gamma,
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Simulations of explosive detonation use the ideal gas EOS for the air, shockwave EOS for the unreacted explosive, and Jones-Wilkins-Lee (JWL) EOS for the detonation products. Nonlinear EOSs, such as the shock-wave and JWL EOS, are necessary for modeling materials under very high pressures. Parameters for the JWL EOS are ω, A, B, R 1 , R 2 , and initial density ρ 0 . JWL param-100 eter sets for many explosives can be found in the literature [21] . A generic set of shock wave EOS parameters for the unreacted explosive are automatically calculated by the programmed burn model [5] . terial framework with internal energy and pressure calculated using λ-averaged values of the EOS functions ξ i (ρ i ) and β i (ρ i ). The initial internal energy of the unreacted explosive includes e det , so that the products gain the detonation energy after the reaction is complete. More details on this methodology can be found in [5] . In practice, this provides an inexpensive method for handling an 115 additional EOS without adding to the system of governing equations. However, this method requires the explosive to be stationary during the simulation as λ is not an advected quantity.
Governing equations for particles
From Newton's law, the equations of motion for a particle are
where m p is the mass, x p is position, and u p is velocity of the particle. Particle forces include the quasi-steady drag F qs , the pressure-gradient F pg , and the added-mass F am forces. Particle heating under unsteady shock interactions is included in some particle models in the literature [22, 15, 16] , but typically for small lightweight particles. For particles much larger that the reaction zone, Ripley et al. [22] found that particle heating is mainly due to shock compression and a non-heat-conducting assumption is valid. Therefore, heat transfer terms are neglected for the large rigid particles assumed here. We neglect other forces, such as body forces (buoyancy, gravity, electromagnetic, etc.), lift, and viscous unsteady history forces. Particle-particle interactions are unlikely in the current models and are also neglected. The forces on a spherical particle are
where V p is the particle volume, and ρ f,p and u f,p are the fluid density and velocity at the particle location, respectively. The Eulerian fluid variables at the Lagrangian particle locations (subscript 'f,p') are evaluated by a linear interpolation from neighboring fluid grid points. The drag coefficient C D for spherical particles is found from empirical correlations as a function of the particle Reynolds number (Re p ) and Mach number (M p ),
Here, c f is the fluid sound speed and µ f is dynamic viscosity of the fluid from account for the effects of fluid compressibility [24] . C M has values between 0.5 and 1.0 [6] .
The interphase coupling terms for particle momentum S m and work transfer S e are calculated for each fluid cell as
The interpolation function G i is used to transfer particle forces from the set of particles N with coordinates x i p to the associated fluid cell having coordinates x c . The total particle force is averaged by the volume of the fluid cell, V f . The To prevent large forces concentrated at single fluid grid points, the forces are A C C E P T E D M A N U S C R I P T spread over a larger region of surrounding fluid cells [6] . For extreme cases, 135 limiters may also be applied to the interphase source terms.
Spatial and temporal discretization
The Euler equations for fluid flow are solved with a vertex-centered, edgebased finite volume method on unstructured grids. The three-dimensional computational domain is discretized into non-overlapping tetrahedral elements using 140 a robust Delaunay mesh generation method [25] . A median dual mesh is con- [17] . Gradients are computed from a Green-Gauss method using the primitive variables (ρ 1 z 1 , ρ 2 z 2 , u, v, w, P, z), to avoid pressure oscillations at the interface [18] . The Barth-Jespersen limiter is used to control instabilities near steep gradients after reconstruction [27] . 
1D multimaterial solver
A one dimensional Eulerian multimaterial solver, "1DMM", has been de- the 1DMM solver, we are able to study one dimensional problems with much finer grid resolutions than is feasible for 3D models. 1DMM solutions can also be used to initialize 3D explosion and air blast models, for a combined 1D-3D approach.
Blast risk evaluation
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During an explosion, the rapid expansion of detonation gases compresses the surrounding air and creates a shock wave. The air is initially at an ambient pressure, p 0 , but jumps to the peak overpressure, p m , at the shock arrival time, t a . The pressure then rapidly decays until it reaches p 0 , marking the end of the positive phase. This is usually followed by a negative phase, when the 175 overpressure temporarily drops below the ambient pressure, due to the overexpansion of the high velocity detonation products. Gas-filled organs of the body, such as the ears, lungs, sinuses, and bowels, are susceptible to rupture from both positive and negative pressure waves. The effect of explosions on the brain, i.e. traumatic brain injuries, are now more widely recognized [4] . While 180 some thresholds for brain injuries have been suggested, they are not assessed in the current work as there are multiple injury mechanisms and they remain difficult to predict and diagnose [29] .
Blast severity is commonly characterized by values of peak overpressure and maximum positive phase impulse, I m . Negative phase pressure and impulse are generally neglected in risk analysis because they are much lower and less likely to cause injury [4] . For explosions in confined spaces, multiple secondary shocks can contribute to the positive phase impulse. The peak overpressure and maximum impulse in the simulations are evaluated as
on all wall surfaces over the entire simulated time, t sim .
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Comprehensive reviews of models predicting injury from explosions are given by Baker [10] and Lees [30] . Probit equations, which relate the statistical probability unit (Y ) to injury factors, are widely used to assess hazards in the process industries and are also straightforward to apply during post-processing of the numerical results. First we consider primary blast injuries, which result from direct interaction of the high pressure waves. These include tympanic membrane (eardrum) rupture and lung hemorrhage. Eardrum injuries have lowest threshold (i.e. greatest chance of occurring), but are nonfatal. The probit equation
for eardrum rupture,
is solely a function of p m (Pa) [30] . The mechanisms of blast induced lung injuries are complex and remain a topic of considerable research [31, 29] . Bowen et al. [32] analyzed a large collection of experimental data on thirteen mammalian species and developed 24-hour survival curves for a 70 kg man at different orientations with respect to the blast wave. While the Bowen curves are usually plotted against pressure and positive phase duration, they can also been presented as pressure-impulse (PI) graphs [10] . Probit equations developed from PI graphs in the TNO Green Book [33] can be simplified to
where I m has units (Pa-s). The effective peak overpressure, p eff (Pa), can vary depending on the orientation of the person to the blast and nearby surfaces.
To represent the worst-case, p eff is assumed to be the peak reflected overpressure [30] , and calculated as
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Although the Bowen curves are considered a standard in evaluating lung injury, they were developed from free-field blasts and have questionable applicability for more complex blast scenarios. Consequently, several improved or alternative models have been developed [4, 29, 34] . Bass et al. [35] al. [37] proposed a simplified single point approach to the Axelsson model. In their approximate approach, the inward chest wall velocity V Ax (m/s) due to a shock load with a single peak is
where t eq = 2 Im pm is the equivalent triangular pulse duration and
The correlation between ASII and chest wall velocity determined from the experiments and models is ASII = (0.124 + 0.117V Ax )
2.63 (27) The ASII value can be associated with varying levels of injury. In this study, we consider only a lethality of ≥ 50%, which corresponds to ASII ≥ 3.6. The
Axelsson model can assess injury from multiple shocks in enclosed environments.
However, the procedure for approximating injury from a shock with two peaks using the single-point approach is significantly more complex [37] . This would 190 require tracking peak pressures and impulse of individual shocks, which is not practical in large simulations. Instead, a single t eq for the entire blast event is calculated directly from p m and I m .
Other fatal injury modes include whole body displacement with either whole body impact or head impact (skull fracture). These are evaluated from the
probit equations in Lees [30] :
Probit values are transformed to a probability of occurrence (percentage of the affected population), R, through the correlation
which is valid over the range 3.36 < Y < 6.64 (i.e. 5% < R < 95%) [38] .
A review of fragment injuries and models is provided by Baker [10] and Overpressures from the simulations are compared with test data for the two gauge locations in Figure 3 . The experimental data has been processed with a low-pass filter to reduce noise. After detonation, there are multiple shock reflections from the tube walls. These shocks coalesce as they propagate down hand-packed and at a lower density than the JWL parameters. Nonetheless, the overall agreement with the test data is very good.
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Explosion on a subway train platform
This numerical test demonstrates application of the simulation method for risk assessment of explosions and terrorist attacks on land mass transport infras- Step 2 has a cell size of 30 mm near the explosive which increases to a background size of 100 mm.
At the end of step 2 (t = 100 ms), the reflected shock pressures are reduced to 315 near ambient conditions and the maximum impulse has been captured. Table 5 gives a summary of mesh and run times on the HP Z800 workstation. The total number of elements (n el ), number of processors used (n CPU ), simulation time (t sim ), and actual run time (t solve ) are given for the 10 kg C4 simulations. The 30 kg C4 simulations were run on the same grids, but step 1 run time and total 320 solve times differ slightly. Step# n el n CPU t sim (ms) t solve (hr) the simulation).
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The probability of eardrum rupture in the 10 kg subway explosion is shown in Figure 7 . There are four regions of probability ranges indicated. The region of > 90% risk of eardrum rupture charge covers the area up to roughly 6.5 m from the explosive. Further from the explosive, the risk drops rapidly to below 50% but remains above 5% throughout the rest of the domain. In this scenario,
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shock reflections from the wall behind the charge will also cause higher pressures and injury risks on the opposite side of the tunnel (near the train tracks).
Peak overpressures from an unconfined explosion have been calculated using the empirical correlations of Kingery and Bulmash [42] for a hemispherical TNT surface burst (assuming a TNT equivalency of 1.37 for C4 [42] ). Empirical than it does along the platform. This is due to the higher impulse along the tracks as the blast wave is reflected off the opposite side of the tunnel and is channeled along the tracks.
Regions of 50% probability of death from whole body displacement with body impact or head impact are shown in Figure 9 . While the risk of death volume is expected to amplify the blast and increase the injury risks. The presence of people or movable objects in the model would potentially decrease the size of the injury regions as some of the blast energy would be absorbed [13] .
Explosive geometry influence on fragment acceleration
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A C C E P T E D M A N U S C R I P T Figure 9 : The 50% probability of death due to whole body displacement with body impact or head impact during an explosion of (a) 10 kg and (b) 30 kg C4 on the subway platform.
Many factors can influence the acceleration of fragments during an IED detonation. These include the mass and distribution of fragments, properties of the metal, mass and energy output of the explosive, and the explosive configuration. The Gurney model is commonly used to predict velocities of fragments in contact with an explosive, such as from cased charges [42, 43] . For common symmetric configurations, the Gurney equations can be generalized as
, where Φ =
for a sphere
for a cylinder
where √ 2E is the Gurney characteristic velocity, which is related to the chemical energy of the explosive, and C/M is the ratio of charge mass to metal mass.
These expressions account for energy losses due to finite sized charges [43] . As L → ∞ for a cylinder, the equation reduces to an infinite-length cylinder configuration. Likewise, as D → ∞ for a disk, the equation reduces to the symmetric 390 sandwich configuration. For a given C/M , Gurney analysis predicts that a symmetric sandwich will produce the highest fragment velocities, followed by an infinite-length cylinder, and finally a spherical charge. This can be attributed
A C C E P T E D M A N U S C R I P T
to the confinement of the detonation gases provided by each configuration.
The Gurney model assumes that most of the detonation energy is trans-395 ferred into kinetic energy of the metal casing before it fractures. As the casing breaks apart, there is gas leakage and the energy transfer is terminated. Gurney characteristic velocities are based on carefully controlled experiments, and are known to overpredict velocities if fracturing occurs early [42] . Consequently, the Gurney equations are not well-suited for predicting the velocities of preformed 400 fragments with gaps. This situation arises with IEDs which contain preformed fragments, such as nuts, bolts, nails, or ball bearings packed around an explosive. Preformed fragments have also been used in experiments, such as the dense fragment generator described by Lixin et al. [44] which used a tamped conical/disk-shaped charge to drive 5 mm steel balls. In their Gurney analysis,
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Lixin et al. applied a 'correction factor' which reduced the predicted V G by 10%.
The objective of the current numerical study was to investigate IED fragment acceleration for different charge geometries. The 3D simulations consist of symmetric configurations of spherical, cylindrical, and disk shaped C4 explosive charges surrounded by a layer of spherical fragments. The simulations utilized three symmetry planes to reduce computational cost. Simulation domains with dimensions are shown in Figure 10 for the different configurations. The fragments were modeled as Lagrangian particles which were located around the radius of the sphere and cylinders, and on the ends of the disks. In each case, the effective charge thickness (the distance from the center of the explosive to the nearest surface) was 50 mm. However, this constraint results in a varying charge mass for the different explosive geometries. Computational domain sizes were large enough to allow the particles to reach a constant terminal velocity,
The study included two length-to-diameter (L/D) ratios for cylindrical and disk charges to assess the effect of increased geometric confinement (reduced side/end losses). With L/D = 1.0, the cylinder and disk explosive dimensions are identical. The particles were steel (ρ = 7800 kg/m 3 ) with a diameter of
To generate the initial locations of the closely packed particles, a mesh of triangular elements covering the surface of the explosive was generated with a cell size of 5 mm. Initial particle locations were then defined using the coordinates of the mesh vertices. The surface meshes were shrunk slightly to ensure that no particles were located on the symmetry planes. Table 3 415
gives the explosive radius D/2, explosive half length L/2, number of Lagrangian particles n p , explosive mass m c , and total particle mass m p for the charge configurations as modeled (one-eighth of the full geometry). Table 3 : Explosive dimensions, explosive mass, number of particles, and total particle mass in the IED charge shape simulations.
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A N U S C R I P T δ/d p = 0.5. The explosives were center-initiated and the simulations were run to t sim = 80 µs. Each simulation domain contained approximately 10 6 tetrahedral cells and required less than one hour to complete, running on 10 processors of the HP Z800 workstation. We define the variable
to express the initial particle position relative to the detonation point, Table 4 gives C/M ratios for the configurations, particle velocities from simulations, calculated Gurney velocities, and a ratio of simulated and Gurney veloc- tions, implying that a large amount of energy is not transferred to the particles.
Calculations with end losses show a somewhat better agreement, but the trend Previous work [6] has shown that the point-particle approach underestimates the velocity of explosive driven fragments. However, the current analysis pro- Charge shape account for more than 90% of the total particle force. In the cylinder and disk configurations, the unsteady forces continue to act on the particle for a longer duration, contributing to higher velocities for those geometries.
IED blast on a bomb disposal technician
This numerical test case is inspired by the full-scale experiments on Explosive
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Ordinance Disposal (EOD) bomb suits described by Dionne et al. [45] and Bass et al. [31] . In the tests, a mannequin representing a 50 th percentile North
American male (height = 1.75 m, weight = 77 kg) was dressed in the EOD suit and placed in a kneeling positions to represent a common EOD work condition.
The EOD mannequin was subjected to close range explosions from a 0.567 kg 475 spherical C4 charge at chest height (77 cm) and approximately 60 cm standoff from the kneeling mannequin. The EOD suit is specifically designed to dissipate the blast and protect vital organs in the chest from compressive pressure loads and fragments.
We consider a scenario with a similar charge weight and standoff distance and run times on the HP Z800 workstation is given in Table 5 .
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Simulation results at the end of step 1 (t = 0.03 ms) are shown in Figure 13 .
The blast wave forms a bell-shape, due to the cylindrical charge geometry and shock reflection off the bench surface. The particles have reached their maximum velocity of approximately 1100 m/s. The z = 0 isosurface denotes the interface between the explosive detonation products and air.
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In step 2, the blast wave and fragments propagate outward and impact the 
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Conclusions
This work has demonstrated the capabilities of a coupled Euler-Lagrange simulation method for assessing risk from IED threats in realistic scenarios.
The increasing power of personal computers makes it possible to run larger and 545 more detailed physics-based simulations which can play an important role in countering the growing threat of terrorism and IEDs.
The CFD solver has been validated using test data from an explosion in a partially confined cylinder. In this tunnel-like geometry, the blast quickly evolves into a one-dimensional type shock wave that is more powerful than Developing better predictive tools for real-life IED scenarios is valuable for the future of emergency response planning. Future work will investigate increasing robustness of the particle method, for larger particles and smaller charges,
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and extending the blast risk evaluation models for scenarios of crowded areas.
