This paper reviews recent progress in molecular dynamics simulation of atomic-scale friction measured by an atomic force microscopy. Each section of the review focuses on an individual condition or parameter that affects atomic friction including materials, surfaces, compliance, contact area, normal load, temperature, and velocity. The role each parameter plays is described in the context of both experimental measurements and simulation predictions. In addition, the discussion includes an overview of the research community's current understanding of observed effects, guidelines for implementation of those effects in an atomistic simulation, and suggestions for future research to address open questions. Taken together, this review conveys the message that friction at the atomic scale is affected by many interrelated parameters and that the use of molecular dynamics simulation as a predictive tool can be accomplished only through careful model design.
I. INTRODUCTION
The Amontons-Coulomb law of friction states that the force resisting relative motion between contacting objects, friction, is related to normal load by a constant, the friction coefficient. This relationship has been widely used to describe frictional behavior since its advent in 1699 (Amontons) and 1785 (Coulomb) due to its generality and simplicity. However, despite the success of this phenomenological description, the Amontons-Coulomb law does not capture specific physical processes underlying frictional sliding. Friction has been long recognized as a very complex process, but only recently have measurement technologies and instrumentation been sophisticated enough to enable identification of these complexities. For example, it is now known that contact area evolution is due not only to elastic and plastic deformation but also surface chemistry and environment effects. Understanding these and other factors for a large scale contact is a daunting task. Therefore, many researchers attempt to simplify the problem by focusing on the sliding of a single asperity, where the smallest measurable asperity is usually on the nanoscale. This type of research is also relevant for small scale applications such as MEMS/NEMS or magnetic storage devices where the size of the interface may be on the order of nanometers. In nanoscale contacts, the position and dynamics of discrete atoms can play identifiable roles in determining sliding processes; hence, their sliding resistance is called atomic friction or atomic-scale friction.
The invention of the atomic force microscope (AFM) has enabled quantitative single asperity atomic friction measurements; the first such measurements were reported in 1987. 1 In a typical AFM measurement of friction, a nanoscale tip mounted to a microscale cantilever is pulled to slide against a substrate at a constant normal load as illustrated in Fig.  1(a) . The lateral force resulting from the interaction between tip and substrate, usually a few nanoNewtons, causes torsional twisting of the cantilever, which is recorded by an optical method. The tip is moved back and forth across the substrate, resulting in a force contrast pattern called a lateral force image (friction image) such as that shown in Fig. 1(c) , or a lateral force trace (friction trace) as shown in Fig. 1(e) , which reflect the resistance to sliding as the tip moves over the surface. Due to the atomic discreteness of the surface, the variation of lateral force with displacement is often not smooth but exhibits a saw-tooth pattern that is referred to as stick-slip friction since the tip "sticks" at some position for a while and then abruptly "slips" forward in the direction of lateral forcing. An example of a stick-slip pattern is shown in Fig. 1(e) . This type of data can provide quantitative information about the frictional resistance of the surface, energy dissipation, and the correlation between sliding resistance and the atomic structure of the substrate surface.
AFM experiments have helped reveal many new insights associated with atomic friction. However, the instrument itself does not provide direct information about the interface between nanoscale tip and substrate, the so-called buried interface; this hinders interpretation of observed phenomena. To fill this gap, molecular dynamics (MD) simulation has a) Electronic mail: amartini@ucmerced.edu been introduced to provide a better understanding of the atomic-scale processes in the buried interface. MD simulation is based on a model that describes the interaction energy between atoms and computes the dynamics of atoms through Newton's Second Law. Thus, in principle, the trajectories of each atom in the model system can be predicted. Further, the correlation between atomic behavior and the collective behavior of the system, in this case atomic friction, can be constructed. Indeed, carrying out MD simulation to complement AFM experiments has become commonplace. Figure  1 (b) shows a snapshot of an MD simulation of atomic friction where the model captures the apex of the AFM tip and its interaction with the substrate. The cantilever is introduced in an effective manner through harmonic springs as will be discussed later. A top view of the model substrate is shown in Fig. 1(d) . The consistency of the simulation and experimental friction traces shown in Figs. 1(e) and 1(f) illustrates the potential usefulness of a simulation that can not only reproduce experimental measurements, but shed light on the underlying mechanisms. However, realizing this potential requires that the two methods be matched as closely as possible. This matching will be a theme throughout the following sections.
While much effort has been made to review progress in the field of atomic friction, [3] [4] [5] [6] [7] [8] [9] [10] [11] [12] [13] this review paper specifically focuses on how to design a physically representative MD simulation of atomic friction measured by AFM. In the process, we will review the relevant literature and discuss previous results in the context of MD simulation design. The scope of the review will be limited to solid-solid contact in a vacuum environment. Thus, we will not discuss the topics of liquid lubrication, self-assembled monolayers, humidity effects, or the presence of third bodies.
As will be shown in this review, atomic friction is very sensitive to a variety of parameters including materials, surfaces, compliance, contact area, normal load, temperature, and velocity. For an MD simulation to model an AFM experiment, the effect of each of these factors must be understood and properly modeled so it is consistent with the experiment. Facilitating this process is the primary goal of this review. In each of the subsequent sections, we will focus on one influential parameter. Each section will include an overview of that parameter and its effect on friction from both experimental and simulation perspectives, discussion of the mechanisms believed to underly observed effects, guidelines for implementation of that parameter in an MD simulation, and finally suggestions for future research to address open questions. Taken together, these sections are intended to convey the message that friction at the nanoscale is complex and that using MD simulation to reach its full potential as a predictive tool can be accomplished only through careful model design.
II. MATERIALS A. Overview
Most atomic-scale friction measurements are performed on well-ordered substrate materials so that observed trends can be correlated back to the known atomic structure. The first atomic stick-slip friction was observed on a graphite surface.
1 Graphite is ideal for atomic friction measurements because it can be easily cleaved to render an atomically flat surface with regular crystallographic structure and because it is relatively stable and chemically inert. Since the first measurement on graphite, atomic friction has been measured on many different substrate materials including pure metals, ionic crystals, and various carbon-based materials. Most AFM tips are constructed of silicon, silicon nitride, borosilicate glass, tungsten, or diamond. However, the tip can be coated with different materials to enable a wider variety of measurement possibilities.
Materials are specified in an MD simulation by choosing an empirical model that describes the energetic interaction between the atoms in the system. This model determines the dynamics of atoms leading to the corresponding macroscale material properties. Generally speaking, there is no universal standard with which to judge "good" and "bad" potentials; the choice depends on the purpose of the investigation. The principle is to identify potentials designed to reproduce the desired material properties and then choose the simplest candidate. In this section, we will present several potential models that have been used for atomic friction simulations and discuss the materials for which they are applicable. We will start by describing relatively simple potentials that are often used to capture generic atomic interactions. Then we will focus on potential models specifically designed for three categories of atomic-scale friction materials: metals, covalent materials, and ionic compounds. Finally, we will discuss how the interactions between similar and dissimilar tip and substrate materials can be captured in the model.
B. Generic potentials
In some cases, simulations are designed to predict the behavior of generic atoms or particles. For these simulations, it is common to employ generic empirical potentials, such as the Lennard-Jones (LJ) model. The concept behind the use of such potentials is that, although real material properties (e.g., elastic or thermal properties) may not be reproduced, the dynamics of the atoms can give insight into how sliding resistance occurs for the general case. They are usually very computationally efficient so large-scale systems can be modeled in a relatively short time.
The LJ potential 14 takes the form of V LJ ¼ 4e½ð
Àð r r Þ 6 . In this expression, the r À6 term describes the attractive force from the van der Waals interactions, and the r À12 term is intended to simulate the repulsive force originating from Pauli repulsion at a very short distances. However, unlike the r À6 term, the choice of r À12 for repulsive interactions is empirical; in fact, there are various other forms available, such as r À9 or an exponential. 15 In the LJ formulation, there are two independent parameters, the minimum energy e and the zero crossing distance r (or the minimum energy distance in some implementations), which can be fitted to specific materials. The LJ potential can describe interactions of noble gases well, and as an ideal potential, it is also used to investigate general behaviors of other materials. Many notable discoveries related to atomic friction have been made using the LJ potential; for example, the prediction of the breakdown of continuum contact mechanics at the nanoscale 16, 17 and the effect of an adsorbate monolayer on atomic friction. 18 However, because of its simplicity, the LJ potential fails to capture many properties associated with real materials, and extrapolating its result to a specific material requires great care. For simulations intended to produce results that can be quantitatively compared to experiments, one often has to turn to more sophisticated potentials such as those discussed in Sec. II C.
C. Material-specific potentials
We will discuss three types of materials that are used in atomic friction measurements: metals, covalent materials, and ionic compounds. These three types are differentiated based on their bond properties, and are limiting cases on a van Arkel-Ketelaar or bond triangle. 19 The potential formulations appropriate for each of these types are discussed next.
Metals are a common substrate material in atomic friction studies because of their simple and well-characterized crystallographic structure and ready availability. Typical examples include Au, W, Cu, Al, Pt, Pd, and Ag. Metals are usually characterized by high electron conductivity and thermal transport owing to the fact that the valence electrons in metals can be treated as free electrons. So the interaction between an atom and its surrounding free electrons becomes an essential part of the bonding energy. 20 These properties are described by the Embedded Atom Method (EAM), an empirical potential developed by Baskes and co-workers 21, 22 to model metallic systems. EAM looks at the problem from the perspective of total energy and considers two contributions: the interatomic interaction between two atoms and the embedding energy due to the interaction between an atom and the free electron sea. This is expressed by
The first term on the right side is the embedded energy of atom i in the free electron sea, where the electron sea is a superposition of valence electrons of surrounding atoms indicated by j, and the second term is the standard pairwise interatomic interaction energy. Thanks to its fundamental description of the metallic system, EAM has been successfully employed to model thermodynamic functions, mechanical behaviors, melting point, defects, grain boundary structure, and frictional behavior (a review of the EAM potential can be found in Ref. 23 ). Another advantage of this method is its computational efficiency. Physically speaking, it is a many-body potential, but its computational complexity is on the order of two-body expressions, which enables its application to large-scale problems. Therefore, EAM is an ideal candidate to simulate atomic friction on metals, and it has been applied to study various phenomena associated with atomic friction such as ploughing, cutting, cold welding, junction formation, and clean stick-slip sliding. 2, [24] [25] [26] [27] [28] [29] [30] One limitation of EAM is that it characterizes metallic bonding as unidirectional. In actuality, only a few metals, such as Mg and Co, have spherically symmetric bonding. To account for this slight deviation from spherical symmetry and thus bond directionality, the Modified Embedded Atom Method (MEAM) was introduced, which adds bonding angles to the EAM potential. 31 Equipped with the ability to simulate geometric effects, MEAM has also been extended to describe semiconducting materials. 31 Another category of materials used in atomic friction studies is covalent materials. This description covers a vast range of atomic friction materials such as silicon and silicon dioxide, carbon-based materials (graphite, diamond, and diamondlike carbon), organic materials, and many oxides. Covalent bonds are typically formed by valence electrons from two atoms, and the electrons are localized between the two atoms. 20 A covalent bond exhibits two distinguishing characteristics: it is very strong (binding energy ranges from 1 to 5 eV) and it has a marked directional nature. 20 One modeling approach that reflects both characteristics is to explicitly describe the bond based on configurational positions of atoms such that the potential is determined by bond lengths (stretching) and bond angles (bending), and sometimes dihedral angles (torsion). The representative potential is the Stillinger-Weber model, which was initially designed to simulate diamond-structured Si. 32 The idea of viewing bonds from the perspective of length, angle, and torsion not only simplifies the atomic interaction but also enables stabilization of the material structure. The disadvantage of this method stems from the fact that there is only one equilibrium configuration, which means that it cannot capture other stable structures. Bond-order potentials were invented to address this limitation by introducing a bond-order parameter to evaluate the strength of different bonds so that stable states associated with different bonds could be described simultaneously by one potential. However, because they take more parameters into consideration, the bond-order potentials are very computationally intensive and parallel implementations are often needed. Representative bondorder potentials include Tersoff, 33 which was initially formulated for Si and then extended to other solid state structures, the reactive empirical bond-order (REBO) potential developed by Brenner, 34 an extension of Brenner's potential for hydrocarbon molecule systems called adaptive intermolecular REBO (AIREBO), 35 which includes long-range atomic interactions and single bond torsional interactions, and ReaxFF, 36 which has been parameterized for a variety of materials including polymers, ceramics, and metals. Numerous MD simulations of friction have been conducted on materials utilizing these types of potentials. [37] [38] [39] [40] [41] The last material group used in atomic friction studies that we will mention is ionic compounds in which the dominant form of bonding is ionic. These materials usually consist two or more oppositely charged ions. Typically, the positively charged ions are metal elements and negatively charged ions are halogens. Ionic compounds are useful for measuring atomic friction because, like metals, they are crystallographically simple and readily available. Ionic materials commonly used in friction studies are NaCl (Refs. [42] [43] [44] and KBr. 44, 45 To physically represent the ionic bond in a model, one needs charge-based interatomic potentials described by the long-range Coulomb force. However, longrange interactions significantly increase computational time, which limits the size and duration of MD simulations. Although direct simulation of friction on ionic compounds is rare, there have been some efforts. For example, atomic friction of KBr was modeled 46 through a combination of the short range Buckhingham and Coulomb potentials with each ion modeled as a spring-coupled system of positively charged core and negatively charged shell (the shell model). We anticipate that, as experimental measurements continue to be taken on ionic compounds, more simulations will be developed to complement them.
D. Tip-substrate interactions
In Sec. II C, we focused on atomic interactions within a given material. An atomic friction system consists of a tip and substrate, which may not be the same material. MD simulations must be able to accurately capture this interaction in order to realistically describe sliding friction, especially for cases where most of the resistance to sliding comes from the tip-substrate energetic interaction (as opposed to the physical interlocking atomic asperities or wear).
In some rare cases, it has been reported that the tip picks up material from the substrate during its initial contact. [47] [48] [49] If we assume this occurs, we can model a sliding interface within the substrate material, which means the same potential can be used for all atomic interactions in the system. However, if the tip and substrate are different materials, which is often the case in an AFM experiment, the model must include a so-called cross-potential that describes the interaction between dissimilar atoms. If the tip and substrate are similar material types, then the cross potential may already be well-defined. For example, EAM potentials that accurately describe the interaction between many different metals are available [e.g., Ag-Cu (Ref. 50 ) and Cu-Al (Ref. 51) ]. However, issues can arise when the best potential form for the tip is not the same as that for the substrate. For example, a metal-coated tip may be modeled using EAM while the graphite substrate on which it slides is best modeled using AIREBO. In this case, researchers often rely on the Lennard-Jones model to describe tip-substrate interactions. Lennard-Jones parameters for dissimilar atoms can be obtained using the Lorentz-Berthelot mixing rules. If the frictional behavior of the system is dominated by van der Waals interactions with no severe wear, the results predicted by a model with an LJ tip-substrate interaction may be qualitatively sound. However, if that is not the case, one may have to develop a more accurate cross potential.
E. Summary and outlook
In summary, atomic friction is affected by the material of the tip and substrate, so reliably capturing the properties of those materials through accurate empirical potentials is critical to predicting physically-realistic atomic friction. Atomic friction measurements are now performed on a variety of materials, from wear-resistant materials such as diamond, to materials with strong adhesion and wear such as metals. Therefore, MD simulations require a wide variety of interaction potentials to be able to accurately describe experimentally-measured friction. Particularly challenging is capturing interactions between dissimilar materials. This has been partially addressed by potentials that are intentionally designed to model chemically diverse materials. A good example of this is the charge-optimized many body (COMB) potential, which enables simultaneous modeling of interactions between metals, oxides, and covalently bonded structures. 52, 53 The ReaxFF potential 36 has also been parameterized for a diverse set of materials. We anticipate that these generally-applicable models will continue to be developed and will facilitate simulations of atomic friction for more and more varied interfaces. This process will be facilitated by the emergence of first principles calculations, which can provide the reference data necessary for fitting empirical models.
The availability of more potentials has also introduced a new challenge: researchers now need to be able to effectively and efficiently evaluate the accuracy of published potential parameters. Several recent attempts have been made to address this issue by developing repositories of potentials that have been, at least nominally, vetted for their accuracy and reliability. For example, the Interatomic Potential Repository Project is a publicly accessible online list of potentials maintained by the National Institute of Standards and Technology (NIST). 54 Another project, the Knowledgebase of Interatomic Models (KIM), aimed at developing an online source for standardizing testing and long-term warehousing of interatomic models, is also underway. 55 These types of efforts will hopefully make development of atomic friction simulations more flexible and efficient for a wider variety of realistic materials.
III. SURFACES A. Overview
In Sec. II, we discussed modeling of specific materials. Now we will extend this discussion to consider the surfaces of those materials. Interface features can have a significant effect on how two surfaces slide relative to one another and the resulting friction. At the atomic scale, lattice structure and other surface characteristics can result in distinct energetic landscapes and thus identifiable friction patterns. 16 In addition, the relationship between the contacting tip and substrate surface structures can affect friction. A controlled way to vary the relative surface structure is to rotate the tip with respect to the substrate and analyze friction as a function of orientation. For example, Fig. 2 (Ref. 48) demonstrates that friction can vary significantly with the relative orientation of two graphite surfaces in contact. This result shows that high friction occurs when the tip and substrate lattices are aligned (0 and 60 ) while low friction is exhibited in misaligned contact. Note that we use the terms aligned and misaligned here, which are more flexible than the sometimes-used commensurate and incommensurate to enable discussion of orientation effects between slightly dissimilar surfaces.
In this section, we will discuss the effect of surfaces on friction. The energetics of different surfaces will be shown to play a major role in how sliding happens on metals. In addition, the effects of longer range surface features will be discussed. We will also explore the role of orientation, which affects not only the magnitude of measured friction but also the way the tip slips over the substrate. This behavior will be discussed in terms of MD-predicted atomic position and stress distributions in the contact area. Finally, we will discuss considerations associated with designing an MD simulation with physically realistic surfaces and relative surface orientation.
B. Substrate surface
The surface of the substrate plays a significant role in determining atomic friction. This is particularly true for metals on which both MD simulation and AFM measurements reveal that cold welding and strong adhesion are dominant on high energy surfaces, while low energy surfaces, e.g., the (111) surface for face centered cubic (FCC) metals, are associated with stable, stick-slip sliding. 47, 49, 56 As an example, friction on two representative surfaces of Au obtained from MD simulation is shown in Fig. 3 . In Fig. 3(a) , the strong adhesion of the Au(100) surface dominates the process and an atomic interface junction forms. As a result, the apex of the tip is worn off as shown in the inset snapshots and no stable friction force is acquired. This is similar to what has been observed on model Cu(100) 56 and is consistent with experimental measurements on high-energy metal surfaces. 47, 49 In contrast, Fig. 3(b) demonstrates the very regular sawtooth- like lateral force as a function of lateral distance obtained from simulation of sliding on the low energy Au (111) . This explains why essentially all stable stick-slip observed in AFM measurements on metal surfaces have been conducted on the (111) surface of FCC metals 2, 30, 47, 49 and most simulations are designed correspondingly. 30, 56, 57 Some materials exhibit longer range (larger than the atomic lattice) surface features, which also affect friction. For example, herringbone reconstruction on the Au(111) surface 58 has been shown to modulate friction in distinct ways. 44, [59] [60] [61] The empirical potentials described in Sec. II have been shown to predict bulk material properties well but are sometimes unable to predict structural features that are unique to surfaces. For metals, the most commonly used potential, EAM, is known to underestimate surface energy 50 and therefore may not be able to capture associated surface features. To address this issue in an atomic friction model, one can apply an EAM parameter set that has been fitted specifically to reproduce surface features 62 or a known surface feature can be artificially introduced into the atomistic model. An example of the latter approach is manually positioning the gold atoms on a model substrate to reproduce Au (111) surface reconstruction. This method enabled an MD simulation to predict friction behavior that was qualitatively consistent with AFM measurements. 61 Another topographic feature ubiquitously exhibited on surfaces of ordered materials is the atomic step edge, where the uppermost layer of atoms begins or ends. This affects friction in different ways depending if the AFM tip is moving up or down the step. When the tip slides up a step edge, measurements and simulations have shown that there is always an enhanced resistive force at the step. [63] [64] [65] [66] [67] At stepdown, AFM experiments have shown two contrasting trends: The lateral force can either assist 65 or resist 66 the tip's motion. The conflicting trends have been attributed to the competition between geometric and energetic effects 68, 69 where geometry assists the tip while an energetic barrier due to the presence of the step provides resistance. Simulations can be used to help understand these trends if the surface features are accurately introduced into the model.
C. Orientation
It is now well-known that the relative positions of atoms in the buried interface between the tip and substrate play a significant role in atomic-scale friction. The forces in the interface are usually not uniformly distributed. We can imagine that, at any given time, some atoms in the buried interface will experience a forward force (in the sliding direction), while others experience a backward force (opposite to the direction of sliding). If the conditions are such that the interaction forces in different directions counteract each other, then the net total force is small as is observed for misaligned contact. This can also be viewed from an energetic perspective: misaligned surfaces correspond to shallower energy basins and therefore less resistance to sliding. The resulting low friction state has been called "superlubricity." 70 Since this is entirely a structural effect, M€ user suggested the term structural lubricity to differentiate it from superconductivity (which is a quantum effect). 71 Structural lubricity has been experimentally observed on many different materials including MoS 2 , 72 Si/W, 73 Ti 3 SiC 2 , 74 and graphite. 48 However, a prerequisite for structural lubricity is that there is no wear stemming from either chemical reactions or cold welding, and the bulk hardness within the tip and substrate is much stronger than the interfacial interaction. 71 So structural lubricity is usually achieved under low normal loads and between two chemically-inert materials. Even though structural lubricity is not achieved under all conditions, orientation between the tip and substrate can still affect frictional behavior and is therefore an important factor when designing an MD simulation.
MD simulations explicitly describe atoms in both the tip and substrate and so can capture the effect of relative surface structures. In Fig. 3(b) , we show sliding between Pt(111)/ Au(111) surfaces yields stable stick-slip with no cold welding. Since both Au and Pt have FCC structures and similar lattice spacings (0.3920 nm for Pt and 0.4080 nm for Au), the friction at this interface is likely to be affected significantly by orientation. This effect is shown in Fig. 4 where alignment of the tip and substrate lattices (relative rotation of N Â 60 where N is an integer) corresponds to large friction while misalignment (deviation even a few degrees from aligned contact) causes the friction to drop rapidly. This trend is consistent with the experimental results shown in Fig. 2 . 48 To understand the connection between structure and friction, we can use MD to look at the positions of the atoms and the resulting stress distribution in the contact area. For the same Pt(111)/Au(111) interface discussed above, the tip and substrate atoms in the contact region form a superstructure, Moir e pattern, as shown in upper images of Fig. 5 . The shape of the pattern can be characterized quantitatively based on the relative rotation angle h and the nearest atom distance on the surface L (assuming the tip and substrate share the same lattice constant). The periodicity P of the superstructure is given by 75, 76 
These patterns can be related to the friction force by calculating the virial stress. As shown in the lower half of Fig. 5 , the shear stress distributions exhibit a pattern similar to the Moir e pattern formed by the atoms. The homogeneous shear stress distribution only arises in aligned contact (0 in this case). In misaligned contacts (15 or 30 ) , positive and negative shear stresses exist simultaneously resulting in low friction.
Orientation and surface structure also affect how slip happens. The simplest picture of slip is the collective uniform motion of atoms in the direction of sliding. However, this concept becomes inadequate when structure and stress inhomogeneity are considered. If the tip and substrate surfaces are not perfectly aligned, stress inhomogeneity could cause partial slip in which a subset of the contacting surface moves first; 56, 57, 77 partial slip is in contrast to uniform slip where all the atoms in the contact move forward at once. Further, the displacement of the atoms coincides with the accumulation or relief of the shear stress, which implies that structural inhomogeneity is directly related to partial slip. Hence, it is appropriate to describe slip as a dislocation-assisted process.
The concept of "partial slip" is not new and has its origins in continuum mechanics. [78] [79] [80] To study this effect with 030801-7 Dong, Li, and Martini: Molecular dynamics simulation of atomic friction: A review and guide 030801-7
JVST A -Vacuum, Surfaces, and Films atomic level detail, Marks et al. incorporated the theory of interfaces, contact and dislocations to theoretically interpret experiments. 75 A similar effort used a theoretical approach which predicted stress concentrations at the periphery of the contact due to dislocations and stress concentrations within the contact due to structure. 81 Note that the extent to which atomic friction depends on orientation and the importance of dislocation-assisted slip is dependent on the materials. As mentioned previously, if wear dominates the process, the orientation effect may be limited. In addition, it tends to be more difficult to induce dislocation-like slip for harder materials in which case uniform slip may still be a good assumption.
Surface structure affects friction not only through the orientation of the two surfaces, but also through the direction the sliding occurs relative to those structures. This anisotropy has been measured both in simulations and experiments on a variety of materials. 37, [82] [83] [84] [85] [86] The results can be understood generally in terms of the anisotropic energy landscape stemming from the lattice structure. Driven by an external force, the tip tends to take the lowest energy path available. Because a 2D profile of the energy landscape differs depending on the direction from which the profile is taken, the magnitude as well as the periodicity of friction is dependent on sliding direction. This argument is similar to the one used in the discussion of structural lubricity; in both cases, surface features affect the energetic landscape, which in turn determines the frictional resistance to sliding.
D. Model considerations
We have shown in this section that friction can be significantly affected by the relative orientation of the sliding surfaces and the direction of sliding. This leads to the question of what orientation and sliding direction should be prescribed in an MD simulation. The challenge is that, although the crystallographic structure of the substrate in an experiment is measurable, it is extremely difficult to determine the atomic structure of the tip surface during sliding. To address this in a simulation, it is necessary to make assumptions. In an experiment, the tip is not necessarily flat so perfect alignment is unexpected to occur by chance (though experiments can be designed explicitly to capture commensurability 48 ). In addition, as shown in Fig. 4 , simulations show that the high friction of aligned contact is the exception, only occurring for a very limited range of relative orientations. Therefore, unless deliberately arranged, we believe perfectly aligned contact is rare in experimental measurements of atomic friction. 2 So, for designing a realistic MD simulation, it is usually recommended to model misaligned contact unless the goal is to match an experiment already known to be measuring aligned friction.
E. Summary and outlook
In summary, the characteristics of contacting surfaces directly affect both the magnitude of friction and the underlying mechanisms. It is therefore important to capture surface characteristics in the model as realistically as possible. However, this remains a challenge for modelers because of limitations in the information available from experiments and limitations inherent in the simulations themselves.
Real surfaces are rarely perfect crystals, and these imperfections will certainly affect measured friction. Therefore, an MD simulation designed to complement that experiment ideally should include all surface features. This, of course, is a challenge because AFM experiments cannot currently provide atom-by-atom information about the sliding surfaces. The tip apex in particular is an issue because even its size and shape are often unknown. This encourages the integration of alterative techniques, for example, atom probe tomography (APT), which can interrogate the material structure and chemistry of the near apex regions of commercial tips. 87 Modelers should pay attention as such techniques become more common and take advantage of the new information available to improve the accuracy of the simulation and better capture the atom-scale features of a sliding interface.
Assuming we have sufficient information about a given surface, modeling efforts are also limited in their ability to capture large-scale phenomena. As discussed in this section, misalignment between two crystalline surfaces can lead to suppression of atomic friction because of the structureinduced stress inhomogeneity in the interface. When the interfacial interaction between tip and substrate is comparable to the hardness within the tip or substrate, stress inhomogeneity causes the slip process to become more complicated: Instead of atoms moving in concert, slip occurs through dislocation-like motion. One limitation to using models to understand these processes has been that modeling dislocations requires relatively large simulations. This precludes direct modeling of phenomena that occur over larger lengthscales as well as investigation of size effects. With currently available optimized MD codes and faster-than-ever computers to run them on, we anticipate more research in this area.
IV. COMPLIANCE A. Overview
Since an AFM measurement system is not rigid, any force will result in deformation. The relationship between force and deformation is quantified by the stiffness constant. For AFM operated in lateral force mode, the lateral stiffness, which is defined as the force needed to move the tip through a unit displacement in the sliding direction, is an important parameter. The total effective lateral stiffness k eff can be directly measured from the approximately linear slope of the lateral force versus displacement curve during the stick phase of the stick-slip process. The typical effective stiffness of AFM measurements has been reported to be around 1 $ 10 N=m. 2, 42, 43, 45, 47, 88 The lateral stiffness directly affects the magnitude of the mean friction acquired from AFM measurements. It is also an important factor in determining transitions between friction regimes from smooth sliding to single, and multiple slips. 43, 89, 90 There are multiple contributions to the effective stiffness of the system and recognition of each of these contributions has been a gradual process that has spanned decades. In this section, we will discuss the meaning of each contribution and then describe how or if they can be effectively captured in an MD simulation.
B. Contributions to lateral stiffness
The discussion of contributions to the lateral stiffness in AFM measurements in the context of atomic friction starts with the seminal work of Carpick et al., 91 in which the effective stiffness of an AFM system was proposed to consist of two components:
where k lever is the stiffness of the micro-fabricated cantilever and the contact stiffness k Ã contact is defined as the amount force per unit displacement required to elastically deform the material in the contact region. 91 The stiffness of the cantilever k lever has been recognized since the invention of AFM (Ref. 92 ) as essential to the use of the mechanical probe for measuring atomic-scale interactions. The lateral stiffness of a cantilever is associated with its torsional motion and is usually calculated as the torsional spring constant divided by tip height. 93 In general, the torsional spring constant depends on the geometry of the cantilever (e.g., shape, length, and thickness) as well as the elastic properties of the comprising material(s). The torsional spring constant can be measured experimentally by calibration procedures or can be estimated from analytical models or numerical simulations. 94 The typical value of lateral stiffness of a cantilever ranges from tens to hundreds of N/m for commercial contact-mode probes. [95] [96] [97] The contact stiffness k Ã contact in Eq. (3) is associated with the remainder of the stiffness contributions except that from the cantilever. It has been proposed that this stiffness can be estimated in the framework of contact mechanics (see Fig. 6 ) by the relation k Ã contact ¼ 8Ga, 91, 96, 98 where
is the effective shear modulus combining the two materials of the tip and substrate ( and G are
Poisson's ratio and shear modulus, respectively), and a is the radius of the contact area. It is important to note that this equation assumes that continuum mechanics is valid at the scale of the single asperity, the radius of the tip is much larger than the radius of the contact area, the deformation is elastic, and that there is no relative motion between the tip and the substrate. 78 In addition, the expression for contact stiffness in Eq. (3) includes the stiffness of the tip apex as well as that of the contact because it is derived from k
¼ 8Ga, where F is the lateral force and u 1 and u 2 are the displacements of two points far from the contact in the tip and substrate where the strain profile is approximately constant, as shown in Fig. 6 .
Since the introduction of the two-contribution stiffness model [Eq. (3)], additional contributions have been proposed. It has been suggested that, instead of the single term k Ã contact , there are separate contributions to the effective stiffness from the main body of the tip k tip , the nano-sized tip apex k apex , and the contact stiffness due to interaction between the tip and substrate k contact . This relationship can be summarized by the equation below:
Each of the three new terms will now be discussed. Although the tip is connected to the cantilever, it is not explicitly considered in calibrations of the cantilever stiffness. It is therefore believed that the tip will contribute to the stiffness of the system independently. Lantz et al. utilized the finite element method to calculate the stiffness of a typical AFM tip, whose geometrical parameters were measured through TEM (transmission electron microscopy) images and using the bulk material properties of silicon and silicon nitride. 91, 96, 98 They concluded that the stiffness of the tip is on the same order as the stiffness of the cantilever. Since both the cantilever and tip stiffness are much larger than the effective stiffness measured experimentally, this suggests that the dominant contribution to the overall stiffness of the system should come from one of the two remaining terms, the tip apex or the contact stiffness.
In Eq. (4), we have isolated the stiffness of the tip apex from that of the main body of the tip. It has been proposed that the tip apex is in fact more compliant than the main body of the tip. [99] [100] [101] [102] [103] This assumption is based on the argument that the nanoscale sharpness of the tip should correspond to greater compliance. The introduction of the tip apex flexibility as an independent contribution to the overall stiffness has significantly enriched the physical complexity of atomic friction, and has been used to interpret the fine structures and elongated slip duration in atomic friction. 45, [99] [100] [101] 104 With the tip apex stiffness considered a distinct contribution, the contact stiffness is associated with two types of displacement: the slow sliding between the tip and substrate in the stick phase of stick-slip and the deformation of the substrate. However, it is difficult to quantify the stiffness of either of these two displacement modes. One might consider the strength of interatomic bonds to analyze slow sliding, or apply a continuum mechanics argument for the substrate deformation. However, at this point, there are no convincing quantitative methods for estimating contact stiffness or for differentiating the contributions due to the contact and tip apex.
C. Model considerations
Next we focus on how to model AFM stiffness effectively in MD simulations. It is well known that, since MD simulation calculates the dynamics and trajectories of all atoms, there is a limit to the number of atoms (millions) that can be explicitly described in the model. Compared to the actual AFM system, millions of atoms can only simulate a small portion of the tip apex and the contact itself. Therefore, the stiffness of the microscopic main body of the tip and the cantilever has to be introduced artificially. The common approach is to introduce the contributions of stiffness that are not explicitly described by the atoms in the simulation through harmonic springs.
2,105-111 A typical MD simulation setup is illustrated in Fig. 7 , where harmonic springs in each of the three directions connect the atoms in the topmost layers of the tip apex (often treated as a rigid body) to supports. In the x-direction, the support moves at a constant speed such that the lateral force in the x-direction is the friction.
The stiffness of the spring in the normal direction k z can be directly set to that of the AFM cantilever since it will be the most compliant part of the system in that direction. The typical normal stiffness of the micro-cantilever used in measurement of atomic friction is in the range of 0.01-1 N/m. 91 However, there are additional considerations for a model. First, to eliminate the rotational instability of the system, the rotational freedom of the layers of atoms at the top of the tip that are connected to springs needs to be restricted. Second, the very low stiffness at normal direction may cause artificial oscillation in some simulations. Note that these instabilities are artifacts of the simulation; they do not arise in an experiment due to large mass of the microscale cantilever and tip. To address this issue in the model, one may either set a very large normal stiffness to the spring and apply the normal load to the virtual atom, or eliminate the normal spring/virtual atom and apply the normal load directly to the rigid top layers of the tip apex. From our experience, this choice has little effect on the resulting model-predicted friction force. 111 The remaining question is how to choose the stiffness of the harmonic springs in the lateral directions. Although the discussion in this section has been focused on the lateral stiffness in the direction of sliding k x , it is common practice to set the stiffness of the spring in the transverse lateral direction k y to the same value. For the simulation cases we have performed, the effect of k y is minimal.
Finally, we consider how to select k x . One approach is to simply set k x to be the same as that of the cantilever. 105, 107, 108 However, based on the understanding that the cantilever is not the only source of system stiffness (i.e., the main body and apex of the tip contribute), a more accurate approach is to specify the spring stiffness directly such that the simulated effective stiffness is equal to the experimental effective stiffness, k eff;AFM ¼ k eff;MD . 2, 106, 109, 110 To design such a simulation, one therefore needs to select a lateral spring stiffness that captures the difference between the effective stiffness from experiment and what is described explicitly in the model (i.e., stiffness due to atoms in the contact and a small portion of the tip apex). Given a target effective stiffness, to determine the spring stiffness that should be used in the simulation, one needs to approximate the model stiffness k atoms , where k atoms is the stiffness due to the atoms explicitly included in the model. This can be done by simply choosing a value of k x;test and running the simulation; the model stiffness is then simply k atoms ¼ ð
, where k eff;test is the slope of the resulting simulation-predicted force trace. The spring stiffness that should be prescribed for an accurate effective simulation stiffness is then simply calculated from k x ¼ ð
. Alternatively, one can simply vary the spring stiffness iteratively until the desired effective stiffness is obtained. However, the former method gives more insight into the physical nature of the stiffness described by the model. Note also that the effective stiffness increases with normal load. 91, 96 If the structural evolution of the tip apex and contact with normal load are negligible or perfectly captured by the simulation, then there is no need to adjust the model stiffness to accommodate different loads. However, it is important to be aware that load can affect stiffness and account for this variation if necessary.
D. Summary and outlook
This section contained a description of the various contributions to compliance in an AFM experiment and then how to best capture the overall effective stiffness in an MD simulation. However, there are still many unanswered questions related to compliance. For example, how should the stiffness of the tip apex and the stiffness of the contact be differentiated? Also, how do the tip apex and contact change structurally with the normal load and what effect does this have on stiffness? These questions encourage more sophisticated experiments such as in-situ TEM. [112] [113] [114] For example, realtime monitoring showed that the gold/gold interface under low normal load may form junctions that behave like a liquid. 113 On the other hand, under high normal loads, sliding at a tungsten/gold interface was found to be dominated by dislocations and wear. 112 The discrepancy in the two experiments implies that the tip stiffness depends on material and can span a large range of values. MD simulation with carefully prescribed stiffness can be used to understand these types of discrepancies.
As the size-scale limitation of MD simulation precludes the full compliance of the AFM system from being included in the model, the spring method presented here is currently the state of the art. However, to truly match simulation and experiment, a multiscale model may need to be introduced that describes the atomistic detail of the interface using MD and the dynamics of the cantilever and tip using a continuum or other coarse-graining approach. Such a model would enable direct matching of each of the contributions to compliance and, in conjunction with the direct experimental observations described in the previous paragraph, could enrich our understanding and interpretation of the role of compliance in atomic-scale friction.
V. CONTACT AREA A. Overview
At the macroscale, contact size is quantified as either real or apparent contact area. The real contact area is a small subset of the apparent contact area where asperities are in direct contact and that supports the load. AFM measurements are intended to capture the sliding of a single asperity so the distinction between real and apparent area is vague. Therefore, it is typical to simply use the general term contact area when analyzing atomic friction. Both simulations and experiments of single asperity sliding have shown that friction is affected by contact area. This is, of course, interrelated with the effect of load, which will be discussed in Sec. VI.
Before we can characterize the effect of area, we have to first determine how to quantify area for nanoscale contacts. We will briefly review continuum mechanics estimates of contact area. Then, based on MD predictions of contact area that suggest continuum theories may not be applicable for some atomic-scale contacts, an alternative definition of contact based on atom-atom distance will be presented. We will next discuss how friction varies with area for a given definition of contact area. As shown in Fig. 8 , 115 the effect that area on friction can differ significantly from case to case. The origin of this variation will be explored. Finally, we will describe how to approximate contact area in an MD simulation and best model an experiment where the size and shape of the contact area during sliding are usually not known.
B. Defining contact area
In the framework of continuum mechanics, the contact area A increases with normal load and the rate of this increase can be estimated as a function of material properties. For elastic contact between two spherical bodies without adhesion, Hertz theory predicts the contact area as
where N is the normal load, R ¼
is the effective radius, and
2 Þ=E 2 Þ describes the effective elastic response of the materials, where R 1 and R 2 are the radius of the contacting bodies, E is the elastic modulus and is Poisson's ratio. In the case of a flat substrate, one can assume R 2 approaches infinity giving a very simple relationship between normal load and contact area. Hertz theory, although accurate at macroscopic levels, does not consider the effect of adhesive forces, which can become significant at nanoscales.
To address this, Johnson, Kendall, and Roberts (JKR) 117 developed a model accounting for the short-range adhesive forces within the contact region that predicted a larger contact area than Hertz. Also taking adhesion into consideration, Derjagin, Muller, and Toropov (DMT) 118 assumed that the deformed contact area does not deviate much from that derived from Hertz theory and incorporated the long-range adhesive force outside the contact region into their model. The difference between these two approaches (and the resultant contrasting predictions) was later reconciled by Tabor, who proposed that JKR and DMT are indeed two JVST A -Vacuum, Surfaces, and Films extreme limits of the same theory: JKR is suitable for soft materials with strong adhesion, while DMT is more applicable to hard materials with low adhesion. 119 An analytical description of the intermediate regime was then formulated by Maugis with a Dugdale potential, 120 from which JKR and DMT models can be recovered in the limiting cases. The Maugis-Dugdale model has been widely utilized to interpret AFM measurement of atomic friction. 121, 122 For a thorough summary of these methods, one can refer to Johnson's review paper. 123 It is well known that continuum mechanics is valid when the dimensions of the studied object are much larger than the length scale of the discontinuity of the atoms. In an AFM, the size of the contact is on the order of nanometers, which is comparable to the length scale of atomic discontinuities. Therefore, despite the widespread use of continuum contact models, it is not certain that they can accurately describe single asperity contact. The contrast between continuum and atomistic views of contact is illustrated schematically in Fig.  9 : Continuum mechanics assumes the tip and substrate are homogeneous elastic materials so that contact area can be determined from the geometry and elastic properties, while the atomic view takes individual atoms into consideration and the definition of contact becomes more complicated and depends on many more factors.
MD simulations have been used to show that, in some cases, continuum mechanics fails to capture the properties of nanoscale contacts. For example, Luan and Robbins revealed, for the same global geometry and loading conditions, contact area and stress can vary by two orders of magnitude due to atomic-level roughness. 16, 17 This behavior cannot be captured by contact mechanics, which only takes the normal load and geometry into consideration. Therefore, other definitions of contact area have been suggested. One approach is to characterize contact using the distance between atoms in the tip and substrate. A distance is specified within which atoms are regarded to be in contact, then the area of the region circumscribing those atoms is taken as a measure of contact area. 124, 125 The contact distance is usually prescribed based on the type of bonding expected to occur in the interface. This approach was applied in MD simulations of an H-terminated amorphous carbon tip sliding against an H-terminated diamond substrate, 124 which showed that, even at the nanoscale, the real contact area is characterized by roughness and is much smaller than the apparent contact area. Interestingly, it was also found that the simulation data could be fit to the Maugis-Dugdale model. However, the success of the continuum model was attributed to its flexibility (three free fitting parameters), and not necessarily its ability to correctly describe the physical process taking place. 124 Although the definition of contact area in terms of atomic distance is more physically meaningful, it is currently limited by the fact that experimental validation at the atomic scale is currently not possible.
C. Area dependence of friction
Despite the challenges with defining contact, many researchers have used both MD and AFM to study the effect of contact area on friction. These studies have shown that in some cases friction is proportional to the contact area, 115, 124, 126 while in other cases it is independent of contact area. 115, 127, 128 Figure 8 illustrates this duality clearly: Friction can increase with area as in the non-vanishing friction cases or friction can be independent of area as in by the vanishing friction cases. One factor that could lead to this discrepancy is the effect of structural lubricity (introduced in a Sec. III C) where the stress inhomogeneity resulting from atomic structure in the buried interface can result in very low friction. In this case, friction does not necessarily scale with contact area as expected. Supporting this statement are observations of structural lubricity on graphite at both nano 48 and micro 128 scales. This, along with the contrasting area-dependence trends observed in AFM measurements, suggests that the atomic detail in the interface plays an important role. Specifically, if the interface is characterized by bond formation and rupture (e.g., covalent bonds in biochemical systems), or the contact is aligned, the friction may be significantly affected by the real contact area. However, if the interface is chemically passivated and the contact surface is misaligned, the contact area may have a limited effect on friction. Figure 10 demonstrates an MD prediction of friction between Pt(111)/Au(111) surfaces as a function of contact area at different orientation angles ranging from 0 aligned contact to 30 misaligned contact. Only the completely aligned case shows a linear relationship between friction and contact area; misalignment leads to a sublinear or negligible effect. Note that, although misaligned contact is statistically more likely when two objects are brought together, local regions of aligned contact can arise through the occurrence of plastic deformation.
D. Model considerations
To design an MD simulation consistent with experimental measurements, the model area should be prescribed to be the same as that in the experiment. Experimental contact area is typically estimated using continuum mechanics, despite questions about its accuracy at the nanoscale. Therefore, to design an MD simulation consistent with experimental measurements, the best approach is still to estimate the experimental contact area using the Maugis-Dugdale approach at a given normal load and then use that estimate to define the model contact size. This contact area can be prescribed exactly by creating a tip that is a truncated cone such as that in the inset of Fig. 10 . With this approach, the degree of truncation can be specified such that the geometric contact area is exactly that estimated from AFM. Alternatively, many MD simulations model hemispherical tips based on the common assumption that the tip apex takes the shape of a sphere (supported by TEM images). In this case, the radius of model tip is chosen to match that of the AFM tip. While this approach can yield a more accurate representation of the global shape of the tip apex, it requires more computational capacity. In addition, after many cycles of sliding, an initially hemispherical AFM tip may become flattened due to wear. 129 Since MD simulation only captures the first few sliding cycles due to computational limitations, we cannot ensure the model-predicted evolution is the same as what occurrs in an experiment.
E. Summary and outlook
In summary, characterizing the effect of contact area on atomic friction is complicated by the fact that the definition of area is not explicit at atomic scales and that the area dependence of friction depends on other parameters such as commensurability. There are many opportunities for further research in this area. The first, and perhaps most important in terms of communication of new results, is defining contact area. As mentioned previously, there are multiple ways to define contact area and, even for a given definition, results can vary depending on the chosen parameters. A consistent definition would enable researchers studying different materials and using different methods to build on each others' results more efficiently.
Despite the progress that has been made in characterizing nanoscale contact area, we still fall back on continuum mechanics to make estimates from experimental data to design MD simulations. Introduction of an alternative would be a significant contribution to this field. More opportunities to improve contact characterization will likely come from in situ TEM, which, as discussed previously, can provide information about the geometry of the tip as it slides. Such information could be directly fed into an MD simulation such that the model tip apex is as similar as possible to that measured in the TEM. Although matching tip shape cannot directly ensure that the contact areas are similar, this will be a major step forward in developing physically representative MD simulations.
VI. LOAD A. Overview
A general and intuitive picture of sliding contact is that frictional resistance will increase with the normal load. As mentioned in the Introduction, this is described by the classical Amontons-Coulomb law, F ¼ lN, which states that the friction force F is equal to a friction coefficient l times the normal load N. This expression works quite well on larger length scales. However, on the atomic scale, the role of adhesion becomes significant, and the relationship between normal load and friction may no longer be linear. Other factors, such as the evolution of the contact can further affect this relationship. In this section, we describe how atomic friction has been found to vary with load in AFM experiments and MD simulations and discuss the mechanisms underlying observed load-dependent variation. Then, we discuss guidelines for how to apply a normal load to a model tip and some considerations for using those simulations to study load-dependence.
B. Load dependence
In classical contact mechanics, friction is related to normal load though the contact area. As load increases the contact area increases as described, for example, by the Hertz model in Eq. (5). If we assume a constant shear stress s in interface, friction is simply F ¼ sA. If we further assume the effect of normal load on shear stress is negligible, then we can derive
However, this model assumes that the normal force is equal to the applied load which, for nanoscale contacts, may not be true due to the non-negligible role of adhesion. Contact area models that incorporate adhesion (e.g., DMT and JKR) were discussed in Sec. IV. Integrating those expressions into the relationship between force and area yields 122
where b is a transition parameter between 0 and 1 (when b ¼ 1, it is the JKR model; and when b ¼ 0 it is the DMT model), a o is the contact area when the applied load is zero, and N 0 is the adhesion force. Regardless of the value of b, this expression predicts that friction increases sublinearly with load. It is generally found from AFM measurements and MD simulations that friction increases with normal load. However, the exact nature of this increase is still controversial: Friction has been reported to increase linearly with load, 130, 131 increase with load faster than linearly, 49 and exhibit a sublinear dependence as predicted by Eq. (7) . 16, 121, 122, 124, 132 Here we look at the problem from the perspective of atomic-level mechanisms and suggest that the effect of normal load on friction depends on both the chemical and mechanical properties of materials, and therefore may differ from case to case. For example, with chemically inert surfaces geometry, elastic deformation and surface roughness may be the main factors involved in load-dependence behavior. However, for chemically active surfaces, it may be the formation and rupture of bonds that predominantly determines friction. In addition, for metallic materials, junction formation and wear have to be considered. Hence, caution must be taken when attempting to describe atomic friction behaviors for different materials through a generalized equation.
Here we show an example in which wear and plastic deformation play a role in determining the effect of load on friction. This example demonstrates the diversity of the physical processes that occur during atomic friction and highlights the deficiency of continuum mechanics models. Figure 11 shows the load dependence of friction on a Au(111) surface measured by Gosvami et al. 49 As the normal load increases from À2 to 4 nN, the friction varies little. After that, however, a transition occurs where there is a substantial increase of friction. It was suggested that the silicon AFM tip picked up gold atoms from the substrate so that there was a metal/metal interaction between the tip and substrate and a metallic junction formed when the tip was brought into contact. 47, 49 In the low load regime, the metallic junction remains stable. Once the load exceeds a threshold value, this is no longer the case, which leads to the onset of wear and a significant increase of friction with normal load.
The mechanisms suggested above can be verified using MD simulation to "see" what is happening in the buried interface during sliding at different loads. Simulationpredicted load dependence from a simulation of Pt sliding a Au(111) surface in misaligned contact is shown in Fig. 12 . A stable truncated cone-shaped Pt tip is used to simulate the metallic junction formed between tip and substrate. Similar to the experimental result shown in Fig. 11 , we observe a transition before which the friction increases very slowly with load. The simulation snapshots shown in the inset of Fig. 12 reveal that at low loads the tip and contact shape are constant while at high loads wear occurs in the buried interface through the transfer of atoms between tip and substrate. The atom transfer results in (a) a larger contact area and (b) rearrangement of atoms to more energetically favorable positions (aligned) positions. Since friction is higher in aligned contact as discussed in Sec. III, both of these effects increase friction. These behaviors cannot be described by traditional continuum mechanics theory of sliding friction, which do not account for the formation of a metallic junction or plastic deformation through rearranging of atoms. The same is true for other materials and conditions where effects not described by continuum mechanics play a role.
C. Model considerations
Next we look at how to apply a normal load in MD simulation. AFM measurements of atomic friction are usually conducted in contact mode, where the tip is brought in very close proximity to the substrate, and an instantaneous feedback system helps keep the normal load applied to the tip constant. To capture this in an MD simulation, a constant normal force can be directly applied to the atoms in the uppermost layers of a model tip. As mentioned in Sec. IV, often these layers are treated as a rigid body. In some simulations reported in literature, the normal load is applied by enforcing a constant distance between the tip and substrate. However, this can be problematic for two reasons. First, normal load is not in fact constant at a constant distance because of peaks and valleys in the energy landscape due to the discreteness of the atoms. Second, preventing the tip from moving in the normal direction can artificially hinder the occurrence of wear or plastic deformation, which is very common and sometimes the dominant effect in experimental measurements. Although controlled distance can be easier to implement in MD simulation, we strongly recommend applying a constant force to physically represent the AFM measurement.
D. Summary and outlook
In summary, to this point, a clear picture of how load affects atomic friction has not been achieved because different materials and environments can give rise to distinct physical processes, which directly affect load-dependence. However, since experiments on a variety of materials and under different conditions are now available, modelers have the opportunity to distil these varied results into a more general picture. The power of an MD simulation is that we can systematically investigate the effect of individual parameters, which is not possible in an experiment; for example, contact area and load can be separated from one another in a simulation, but are necessarily related in an experiment. This type of systematic analysis of the effect of load could lead to general guidelines that would be similar to Amontons-Coulomb law in that they can be applied to any system, but would be more complex because they would require more variables to incorporate the various other effects described in this section.
VII. TEMPERATURE A. Overview
Temperature, a reflection of the thermal kinetic energy of constituent atoms, plays an essential role in atomic friction. Recent advancements in AFM capabilities have enabled friction measurements over wide temperature ranges, from cryogenic conditions to a few hundred Kelvin. These new experiments have revealed several interesting trends. The most widely recognized trend is that friction decreases with temperature. 40, 133, 134 For example, Fig. 13 (Ref. 134) shows that friction decreases as temperature increases from 109 to 295 K. In addition, a few recent measurements have shown that atomic friction exhibits a peak or plateau at low temperatures (around 50-200 K) beyond which friction decreases with temperature. [135] [136] [137] [138] Both the low temperature peak/plateau and the general trend of decreasing friction with increasing temperature have been measured on a variety of materials including silicon, SiC wafers, ionic crystals, and graphite.
In MD simulation, one can easily control the temperature and therefore simulations are ideal tools with which to study how friction varies over large temperature ranges without the complexity associated with experiments at very high and very low temperatures. MD-based temperature dependence studies have been performed on a variety of substrate materials including metals (Cu and Au), diamond, and alkysilane monolayers. 37, 40, 56, 111, 139 All previous MD studies have reported a decrease of friction with temperature.
B. Mechanisms of temperature dependence
Bearing the above-mentioned temperature dependence trends in mind, we now look at the proposed underlying mechanisms. Decreasing friction with increasing temperature is popularly believed to be due to thermal activation: Higher temperatures provide more thermal energy, which helps the tip creep over energy barriers sooner leading to lower friction. This concept can be analyzed using the Prandtl-Tomlinson (PT) model 140, 141 to describe the energetic evolution of the system and transition state theory 142 to describe the effect of thermal activation. In the framework of the PT model, the tip is viewed as a single atom ball dragged by a harmonic spring over a sinusoidal corrugation potential which represents the interaction with the substrate as shown in Fig. 14 . Then, the total potential energy of the system can be formulated as 
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The first term on the right hand side of this expression describes the corrugation potential where U is the amplitude, x is the tip displacement, and a is the lattice spacing of the substrate. The second term is the elastic potential resulting from the interaction between the tip and support where k is the spring stiffness, t is time, and v is the sliding speed of the support. The total energy evolves when the driving support moves forward at constant velocity, denoted by the vt term.
In the absence of temperature, the slip occurs only when the energy barrier, DV in Fig. 14(b) , disappears completely. With the assistance of thermal activation, the tip can creep over the energy barrier from potential well a to c earlier, which means it requires a smaller force (friction) to move the tip forward. The creep due to thermal activation can be described by Transition State Theory (TST) in the harmonic approximation such that the transition rate from potential a to c is given by
where f o is the attempt frequency of the system, which is a reflection of the characteristic frequency of the tip confined in a potential energy well, DV is the energy barrier, k B is the Boltzmann constant, and T is the temperature. Combining Eqs. (8) and (9), the relation between friction and temperature (and sliding velocity) can be derived 42, 88, 143 
where F c is the maximum friction at
is the critical velocity, k eff is the effective stiffness (see Sec. IV), and b is a parameter determined by the shape of the corrugation potential. In the derivation of Eq. (10), it has been assumed that the transition point (the position of the tip when it slips forward) is very close to the critical point (point b in Fig. 14) and that the attempt frequency f o is constant. Both of these assumptions are not strictly true however and closer scrutiny of the form of b and the variation of f o can be found in Refs. 144 and 145. The concept of thermal activation and the corresponding mathematical formulation have been used to interpret many experimental measurements of temperature and velocity dependence of friction. 2, 40, 42, 88, 133, 134 Experimental friction versus temperature data fit to thermal activation theory is shown in Fig. 13 . 134 In addition to thermal activation, other mechanisms have been proposed to account for the different trends observed in AFM measurements. For example, the friction peak arising in the low temperature regime (around 50-200 K) [135] [136] [137] [138] is not captured by thermal activation theory. To address this issue, it has been suggested that thermal activation not only assists in the rupture of bonds, but also in the formation of bonds; the competition between the two leads to the friction peak at low temperature. 137, 146 The concept of bond formation and rupture seems promising but is still at a phenomenological stage. Atomic-scale verification of this concept, which might be available from an MD simulation with an appropriate interatomic potential, could provide more insight. It has also been proposed recently that athermal noise 147, 148 such as mechanical vibration, acoustic noise, and electromagnetic interference inherent in the AFM system might assist the tip to hop over energy barriers, and hence cause a suppression of friction at low temperatures. 149 Unfortunately, this cannot be verified using MD simulation so far because noise inherent in an AFM measurement is not localized at the tip apex and contact, which are only aspects of the system explicitly described by traditional MD simulation.
C. Model considerations
Having discussed possible mechanisms related to the effect of temperature on atomic friction, we now focus on how to control temperature in an MD simulation. First, consider how energy is dissipated in a realistic friction system. The general picture is that, when sliding occurs (especially the unstable slip phase during stick-slip motion), the mechanical energy will generate phonons, excite electrons from one band to another, or excite electron-hole pairs in the tip and substrate. The localized energy then propagates away through phonon transport or electron conductivity and ultimately dissipates as thermal energy to the whole system. Due to the size limitations of MD simulation, the model describes large systems in an effective way using numerical boundary conditions. In this case, the energy generated cannot propagate far away, instead it is reflected at a fixed boundary or re-enters the domain at a periodic boundary, either of which leads to an unphysical accumulation of heat. In addition, since electrons are not explicitly modeled in an MD simulation, that dissipation channel is not available to the model system. To address these issues, a numerical thermostat is often applied in the simulation to cool down the system.
Many different thermostat schemes have been developed. The simplest approach is to rescale the velocity of atoms to obtain the desired temperature. However, there are significant issues with this approach since it does not generate FIG. 14. (Color online) Illustrations of (a) an AFM cantilever pulling the tip to slide over a substrate and (b) the corresponding PT model in which the AFM system is reduced to a mass-spring system. In the PT model, the model tip is confined within the potential well and hops over the energy barrier with the assistance of thermal activation.
samples from the canonical ensemble and the rate of heat removal is disconnected from system properties. These issues limit the usefulness of velocity rescaling in practice and have led to the development of more sophisticated methods. Currently, the most widely used techniques are the Langevin thermostat, in which a random force associated with the target temperature is added to the dynamics of atoms, and the Nos e-Hoover thermostat, in which a new degree of freedom is introduced to simulate the interaction between the atoms and a thermal bath; a more comprehensive discussion of these methods in the context of friction modeling is available in Ref. 150 .
In simulations of atomic friction, if no thermostat is applied, a lateral sliding will lead to an increased rate of energy generation and corresponding temperature rise. A properly implemented thermostat will extract the energy generated such that the system temperature fluctuates about the target value. Figure 15(a) shows the temperature of a system subject to a constant sliding speed with and without a Nos e-Hoover thermostat at 300 K. Typically, in simulations of atomic friction, the thermostat is applied only to the atoms away from the contact region so that the heat generated during sliding can be effectively dissipated, but the dynamics of the contacting atoms is not altered in the process. 150 The thermostat is applied to atoms that are at least several atomic layers from the contact in both tip and substrate while the interface atoms (the most bottom few layers of the tip and the most top few layers of the substrate) evolve based on Newtonian dynamics. This targeted thermostat approach is illustrated in the inset of Fig. 15(b) : In practice, depending on the geometry, interatomic potential and speed/load conditions, the simulation-predicted friction may be the same regardless of where the thermostat is applied. However, the more physically realistic approach is to minimize the impact the numerical thermostat might have on the dynamics of the system by applying it away from the contact. An example of MD-predicted friction variation with temperature obtained using this approach is shown in Fig. 15(b) . Consistent with thermal activation theory, the friction decreases with increasing temperature.
D. Summary and outlook
The temperature dependence of atomic friction is complex and depends to some degree on the materials and conditions of the experiment. The most commonly observed trend, that friction decreases with temperature, can be described by thermal activation theory. Since MD simulations necessarily include thermal noise, they are able to predict the associated decreasing friction with temperature. However, there are other observations, such as a friction peak or plateau at low temperatures, which cannot be explained by thermal activation. Possible mechanisms include the bond rupture and formation due to thermal activation, wear, and athermal noise. These trends have not, to this point, been captured by MD simulations, and therefore, the proposed mechanisms have not yet been validated at an atomic scale. However, simulations could in fact capture some of the processes (such as bond formation/rupture or wear) on which these theories are based. Finding ways to introduce other possible effects into an MD simulation can provide an excellent opportunity for models to validate proposed theories and help explain experimentally observed trends.
As mentioned previously, there are multiple energy dissipation channels available to an AFM system (phonon, electrical excitation, or electron-hole pair excitation) while MD can only capture phonon vibration. The impact of this limitation cannot be estimated since we do not know how significant each dissipation channel is for frictional systems in general. However, a sudden drop of friction was observed when the temperature decreased across the critical temperature of 9.2 K for superconductivity of Niobium films. 151 This implies that decreasing the temperature can close the electrical excitation energy dissipation channel and therefore that electrical dissipation is an important channel for atomic friction for these films. 151 These results encourage additional investigation of energy dissipation channels and their temperature-dependent role in friction.
There are opportunities for continued research into how to apply a physically realistic thermostating scheme. For example, all thermostats require that one or more parameters be specified that determine how fast energy is removed from the system. It was reported that, for the Langevin thermostat, there exists an optimal viscous damping, with which results are indistinguishable from the exact solution. The optimal value is simply the one that maximizes dissipation. 152 Unfortunately, a general guideline for choosing these parameters is not available and often researchers rely on trial and error to identify optimal values. Understanding the effect of thermostats on sliding friction at the nanoscale is still an ongoing research area 152, 153 and one that has the potential to improve the predictive ability of atomic friction simulations.
Lastly, it is important to point out that controlling the system temperature at some fixed value may not in fact be physically realistic. Specifically, local heating at the interface is typical in most sliding contacts. Therefore, modeling sliding might be best done by allowing the temperature rise; the challenge lies in determining how much. Unfortunately, such information is not typically available from an experimental measurement as it would require in situ contact area temperature measurements. However, given the important role temperature plays in atomic friction, there is significant potential for development of new methods that can be used to determine and the accurately capture thermal effects in a simulation.
VIII. VELOCITY A. Overview
The Amontons-Coulomb law states that the macroscopic friction is independent of sliding velocity. This is not necessarily the case at the nanoscale: AFM measurements of atomic friction on a variety of different materials have shown velocity plays an important role. The dependence of friction on velocity can be explained by the thermal activation mechanism presented in Sec. VII. This theory predicts that larger sliding speeds correspond to less time for thermal motion to help the tip to hop out from its current low energy state. The result is that atomic friction logarithmically increases with sliding velocity. 2, 42, 47, 88, 154 Figure 13 shows an example of an experimentally observed logarithmic increase of friction with speed where the data are fit to thermal activation theory. This trend is observed in most cases for moderate sliding speeds. However, when the velocity is too large [larger than the critical velocity v c in Eq. (10)], there is little contribution from thermally-activated hopping and the friction saturates at its maximum value. Aside from thermal activation, other mechanisms that could cause observed velocity dependence have been proposed. For example, Chen et al. 155 found that the logarithmic increase can be changed to a logarithmic decrease when the sliding surface is terminated by groups such as ÀOH, ÀCOOH, and ÀNH 2 , which allows the formation of H-bond networks within the terminated surface. It has also been argued that a smaller velocity will allow more time for bonds to form between the tip and substrate, which will then lead to larger friction. 137, 138, 146 Lastly, the formation of a meniscus in humid environments can affect velocity dependence. 133, 156, 157 The velocity dependence of friction can be studied using MD by simply varying the speed at which the model tip apex moves. The driving velocity is either applied directly to the topmost atoms in the tip or to the virtual atoms which pull the tip through a harmonic spring if compliance is considered. However, using MD simulation to investigate velocity dependence under AFM conditions remains a challenge because of the timescale limitations of the simulation. A typical velocity accessible to AFM to obtain atomically resolved stick-slip event is in the range of nm/s to mm/s. With techniques designed specifically for measuring friction, maximum sliding speeds can reach mm/s (Refs. 158 and 159) but only by sacrificing the resolution needed to observe stick-slip. Most AFM friction studies are reported at slower speeds. On the other hand, most MD-based atomic friction studies are performed at speeds on the order of m/s. The factor that restricts simulations to fast speeds is the simulation time step which, in order to capture the characteristic dynamics of individual atoms, is typically around 1 fs. The small time step limits the maximum duration of the simulation to ns. This means that model sliding speeds must be on the order of m/s to capture a sufficiently long sliding distances to observe multiple periods of stick-slip. Therefore, most simulations are performed at much faster speeds than the corresponding experiments and model predictions of velocity dependence must be extrapolated to the experimental speed regime. Such extrapolation can be inaccurate because the effect of velocity may be different in different velocity regimes. For example, it has been shown theoretically and using MD simulation that athermal effects can play an important role at high velocities such that the logarithmic dependence is not observed at those speeds. 2, 160 The velocity discrepancy and associated differences in the underlying mechanisms reduce the effectiveness of MD as a means of interpreting AFM experiments.
To bridge the speed gap, several techniques have been developed to accelerate simulations. The techniques we will focus on here are those designed to take advantage of the timescale gaps that exist in so-called rare or infrequent event systems. An event can be described as infrequent if (a) the time between events is much longer than the duration of the event itself, and (b) any new event is uncorrelated with events prior to it. Atomic stick-slip friction meets this criterion since slips are rapidly occurring events separated by long durations of stick. Here we will discuss three types of accelerated methods for infrequent event systems: hyperdynamics, 161 temperature accelerated dynamics, 162 and parallel replica dynamics. 163 We will first present all three methods for a general case, then we will illustrate the application of one of the techniques, parallel replica dynamics, to study velocity dependence in atomic-scale friction.
B. Accelerated MD methods
To present the theory underlying accelerated methods, we use the reduced-order system shown in Fig. 16 . Initially, the system resides at the potential well a and experiences thermal vibration with a characteristic time s t . The transition from potential well a to c occurs on the time scale s e . If s e ) s t , then we claim that the transition is an infrequent event and can be described by TST. Within this theory, the transition rate from one potential well to another is described by Eq. (9) . The techniques to accelerate MD simulation that we will discuss are designed to increase the transition rate in different ways. At a high level, the three techniques accelerate transitions by decreasing the depth of the potential energy well (hyperdynamics), increasing the temperature (temperature accelerated dynamics), and parallelizing the system in time (parallel replica dynamics).
Hyperdynamics 161 is based on modification of the original potential energy surface to accelerate the occurrence of transitions by adding a positive potential bias dVðrÞ as shown in Fig. 16(a) , where r is the configuration space. Without modification, the transition rate is described by Eq. (9) . Adding the potential bias, the transition rate increases by a factor of hexp½ dVðrÞ k B T i where hi indicates an ensemble average; this increase is called a boost factor. The advantage of hyperdynamics comes from the magnitude of the boosting factor, i.e., the potential bias is magnified by an exponential term, such that a substantial acceleration can be achieved. Hyperdynamics has been applied to simulations of atomic stick-slip friction by Kim et al. 110 who achieved sliding velocities comparable to experiment. However, it is worth pointing out that hyperdynamics relies on identifying an effective potential bias. 161, 164 The construction of a potential bias that guarantees the transition regions are not influenced and the process still occurs via rare events is often timeconsuming. 165 An interface with too many atoms in the contact or where the friction process is dominated by wear can introduce additional challenges. Lastly, and very relevant to atomic friction, this method does not ensure that correlated events are captured properly, which means that it may not be able to predict multiple slips (slip over more than one energy barrier).
Temperature-accelerated dynamics 162 speeds up transitions by increasing the temperature of the system. Its boost factor at some high temperature T high can be easily obtained from Eq. (9) as exp½DVð
Þ. Temperatureaccelerated dynamics has the potential to achieve the largest boost factor of the three approaches discussed here. However, this method is based on a more strict assumption, i.e., the system must obey the harmonic TST approximation, which may not necessarily be the case for all infrequent event systems. In addition, for atomic friction, high temperature could cause the onset or suppression of wear, chemical reactions, or other processes. 30, 136 These may be the reason that, to our best knowledge, there is no study utilizing temperature-accelerated dynamics to slow down the sliding speed of atomic friction simulations.
The parallel replica dynamics (ParRep) method uses multiple replicas M of the original system to increase the transition rate. Note that this is distinctly different from typical MD parallelization in which the simulation cell is divided into many different spatial domains and each processor handles integration of the equations of motion for atoms in a given domain. In contrast, ParRep employs temporal parallelization where all replicas perform integration for the entire simulation cell but the simulation time is distributed among them. All M replicas share the same potential energy surface but with different initial velocities such that all the replicas evolve along different paths and the transition rate can be accelerated by a factor of up to M. This method has the advantage that it does not require modification of the potential energy surface or temperature of the system. However, its boost factor depends on the number of processors available to researchers, so a large-scale high performing cluster is needed for a substantial acceleration. This method has been recently used to accelerate MD simulation of atomic friction and significantly reduce the sliding speed. 2, [166] [167] [168] C. Parallel replica dynamics of atomic friction Atomic stick-slip friction is a typical infrequent event where stick occupies most of the time, and slip occurs infrequently. This meets the fundamental criteria necessary for the application of ParRep. However, atomic friction has a feature that is not accounted for in the original ParRep theory and adds complexity to its implementation, i.e., atomic friction is a driven process in which the potential energy surface evolves with time as the tip is pulled by the cantilever. Indeed, external driving arises in many physical processes, for example, tensile or shear loading. To enable the method to be used for such systems, Uberuaga et al. extended ParRep to driven systems and provided a rigorous mathematical proof of its accuracy. 169 The basic idea is that if we drive the system on each replica with a rate R r and we have M replicas in total, theoretically we can achieve a driving rate of R ¼ R r =M. The derivation is based on an assumption, that the transition rate at any given time is determined only by the boundary conditions, not of the driving rate. In other words, we need to guarantee that the driving rate on each replica is small enough that the system is in a quasistatic state. For atomic stick-slip friction, this means that the sliding velocity on each replica must be small enough that thermal activation is still the dominant factor assisting the tip to hop out of its current low energy state. To determine how slow is slow enough, we can analyze the variation of friction predicted by the simulation with different number of replicas. If the system is indeed quasi-static, the replica-dependence will be minimal (less than the noise associated with the stochastic nature of MD). As an example, Fig. 17(a) shows the variation of mean friction between Cu(111)/Cu(111) surfaces calculated by ParRep using different number of processors. For this system, the replica-induced variation is less than the noise level when the sliding speed is below about 0.04 m/s. 167 Since ParRep is being implemented specifically to model slow speeds, the error that arises at fast speeds is acceptable. However, it is important to perform this type of analysis for each system studied to determine the maximum speed that the method should be applied. To illustrate the power of the ParRep method for modeling atomic stick-slip friction, a representative plot of velocity dependence from the Cu(111)/Cu(111) system is shown in Fig. 17(b) . 167 In this case, with the help of ParRep, sliding speeds as low as 10 À3 m/s were obtained. Further, a logarithmic fit to F(V) is obtained consistent with thermal activation theory.
D. Summary and outlook
In summary, atomic friction generally increases with sliding speed in both MD simulations and AFM experiments. However, the experiments cannot be used to directly validate the simulations because of the significant time-scale gap between the two techniques. This gap limits the extent to which the simulations can be used to explain mechanisms underlying experimentally observed trends. To address this issue, there are methods available through which the sliding speeds can be decreased by accelerating the simulation. One such method, which has been shown to be effective for atomic friction is parallel replica dynamics. An effort to bridge the gap between AFM experiment and MD simulation is shown in Fig. 18 , in which the velocity in simulation has been decreased to 0.005 m/s using ParRep. 2 It is notable that, despite the use of the accelerated method, there is still a three orders of magnitude difference between simulation and experimental speeds. Accelerated MD is still an ongoing research area, 165, 171 and we anticipate that as these numerical techniques develop and faster computations resources become available, slower and slower model sliding speeds will be accessible to the simulations. Slower speeds may also be accessible by optimizing implementation parameters (e.g., duration between transition checks in ParRep) and combining multiple accelerated methods. The ultimate goal is to measure/predict friction with experiments/simulations at the same sliding speed.
IX. CONCLUSION
Over the course of this review, we have demonstrated that materials, surfaces, compliance, contact area, load, temperature, and velocity can all affect atomic friction significantly. More importantly, we have shown that, to make quantitative comparisons between MD simulation and AFM experiment, each of these effects must be considered and introduced into a model carefully. Finally, for each parameter, we discussed the state of current modeling efforts and potential areas for future research that could be of great benefit to the field of nanotribology. We will now reiterate those opportunities in a more general sense.
One of the most significant limitations for MD simulation of any time-dependent process is the short time scale associated with the simulation. Due to the limitations of current computing power, the simulated duration is usually less than a microsecond. A direct consequence is the sliding velocity accessible to standard MD is on the order of 1 m/s, which is orders of magnitude faster than an AFM experiment. This not only precludes direct validation of simulations using experimental data, but restricts MD from contributing to our understanding of phenomenon associated with atomic friction that only emerges at long time scales. For example, friction ageing which describes the observation that static friction logarithmically increases with time on the order of seconds; 172 or the finding that static and sliding friction at the nanoscale can be differentiated only when the contact is in position for more than 25 ms. 173 To completely bridge the velocity gap, significant efforts are needed both to increase AFM scanning speeds and decrease the scanning speed in simulations. Further enhancement of the accelerated MD methods described in Sec. VIII is one approach that can be pursued from the simulation perspective. However, we encourage development of new and creative ways of addressing this important issue.
Similar to time-scale, the size-scale issue also limits the usefulness of MD simulation. As discussed previously, the model only explicitly captures the atoms at the apex of a very sharp AFM tip. This has several adverse affects as mentioned in Secs. III, IV and VIII. For example, MD simulation fails to capture the inertia of the massive microcantilever and its effect on speed dependence. 2 Also, the simulation cannot resolve the stiffness contributions of the main body of the tip and the cantilever, which are believed to have an important role in jump dynamics of the tip apex. 45 As computational hardware continues to improve, atomistic simulations will be able to increase in size. However, the gap between a fully atomistic model of a sharp tip apex and an AFM tip can be expected to be significant in the foreseeable future. Two reasonable means of addressing this gap are through the use of multiscale methods or reduced order modeling. Another approach we expect to be extremely valuable as this field moves forward is use of MD simulation to obtain energetic information in conjunction with other techniques such as transition rate theory 174 and Monte Carlo methods 144, 175 to shorten the simulation time.
Another aspect of MD simulations that provides opportunities for future research is the empirical potential. As discussed in Sec. II, the reliability of MD simulation depends primarily on the accuracy of the potential. Therefore, the importance of developing empirical potentials focusing on surface energy and mechanical properties cannot be overemphasized for atomic friction simulations. In addition, the range and variety of different materials that can now be measured means that more flexible and widely applicable potentials must be developed to complement new experimental discoveries. For example, the possibility of controlling friction by chemically modifying the substrate surface has recently been explored. 176, 177 Complementing this type of experiment with an MD simulation will require a valid potential that captures the chemical bonds between heterogeneous atoms. In fact, as discussed in Sec. VI in terms of load-dependence, any model of structural or chemical evolution (i.e., wear) will require an empirical potential flexible enough to capture those changes. In addition, empirical potentials explicitly consider only the interaction between atomic nuclei, while in most cases the electrons and their associated effects are implicitly incorporated. As a result, MD simulation is suitable for the study of phononic friction, which is a reflection of the motion between atomic nuclei, but cannot capture electrical friction, which is related to the excitation of electrons. The introduction of quantum mechanics theory may enrich our understanding of these topics. Finally, while more and better empirical potentials are being developed, density functional theory (DFT) calculations can provide another avenue for researchers in atomic friction. [177] [178] [179] [180] [181] [182] We expect that use of DFT for friction studies will increase in popularity both as a means of providing reference data to fit empirical potentials and to explore frictional mechanisms on their own.
Lastly, MD simulation that is intended to complement experiments requires feedback from the experiment to validate its accuracy. The potential for using in situ TEM to guide simulation design was mentioned in Secs. IV and V. Further development of experimental characterization techniques, such as APT, can provide more and different information about the interface during and after sliding. It is important to note that many new potentially useful technologies will not be specifically developed for tribology, or even for interfaces. We therefore encourage modelers to keep abreast of the latest experimental advancements and explore ways to take advantage of the data available through those advancements to improve model accuracy.
In summary, atomic-friction is a complex, yet fascinating phenomenon that has the potential to yield a great deal of insight into frictional sliding on any length scale. As has been shown in this review, atomic friction is affected by many different interrelated properties of the contacting materials, as well as environmental and operating conditions. Atomistic simulation can help us understand these effects because it provides an atom-by-atom view of how the contact interface evolves and therefore the source of the resistance to sliding. However, to reach their full potential, such simulations must be developed in conjunction with experimental AFM measurements which provide validation and a reference for model design. Designing simulations that match the experiments as closely as possible is critically important to moving forward with atomic-scale friction research. We believe that understanding all of the factors that affect atomic friction is the first step towards being able to create a physically-realistic model. The goal of this review was to communicate what is currently known about these effects and the best practices for implementing them in a simulation. We hope that this serves as a foundation for researchers to explore new ideas and make profound breakthroughs in the area of atomic-scale friction.
