Complexity theory and political science: do new theories require new methods? INTRODUCTION
A key argument in the complexity theory literature is that it represents a new scientific paradigm providing new ways to understand, and study, the natural and social worlds (Mitchell, 2009: x; Mitleton-Kelly, 2003: 26; Sanderson, 2006: 117) . Broadly speaking, its opponent is 'reductionism', or the attempt to break down an object of study into its component parts. The broad insight from complexity theory is that reductionism is doomed to failure because complex systems are greater than the sum of their parts. Elements interact with each other to produce outcomes that are not solely attributable to individual parts of a system. In political science and policy studies this argument is used, in a similarly broad way, to challenge particular brands of 'positivism' associated with the attempt to generate 'general laws' about the social world. The generation of laws is problematic because complex systems are associated with often volatile arrangements and unpredictable outcomes even if long-term, regular patterns of behaviour can be identified in many areas. Policy issues may be subject to significant levels of uncertainty and ambiguity, be impervious to control by policymakers and, in some cases, appear to be intractable or 'wicked' (Geyer and Rihani, 2010: 5; 74-5; Room, 2011: 6-7; Klijn, 2008: 314) . Further, they may be better studied and explained if we develop methods better equipped to analyse complexity rather than simply seeking analytical simplicity. This point is expressed most strongly by Lewis and Steinmo (2008) , who argue that the identification of a new ontological perspective (this is how the world is) has a knock-on effect for epistemological (this is how we should gather knowledge of it) and methodological (this is how we should conduct the research) perspectives.
Yet this is easier said than done. We know more about how we should not study complexity than how to do it in a meaningful way; to recognize complexity but to achieve enough analytical clarity to make research manageable. For example, does the study of complexity require new methods derived from other disciplines, or do we simply incorporate an understanding of complexity in well-established social science methods? Is there potential to combine methods from a range of natural and social science disciplines? The potential benefit of new methods may be considerable but also problematic. In particular, if we adopt a new way of thinking and new methods, and reject other approaches, it may be difficult to compare the information from new and old approaches. It may be difficult to accumulate knowledge in policy studies if we reject the insights of the past (Cairney, 2012; 2013) . Another approach is to be pragmatic and focus on complexity as a new source for modelling behaviour; to pursue the latest best hypothesis as a working model of complex system dynamics and strive to improve further. The choice may be between an attempt to completely reinterpret the world and its past, or to provide a new methodological perspective to compare with a range of others.
In this context, the aim of the chapter is to outline a wide range of methods that are potentially useful in the study of complex systems. First, it outlines established methods in political science -broadly described as quantitative, qualitative and deductive -and explores our ability to combine their approaches and insights to understand complex systems. Second, it identifies the advantages of methods and approaches that could be used more in political science, including mathematical approaches (such as patternbased thinking), modelling and simulation, networks analysis and experimental research designs.
ESTABLISHED METHODS AND COMPLEXITY: ELEMENTARY STATISTICS AND QUANTITATIVE METHODS
The use of descriptive statistics is a first simple step. Identifying mean and median values, and breaking units of observation into two different groups to show that they have different characteristics, are simple and effective ways of exploring data and tackling puzzles in political science. However, the potential drawback is that simple measures do not help us to fully understand the social world, particularly when it does not produce simple and predictable patterns. The nature of complex systems means that they display non-linear features, such as when the same input produces either a dampened or amplified (and hence seemingly 'exaggerated') output, as negative or positive feedback (a good example is when people ignore or pay disproportionate attention to the same issue - Jones and Baumgartner, 2005) . So, a small change in the explanatory variable (such as a sudden shift in attention to an issue) can cause an enormous change in the thing that we are trying to understand (the dependant variable, such as a change in policy or policy networks).
In other examples, we may be dealing with events that produce a high impact but have a very low probability of occurring. So, looking simply at the distributions of how often these events happen over time will be limited. In a system with complex feedback mechanisms, the distributions of events, average measures, correlation analyses and basic cause and effect assumptions become potentially misleading. In such cases, we need different approaches to describe and explain behaviour.
In some cases, simple analysis may produce problematic policy advice when, for example, we consider how to manage risk effectively or allocate funds. Consider the extreme example of counter terrorism analysis -what if interventions and policies to prevent many low-level incidents increase the probability of catastrophic large-scale incidents (as discussed by Ryan, 2011) ? In other cases, the routine use of 'cost-benefit analyses' may be highly misleading if based on typical averages or linear assumptions rather than more sophisticated techniques such as simulations that take non-linearity and complexity into account. This is a feature of, for example, climate change issues with uncertain effects -flood defences, investment in green technology or biodiversity payback -and areas in which it is unwise to assume that human behaviour will be predictable and based on obeying simple rules. Examples include public transport versus road policies (where feedback loops of better roads can increase congestion), public health investment against traditional medical spending, economic interventions such as interest rate setting to control inflation (where expectations of the effectiveness of the measures in some part determine the effectiveness of the measure) and changes to social security benefits (the uptake of a benefit change may rise or fall in significant disproportion to its changing value). In other areas it may be wise to anticipate the risk associated with smallprobability-high-cost problems. A classic example is the £0.5bn cost of the failure of the contractor Metronet, responsible for London Underground maintenance (NAO, 2009) . We cover further issues around cost-benefit analysis in the section on modelling.
Linearity and Complexity
Simple quantitative methods reveal their fragility when we look at the basic theory behind the most commonly used approaches. To understand this problem, we have to understand what is meant by linear, non-linear and complex or chaotic -because basic quantitative methods depend greatly on the assumption of linearity and, frequently, the assumption of 'normality' (Osborne and Waters, 2002) .
The easiest way to grasp understanding of linearity is when it refers to two sets of observations; one set of observations is, for example, something that we are able to change in a system (or something that we know changes in a system) and that we can measure. The other set of observations is of something that changes as a consequence of the known changes in the first set of observations. Simply illustrated, we could increase the temperature and see how high the column of mercury climbs in a thermometer. The first observation contains the known changes (of the 'independent variable') and we hypothesize that the second observations will change as a result (the 'dependent variable'). Now that we have two sets of observations we can understand linearity, empirically, in this environment: linearity exists if we put the two sets of observations on a graph and the 'best fit' relationship between them is a straight line (using 'ordinary least squares', where the sum of the squares of all the distance between observed points and the best-fit line is minimized). This means that the change in the dependent variable is always the same amount for any given amount of change in the independent variable, and continues to be so, no matter where we start. So, we should find that in a thermometer the mercury climbs 2 mm for every 1 degree of increase in temperature. This is the same whether we go up from −2 degrees to 18 degrees or whether we go from 128 degrees to 138. By extension, multiples of this relationship hold absolutely; the mercury climbs 4 mm for every 2 degrees increase and 1 mm for every 0.5 degrees.
We can, with some modifications, treat 'transformed linear relationships' in the same way. These are the relationships that are non-linear but not 'complex' in the sense we are concerned about. For example, we see that a country's Gross Domestic Product (GDP, a measure of a country's output, or goods and services produced, per year) per capita varies in a consistent relationship with life expectancy at birth (see Figure 9 .1).
This relationship is not linear, but with a simple mathematical equation it can be made so. Or, at least, it can be treated in statistics and modelling in almost the same way as a true linear relationship. Other consistently predictable relationships, with different shaped curves, can often be 'transformed' even if they have a 'squared' or greater level of complication; each part of the function that defines the shape of the curve can be handled as if there are a small number of key variables that affect the outcome. Statistical methods that link changes in several independent variables with one dependent variable outcome -multivariate regression -are based on the same theory of linear relationships. Consequently, some research problems may be even 'bigger' (more variables, more dimensions) but not inherently more 'complex', since we can produce representations of linear relationships and hence call upon our host of familiar methods.
The Underlying Philosophy of Linearity and Complexity
What happens when, instead of taking these relationships -and our ability to represent them using statistical programmes and visual aids -for granted, we consider the underlying philosophy? The basic idea is that we take a number of observations to represent the totality of the observations. This sampling process is founded upon mathematical assumptions about the probability that the selected observations will fit certain statistical parameters. The 'mean average' (the total of observations summed and then divided by the number of observations) depends on the assumption that the data fits the 'normal' ('Gaussian') distribution, often known as the bell curve; or, at least, that the means of repeated sets of observations fit this pattern. More specifically, the assumption should be that any errors from sampling or measurement are normally distributed -just as many errors are positive as negative, and big errors are less likely than small in the classic 'Gaussian' pattern. If they suspect that this is not true, researchers can at least be comforted that taking the median average (or using quartiles, quintiles, deciles, and so on) is taking a 'non-parametric' approach (using the order of values, not the values themselves) and is much more robust when using non-linear data in complex systems.
Usually researchers will not worry about this; they will base their readiness to use a given method on having seen it applied, successfully, in many other situations. Source: OECD (2011).
Figure 9.1 Life expectancy at birth as a transformed linear relationship
particularly worried, they may run some basic tests on the data to assess its suitability for being subjected to some given sampling and analysis techniques. Often these tests can be as simple as plotting the data against a time scale to see if there is anything irregular or 'non-Gaussian'; making an x-y plot of bivariate data or a frequency plot (histogram) to see if the data put into bins is regularly or irregularly distributed. If one has done a linear regression and the differences between the real data and the fitted line predictions ('the errors') are plotted, one can test to make sure that the correct number of errors (roughly) fall within one, two and three standard deviations of the mean. Interesting research questions may arise when the tests are not 'normal'. When we study complexity, or complex systems, it is much more common that the conditions under which standard statistical methods are valid will not exist -and it will not always be apparent from standard tests that this is the case. Some data depend on human feedback and decision making over time, producing something that, within limits, looks like a classic time series that can be regressed. However, once a particular point is passed, the relationships break down. If we don't understand the problem fully, we may take this regular looking series and generalize the findings -producing seriously false conclusions.
Standard tests are not designed to identify these rare-but-important patterns or risks. For example, the problem with very simple statistics such as 'an average' is twofold. First, 'improbable events' of a very high magnitude, such as earthquakes higher than 5 on the Richter scale, do not conform to the 'normal distribution' of events -or the related 'binomial distribution' which describes the probability of an event's magnitude falling between two numbers. Second, estimates of future events 'formed by observations collected over short time periods provide an incorrect picture of large-scale fluctuations' (Herbert, 2006) . Our observations may be best seen as data regarding a relatively short snapshot in time, subject to major change. This problem requires us to match quantitative observation with qualitative and theoretical work that helps us define terms, understand systems, consider the context and our assumptions about why certain relationships hold at a certain time, and reflect on the limitations of our studies and the conclusions we can draw.
The most common illustrative problem relates to the impossibility of relying on correlation in a non-linear system. The very essence of the 'butterfly effect' of complex systems and non-linearity is that, as we vary some independent variable(s) consistently, we cannot hope to find a recognizable, or even necessarily repeatable, pattern emerging in the dependent variable that we can express in any reductive way. In many cases, independent variables interact with each other, or cause changes in dependent variables, which then feed back as input effects on the independent. This results in a process where they either dampen or reinforce each other, amplifying or sending to undetectable levels the observable results. It produces what is effectively an unpredictable situation: variation, so small as to be unmeasurable in the real world, creating large differences in outcomes, and undermining the ability of equations to represent this effect by the usual means. The outcome is a degree of variation or change that is difficult or impossible to plot as a linear or curvilinear relationship. This is a particular definition of 'chaos': a deterministic system (we know its rules), having no randomness, that is still unfamiliar, and its next state is unpredictable.
This set of warning signals should be heeded but not be taken as problematic for the political scientist wishing to make progress in understanding the world. Instead, we see this as a great opportunity for thoughtful research that prioritizes a need to understand the system and the puzzle before embarking on choosing a method, collecting evidence and diving into analysis. The thoughtful use of the multi-methods and 'solving the puzzle' approach that we advocate will add something to classic 'linear' situations (if they can be identified) as well as increasing the chances of sensibly handling complexity when it is present.
Qualitative Methods and Case Study Analysis
Patterns of complex systems may defy prediction, but qualitative approaches help explain how and why a system produces such results. Qualitative methods are too frequently dismissed by those who promote the so-called 'hard' quantitative methods. Yet to generate reproducible analysis, insight and conclusions, we must be able to describe systems, generate hypotheses and understand the huge range of potential variables. Assumptions, which always exist, must be explicable and explored. When complex systems involve humans it is particularly vital that the skills of qualitative analysis are understood and effectively used.
There are two main approaches worthy of particular mention. First, we may use interviews to examine how policymakers and other actors understand the policymaking world in which they operate. A significant part of the literature refers in some way to 'complexity thinking', or the need to change one's view of the world to better operate within it (see, for example, the chapter by Price et al. in this volume, Sanderson, 2009 on 'intelligent policymaking', and Cairney, 2014) . In-depth interviews help us compare recommendations on complexity thinking to the types of understandings and methods adopted by policy participants. The results may be used, for example, to explain how and why governments seek simple solutions to complex problems.
Second, we may use interviews alongside documentary analysis to build up a detailed picture of a case study -sacrificing (perhaps temporarily) breadth for depth. In such research, we seek to explain the outcomes of one case with reference to a wide range of explanatory variables and detailed analysis of how (rule-bound or rule-influenced) people interact with each other. We may draw upon complexity themes to examine, for example, how people interpret the rules in which they operate and what effect a change in those rules would have on the operation of the policymaking system. We may also explore broad concepts such as 'emergence' in the absence of central control, which may have a particular meaning in policymaking systems with central governments. Qualitative analysis may be necessary to turn a set of very broad concepts, derived largely from studies of the natural and physical world, into something more meaningful when applied to social interaction.
The full richness of qualitative, semi-structured insight can be highly successful in untangling puzzles about political systems that involve complexity. However, even the 'thickest' qualitative case study extracts the pertinent elements and leaves others behind. Case study research is a 'modelling' approach whereby a simplified version of the world is being used to draw general conclusions. We sift carefully and select a small number on which to focus in our simplified model of the world. Therefore, as with any method, we must be extremely aware of human cognitive biases, such as the bias that leads human minds to see patterns and, hence compelling solutions where none exist.
When we look at deductive methods below we will see the crucial part that qualitative and case study methods play in helping us to understand complex systems. Qualitative methods work well alongside new toolbox quantitative methods that focus on exploring, modelling, 'playing' with, and describing systems through simulation, networks, taxonomy and structuring -bringing qualitative and quantitative into a single methodological space.
Modelling and Deduction
The aim of modelling is to build a set of assumptions that define a model and then manipulate this restricted world logically to arrive at conclusions that would have not been accessible in any other way (see below). This approach is used widely in economics and political science (rational choice theory, see Hindmoor, 2006) . Simple models have been used to explore the outcomes of collective action based on the actions of individuals seeking to fulfil their preferences and following simple rules. Classic examples of thought experiments include the 'paradox of non-voting', in which we consider why someone would vote if they knew they could not influence the outcome of an election, or take part in pressure group activity if they could 'free ride' and enjoy the benefits without engaging. Or, more applied institutional rational choice considers what rules could be devised to encourage particular kinds of cooperative behaviour, or what level of state intervention is appropriate (Ostrom et al., 2014) . These models are built on assumptions about how individuals think and act, including those that make unrealistic assumptions regarding their ability to consider information and rank their preferences, and more applied behavioural/ psychological methods, often using experimental approaches, which introduce more realistic or more detailed assumptions about human behaviour (Kahneman, 2012) . The latter are used to reveal the 'biased' nature of the human mind, helping us to consider which parts of a complex system can be modelled and which have to be 'off model' adjusted or even interpreted through the lens of qualitative knowledge.
The Challenge of Complexity: How can we Combine the Insights of Multiple Methods?
Complexity research may not be about definitive explanation or maximizing 'explanatory power'. We are trying to understand how the system operates; to identify the sufficient set of key features to describe the system and its interaction with the world in a more complete way. In the case of both quantitative and qualitative methods, we run the risk of oversimplifying the issue, by focusing on a system's essential features, and identifying trends or levels of stability that do not exist, by generalizing from a snapshot in time (see Little's chapter in this volume on this point).
When we have looked at specific methods we have not wholly endorsed or dismissed them -it is largely a question of understanding the methodological assumptions of each approach so that when we apply them in the new world of complexity we do not fall into a trap of drawing false conclusions. We should understand the methods a little more deeply, so that we can understand how to question and examine the results that they throw up. The last step is to consider what we may or may not conclude about the puzzle, based on a retrospective assessment of our whole investigation.
As an illustrative example, consider a finding that was observed initially from a case study -say, comparing UK and French policymaking networks -but perhaps only verifiable through another method such as quantitative analysis. In a comparative study on policy formation (Astill, 2005) , one of the interviewees talks about the policymaking implications of 'the network being much larger' in the French case. This person has not any in-depth knowledge of the UK case and only knows a little of what they have been told by the interviewer and what they know about the generality of the UK and French political systems. We can think about how this idea might typically be handled in a case study analysis and how it is handled using mixed methods. How can we understand the number of actors in a policy process to be much bigger or smaller than a comparator? At first, this idea would seem a fairly simple observation that could be drawn from a case study; several interviewees will mention that the policy process involved a larger number of actors than the comparator -so, it certainly appears that there are more actors being taken into account. However, the good political scientist is careful, and will start to construct in her head a set of criteria by which she could defend this inference if she wished to present it as evidence. Reduction is always a powerful tool in these circumstances. Perhaps the political scientist would imagine a very simple decision-making process that involved two people, and another exactly the same that involved four. How would she establish to her satisfaction, from case study evidence, that the one was bigger than the other? It cannot be simply that more people are mentioned. It must be that more people are mentioned in the context of having a relationship with others that meets some criteria of having an impact on the emerging policy. This is the first lesson: creating the question through inquiry. We have arrived at what amounts to a formulation of the question, 'people involved in the policy process'. Although this is important and simple to understand, even the best political scientists working on case studies do not necessarily do this in a fully conscious way; it is done in a way more akin to how we subconsciously coordinate hand and eye to catch a ball.
In the complex world we realize very soon that, within the world of dynamics, interdependency and feedback, the interaction between a quantitative method, the assumptions and definitions we make about the question, and the flexibility of the quantitative methods, are crucial. What the quantitative analysis does for us, in this relatively easy to compare case, is to give us a way of holding exactly the same assumptions constant when examining the two policy processes, and thereby facilitating a convincing assessment of the number of actors involved. If we change the assumptions, the answer will change and, by working in a structured way with both the assumptions and the data, we can learn about the robustness of our conclusion and start to discuss the sensitivity of the answer. With the traditional case study approach, even if the assumptions were stated, the basis of aggregating the subjective evidence leaves us with a mostly subjective result in contrast to the aggregation in the quantitative approach which still uses the subjective views of the interviewees (about who they were connected to) yet leads us through rigorous analysis towards a more objective conclusion.
We can also use this illustrative case to make an important point about complexity and networks that is generalizable to many of our methods in political science. If any node in a network is only aware of the local conditions surrounding itself, then any inference that is made by the node about the overall network, from these local conditions, has no guarantee of being accurate. The case study process relies on accumulating local views, which may or may not be accurate, while the quantitative method relies on using that information to produce a representation of the whole network and then examining that to discover its properties. The combination of methods is important, and may be supplemented by others.
COMPLEXITY AND THE FOUNDATIONS OF A NEW METHODS TOOLBOX

Thinking in Patterns, Moving beyond the Lines and Solving Puzzles
We advocate 'creative pattern-based thinking', combining models and a degree of formalization, to open up new perspectives for enquiry. This is a valuable mind-set for the complex world where curiosity and discovery may need to be promoted above proof and definitive conclusions. The aim is that a researcher will use logically-structured thinking about patterns, systems and structures to add to the understanding of a subject, rather than simply trying to force numbers onto problems. We should not pursue dry statistical methods that leave no room for expressive thinking in political analysis. The pattern-based and puzzle-solving aspect of mathematical thinking, as a distinct branch of thought, is characterized through its contrast with the usual 'scientific approach' that political science tends to adopt when using numbers. Our preferred approach is to construct insights by beginning with axioms and definitions which are then explored, reconfigured and logically manipulated -a process that has particular relevance and value when handling complexity in political science.
The key to the approach is the combination of insights from qualitative methods with the use of logic (that is, solving puzzles) in an abstracted world (a model) -the result of which is then brought back to the real world for assessment. It differs from a common approach in quantitative methods -reconciling a priori hypotheses with experimental or observational data. In political science the latter is particularly problematic because it is virtually impossible to replicate conditions to test our findings. This impossibility of replication is even more acute in the complex world due to the non-linear effects of tiny changes producing massively different outcomes. The alternative is to use logical and mathematical angles as our quantitative approach, allowing us to find the patterns in complex phenomena that are not amenable to ordinary methods.
We can see a classic complex scenario in Figure 9 .2. The smaller charts show how outcomes change their nature considerably, as one small parameter changes in the real world or in a model. The bottom left graph shows that, over time, the outcome we are interested in stays entirely constant. The single curved line on the large chart represents the finding that, if we use a different, higher, parameter r, we will see the outcome increase -but it remains one single outcome and stays steady over time. The middle bottom chart shows how, with a tiny change to one part of the environment represented by a small increase to the r parameter, the thing we are interested in fluctuates between two observable states over time, very regularly. This effect is seen on the main chart: as we move along, increasing the r parameter, we see the observed levels of x go from just 1 to 2 at around an r value of 3.2. As the r parameter gets bigger, these two outcomesthat are cycled between -get further and further apart. Next we see, from the main chart, that after a little movement more in r, four outcomes are being cycled around. Last of all, the parameter changes a little more and then suddenly, without any warning, the system moves into chaos -the outcome can be at any level in the next time period without our ability to predict when (or if) it will return back to a previously seen value. This is seen in the right-hand time series and the 'cantor set' that shows this situation on the main chart. We have found structure under certain conditions; we can discuss what those conditions are and how parts of the system relate to each other in predictable and unpredictable ways.
The reader could ask themselves if they had observed a reasonable sample of the outcome variable, over time, with r parameters reasonably varying between 3 to 3.6, what conclusion may have been drawn using traditional analysis? The answer is probably 'almost any'. Figure 9 .2 illustrates what is known as 'period doubling' (using this type of 'logistic map'; see Strogatz, 2001 ), a very common equation for modelling for competitive systems and many other human and natural situations. In political science it could be used to model political participation, with natural intergroup communication creating a growing group, feeding demand, but the r parameter representing a crowding effect as too many people restrict the efficacy of strategic group action. 
Figure 9.2 'Chaos'
What the mathematics of complexity, fractals (never-ending and ever more detailed patterns) and chaos tells us is that, if we know about complex phenomena, we can start to have a greater insight into when systems are stable or not and which variables are sensitive or not.
Another useful way of expressing such a situation is to define areas of stability or instability as illustrated in Figure 9 .3, where for two parameters (in linked logistic maps) the researcher has shown where the outcome is stable and where it is unstable. For the two different parameters l1 and l2 we see multiple outcomes that are stable (period 1, 2, 4, 8, etc.), the light grey area from the top right corner indicates chaos, and white the quasiperiodicity (where there is periodicity -i.e. a tendency to recur at intervals -but irregular in its repetition). These images help us see patterns, in what looks like 'randomness', arising from even basic, simple, rules-based complex models where standard techniques fail us.
The Mandelbrot set ( Figure 9 .4) is another famous image that shows where outcomes of a phenomenon are stable or unstable. It represents, for two parameters in a simple equation (where the result is fed back in to the same equation repeatedly), where the process gives us an actual answer, represented by the black part, while the grey/white part shows no proper solution (the result, in fact, zooms off to infinity). The different shades only show how long it takes the calculation to reach a given value. Illustrating our focus on exploration, rather than description or prediction, it shows that in this simply-defined yet complex phenomenon, where it is impossible to predict where the next point will fall, the pattern in which the points actually do fall is certainly and very deeply patterned.
A New Toolbox
These patterns, expressed as pictures, demonstrate the limitations to presenting data in a linear way, as stable outcomes. They help warn against simply carrying out standard statistical tests. They help show why we should not apply methods without appreciating the data and the assumptions about how our methods analyse data. They emphasize the need to know more about our system from qualitative inquiry. They may also prompt us to add some more methodological 'tools', consisting of:
• visualization and presentation of data to see patterns and understand variability, irregularity and stability; • understand data not as dry observations but as emergent from systems of agents interacting with each other and the rules they follow; • describing systems and data and trying to understand sub-phenomena through taxonomy, distance, relations and allied concepts; • learning about the systems that give rise to such data and thereby being able to abstract key points, and model using simple mathematics, networks analysis, or other simulation-based models; • building models or simulations and then altering key parameters and assumptions to see when results either vary little or become unrecognizable.
The revisiting of conclusions in the light of the original assumptions is a key step in this analytical process. 
Figure 9.3 Non-identical coupled logistic maps
Modelling and Simulation
Models are created to represent a simplified version of reality to answer certain questions. The question is sometimes obvious, such as in the case of an aeroplane wing tested in a wind tunnel. The question is also limited: an aeroplane wing constructed to test wind resistance may not be as useful if set on fire to test safety. It could be designed for both purposes, or we could accept its strength as a simple model for one purpose and recognize its limitations in others. One model cannot represent all aspects of reality, so being a good indicator of one aspect is a strength rather than a weakness. In the study of political systems, we also need to think about the purpose of the model, but its primary purpose (and its limitations) may not be as obvious.
In some disciplines (such as economics) the role of modelling is often far more complicated, including the pursuit of mathematical completeness, lots of equations and extensions. Yet to handle complexity (and other phenomena), a model can be both simple and valuable. Modelling is about the promotion of learning by identifying insights and seeing divergences between reality and the model to highlight mistakes and put into context the limitations of our models.
Even in the realm of complexity, we have to simplify our analysis to seek an explanation of outcomes that do not arise from large numbers of objects or from complicated rules. Rather, we have to attribute explanation to a reasonable number of definable (through taxonomy) sub-elements that relate to each other according to some easy-tosimplify rules. The interaction of these 'few enough to be defined' and 'simple enough to be described' elements produces, through feedback and interaction, outcomes in our complex system. In that context, modelling embeds an emphasis on understanding and simplifying agents and processes under complexity. The art of building a model is useful to study complex systems if it is done with an appropriate level of self-awareness: identifying, and being able to link in a systematic way, the elements of the system; starting from a very coarse verbal description onwards; refining description to give typologies and names to those elements, and then explaining how they work together.
Figure 9.4 Mandelbrot set
Take the simple example of a public service that is open freely to those that want to use it -such as a free training course at a library. If we take, as a basic assumption, that this is a drop-in service, then we can start to think of the elements of our system: there are individuals who may or may not use the service, there are those who run the service and there are other resources available. There will be trainers and a room with desks and, eventually, some limit on capacity. If we know the course runs once a week, we may want to know how big the room should be and how many trainers. We assume that, if there are too few resources, then the experience will be such that many of the attendees may not come back the next week as they will get no value out of it. The trainers and the room are the resources, the service users are those who are benefiting from these resources. The resources are limited. So, we have something that we know (the relationships between the different elements of the system), we have a taxonomy (resources and users) and some simple rules that relate to users' decisions based on resources and a time dimension.
This approach, and level of simplicity, can be found in a classic model that is very popular with, for example, biologists and ecologists -where a population of a rapidly reproducing organism has only a limited source of food (or other resource) to survive on. Such models often introduce another kind of individual that is the predator to the main population (political science scenarios, where two kinds of agent are competing for resources and one has the ability to eliminate or exclude the other, may be less obvious but not uncommon). Our point is that a model may be simple but still effective and widely used in scientific study. There are several ways of treating such models. However, when we want to handle complexity, we must never forget the first way -of learning from this type of simplification and reflecting back on the real world to see what we have learnt about the system just by conceptualizing the model. We can also beg, borrow, steal or invent mathematical ways of representing our system from biologists, physicists, economists and many more. With such equations we can then insert initial conditions and scenarios -then the result, under the model's conditions, can be produced and compared to real life. This is the simplest form of simulation. Multiple runs of scenarios, subtly or grossly differentiated, can easily and quickly be multiplied for simple models (even using accessible and easily learnt tools such as Microsoft Excel). Further, into the world of simulation we can build what is known as an 'agent-based model' (ABM), where we set up a computer program that will create agents that, as the program runs, obey the rules we have decided to include in the model.
One of the greatest benefits of simulation (and especially agent-based simulation, ABS) is that it is a highly intuitive (and often visual) method that can shock with counterintuitive results. However knowledgeable researchers think they are, no one is capable of intuiting the results of multiple interacting agents or rules even in the simplest of environments or with small numbers. A striking example, in agent-based simulation, is the flow of people through an emergency exit that can be increased by putting a barrier at the right distance in front of the door (Figure 9 .5). This is a counter-intuitive result which translates back into the real world and has been used in the design of large spaces in buildings.
RELATIONS AND THE BASIS OF NETWORKS
Network (or Social Network) analysis satisfies many of the features we were keen to find in our 'new toolbox': they are visually valuable, they emphasize interactions and lead thinking towards emergence and rules. They prompt thinking about systems in a taxonomical way -identifying nodes/agents (of differing or similar kinds) and links between those nodes. They are data rich and can take quantitative data (arising from qualitative enquiry) into a sound modelling and analysis environment. They can also be the basis of engaging and illuminating simulation. In most cases, we are talking about the communication ability of the network, from simple analyses like the time it takes a train to get from one place to another, to more complicated measures of power and influence.
The simplest types of network focus on structure and interdependency within a system; we identify the nodes (which can be anything from metro stations to brain cells, but we would most likely use a human or organizational entity) and a binary (one or zero) indicator as to whether a link exists or not between any two nodes. Even at this level we can say a great deal about systems and start to introduce quite sophisticated measurements that start to show complex properties. We can also see the different kinds of measures that we have. The first kind of measure describes the network overall; this could be the number of nodes in the network, the average number of links per node, or more complicated measures that assess the clustered-ness of the network or the average of all the shortest paths from every node to every other node (a connectedness measure). The second kind of measure is of an individual node in a network; this could be the number of immediate neighbours it has, the average path length to every other node, or a centrality measure of the node in the network.
With these measures we can start to see how complexity manifests itself in a network. The removal of, say, just one link in a network can have two extremely different results dependent on only a very small difference in starting conditions. We could remove one link from a network of thousands of nodes and links and it could have a minimal effect or split the network into two. In practical analysis we can construct hypotheses about, for example, when networks would be robust to changes such as removing only one link (or some given number or percentage of links) and when they would be sensitive. 
Figure 9.5 Escape dynamics
One way to explore complexity is to examine 'small world networks'. Watts and Strogatz (1998) show how a regularly arranged network, where every actor is linked only to their nearest neighbours, contrasts with a random network where there is no 'locality' at all and network links can occur to anyone, anywhere (Figure 9 .6).
The movement from the highly clustered regular network, where everyone only knows immediate neighbours, to the random, where anyone knows anyone with equal probability is conceived of through 'rewiring' the network. This rewiring effectively introduces 'shortcuts' which can be taken to occur, replacing a link, with probability p. When this probability is zero, no links are rewired and the graph stays regular, with p set to 1, all the links are rewired and a random network results. Somewhere in between, curious things happen.
In the regular clustered network, an individual at any point of the graph only knows people who already know several of her contacts. Even her contacts' contacts that she does not know are still well connected in her locality. However, this regular arrangement means that in order to discover a connection to the vast majority of the 'non-local' actors in the network, the number of steps needed is generally very high. In fact, most of the network is only reachable through multiple step connections. This gives the network a 'long average path length'.
The random graph is, not surprisingly, opposite in these properties; there is very little 'cliquishness' and it happens rarely that one actor's contact will know many of her other contacts. However, average path length for the whole network is short because there are so many cross-cutting links to every part of the structure. What Watts and Strogatz (1998) show is that, as the rewiring factor, p, increases, the change in these two characteristics is not as we might expect through intuition. In fact, the average path length for the whole network drops rapidly as just a few rewirings are made while the cliquishness remains high for much longer before falling away.
What we have in a small world is a relatively clustered network where, surprisingly,
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Source: Watts and Strogatz (1998) .
Figure 9.6 Small world networksG
anyone in the network can be reached through relatively few steps. This analysis produces three vital points for complexity in political science. First, one cannot guess at the communication ability of a network by looking at a drawing of it, forming an impression by qualitative appreciation, or by 'doing some of the work'. We must be cautious about drawing generalities when we think we can see patterns. One needs to have complete information on a network to be able to calculate the parameters. This is generally lacking in political science which generally describes networks metaphorically without detailed measurement (Dowding, 1995) .
Second, we should recognize the limits to using qualitative interviews with actors in the networks to assess the nature of the network. Actors/nodes in small world networks (and by extension other networks) may have no idea about which sort of network they are in. They can only observe their local conditions and this is no guide to the real nature of the whole network.
Finally, we should recognize the upfront assumptions that we make when doing political science investigation. If the entire nature of the network is susceptible to a link added or taken away, or a couple of links being reported as strength '4' rather than strength '9', then consider how sensitive our analysis is to the definitions we provide, the link we didn't count, or the missed node in the sample. Our discussion and appreciation of the method we adopt, and the rigour involved, becomes more critical than ever.
CONCLUSION: COMPARING METHODS
If complexity theory involves new ways of thinking about the world, we may need new methods to aid that thinking. For example, we cannot rely on quantitative methods based on the assumption that the relationship between key independent and dependent variables is linear and enduring. Rather, complex systems may produce a combination of long periods of stability punctuated by extreme events, irregularity or cycles of behaviour less amenable to prediction. Similarly, case studies involving in-depth qualitative analysis only take us so far. For example, if nodes within networks vary markedly across the system as a whole, we cannot rely on methods that focus on one small part of the system. In some cases, a combination of methods may aid analysis but also struggle to capture and explain complex system behaviour. In each case, our ability to explain what is going on may be hampered by our initial inability to describe it adequately.
It is in this context that we should consider the value of other methods, such as modelling and simulation, formal network analysis and experimental methods. In each case, the initial aim is to understand how complex systems behave -by simplifying them enough to allow us to model the interaction between agents and nodes and observing the effects. For example, ABS is useful as a way to monitor the effects of small changes in rules or in the networks bringing people together (see the chapters by Edmonds and Gershenson, Johnson, Hadzikadic, Whitmeyer and Carmichael, Morçöl, and Bilge in this volume). Experimental methods allow us to monitor changes according to the ways in which people understand or adapt to complex systems. Such methods aid analysis partly by allowing us to visualize these interactions and to consider why some changes produce rather counter-intuitive effects. Indeed, this exploration is the key to 'complexity thinking', which focuses on the various ways in which elements of the system can interact with each other, and the effect of changing the rules or types of interaction.
These methods may differ from mainstream methods in political science, but our approach to how to organize, conduct and analyse research should not. The process involves: identifying a research problem and linking it to established theories; thinking about how to address the research problem and which methods are most appropriate (or if a mix of methods can be valuable); explicitly identifying the assumptions we make about what to study and how to study it; conducting the research and considering the results; and, reflecting, self-critically, about how our theories, methods and assumptions influence the research process and results -and how we might improve the research design. In that context, these methods are only as useful as the people using them.
