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Abstract
We derived the first sparse recovery guarantees for weighted ℓ1 minimization with
sparse random matrices and the class of weighted sparse signals, using a weighted
versions of the null space property to derive these guarantees. These sparse matrices
from expender graphs can be applied very fast and have other better computational
complexities than their dense counterparts. In addition we show that, using such
sparse matrices, weighted sparse recovery with weighted ℓ1 minimization leads to
sample complexities that are linear in the weighted sparsity of the signal and these
sampling rates can be smaller than those of standard sparse recovery. Moreover, these
results reduce to known results in standard sparse recovery and sparse recovery with
prior information and the results are supported by numerical experiments.
Keywords: Compressed sensing, sparse recovery, weighted ℓ1-minimization, weighted
sparsity, sparse matrix, expander graph, sample complexity, nullspace property
1 Introduction
Weighted sparse recovery was introduced by [26] for application to function interpolation
but there has been a steady growth in interest in the area, [1, 2, 5, 7, 15, 25], since then.
In particular [5] showed its equivalence to standard sparse recovery using weighted ℓ1
minimization. The setting considered here is as follows: for a signal of interest x ∈ RN
which is k-sparse and a given measurement matrix A ∈ Rn×N , we perform measurements
y = Ax + e for a noise vector e with ‖e‖1 ≤ η (this being the main difference with the
previously mentioned works). The weighted ℓ1-minimization problem is then given by:
min
z∈RN
‖z‖ω,1 subject to ‖Az− y‖1 ≤ η, (WL1)
where ‖z‖ω,1 =
∑N
i=1 ωi|zi| with weights ωi > 0. If, based on our prior knowledge of
the signal, we assign an appropriate weight vector ω ≥ 1, then any S ⊂ [N ] such that∑
i∈S ωi ≤ s is said to be weighted s-sparse. When the weighted ℓ1 minimization (WL1)
is used to recover signals supported on sets that are weighted s-sparse, then the problem
becomes a weighted sparse recovery problem.
∗Mathematics Department, University of Texas at Austin (bah@math.utexas.edu).
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The motivation for the use of weighted ℓ1 minimization either for standard sparse
recovery or weighted sparse recovery stems from the numerous applications in which one
naturally is faced with a sparse recovery problem and a prior distribution over the support.
Consequently, this has been the subject of several works in the area of compressive sensing,
see for example [2, 5, 7, 10, 17, 19–21, 24–26, 28–30]. Most of these works proposed various
strategies for setting weights (either from two fixed levels as in [20,22], or from a continuous
interval as in [10, 26]), in which smaller weights are assigned to those indices which are
deemed “more likely” to belong to the true underlying support.
All of the prior work concerning weighted ℓ1 minimization considered dense matrices,
either subgaussian sensing matrices or structured random matrices arising from orthonor-
mal systems. Here, we instead study the weighted ℓ1 minimization problem using sparse
binary matrices for A. In the unweighted setting, binary matrices are known to possess
what is referred to as the square-root bottleneck, that is they require m = Ω
(
k2
)
rows in-
stead of the optimal O (k log (N/k)) rows to be “good” compressed sensing matrices with
respect to optimal recovery guarantees in the ℓ2 norm, see [11,13]. Yet, in [6], the authors
show that such sparse matrices achieve optimal sample complexity (optimally few rows
of O (k log (N/k))) if one instead considers error guarantees in the ℓ1 norm. This paper
aims to develop comparable results for sparse binary matrices in the setting of weighted
ℓ1 minimization. On the contrary to being second best in terms of theoretical guarantees
to their dense counterparts, sparse binary matrices have superior computational proper-
ties. Their application, storage and generation complexities are much smaller than dense
matrices, see Table 1. Moreover, these non-mean zero binary matrices are more natural
Ensemble Storage Generation Application (A∗y) Sampling rate
Gaussian [9] O(nN) O(nN) O(nN) O(k log(N/k))
Partial Fourier [18] O(n) O(n) O(N logN) O(k log2(k) log(N))
Expander [6] O(dN) O(dN) O(dN) O(k log(N/k))
Table 1: Computational complexities of matrix ensembles. The number of nonzeros per column
of A is denoted by d, which is typically O(logN). The references point to papers that proposed
the sampling rate. The table is a slight modification of Table I in [23].
to use for some applications of compressed sensing than the dense mean zero subgaussian
matrices, for example the single pixel camera, [14], uses measurement devices with binary
sensors that inherently correspond to binary and sparse inner products.
The paper [26] introduced a general set of conditions on a sampling matrix and un-
derlying signal class which they use to provide recovery guarantees for weighted ℓ1 min-
imization, namely, the concepts of weighted sparsity, weighted null space property, and
weighted restricted isometry property. These are generalizations of the by-now classical
concepts of sparsity, null space property, and restricted isometry property introduced in [9]
for studying unweighted ℓ1 minimization. The paper [26] focused on applying these tools
to matrices arising from bounded orthonormal systems, and touched briefly on implica-
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tions for dense random matrices. Here, we show that, under appropriate modifications,
the same tools can provide weighted ℓ1 minimization guarantees for sparse binary sensing
matrices that are adjacency matrices of expander graphs.
Contributions: The contributions of this work are as follows.
1. The introduction of the weighted robust null space property, satisfied by adjacency
matrices of (k, d, ǫ)-lossless expander graphs, see Definition 3.1 in Section 3.1.
2. The characterization of weighted sparse recovery guarantees for (WL1) using these
matrices, see Theorem 3.2, in Section 3.1.
3. The derivation of sampling rates that are linear in the weighted sparsity of the signals
using such matrices, see Theorem 3.3 in Section 3.2. These sampling bounds recover
known bounds for unweighted sparse recovery and sparse recovery with partially
known support, see Section 3.3.
Numerical experiments support the theoretical results, see Section 4.
2 Preliminaries
2.1 Notation & definitions
Scalars will be denoted by lowercase letters (e.g. k), vectors by lowercase boldface letters
(e.g., x), sets by uppercase calligraphic letters (e.g., S) and matrices by uppercase boldface
letters (e.g. A). The cardinality of a set S is denoted by |S| and [N ] := {1, . . . , N}.
Given S ⊆ [N ], its complement is denoted by Sc := [N ] \ S and xS is the restriction
of x ∈ RN to S, i.e. (xS)i = xi if i ∈ S and 0 otherwise. Γ(S) denotes the set of
neighbors of S, that is the right nodes that are connected to the left nodes in S in a
bipartite graph, and eij = (xi, yj) represents an edge connecting node xi to node yj. The
ℓp norm of a vector x ∈ RN is defined as ‖x‖p :=
(∑N
i=1 x
p
i
)1/p
, while the weighted ℓp
norm is ‖x‖ω,p :=
(∑N
i=1 ω
2−p
i |xi|p
)1/p
. This work focuses on the case where p = 1, i.e
‖x‖ω,1 :=
∑N
i=1 ωi|xi|.
A (k, d, ǫ)-lossless expander graph, also called an unbalanced expander graph [6], is
maximally “well-connected” given a fixed number of edges. More precisely, it is defined
as follows:
Definition 2.1 (Lossless Expander). Let G = ([N ], [n], E) be a left-regular bipartite graph
with N left (variable) nodes, m right (check) nodes, a set of edges E and left degree d. If,
for any ǫ ∈ (0, 1/2) and any S ⊂ [N ] of size |S| ≤ k, we have that |Γ(S)| ≥ (1 − ǫ)d|S|,
then G is referred to as a (k, d, ǫ)-lossless expander graph.
3
2.2 Weighted sparsity
As a model signal class for weighted ℓ1 minimization, we consider the weighted ℓp spaces
considered in [26]. Given a vector of interest x ∈ RN and a vector of weights ω ∈ RN ≥ 1,
i.e. ωi ≥ 1 for i ∈ [N ], the weighted ℓp space is defined as
ℓω,p :=
{
x ∈ RN : ‖x‖ω,p <∞
}
, 0 < p ≤ 2. (1)
The weighted ℓ0-“norm” is denoted as ‖ · ‖ω,0; while the weighted cardinality of a set
S is denoted as ω(S) and both are respectively defined as
‖x‖ω,0 :=
∑
{i:xi 6=0}
ω2i , and ω(S) :=
∑
i∈S
ω2i . (2)
Observe that the weighted cardinality upper bounds the cardinality of a set, i.e. ω(S) ≥ |S|
since ωi ≥ 1. We denote the weighted s-term approximation of a vector x for s ≥ 1 by
σs(x)ω,p and define it as follows:
σs(x)ω,p := inf
z:‖z‖ω,0≤s
‖z− x‖ω,p. (3)
Up to a small multiplicative constant, this quantity can be computed efficiently by sorting
a weighted version of the signal x and truncating, see [26] for more details. For this work,
we focus attention to the case p = 1:
σs(x)ω,1 := ‖x− xS‖ω,1 = ‖xSc‖ω,1. (4)
3 Theoretical results
The main results of this work give recovery guarantees for weighted ℓ1 minimization (WL1)
when the sampling operators are adjacency matrices of lossless expander graphs for the
class of weighted sparse signals. We characterize the appropriate weighted robust null
space property and expansion condition that the adjacency matrix of a (k, d, ǫ)-lossless
expander graph needs to satisfy to guarantee robust weighted sparse recovery. These
results reduce to the standard sparsity and unweighted ℓ1 minimization results when the
weights are all chosen to be equal to one. We derive sample complexities, in terms of the
weighted sparsity s, of weighted sparse recovery using weighted ℓ1 minimization compared
to unweighted ℓ1 minimization with adjacency matrices of a (k, d, ǫ)-lossless expander
graphs. These sample complexities are linear in ω(S) and reduce to known results of
standard sparse recovery and sparse recovery with prior information.
4
3.1 Robust weighted sparse recovery guarantees
The weighted null space property (ω-NSP) has been used to give sparse recovery guarantees
[20–22, 26] with two schemes for choice of weights. In [20, 26] the weights ω ≥ 1; whilst
in [21, 22] the weights ω ≤ 1. Similar to [26], we consider the weighted robust NSP (ω-
RNSP) for the type of matrices we focus on, which is the robust version of the NSP in the
weighted case and follows from the unweighted RNSP proposed in [16] for such matrices.
Definition 3.1 (ω-RNSP). Given a weight vector ω, a matrix A ∈ Rn×N is said to have
the robust ω-RNSP of order s with constants ρ < 1 and τ > 0, if
‖vS‖ω,1 ≤ ρ‖vSc‖ω,1 + τ
√
s‖Av‖1, (5)
for all v ∈ RN and all S ⊂ [N ] with ω(S) ≤ s.
We will derive conditions under which an expander matrix satisfies the ω-RNSP to
deduce error guarantees for weighted ℓ1 minimization (WL1). This is formalized in the
following theorem.
Theorem 3.1. Let A ∈ {0, 1}n×N be the adjacency matrix of a (k, d, ǫ)-lossless expander
graph. If ǫ2k < 1/6, then A satisfies the ω-RNSP (5) with
ρ =
2ǫ2k
1− 4ǫ2k
, and τ =
1√
d(1− 4ǫ2k)
. (6)
Proof. Given any z ∈ RN . Let ω ∈ RN be an associated weights vector with ωi ≥ 1,
for i ∈ [N ], and S with |S| ≤ k be such that ω(S) ≤ s. We will prove that if A is the
adjacency matrix of a (k, d, ǫ)-lossless expander, then A will satisfy the ω-RNSP (5) with
the parameters specified in (6).
Given S is the index set of the k largest in magnitude entries of z and let the indexes
in Sc be ordered such that
ωi|zi| ≥ ωi+1|zi+1| for i ∈ Sc . (7)
Without lost of generality (w.l.o.g) we assume that the set of variable nodes of the bipartite
graph corresponding to the (k, d, ǫ)-lossless expander are ordered accordingly.
We denote the collision set of edges of the bipartite graph as E′ and define it as thus
E′ := {eij | l < i such that elj ∈ E} . (8)
We first state and prove the following lemma that will later be used in the proof.
Lemma 3.1. Let x ∈ RN be k-sparse. Then∑
eij∈E′
ωi|xi| ≤ ǫd‖x‖ω,1 . (9)
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Proof. Define Ri := {elj ∈ E′ | l ≤ i} and ri = |Ri|. Note that r0 = r1 = 0.
∑
eij∈E′
ωi|xi| =
N∑
i=1
ωi|xi| (ri − ri−1) (10)
≤
∑
i≤k
ωi|xi| (ǫdi− ǫd(i − 1)) (11)
= ǫd‖x‖ω,1 . (12)
Equation (10) comes from the definition of R. The restriction to k indexes in (11) is due
to the fact that x is k-sparse and xi = 0 for all i ∈ [N ]\supp(x). The bound in (11) is due
to the expansion property of the (k, d, ǫ)-lossless expander graph, which implies rk′ ≤ ǫdk′
for any k′ ≤ k.
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Continuing with the main proof, we split the index set of z into q + 1 subsets of [N ]
(i.e. S0,S1, . . . ,Sq) of equal cardinality k except possibly the last subset, Sq. We also
assume that ω(S0) ≤ s. Let E(S) denote the set of edges connecting to nodes in S.
d‖zS0‖ω,1 = d
∑
i∈S0
ωi|zi| =
∑
eij∈E(S0)
ωi|zi| (13)
=
∑
ωi|zi|
eij∈E(S0)\E′(S0)
+
∑
eij∈E′(S0)
ωi|zi| (14)
=
∑
j∈Γ(S0)
∑
i∈S0
ωi|zi|
eij∈E(S0)\E′(S0)
+
∑
j∈Γ(S0)
∑
i∈S0
eij∈E′(S0)
ωi|zi| . (15)
Equation 13 comes from the left d-regularity of the (k, d, ǫ)-lossless expander graph; while
(14) is due to the definition of the collision set (8). Now we define
γ(j) = {i ∈ S0 | eij ∈ E(S0)\E′(S0)} . (16)
Note that |γ(j)| = 1 for each j ∈ Γ(S0). Using this notation (15) can be rewritten as
d‖zS0‖ω,1 =
∑
j∈Γ(S0)
ωγ(j)|zγ(j)|+
∑
j∈Γ(S0)
∑
i∈S0
eij∈E′(S0)
ωi|zi| . (17)
Next we bound the first term on the right hand side of (17). The following follows from
the fact that A is the adjacency matrix of a (k, d, ǫ)-lossless expander graph.
(Az)j =
∑
i∈[N ]
ajizi =
∑
i∈[N ]
zi
eij∈E
=
∑
l≥0
∑
i∈Sl
zi
eij∈E
=
∑
i∈S0
zi
eij∈E(S0)
+
∑
l≥1
∑
i∈Sl
zi
eij∈E
(18)
=
∑
i∈S0
zi
eij∈E(S0)\E′(S0)
+
∑
i∈S0
zi
eij∈E′(S0)
+
∑
l≥1
∑
i∈Sl
zi
eij∈E
. (19)
In (18) we applied the splitting of the index set [N ]; while (19) is due to the definition of
the collision set (8). With the ordering of the variable nodes we can use (16), to rewrite
(19) as follows.
(Az)j = zγ(j) +
∑
i∈S0
zi
eij∈E′(S0)
+
∑
l≥1
∑
i∈Sl
zi
eij∈E
. (20)
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We multiply (20) by ωγ(j) and then we take absolute values to get
ωγ(j)|zγ(j)| = |
∑
i∈S0
ωγ(j)zi
eij∈E′(S0)
+
∑
l≥1
∑
i∈Sl
ωγ(j)zi
eij∈E
+ ωγ(j)(Az)j |
≤
∑
i∈S0
ωγ(j)|zi|
eij∈E′(S0)
+
∑
l≥1
∑
i∈Sl
ωγ(j)|zi|
eij∈E
+ ωγ(j)|(Az)j | (21)
≤
∑
i∈S0
ωi|zi|
eij∈E′(S0)
+
∑
l≥1
∑
i∈Sl
ωi|zi|
eij∈E
+ ωγ(j)|(Az)j | . (22)
In (21) we used the triangle inequality; while in (22) we used the ordering of the entries
of ω. Now we can bound (17) using the bound in (22) as follows.
d‖zS0‖ω,1 ≤ 2
∑
j∈Γ(S0)
∑
i∈S0
ωi|zi|
eij∈E′(S0)
+
∑
j∈Γ(S0)
∑
l≥1
∑
i∈Sl
ωi|zi|
eij∈E
+
∑
j∈Γ(S0)
ωγ(j)|(Az)j | (23)
= 2
∑
eij∈E′(S0)
ωi|zi|+
∑
l≥1
∑
j∈Γ(S0)
∑
i∈Sl
ωi|zi|
eij∈E
+
∑
j∈Γ(S0)
ωγ(j)|(Az)j | . (24)
In (24) we used the fact that the double summation in the first term of the right hand
side of (23) is equivalent to a single summation over all the edges in E′(S0). Let the set of
edges from vertex sets Sa and Sb be denoted as E(Sa : Sb) . We upper bound the second
term of (24) in the following way.∑
l≥1
∑
j∈Γ(S0)
∑
i∈Sl
ωi|zi|
eij∈E
≤
∑
l≥1
|E(Γ(S0) : Sl)|max
i∈Sl
{ωi|zi|}
≤
∑
l≥1
|E(Γ(S0) : Sl)|
1
k
∑
i∈Sl−1
ωi|zi|
 , (25)
where (25) is due to the ordering assumption (7). But |E(Γ(S0) : Sl)| = |Γ(S0) ∩ Γ(Sl)|
and that Γ(S0)∪Γ(Sl) = Γ(S0∪Sl) since S0 and Sl are disjoint. By the inclusion-exclusion
principle |Γ(S0) ∩ Γ(Sl)| = |Γ(S0)|+ |Γ(Sl)| − |Γ(S0 ∪ Sl)| and by the expansion property
of the (k, d, ǫ)-lossless expander graph |Γ(S0 ∪ Sl)| ≥ (1− ǫ2k)d|S0 ∪ Sl|. Thus we have
|E(Γ(S0) : Sl)| = |Γ(S0)|+ |Γ(Sl)| − |Γ(S0 ∪ Sl)|
≤ 2dk − 2(1− ǫ2k)dk = 2ǫ2kdk , (26)
where we upper bounded each of |Γ(S0)| and |Γ(Sl)| by dk since each node has at most d
neighbors.
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Using this result we get the following upper bound for (25).∑
l≥1
∑
j∈Γ(S0)
∑
i∈Sl
ωi|zi|
eij∈E
≤
∑
l≥1
2ǫ2kdk
(
1
k
‖zSl−1‖ω,1
)
= 2ǫ2kd
∑
l≥1
‖zSl−1‖ω,1
≤ 2ǫ2kd‖z‖ω,1 . (27)
For an upper bound of the last term of (24) we proceed as follows. Note that this term is
an inner product of two positive vectors hence we can use Cauchy-Schwarz inequality.∑
j∈Γ(S0)
ωγ(j)|(Az)j | ≤
√ ∑
j∈Γ(S0)
ω2γ(j)
√ ∑
j∈Γ(S0)
|(Az)j |2
≤
√∑
i∈S0
dω2i ‖Az‖2 (28)
≤
√
ds‖Az‖1 . (29)
In (28) we upper bounded by using the fact that each node has at most d neighbors and
that |Γ(S0)| ≤ n to upper bound by the ℓ2 norm of Az. We upper bound the ℓ2 norm by
the ℓ1 norm in (28) and used the bound
∑
i∈S0
ω2i = ω(S0) ≤ s.
Finally, we apply Lemma 3.1 to upper bound the first term of (24) by 2ǫ2kd‖zS0‖ω,1
(since ǫ2k ≥ ǫk =: ǫ). Then we use (27) and (29) to respectively bound the second and the
third terms of (24) to get.
d‖zS0‖ω,1 ≤ 2ǫ2kd‖zS0‖ω,1 + 2ǫ2kd‖z‖ω,1 +
√
ds‖Az‖1 (30)
= 4ǫ2kd‖zS0‖ω,1 + 2ǫ2kd‖zSc0‖ω,1 +
√
ds‖Az‖1 . (31)
If we let S0 = S and the rearrange (31) we have
‖zS‖ω,1 ≤ 2ǫ2k
1− 4ǫ2k
‖zSc‖ω,1 + 1√
d(1− 4ǫ2k)
√
s‖Az‖1 , (32)
which is the ω-RNSP (5) with ρ and τ as in (6), hence concluding the proof.
Based on Theorem 3.1 we provide reconstruction guarantees in the following theorem.
Theorem 3.2. Let A be the adjacency matrix of a (k, d, ǫ)-lossless expander graph with
ǫ2k < 1/6. Given any x ∈ RN , if y = Ax+ e with ‖e‖1 ≤ η, a solution x̂ of (WL1) is an
approximation of x with the following error bounds
‖x̂− x‖ω,1 ≤ C1σs(x)ω,1 + C2
√
sη, (33)
where the constants C1, C2 > 0 depend only on d and ǫ.
Before we prove Theorem 3.2, we state and prove a lemma, which is key to that proof.
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Lemma 3.2. If A satisfies ω-RNSP (5) with ρ < 1 and τ > 0, then given any x, z ∈ RN
with ‖z‖ω,1 ≤ ‖x‖ω,1, we have
‖z− x‖ω,1 ≤ c1σs(x)ω,1 + c2
√
s‖A (z− x) ‖1, (34)
where the constants c1, c2 > 0 depend only on d and ǫ.
Proof. Let S with |S| ≤ k such that ω(S) ≤ s. Then we have
‖x‖ω,1 ≥ ‖z‖ω,1
= ‖z− x+ x‖ω,1
= ‖ (z− x+ x)S ‖ω,1 + ‖ (z− x+ x)Sc ‖ω,1
≥ ‖xS‖ω,1 − ‖ (z− x)S ‖ω,1 + ‖ (z− x)Sc ‖ω,1 − ‖xSc‖ω,1 (35)
= ‖x‖ω,1 − 2‖xSc‖ω,1 − 2‖ (z− x)S ‖ω,1 + ‖z− x‖ω,1. (36)
In (35) we used the triangle inequality; while in (36) we used the decomposability (sepa-
rability) of the ℓω,1 norm, i.e. ‖(·)S‖ω,1+‖(·)Sc‖ω,1 = ‖ · ‖ω,1. Simplifying and rearranging
(36) gives
2‖xSc‖ω,1 ≥ ‖z− x‖ω,1 − 2‖ (z− x)S ‖ω,1. (37)
Now we are ready to use ω-RNSP1 to upper bound the last term of (37) by replacing v
in (5) by z− x. Firstly (5) can be rewritten as
‖vS‖ω,1 ≤ ρ
1 + ρ
‖v‖ω,1 + τ
1 + ρ
√
s‖Av‖1 . (38)
Therefore, using (38) with v = z− x, (37) becomes
2‖xSc‖ω,1 ≥ ‖z − x‖ω,1 − 2ρ
1 + ρ
‖z− x‖ω,1 − 2τ
1 + ρ
√
s‖A (z− x) ‖1 . (39)
Simplifying and rearranging (39) yields
‖z− x‖ω,1 ≤ 2(1 + ρ)
1− ρ ‖xSc‖ω,1 +
4τ
1− ρ
√
s‖A (z− x) ‖1. (40)
Using the definition of σs(x)ω,1 from (4) yields (34) from (40) with
c1 =
2(1 + ρ)
1− ρ , and c2 =
4τ
1− ρ. (41)
This concludes the proof of the lemma.
Proof. (Theorem 3.2) It can be easily seen that the theorem is a corollary of the Lemma
3.2. The recovery error bounds in (33) follow from the error bounds in (34) in Lemma
3.2 by replacing z with x̂ and using the triangle inequality to bound the following:
‖A (x̂− x) ‖1 ≤ ‖Ax̂ − y‖1 + ‖Ax − y‖1 ≤ 2η. Hence C1 = c1, and C2 = 2c2. Fi-
nally, for A to satisfy the ω-RNSP with ρ < 1 and τ > 0 we require ǫ2k < 1/6.
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3.2 Sample complexity
Here we derive sample complexities in terms of the weighted sparsity, s, of weighted sparse
recovery using weighted ℓ1-minimization with sparse adjacency matrices of (k, d, ǫ)-lossless
expander graphs. These sample complexity bounds are linear in the weighted sparsity
of the signal and can be smaller than sample complexities of standard sparse recovery
using unweighted ℓ1-minimization with and sparse adjacency matrices of (k, d, ǫ)-lossless
expander graphs. Moreover, these results recover known results for the settings of a)
uniform weights, b) polynomially growing weights, c) sparse recovery with prior support
estimates, and d) known support. In particular, in the setting of sparse recovery with
prior support estimates, depending on mild assumptions on the growth of the weights and
how well is the support estimate aligned with the true support will lead to a reduction
in sample complexity. The following derivations, without loss of generality, assume an
ordering of the entries of the signal in order of magnitude such that S has the first k
largest in magnitude entries of the signal.
Theorem 3.3. Fix weights ωj ≥ 1. Suppose that γ > 0 depending on the choice of
weights, and 0 ≤ δ < 1. Consider an adjacency matrix of a (k, d, ǫ)-lossless expander
A ∈ {0, 1}n×N , and a signal x ∈ RN supported on S ⊂ [N ] with |S| ≤ k and∑i∈S ω2i ≤ s.
Assume that noisy measurements are taken, y = Ax+ e with ‖e‖1 ≤ η and ǫ2k < 1/6.
Then with probability at least 1− δ, any solution x̂ of (WL1) satisfies (33), if
n = O (s/(ǫ2γ)) , and d = O (ǫn/k) . (42)
Proof. Theorem 3.2 guarantees that any solution x̂ of (WL1) satisfies (33) if the sensing
matrix is an adjacency matrix of a (k, d, ǫ)-lossless expander with ǫ2k < 1/6. Therefore,
it suffice to prove the existence of such lossless expander graphs. The proof follows what
has become a standard procedure for proving probabilistic existence of expander graphs
[3,6,16]. Consequently, we will skip some of the details of the proof. Let G = ([N ], [n], E)
be a bipartite graph with N left and n right vertices. Let each vertex in [N ] have a
regular degree d. We probabilistically construct the graph by picking each node in [N ]
and connecting it to d nodes in [n] chosen uniformly at random. Then we ask that for
any set S ⊂ [N ], |S| ≤ k with ω(S) ≤ s, what is the probability of failure of the graph to
expand on this set? Let this event be denoted by Fk, then
Fk := |Γ(S)| < (1− ǫ)dk. (43)
Therefore, we need to compute Prob {Fk} for our fixed S of size k, which we may not be
able to do but an upper bound suffices. An upper bound is given by the following lemma
proven in [8].
Lemma 3.3. Given a left d-regular bipartite graph, G = ([N ], [n], E), with expansion
coefficient ǫ, there exist a constant µ > 0 such that for any T ⊆ [N ] with |T | = t,
whenever n = O (dt/ǫ), we have
Prob {Ft} ≤
(
µ · ǫn
dt
)−ǫdt
.
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For the bipartite graph G to be an expander it has to expand on all sets S of |S| ≤ k. So
we need the probability of failure on all set S of |S| ≤ k which we can bound by a union
bound as follows, if we denote this probability as p.
p =
k∑
t=1
(
N
t
)(
µ · ǫn
dt
)−ǫdt
≤
k∑
t=1
eNH(
t
N
)−ǫdt log(µ· ǫndt ) , (44)
where H(q) = −q log q − (1 − q) log(1 − q) is the Shannon entropy function in base e
logarithms and we bound the combinatorial term by a bound due to [12]:
(
N
Nq
) ≤ eN ·H(q),
for N ∈ Z+, q ∈ [0, 1] such that qN ∈ Z+. From Lemma 3.3 the order notation implies
that there exist a constant C1 such that d ≥ C1ǫn/t. Using this lower bound on d and the
bound H(x) < −x log x+ x found in [4] we upper bound (44) as follows:
p ≤
k∑
t=1
eN(−
t
N
log( tN )+
t
N )−C1ǫ
2n log(µ/C1) =
k∑
t=1
et log(eN/t)−C2ǫ
2n , (45)
where C2 = C1 log (µ/C1). The function t log (eN/t) is monotonically increasing in t ≥ 1
and so its maximum occurs at t = k. Hence we can upper bound (45) as thus
p ≤ kek log(eN/k)−C2ǫ2n . (46)
For an expansion probability at least 1− δ we require p ≤ δ, which hold if
kek log(eN/k)−C2ǫ
2n ≤ δ, ⇒ log(k) + k log (eN/k)− C2ǫ2n ≤ log(δ) . (47)
We then choose weights such that s/γ is of the order of k log (N/k). Examples of weight
and γ choices are discussed in the next section. This concludes the proof.
Remark 3.1. The proof requires that s/γ to be of the order of k log (N/k), implying
that we don’t gain any reduction in the sample complexity in weighted sparse recovery
over standard sparse recovery. This is an artifact of the proof technique. It is counter
intuitive and the experiments (Section 4) explicitly show the contrary with weighted sparse
recovery having higher phase transitions (implying lower sampling rates) than standard
sparse recovery. Nonetheless, it is interesting to express sample rates in terms of the
weighted sparsity as this will guide the choice of weights.
3.3 Discussion on the choice of weights
Theorem 3.3 requires dependence of γ on the choice of weights, precisely it suffice to fix
the weights such that s/γ of the order of k log (N/k). Below we discuss the choice of
weights and hence the choice of γ, where these choices recovers existing results, similar to
results shown in [5] for Gaussian sampling matrices.
• Uniform weights. In standard sparse recovery using unweighted ℓ1-minimization,
the weights are ωi = 1 for all i ∈ [N ]. This is a special case of Theorem 3.3 with
s = k and γ = (2 log(N/k))−1, thus recovering the known sample complexity results
for standard sparse recovery with adjacency matrices of (k, d, ǫ)-lossless expander
graphs, [3, 6, 16]:
n = O (k log(N/k)/ǫ2) , and d = O (log(N/k)/ǫ) . (48)
• Polynomially growing weights. The idea of using polynomially growing weights
was proposed in [26], in the context of application to smooth function interpolation.
Precisely, the authors proposed weights ωi = i
α/2 for α ≥ 0. Using a number
theoretic results due to [27] we derive the following bound for a weighted s-sparse
set S of cardinality k (see details in Appendix):∑
i∈S
ω2i =
∑
i∈S
iα ≤ (k + 1)1+α . (49)
As such the weights (or α) are chosen such that (k+1)1+α of the order of γk log (N/k)
leading to (42). Interestingly, if α = 0 we recovery the standard sparse recovery result
(48) by choosing γ = (2 log(N/k))−1. Furthermore, since (k+1)1+α ≤ s ⇒ k ≤ s 11+α
if we letN = s1/α we have that s/γ is of the order of O
(
s
1
1+α log(s)
)
, which is similar
to a sample complexity suggested in [26] for dense random matrices.
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• Sparse recovery with prior support estimates. In this case, we know S˜ as
an estimate of the true support S and typically we assign weights ωi = w ∈ [0, 1]
for i ∈ S˜ and ωi = 1 for i ∈ S˜c. Note that ωi ≤ 1 for all i ∈ [N ], contrary to the
the setting of this work where ωi ≥ 1. Without loss of generality, we normalize by
dividing by w (for w > 0) to get ωi = w1 = 1 for i ∈ S˜ and ωi = w2 = 1/w ≥ 1
for i ∈ S˜c (if w = 0, we divide by w + ε with a small number ε > 0). The weighted
cardinality of the support is∑
i∈S
ω2i = |S ∩ S˜|+ w−2|S ∩ S˜c| . (50)
Like in [26] we can choose weights and γ as follows.
ω2i ≥ max {1, 2γ log(j/s)} , with γ = min
{
1,
(
2w2 log(N/s)
)−1}
. (51)
From Theorem 3.3 we have sample complexities n = O(s) if γ = 1 and the more
interesting case is when γ =
(
2w2 log(N/s)
)−1
, then
n = O (s/γ) = O (sw2 log(N/s)) = O ((w2|S ∩ S˜|+ |S ∩ S˜c|) log(N/s)) . (52)
Let |S˜| = β|S| = βk, and |S ∩ S˜| = α|S˜ |, where α, β ∈ [0, 1]. Then the sampling
bound in (52) is bounded above by
n = O ((w2k + r) log(N/k)) , (53)
where r = |Sc∩S˜|+|S∩S˜c| represents the mismatch between the true and estimated
supports. Getting results similar to results in [21] for Gaussian matrices.
• Known support. When the support of x coincides with the estimated support
exactly, then |S ∩ S˜| = s = k and |S ∩ S˜c| = 0, and the sample complexity becomes
n = O(s) = O(k),
recovering the sample complexity of standard sparse recovery with known support.
4 Experimental results
In these experiments we consider the class of weighted sparse signals modeled in [5]. Pre-
cisely, the probability for an index to be in the support of the signal is proportional to the
reciprocal of the square of the weights assigned to that index. We also considered polyno-
mially growing weights. In particular, we assign weights ωj = j
1/5 where the indices are
ordered such that the support corresponds to the smallest in magnitude set of weights. The
goal of the experiments was to compare the performance of weighted sparse recovery using
weighted ℓ1-minimization and standard sparse recovery using unweighted ℓ1-minimization
using both Gaussian sensing matrices and sensing matrices that are sparse binary adja-
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cency matrices of expander graphs (hence forth referred to as expander matrices) in terms
of a) sample complexity b) computational runtimes, and c) accuracy of reconstruction.
The m×N Gaussian matrices have i.i.d. standard normal entries scaled by √m while the
expander matrices are generated by putting d ones at uniformly at random locations in
each column. We draw signals of dimension N from the above mentioned model, where
the nonzero values are randomly generated as scaled sums of Gaussian and uniformly
random variables without any normalization. We encode the signals using these matrices
and add Gaussian white noise with noise level ‖e‖2 ≤ 10−6 =: η2 and define η1 such that
‖e‖1 ≤ η1. For the weighted sparse reconstruction, we use (WL1) with expanders and use
a modified version of (WL1), replacing the ℓ1 by ℓ2 and η1 by η2 in the data fidelity term
of (WL1), with Gaussian matrices; while the standard sparse reconstruction used
min
z∈RN
‖z‖ω,1 subject to ‖Az − y‖p ≤ ηp, (L1)
with p = 1 for expanders and p = 2 for Gaussian matrices.
The following results are averaged over many realizations for each problem instance
(s,m,N). The dimension of the signal is N = 210. For the expander matrices we
fixed d = ⌈2 log(N)⌉ and we vary the number of measurements m such that m/N ∈
[max(2d/N, 0.05), 0.35]; and for each m we vary the weighted sparsity of the supp(x), S,
such that ω(S)/m = s/m ∈ [1/min(m), 2.5]. Then we record k as the largest |S| for a
given s. We consider a reconstruction successful if the recovery error in the ℓ2-norm is
below 10η1 or 10η2 for expander or Gaussian matrices respectively and a failure other-
wise. Then we compute the empirical probabilities as the ratio of the number of successful
reconstructions to the number of realizations.
a) Sample complexities via phase transitions: We present below sample com-
plexity comparisons using the phase transition framework in the phase space of
(s/m,m/N). Note that in all the figures we normalized (standardized) the values of
s/m in such a way that the normalized s/m is between 0 and 1 for fair comparison.
The left panel of Figure 1 shows phase transition curves in the form of contours of
empirical probabilities of 50% (solid curves) and 95% (dashed curves) for expander
and Gaussian matrices using either ℓ1 or ℓω,1 minimization. Both matrices have
similar performance and by having larger area under the contours, weighted sparse
recovery using (WL1), outperforms standard sparse recovery using (L1). The result
in the left panel is further elucidated by the plots in the right panel of Figure 1
and left panel of Figure 2. In the latter we show a snap shot for fixed s/m = 1.25
and varying m while in the former we show a snap shot for fixed m/N = 0.1625
and varying s. Both plots confirm the comparative performance of expanders to
Gaussian matrices and the superiority of weighted ℓ1 minimization over unweighted
ℓ1 minimization.
b) Computational runtimes: To compare runtimes we sum the generation time of
A (Gaussian or expander), encoding time of the signal using A, and the reconstruc-
tion time, with weighted ℓ1 minimization over unweighted ℓ1 minimization, and we
average this over the number of realizations. In the right panel of Figure 2 we plot
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Figure 1: Left panel: Contour plots depicting phase transitions of 50% and 95% recovery prob-
abilities (dashed and solid curves respectively). Right panel: Recovery probabilities for a fixed
s/m = 1.25 and varying m.
average runtimes for varying m/N . This clearly shows that expanders have small
runtimes.
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Figure 2: Left panel: Recovery probabilities for a fixed m/N = 0.1625 and varying s. Right panel:
Runtime comparisons.
c) Accuracy of reconstructions: In Figure 3 we plot relative approximation errors
in the ℓω,1 norm (top panel). The left panel are for a fixed s/m = 1.25 and varyingm
while in the right panel are for fixedm/N = 0.1625 and varying s. In Figure 4 we plot
relative approximation errors in the ℓ2 norm. Similarly, the left panel are for a fixed
s/m = 1.25 and varying m while in the right panel are for fixed m/N = 0.1625 and
varying s. In both Figures 3 and 4 we see that weighted ℓ1 minimization converges
faster with smaller number of measurements than unweighted ℓ1 minimization; but
also we see that Gaussian sensing matrices have smaller approximation errors than
the expanders.
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Figure 3: Left panel: Relative errors for a fixed s/m = 1.25 and varying m. Right panel: Relative
errors for a fixed m/N = 0.1625 and varying s.
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Figure 4: Left panel: Relative errors for a fixed s/m = 1.25 and varying m. Right panel: Relative
errors for a fixed m/N = 0.1625 and varying s.
5 Conclusion
We give the first rigorous error guarantees for weighted ℓ1 minimization with sparse mea-
surement matrices and weighted sparse signals. The matrices are computationally efficient
considering their fast application and low storage and generation complexities. The deriva-
tion of these error guarantees uses the weighted robust null space property proposed for
the more general setting of weighted sparse approximations. We also derived sampling
rates for weighted sparse recovery using these matrices. These sampling bounds are linear
in s and can be smaller than sampling rates for standard sparse recovery depending on
the choice of weights. Finally, we demonstrate experimentally the validity of our theo-
retical results. Moreover, the experimental results show the computational advantage of
expander matrices over Gaussian matrices.
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6 Appendix
Here we prove the bound (49) by restating it as a lemma which we then prove.
Lemma 6.1. Let S be a weighted s-sparse set of cardinality k and ωi = iα/2. Then∑
i∈S
ω2i =
∑
i∈S
iα ≤ (k + 1)1+α . (54)
Proof. The proof uses the following number theoretic results due to [27]. We express
α = 1/r where r > 1 is a real number and state the results as a lemma.
Lemma 6.2. Let r be a real number with r ≥ 1 and k be a positive integer. Then
k∑
i=1
i1/r =
r
r + 1
(k + 1)
1+r
r − 1
2
(k + 1)
1
r − φk(r) , (55)
where φk is a function of r with k as a parameter. This function is bounded between 0 and
1/2.
18
Using this results without proof (the interested reader is referred to [27] for the proof)
we have ∑
i∈S
iα =
∑
i∈S
i1/r ≤ r
r + 1
(k + 1)
1+r
r − 1
2
(k + 1)
1
r − φk(r) (56)
≤ (k + 1)1+ 1r − 1
2
(k + 1)
1
r (57)
≤
(
k +
1
2
)
(k + 1)
1
r (58)
≤ (k + 1)1+ 1r = (k + 1)1+α , (59)
as required, concluding the proof.
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