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Abstract
The Douglas–Rachford method, a projection algorithm designed to solve continuous optimization
problems, forms the basis of a useful heuristic for solving combinatorial optimization problems. In order
to successfully use the method, it is necessary to formulate the problem at hand as a feasibility problem
with constraint sets having efficiently computable nearest points. In this self-contained tutorial, we
develop the convergence theory of projection algorithms within the framework of fixed point iterations,
explain how to devise useful feasibility problem formulations, and demonstrate the application of the
Douglas–Rachford method to said formulations. The paradigm is then illustrated on two concrete
problems: a generalization of the “eight queens puzzle” known as the “(m,n)-queens problem”, and the
problem of constructing a probability distribution with prescribed moments.
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1 Introduction
The so-called feasibility problem asks for a point contained in the intersection of a finite collection of
constraint sets. Precisely, given a family of sets C1, C2, . . . , Cr contained in a Euclidean space E, the
corresponding feasibility problem takes the form
Find x ∈ C :=
r⋂
i=1
Ci. (1)
A feasibility problem is said to be consistent when it has solution (i.e. when ∩ri=1Ci 6= ∅), otherwise
it is said to be inconsistent. This seemingly simple problem provides a modeling framework with great
flexibility and power. For the purpose of numerical schemes however, devising computationally tractable
formulations is often a nontrivial task and some creativity is required.
In many situations of practical interest, it is difficult to find a point in C directly. On the other hand,
the individual constraint sets, Ci, can often be chosen to have relatively simple structure. Projection
methods are a family of iterative algorithms for solving (1) which aim to exploit this observation with a
solution to the problem being obtained in the limit. In this context, “simple” is understood in the sense of
easy-to-compute projection mappings.
Definition 1 (Projection mapping). Given a nonempty subset C ⊆ E, the projection mapping (or pro-
jector) onto C is the possibly set-valued operator, PC : E ⇒ C, defined at each x ∈ E by
PC(x) :=
{
p ∈ C : ‖x− p‖ = dC(x) := inf
c∈C
‖c− x‖
}
.
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It is a straightforward exercise to verify that the projection mapping PC has nonempty values (i.e.
PC(x) 6= ∅ for all x ∈ E) when C is nonempty and closed. If PC(x) is a singleton set for all x ∈ E, then
C is said to be Chebyshev. In this case, the projector PC is a single-valued mapping that sends each point
x ∈ E to its unique nearest point in C. Amongst other names, the projector is sometimes also called the
projection operator, the metric projection, nearest point mapping or the best approximation operator.
Exercise 1. Let C ⊆ E be a nonempty, closed set. Show that PC(x) 6= ∅ for all x ∈ E.
The simplest projection algorithm for solving (1) is the method of cyclic projections which iterates by
successively applying the projectors onto each of the constraint sets. More precisely, given an initial point
x0 ∈ E, it generates a sequence (xk)∞k=0 according to
xk+1 ∈
(
PCrPCr−1 · · ·PC1
)
(xk), for k = 0, 1, 2, . . . , (2)
where we note that, for an operator T and a set C, T (C) is defined by T (C) := ∪x∈CT (x).
In the case that the sets C1, . . . , Cr are Chebyshev, (2) can be written with equality. However, in
general, the inclusion is required due to potential set-valuedness of the projection mapping. In such cases,
we will be interested in any sequence (xk)
∞
k=0 satisfying (2). Two illustrations of the method, where the
limit of (xk)
∞
k=0 is contained in the intersection, are provided in Figure 1.
C1
C2
x0
PC1x0
x1 = PC2PC1x0
(a) The method of cyclic projections for two halfspaces
C1
C2
C3
x0
PC1x0
PC2PC1x0 x1 = PC3PC2PC1x0
(b) The method of cyclic projections for three balls
Figure 1: The method of cyclic projections applied to families of closed and convex sets with nonempty intersections.
The origins of the method of cyclic projections can be traced back at least to the work of von Neumann
(1950), who proved convergence of (2) when r = 2 and the sets are subspaces. Halperin (1962) subsequently
showed that the result remains true for r > 2. Bregman (1965) established convergence of the method
when the constraints are closed and convex sets.
The following familiar example illustrates the potential advantages of projection methods and the
feasibility problem paradigm.
Example 1 (Linear systems). Let A : Rn → Rm be a linear map and b ∈ Rm. Consider the problem of
solving the linear equation Ax = b. By letting aTi denote the ith row of the matrix A, this can be expressed
as a
T
1 x
...
aTmx
 =
a
T
1
...
aTm
x = Ax = b =
 b1...
bm
 .
In other words, Ax = b if and only if
x ∈
m⋂
i=1
Ci where Ci :=
{
x ∈ Rn : aTi x = bi
}
. (3)
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The projector onto the hyperplane Ci is given by
PCi(x) = x+
(
bi − aTi x
) ai
‖ai‖2 , (4)
which can be easily computed using only vector arithmetic. The well-known Kaczmarz’s method (Kaczmarz
(1937)) is precisely the method of cyclic projections applied to (3).
One utility of viewing this problem as a feasibility problem is that additional constraints can be easily
incorporated without changing the algorithm used. For instance, a nonnegative solution to the linear system
Ax = b can be found by augmenting (3) with the constraint Cm+1 := {x ∈ Rn : x ≥ 0}, whose projection
is given by PCm+1(x) = max{0, x} (understood in the pointwise sense).
Another possible variant of the problem involves considering the linear inequality system Ax ≤ b. This
too can be cast in terms of the feasibility problem (3) with constraint sets Ci := {x ∈ Rn : aTi x ≤ bi}. The
projection onto these sets are given by
PCi(x) = x+min
{
0, bi − aTi x
} ai
‖ai‖2 , (5)
which also only requires vector arithmetic. ♦
This manuscript is intended to be a condensed tutorial on the Douglas–Rachford algorithm for solving
convex and nonconvex feasibility problems for the unacquainted. For general reviews on projection algo-
rithms, we refer the reader to Bauschke and Combettes (2017); Cegielski (2012); Censor (1984); Censor
and Cegielski (2015); Deutsch (2001). The remainder of this tutorial is organized as follows. In Section 2,
we discuss mathematical preliminaries including general properties of nonexpansive operators, fixed point
iterations and projection mappings. In Section 3, we use these preliminaries to analyze the convergence be-
havior of numerous projection methods including the Douglas–Rachford algorithm. In Section 4, we apply
the Douglas–Rachford method to solve a combinatorial problem known as the (m,n)-queens puzzle. For
simplicity, this tutorial mainly focuses on the finite-dimensional setting, although appropriately modified,
most of the results presented remain true in infinite dimensions. Indeed, the technical difficulties associ-
ated with the infinite-dimensional setting are explained in Section 5, where the problem of constructing a
probability distribution with prescribed moments is also discussed. We finish with some conclusions and
open questions in Section 6.
2 Preliminaries
Throughout this paper, E denotes a Euclidean space equipped with inner product 〈·, ·〉 and induced
norm ‖ · ‖. Given a non-empty set D ⊆ E, T : D ⇒ E denotes a set-valued operator that maps a
point in D to a subset of E (i.e. T (x) ⊆ E for all x ∈ D). In the case when T (x) = {u} for all x ∈ D, T
is said to be a single-valued mapping, which is denoted as T : D → E. In an abuse of notation, we write
T (x) = u whenever T (x) = {u}. The set of fixed points of an operator T , denoted by FixT , is given by
FixT := {x ∈ E | x ∈ T (x)} .
The identity operator is the mapping Id : E → E that maps every point to itself.
2.1 Convergence of fixed point algorithms
The mathematical analysis of projection algorithms can be performed within the framework of fixed-point
theory. In this section, we establish general results concerning convergence of Banach–Picard iterations,
which we will later specialize to projection algorithms.
We take the following abstract representation of an iterative algorithm: Given a mapping T : E ⇒ E
and a point x0 ∈ E, we consider the scheme defined by
xk+1 ∈ T (xk), for k = 0, 1, 2, . . . . (6)
We refer to (6) as the fixed point iteration or Banach–Picard iteration defined by T . Within this setting,
the operator T is an abstract representation of the algorithm and its fixed points are assumed to provide
solutions to the problem at hand. A classical result due to Banach (1922), known as Banach’s contraction
principle, is perhaps the most well-known criteria for ensuring convergence of (6).
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Theorem 1 (Banach’s contraction principle). Let T : E → E be a contraction mapping, i.e., there exists
κ ∈ [0, 1[ such that
‖T (x)− T (y)‖ ≤ κ‖x− y‖ ∀x, y ∈ E. (7)
Then T has exactly one fixed point x? ∈ E. Furthermore, for any x0 ∈ X the sequence xk+1 = T (xk)
converges to x? with the linear rate κ; i.e., ‖xk − x?‖ ≤ κk‖x0 − x?‖ for all k = 0, 1, 2, . . ..
For the purposes of projection algorithms for feasibility problem, Banach’s contraction principle is too
restricted. We will rarely be fortunate enough for the operator T to be contractive and it will usually be
the case that our problem has more than one solution (i.e., FixT is not singleton). On the other hand,
nonexpansivity of T (i.e., (7) with κ = 1) is also not sufficient to ensure convergence of its Banach–Picard
iteration. For a simple example, consider the mapping T = − Id and any x0 6= 0. Therefore, notions
stronger than nonexpansivity but weaker than contractivity are required. In what follows, we explore such
notions.
Definition 2 (Notions of nonexpansiveness). Let D be a nonempty subset of E and let T : D → E. The
operator T is said to be
(i) nonexpansive if
‖T (x)− T (y)‖ ≤ ‖x− y‖, ∀x, y ∈ D;
(ii) firmly nonexpansive if
‖T (x)− T (y)‖2 + ‖(Id−T )(x)− (Id−T )(y)‖2 ≤ ‖x− y‖2, ∀x, y ∈ D,
or, equivalently,
〈x− y, T (x)− T (y)〉 ≥ ‖T (x)− T (y)‖2, ∀x, y ∈ D; (8)
(iii) α-averaged for α ∈ ]0, 1[ if there exists a nonexpansive operator R : D → E such that
T = (1− α) Id+αR.
It follows immediately from the respective definitions that both firm nonexpansiveness and α-averaged-
ness imply nonexpansiveness, while the converse implications are not true in general. Moreover, it also
follows that if T is α-averaged, then it is also α′-averaged for all α′ ∈ [α, 1[. Further relationships between
the notions are shown in the following proposition. For more, see, e.g., (Bauschke and Combettes, 2017,
Chapter 4).
Proposition 1. Let D ⊆ E be nonempty and let T : D → E. The following hold:
(i) If T is α-averaged for α ∈ ]0, 1[, then
‖T (x)− T (y)‖2 ≤ ‖x− y‖2 − 1− α
α
‖(Id−T )(x)− (Id−T )(y)‖2, ∀x, y,∈ D.
(ii) T is firmly nonexpansive if and only if 2T − Id is nonexpansive.
(iii) If T is α-averaged with α ∈ ]0, 12], then T is firmly nonexpansive.
Proof. (i) By definition, there exists a nonexpansive operator R : D → E such that T = (1 − α) Id+αR.
We therefore have that
‖T (x)− T (y)‖2 = (1− α)2‖x− y‖2 + 2α(1− α)〈x− y,R(x)−R(y)〉+ α2‖R(x)−R(y)‖2,
and that
1
α
‖(Id−T )(x)− (Id−T )(y)‖2 = α‖(Id−R)(x)− (Id−R)(y)‖2
= α
(‖x− y‖2 − 2〈x− y,R(x)−R(y)〉+ ‖R(x)−R(y)‖2) .
By summing these two equalities together, we obtain
‖T (x)− T (y)‖2 + 1− α
α
‖(Id−T )(x)− (Id−T )(y)‖2 = (1− α)‖x− y‖2 + α‖R(x)−R(y)‖2.
The result then follows by using the nonexpansivity of R. (ii) Left as an exercise for the reader. (iii) Follows
immediately from (i).
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Exercise 2. Prove Proposition 1(ii).
Our next result provides a useful criteria for convergence of the Banach–Picard iteration in (6); namely,
it suffices to assume that T is averaged and possesses a fixed point. This result is actually a special case
of Opial’s Theorem (Opial (1967)), which remains true in Banach spaces satisfying Opial’s property.
Theorem 2 (Convergence of averaged iterations). Let D be a nonempty, closed and convex subset of E
and let T : D → D be an α-averaged operator with FixT 6= ∅. Given any x0 ∈ D, set
xk+1 = T (xk), for k = 0, 1, 2 . . . .
Then (xk)
∞
k=0 converges to a point x
? ∈ FixT .
Proof. Let x ∈ FixT . Since T is α-averaged, by Proposition 1(i), we have
‖xk+1 − x‖2 + 1− α
α
‖xk − xk+1‖2 ≤ ‖xk − x‖2 for all k = 0, 1, 2, . . . .
It then follows that (‖xk − x‖)∞k=1 is non-increasing, (xk)∞k=0 is bounded and xk − xk+1 → 0. Now, as a
bounded sequence, (xk)∞k=0 has a cluster point x
?. Let (xkn)∞n=0 be a subsequence such that xkn → x?.
We therefore have that
(Id−T )(x?) = lim
n→∞(Id−T )(xkn) = limn→∞(xkn − xkn+1) = 0,
which shows that x? ∈ FixT . Since (‖xk − x?‖)∞k=1 is non-increasing and ‖xkn − x?‖ → 0, it follows that
‖xk − x?‖ → 0, which completes the proof.
Clearly, a Banach–Picard iteration (6) can only converge when the operator T possesses at least one
fixed point. Nevertheless, when FixT = ∅, it is still possible to say something about the asymptotic
behavior when T is averaged. In this tutorial, we prove a simplified version of the asymptotic behavior
known from (Pazy (1971); Baillon et al. (1978)). In order to do so, we first recall the following summability
method.
Lemma 1 (Cesáro summation). Let (xk) ⊆ E be a convergent sequence with limit x? ∈ E. Then
1
k
k∑
n=1
xn → x? as k →∞.
Proof. Left as an exercise for the reader.
Exercise 3. Prove Lemma 1 and give an example of a non-convergent sequence (xk) ⊆ E which is Cesáro
summable, i.e., 1k
∑k
n=1 xn → x? for some x? ∈ E. Is a Cesáro summable sequence necessarily bounded?
The following lemma will help to streamline the proof of Theorem 3
Lemma 2. Suppose T : E → E is an α-averaged operator for some α ∈ ]0, 1[. Let x0, y0 ∈ E and denote
xk = T
k(x0) and yk = T k(y0) for k = 1, 2, . . .. Then
1− α
α
n∑
k=0
‖(Id−T )(xk)− (Id−T )(yk)‖2 ≤ ‖x0 − y0‖2 − ‖xn+1 − yn+1‖2, for all n = 0, 1, 2, . . . . (9)
In particular, (Id−T )(xk)− (Id−T )(yk)→ 0 as k →∞.
Proof. Since T is α-averaged, Proposition 1(i) implies that
‖xk+1 − yk+1‖2 + 1− α
α
‖(Id−T )(xk)− (Id−T )(yk)‖2 ≤ ‖xk − yk‖2, for all k = 0, 1, 2, . . . ,
which telescopes to yield
‖xn+1 − yn+1‖2 + 1− α
α
n∑
k=0
‖(Id−T )(xk)− (Id−T )(yk)‖2 ≤ ‖x0 − y0‖2, for all n = 0, 1, 2, . . . .
The series in the previous equation therefore converges as n→∞, from which the result follows.
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Theorem 3 (Asymptotic behavior of averaged iterations). Let T : E → E be an α-averaged operator for
some α ∈ ]0, 1[. Then
FixT = ∅ ⇐⇒ ‖T k(x)‖ → ∞ for any x ∈ E.
Proof. To prove the result, we establish its contrapositive: FixT 6= ∅ if and only if there exists an x ∈ E
such that ‖T k(x)‖ 6→ ∞. To this end, first take any x ∈ E and suppose that FixT 6= ∅. Then the sequence
T k(x) is convergent by Theorem 2 and hence, in particular, also bounded.
To prove the reverse implication, suppose there exists an x ∈ E such that xk = T k(x) contains a
bounded subsequence. The sequence (xk) then possesses a convergent subsequence, say xkn → x?. Since
T is α-averaged, applying Lemma 2 with x0 = x and y0 = x? yields
(Id−T )(xk)− (Id−T )T k(x?)→ 0 =⇒ (Id−T )T kn(x?)→ (Id−T )(x?).
Also, applying Lemma 2 with x0 = x? and y0 = T (x?) yields
1− α
α
k∑
j=1
‖(Id−T )T j−1(x?)− (Id−T )T j(x?)‖2 ≤ ‖(Id−T )(x?)‖2 − ‖(Id−T )T k(x?)‖2.
Taking the limit along the subsequence (kn) gives
1− α
α
∞∑
j=1
‖(Id−T )T j−1(x?)− (Id−T )T j(x?)‖2 ≤ ‖(Id−T )(x?)‖2 − ‖(Id−T )(x?)‖2 = 0,
which shows that all terms in the summation are identically zero. Consequently, we have
(Id−T )T j(x?) = (Id−T )(x?) =⇒ (Id−T )(xk)→ (Id−T )(x?).
Denoting x0 := x, we observe that
x0 =
k−1∑
n=0
(Id−T )(xn) + xk =⇒ 1
k
x0 =
1
k
k−1∑
n=0
(Id−T )(xn) + 1
k
xk.
Taking the limit along the subsequence xkn and using Lemma 1 gives
0 · x0 = (Id−T )(x∗) + 0 · x? =⇒ x? = T (x?).
In order words, x? ∈ FixT which shows that FixT 6= ∅. The proof is now complete.
2.2 The projection mapping
In this section, we examine properties of the projector onto closed and convex sets.
Proposition 2. Let C ⊆ E be nonempty, closed and convex. Then C is a Chebyshev set and, for every
x ∈ E, we have
p = PC(x) ⇐⇒ p ∈ C and 〈c− p, x− p〉 ≤ 0 for all c ∈ C. (10)
Proof. Let p, q ∈ PC(x), which is nonempty because C is closed. By the parallelogram law and the
definition of the projector, we have
‖p− q‖2 = ‖(p− x)− (q − x)‖2
= 2‖p− x‖2 + 2‖q − x‖2 − ‖p+ q − 2x‖2
= 4d2C(x)− 4
∥∥∥∥p+ q2 − x
∥∥∥∥2 ≤ 0,
where the last inequality follows because convexity of C yields (p + q)/2 ∈ C. This implies p = q, so we
conclude that the projection must be unique.
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To prove the forward implication in (10), let x ∈ E and p = PC(x). Pick any c ∈ C, and define
zλ := (1− λ)p+ λc ∈ C, for all λ ∈ ]0, 1[. Then,
‖x− p‖2 ≤ ‖x− zλ‖2 = ‖x− p− λ(c− p)‖2
= ‖x− p‖2 + λ2‖c− p‖2 − 2λ〈x− p, c− p〉.
Since λ > 0, we deduce 〈x− p, c− p〉 ≤ λ2 ‖c− p‖2, from which 〈x− p, c− p〉 ≤ 0 follows by letting λ→ 0.
The backward implication in (10) is left as an exercise for the reader.
Exercise 4. Complete the proof of Proposition 2. That is, prove the backward implication of (10).
Exercise 5 (Affine projectors). A non-empty set C ⊆ E is an affine subspace if λc1 + (1− λ)c2 ∈ C for
all λ ∈ R and c1, c2 ∈ C. Show that the projection onto an affine subspace satisfies (10) with equality. Use
this equality to verify the formula for the projection onto the hyperplane given in Example 1.
In the subsequent sections, it will sometimes be easier to work with the following operator, which is
defined in terms of the projector.
Definition 3 (Reflection mapping). Given a nonempty subset C ⊆ E, the reflection mapping (or reflector)
with respect to C is the operator RC : E ⇒ E given by
RC := 2PC − Id .
Each element r ∈ RC(x) is called a reflection of x with respect to C.
It is immediate from the definition that the reflector is single-valued precisely when the corresponding
projector is. Illustrations of reflection mappings are shown in Figure 2.
C
x
PC(x)
RC(x)
(a) A closed and convex set C (Chebyshev). The
projection and reflection of the point x are unique
C
x
p1
p2
r1
r2
(b) A closed but nonconvex set C. The projector
and reflector are multivalued at x, with PC(x) =
{p1, p2} and RC(x) = {r1, r2}
Figure 2: Examples of projectors and reflectors onto convex and nonconvex sets.
We conclude this section with the following fundamental result, which is responsible for the good
behavior of projection algorithms in the convex setting.
Proposition 3. Let C ⊆ E be nonempty, closed and convex. Then the projector, PC , is firmly nonexpan-
sive and the reflector, RC , is nonexpansive.
Proof. Let x, y ∈ E. By applying Proposition 2 to PC(x) and PC(y), respectively, we obtain
〈PC(y)− PC(x), x− PC(x)〉 ≤ 0 and 〈PC(x)− PC(y), y − PC(y)〉 ≤ 0.
The addition of these inequalities gives
〈PC(x)− PC(y), PC(x)− PC(y)− (x− y)〉 ≤ 0,
which, by (8), implies that PC is firmly nonexpansive. The fact that RC is nonexpansive now follows from
Proposition 1(ii).
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Although projectors onto convex sets are firmly nonexpansive by Proposition 3, in general, their com-
positions need not be.
Example 2. Let E = R2. Consider the constraint sets C1 := R × {0} and C2 := {(λ, λ) : λ ∈ R}. Then
PC2PC1(x, y) = PC2(x, 0) = (x, x)/2 and hence
〈(1,−2)− (0, 0), PC2PC1(1,−2)− PC2PC1(0, 0)〉 = −1/2.
Consequently, the composition PC2PC1 is not firmly nonexpansive, according to (8). ♦
Exercise 6 (Further examples of projectors). By appealing to Proposition 2, show that each of the following
projector formulae holds.
(i) (Closed balls) Suppose r > 0 and denote Br = {x ∈ E : ‖x‖ ≤ r}. Then
PBr (x) =
r
max{‖x‖, r}x.
(ii) (Nonnegative orthant) Suppose E = Rn and denote Rn+ = {x ∈ E : xi ≥ 0 for i = 1, . . . , n}. Then
p = PRn+(x) where pi = max{0, xi} for all i ∈ {1, . . . , n}.
(iii) (Linear systems) Consider a matrix A ∈ Rm×n such that ATA is invertible and suppose b ∈
range(A) ⊆ Rm. Denote C = {x ∈ Rn : Ax = b}, which is nonempty by assumption. Then
PC(x) = x− (ATA)−1AT (Ax− b). (11)
Compare the computational advantages and disadvantages of using (11) with the feasibility problem
formulation (for the same problem) outlined in Example 1.
Exercise 7. Let C ⊆ E be a nonempty, closed set. Prove that the following formulae hold.
(i) (Translation formula) Py+C(x) = y + PC(x− y) for all x, y ∈ E.
(ii) (Dilution formula) PαC(x) = αPC(x/α) for all x ∈ E and α ∈ R \ {0}.
3 Projection algorithms for solving feasibility problems
3.1 The method of cyclic projections
In this section, we prove convergence of the method of cyclic projections, discussed in Section 2, for convex
feasibility problems. Given nonempty, closed and convex sets C1, . . . , Cr ⊆ E, we recall that this algorithm
is the fixed point iteration defined by
xk+1 = (PCrPCr−1 . . . PC1)(xk), for k = 0, 1, 2, . . . .
In light of Theorem 2, the general recipe for proving convergence is as follows: (i) establish that the
underlying fixed operator is averaged, (ii) characterize its fixed points in a meaningful way, and (iii) apply
Theorem 2 to deduce convergence of the sequence. To this end, we begin with the following result.
Proposition 4. Let C1, . . . , Cr ⊆ E be nonempty, closed and convex. Then the operator PCrPCr−1 · · ·PC1
is α−averaged with α = 1− 2−r.
Proof. For each i ∈ {1, . . . , r}, the projector PCi is 1/2-averaged by Proposition 3. To prove the result
it therefore suffices to establish the following: if T is 1/2-averaged and Q is (1 − 2−k)-averaged for some
k ∈ {1, 2, . . .}, then TQ is (1− 2−(k+1))-averaged. To this end, we first write
T =
1
2
Id+
1
2
R and Q =
1
2k
Id+
(
1− 1
2k
)
S,
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for nonexpansive mappings R and S. Next, observe that
TQ =
1
2
Q+
1
2
RQ =
1
2k+1
Id+
2k − 1
2k+1
S +
2k
2k+1
RQ
=
1
2k+1
Id+
2k+1 − 1
2k+1
(
2k − 1
2k+1 − 1S +
2k
2k+1 − 1RQ
)
=
1
2k+1
Id+
(
1− 1
2k+1
)(
2k − 1
2k+1 − 1S +
2k
2k+1 − 1RQ
)
.
Since S and RQ are nonexpansive, so is their convex combination. It then follows that TQ is (1−2−(k+1))-
averaged.
Proposition 5. Let C1, C2, . . . , Cr ⊆ E be closed and convex sets with nonempty intersection. Then
Fix
(
PCrPCr−1 · · ·PC1
)
= C1 ∩ . . . ∩ Cr.
Proof. The inclusion Fix
(
PCrPCr−1 · · ·PC1
) ⊇ ∩ri=1Ci is immediate, so we need only consider the other
inclusion. To this end, let x ∈ Fix (PCrPCr−1 · · ·PC1) and let c ∈ ∩ri=1Ci. Since PCi is firmly nonexpansive
by Proposition 3, we have
‖x− c‖2 ≥ ‖(Id−PC1)x‖2 + ‖PC1(x)− c‖2
≥ (‖(Id−PC1)x‖2 + ‖(Id−PC2)PC1(x)‖2)+ ‖PC2PC1(x)− c‖2
≥ . . .
≥ (‖(Id−PC1)x‖2 + · · ·+ ‖(Id−PCr )(PCr−1 · · ·PC1)(x)‖2)+ ‖(PCrPCr−1 · · ·PC1)(x)− c‖2.
Since (PCrPCr−1 · · ·PC1)(x) = x by assumption, it follows that
‖(Id−PC1)x‖ = · · · = ‖(Id−PCr )(PCr−1 · · ·PC1)(x)‖ = 0,
which implies that x ∈ ∩ri=1Ci, as claimed.
Theorem 4 (Method of cyclic projections). Let C1, C2, . . . , Cr ⊆ E be closed and convex sets with
nonempty intersection. Given an initial point x0 ∈ E, consider the iteration generated by
xk+1 =
(
PCrPCr−1 · · ·PC1
)
(xk), for k = 0, 1, 2, . . . .
Then (xk)∞k=0 converges to a point x
? ∈ ∩ri=1Ci.
Proof. The operator T = PCrPCr−1 · · ·PC1 is (1−2−r)-averaged by Proposition 4 with FixT = ∩ri=1Ci 6= ∅
by Proposition 5. The result immediately follows by applying Theorem 2.
3.2 The Douglas–Rachford algorithm
In this section, we introduce another projection algorithm known as the Douglas–Rachford (DR) algorithm.
It was originally proposed by Douglas and Rachford (1956) for solving a system of linear equations arising
in heat conduction problems, and later extended to solving feasibility problems with arbitrary closed
and convex sets by Lions and Mercier (1979). For further details regarding the connection between the
original algorithm and the extension of Lions and Mercier, the reader is referred to (Bauschke et al., 2017,
Appendix) as well as Eckstein and Bertsekas (1992); Svaiter (2011). A recent survey on Douglas–Rachford
can be found in Lindstrom and Sims (2018).
Given two nonempty, closed and convex sets A,B ⊆ E, the DR algorithm is the fixed point iteration
generated by the Douglas–Rachford operator, TA,B , defined by
xk+1 = TA,B(xk), with TA,B :=
Id+RBRA
2
. (12)
The algorithm iterates by computing an average between the current point and the composition of two
reflectors (see Figure 3). Due to this geometric interpretation, the DR algorithm is sometimes called
the averaged alternating reflections (AAR) method. In the imaging community, it is also known as the
difference-map algorithm (Bauschke et al. (2002)).
As in the previous section, we follow the same general recipe with the aim of applying Theorem 2. The
next result analyzes the nonexpansiveness properties of the DR operator for closed and convex sets.
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RAxk
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Figure 3: Geometric interpretation of the Douglas–Rachford iteration.
Proposition 6 (Nonexpansiveness properties of the DR operator). Let A and B be two nonempty, closed
and convex subsets of E. Then the DR operator TA,B in (12) is 12 -averaged and, thus, firmly nonexpansive.
Proof. Since A and B are nonempty, closed and convex, the reflectors RA and RB are nonexpansive
by Proposition 3 and, consequently, so too is their composition. We therefore have that TA,B =
(
1− 12
)
Id+
1
2RBRA with RBRA nonexpansive; i.e., TA,B is
1
2 -averaged. The remaining assertion follows from Propo-
sition 1(iii).
Therefore, according to the previous result and taking into account Theorem 2, the convergence of the
DR algorithm only depends on the nonemptiness of the set of fixed points of the operator. Furthermore,
when they exist, these fixed points need to be useful for solving the feasibility problem. Let us show that
this is indeed the case.
Proposition 7 (Fixed points of the DR operator). Let A,B ⊆ E be nonempty, closed and convex, and
let TA,B be the DR operator. Then
FixTA,B 6= ∅ ⇐⇒ A ∩B 6= ∅, (13)
and, moreover, PA(x) ∈ A ∩B for all x ∈ FixT .
Proof. Observe that A ∩B ⊆ Fix(RBRA) = FixTA,B . Moreover, x ∈ Fix(RBRA) if and only if
x = (2PB − Id)(2PA − Id)(x) = 2PB(2PA(x)− x)− 2PA(x) + x;
that is, x ∈ FixTA,B if and only if PB(2PA(x)−x) = PA(x). Consequently, we have PA(FixTA,B) = A∩B
and the result follows.
We are now in position to derive the following theorem which establishes the convergence of the DR
algorithm for convex feasibility problems.
Theorem 5 (Douglas–Rachford method). Let A,B ⊆ E be nonempty, closed and convex sets, and consider
the DR operator TA,B. Given any initial point x0 ∈ E, consider the iteration generated by
xk+1 = TA,B(xk), for k = 0, 1, 2, . . . . (14)
Exactly one of the following alternatives holds.
(i) A ∩B 6= ∅ and (xk)∞k=0 converges to a point x? ∈ FixTA,B with PA(x?) ∈ A ∩B.
(ii) A ∩B = ∅ and ‖xk‖ → +∞.
Proof. The operator TA,B is 12 -averaged by Proposition 6. Suppose first that A ∩B 6= ∅. Then, according
to Proposition 7, we have FixTA,B 6= ∅ and therefore we may apply Theorem 2 to deduce that
xk → x? ∈ FixTA,B .
Furthermore, Proposition 7 yields that PA(x?) ∈ A∩B and thus (i) is proved. Consider now the case when
A ∩ B = ∅. Again, by applying Proposition 7, we deduce that FixTA,B = ∅ and hence (ii) immediately
follows from Theorem 3.
10
Remark 1 (Shadow sequence). We emphasize that, in general, the limit point x? in Theorem 5(i) need
not be contained the intersection. Indeed, this is a consequence of the fact that A ∩ B can be a strict
subset of FixTA,B. To generate a solution to the feasibility problem using Theorem 5 is therefore necessary
to compute PA(x?) (see Figures 4(a) and 4(b)). In other words, the sequence of interest is not the DR
sequence (xk)∞k=0 itself but rather (PA(xk))
∞
k=0, which is known as the shadow sequence. Also note that,
as the projector is a continuous mapping, it immediately follows that
PA(xk)→ a? = PA(x?) ∈ A ∩B.
Remark 2 (Displacement vector). In the inconsistent case, one typically looks for appropriate surrogate
solutions. In the two set case with A ∩ B = ∅, the notion of a best approximation pair provides one
possibility. A pair of points (a, b) ∈ A×B is said to be a best approximation pair for (A,B) if
‖a− b‖ = d(A,B) := inf {‖x− y‖ : (x, y) ∈ A×B} .
The finer properties of the DR operator in the potentially inconsistent case have been studied by Bauschke
et al. (2004). Their analysis relies on the notion of displacement vector, which is defined as v := PA−B(0)
(i.e., v is the element of minimum norm in the closure of A − B). One can easily check that v measures
the gap between the sets, since ‖v‖ = d(A,B). In addition, v ∈ A−B if and only if the distance d(A,B) is
attained, which means that there exists a best approximation pair. In this case, any inconsistent feasibility
problem can be turned into a consistent one described as A ∩ (v + B) and the sequence (xk)∞k=0 generated
by the DR algorithm (14) satisfies xk+1−xk → v. Furthermore, Bauschke and Moursi (2017) showed that
when v ∈ A−B, we have
PA(xk)→ a? ∈ A ∩ (v +B).
Finally, recall that, according to Theorem 5(ii), the DR sequence is unbounded when the sets do not
intersect. Despite this, the latter result asserts that the shadow sequence remains convergent to a point a?
so long as the distance between the sets, d(A,B), is attained. In this case, (a?, PB(a?)) would constitute a
best approximation pair (see Figure 4(c)).
B
A
x0
PAx0
x1
PAx1
x2···
PAx
?· · ·
x?
(a) A ∩B 6= ∅ and x? ∈ A ∩B
B
A
x0
PAx0
x1
PAx1
···
PAx
?· · ·
x?
(b) A ∩B 6= ∅ but x? 6∈ A ∩B
B
A
x0
PAx0
x1
PAx1
x2
··
·
a?· · ·
v
(c) A ∩B = ∅
Figure 4: Behavior of the Douglas–Rachford algorithm in three possible scenarios.
3.3 Product space reformulations and Douglas–Rachford variants
Of the algorithms presented in the previous two sections, only the method of cyclic projections can be
applied to the feasibility problem (1) (without modification) when r ≥ 3. A naive approach to extending
the DR algorithm to the case of three sets A,B,C ⊆ E would be to consider the fixed point iteration
generated by
TA,B,C :=
Id+RCRBRA
2
. (15)
The corresponding iteration is convergent, since the operator TA,B,C in (15) is firmly nonexpansive with
a nonempty set of fixed points, provided that the three sets intersect (see Exercise 8). Unfortunately, the
operator’s fixed points can not always be used to produce an intersection point, as is shown in Figure 5.
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C
x0 = RCRBRAx0
RAx0 RBRAx0
Figure 5: Failure of the 3-sets Douglas–Rachford iteration.
Exercise 8. Let A,B,C ⊆ E be nonempty, closed and convex sets. Show that the operator TA,B,C , defined
in (15), is firmly nonexpansive with A∩B∩C ⊆ FixTA,B,C . Deduce that its fixed point iteration converges
whenever A ∩B ∩ C 6= ∅.
The classical way to apply the original two-set DR algorithm to problems having r ≥ 3 sets is to use the
following product space reformulation, due to Pierra (1984). To this end, consider the Euclidean product
space
E := Er = E× (r)· · · ×E, (16)
endowed with the inner product
〈x,y〉 :=
r∑
i=1
〈xi, yi〉, for all x = (xi)ri=1,y = (yi)ri=1 ∈ E.
Consider the two-set feasibility problem
Find x = (x1, x2, . . . , xr) ∈ C ∩D, (17)
where the constraint sets C and D are given by
C := C1 × C2 × · · · × Cr and D := {(x, x, . . . , x) ∈ E : x ∈ E}. (18)
Although the set D, sometimes called the diagonal subspace, is always a closed subspace, the properties
of C are largely inherited from the individual constraint sets. For instance, C is nonempty, closed and
convex precisely when C1, . . . , Cr are. Note that any solution x to (17) satisfies x1 = x2 = · · · = xr.
It is easily seen that the original r-set feasibility problem (1) is equivalent to the two-set problem (17)
in the following sense
x ∈
r⋂
i=1
Ci ⊆ E ⇐⇒ x = (x, x, . . . , x) ∈ C ∩D ⊆ E. (19)
In other words, an r-set feasibility problem in E can always be formulated as a two-set feasibility problem
in E. It is worth mentioning that when the number of constraints, r, is large, this formulation can become
numerically inefficient because it requires computations to be performed in a space with much higher
dimension. In some special cases, this can be avoided (see Exercise 10).
In order to apply projection methods to the reformulated problem, it is necessary to have access to
the projectors onto the sets C and D. As we summarize in the following proposition, this is indeed the
case whenever the projectors onto the underlying constraint sets in the original problem, C1, . . . , Cr, are
available.
Proposition 8 (Product-space projectors). Let x = (x1, . . . , xr) ∈ E. The projectors onto the sets C
and D in (18) at x are given by
PC(x) = PC1(x1)× PC2(x2)× · · · × PCr (xr) and PD(x) =
(
1
r
r∑
i=1
xi,
1
r
r∑
i=1
xi, . . . ,
1
r
r∑
i=1
xi
)
.
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Proof. The proof is left as an exercise.
Exercise 9. Prove Proposition 8. Hint: To prove the formula for PC , use the definition directly. To prove
the formula for PD, note that D is a subspace and use Proposition 2.
Exercise 10 (The method of averaged projections). Suppose C1, C2, . . . , Cr ⊆ E are closed and convex
sets with nonempty intersection. Given a point x0 ∈ E, the method of averaged projections is the fixed
point iteration governed by
xk+1 = T (xk), where T =
PCr + · · ·+ PC1
r
.
By applying the method of cyclic projections to (17), show that (xk)∞k=0 converges to a point in ∩ri=1Ci.
The product space reformulation explained above leads to the following DR scheme that can be applied
to r closed and convex sets C1, C2, . . . , Cr ⊆ E.
Douglas–Rachford in the product space. Given r arbitrary starting points x1,0, x2,0, . . . , xr,0 ∈ E,
the iterative scheme can be expressed as
for k = 0, 1, 2, . . . : pk = 1r∑ri=1 xi,k,for i = 1, 2, . . . , r :⌊
xi,k+1 =
1
2xi,k +
1
2RCi(2pk − xi,k).
(20)
Observe that (20) is just the iteration
xk+1 =
1
2
xk +
1
2
RCRD(xk), for k = 0, 1, 2, . . . ,
where C and D are the product and the diagonal sets defined in (18), and xk := (x1,k, x2,k, . . . , xr,k).
Consequently, Theorem 5 guarantees convergence of the sequences generated by (20).
We remark that the choice to compute the reflection with respect to the diagonalD first is deliberate, so
that the shadow sequence, (PD(xk))∞k=0 ⊆ E, can be unambiguously identified with the sequence (pk)∞k=0
in E (rather than E). The latter will converge to a common point of the sets, whenever such a point exists
(see Figure 6).
C1
C2
C3
p0
x1,0
x1,1
x2,0
x2,1
x3,0
x3,1
p1
Figure 6: Illustration of the Douglas–Rachford iteration in the product space.
Note that the iteration in (20) has the advantage that each of the individual projectors, PCi , can be
computed in parallel. On the other hand, as many points as constraint sets need to be stored at each step
to compute the next iteration. This makes the algorithm computationally inefficient when the number of
constraints is large.
One possible modification of the DR algorithm which avoids using a product reformulation is based on
cyclic application of DR operators.
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3.4 Cyclic Douglas–Rachford methods
Instead of the operator in (15), Borwein and Tam (2014) introduced the cyclic DR operator defined as
T[C1,C2,...,Cr] := TCr,C1TCr−1,Cr · · ·TC2,C3TC1,C2 . (21)
The fixed point iteration generated by this operator, known as the cyclic DR method, can be applied
to convex feasibility problems defined by an arbitrary number of sets, without recourse to the product
space reformulation (see Borwein and Tam, 2014, Theorem 3.2). Note the operator (21) can be viewed as
cyclically applying the classical DR method to pairs of sets (see Figure 7(a)). The analysis of the method in
the inconsistent case was developed in Borwein and Tam (2015), and a further extension of the algorithm
has recently been proposed by Aragón et al. (2018c), which incorporates k-sets-DR operators (of type (15)
when k = 3). Observe that
T[A,B] = TB,ATA,B 6= TA,B ,
that is, (21) does not coincide with the classical DR operator for r = 2. Alternatively, Bauschke et al.
(2015) proposed the cyclically anchored DR method, which is defined by the operator
TC1,[C2,...,Cr] := TC1,CrTC1,Cr−1 · · ·TC1,C2 . (22)
Here the set C1 is called the anchor set. In contrast to the cyclic DR method, the latter scheme does
reduce to the original DR scheme when dealing with only two sets. Also, when C1 = E, observe that the
cyclically anchored DR method coincides with the method of cyclic projections, since TE,Ci = PCi .
C1
C2
C3
x0
T1,2x0
T2,3T1,2x0
x1 = T3,1T2,3T1,2x0
(a) Cyclic Douglas–Rachford method
C1
C2
C3
x0
T1,2x0
x1 = T1,3T1,2x0
(b) Cyclically anchored Douglas–Rachford method
Figure 7: Illustration of two cyclic versions of Douglas–Rachford for finitely many sets.
3.5 Some modified and relaxed versions
To conclude this section, we briefly mention some other modifications and relaxations of the classical DR
algorithm in the literature. Such variants are typically constructed by relaxing or modifying some of the
involved operators, so that parameters can be incorporated into the scheme. The introduction of these
parameters, which can be tuned, allows the possibility of accelerating the method or even completely
changing the dynamics of the algorithm.
In what follows, we present four such variants. Each of their iterations are illustrated in Figure 9.
Generalized Douglas–Rachford. The generalized Douglas–Rachford (GDR) method is the most evi-
dent generalization, which was in fact the method studied by Eckstein and Bertsekas (1992). The algorithm
relies on iteratively applying a general α-averaged version of the DR operator, that is,
xk+1 = TA,B,α(xk) := (1− α)xk + αRBRA(xk), with α ∈ ]0, 1[. (23)
Note that for α = 12 it becomes the classical DR algorithm.
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Relaxed Averaged Alternating Reflections. Luke (2008) proposed the relaxed averaged alternating
reflections (RAAR) method, whose iteration is defined as an average between the classical DR and the
projection onto the first set, that is,
xk+1 = (1− β)PA(xk) + βTA,B(xk), with β ∈ ]0, 1[.
Unlike the classical DR method, this scheme converges even for inconsistent feasibility problems (without
turning to the shadow sequence) as long as the distance between the sets is attained. In this case, the
method provides a best approximation pair. It is worth mentioning that a more general relaxed version of
DR has been recently proposed by Thao (2018).
Circumcentered Douglas–Rachford. Motivated by the “spiraling dynamics” exhibited by DR when
applied to subspaces (see Figure 8(a)), Behling et al. (2018) proposed a modification of the algorithm
termed the circumcentered Douglas–Rachford (CDR) method. In this method, the next iterate is computed
as the circumcenter of the triangle implicitly generated by the classical DR iteration; that is,
xk+1 = CT [xk, RA(xk), RBRA(xk)], (24)
where CT [a, b, c] denotes the circumcenter of the triangle of vertices a, b and c. This method requires the
sets to be closed subspaces since, otherwise the circumcenter operator is not necessarily well-defined. In
fact, even when it is, the method may still fail to converge. An example with two intersecting balls in
R2 is shown in Figure 10. For one-dimensional subspaces, however, the algorithm always converges in one
iteration.
Averaged Alternating Modified Reflections. In the particular case when the DR algorithm is applied
to closed (affine) subspaces, it does not yield just any point in the intersection but rather the intersection
nearest to the initial one, i.e., PA∩B(x0) (see, e.g., Bauschke et al., 2014, Corollaries 4.4 and 4.5). In this
context, the method can be used to solve best approximation problems. This is not the case for arbitrary
convex sets, as shown in Figure 8. Aragón and Campoy (2018a) proposed the averaged alternating modified
reflections (AAMR) method to solve best approximation problems described by arbitrary closed and convex
sets. This algorithm can be seen as a variant of DR where the reflection steps are slightly modified. For a
given point q ∈ E, the iteration is given by
xk+1 = (1− α)xk + α(2βPB−q − Id)(2βPA−q − Id)(xk), with α ∈ ]0, 1], β ∈ ]0, 1[. (25)
Under a constraint qualification on the sets at the point q, the scheme converges to a point x? such that
PA(x
? + q) = PA∩B(q). The convergence of the sequence (xk)∞k=0 for the case α = 1 was proved by
Alwadani et al. (2018). Observe that the DR algorithm can be obtained as the limit case β = 1 in (25)
with α = 12 and q = 0.
A
B
x0
x1
x2···
x?
(a) Both sets A and B are closed subspaces. The DR
algorithm converges to x? = PA∩B(x0)
A
B
x0
x1
PA∩B(x0) x2 = x?
(b) B is a closed subspace and A is a halfspace. The DR
algorithm converges to some point x? ∈ A ∩B
Figure 8: Failure of the DR method for solving the best approximation problem for arbitrary convex sets.
15
AB
xk
RAxk
RBRAxk
TA,Bxk
xk+1
(a) GDR with α = 0.8
A
B
xk
RAxk
RBRAxk
TA,Bxk
xk+1
PAxk
(b) RAAR with β = 0.4
A
B
xk
RAxk
RBRAxk
xk+1
(c) CDR
A
B
xk
−xk
RAxk
2βPAxk − xk
−2βPAxk + xk
RB(2βPAxk − xk)
(2βPB − I)(2βPA − I)(xk)
xk+1
(d) AAMR with α = 0.5, β = 0.8 and q = (0, 0)
Figure 9: One iteration of GDR, RAAR, CDR and AAMR methods.
A
B
x0
RAx0
RBRAx0
x1
A
B
x0
x1
x2
x3
Figure 10: Failure of the circumcentered Douglas–Rachford method when applied to two balls of the same radius
A,B ∈ R2: the sequence (xk)∞k=0 diverges. The left figure shows construction of the first iteration from the right
figure in more detail.
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4 A successful heuristic for nonconvex problems
The DR algorithm has recently gained significant popularity, in part, thanks to its good behavior when
applied in nonconvex settings. In this context, we note that the DR operator may be multivalued due to
the fact that the projection onto a nonconvex set is not necessarily unique. Consequently, the equality
in (14) must be replaced by an inclusion, and the iteration thus takes the form
xk+1 ∈ TA,B(xk) := {xk + bk − ak ∈ E : ak ∈ PA(xk), bk ∈ PB(2ak − xk)} . (26)
The fixed point set of this operator remains useful for solving the feasibility problem without assuming
convexity of the sets A and B. This is explained in the following straightforward exercise which generalizes
Proposition 7.
Exercise 11 (Fixed points of the DR operator). Let A,B ⊆ E be nonempty and closed, and let TA,B be
the DR operator given by (26). Prove that
FixTA,B 6= ∅ ⇐⇒ A ∩B 6= ∅,
and that, for any x ∈ FixTA,B, there exists a point p ∈ PA(x) such that p ∈ A ∩B.
Despite the fact that convergence of the algorithm is generally only ensured when applied to convex
sets, the method has nevertheless been successfully employed for solving a variety of nonconvex optimiza-
tion problems, especially those of combinatorial nature. Examples of such applications include matrix
completion (Aragón et al., 2014a), protein conformation determination (Borwein and Tam, 2017), phase
and bit retrieval (Bauschke et al., 2002; Elser, 2003, 2018), differential equations (Lamichhane et al., 2017),
graph coloring (Aragón and Campoy, 2018b; Aragón et al., 2018a), combinatorial designs (Aragón et al.,
2018b), and a wide variety of NP-hard problems such as Sudoku or 3-Satisfiability (Aragón et al., 2014b;
Elser et al., 2007; Schaad, 2010).
The nonconvex theory for the DR algorithm is much less developed; there are very few results explaining
why the algorithm works, and even less justifying its good global performance. The first nonconvex scenario
was considered by Borwein and Sims (2011), who established local convergence of the method near each of
the intersection points of a line and a sphere in a Euclidean space. An explicit description of the regions of
convergence was later provided by Aragón and Borwein (2013). It was finally Benoist (2015) who, via the
construction of a Lyapunov function, established the convergence of the algorithm for every starting point
not lying on the hyperplane of symmetry. Lyapunov functions are a powerful tool from difference inclusions
whose existence guarantees the convergence of the iteration. By using this approach, Dao and Tam (2019a)
proved global convergence of the DR algorithm for finding a zero of a function, with applications to several
nonconvex feasibility problems.
From a different perspective, Aragón et al. (2016) proved global convergence for the case of a halfspace
and a finite set. We make use of this scenario to illustrate in Figure 11 the difference between the
behavior of DR and cyclic projections when addressing combinatorial problems. While the method of
cyclic projections usually gets stuck in those points which are close to be solutions (as it finds a local best
approximation pair), DR is satisfactorily capable to escape from them (thanks to Theorem 5(ii)). Even so,
the DR algorithm does not break free from getting caught by cycles in other nonconvex settings. Although
this is something that does not seem to happen very often, it may be hard to detect. It is worth mentioning
that the cycling of the algorithm for a simple inconsistent nonconvex feasibility problem, specifically, a
hyperplane and a doubleton, was recently analyzed by Bauschke et al. (2019).
Local convergence of the algorithm (i.e., convergence for starting points sufficiently close to a solution)
in nonconvex settings has been established, for instance, for the case of a line and an ellipse or a p-
sphere (Borwein et al., 2018), and for union of convex sets (Bauschke and Noll, 2014; Tam, 2018; Dao
and Tam, 2019b). Other results regarding local convergence are usually obtained by requiring regularity
properties of the sets and/or of their intersection, see e.g. Bauschke and Dao (2017); Hesse and Luke
(2013); Hesse et al. (2014); Phan (2016).
4.1 Application to a generalized “8-queens problem”
In this section, we use the DR algorithm to solve a generalization of the so-called 8-queens problem, which
asks for the placement of 8 mutually non-attacking queens on an 8× 8 chessboard. Recall that, in chess,
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x2 = x
?
(a) Cyclic projections
A
B
x0
x1···
x?
(b) Douglas–Rachford
Figure 11: The method of cyclic projections and DR applied to a finite set (the set of green points) and a halfspace.
queens can move any number of squares along a vertical, horizontal or diagonal of the board. For this
reason, two or more queens are said to be attacking if they lie in the same vertical, horizontal or diagonal.
The 8-queens puzzle therefore consists in placing 8 queens so that each row and column contain precisely
one queen, and each diagonal contains at most one. The problem we consider here generalizes this puzzle
in two ways. Firstly, we consider n × n chessboards for an arbitrary positive integer n, and secondly, we
consider placing mn queens (1 ≤ m ≤ n) so that there are precisely m queens in each row and column,
and each diagonal contains at most m. We refer to the general problem as the (m,n)-queens problem. For
the sake of clarity, we shall restrict our exposition to the m = 2 case, however the results easily generalize
to the m > 2 case. An example of a solution to the (2, 8)-queens problem is shown in Figure 12.
For the case when m = 1, the (1, n)-queens problem is known as the n-queens problem. In his master’s
thesis, Schaad (2010) successfully demonstrated that the DR method can be used to solve the n-queens
problem.
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Figure 12: Two configurations of 16 queens on an 8× 8 chessboard. The left board is not a solution to the (2, 8)-
queens problem as one row and one backward diagonal both have three queens (red). In contrast, the right board
is a solution.
To model queens on a chessboard as a feasibility problem, consider a matrix X ∈ {0, 1}n×n. We
interpret the entries of this matrix as squares on a chessboard, with non-zero entries corresponding to
queens. The (2, n)-queens problem can thus be described in terms of the following constraints:
1. Exactly two entries in each row of X are non-zero.
2. Exactly two entries in each column of X are non-zero.
3. At most two entries in each forward diagonal of X are non-zero.
4. At most two entries in each backward diagonal of X are non-zero.
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We now express the problem mathematically using these constraints. To this end, observe that a matrix
X ∈ Rn×n is a solution to the (2, n)-queens problem if and only if its entries are contained in {0, 1} and
it belongs to the following constraint sets
C1 :=
{
X ∈ Rn×n :
n∑
i=1
xij = 2, for all j = 1, . . . , n.
}
, (27a)
C2 :=
X ∈ Rn×n :
n∑
j=1
xij = 2, for all i = 1, . . . , n.
 , (27b)
C3 :=
X ∈ Rn×n :
n−k∑
i=1
xi,i+k ≤ 2 and
n−k∑
j=1
xj+k,j ≤ 2, for all k = 0, 1, . . . , n− 3.
 , (27c)
C4 :=
X ∈ Rn×n :
n−k∑
j=1
xn−j−k,j ≤ 2 and
n−k∑
i=1
xn−i,i+k ≤ 2, for all k = 0, 1, . . . , n− 3.
 . (27d)
Now, even with these constraints sets fixed, there are still many possible formulations which model the
desired feasible set. Let us denote Ĉi := Ci ∩ {0, 1}n×n for each i = 1, 2, 3, 4. We shall concern ourselves
with the following four formulations:
Find X ∈ C1 ∩ C2 ∩ C3 ∩ C4 ∩ {0, 1}n×n (Formulation 1)
= C1 ∩ C2 ∩ Ĉ3 ∩ Ĉ4 (Formulation 2)
= Ĉ1 ∩ Ĉ2 ∩ C3 ∩ C4 (Formulation 3)
= Ĉ1 ∩ Ĉ2 ∩ Ĉ3 ∩ Ĉ4. (Formulation 4)
In order to apply any of the algorithms previously presented, we need to be able to compute the
projections onto each of these sets. Note that a projection of any X ∈ Rn×n onto {0, 1}n×n, pi{0,1}n×n(X) ∈
P{0,1}n×n(X), can be easily computed component-wise as(
pi{0,1}n×n(X)
)
ij
=
{
1, if xij > 0.5,
0, otherwise, for i, j = 1, 2, . . . , n.
In order to derive explicit formulae to compute projections onto the remaining sets, consider, for each
p = 1, 2, . . . , n, the sets
Sp :=
{
x ∈ Rp :
p∑
i=1
xi = 2
}
and Hp :=
{
x ∈ Rp :
p∑
i=1
xi ≤ 2
}
,
where we use the notation x = (x1, x2, . . . , xp). Similarly as before, let us denote Ŝp := Sp ∩ {0, 1}p and
Ĥp := Hp ∩{0, 1}p. Although Sp and Hp are, respectively, a hyperplane and a halfspace and thus, convex,
the sets Ŝp and B̂p are discrete. The constraint sets in (27), as well as their discrete counterparts, can be
represented in terms of these four sets. The following propositions provide specific formulae for computing
a projection onto each of these sets.
Proposition 9 (Projectors onto Sp and Hp). Let x = (x1, x2, . . . , xp) ∈ Rp. Then the projectors onto the
sets Sp and Hp are given component-wise by
(
PSp(x)
)
i
= xi +
1
p
2− p∑
j=1
xj
 , for i = 1, 2, . . . , p;
(
PHp(x)
)
i
= xi +
1
p
min
0, 2−
p∑
j=1
xj
 , for i = 1, 2, . . . , p.
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Proof. Observe that Sp =
{
x ∈ Rp : eTx = 2} and Hp = {x ∈ Rp : eTx ≤ 2} with e := (1, 1, . . . , 1) ∈ Rp.
Thus, the result follows directly from (4) and (5).
Proposition 10 (Projections onto Ŝp and Ĥp). Let x = (x1, x2, . . . , xp) ∈ Rp. Then a projection onto the
sets Ŝp and Ĥp, piŜp(x) ∈ PŜp(x) and piĤp(x) ∈ PĤp(x), can be computed component-wise as(
piŜp(x)
)
i
=
{
1, if i ∈ Q2(x),
0, otherwise, for i = 1, 2, . . . , p, (29)(
piĤp(x)
)
i
=
{
1, if i ∈ Q2(x) and xi > 0.5,
0, otherwise, for i = 1, 2, . . . , p; (30)
where Q2(x) is the set of indices in {1, 2, . . . , p} corresponding to the two largest values in {x1, x2, . . . , xp}
(largest index is chosen in case of tie).
Proof. Let e1, . . . , ep denote the unit vectors of the standard basis of Rp and note that
Ŝp = {ei + ej : i, j = 1, 2, . . . , p, i 6= j},
Ĥp = {0p} ∪ {ei : i = 1, 2, . . . , p} ∪ {ei + ej : i, j = 1, 2, . . . , p, i 6= j}.
Since the sets Ŝp and Ĥp contain a finite number of elements, they are clearly closed nonempty sets. To
characterize the projector onto Ŝp observe that
ei0 + ej0 ∈ PŜp(x) ⇐⇒ ‖x− ei0 − ej0‖ ≤ ‖x− ei − ej‖, for all i, j ∈ {1, 2, . . . , p} with i 6= j,
⇐⇒ ‖x− ei0 − ej0‖2 ≤ ‖x− ei − ej‖2, for all i, j ∈ {1, 2, . . . , p} with i 6= j,
⇐⇒ ‖x‖2 + 2− 2xT ei0 − 2xT ej0 ≤ ‖x‖2 + 2− 2xT ei − 2xT ej ,
for all i, j ∈ {1, 2, . . . , n}, i 6= j,
⇐⇒ xi + xj ≤ xi0 + xj0 , for all i, j ∈ {1, 2, . . . , n}, i 6= j,
⇐⇒ xi ≤ xi0 and xi ≤ xj0 , for all i ∈ {1, 2, . . . , n}. (31)
By using a case distinction and following analogous reasoning, we can easily obtain that
0p ∈ PĤp(x) ⇐⇒ xi ≤
1
2
, for all i ∈ {1, 2, . . . , p}, (32a)
ei0 ∈ PĤp(x) ⇐⇒ xj ≤
1
2
≤ xi0 , for all j ∈ {1, 2, . . . , p} \ {i0}; (32b)
ei0 + ej0 ∈ PĤp(x) ⇐⇒
with 12 ≤ xi0 , 12 ≤ xj0 ,
xi ≤ xi0 , xi ≤ xj0 , for all i ∈ {1, 2, . . . , p} \ {i0, j0}.
(32c)
Finally, observe that (29) and (30) are directly derived from (31) and (32), respectively.
Remark 3 (On the multivaluedness of the projectors). In contrast to Proposition 9, where the projectors
onto Sp and Hp were given, we only use the qualifier “a projection” in Proposition 10. Since the sets Ŝp and
Ĥp are nonconvex, the projections may not be unique. Multivaluedness occurs when either there is a tie in
the largest components of the vector to be projected, or when some of them are exactly 0.5. Nonetheless,
none of these situations will happen very often in practice, due to the finite precision of the computations,
specially if the algorithm is run from a randomly generated starting point.
Observe that the constraint sets C1 and C2 (resp. Ĉ1 and Ĉ2) determine that each row and each
column of X, respectively, lays in the set Sn (resp. Ŝn). On the other hand, C3 and C4 (resp. Ĉ3 and
Ĉ4) determine that each forward and each backward diagonal of X, respectively, belongs to Hp (resp. Ĥp)
for some p ∈ {1, 2, . . . , n}. Thus, we can compute projections onto all these sets by using Proposition 9
(resp. Proposition 10).
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Remark 4 (Fixed points and solutions). As demonstrated in Figure 11, the method of cyclic projections
often fails to be useful when applied to combinatorial problems as there exist fixed points of the operator
which do not provide a solution. Consider, for instance, one iteration of this method, for the (2, 3)-queens
problem generated with Formulation 3 as
X0 :=
 0 1 01 1 1
1 0 1
 PĈ1−−→
 0 1 10 1 1
1 0 1
 PĈ2−−→
 0 1 01 1 1
1 0 1
 PC3−−→
 0 1 01 1 1
1 0 1
 PC4−−→
 0 1 01 1 1
1 0 1
 = X0.
Here we remark that projections onto Ĉ1 and Ĉ2 are computed using Proposition 10, so in case of tie
between the two largest components of a row or a column, we choose those ones of largest indexes. The
point X0 is therefore a fixed point in the sense that
X0 ∈ PC4PC3PĈ2PĈ1(X0).
However, X0 is not a solution to the problem since the second row contains three queens.
The same problem occurs when we use a cyclic variant of the DR algorithm. For instance, we have
Y0 ∈ T[Ĉ1,Ĉ2,C3,C4](Y0) and Y0 ∈ TĈ1,[Ĉ2,C3,C4](Y0), for Y0 :=
 0 1 11 1 0
0 1 1
 ,
where T[Ĉ1,Ĉ2,C3,C4] and TĈ1,[Ĉ2,C3,C4] are the cyclic and the cyclically anchored DR operators defined
in (21) and (22), respectively. When we use a cyclic DR method, the point that solves the problem is not
the fixed point itself, but its projections onto any of the constraint sets. Observe that in this case
PĈ1(Y0) = PC3(Y0) = PC4(Y0) = {Y0} and PĈ2(Y0) ∩ Ĉ1 = ∅,
so a solution cannot be obtained from Y0. The existence of this undesired type of fixed points cannot happen
to the DR algorithm in the product space, thanks to Exercise 11.
Numerical experiment. We performed a numerical experiment to compare the behavior of the DR
algorithm on the four formulations presented for the (2, n)-queens problem. Note that all the feasibility
problems considered above are described by more than two sets, so we have to turn to the product space.
We shall not present the results of running the method of cyclic projections and the other versions of the
DR algorithm presented in Section 3.3, because all of them are highly unsuccessful in finding a solution,
mainly due to Remark 4. Therefore, for each of the four formulations defined by r sets, we use the following
implementation:
• Initialization: Generate a random vector y ∈ {0, 1}n×n and set x1,0 := y, x2,0 := y, . . . , xr,0 := y.
• Iteration: For k = 0, 1, 2, . . . , compute pk and update x1,k+1, x2,k+1, . . . , xr,k+1 according to (20).
• Termination: The algorithm is terminated if either a solution is found or a maximum time of 300
seconds has been reached. In order to test if the current iterate provides a solution, we pointwise
round the current shadow point, pk, to the nearest integer and check if this integer point satisfies all
constraints.
All implementations were coded in Python 2.7 and run on an Intel Core i7-4770 CPU 3.40 GHz with 16
GB RAM running Windows 10 (64-bit).
Our experiments were performed with chessboards of size n for n ∈ {10, 20, . . . , 100}. For each size and
each formulation, the DR algorithm was run from 20 random starting points. The results of the experiment
are summarized in Figure 13. We observe that Formulations 1 and 2 both performed poorly, only being
able to solve small sized boards. Formulation 4 performed well, however Formulation 3 was the best with
at most one failed instance for all sizes. Again, we wish to emphasize that it is quite remarkable that the
DR method works here at all, let alone so well, given the absence of any sound theoretical justification for
this behavior.
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Figure 13: Results from the (2, n)-queens experiment. The top figure shows the number of instances (out of 20)
solved by DR in less than 300 seconds. The bottom figures plots the average number of iterations (left) and average
CPU time (right) over the solved instances for each formulation and each board size.
5 The infinite-dimensional case
In order to avoid the topological technicalities associated with working in an infinite dimensional space,
we have so far restricted our setting to a Euclidean space (i.e., a finite dimensional Hilbert space). Never-
theless, most of the presented theory on fixed-point iterations and projection algorithms remain valid in a
potentially infinite-dimensional Hilbert space, H, with strong convergence of sequences replaced by weak
convergence.
Definition 4 (Weak/strong convergence). Consider a sequence (xk)∞k=0 ⊂ H and a point x? ∈ H. Then
(xk)
∞
k=0 ⊂ H is said to:
(i) converge strongly to x?, denoted xk → x?, if ‖xk − x∗‖ → 0 as k →∞.
(ii) converge weakly to x?, denoted xk ⇀ x?, if
〈xk, z〉 → 〈x?, z〉 for all z ∈ H. (33)
In general, strong convergence implies weak convergence, whereas the opposite is false. In fact, the
Kadec–Klee property (Exercise 12) gives a precise contain between the two notions. Moreover, when H is
finite dimensional, both notions coincide, as can be seen by applying (33) with z equal to each element of
an orthonormal basis for the space.
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Exercise 12 (Kadec–Klee property). Consider a sequence (xk) ⊆ H and a point x? ∈ H. Show that
xk → x? if and only if xk ⇀ x? and ‖xk‖ → ‖x?‖.
The main technical difficulty arising from weak convergence is that projectors onto closed and convex
sets are generally not weakly (sequentially) continuous, as the following example shows. Note there is
no ambiguity here in using the term “closed” without qualification for convex sets, since a convex set is
weakly (sequentially) closed if and only if it is strongly (sequentially) closed (Bauschke and Combettes,
2017, Theorem 3.34).
Example 3 (Projectors are not weakly continuous (Bauschke and Combettes, 2017, Example 4.20)).
Consider the infinite dimensional Hilbert space of square summable real sequences
H := `2(N) =
{
x = (xi)
∞
i=1 ⊂ R : ‖x‖2 =
∞∑
i=1
x2i < +∞
}
,
endowed with the inner product 〈x, y〉 =∑∞i=1 xiyi. Denote its closed unit ball by B := {x ∈ H : ‖x‖ ≤ 1}.
Consider the bounded sequence (ek)∞k=2 ⊂ H where, for all k ≥ 1, the sequence ek = (eki )∞i=1 ⊂ R is given
by
eki :=
{
1 if i ∈ {1, k},
0 otherwise.
Then ek ⇀ e1 as k →∞ and PB(e1) = e1. However, PB(ek) = 1√2ek ⇀ 1√2e1 6= PB(e1). ♦
Exercise 13. Verify the details of Example 3. That is, show that ek ⇀ e1 but PB(ek) 6⇀ PB(e1).
As pointed out in Remark 1, when applying the DR algorithm, the sequence of interest is the shadow
sequence (PA(xk))∞k=0. For the reasons given in Example 3, weak convergence of this sequence cannot be
directly derived from weak converge of (xk)∞k=0, since the projector PA may not be weakly sequentially
continuous. Nevertheless, Svaiter (2011) proved that the shadow sequence is indeed weakly convergent to
PA(x
?), where x? denotes the weak limit of (xk)∞k=0. A simpler proof of this result was later provided
by Bauschke (2013) by means of a demiclosedness principle.
5.1 A non-negative moment problem
Consider the infinite dimensional Hilbert space of square-integrable real-valued functions on the interval
[a, b] given by
H := L2([a, b]) =
{
x : [a, b]→ R :
∫ b
a
x(t)2dt <∞
}
,
endowed with the inner product 〈x, y〉 = ∫ b
a
x(t)y(t)dt. Suppose that we are interested in finding a
probability density function x ∈ H with mean µ and variance σ2. Hence, we aim to find a non-negative
function x ∈ H that satisfies the underdetermined linear system
〈x, 1〉 = 1, 〈x, t〉 = µ and 〈x, t2〉 = σ2 + µ2.
Defining Ci :=
{
x ∈ H : 〈x, ti−1〉 = ci
}
for i = 1, 2, 3 with c1 := 1, c2 := µ and c3 := σ2 + µ2, and
C4 := {x ∈ H : x ≥ 0}, we observe that the problem is an infinite dimensional modification of Example 1
(where we have added the nonnegativity constraint). The projectors onto Ci with i = 1, 2, 3 are given by
PCi(x)(t) = x(t) +
(
ci − 〈ti−1, x〉
) ti−1
‖ti−1‖2 = x(t) +
(
ci −
∫ b
a
ti−1x(t)dt
)
(2i− 1)ti−1
b2i−1 − a2i−1 ,
whereas
PC4(x)(t) = max{0, x(t)}.
In Figures 14(a) to 14(d), we show the result of applying four of the projection methods presented in
Section 3.3 to the problem of finding a probability density function defined on [0, 1], with mean µ = 12
and variance σ2 = 120 , using x0 = 1 as starting point for all the algorithms. These computations were
performed symbolically, without discretizing the problem.
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Figure 14: Sequences generated by various projection algorithms for the non-negative moment problem with a = 0,
b = 1, µ = 1/2 and σ2 = 1/20. The starting point (function) is represented with a dashed line.
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On one hand, we clearly observe that the method of cyclic projections, the cyclic DR algorithm, and
the cyclically anchored DR algorithm all converge to a Beta distribution with parameters (2, 2). Of these
three methods, the cyclically anchored DR algorithm was the slowest. On the other hand, we realize that
the behavior of the sequence generated by the DR algorithm in the product space is completely different
to that of the other methods: the algorithm converges to a different (nonsmooth) solution to the problem.
As it was also (by far) the slowest algorithm among the four, the DR algorithm in the product space seems
to be the worst choice for this problem. Note none of these four algorithms guarantee strong convergence
in this infinite dimensional setting.
In Fig. 14(e), we show the result of running the method of cyclic projections from a different starting
point, given by
x˜0(t) :=
{
1 if 0 ≤ t ≤ 12 ,
1
4 if
1
2 < t ≤ 1.
This time, the method converges to a different (discontinuous) solution. In Fig. 14(f), we present the
result of running the averaged alternating modified reflections method in the product space, with q = 0
and parameters α = β = 0.95, using x˜0 as a starting point. The sequence converges in much less iterations
than the ones generated by the other methods, even when the continuous starting point x0 = 1 was used.
Moreover, in contrast with the other methods, the shadow sequence is now guaranteed to be strongly
convergent to a fixed point of the operator whenever the set of fixed points is nonempty (according to
Aragón and Campoy, 2018a, Theorem 5.1). If a fixed point exists, its projection onto the diagonal D
would solve the best approximation problem consisting in finding the probability density function on [0, 1]
of minimum norm with (µ, σ2) =
(
1
2 ,
1
20
)
.
We observe in Fig. 14(f) that the shadow sequence converges to the probability density function of
a Beta(2, 2). In Fig. 15 we present the sequences in the product space resulting from running again the
averaged alternating modified reflections method from the continuous starting point x0 = 1.
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Figure 15: Sequences generated by the averaged alternating modified reflections method in the product space for
the non-negative moment problem with a = 0, b = 1, µ = 1/2 and σ2 = 1/20. The starting point (function) is
represented with a dashed line.
It is apparent that each of the four sequences generated is convergent to some function in H. Looking
at the expression of the sequences, it can be observed that these limiting functions are
x1(t) :=
27
5
t(1− t), x2(t) := 3
5
t(13− 9t), x3(t) := 3
5
t(9− 13t), x4(t) := 27
5
t(1− t). (34)
It can be checked that x := (x1, x2, x3, x4) ∈H = H4 is a fixed point of the averaged alternating modified
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reflections operator TD,C,0.95,0.95 given by (25). Therefore, since
PD(x)(t) =
x1 + x2 + x3 + x4
4
= 6t(1− t),
which coincides with the probability density function of a Beta(2, 2), we can conclude that Beta(2, 2) is
the probability density function of minimum norm in L2([0, 1]) with (µ, σ2) =
(
1
2 ,
1
20
)
.
Exercise 14. Verify that x given by (34) is a fixed point of TD,C,0.95,0.95.
6 Conclusions and open questions
In this self-contained tutorial, we introduced the feasibility problem paradigm and developed the conver-
gence theory for projection algorithms within the framework of nonexpansive fixed point theory. The level
of abstraction provided by this convergence framework allowed us to easily analyze several well-known
projection algorithms in the literature. Particular attention was given to one member from the projection
algorithm family, the Douglas–Rachford method, due to its known ability to solve certain combinatorial
problems. By way of computational experiments on the (2, n)-queens problem, we demonstrated that
choosing a good feasibility formulation is absolutely essential for this observed success. Although the
product space formulation is a crucial ingredient of the DR method for feasibility problems with more
than two constraint sets, we observed that it can actually make the method very slow, even in the convex
setting with only four constraints as was considered in Section 5. We remark that the Douglas–Rachford
projection algorithm, as was presented here, can be viewed as special case of an algorithm (which bears
the same name) for finding a zero in the sum of two maximal monotone operators. This was, in fact, the
algorithm developed by Lions and Mercier (1979). For a modern treatment, see (Bauschke and Combettes,
2017, §25.2).
To conclude this tutorial, we propose three open problems suitable as starting points for open-ended
research projects, organized in order of decreasing difficulty.
• An explicit counterexample for weak convergence – As discussed in Section 5, in the infinite dimen-
sional setting, the DR method is only known to converge weakly when applied to feasibility problems
with convex sets. Despite this fact, to best of the authors’ knowledge, there is no explicitly known
example of two sets and an initial point for which the DR method converges weakly but not strongly.
For the method of cyclic projections, a construction due to Hundal (2004) provides such a coun-
terexample. The goal of this research project is to formulate an explicit counterexample for strong
converge of the DR method.
• Global convergence of DR for combinatorial problems – As stated in Section 4.1, it is quite remarkable
that the DR method applied to the (m,n)-queens problem works so well, especially given the absence
of any applicable theory for the method in such settings. The goal of this research project is to find
sufficient criteria for global convergence of the DR method involving more realistic nonconvex sets
than the ones existing in the literature (e.g., involving the product space reformulation). Knowledge
of such conditions would provide insights into general properties of useful feasibility formulations for
combinatorial problems.
• AAMR for combinatorial problems – As demonstrated in Figure 11 and Remark 4, most projection
algorithms possess fixed points which are not necessary related to the feasibility problem at hand.
The DR method however does not suffer this potential shortcoming (Exercise 11) and nor does the
AAMR discussed in Section 3.5. The latter suggests the AAMR method as a potentially useful
heuristic. The goal of this project is to numerically compare the performance of the AAMR method
to the DR method and GDR method on non-convex and combinatorial problems, such as the (m,n)-
queens problem. A number of additional feasibility formulations for numerical testing can be found
in Aragón et al. (2014a,b). Our initial numerical results for the (2, n)-queens problem suggest that
the AAMR performs quite well (see Figure 16).
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Figure 16: Results comparing DR, GDR and AAMR for the (2, n)-queens problem with Formulation 3. The top
figure shows the number of instances (out of 20) solved in less than 300 seconds. The bottom figures plots the
average number of iterations (left) and average CPU time (right) over the solved instances for each formulation
and each board size.
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