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a b s t r a c t
Discretization errors in the computation of the intermolecular force in the lattice
Boltzmann equation (LBE) method cause parasitic currents. A slight imbalance in the
interfacial stresses due to truncation errors initiates the parasitic currents. It was shown
that these currents could be eliminated to round-off if the potential form of the
intermolecular force for non-ideal gases was usedwith compact isotropic discretization. In
the present work, a formulation of the intermolecular forces for binary fluids and the role
of incompressibility on parasitic currents are examined. A two-distribution function LBE
method is proposed in which the incompressibility is enforced by the pressure evolution
equation. As long as the intermolecular force is expressed in the potential form, the
incompressible LBE method for binary fluids is able to eliminate parasitic currents.
© 2009 Elsevier Ltd. All rights reserved.
1. Introduction
Simulation of interfacial flows on a small scale is a challenging task. As the characteristic length of the problem gets
smaller, surface or interface tension starts to dominate over the volumetric forces and the discretization error associated
with the formulation of the interface tension increases. Despite the absence of external driving forces, the discretization error
may result in small amplitude velocity fields near the phase interface known as parasitic currents. Since the magnitude and
spatial extent of parasitic currents increase with interfacial tension, they should be eliminated for successful simulation
of interfacial flows on a small scale. In the framework of the lattice Boltzmann equation (LBE), it has been suggested
that parasitic currents can be significantly reduced in magnitude by reformulating the pressure gradient and the interface
tension [1–5] or by incorporating the sharp interface dynamics into the LBE [6,7], even though the total elimination of
parasitic currents is not easy. Wagner [3] first displayed that parasitic currents could be completely eliminated by replacing
the pressure form of the surface tension forcewith the potential form. However, the numerical instability of this LBEmethod
prevented it from being used for practical applications without the addition of a tiny correction termwith a small amount of
numerical viscosity. Recently, Lee and Fischer [1] showed that for van der Waals fluids, the use of the potential form of the
surface tension and the isotropic finite difference eliminates parasitic currents to round-off and enables stable simulation
of the liquid–vapor two-phase flows at a high density ratio. They reported, however, that the compressibility should be
artificially increased in the case of a large density difference because of the finite equilibrium interface thickness that is
usually a 3 to 4 grid distance.
In this paper, an LBE method based on the Cahn–Hilliard diffuse interface theory for binary fluids [8], and the quasi-
incompressible transformation is proposed. The LBE formulation of the binary fluidmodel is an extension of the formulation
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proposed by He et al. [9,10]. In their work, single-component liquid–vapor two-phase fluids were simulated by a two-
distribution LBE. One distribution function tracks the density, and the other models the pressure evolution and the
momentum equations with the degree of incompressibility equivalent to the single-phase LBE methods. Since the model
is linked to the kinetic theory of dense gases, it is thermodynamically consistent. Later, the two-distribution LBE was
extended to accommodate large density and viscosity differences between phases [11]. Themajor differences of the present
binary fluid model from the liquid–vapor model are the use of the phase or composition measure C in place of density as
an order parameter and the introduction of Cahn–Hilliard diffusion to maintain the phase interface between two fluids.
Another difference lies in the formulation of the pressure and the interface tension. The pressure in lowMach (Ma) number
flows can be decomposed into hydrodynamic and thermodynamic components. The hydrodynamic pressure enforces
incompressibility, and the thermodynamic pressure balances the interface tension at equilibrium,when cast in the potential
form [1]. In this paper, it will be shown that the equilibrium state without parasitic currents can be reached even in the
presence of hydrodynamic pressure in the proposed LBE method.
The paper is organized as follows. In Section 2, a formulation of the discrete Boltzmann equation (DBE) for binary fluids
based on the quasi-incompressible Cahn–Hilliard model is presented. To model the Cahn–Hilliard equation with advection,
a systematic procedure to derive the LBE for advection–diffusion equations is proposed. Section 3 is devoted to validation of
this LBE method. It will be confirmed that parasitic currents are eliminated at equilibrium. The mechanism for elimination
of parasitic currents is elaborated and Galilean invariance is tested. Concluding remarks are given in Section 4.
2. Governing equations
2.1. Cahn–Hilliard model
The continuity equation for the species i of multicomponent fluids can be written as [12]
∂ρ˜i
∂t
+∇ · ρ˜iui = 0, (1)
where ρ˜i and ui denote the local density and velocity of the species i. The total density, ρ = ∑i ρ˜i is also conserved. The
local velocity is related to the volume averaged velocity u, the bulk density value ρi, and the volume diffusive flow rate ji of
component i by
ρiji = ρ˜i (ui − u) . (2)
For a binary system, i = 1, 2. Eq. (1) with Eq. (2) can be recast for the composition C = ρ˜1/ρ1,
∂C
∂t
+∇ · (uC) = −∇ · j1. (3)
The local averaged density is denoted by ρ = Cρ1 + (1− C) ρ1. If the diffusive flow rate is not related to the densities but
instead to the local compositions of two components [13], j1 = −j2 = j, which yields
∇ · u = 0. (4)
Cahn and Hilliard [14] postulated that the mixing energy density for an isothermal system takes the following form:
Emix (C,∇C) = E0 (C)+ κ2 |∇C |
2, (5)
where C is the composition of one component and κ is the gradient parameter. The bulk energy E0 is given by
E0 (C) ≈ βC2 (C − 1)2 , (6)
where β is a constant. The classical part of the chemical potential is the derivative of E0 with respect to C
µ0 = ∂E0
∂C
. (7)
The equilibrium profile is determined such that the energy is minimized and reads µ = µ0 − κ∇2C = const in one-
dimension. In a plane interface at equilibrium, the interface profile is
C (z) = 1
2
+ 1
2
tanh
(
2z
D
)
, (8)
where D is the (numerical) interface thickness, which is chosen based on accuracy and stability. Given D and β , one can
compute the gradient parameter κ and the surface tension force σ :
κ = βD
2
8
, σ =
√
2κβ
6
. (9)
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In the convective Cahn–Hilliard equation, the diffusive flow rate is assumed to be proportional to a thermodynamic
driving force, which is proportional to the gradient of the chemical potential [12]
j = −M∇µ, (10)
where M > 0 is the mobility. In the present study, only the constant M is considered and the mixing energy is minimized
through bulk diffusion. The behavior of the system out of equilibrium is dictated by the evolution equation for the
composition C .
∂C
∂t
+ u · ∇C = ∇ · (M∇µ) . (11)
2.2. Lattice Boltzmann equations
Derivation of the binary fluid LBE starts from the DBE originally proposed to model the van der Waals fluids [15]
∂ fα
∂t
+ eα · ∇fα = −1
λ
(
fα − f eqα
)+ 1
ρc2s
(eα − u) · Ff eqα , (12)
where fα is the particle distribution function, eα is the α-direction microscopic particle velocity, ρ is the density, u is the
volume averaged velocity, cs is the speed of sound, and λ is the relaxation time. f eqα is the equilibrium distribution function
f eqα = tαρ
[
1+ eα · u
c2s
+ (eα · u)
2
2c4s
− (u · u)
2c2s
]
, (13)
where tα is the weight. Fmodels the non-ideal gas effects and took the pressure form in [15]
F = ∇ρc2s −∇p0 + ρκ∇∇2ρ, (14)
where p0 is the thermodynamic pressure determined from the appropriate equation of state. The DBE with Eq. (14) is
unstable [16], partly because of parasitic currents, which arise from the imbalance between the thermodynamic pressure
gradient∇p0 and the surface tension term ρκ∇∇2ρ due to the truncation error. It has been shown that the truncation error
and the resulting parasitic currents can be eliminated by recasting Eq. (14) into the potential form using the thermodynamic
identity, namely, ∇p0 = ρ∇µ0(ρ) [1,3].
F for binary fluids is obtained by replacing the order parameter from the density to the phase or composition
measure C , and considering the free energy of the system [11]. It also includes the hydrodynamic pressure that enforces
incompressibility.
F = ∇ρc2s −∇p1 − C∇
(
µ0(C)− κ∇2C
) = ∇ρc2s −∇p1 − C∇µ(C), (15)
where p1 is the hydrodynamic pressure, whereas the thermodynamic pressure p0 is defined by
p0 = C ∂E0
∂C
− E0 = Cµ0 − E0. (16)
The pressure in the momentum equation can be regarded as the sum of the thermodynamic part p0, the hydrodynamic
part p1, and the curvature part. The pressure P is then P = p0 + p1 − κC∇2C + 12κ|∇C |2. In the case of low Ma
number, the ratio of the hydrodynamic pressure to the thermodynamic pressure is assumed to be p1/p0 ∼ O(Ma2), and all
thermodynamic quantities are independent of the hydrodynamic pressure [17]; i.e., the density of the fluid does not depend
on the hydrodynamic pressure. In the motionless flow, the contribution from the hydrodynamic pressure p1 disappears, as
do parasitic currents. The last term of F is associated to the thermodynamic pressure and interfacial stress that balance each
other to maintain the equilibrium interface profile.
Eq. (12) is the DBE for the mass and momentum equations and it is to be transformed into the DBE for the pressure
evolution andmomentum equations [18]. He et al. [9] first used the transformation to obtain the pressure evolution equation,
although they did not make a distinction between the hydrodynamic and thermodynamic pressures. We define a new
particle distribution function
gα = fαc2s + (p1 − ρc2s )Γα(0), (17)
in which Γα(u) = f eqα /ρ. Taking the total derivative Dt = ∂t + eα · ∇ of the new variable gα gives
∂gα
∂t
+ eα · ∇gα = −1
λ
(
gα − geqα
)+ (eα − u) · [∇ρc2s (Γα − Γα(0))− C∇µΓα] , (18)
where the new equilibrium geqα is
geqα = tα
[
p1 + ρc2s
(
eα · u
c2s
+ (eα · u)
2
2c4s
− (u · u)
2c2s
)]
. (19)
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In the derivation of Eq. (18), u · ∇p1 is assumed to be O(Ma3) and thus dropped. The LBE is obtained by discretizing Eq. (18)
along characteristics over the time step δt:
g¯α(x+ eαδt, t + δt)− g¯α(x, t) = − 1
τ + 0.5
(
g¯α − g¯eqα
)
(x, t)
+ δt (eα − u) ·
[∇ρc2s (Γα − Γα(0))− C∇µΓα](x,t) . (20)
In Eq. (20), the modified particle distribution function g¯α and the equilibrium distribution function g¯eqα are introduced to
facilitate computation:
g¯α = gα + 12τ
(
gα − geqα
)− δt
2
(eα − u) ·
[∇ρc2s (Γα − Γα(0))− C∇µΓα] , (21)
g¯eqα = geqα −
δt
2
(eα − u) ·
[∇ρc2s (Γα − Γα(0))− C∇µΓα] . (22)
For detailed discretization of the gradients in the forcing terms, see [1]. We note that although Eq. (20) appears to be explicit
in time, it is fully implicit for the relaxation term and the intermolecular force terms, and it is second-order accurate.
Now that the continuity equation is transformed into the constraint on the velocity field, we need a second distribution
function for the transport of the composition C . There are severalways of choosing the distribution function, but the simplest
possible choice is hα = (C/ρ) fα and heqα = (C/ρ) f eqα . Taking the total derivative Dt of the new variable hα and utilizing
Eq. (11) yield
∂hα
∂t
+ eα · ∇hα = −1
λ
(
hα − heqα
)+ (eα − u) · [∇C − C
ρc2s
(∇p1 + C∇µ)
]
Γα +∇ · (M∇µ)Γα, (23)
where
heqα = tαC
[
1+ eα · u
c2s
+ (eα · u)
2
2c4s
− (u · u)
2c2s
]
. (24)
fα of the last term on the right-hand side is approximated by ρΓα [19], as it is assumed to approximate the intermolecular
forcing term in Eq. (12). The modified particle distribution function h¯α and the equilibrium distribution function h¯eqα can be
derived similarly to Eqs. (21) and (22), respectively. The LBE for Eq. (23) is
h¯α(x+ eαδt, t + δt)− h¯α(x, t) = − 1
τ + 0.5
(
h¯α − h¯eqα
)
(x, t)
+ δt (eα − u) ·
[
∇C − C
ρc2s
(∇p1 + C∇µ)
]
Γα|(x,t) + δt∇ · (M∇µ)Γα|(x,t). (25)
The composition, hydrodynamic pressure, and momentum can be computed by taking the zeroth and first moments of
the modified particle distribution function:
C =
∑
α
h¯α + δt2 ∇ · (M∇µ) , (26)
ρu = 1
c2s
∑
α
eα g¯α − δt2 C∇µ, (27)
p1 =
∑
α
g¯α + δt2 u · ∇ρc
2
s . (28)
ObtainingC using Eq. (26) requires a nonlinear iterative procedure because the equilibriumchemical potentialµ is a function
of the composition C . In the present study, the value of µ in Eq. (26) is taken from the previous time step, which still yields
a second-order accurate explicit scheme in time (see Appendix of [19]). The density and dimensionless relaxation time are
taken as linear functions of the composition
ρ(C) = Cρ1 + (1− C)ρ2, τ (C) = Cτ1 + (1− C)τ2. (29)
3. Numerical tests
In [1], it was shown that parasitic currents disappeared with the use of the potential form of the surface tension. Also,
the convergence rates for the different cases collapsed on a single curve when the time was nondimensionalized to the
viscous time of the gas phase tv = ρgνgR0/σ , in which the subscript g denotes gas phase, ν is the kinematic viscosity,
and R0 is the initial radius of a drop. Parasitic currents with the pressure form initially decreased at the same rate as
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(a) t/tv = 10 (vector magnified by 2× 106). (b) t/tv = 200 (vector magnified by 2× 104).
Fig. 1. Velocity vector fields forM × β = 0.02. Values of u are magnified by 2× 106 in (a) and 2× 1014 in (b). Solid lines represent C = 0.1, 0.5, and 0.9
contours and dashed lines represent the initial location of C = 0.5.
that of the potential form but eventually stagnated. As stated in the introduction, the parasitic currents are caused by the
slight imbalance between the pressure gradient and the interface tension. The LBE for non-ideal gases eliminates parasitic
currents by replacing the pressure gradient with the chemical potential gradient. The incompressible formulation Eq. (18)
contains the hydrodynamic pressure gradient ∇p1 as well as the chemical potential gradient C∇µ. Since the role of the
hydrodynamic pressure is to enforce the incompressibility, it is not to be recast or absorbed into the chemical potential
through the thermodynamic identity. There is a possibility that the hydrodynamic pressure gradientmay not be balanced by
the interface tensionwhen the system is away from the equilibrium state. However, as the free energy isminimized through
the Cahn–Hilliard diffusion, the hydrodynamic pressure gradient is decoupled from the chemical potential gradient, and at
the equilibrium, the hydrodynamic pressure gradient becomes zero everywhere, eliminating parasitic currents.
The test cases show that the incompressible binary LBE method is able to reach equilibrium, although non-equilibrium
states are not entirely free from parasitic currents. A two-dimensional liquid drop is generated at the center of a 100× 100
computational domain for a D2Q9 lattice. The interface thickness, drop radius, and relaxation time are D = 4, R0 = 25, and
τ = 0.5, respectively. We fixed ρl = 1.0, and ρg = 0.1, in which case the interface tension is σ = 1× 10−4. The subscript l
denotes liquid phase. The relative importance of themobility is examinedby changingM×β . Fig. 1(a) is a velocity vector field
magnified by 2×106 at a dimensionless time t/tv = 10, which clearly indicates the presence of organized eddies around the
phase interface. It is due to the imbalance between the hydrodynamic pressure gradient and the chemical potential gradient
that has not yet reached the equilibrium state. At t/tv = 200, the pressure gradient becomes zero everywhere, the organized
eddies disappear, and parasitic currents are eliminated to round-off as shown in Fig. 1(b). The values of the hydrodynamic
pressure inside the computational domain are uniformeverywhere at p1 = 4.515×10−8, confirming complete decoupling of
the hydrodynamic pressure from the chemical potential at equilibrium.While the interface tension σ is an input parameter
to the simulation, it can be validated for the Laplace law using the computed interface tension σLBE = R0
(
Pl − Pg
)
. For
R0 = 25 and R0 = 12.5, σLBE/σ = 1.0082 and σLBE/σ = 1.0255 are obtained, respectively.
Effects of the mobility M on parasitic currents are examined in Fig. 2. The time is nondimensionalized to the viscous
time of the gas phase tv = ρgνgR0/σ . The relaxation time and the interface thickness are fixed at τ = 0.5 and D = 4,
respectively. By fixing τ , the viscosity of the fluid is fixed. Given the interface thickness and the density ratio, higher M
means faster convergence toward the equilibrium state, which is clearly shown in Fig. 2(a). When the dimensionless time
is rescaled to Mr/M , where the reference mobility Mr = 0.02/β , the convergence rates for different M × β collapse on a
single curve. The maximum kinetic energy decreases exponentially to round-off, which is preceded by the even more rapid
decrease at the early times (Mr/M)(t/tv) < 1. This early decrease in kinetic energy is due to the elimination of traveling
waves by the hydrodynamic pressure, which originate from the phase interface with a finite density difference. In more
compressible media, such rapid initial decrease was not observed [1]. The equilibrium state in which parasitic currents
disappear is reached at (Mr/M)(t/tv) ∼ 100, but the numerically acceptable steady state (e.g., K .E .max < 10−12) is reached
much earlier at (Mr/M)(t/tv) ∼ 1.
Deformation of an initially circular drop caused by non-Galilean invariant terms was observed in some of the two-phase
LBE methods [20,21] even at low density ratio. It was pointed out that unwanted terms of O(∇(u∇ρ)) in the recovered
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Fig. 2. (a) Time evolution of the maximum kinetic energy at D = 4, R0 = 25, ρl = 1.0, and ρg = 0.1. Time is nondimensionalized to the viscous time of
the gas phase tv = ρgνgR0/σ , τ is fixed at 0.5, and the interfacial tension is σ = 1 × 10−4 . (b) The dimensionless time is rescaled to Mr/M , where Mr is
the reference mobility.
macroscopic governing equations are responsible for the lack of Galilean invariance [22,23] and the approaches to restore
Galilean invariance to second-order accuracy were proposed [24–26]. To quantify Galilean invariance, the dimensionless
error is defined as
E(Ux) = 1− RV/RH , (30)
where RV and RH are the radii of a moving drop with homogeneous velocity field Ux measured in the horizontal and vertical
directions after 10,000 iterations, respectively. Under identical conditions to the stationary drop for the computational
domain, drop radius, relaxation time, and density ratio, E(Ux) is plotted in Fig. 3 with different values of σ and D. Fig. 3
clearly shows that the present LBE method satisfies Galilean invariance to second-order accuracy in velocity, which is the
expected formal accuracy of the LBEmethods. It also shows that larger σ helps avoiding non-physical deformation of a drop
caused by higher-order non-Galilean invariance effects, which requires further study [27].
Fig. 4 shows the simulated snapshots of the moving drop at Ux = 0.05 and σ = 1.0× 10−3. Density ratio and viscosity
ratio are set to 1000 and 100, respectively. The equilibrium drop radius Req is measured after 100,000 iterations for a
stationary drop. T is the time required for the drop to return to the initial location with the velocity Ux, which in the present
case is 2000. The drop initially undergoes slight deformation due to the imbalance in the interface stresses (Fig. 4(a),(b)),
but the interface tension restores the deformed drop to near circular shape as the system approaches quasi-steady state
(Fig. 4(c)). The viscous effects caused by the small change in the initially homogeneous velocity field then slows down the
drop as can be seen in Fig. 4(d).
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(a) σ = 10−4 . (b) σ = 10−3 .
Fig. 3. Deformation of a drop due to homogeneous velocity field Ux with different interface thickness D. Dashed lines denote the ideal second-order slope.
The other parameters are R0 = 25, ρl = 1.0, ρg = 0.1, τl = 0.5, and τg = 0.5.
(a) t = T . (b) t = 2T . (c) t = 4T . (d) t = 10T .
Fig. 4. The shape and location of a drop in a periodic computational domain with homogeneous velocity field Ux = 0.05. Solid lines represent the shape
of the moving drop and dashed lines represent the equilibrium shape of a stationary drop after 100,000 iterations. T is the time required for the drop to
return to the initial location with the homogeneous velocity Ux . The domain size is 100 × 100, the initial drop radius is R0 = 25, the equilibrium drop
radius is Req = 24.597, and σ = 1.0× 10−3 . The other parameters are D = 4, ρl = 1.0, ρg = 0.001, τl = 0.02, and τg = 0.2.
4. Concluding remarks
An LBE method that is able to eliminate parasitic currents around the interface region of binary fluids was proposed.
The presence of the hydrodynamic pressure to enforce incompressibility breaks the balance in the interface stresses and
gives rise to parasitic currents. As the Cahn–Hilliard diffusion drives the flow toward the equilibrium state, the magnitude
of parasitic currents approaches round-off. A close examination of the convergence rate reveals that the hydrodynamic
pressure initially decreases themaximumkinetic energy at amuch faster rate by enforcing incompressibility, until it reaches
O(10−12). Although the equilibrium state may not be realized under practical conditions, parasitic currents in the present
LBE method rapidly become negligible.
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