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CONTINUOUS–TIME SPARSE DOMINATION.
KOMLA DOMELEVO AND STEFANIE PETERMICHL
Abstract. We develop the self similarity argument known as sparse domi-
nation in an abstract martingale setting, using a continuous time parameter.
With this method, we prove a sharp weighted Lp estimate for the maximal
operator Y ∗ of Y with respect to X. Here Y and X are uniformly integrable
ca`dla`g Hilbert space valued martingales and Y differentially subordinate to X
via the square bracket process. We also present a second, very simple proof
of the special case Y = X, exhibiting the optimal weighted Lp estimate pre-
viously only known in a homogeneous context. We point out that in this
generality, notably including processes with jumps, the special case Y = X
addresses a question raised in the late 70s by Bonami–Le´pingle.
1. Introduction
We have a filtered probability space with the usual assumptions. Let X and
Y be adapted uniformly integrable ca`dla`g martingales. Wang’s [26] definition of
differential subordination has appeared as the correct continuous in time replace-
ment of the corresponding notion in probability spaces with discrete filtration by
Burkholder [4]. We say that Y is differentially subordinate to X if and only if
[X,X ]t − [Y, Y ]t is non-negative and non-decreasing. Here [·, ·] denotes the square
bracket.
We develop the notion of sparse domination in this abstract context. The idea
is to construct self similarity through a stopping time procedure where, roughly
speaking, the events where the iterated stopping times are finite have comparably
small measure. This gives rise to a trajectory-wise domination of the maximal
function Y ∗ by a positive form containing |X | sampled at the consecutive stopping
times. The latter domination lends itself well to an estimate in weighted space
through a change of measure and the use of Doob’s inequality.
Indeed, we call an adapted sequence of stopping times {Ti}i>0 a sparse sequence
if {Ti}i>0 is increasing with nested sets Ej = {T j <∞} so that
∀Aj ⊂ Ej , Aj ∈ FT j there holds P(Aj ∩ Ej+1) 6
1
2
P(Aj).
When Y ∗ denotes the maximal function of Y we prove the following precise
sparse domination. There exists a sparse sequence of stopping times depending on
X and Y , so that there holds almost surely
Y ∗(ω) 6 8
∞∑
j=0
|X |T j (ω)χEj (ω).
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In this context we also call
S(X)(ω) =
∞∑
j=0
|X |T j(ω)χEj (ω)
a sparse operator. If we denote by X∞ a closure of X then we mean by |X | the
martingale |X |t = E(|X∞| | Ft) and |X |T j is |X | sampled at T j.
Notice that this domination is very powerful in the following sense. It holds
almost surely and it dominates an object via an easily estimated positive quantity,
in a context where we usually see a high degree of cancellation.
One of the uses of sparse operators are weighted estimates. A weight w is
a positive uniformly integrable martingale. The weight is in the class Ap if the
quantity Qp(w), the Ap characteristic of the weight w, is finite:
Qp(w) = sup
τ
∥∥∥∥∥E
[(wτ
w
) 1
p−1
∣∣∣∣Fτ
]p−1∥∥∥∥∥
∞
,
where the supremum runs over adapted stopping times τ .
We prove the estimate
‖S(X)‖Lp(w) . Qp(w)max{1,
1
p−1
}‖X‖Lp(w).
With the help of the sparse domination result, we deduce the following sharp
estimate
‖Y ∗‖Lp(w) . Qp(w)max{1,
1
p−1
}‖X‖Lp(w).
The concept of differential subordination is interesting in its own right. Its ties
to harmonic analysis have a long history and have proven influential, especially
with ambitious goals such as very precise, sharp norm estimates. Certain classical
operators in harmonic analysis, such as Riesz transforms can be written as a con-
ditional expectation of certain martingale transforms [12]. Other, deep connections
of a probabilistic flavour have surfaced in the last ten to twenty years [22][13].
During the last two decades, much interest has shifted towards precise, sharp
weighted norm estimates in terms of the characteristic of the weight. In part this
interest begun thanks to the solution of a long standing regularity problem in PDE
through a sharp weighted norm estimate of the Beurling-Ahlfors operator [23].
The study of weights has brought, in a joint effort, new understanding of operators
central to harmonic analysis, linking them further to operators that act directly on
a dyadic grid. Making the passage from dyadic to general filtrations, we end up
back in probability theory.
One of the first sharp weighted norm estimates, was on predictable multipliers
for dyadic filtrations in the interval [0, 1] endowed with Lebesgue measure [27]. At
the time, this problem had been studied by harmonic analysts using the language
of wavelet bases. The estimate relied on Bellman functions, together with the deep
reduction and ideas developed in [20]. Meanwhile, a number of other, beautiful
proofs have appeared, for example [16], [5], [15].
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The first extension of the result to predictable multipliers in general discretely
filtered spaces is subtle [25] using a combination of outer measure space technique
and some ‘small’ Bellman functions. The solution of the general case, where filtered
spaces have a continuous parameter and the martingales are ca`dla`g and merely in
relation of differential subordination is by the authors in [11]. The proof is technical
and has required a ‘large’ Bellman function with subtle convexity properties, solving
the entire problem at once.
These two results estimate Y , not Y ∗, the maximal function of Y . The first
result of this stronger nature is short and elegant: the sharp weighted norm es-
timate of the maximal function of predictable multipliers in the discrete in time
filtration case is due to Lacey [15] via the new idea of point-wise sparse domination
with his process from the ‘top down’. Lacey’s motivation was the (more difficult)
domination of Caldero´n-Zygmund operators. It appeared in parallel with a similar
domination result by Lerner-Nazarov [18]. Together, these ideas have caused much
movement in harmonic analysis. To achieve the domination of Caldero´n-Zygmund
operators, the language used was the one of dyadic cubes, the atoms in dyadic fil-
trations. Exponentially many (in terms of dimension) dyadic systems were required
to achieve the domination. It is the main task of this paper to develop a sparse
domination principle in abstract filtered spaces with continuous time. While it is
interesting in its won right, we expect numerous applications via a trajectory-wise
domination using Brownian filtrations for Riesz transforms. The preprint [6] ob-
tains via this new technique dimension-free estimates (even weighted estimates) for
Riesz transforms in great generality. We expect numerous other applications of this
technique.
Let us summarise the main results of the present paper. We develop sparse op-
erators in an abstract martingale setting. We obtain a trajectory-wise sparse dom-
ination result of the maximal function Y ∗ of Y via the martingale X , where Y is
differentially subordinate to X . The result is very general, there are no restrictions
on the continuity of the path of the martingales. Further, the pair of martingales
under differential subordination is in general filtered spaces, thus removing the re-
strictions of a discretely filtered space as well as the predictable multiplier property.
We also pay attention to the special case Y = X . It becomes a weighted estimate
for the maximal function of X . The first such estimate for the dyadic filtration was
proved by Muckenhoupt [19]. It was brought to the probabilistic context by Izu-
misawa and Kazamaki [14] for martingales with continuous path. Later, Buckley
[3] improved the dependence on the weight’s charateristic in the dyadic setting and
Osekowski [21] improved the estimate in various ways and provided the proof for
martingales with continuous path.
We remark that these results either assume a dyadic filtration with a doubling
measure or, in continuous time, there is a continuity assumption on the path of the
martingales. This is a notable restriction. There are examples for classical weighted
estimates that hold in the case of dyadic filtrations with doubling measure but do
not hold at all in the general case or with a worse dependence on the characteristic,
see [8]. In the weighted case, useful facts no longer hold when these assumptions are
dropped. One of these is the self improvement property of the Ap classes, which is
used in some classical proofs. The openness property states that any weight in Ap
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automatically self improves and is in some better Ap−ε. It is an old observation that
this fact is false for weights in general filtrations allowing jumps [1]. An additional
homogeneity type condition controlling the jumps was assumed by Dole´ans-Dade–
Meyer [9] to confirm a weighted maximal inequality. Bonami–Le´pingle [2] observed
that for the example weight that belongs to Ap but no Ap−ε for any ε > 0 (i.e. self
improvement fails), the weighted maximal inequality still holds. They phrased the
question for the general filtrations allowing jumps. The positive answer follows for
all 1 < p < ∞ as a special case of our main result. It is however only sharp in
dependence on the Ap characteristic when p 6 2. For this reason, we give another
proof for the special case Y = X that gives the best estimate for all p. Indeed we
prove that
‖X∗‖Lp(w) . cpQp(w)
1
p−1 ‖X‖Lp(w).
As explained above, our proof yielding the estimate for Y ∗ uses sparse domina-
tion. It reduces the weighted estimate to a use of Doob’s inequality.
Our proof for the estimate of X∗ uses a very simple domination of the maximal
function, direct, without the use of stopping times, followed by uses of Doob’s
inequality. This approach is a modification of a trick due to Lerner [17], where it
was used in a different context.
Notice that maximal inequalities involving X∗ can be deduced from the discrete
in time filtered general case through the use of Doob’s sampling theorem, but not
the estimates involving Y ∗, since differential subordination is not preserved when
sampling the martingale.
2. Definitions and Main Results
Let (Ω,F ,F,P) be a complete filtered probability space with F = (Ft)t>0 a
filtration that is right continuous, where F0 contains all F null sets. Let X and
Y be uniformly integrable adapted ca`dla`g martingales with values in a separable
Hilbert space that are in a relation of differential subordination according to Wang:
Definition 1. Y is called differentially subordinate to X if [X,X ]t− [Y, Y ]t is non-
negative and non-decreasing in t. In this case we also call the ordered pair (X,Y )
differentially subordinate.
For the definition of the square bracket process and its properties, see for example
Dellacherie–Meyer [7] or Protter [24]. Notice that in particular [X,X ]0 = |X0|2 so
that differential subordination of Y with respect to X implies |Y0|2 6 |X0|2. Recall
that for any stopping time τ the stopping sigma algebra is
Fτ = {Λ ∈ F : Λ ∩ {τ 6 t} ∈ Ft}.
We make the following definition:
Definition 2. An increasing sequence {T j}j>0 of stopping times with nested sets
Ej = {T j <∞} is called sparse if
∀Aj ⊂ Ej , Aj ∈ FT j there holds P(Aj ∩ Ej+1) 6
1
2
P(Aj).
Definition 3. The maximal function associated with X is
X∗ = sup
t>0
|Xt|.
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We shall throughout this text denote by the same letters also the closures of the
martingales that arise.
Here are our main theorems.
Theorem 1. Y differentially subordinate to X then there exists a sparse selection
(X,Y ) 7→ {T j}j>0
such that almost surely
Y ∗(ω) 6 8
∞∑
j=0
|X |T j (ω)χEj (ω),
where the right hand side has finitely many terms almost surely.
The arising sum on the right is a well defined object, also applied to objects
where it loses its domination property stated in Theorem 1. To be precise, there
holds P(Ej)→ 0 as n→∞.
Definition 4. If {T j}j>0 is a sparse sequence and Ej = {T j <∞} its associated
sequence of nested sets, we call
S : X 7→ S(X) =
∞∑
j=0
|X |T jχEj
a sparse operator.
With the help of the sparse domination in Theorem 1 we prove a weighted
maximal inequality. Let us recall the definition of the Ap class.
Definition 5. We call a positive uniformly integrable martingale w a weight. The
quantity Qp(w) below is the Ap characteristic of the weight w. If Qp(w) finite, then
we say w ∈ Ap.
Qp(w) = sup
τ
∥∥∥∥∥E
[(wτ
w
) 1
p−1
∣∣∣∣Fτ
]p−1∥∥∥∥∥
∞
= sup
τ
∥∥wτup−1τ ∥∥∞ ,
where the supremum runs over adapted stopping times τ and where we write upw =
u.
First, we prove a weighted estimate for the sparse operator:
Theorem 2. There exists c2,p > 0 such that for all functions X ∈ Lp(w) there
holds
‖S(X)‖Lp(w) 6 c2,pQp(w)max{1,
1
p−1
}‖X‖Lp(w).
The estimate is sharp in terms of the dependence on Qp(w).
Theorem 3. There exists c3,p > 0 such that for all pairs (X,Y ) where Y differ-
entially subordinate to X there holds
‖Y ∗‖Lp(w) 6 c3,pQp(w)max{1,
1
p−1
}‖X‖Lp(w).
The estimate is sharp in terms of the dependence on Qp(w).
In the special case Y = X we also prove by a different method
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Theorem 4. There exists c4,p > 0 such that for all martingales X there holds
‖X∗‖Lp(w) 6 c4,pQp(w)
1
p−1 ‖X‖Lp(w).
The estimate is sharp in terms of the dependence on Qp(w).
Writing 1
p
+ 1
p′
= 1, we have in the theorems above,
c2,p =


8
√
2 2
1
p−1
(
pp
′
p−1
) p−2
p−1
1 < p < 2
8 p = 2
8
√
2 2
(
p′p
p′−1
) p−2
p−1
p > 2
,
as well as c3,p = 8 c2,p, and c4,p =
pp
′
p−1 . We notice that c2,p and c3,p are of the
form O(p) for large p but explode badly as p→ 1.
The weighted estimates are well known to be sharp in terms of the dependence on
the Ap characteristic, already for dyadic filtration on [0, 1] endowed with Lebesgue
measure. In this paper we focus on the upper estimates.
3. Sparse Domination
In this section we prove Theorem 1. Without loss of generality X has non-zero
closure and ‖X‖1 > 0.
We will use the following preliminary weak type estimate due to Wang [26].
Theorem 5 (Wang). Y differentially subordinate to X then for all λ > 0 there
holds
P({ω ∈ Ω : (|Y |+ |X |)∗(ω) > λ}) 6 2
λ
‖X‖1.
Notice that it trivially implies
Corollary 1 (Wang). Y differentially subordinate to X then for all λ > 0 there
holds
P({ω ∈ Ω : Y ∗(ω) ∨X∗(ω) > λ}) 6 2
λ
‖X‖1.
It also implies the following.
Lemma 1. Y differentially subordinate to X then for all A ∈ F0 and for all λ > 0
there holds
P({ω ∈ A : Y ∗(ω) ∨X∗(ω) > λ|X |0(ω)}) 6 2
λ
P(A).
Proof. Let us write
X˜ = χA∩{|X|0>0}X/|X |0 and Y˜ = χA∩{|X|0>0}Y/|X |0.
Notice first that |X |0 is measurable in F0. So the pair (X˜, Y˜ ) are martingales under
differential subordination. Further, notice that |X |0(ω) = 0⇒ |X |t(ω) = 0 ∀t > 0.
In particular, all future increments of X are zero and thus |Xt(ω)|∨|Yt(ω)| = 0 ∀t >
0. Thanks to this and Wang’s Theorem we can estimate for all λ > 0
P({ω ∈ A : Y ∗t ∨X∗t > λ|X |0}) = P({ω ∈ Ω : Y˜ ∗t ∨ X˜∗t > λ})
6
2
λ
‖X˜‖1 = 2
λ
E
[
χA∩{|X|0>0}
|X |0 E[|X | | F0]
]
=
2
λ
P(A).
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3.0.1. Stopping procedure. Let us select an increasing sequence {T j}j≥0 of stopping
times associated to the pair X and Y inductively. To do so, start with
T 0(ω) = inf{t > 0 : |X |t(ω) > 0},
that is, T 0(ω) = 0 if |X |0(ω) > 0 and ∞ else. There holds
E0 = {T 0 <∞} = {ω ∈ Ω : |X |0(ω) > 0}.
Notice that since ‖X‖1 > 0 we have P(E0) > 0 and |X |T0 > 0 on E0. Let us define
F0 = (F0t )t>0 by F0t = FT 0∨t and consider the martingales
Y 0t = χE0Yt and X
0
t = χE0Xt.
Now we proceed with the iteration. Assume n > 1. Assume we have filtrations
F0, ...,Fn−1, an increasing sequence of stopping times T 0, ..., T n−1 with associated
nested sets E0, ...En−1 measurable in F0, ...,Fn−1 respectively and pairs of martin-
gales (X0, Y 0), ..., (Xn−1, Y n−1) under differential subordination.
We set the stopping time T n(ω) by
T n(ω) = inf{t > 0 : Y n−1t (ω) ∨Xn−1t (ω) > 4|X |Tn−1(ω)}.
Notice that |X |Tn−1(ω) = 0 implies |X |t(ω) = 0 for all t > T n−1. In particular, all
future increments of X are zero and thus |Xn−1t (ω)| ∨ |Y n−1t (ω)| = 0 ∀t > T n−1.
There holds thus T n(ω) =∞ if |X |Tn−1(ω) = 0. Thus
En = {T n <∞} = {ω ∈ Ω : Y n−1∗(ω) ∨Xn−1∗(ω) > 4|X |Tn−1(ω)}.
Let the filtration Fn = (Fnt )t>0 = (FTn∨t)t>0. Observe that En ∈ FTn . We will
have to take care of the foot of the next pair of martingales in the presence of a
jump just prior to a stopping time. By differential subordination almost surely∣∣∣Y n−1Tn (ω)− Y n−1Tn
−
(ω)
∣∣∣ 6 ∣∣∣Xn−1Tn (ω)−Xn−1Tn
−
(ω)
∣∣∣ .
Thus, there exists a linear operator rTn(ω) ∈ FTn such that |rTn | 6 1 and
Y n−1Tn (ω)− Y n−1Tn
−
(ω) = rTn(ω)
(
Xn−1Tn (ω)−Xn−1Tn
−
(ω)
)
.
Consider
Y nt = χEn
(
E[Y n−1 | Fnt ]− Y n−1Tn + rTnXn−1Tn
)
= χEn
(
rTnX
n−1
Tn +
∫ t∨Tn
Tn
dY n−1u
)
and
Xnt = χEnE[X
n−1 | Fnt ]
= χEn
(
Xn−1Tn +
∫ t∨Tn
Tn
dXn−1u
)
.
By induction, these are martingales with respect to Fn and Y n is differentially
subordinate to Xn.
8 KOMLA DOMELEVO AND STEFANIE PETERMICHL
3.0.2. Sparseness. We prove that the resulting selection {T j}j>0 is sparse. Let
n > 0. Let An ⊂ En with An ∈ FTn . Then χAnY nt is differentially subordinate to
χAnX
n
t in F
n. Notice that |X |Tn = |Xn|0 since Fn0 = FTn .
Thanks to Lemma 1 applied to the set A = An there holds
P(An ∩En+1) = {ω ∈ An : Y n∗(ω) ∨Xn∗(ω) > 4|X |Tn(ω)} 6 1
2
P(An).
3.0.3. Domination. We prove the domination estimate. Indeed, we show that for
all n > 0 there holds almost surely
(1) Y ∗ 6
n−1∑
j=0
8|X |T jχEj + Y n∗ (En).
This implies the required domination because for the support of Y n∗ there holds
P (supp(Y n∗)) 6 P(En)→ 0 as n→∞.
For n = 0, the estimate E0 in (1) follows from
Y ∗ = Y ∗χΩ\E0 + Y
∗χE0 = 0 + Y
0∗.
Assuming now (En) holds in (1), we pass to (En+1). Since Y n∗ is supported on En
we split
Y n∗ = Y n∗χEn\En+1 + Y
n∗χEn+1 .
In the complement of En+1 we have Y
n∗ 6 4|X |TnχEn 6 8|X |TnχEn + Y n+1∗. In
En+1 we have
Y n∗(ω) = max
{
sup
t<Tn+1(ω)
|Y nt (ω)|, sup
t>Tn+1(ω)
|Y nt (ω)|
}
.
The first supremum is bounded by 4|X |TnχEn and for the second supremum we
write trajectory-wise for t > T n+1(ω)
Y nt = Y
n
0 +
∫ Tn+1
0
dY nu +
∫ t
Tn+1
dY nu
= Y n0 +
∫ Tn+1
−
0
dY nu + (YTn+1 − YTn+1
−
) +
∫ t
Tn+1
dY nu
=
(
Y n0 +
∫ Tn+1
−
0
dY nu
)
− (rTn+1XnTn+1
−
) +
(
rTn+1X
n
Tn+1 +
∫ t
Tn+1
dY nu
)
.
We estimate in En+1 for t > T
n+1
|Y nt | 6
∣∣∣∣∣Y n0 +
∫ Tn+1
−
0
dY nu
∣∣∣∣∣+ |XnTn+1− |+
∣∣∣∣rTn+1XTn+1 +
∫ t
Tn+1
dY nu
∣∣∣∣ .
The first two summands are each controlled by 4|X |TnχEn by the definition of
the stopping time T n+1. Last, observe that the third term on En+1 is dominated
by Y n+1∗.
Gathering the information, there holds almost surely
Y n∗ 6 8 |X |TnχEn + Y n+1∗,
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and thus
Y ∗ 6
n−1∑
j=0
8 |X |T jχEj + Y n∗ 6
n∑
j=0
8 |X |T jχEj + Y n+1∗.
The claim (En+1) in (1) is proved and the sparse domination in Theorem 1 follows.
4. Maximal function of Y
In this section we prove Theorems 2 and 3. We first prove Theorem 2 for p = 2
and then obtain the result for other p via extrapolation. We then deduce Theorem
3 via the sparse domination Theorem 1.
In order to prove Theorem 2 for the case p = 2, it suffices to show that there
exists c2,2 > 0 such that for all w ∈ A2 and all functions X ∈ L2(w) there holds
(2) ‖S(X)‖L2(w) 6 c2,2Q2(w)‖X‖L2(w).
This means (
E[(S(X))2w]) 12 6 c2,2Q2(w) (E[|X |2w]) 12 .
Dualizing and writing u = w−1, we reduce to the estimate
E[S(X)|Z|] 6 c2,2Q2(w)E[|X |2w]
1
2
E[|Z|2u] 12 .
We introduce the notations
(3) E[ · w] = Ew[ · ]E[w].
(4) · τ,w = Ew[ · | Fτ ].
Then, we write |X˜|u = |X | and |Z˜|w = |Z| then suppressing the ·˜ again, it
suffices to prove
E[S(|X |u)|Z|w] 6 c2,2Q2(w)E[w]
1
2
E[u]
1
2
Eu[|X |2] 12Ew[|Z|2] 12 .
Now, we calculate the left hand side
E

∑
j
(|X |u)T jχEj |Z|w

 = E

∑
j
E[(|X |u)T jχEj |Z|w | FT j ]


= E

∑
j
(|X |u)T j (|Z|w)T jχEj


6 Q2(w)E

∑
j
|X |T j,u|Z|T j ,wχEj

 .
In the above calculation, we used the notations (3) and (4) and noticed that
(|Z|w)T jχEj = E[|Z|w | FT j ]χEj = Ew[|Z||FT j ]E[w | FT j ]χEj ,
and similarly for the other term. We recalled that by the A2 condition
‖E[w | FT j ]E[w−1 | FT j ]‖∞ 6 Q2(w).
For each fixed j we have that the non-negative random variable
|X |T j ,u|Z|T j ,wχEj ∈ FT j
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and as such it can be approximated from below by step functions.∑
k
αjkχAj
k
ր |X |T j,u|Z|T j ,wχEj ,
with Ajk ∈ FT j disjoint and
·∪k Ajk = Ej . Notice that on Ajk there holds
(5) αjkχAj
k
(ω) 6 X∗uZ
∗
w(ω),
where the maximal functions are taken with respect to weighted measure:
(6) X∗u(ω) = sup
t
|Xt,u(ω)|.
Now recall that P(Ajk ∩ Ej+1) 6 12P(Ajk) and so if we write
Sj+1k = A
j
k\(Ajk ∩ Ej+1),
then P(Sj+1k ) >
1
2P(A
j
k). We changed the index on S to recall the important
fact that it is measurable in FT j+1 . Notice the crucial property of the collection
{Sj+1k }j,k>0 : it is a disjoint collection in both parameters.
We estimate
E

 J∑
j=0
∑
k
αjkχAj
k

 = J∑
j=0
∑
k
αjkE
[
χ
A
j
k
]
=
J∑
j=0
∑
k
αjkP
(
Ajk
)
6 2
J∑
j=0
∑
k
αjkP
(
Sj+1k
)
= 2E

 J∑
j=0
∑
k
αjkχSj+1
k


= 2E

 J∑
j=0
∑
k
αjkχSj+1
k
w
1
2 u
1
2

 6 E

 J∑
j=0
∑
k
X∗uu
1
2Z∗ww
1
2χ
S
j+1
k


6 2


E

 J∑
j=0
∑
k
(X∗u)
2uχ
S
j+1
k




1
2


E

 J∑
j=0
∑
k
(Z∗w)
2wχ
S
j+1
k




1
2
6 2
(
E
[
(X∗u)
2 u
]) 1
2
(
E
[
(Z∗w)
2 w
]) 1
2
= 2 (E[u])
1
2 (E[w])
1
2
(
Eu
[
(X∗u)
2
]) 1
2
(
Ew
[
(Z∗w)
2
]) 1
2
6 8 (E[w])
1
2 (E[u])
1
2
(
Eu
[|X |2]) 12 (Ew [|Z|2]) 12 .
By the monotone convergence theorem, this gives us the estimate
E

∑
j
|X |T j ,u|Z|T j ,wχEj

 6 8E[w] 12E[u] 12Eu [|X |2] 12 Ew [|Z|2] 12 ,
and we have thus seen that inequality (2) holds with c2,2 = 8.
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We now point out the changes for the case p 6= 2. We use the extrapolation
theorem below from [10]. Notice that only the weights are required to have the
martingale property while X,Y are functions.
Theorem 6 (Domelevo-Petermichl). Given a filtered probability space as described
above. Let 1 < p < ∞ and w ∈ Ap. Let X,Y ∈ Lp(w). Suppose 1 < r < ∞
and suppose ∀A > 1 ∃Nr(A) > 0 increasing such that for triples X,Y, ρ with
X,Y ∈ Lr(ρ) and Qr(ρ) 6 A there holds
‖Y ‖Lr(ρ) 6 Nr(A)‖X‖Lr(ρ).
Then for any 1 < p < ∞ there exists Np(B) > 0 such that if Qp(w) 6 B there
holds
‖Y ‖Lp(w) 6 Np(B)‖X‖Lp(w).
With c4,p denoting the numeric part of the estimate in the weighted L
p maximal
estimate from Theorem 4, in particular
Np(B) 6 2
1
rNr
(
2c
p−r
p−1
4,p′B
)
if p > r.
Np(B) 6 2
r−1
r Nr
(
2r−1
(
cp−r4,p B
) r−1
p−1
)
if p < r.
Using this theorem for r = 2 we extrapolate from inequality (2)
‖S(X)‖L2(w) 6 8Q2(w)‖X‖L2(w),
so N2(A) = 8A. We obtain the estimate claimed in Theorem 2
‖S(X)‖Lp(w) 6 c2,pQp(w)max{1,
1
p−1
}‖X‖Lp(w).
Finally
‖Y ∗‖Lp(w) 6 8‖S(X)‖Lp(w)
gives the claimed estimate in Theorem 3.
5. Maximal Function of X
In this section we prove Theorem 4 via the modification of a simple and direct
domination argument for the maximal function. See for example the argument by
Lerner [17] in a different context. Notice that the obtained norm estimate is the
same as that in Buckley’s text [3] on homogeneous spaces. Buckley’s proof enjoyed
an extension to some martingales with certain restrictive homogeneity conditions
in the presence of jumps - this was needed because of the failure of the openness
of the Ap class in the general context. The argument here does not rely on the
openness condition of the Ap classes and is therefore providing the estimate in full
generality and in addition recovers the correct growth with the Ap characteristic
for the norm estimate. The argument consists of a trajectory-wise domination of
the maximal operator of X and the use of Doob’s inequality. We write u = w
1
p−1
for the dual weight and recall that the Ap characteristic is supτ ‖up−1τ wτ‖∞. We
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remind the reader of notations (3), (4) and (6). There holds for all t ≥ 0 and all
p > 1
|Xt|p−1 6 (E [|X | | Ft])p−1 =
(
E
[|X |u−1u | Ft])p−1
=
(
Eu
[|X |u−1 | Ft])p−1 (E [u | Ft])p−1
6 Qp(w) (E [w | Ft])−1
(
Eu
[|X |u−1 | Ft])p−1 .
Now observe that(
Eu
[|X |u−1 | Ft])p−1 = E [(Eu[|X |u−1 | Ft])p−1 | Ft]
6 E
[((|X |u−1)∗
u
)p−1
w−1w | Ft
]
= Ew
[(
(|X |w)∗u
)p−1
w−1 | Ft
]
E [w | Ft] .
Then get for all t
|Xt|p−1 6 Qp(w)
(((|X |u−1)∗
u
)p−1
w−1
)∗
w
,
and therefore
(X∗)p 6
(
Qp(w)
(((|X |u−1)∗
u
)p−1
w−1
)∗
w
) p
p−1
.
Thus
E[(X∗)pw] 6 Qp(w)
p
p−1
E
[((((|X |u−1)∗
u
)p−1
w−1
)∗
w
)p′
w
]
= Qp(w)
p
p−1
Ew
[((((|X |u−1)∗
u
)p−1
w−1
)∗
w
)p′]
E[w]
6 Qp(w)
p
p−1
(
p′
p′ − 1
)p′
Ew
[
(((|X |u−1)∗u)p−1w−1)p
′
]
E[w]
= Qp(w)
p
p−1
(
p′
p′ − 1
)p′
E
[
(((|X |u−1)∗u)p−1w−1)p
′
w
]
= Qp(w)
p
p−1
(
p′
p′ − 1
)p′
E
[
((|X |u−1)∗u)pu
]
= Qp(w)
p
p−1
(
p′
p′ − 1
)p′
Eu
[
((|X |u−1)∗u)p
]
E[u]
6 Qp(w)
p
p−1
(
p′
p′ − 1
)p′ (
p
p− 1
)p
Eu
[
(|X |u−1)p]E[u]
= Qp(w)
p
p−1
(
p′
p′ − 1
)p′ (
p
p− 1
)p
E
[
(|X |u−1)pu]
= Qp(w)
p
p−1
(
p′
p′ − 1
)p′ (
p
p− 1
)p
E [|X |pw] .
Raising to the power 1/p gives the desired estimate in Theorem 4 with c4,p =
pp
′
p−1 .
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