This paper presents a newly developed quasi arbitrary Lagrangian-Eulerian finite element method (QALE-FEM) for simulating water waves based on fully nonlinear potential theory. The main difference of this method from the conventional finite element method developed by one of authors of this paper and others (see, e.g., [11] and [22]) is that the complex mesh is generated only once at the beginning and is moved at all other time steps in order to conform to the motion of the free surface and structures. This feature allows one to use an unstructured mesh with any degree of complexity without the need of regenerating it every time step, which is generally inevitable and very costly. Due to this feature, the QALE-FEM has high potential in enhancing computational efficiency when applied to problems associated with the complex interaction between large steep waves and structures since the use of an unstructured mesh in such a case is likely to be necessary.
INTRODUCTION
With operations in the oil and gas industry moving to deeper waters, offshore structures are more likely to be exposed to very harsh environments and extremely steep waves and therefore undergo large motions. As a result, there is increasing interest in numerically simulating nonlinear water waves and their interaction with structures. There are two classes of theoretical models for cases with finite water depth in common use for numerical simulations. One is based on the general flow theory and the other is based on the potential theory. In the first class of models, the Navier-Stokes and continuity equations together with proper boundary conditions are solved, while in the second class, the Laplace equation with fully nonlinear boundary conditions is dealt with. For brevity, the first class of models will be called NS Model and the second called FNPT (representing fully nonlinear potential theory) Model in the paper.
In the community of researchers who use the NS Model, three formulations have been suggested: Eulerian, Lagrangian and arbitrary Lagrangian-Eulerian (ALE) formulations. In the Eulerian 1 Manuscript formulation, the computational mesh is fixed and the fluid moves relative to it (see, for example, [1] - [4] ). Use of this formulation can handle, with relative ease, the large distortions of interfaces between two different materials by employing proper interface capturing techniques (such as volume of fluids, level set method and so forth) but possibly at the expense of solving a larger domain than necessary, solving an extra governing equation and smearing the interfaces and flow details near the interfaces.
In addition, it seems to be difficult to handle cases with interfaces of three different materials, such as those with floating bodies in waves. In the Lagrangian formulation (see, for instance, [5] ), all nodes follow their corresponding fluid particles. Due to this feature, the formulation allows sharp tracking of interfaces between different materials. However, if large distortions of the fluid domain occur, certain nodes may become too close to or too far from others and consequently lead to a breakdown of the computing process if remeshing is not performed. The arbitrary Lagrangian Eulerian (ALE) formulation is a hybrid approach, in which the computational mesh does not need to adhere to fluid particles or to be fixed in space but can be moved arbitrarily. Therefore, the ALE formulation can make use of the merits of both the Lagrangian and Eulerian formulations and alleviate many of their drawbacks. Specifically, the interface can be precisely tracked without necessarily remeshing. Of course, the nodes have to be moved in order to conform to the deformation or distortion of interfaces or boundaries and the governing equations are made a bit more complex to account for the moving velocities of mesh. The ALE formulation has been discussed and used in many publications. Only a few are listed here as examples [6] - [8] . Various numerical methods, such as finite element, finite volume and finite different methods have been used to solve the Navier-Stokes and continuity equations together with one of three formulations to investigate the nonlinear water waves and their interaction with fixed structures. However, no matter which method is used, solving NS equations is always a time consuming task.
Due to this fact, the FNPT Model has been adopted in many publications for problems associated with the nonlinear water waves and their interactions with structures. In this model, viscosity is ignored. The governing equations are dramatically simplified and so they need much less computational resource to be solved than in the NS Model. Comparison with experimental data ( [9] - [12] ) has shown that the results obtained by using this model are accurate enough if breaking waves do not occur and/or if structures involved are large, implying that to neglect the viscous effects is acceptable in these cases. Therefore, the FNPT Model instead of the NS Model should be employed if a case considered falls in this category, i.e., without wave breaking and/or with large structures. The problems formulated by this model are usually solved by a time marching procedure suggested by Longuet-Higgins & Cokelet [13] . At each time step, a boundary value problem based on the Laplace equation together with boundary conditions is solved. Then the variables on the free surface and on the surface of structures are updated using the kinematic/dynamic free surface conditions and dynamic equations of structures respectively, which give the required boundary values for the solution at the next time step. The procedure can be repeated in principle for any desired period of time. In this procedure, the key task is to solve the boundary value problem by using an efficient numerical method.
To do so, boundary element methods (BEMs) have been used in many publications, such as [10] and [14] - [17] , and have produced many impressive and useful results. Finite element methods (FEMs) have also been developed and used for two and three dimensional problems, see, for instance [11] - [12] and [18] - [24] . Both methods have been proved quite efficient but the FEMs need less memory and so are computationally more efficient, as indicated by Wu & Eatock Taylor [19] and Ma, Wu & Eatock Taylor [11] . The reason is that although there are far fewer unknowns when using the BEMs than using the FEMs, nonzero elements in the matrix for the BEMs may be more than those in the matrix for the FEMs since any node in the BEMs is affected by all others, while in the FEMs only by those connected with the node. A drawback of the FEMs, however, is that an unstructured mesh is generally required for complex interaction between water waves and structures and may need to be remeshed at every time step to follow the motion of waves and/or structures. Repeatedly regenerating such a mesh can make the required CPU time prohibitive in a simulation of several thousands steps on a normal workstation. In order to reduce the time spent on the remeshing, simple structured mesh has been used in [11] and [12] . For the same purpose, Wu et al. [22] have recently employed a hybrid mesh. In their approach, a 2D mesh in a horizontal plane (say, the free surface at t=0) is first generated and then vertical lines are drawn to construct a 3D mesh. The 2D mesh is formed by combining an unstructured mesh in a region near structures with a simple structured mesh (similar to [23] ) in other regions. This is a sensible approach but restricted to cylindrical structures without roll and pitch motions.
In this paper, the FNPT Model and the FEM are still employed. However, a new way is pioneered to alleviate the bottleneck caused by the mesh regeneration. The main idea is that the complex mesh is generated only once at the beginning and is moved at other time steps in order to conform to the motions of the free and structure surfaces. In this approach, the mesh can be generated by any generator and can have any complexity, any structure and any desired distribution. Because the mesh generator is used only once in a simulation of several thousands time steps, the CPU time spent on mesh generation is not an important matter since it may be only a small proportion of total computational time even it is quite long (say several minutes). In addition, the generator is not necessarily included in the main code. The idea of moving mesh is borrowed from the ALE formulation for the NS Model. However the velocities of the moving mesh do not need to be considered in governing equations in our approach. That is why this approach is called as quasi arbitrary Lagrangian-Eulerian finite element method (QALE-FEM). It is obvious that the technique for moving mesh in this approach is vital in order to achieve a good quality mesh at all time steps and to avoid a large CPU requirement. A robust method will be developed herein for this purpose. As the velocity potential, instead of the fluid velocity, is solved as unknowns, care must be taken in computing the velocity based on the velocity potential due to the arbitrary and moving nature of the mesh. An efficient and accurate technique will also be suggested for the velocity computation in this paper.
Although the QALE-FEM based on the FNPT Model can be used to deal with any wave/structure interaction problem without wave overturning/breaking, this paper focuses on the description of the method and validates for cases without floating bodies. Applications to more general cases will be given in other papers.
MATHEMATICAL MODEL AND NUMERICAL METHOD
Without loss of generality, the computational domain is chosen as a rectangular tank, and the nonlinear wave is generated in the tank by a piston-like wavemaker. The wavemaker is mounted at the left end (on the negative side of the x-axis) and a damping zone with a Sommerfeld condition (see [11] and [12] for details) is applied at the right end of the tank in order to suppress the reflection, as sketched in Fig. 1 . Arbitrary forms of submerged bodies on the tank-bed may be included. A Cartesian coordinate system is used with the oxy plane on the mean free surface and with the z-axis being positive upwards. Unless mentioned otherwise, its origin will be located at the centre of the tank.
Wavemaker
Damping zone The problem described by Eqs. (1) to (4) will be solved by using a time step marching procedure as outlined in the Introduction. At each time step, the shape of the free surface and the potential values on it as well as velocities on all rigid boundaries are known (given as initial conditions or calculated from the solution at previous time steps). Thus, at an instant, the boundary condition for the potential on the free surface can be replaced by a Dirichlet condition:
where is the potential values on the free surface at the instant. Therefore, the unknown velocity potential in the fluid domain can be found by solving a mixed boundary value problem which is defined by Eqs. (1), (4) and (5) . After the solution is obtained, Eqs. (2) and (3) are then employed to update the position of and the potential values on the free surface using the same method as in [11] , which gives the new information on the free surface for the solution at next time step. If floating bodies are included, the dynamic governing equations of the bodies should be solved at this point to update the velocity in Eq. (4). Similar to [11] , the finite element method is used to solve the mixed boundary problems, in which the fluid domain is discretised into a set of small tetrahedral elements and the velocity potential is expressed in terms of a shape function,
where J φ is the velocity potential at node J. Using the Galerkin method, Laplace's equation with corresponding boundary conditions can be discretised as
where S P represents the Dirichlet boundary (such as the free surface), on which the velocity potential f p is known and S n represents the Neumann boundary (such as the wavemaker), on which the normal derivative of the velocity potential
is given. It is noted that the term associated with the velocity potential on the free surface has appeared on the right hand side of Eq. (7). Wu and Eatock Taylor [44] have found that this can ease the well-known singularity problem at the waterline between the free surface and rigid boundaries. Eq. (7) can further be written in the matrix form:
where
The algebraic Eq. (8) is solved using a conjugate gradient iterative method with SSOR preconditioner and optimised parameters. Details about these have been discussed by Ma [24] .
MESH MOVING IN QALE-FEM
As indicated in the Introduction, the main task in the QALE-FEM is to move the mesh so as to accommodate large variations in the fluid domain. In order to achieve high efficiency and accuracy of the computation, the method to move the mesh should satisfy the following criteria:
• It must create satisfactory element shapes at all time steps.
• It must preserve reasonable refinement and distribution in regions of interest, such as those close to the free surface and structures.
• It must be computationally efficient.
Many methods to move the mesh in the ALE formulation have been suggested for the NS Model.
Often-used methods include the weighted average method [25] , the transfinite mapping method [26] , the method based on the solution of a linear elastic equation to define the new positions of nodes [8] , the method based on the solution of Laplace's equation to find the velocity of mesh [27] and so forth.
These methods either tend to make the mesh uniform, need a special mesh structure or require much computational time and so they are not perfect options satisfying the above criteria.
Another kind of method for moving the mesh, called the spring analogy method, has also been developed for the NS Model, and mainly applied to aerodynamic problems without the free surface.
The main idea behind the method is that nodes in a mesh are considered to be connected by springs.
The whole mesh is then deformed like a spring system. The spring system may comprise linear springs along each element edge [28] [29] or may consist of both linear and torsional springs [30] - [32] , the latter applying a moment to each node. The distinct advantages of the linear spring analogy system include requiring little CPU time and being very simple and easy to implement. The system has been successful in cases without extremely large distortion of elements and without nearly flat elements.
Nevertheless, for the cases with very severely distorted and/or nearly flat elements, the system may produce negative volume elements. This drawback may be eliminated by adding torsional springs to the system. However the CPU time required to deal with the torsional springs is significantly increased, particularly for three-dimensional cases.
In order to achieve a reasonable quality of the mesh at all time steps and avoid excessive computational time spent on moving the mesh, the following strategies are adopted to move the mesh in this paper:
• ensuring that there are no nearly flat elements in the initial mesh;
• considering interior nodes and boundary nodes separately;
• considering nodes on the free surface and on rigid boundaries separately;
• using relatively stiffer springs near the moving boundaries, such as the free surface.
The quality of initial mesh is to be achieved using mesh generators based on available technologies, such as mixed Delaunay triangulation and the advancing front technique [33] . The interior nodes are moved by using the linear spring analogy method. This method has been developed in computational aerodynamics, see e.g. [28] , as indicated above. For completeness, it is only briefly described here.
More details can be found in the references given. In this method, the nodal displacement are determined by
r r (12) where is the displacement at Node I; k ij is the spring stiffness and N i is the number of nodes that are connected with Node I. Eq. (12) can be interpreted as that the resultant spring forces acting on
Node I by all springs remain zero after all nodes are displaced. The value of the spring stiffness in the equation is usually chosen to be inversely proportional to the distance between two nodes in other applications [28] [30] . For the applications concerned with in this paper, it is found that the spring stiffness is best taken to be
where l ij is the distance between Nodes I and J; z i and z j are the vertical coordinates of Nodes I and J; d is the water depth; and is an coefficient that should be assigned a larger value if the springs are required to be stiffer at the free surface. The value of is taken as 1.7 in this paper but further numerical tests may be needed to choose the value of based on the wave steepness. To solve Eq. (12) for all interior nodes, iteration is required at each time step but it takes only a little CPU time according to our experience. The nodes at all rigid boundaries are also moved using the spring method.
Moving the nodes on the free surface
Special attention must be paid to nodes on the free surface because they play a decisive role in producing results of high accuracy for water wave problems. In order to track precisely the free surface, the node positions on the surface are determined by physical boundary conditions in Eq. (2), i.e., following the fluid particles, at most time steps. As indicated above, however, the nodes updated in this way may become too close to or too far from each other. To prevent this from happening, these nodes are relocated at some time steps (e.g., every 40 time steps). For the purpose of relocation, they are grouped into those on curved waterlines, such as the intersecting line between the free surface and vertical walls or the wavemaker, and those that do not lie on the waterlines. The nodes in the latter group are called inner-free-surface nodes.
The nodes in the two groups are treated separately. The nodes on the waterlines will be redistributed by adopting a principle for self-adaptive mesh, see [34] for an example. The basic idea is to make the weighted arc-segment lengths between two successive nodes a constant along the curved waterlines, i.e.
where ϖ is a weighted function, the arc-segment length between two successive nodes and C s a constant. The value of C s is determined by using the fact that the total length of the curved waterline 
The distribution of is controlled by the weighted function. An arc-segment tends to be smaller for a larger value of the weighted function or vice versa. In [34] , the weight function is specified as 
In our applications, it is expected that the arc-segment length is smaller in areas of shorter waves and is larger in areas of longer waves. Hence it is reasonable to specify
where L max and L min are the maximum and minimum wave lengths, repetitively, which can be roughly estimated for problems considered. It should be noted that α subjected to Eq. (20) becomes zero for waves with single wavelength and so the arc-segment lengths are a constant after the nodes are redistributed. Such a distribution of nodes is reasonable for these cases. The evaluation of is not so straightforward. In [34] , this value is determined in such a way that the minimum length of arcsegment elements obtained by Eq. (16) is approximately equal to the specified ∆s smin . To achieve this, iteration must be performed. According to our numerical tests, a value of in the range of 0.5 ~1.0 can lead to a satisfactory distribution of
Once the nodes on the waterlines are redistributed, the inner-free-surface nodes will be moved by the spring analogy method, as used for the interior nodes. Nevertheless, there exists a difficulty, that is, how to ensure the nodes after moved are still on the free surface represented by discrete points. For simplicity, a method to achieve this is that the nodes are first moved in the projected plane of the free surface, i.e., calculating the values of x and y of new nodes using the spring analogy system, and then the elevations of the free surface corresponding to them are evaluated by an interpolating method. In order to take into account of the local gradient of the free surface, the spring stiffness in moving the nodes in x-and y-directions, however, is determined respectively by: Two interpolating methods may be used to estimate the free surface elevations (i.e. coordinate z).
One is to find which element each new node belongs to by using the coordinate x and y of the new nodes and then estimate the values of z using the shape function defined on this element. This method is similar to that one used for remeshing in [11] . The other is based on a moving least square (MLS) method, in which the value of z is determined by using the information at a group of old nodes in such a way that the error is minimised. This method has been frequently used to form the interpolating function in meshless methods and details about it may be found in, e.g., [35] . Both of these two methods work well, though the latter needs more computational time and leads to rather more accurate results according to our numerical tests. In this paper, the MLS method is used. Other information, such as the velocity potential at the new nodes is also estimated by the method. It should be noted that the technique for moving the inner-free-surface nodes described here may not work if overturning/breaking waves are involved, which are beyond our consideration based on the FNPT Model.
VELOCITY CALCULATION ON THE FREE SURFACE IN QALE-FEM
It is crucial in simulating water waves to evaluate the fluid velocities on the free surface because they are used to update the information on the surface every time step. The velocity at a node may be estimated by using a finite difference technique from the velocity potentials at this node and nodes connected to it. The approach is quite efficient. However, since the neighbours of a node on the free surface are distributed either on or below the surface, the normal (or nearly vertical) component of the velocity estimated by the approach generally possesses relatively low accuracy, which is understandable from the fact that backward or forward finite difference schemes approximating a derivative have a lower order of accuracy than a central scheme. In order to enhance the overall accuracy, Ma, Wu & Eatock Taylor [11] suggested that the horizontal components of the velocities at nodes on the free surface are evaluated separately from their vertical components. For estimating the vertical component, they developed a three-point formula that needs the velocity potentials at the node considered and at two other nodes on the same vertical line as this node, which are next but just below the free surface. After the vertical component is found, the horizontal components are computed by averaging those given by the difference of the velocity potentials at all neighbour nodes on the free surface. This approach is very efficient and accurate. However, it is limited to structural meshes with vertical grid lines.
In this section, the above approach will be extended to unstructured meshes generally without vertical grid lines. The basic idea of the new approach is similar to the above approach. The main differences are that (1) the vertical line is replaced by a normal line perpendicular to the free surface at the node considered; (2) the two nodes on the vertical line are replaced by two points on the normal line, which do not necessarily coincide with any nodes; and (3) 
where is the unit normal vector of the free surface at Node I. This equation is similar to Eq. (16) in [11] . Nevertheless, n r 1 Velocity potential at Points P I1 and P I2 There are two issues associated with the velocity potential at Points P I1 and P I2 , involved in the above velocity computations. One is how to choose the positions of the points and the other is how to estimate the values of the potential at these points. According to our experience, Point P I1 should be located in the element connected to Node I and Point P I2 should be in another element next to the previous element in the normal direction. This is rational from simple reasoning. If the two points are too close to Node I so that they fall into one element, the values of potential calculated at these points are based mainly on the information of one element and so the estimated difference by using these values may possess low accuracy. On the other hand, if the points are too far from each other or from Node I, the error of velocity estimated using Eq. (22) may also be big because the error increases with distances between them.
In order to ensure the two points to be in the desired elements, h I1 and h I2 in Eq. (22) can be determined by:
where ε is the coefficient and h is the distance from Node I to the intersecting point of the normal line I-P I1 -P I2 with the element surface formed by other three interior nodes of the element connected to
Node I. Numerical tests show that ε may be a value in the range of 0.6 ~ 0.9 and that numerical results obtained are not sensitive to its specific value. The numerical tests also show that the value of does not necessarily have to be calculated every time step. In fact, it is calculated only at the first time step for cases presented in Section 5.
h
With the values of h I1 and h I2 determined, the values of the potential at Points P I1 and P I2 can be estimated either by using the shape function defined on the elements or by the MLS method mentioned above. The former method needs less computational time but gives less accurate values, particularly in cases with large gradients. The latter requires more computational time but results in more accurate potential values. If the waves to be simulated are very steep, the latter should be used; otherwise the former would be the better choice. Because we aim at steep waves, the latter is used in this paper.
Special treatment for nodes near solid boundaries
It may become impractical to use the above method to calculate the velocity for nodes near a solid boundary because the normal line I-P I1 -P I2 may intersect with the solid boundary (see when the wave tends to overturning, which is not considered in this paper, as indicated above.
NUMERICAL VALIDATIONS
In this section, the QALE-FEM method is validated by comparing its numerical predictions with analytical solutions and published results using other methods or experiments. Two kinds of problems are considered: one is nonlinear water waves (regular and random) generated by a wavemaker in a tank; and the other is the interaction between the water waves and periodic bars on the tank-bed. For all the cases in this section, the maximum and minimum wave lengths in Eq. (20) 
Water waves generated by a wavemaker
Water waves generated by a piston wavemaker in the tank are considered in the first instance. The waves may be monochromatic, bichromatic and random depending on the motion of the wavemaker.
The meshes used are similar to that in Fig. 7 but much finer. The cases of monochromatic waves are first modelled, for which the motion of the wavemaker is governed by ς is an analytical wave elevation and A e is the area over which the error is estimated. Because the accuracy of the waves within the damping zone should not be of concern, A e equals the area of the free surface minus the part of the damping zone. The relative errors evaluated in this way for the results in Fig. 8 are less than 0.5%. The behaviour of the QALE-FEM is then investigated by simulating waves of a larger amplitude and strong nonlinearity. The amplitude of the wavemaker is taken as 0.082. The frequency (ω) and tank length are the same as that in Fig. 8 . The steepness of the generated waves is about 0.08. For such steep waves, the linearised solution should not be considered valid. In order to validate the QALE-FEM in this case, its results are compared with those obtained by using conventional FEM described in [11] . The length of the time step (also 200 steps in each period) is the same in both methods, whereas the type of mesh and the number of elements are different. When using the conventional FEM [11] , the mesh is structured and the number of elements is 75264. When using the QALE-FEM, the mesh is unstructured and the number of elements is about 78060. The latter is also tested using a larger number of elements (133632) but no significant difference in results was found.
The wave profiles at time τ = 10T and 15T from these two methods are depicted in Fig. 9 . The agreement between them is quite good. The relative error estimated by the same method for Fig. 8 is found to be less then 1%.
The QALE-FEM has also been used to simulate bichromatic waves. These waves are generated by the following motion of the wavemaker
where a 1 and a 2 are the amplitudes corresponding to the components with frequencies ω 1 and ω 2 , respectively. As an example, the values for these parameters are assigned as a 1 =0.016, a 2 =0.5a 1 , ω 1 =1.45 and ω 2 = 2.03. The tank has the same length and the mesh is the same as for Fig. 9 . The time step is about 0.01548, about 200 steps in each period given by 2π/ω 2 . For this case, the wave history recorded at a fixed point is plotted in Fig. 10 , together with the results from the conventional FEM.
Again, it is observed that results from the two methods are in very good agreement and the relative error is in the same level as for Fig. 9 . Fig. 11 Comparison of wave histories at x =3.436 with measured data given by Nestegard [43] As another example, the QALE-FEM is applied to simulating random waves. In order to compare with the experimental results given by Nestegard [43] , the same motion of the wavemaker as those described in [43] is used, which is specified by a Fourier series with different scaling factors (α random ).
The water waves generated by this motion are focused at a point in the tank to form a large and steep wave. To model this case, the tank length is chosen as 20. The time step is about 0.0242 and the number of elements is 183240. Fig. 11 shows the wave histories recorded at (where the wave is expected to focus) together with the experimental data provided by Nestegard [43] for the scaling factors equal to 0.612 and 0.749. It can be seen that the agreement of the numerical results with the experimental data is satisfactory. Particularly the largest wave crests are excellently predicted by the numerical analysis.
Reflection due to periodic bars on the seabed
The QALE-FEM is now employed to simulate the interaction between waves and periodic bars on the seabed. Since the experimental demonstration by Heathershaw [36] , the problem has been studied by many researchers using various mathematical models with particular attention paid to Bragg resonance that leads to large reflecting waves. These models were developed by making various approximations, including linear perturbation approach [37] , multiple scale analysis [38] , mild-slope approach [39] , fully linear analysis [40] and so on. The results obtained from these models agreed well with experiments carried out by Heathershaw [36] and Davies & Heathershaw [37] in cases with small surface wave and bar wave steepness. Liu and Yue [41] performed a fully nonlinear analysis using a spectral method and pointed out that the nonlinear effects may cause the downshift of reflection coefficient curves compared with results from the simplified models such as in [38] .
In this section, the numerical results obtained by using the QALE-FEM will be compared with published experimental data and analytical/numerical solutions, with particular attention paid to the reflecting wave properties near the Bragg resonance. The main purpose of the comparisons is to further validate the new numerical method. Apart from this, certain results corresponding to larger wave amplitudes will also be presented in order to illustrate the nonlinear effects on the reflection. The two cases to be considered are the same as those in [37] , i.e., bar patches with 4 and 10 sinusoidal bars on the seabed, respectively. The wave generator motions are as specified by Eq. (25) .
For ease of description, the side of the bar patch near the wavemaker is called the front side, and the other side the lee side. The initial meshes used are similar to that illustrated in Fig. 12 but much finer.
The reflection coefficients, defined by K r = A r /A i , where A r and A i are the amplitudes of reflecting and incident waves, are calculated from wave histories recorded at a series of points along the tank by using the same method as in [37] , in which it is assumed that the wave consists of incident and reflected waves with the same frequencies. It should be noted that for the purpose of computing the reflection coefficients, the time history to be used at a point must start from the time when the wave reflected from the lee side has arrived at the point and end before the wave reflected from the front side travels back to the point after interacting with the wavemaker. Otherwise, either the reflecting waves are not fully developed at the point or affected by the re-reflecting waves from the wavemaker.
The start (t st ) and end (t end ) times may be estimated by
where is the group velocity of the water wave; is the distance from the wavemaker to the point considered; and are the distances from the point to the front and lee sides of the bar patch, respectively.
First considered are the cases with small wave amplitudes. For these cases, the water waves are generated by small amplitudes (a=0.02 for 4 bars and 0.005 for 10 bars) and the resulting wave steepness (H/λ, where H and λ are the water wave height and length, respectively) is less than 0.002.
In order to compare our results with experimental data in [37] , the dimensionless bar wave number Fig. 13 together with experimental data from [37] . For the case with 10 bars, the nonlinear numerical results from [41] and analytical results from the simplified model [38] are also included. For the case with 4 bars, the analytical results from [40] are plotted apart from the experimental and our numerical results. From   Fig. 13a for this case, it can be seen that the numerical results obtained by using the QALE-FEM method agree well with the analytical results given in [40] and satisfactorily with experimental data in [37] . Fig. 13b for 10 bars indicated that our numerical results are almost identical to those from [41] and closer to the experimental data than the analytical solution based on the simplified model [38] on the side of 2k/k b >1. On the side of 2k/k b <1, our results differ slightly from [41] but are closer to the experimental data in [37] and the analytical results from the simplified models [38] . Fig. 15b . It should be noted that the method for estimating the reflection coefficients is the same as in Fig. 13 in order to compare the results with those in [37] . However, when the nonlinearity becomes strong, high-order waves are involved. The reflection coefficients found in this way correspond only to the wave with the same frequency as the first order wave and do not include the reflection of high-order waves.
In order to look at overall reflection of nonlinear waves by the bar patch, the shapes of wave profiles for the same case are illustrated in Fig. 16 . In this figure, the wave profiles for smaller and larger amplitudes are depicted to show the different reflection properties. As can be seen, the wave profiles on the left of the bar patch for the smaller amplitude seems to be formed by superimposing two harmonic waves with the same length travelling in opposite directions (so the wave become higher) but the shape is still similar to that of harmonic waves. For the larger amplitude, the wave amplitude on the left of the bar batch seems not to be changed dramatically by the reflection waves, instead, the shape of the waves is significantly modified. 
QUALITY OF MESH DURING SIMULATION AND EFFICIENCY OF MESH MOVING
A significant development in this paper is to move, instead of re-generating, the unstructured mesh at every time step when simulating water waves based on the FNPT Model. As pointed out in Section 3, the mesh obtained should have satisfactory element shapes and preserve the reasonable refinement and distribution in regions of interest, such as those close to the free surface and the bars on the tankbed at all time steps. In order to show the quality of mesh moved by using the method discussed in Section 3, Fig. 17 and Fig. 18 are presented for a case with 4 bars. Fig. 17a shows a part of the initial unstructured mesh while Fig. 17b illustrates the enlarged mesh in areas near the two sides of the bar patch. Fig. 18 depicts the corresponding part of the mesh at about τ = 332. These figures demonstrate
that the original refinement and distribution are kept and all elements are of satisfactory shape after long time simulation. In addition, negative elements, which are of concern when using the linear spring analogy method, do not appear in the simulation. This implies that the techniques used for moving mesh described in Section 3 work very well. Nevertheless, certain changes in the sizes and shapes of individual elements are observed and expected because the fluid domain varies with propagation of waves. It is these changes that make it possible to conform to the moving boundaries at all time steps and so to achieve satisfactory results as demonstrated in Section 5. The time-step length is taken as t=0.021666 and 3000 steps are marched. The case is run on a PC (Pentium 2.53GHz processor, 1G RAM ). The CPU time spent on generating the mesh is about 53s.
After the mesh is generated, the CPU time spent on all the other calculations is on average about 8s each time step, including 0.09s for moving interior nodes and 1s for adjusting all nodes on the free surface. In this simulation, adjustment of nodes on the free surface is performed every 40 time steps and takes about 39s each time, so the additional CPU time for this is roughly 1s each time step. If the same case had been simulated using a conventional FEM with the same mesh regenerated at each time step, the total CPU time on each time step would have been about 60s. This implies that the QALE-FEM requires less than 15% of the CPU time required by the conventional FEM. It should be noted that the time spent on adjusting nodes on the free surface depends on how often it is undertaken. Its frequency depends on the number of time steps used each period and the wave steepness. The more time steps in each period, the less frequently adjustment has to be performed. On the other hand, the steeper the waves, the more often adjustment is needed. According to our experience so far, the adjustment frequency is unlikely to be less than every ten time steps if a reasonable time step is chosen.
Even with a frequency of every ten time steps to adjust the nodes on the free surface, the CPU time required by using the QALE-FEM is still considerably less than that by the conventional FEM.
Therefore, it can be confidently stated that the QALE-FEM is much faster than the conventional FEM when using unstructured meshes.
CONCLUSION
In this paper, the QALE-FEM is developed to simulate nonlinear water waves based on the FNPT Model. In this method, the boundary value problem about the velocity potential is solved by using a finite element method and the mesh is moved in order to conform to the wavy free surface and other moving boundaries. The method allows the efficient use of unstructured meshes without the need to regenerate it at every time step, which is a necessary and very costly feature of the conventional FEM.
To achieve overall high efficiency and accuracy, several numerical techniques involved in the QALE-FEM have been developed, including the method to move interior nodes, the technique to re-distribute the nodes on the free surface, the scheme to compute velocities, and so on.
The newly developed method has been validated by comparing its numerical predictions with published analytical solutions, experimental data and results from other methods. The validation cases included the monochromatic, bichromatic and random waves and also included the interaction between waves and periodic bars on the seabed. In all cases, the results given by the present method agree well with published data. Assessments are made on the efficiency of moving mesh and quality of elements obtained by moving the mesh, which shows that unstructured mesh quality is satisfactorily maintained and the QALE-FEM requires only a small fraction of CPU time that would be spent on using the conventional FEM if unstructured mesh is used.
Although the newly developed method is applied only to problems without floating bodies in this paper, it is not very difficult to extend it to deal with problems with floating bodies. When floating bodies are involved, the nodes on the body surfaces may be adjusted in a way similar way to that for the free surface.
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Reply to Editor
Responses to the comment of Reviewer # # # #1
We are grateful for the reviewer to identify that the article is well written and the results is interesting.
The following are our reply to reviewer's questions and comments:
1) The authors should comment on the solid boundary, I think it is difficult if the rigid boundary is not a simple wall. There will b e sin gular ity at the intersection p oint (free surface and rigid boundary).
It is right to say that there exists singularity at the intersection point. Various techniques have been suggested to eliminate the problem, as reviewed in [24] . These techniqu es may have differen t forms for different numerical methods used. With the finite element method, Wu and Eatock Taylor [44] have found that singularity problem at the waterline can be suppressed by simply using the form as given in Eq. (7) in this paper. To reflect this, two more sentences are added below Eq. (7).
2) The velocity on the free surface will only have first order accuracy when the authors use linear elements, is it enough for this problem?
We agree with the review er that th e velocity have only first order accuracy because the linear element is used. Enhancing accuracy may be achieved either by using the high order elements or the finer mesh. To use high order elements leads to intricate integration on each element and requires more CPU time on the element analysis. Therefore, in our previous papers (e.g. [11] and [12] 
4)
As the authors p oint out, the mesh near the free surface and corner should be more fine, how to do that? As indicated in Section 3, the reasonable distribution of elements is achieved by generating satisfactory initial mesh. The satisfactory distribution is maintained when moving the mesh at all time steps by using the reasonable spring stiffness, such as given in Eqs. (13) and (21) .
5) Equation (21) needs explanation.
More explanation is added below the equation.
