The article describes research on dishes segmentation for the purposes of customer service process automation in a self-service canteen. The project assumptions and a prototype test stand are presented. The developed empty workspace detection and tray position determination algorithms are discussed. Finally, the chosen dishes segmentation algorithm is described and justified.
6
T. Kryjak The most obvious appears the direct food recognition, which is described in a few research papers. However, it should be noted that the issue is very challenging due to the great variety of possible meals, which usually look very similar. Another big challenge is the segmentation (identification) of the specific kind of food visible on the plate.
In [7] the GrabCut segmentation is used to extract individual food types and colour histograms combined with SURF (Speeded-Up Robust Features) features are used for object description. The SVM (Support Vector Machine) classifier is utilized for recognition of 50 different meals. It is worth noting that the authors also tested other feature extraction methods: Gabor filters and HOG (Histogram of Oriented Gradients). The accuracy of the system is more than 81 %. The solution was implemented on a mobile platform.
In [9] the concept of using local and global features is described. Additionally, the results from several individual classifiers are combined to improve the accuracy, which for the system is about 80 %. Similar results were obtained in [3] . The authors of [6] used a combination of deformable part-based and a texture model. For particular food recognition a multi-view multi-kernel SVM was utilized. The accuracy of this system reaches 90 %.
This short analysis reveals that the topic of food recognition is up to date and intensively researched. However, the high complexity of the issue limits the accuracy of the systems to about 90 %. This is insufficient for an automated pricing system in a self-service canteen. It is also worth noting, that for similar systems several patents can be found -for example from the SRI company (Stanford Research Institute) [2] . In addition, an interesting system to automate the pricing of bakery products developed by Brain Corporation is presented in a video available at [1] .
In the developed system the automatic tray pricing is based on shape and colour recognition of dishes. However, the first step, which is essential in this solution is a reliable object (dishes) segmentation method and an appropriate test stand.
The rest of this paper is organized as follows. In Section 2 the designed test stand is described. The tray position detection procedure is discussed in Section 3. Issues related to object segmentation are presented in Section 4.
The article ends with further research directions indication and a short summary.
The main contributions of this paper are:
• a prototype design of a test stand for shape and colour recognition of dishes,
• algorithms for determining the position of the tray and the detection of an empty workspace,
• research on different approaches to the segmentation issue.
The Designed Test Stand
Both the authors' own experience, as well as numerous publications show that one of the most important elements of an effective vision system are good conditions for image acquisition i.e. a stable, homogeneous lighting with fully controlled parameters of the camera (gain, exposition, white balance etc.). Unfortunately, in many vision systems these requirements are never satisfied. Examples are: video surveillance of public space and video based In the considered system, the situation could be described as intermediate. A scanner, similar to those used at airports for luggage control, i.e. placing the tray on a conveyor and moving it inside a "black-box" (a space invisible to the customer) would not be acceptable. However, it is hard to design a system that works correctly without an artificial lighting source (e.g. using only ceiling light or sunlight). Therefore, when designing the test stand two factors were considered: the use of an illuminator and partial isolation of the scanned area from external lighting.
First, a dedicated illuminator was designed and con- The designed illuminator is presented in Fig. 2 . Additionally, it was equipped with a light scattering material (in the prototype tracing paper was used). The gap visible in the centre was used for camera mounting.
Partial isolation from external lighting conditions provides the housing presented in Fig. 3 . 
Dishes Segmentation
The main objective of the presented vision system is to identify the shape and colour of particular dishes. This information is then used to compute the total price of the tray content. These parts of the system are broadly described in the paper [8] . At this point it is worth to mention that for shape recognition so-called shape coefficients (geometric invariant moments also often referred to as Hu moments) and SVM classifier are used. For colour recognition, samples obtained from edges of the dish are utilized (it is assumed that the edge is free from parts of meals).
Thus, the dish segmentation procedure is a key step, which guarantees the correctness of the proposed vision and white with coloured border dishes were used during tests -examples are presented in Fig. 7 . Thirdly, it is necessary to "remove" the markers from the background image during analysis, so that they do not affect the segmentation procedure. This is done by replacing the markers area with a nearby, uniform region. It is also essential that no other objects are present in the workspace, in particular the customer's hands.
In the following subsections the method for obtaining and maintaining the background model, the study of different ways of implementing the segmentation process 
Background Model Maintenance
Object segmentation using background modelling is often In the considered vision system, the background model update procedure also proved to be important. In multiple tests, it was observed that small and slow lighting changes occurring during the day influenced the segmentation process. Therefore, a constant background model would certainly result in severe segmentation errors. On the other hand, the use of very sophisticated methods designed for video surveillance does not seem to be a good option. Despite many efforts and research, they are prone to errors, especially when the object remains stationary for several consecutive frames in sequence and as a result it is included as a part of the background (in this application this kind of object is the tray).
It was decided, therefore, to update the background model in a batch procedure i.e. only when the workspace was empty -without a tray, dishes, dirt, etc. The basis of the proposed method was to measure the uniformity of the workspace i.e. lack of edges. However, first as mentioned earlier, the markers used for tray position estimation had to be "removed". This was done by replacing the defined regions of interest around the markers by the surface sections occurring in their neighbourhood. As result, a relatively homogeneous background was obtained.
Algorithm description:
The procedure for determining whether a workspace is empty consists of several stages:
• removal of markers described above,
• image colour space conversion from RGB to greyscale,
• image analysis performed in separate, 16×16 square blocks (in loop over the image). In each block the average brightness is calculated. Then, the absolute difference between each pixel in the block and the average is determined. If the result exceeds a certain threshold, the pixel is considered as belonging to an object and an object pixel counter is incremented.
• the final decision is made using the ratio between the object pixel counter (for the entire image) and the im- It should be noted that the described above analysis can be narrowed down to an area smaller than the entire image frame (i.e. a ROI). This allows to eliminate certain parts of the scene that could be a source of interference (e.g.
edge of the worktop).
The empty workspace detection procedure is executed at regular intervals (e.g. every 5 sec). This allows to limit the CPU usage. In addition, the obtained background model is saved and can be loaded after an application reboot.
Segmentation Evaluation
Due the specificity of the vision system the segmentation procedure should allow for:
• extraction of the correct shape of the object -as it is the basis for the recognition algorithm,
• extraction of shape edges (with thickness sufficient to retrieve information about colour) because the interiors of dishes can not be considered a reliable source of information, as they contain meals.
Therefore, when assessing the segmentation quality, two factors should be considered: continuous edges of the objects (possible errors in the interior could be eliminated using a hole filling procedure) and lack of object merging, especially due to shadows.
The current and background images can be compared using brightness, colour and texture. However, the use of texture operators has only sense, when one of the images contains clear and visible texture. In the presented application, both the workspace (white, mat surface), tray (white, uniform) and dishes (white, colour but without patterns) are characterized by a lack of texture. Thus, only edges between particular objects could be used during segmentation.
In image processing, analysis and recognition several colour spaces are used. The most important, with different properties are:
• RGB -basic colour space for image acquisition and displaying.
• YCbCr -used in television systems and image compression. Separate component for brightness (luminance) and colour (chrominance).
• CIE Lab -perceptual uniform colour space (the "distance" between two colours corresponds to the difference visible to a human). Separate component for brightness and colour.
• HSV -hue, saturation and brightness (ease and intuitive colour selection).
• Greyscale -only the brightness component is used (colour is ignored).
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As part of the performed research, the usefulness of the above-mentioned colour spaces in the segmentation procedure was verified (the greyscale was not analysed, as the used objects (dishes) were distinguished by intense colours). For this purpose, the approach based on the socalled reference masks or ground truths was utilized. The masks were prepared manually.
Then, the reference masks were compared with the masks returned by the algorithm (on a pixel by pixel basis). There are four possible cases:
• TP -true positive -object detected correctly,
• TN -true negative -background detected correctly,
• FP -false positive -false object detection (object instead of background),
• FN -false negative -false background detection (background instead of object).
Using these factors several different indicators, which describe the accuracy of the detection process, can be proposed. In this work, the percentage of wrong classifications (PWC) was used:
Additionally, as stated earlier, it is crucial that no object merging occurs. Thus in addition to the PWC value, also the number of separate object was evaluated. In the experiments 4 pairs of current and background images were used - Fig. 9 . They included almost all types and colours of dishes used in the system.
It is worth noting that for a given colour space usually more than one way of calculating distances between pixels can be proposed. In addition, various thresholding methods can also be implemented. Below are discussed those used in the described experiment. Indices 1 and 2
correspond to current and background image. The object mask is referred to as M . The number in curly braces indicates the thresholding variant.
RGB
• sum of absolute differences -dR = |R 1 − R 2 | +
• square root of squared differences -dR =
• separate thresholding of absolute differences for particular components, the result as a logical product:
• separate thresholding of absolute differences for particular components, the result as a logical sum: M =
• thresholding only the maximal absolute difference:
.
YCbCr Differences in particular components
defined as:
Final mask is obtained as: 4.2.0.6 HSV Due to the specificity of the HSV colour space, where H is defined on a circle, the difference should be calculated as:
Final mask is obtained as:
Additionally, the sum of absolute differences or square root of squared differences could be used. However, in this case the separation between brightness and colour is not used.
The above presented options could be used in the segmentation procedure. However, it is not straightforward to propose a quality index, which would allow to compare two different approaches. Mainly, because for all methods and a certain threshold, the final mask is correct. Therefore, it was decided to evaluate the threshold or thresholds range, for which the segmentation procedure provided good results for four test images i.e. low PWC value and correct number of dishes. A method is considered to be better, when the threshold ranges are greater.
This also allows for greater flexibility during threshold selection. The obtained results are summarised in Table 1 . 
Other objects in workspace detection
In order to avoid a situation, when someone is holding a tray and his or her hand is detected, thus causing problems in the object recognition phase, a procedure to detect such situations was implemented. It was assumed that a hand is an object that is in contact with edge of workspace (or set ROI). Therefore, presence of such an object is detected and notified. The only exceptional case is when the user wears a sweater or sweatshirt with long sleeves in colour similar to the workspace (white). Furthermore, a complex but highly unlikely scenario involves a sweatshirt and gloves in workspace colour.
It is worth noting that for proper operation of the scanner it is assumed that no additional objects are present in the workspace. This applies for hands, as well as cutlery, napkins, newspapers or other items. However, the above described procedure has been implemented, since it seems a quite probable situation, that someone will try to hold the tray during scanning. 
Summary
The article describes a part of a vision system for customer service process automation in a self-service canteen. In particular, the test stand used in the experiments, the method of determining the tray position, as well as dishes segmentation procedure based on background subtraction are discussed. It is worth noting, that the solution has undergone extensive evaluation (their detailed description can be found in work [8] ).
The tray position detection procedure worked correctly.
The only potential problem that occurred was the partial visibility of a marker (the marker was not fully covered by the tray). However, even if it was detected as an object, due to small size it was excluded from further analysis.
The empty workspace detection module worked correctly in case of proper camera placement and marker position calibration. However, it should be noted that presence of some kind of dirt in the workspace may cause errors -be recognized as an object. Consequently, the background model update mechanism will fail in this case.
The dish shape and colour recognition module achieved a 98 % accuracy (on 123 test images). The noted errors
where not related to the segmentation module. An example of the vision system operation is presented in Fig. 11 .
In further work is seems necessary to properly handle trays with colour other than the background or workspace.
Another direction, is the design of an Field Programmable Gate Array (FPGA) or System on Chip (SoC -e.g. Zynq device) based smart camera, where the image processing, analysis and recognition, as well as GUI (Graphical User Interface) could be implemented.
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