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The Haldane model on the honeycomb lattice is
a paradigmatic example of a Hamiltonian featur-
ing topologically distinct phases of matter [1]. It
describes a mechanism through which a quantum
Hall effect can appear as an intrinsic property of
a band-structure, rather than being caused by an
external magnetic field [2]. Although an imple-
mentation in a material was considered unlikely,
it has provided the conceptual basis for theoreti-
cal and experimental research exploring topologi-
cal insulators and superconductors [2–6]. Here we
report on the experimental realisation of the Hal-
dane model and the characterisation of its topo-
logical band-structure, using ultracold fermionic
atoms in a periodically modulated optical hon-
eycomb lattice. The model is based on break-
ing time-reversal symmetry as well as inversion
symmetry. The former is achieved through the
introduction of complex next-nearest-neighbour
tunnelling terms, which we induce through cir-
cular modulation of the lattice position [7]. For
the latter, we create an energy offset between
neighbouring sites [8]. Breaking either of these
symmetries opens a gap in the band-structure,
which is probed using momentum-resolved inter-
band transitions. We explore the resulting Berry-
curvatures of the lowest band by applying a con-
stant force to the atoms and find orthogonal drifts
analogous to a Hall current. The competition
between both broken symmetries gives rise to a
transition between topologically distinct regimes.
By identifying the vanishing gap at a single Dirac
point, we map out this transition line experimen-
tally and quantitatively compare it to calcula-
tions using Floquet theory without free param-
eters. We verify that our approach, which allows
for dynamically tuning topological properties, is
suitable even for interacting fermionic systems.
Furthermore, we propose a direct extension to re-
alise spin-dependent topological Hamiltonians.
In a honeycomb lattice symmetric under time-reversal
and inversion, the two lowest bands are connected at two
Dirac points. Each broken symmetry leads to a gapped
energy-spectrum. F. D. M. Haldane realised that the re-
sulting phases are topologically distinct: A broken inver-
sion symmetry (IS), caused by an energy offset between
the two sublattices, leads to a trivial band-insulator at
half-filling. Time-reversal symmetry (TRS) can be bro-
ken by complex next-nearest-neighbour tunnel couplings
(Fig. 1a). The corresponding staggered magnetic fluxes
sum up to zero in one unit-cell, thereby preserving the
translation symmetry of the lattice. This gives rise to a
topological Chern-insulator, where a non-zero Hall con-
ductance appears despite the absence of a net magnetic
field [1, 2]. When both symmetries are broken, a topolog-
ical phase transition connects two regimes with a distinct
topological invariant, the Chern number, which changes
from 0 to ±1, see Fig. 1b. There, the gap closes at a sin-
gle Dirac point. These transitions have attracted great
interest, as they cannot be described by Landau’s theory
of phase transitions, owing to the absence of a changing
local order parameter [6].
A crucial experimental challenge for the realisation
of the Haldane model is the creation of complex next-
nearest-neighbour tunnelling. Here we show that this
becomes possible with ultracold atoms in optical lattices
periodically modulated in time. So far, pioneering exper-
iments with bosons showed a renormalization of existing
tunnelling amplitudes in one dimension [9, 10], and were
extended to control tunnelling phases [11, 12] and higher-
order tunnelling [13]. In higher dimensions this allowed
for studying phase transitions [14, 15], and topologically
trivial staggered fluxes were realised [16, 17]. Further-
more, uniform flux configurations were observed using ro-
tation and laser-assisted tunnelling [18, 19], although for
the latter method, heating seemed to prevent the obser-
vation of a flux in some experiments [20]. In a honeycomb
lattice, a rotating force can induce the required complex
tunnelling, as recognised by T. Oka and H. Aoki [7]. Us-
ing arrays of coupled waveguides, a classical version of
this proposal was used to study topologically protected
edge modes in the inversion-symmetric regime [21]. We
access the full parameter space of the Haldane model us-
ing a fermionic quantum gas, by extending the proposal
to elliptical modulation of the lattice position and addi-
tionally breaking IS through a deformation of the lattice
geometry.
The starting point of our experiment is a non-
interacting, ultracold gas of 4× 104 to 6× 104 fermionic
40K atoms prepared in the lowest band of a honeycomb
optical lattice created by several laser beams at wave-
length λ = 1064 nm, arranged in the x − y plane as de-
picted in Fig. 1c and detailed in [8]. The two lowest
bands have a total bandwidth of h × 3.9(1) kHz, with
a gap of h × 5.4(2) kHz to the next higher band, and
contain two Dirac points at opposite quasi-momenta, see
Fig. 1d. Here h denotes Planck’s constant. After load-
ing the atoms into the honeycomb lattice, we ramp on
a sinusoidal modulation of the lattice position along the
x and y directions with amplitude 0.087(1)λ, frequency
4.0 kHz and phase difference ϕ. This gives access to lin-
ear (ϕ = 0◦ or 180◦), circular (ϕ = ±90◦) and elliptical
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FIG. 1. The Haldane model. a, Tight-binding model
of the honeycomb lattice realised in the experiment. An
energy offset ∆AB between sublattice A and B breaks in-
version symmetry (IS). Nearest-neighbour tunnel couplings
tij are real-valued, whereas next-nearest-neighbour tunnelling
eiΦij t′ij carries tunable phases indicated by arrows. i and j in-
dicate the indices of the connected lattice sites. For a detailed
discussion of anisotropies and higher order tunnelling terms
see Supplementary Material. Corresponding staggered mag-
netic fluxes (sketched on the right) sum up to zero but break
time-reversal symmetry (TRS). b, Topological regimes of the
Haldane model, for isotropic t, t′ and Φ. The trivial (Chern
number ν = 0) and Chern-insulating (ν = ±1) regimes are
connected by topological transitions (black lines), where the
band-structure (shown on the right) becomes gapless at a sin-
gle Dirac point. c, Laser beam set-up forming the optical
lattice. X is frequency-detuned from the other beams. Piezo-
electric actuators sinusoidally modulate the retro-reflecting
mirrors, with a controllable phase difference ϕ. Acousto-optic
modulators (AOMs) ensure the stability of the lattice geom-
etry (Methods). d, Resulting Brillouin-zones featuring two
Dirac-points.
trajectories.
The effective Hamiltonian of our system in the phase-
modulated honeycomb lattice is computed using analyti-
cal and numerical Floquet theory (See Methods and Sup-
plementary Material for a detailed discussion). It is well
described by the Haldane model [1]
Hˆ =
∑
〈ij〉
tij cˆ
†
i cˆj +
∑
〈〈ij〉〉
eiΦij t′ij cˆ
†
i cˆj + ∆AB
∑
i∈A
cˆ†i cˆi, (1)
where tij and t
′
ij are real-valued nearest- and next-
nearest-neighbour tunnelling amplitudes, and the latter
contain additional complex phases Φij defined along the
arrows shown in Fig. 1a. The fermionic creation and an-
nihilation operators are denoted by cˆ†i and cˆi. The energy
offset ∆AB ≷ 0 between sites of the A and B sublattice
breaks IS and opens a gap |∆AB| [8]. TRS can be bro-
ken by changing ϕ. This controls the imaginary part of
the next-nearest-neighbour tunnelling, whereas its real
part as well as tij and ∆AB are mostly unaffected (Meth-
ods). Breaking only TRS opens an energy gap |∆T| at
the Dirac points given by a sum of the imaginary part of
the three next-nearest-neighbour tunnel couplings con-
necting the same sublattice
∆T = −
∑
l
wlt
′
l sin (Φl) = ∆
max
T sin(ϕ), (2)
with weights wl of order unity, which depend on the posi-
tion of the Dirac points in the Brillouin zone. The sum is
taken over the different types of next-nearest-neighbour
bond, and the origin of the second equality is discussed
in the Supplementary Information. Circular modulation
(ϕ = ±90◦) leads to a maximum gap (h×88+10−34 Hz for our
parameters), whereas the gap vanishes for linear modu-
lation (ϕ = 0◦,±180◦), where TRS is preserved.
We will first present measurements which confirm that
breaking either symmetry is sufficient to open a gap in
the band structure. For this, we restrict ourselves to ei-
ther ϕ = 0◦ or ∆AB = 0, corresponding to the two axes
of the Haldane diagram of Fig. 1b. Subsequently we
will present measurements in which we explore the topol-
ogy of the lowest band in the same parameter regime by
probing the Berry-curvature. In order to probe the open-
ing of gaps in the system, we drive Landau-Zener tran-
sitions through the Dirac points [8, 22]. Applying a con-
stant force along the x-direction by means of a magnetic
field gradient causes an energy offset E/h = 103.6(1) Hz
per site, thereby inducing a Bloch oscillation. After one
full Bloch cycle the gradient is removed and the frac-
tion of atoms ξ in the second band is determined using
a band-mapping procedure (Methods). For broken IS, a
gap given by |∆AB| opens at both Dirac points. In this
case, ξ reaches a maximum at ∆AB = 0 which indicates a
vanishing energy gap, and decays symmetrically around
this point as expected, see Fig. 2a. In the case of broken
TRS (Fig. 2b), a reduction in transfer versus modulation
phase is observed. This signals an opening gap, which is
found to be largest for circular modulation, as expected
from Eq. (2).
Breaking either IS or TRS gives rise to similar, gapped
band structures which remain point-symmetric around
quasi-momentum q = 0. However, the energy spectrum
itself is not sufficient to reveal the different topology of
the band, which is given by the associated eigenstates.
These are characterized by a local geometrical property:
the Berry-curvature Ω(q) [6]. In q-space, Ω(q) is analo-
gous to a magnetic field and corresponds to the geometric
phase picked up along an infinitesimal loop. When only
IS is broken, the Berry-curvature is point-antisymmetric,
and its sign inverts for opposite ∆AB, see Fig. 2e. The
spread of Ω(q) increases with the size of the gap. Its
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FIG. 2. Probing gaps and Berry-curvature. a+b, Fraction of atoms in the second band ξ after one Bloch-oscillation
in the qx-direction. We break either IS (a) by introducing a sublattice offset ∆AB or TRS (b) via elliptical modulation (see
diagrams below). This corresponds to scanning either of the two axes of the Haldane model. A gap opens at both Dirac points,
given by |∆AB| or |∆maxT sin (ϕ) |, respectively, thereby reducing ξ. c+d, Differential drift D obtained from Bloch-oscillations
in opposite qy-directions. For broken IS (c), opposite Berry-curvatures at the two Dirac points cancel each other, whilst for
broken TRS (d) the system enters the topological regime, where opposite drifts for ϕ ≷ 0 are expected. Data show mean ±
s.d. of at least 6(a-c) or 21(d) measurements and qB = 2pi/λ. e, Sketches illustrating gaps and Berry-curvature in different
regimes. Red (blue) indicates positive (negative) Berry-curvature.
integral over the first Brillouin-zone , the Chern number
ν, is zero, corresponding to a topologically trivial sys-
tem. However, with only TRS broken, ν = ±1, Ω(q) is
point-symmetric, and its sign changes when reverting the
rotation direction of the lattice modulation.
In order to determine the topology of the lowest band,
we move the atoms along the y-direction such that
their trajectories sample the regions where the Berry-
curvature is concentrated, and record their final posi-
tion. As atoms move through regions of q-space with
non-zero curvature, they acquire an orthogonal veloc-
ity proportional to the applied force and Ω(q) [23–26].
The underlying harmonic confinement caused by the laser
beams in the experiment couples real and momentum-
space, meaning that a displacement in real space leads
to a drift in quasi-momentum. We apply a gradient
of ∆E/h = 114.6(1) Hz per site and measure the cen-
ter of mass of the quasi-momentum distribution in the
lowest band after one full Bloch cycle. As the veloc-
ity caused by the Berry-curvature inverts when inverting
the force, we subtract the result for the opposite gradi-
ent to obtain the differential drift D. This quantity is
more suitable for distinguishing trivial from non-trivial
Berry-curvature distributions than the response to a sin-
gle gradient (Methods) [25]. The latter does however
provide information about the local Berry-curvature and
is shown in Extended Data Figure 2. When breaking
only IS, we observe that D vanishes and is independent
of ∆AB, as the Berry-curvature is point-antisymmetric,
see Fig. 2c. In contrast, when only TRS is broken, we
explore the topological regime of the Haldane model with
∆AB = 0. A differential drift is observed for ϕ = 90
◦,
which, as expected, is opposite for ϕ = −90◦, see Fig.
2d and 4c. This is a direct consequence of the Berry-
curvature being point-symmetric, with its sign given by
the rotation direction of the lattice modulation. In fact,
here a non-zero D can only originate from a non-zero in-
tegrated Berry-curvature (Methods). As the modulation
becomes linear, the drift disappears. This is smoothed by
the increased transfer to the higher band when the gap
becomes smaller, which predominantly affects atoms that
would experience the strongest Berry-curvature. These
observations are qualitatively confirmed by semiclassical
simulations shown in Extended Data Figure 1.
Within the Haldane model, the competition of simul-
taneously broken TRS and IS is of particular interest, as
it features a topological transition between a trivial band
insulator and a Chern-insulator. In this regime, both the
band-structure and Berry-curvature are no longer point-
symmetric and the energy gapG± at the two Dirac points
is given by
G± = |∆AB ±∆maxT · sin(ϕ)|. (3)
On the transition lines the system is gapless with one
4closed and one gapped Dirac point, G+ = 0 or G− =
0. We will now discuss measurements in which we ex-
tend the parameter regime to allow for the simultaneous
breaking of both symmetries.
We map out the transition by measuring the transfer
ξ± for each Dirac point separately, see Fig. 3a. ξ+ (ξ−)
is the fraction of atoms occupying the upper (lower) half
of the second Brillouin-zone after one Bloch oscillation
along the x-direction. We observe a difference between
ξ+ and ξ− which shows that the band structure is no
longer point-symmetric, allowing for the parity anomaly
predicted by F. D. M. Haldane [1]. When the topology
of the band changes, the gap at one of the Dirac point
closes. We identify the closing of a gap with the point
of maximum measured transfer when varying ∆AB. For
ϕ = 0◦ we find, as expected for preserved TRS, that
the maxima of both ξ+ and ξ− coincide, see Fig. 3b.
The maxima are shifted in opposite directions for ϕ =
90◦, showing that the minimum gap for each Dirac point
occurs at different values of ∆AB. In between these values
the system is in the topologically non-trivial regime. We
explore the position of each maximum for varying ϕ and
find opposite shifts for negative ϕ as predicted by Eq. (3)
using no free parameters, see Fig. 3c.
In Figure 4 we show the measured differential drift D
for all topological regimes, allowing for simultaneously
broken IS and TRS. Here, we reduce the modulation fre-
quency to 3.75 kHz where the signal-to-noise ratio of D
is larger, but which is less suited for a quantitative com-
parison of the transfer ξ, as the lattice modulation ramps
are expected to be less adiabatic. D is non-zero only for
broken TRS and shows the expected antisymmetry with
ϕ and symmetry with ∆AB. For large ∆AB, deep inside
the topologically trivial regime, D vanishes for all ϕ. For
smaller ∆AB, the differential drift shows precursors of
the regimes with non-zero Chern number: non-zero val-
ues of D extend well beyond the transition lines when IS
and TRS are both broken. Semiclassical simulations (see
Extended Data Figure 1c) suggest that the main contri-
bution to this effect arises from the transfer to the higher
band.
Extending our work to interacting systems requires suf-
ficiently low heating. We investigate this with a repul-
sively interacting spin-mixture in the honeycomb lattice
previously used for studying the fermionic Mott insula-
tor [27]. We measure the entropy in the Mott insulating
regime by loading into the lattice and reverting the load-
ing procedure (see Methods and Extended Data Figure
3). The entropy increase is only 25% larger than with-
out modulation. This opens the possibility of studying
topological models with interactions [28] in a controlled
and tunable way. For example, lattice modulation could
be used to create topological flat bands, which have been
suggested to give rise to interaction-induced fractional
Chern-insulators [29, 30]. Furthermore, our approach
of periodically modulating the system can be directly
extended to engineer Hamiltonians with spin-dependent
tunnelling amplitudes and phases (Methods). This can
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FIG. 3. Mapping out the transition line. a, Atomic
quasi-momentum distribution (averaged over 6 runs) after one
Bloch-oscillation for ϕ = +90◦,∆AB/h = 292(7) Hz. A line-
sum along qx shows the atomic density in the first Brillouin-
zone in grey; atoms transferred at the upper (lower) Dirac
point are shown in orange (green) throughout. The frac-
tion of atoms in the second Brillouin-zone differs for qy ≷ 0.
This is a direct consequence of simultaneously broken IS and
TRS, which allows for band-structures that are not point-
symmetric. b, Fractions of atoms ξ± in each half of the second
Brillouin-zone. For linear modulation (left) the gap vanishes
at ∆AB = 0 for both Dirac points, whilst for circular modula-
tion (right) it vanishes at opposite values of ∆AB. Gaussian
fits (solid lines) are used to find the maximum transfer, which
signals the topological transition. Data are mean ± s.d. of
at least 6 measurements. c, Solid lines show the theoreti-
cally computed topological transitions, without free parame-
ters. Dotted lines represent the uncertainty of the maximum
gap |∆maxT |/h = 88+10−34Hz, originating from the uncertainty
of the lattice parameters. Data are the points of maximum
transfer for each Dirac point, ± fit error, obtained from mea-
surements as in b for various ϕ. Data points for ϕ = ±180◦
correspond to the same measurements. Between the lines, the
system is in the topologically non-trivial regime.
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FIG. 4. Drift measurements. a, Differential drift D in
quasi-momentum. Each pixel corresponds to at least one pair
of measurements, where the modulation frequency was set to
3.75 kHz. Data points for ϕ = ±120◦, ∆AB/h = 503(7) Hz
were not recorded and are interpolated. b, All topologi-
cal regimes are explored and the expected momentum-space
drifts caused by the Berry-curvature are sketched for selected
parameters. c, Cut along the ∆AB/h = 15(7) Hz line. Data
show mean ± s.d. of at least 6 pairs of measurements.
be achieved by modulating a magnetic field gradient,
which leads to spin-dependent oscillating forces owing to
the differential Zeeman shift. For example, time-reversal
symmetric topological Hamiltonians, such as the Kane-
Mele model [3], can be implemented by simultaneously
modulating the lattice on one axis and a magnetic field
gradient on the other.
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METHODS
A. Spin polarised Fermi gas
After sympathetic cooling with 87Rb in a magnetic trap,
1 × 106 fermionic 40K atoms are transferred into an op-
tical dipole trap operating at a wavelength of 826 nm. A
balanced spin mixture of the |F,mF 〉 = |9/2,−9/2〉 and
|9/2,−7/2〉 Zeeman states, where F denotes the hyper-
fine manifold and mF the magnetic sub-level, is evapo-
ratively cooled at a magnetic field of 197.6(1) G, in the
vicinity of the Feshbach resonance located at 202.1 G.
We obtain typical temperatures of 0.2TF , where TF is
the Fermi temperature. The field is subsequently reduced
and a magnetic field gradient is used to selectively remove
the |9/2,−7/2〉 component, while levitating the atoms in
the |9/2,−9/2〉 state against gravity.
B. Honeycomb optical lattice
This polarised Fermi gas is loaded into the optical lattice
within 200 ms using an S-shaped intensity ramp, and the
dipole trap is subsequently turned off in 100 ms. The
lattice potential is given by [8]
V (x, y, z) = −VX cos2(kLx+ θ/2)− VX cos2(kLx)(M1)
−VY cos2(kLy)− VZ˜ cos2(kLz)
−2α
√
VXVY cos(kLx) cos(kLy) cosϕL,
where VX,X,Y,Z˜ are the single-beam lattice depths and
kL = 2pi/λ. Gravity points along the negative y-
direction. To control the energy offset ∆AB, we vary θ
around pi by changing the frequency detuning δ between
the X and the X (which has the same frequency as Y)
beams using an acousto-optic modulator, see Fig. 1c.
The point where ∆AB = 0 is determined from trans-
fer measurements in a static lattice with an accuracy
of 7 Hz. The phase ϕL is stabilised to 0.0(3)
◦ using a
heterodyne interferometer [8], and the visibility of the
interference pattern is α = 0.81(1). We minimise the
intensity imbalance between the incoming and reflected
lattice beams in the x− y plane such that the remaining
imbalance between left and right vertical tunnelling is less
7than 0.3%, as determined from Raman-Nath diffraction
on a 87Rb Bose-Einstein condensate. The final lattice
depths are set to VX,X,Y,Z˜ = [5.0(3), 0.45(2), 2.3(1), 0]ER,
where ER = h
2/2mλ2, and m denotes the mass of 40K.
Using a Wannier function calculation[27], we extract
the corresponding tight-binding parameters t0,1,2,3/h =
[−746(81),−527(17),−527(17),−126(7)] Hz, for the hor-
izontal, the left and right vertical nearest-neighbour tun-
nelling links, and the horizontal link across the honey-
comb cell, respectively (see Supplementary Material).
This results in a bandwidth of W/h = 3.9(1) kHz.
The amplitudes for the next-nearest-neighbour tunnel
couplings are t′1,2,3/h = [14, 14, 61] Hz and do not af-
fect the gaps and the topological transition line. The
nearest-neighbour tunnelling is renormalized in the mod-
ulated lattice, which decreases the effective bandwidth
to Weff/h = 3.3(1) kHz. All experiments are car-
ried out in the presence of a weak underlying har-
monic confinement with trapping frequencies ωx,y,z/2pi =
[14.4(6), 30.2(1), 29.3(3)] Hz, which originates from the
Gaussian intensity profiles of the red-detuned lattice
beams. The lattice depths are calibrated using Raman-
Nath diffraction on a 87Rb Bose-Einstein condensate. To
determine α, we drive quasi-momentum resolved inter-
band transitions for a spin polarised Fermi gas loaded
into a chequerboard lattice by periodically modulating
the lattice depth and measure the band gap at q = 0.
C. Modulation of the optical lattice
The two mirrors used for retro-reflecting the lattice
beams are mounted on piezo-electric actuators, which al-
low for a controlled phase shift of the reflected beams
with respect to the incoming lattice beams. To fix the
geometry of the lattice, the relative phase ϕL of the two
orthogonal retro-reflected beams X and Y is actively sta-
bilised to ϕL = 0
◦. In order to maintain this phase re-
lation during modulation, the phase of the respective in-
coming beams is modulated at the same frequency as
the piezo-electric actuators using acousto-optical mod-
ulators. In addition, this phase modulation provides a
direct calibration of the amplitude and relative phase of
the mirror displacement. The calibration is confirmed
by measuring both the reduction of tunnelling [10] and
the effective atomic mass around q = 0 in a modulated
simple cubic lattice.
The modulation is turned on as follows: the atoms are
loaded into a lattice with 30% larger single-beam lattice
depths than the final values used for the actual mea-
surements. This suppresses resonant transfer of atoms
to higher bands. The modulation amplitude is then lin-
early increased within 20 ms to reach a normalised drive
of K0 = 0.7778, where K0 = pi
2 (A/λ) (~ω/ER) with
A the amplitude of the motion, ω/2pi the modulation
frequency and ~ = h/2pi. The time-dependence of the
lattice position rlat(t) is then given by
rlat = −A
(
cos(ωt)ex + cos(ωt− ϕ)ey
)
, (M2)
where ex and ey denote the real-space unit vectors along
the x- and y-direction. The phase ϕ is set with an ac-
curacy of 3◦. When using different modulation frequen-
cies, we keep K0 constant. The lattice depths are then
finally reduced in 10 ms to their final values. We have
independently confirmed that the modulation frequency
of ω/2pi = 4 kHz exceeds the combined static bandwidth
of the two lowest bands using lattice phase-modulation
spectroscopy.
We have verified that our experimental findings are not
affected by the global phase of the lattice modulation
or changes in the total modulation time smaller than a
modulation period. This means that a time-independent
effective Hamiltonian can safely be used. Additionally,
we have varied the time-scale on which the modulation
is ramped on and off to confirm that these ramps are
sufficiently slow and the measurements are not affected
by switch-on or switch-off effects.
D. Detection
After one Bloch cycle lasting 9.85 ms (8.72 ms) for x (y)
oscillations, the lattice modulation amplitude is linearly
lowered to zero within 2 ms. The quasi-momentum dis-
tribution of the atoms is then probed using a band map-
ping technique, where all lattice beams are ramped down
within 500µs, which is much shorter than the time-scales
of the harmonic trap, meaning that the original q-space
distribution is conserved [8]. An absorption image of
the atomic distribution is then recorded after 15 ms of
ballistic expansion. The fraction of atoms per band is
determined by integrating the atomic density in the cor-
responding Brillouin-zone in the absorption image. The
size of the Brillouin zone is independently calibrated by
using Bloch oscillations of a non-interacting Fermi gas
in a one-dimensional lattice. Owing to the residual non-
adiabaticity of the lattice ramps, 16% (14%) of the atoms
are detected in the second band and 21% (8%) in even
higher bands after loading the lattice and before the
Bloch cycle including (not including) the linear ramps
of the modulation.
For the drift measurements, the displacement of the
atoms with respect to the position before the Bloch os-
cillation is obtained by calculating the center of mass
within the first Brillouin-zone. The differential drift is
then calculated as the difference of the recorded drift for
oscillations along the positive and negative qy-direction.
We already observe individual drifts when only breaking
IS, which constitutes a measurement of a local Berry-
curvature (see below and Extended Data Figure ED2).
The drift depends strongly on the size of the energy gap,
which supports our explanation for the precursors of the
topological phase in Fig. 4.
8E. Effective band-structure calculations
The effective Hamiltonian Hˆeff is given by a logarithm of
the time-evolution operator for one modulation period.
Numerically, we discretise time and q-space choosing the
grid such that a higher resolution does not further change
the results. Analytically, we use a Magnus expansion in
1/ω. The energy spectrum, Berry-curvature and Chern
number are computed from Hˆeff using the usual methods
employed for static Hamiltonians. By comparing with
numerical results and computing higher-order terms we
show that the Magnus expansion can be truncated at first
order in 1/ω for our parameters, and Hˆeff then takes on
the form of the Haldane Hamiltonian (Eq. 1).
There, ∆AB is not affected by the modulation compared
to the static lattice and tij are renormalized by a factor of
about 0.85 with variations of ±0.03, depending on ϕ and
the orientation of the tunnelling. The induced imaginary
next-nearest-neighbour tunnelling takes on values of up
to h×18 Hz for the diagonal links and h×5 Hz for the ver-
tical links. Its value depends only on the modulation am-
plitude (scaling as a product of two second-order Bessel
functions), the frequency (scaling as 1/ω), and the prod-
uct of two nearest-neighbour tunnel couplings which cor-
respond to this next-nearest-neighbour tunnelling. Static
real next-nearest neighbour tunnel couplings do not affect
other terms in Hˆeff and are not required to open a gap,
meaning that our approach works equally well in deep
optical lattices. The weights wl determining the gap in
Eq. (3) are 3.5 and 2.1 for the vertical and diagonal tun-
nel couplings respectively, with variations of about ±0.1
as a function of ϕ. Detailed derivations, formulae for all
terms in the effective Hamiltonian, and comparisons be-
tween numerical and analytical approaches can be found
in the Supplementary Material.
F. Semi-classical calculations
We use a semi-classical approximation to simulate the
orthogonal drifts observed for Bloch oscillations along
the y-direction in the experiment, using the same lat-
tice parameters as in Fig.2. We denote the energy and
Berry-curvature of the lowest band of the analytical effec-
tive Hamiltonian with (qx, qy) and Ω(qx, qy). The exter-
nal accelerating force is given by Fy = ±2∆E/λ, where
∆E/h = 114.6 Hz is the energy offset per site. The
equations of motion then read (omitting the z-direction,
which de-couples)
x˙ =
1
~
∂qx(qx, qy)− q˙y · Ω(qx, qy) (M3)
y˙ =
1
~
∂qy(qx, qy) + q˙x · Ω(qx, qy) (M4)
~q˙x = −∂xVtrap(x, y, z) (M5)
~q˙y = Fy − ∂yVtrap(x, y, z). (M6)
The effect of the harmonic trap is taken into account with
Vtrap(x, y, z) = 0.5m(ω
2
xx
2 + ω2yy
2 + ω2zz
2).
As the underlying band structure possesses several sym-
metries, the possible values of the differential drift D
are strongly constrained by the topology of the lowest
band. When only TRS (IS) is broken, the band struc-
ture is point symmetric, (qx, qy) = (−qx,−qy). Addi-
tionally, the Berry-curvature is point symmetric (point
anti-symmetric), so the lowest band is topologically non-
trivial (trivial). If the system is also reflection symmet-
ric, (qx, qy) = (−qx, qy), the equation of motion for q˙x
remains unchanged when inverting the direction of the
force in the topologically trivial case. Thus, a differen-
tial drift can only appear if the lowest band is topolog-
ically non-trivial. In the experiment, these symmetries
are strictly present when ϕ = ±90◦. The modulation
weakly breaks reflection symmetry otherwise (see Sup-
plementary Material) but it can be restored by consider-
ing the average of D(ϕ) and D(pi − ϕ). For both cases
the experimental data of Figs, 2d and 4c shows that the
lowest band is topologically non-trivial.
For the numerical simulations, we compute 4×104 trajec-
tories, starting from a zero-temperature fermionic phase-
space distribution (taking into account the z-direction)
resembling the measured initial momentum-space distri-
bution, and then determine the q-space center-of-mass
position after one Bloch cycle. For a rough estimate of
the effects of Landau-Zener transfers to the second band,
we record the minimum band-gap experienced by each
trajectory and exclude trajectories below a chosen cut-
off value. This approach will not capture the complex
quantum-mechanical dynamics of the real transfer pro-
cess, but may serve to indicate in which direction the
measured drift-curves will be deformed.
The results are shown in Extended Data Figure ED1.
Panel a shows that no differential drift is expected when
only IS is broken, as observed in the experiment. In
particular, even though reflection symmetry is weakly
broken in the system as stated above, its effect remains
smaller than the numerical error on D. The simulations
furthermore show that for each individual applied force a
drift should appear, as observed (see below and Extended
Data Figure ED2a). When only TRS is broken, a differ-
ential drift which changes sign with the modulation phase
ϕ is computed, which is smaller but comparable to the
measured values. The sudden change of D around ϕ = 0◦
is smoothed when taking into account transfer to higher
bands. In that region the gap at the Dirac points and
the spread of the Berry-curvature is very small, meaning
that atoms which would contribute most to the drift are
likely to be transferred to the higher band. A similar
effect appears in Panel c, where both IS and TRS are
broken for circular modulation. Without transfer, our
simulations predict a sudden change in D at the topolog-
ical transition. When taking transfer into account, the
Dirac point with the smaller gap contributes less, so the
drifts observed in the topological regime extend beyond
the transition-line, as measured in the experiment (see
Fig. 4a). This transfer could be reduced by applying
weaker gradients to the atomic cloud, which would how-
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EXTENDED DATA FIG. ED1. Semi-classical simula-
tions of the atomic motion. The experiments shown in
the main text in Fig. 2c and d are simulated using the semi-
classical equations of motion (Eqs. 6-9). The band structure
and the Berry-curvature are those of the effective Haldane
Hamiltonian (Eq. 1). The atomic ensemble is modeled by a
zero-temperature Fermi distribution. Data are mean ± s.d.
of three simulations containing 4× 104 trajectories. The dif-
ferential drift D is computed when breaking either IS (a) or
TRS (b). The former shows no differential drift, in agreement
with the experimental data of Fig. 2c. For the latter, the
different curves take into account the transfer to the higher
band by excluding trajectories passing through regions where
the band-gap lies below a certain threshold. If this trans-
fer is not taken into account (purple line), the differential
drift varies sharply around ϕ = 0◦ where the Chern num-
ber changes. However, as the threshold is raised to 0.5 ∆E
(red line) and ∆E (green line) where ∆E/h = 114.6 Hz is
the energy offset per site driving the Bloch oscillation, this
sharp feature progressively smoothens and qualitatively re-
produces the experimental measurements. c, When TRS is
maximally broken (ϕ = 90◦) and ∆AB varies, the transfer
is also responsible for the differential drift extending beyond
the topological phase. Without any transfer (purple line), the
differential drift changes sharply around the topological phase
transition (vertical dashed line), while it extends significantly
in the topologically trivial phase when the threshold is set at
∆E (green line) or 3 ∆E (blue line). d, Influence of the trans-
verse trapping frequency ωx/2pi. The frequency used in the
experiment is indicated by a purple arrow. For much larger
frequencies the differential drift can vanish, as the transverse
oscillation time becomes comparable to the Bloch period.
ever require removing the harmonic trapping potential
along the y-direction.
The underlying harmonic trap in the x-direction is also of
particular importance, as it is responsible for transform-
ing displacements in real space into momentum-space
drifts. As seen in panel d, the differential drift vanishes
when ωx does, increases rapidly close to the experimen-
tal value of ωx = 2pi × 14.4(6) Hz and shows oscillatory
behaviour when the time-scale of dipole oscillations be-
comes comparable to the Bloch-oscillation period.
G. Drift measurements for opposite forces
In this section, we discuss the individual drift observed af-
ter one full Bloch cycle supplementing Fig. 2c/d and Fig.
4 in the main text. Our measurement technique probes
the Berry-curvature of the lowest band by moving atoms
in qy-direction past the gapped Dirac points, where the
Berry-curvature is localized, and relies on the coupling
of real and momentum space. Note that the width of
the fermionic cloud is sufficiently large. By performing a
Bloch oscillation we therefore sample the entire Brillouin-
zone. As described in the main text, the applied uniform
force causes an orthogonal velocity in real space when
atoms are in the region of the Berry-curvature. The re-
sulting change in real space position induces a transverse
force arising from the underlying harmonic confinement
in opposite direction of the displacement. As a result, we
observe a drift in quasi-momentum, which is amplified
by the negative effective mass at each Dirac point arising
from the negative curvature of the band structure.
In the topologically trivial case, when only IS is bro-
ken, for each individual gradient we observe an equal
drift along qx when scanning the sublattice offset ∆AB
(see Extended Data Figure ED2a). This constitutes a
measure of the local Berry curvature as the integrated
Berry curvature is zero. We measure a drift which in-
creases with increasing gap and changes sign with ∆AB.
The data shows that the observed drift predominately
arises from the first Dirac point which is passed. This
effect can be explained in the following way: The Berry
curvature of the first Dirac point already leads to an or-
thogonal drift in quasi-momentum. When successively
reaching the second Dirac point the shifted part of the
cloud then does not experience the same Berry curvature
distribution. As expected, opposite oscillation directions
give rise to the same drift, since not only the direction
of the force changes but also the sign of the Berry curva-
ture corresponding to the first Dirac point on the trajec-
tory (see Extended Data Figure ED3). Subtracting the
drifts of opposite gradients gives the differential drift D,
as shown in the main manuscript. This probes the net
contribution of both Dirac points. Only for the largest
∆AB the measured drift decreases again, indicating an in-
creasing spread of the Berry-curvatures distributions at
each Dirac point, which then start to overlap and gradu-
ally cancel each other. We also observe these drifts in a
static lattice with ∆AB 6= 0.
In contrast, when only TRS is broken, we probe the topo-
logically non-trivial regime. Extended Data Figure ED2b
shows opposite drifts along qx for each of the oscillation
directions. In this case both successively passed Dirac
points cause a drift in the same direction since the Berry
curvature is point-symmetric. Therefore, changing the
sign of the applied gradient leads to a drift in the op-
posite qx-direction. As expected, the drift changes sign
for the opposite modulation phase difference ϕ, directly
revealing the changing sign of the Berry curvature distri-
bution. Here too, a larger gap (when ϕ is closer to ±90◦
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EXTENDED DATA FIG. ED2. Drift measurement for
broken IS and TRS. The measured drift used to obtain
the differential Drift D in Fig. 2c and Fig. 4 of the main text
is individually shown for positive and negative forces in the
qy-direction. Data for positive (negative) force is shown in
blue (red). The central plot, showing the Haldane phase di-
agram, indicates the region which is scanned when breaking
either IS (purple arrow) or TRS (brown arrow) in our sys-
tem. a, We break IS by introducing a sublattice offset and
show measurements with modulation frequency of 4.0 kHz
and 3.75 kHz. Although the opposite Berry-curvatures at the
two Dirac points sum up to zero within the first Brillouin-zone
(BZ), we clearly see a drift depending on the size of ∆AB.
Data show mean ± s.d. of at least 6 (4.0 kHz) or 2 (3.75
kHz) measurements. b, By changing the modulation phase
difference ϕ we break TRS and the system enters the topo-
logically non-trivial regime. Drift data for positive (negative)
force is shown in blue (red) for a modulation frequency of 4.0
kHz and 3.75 kHz. Data show mean ± s.d. of at least 21 (4.0
kHz) or 6 (3.75 kHz) measurements. Schematics below show
the expected orthogonal drifts caused by driving the atoms
through the Berry curvature distribution. Red (blue) indi-
cates positive (negative) Berry curvature. If only IS is broken
(a) the Berry curvature distribution is point-antisymmetric
and changes sign when changing the sign of the sublattice off-
set. For opposite forces this leads to the same direction of the
drift, as indicated by the white arrows. If only TRS is broken
(b) the Berry curvature distribution at each Dirac point has
the same sign, which is changed when reverting the rotation
direction. In this case the opposite forces lead to opposite
directions of the drift.
or the modulation frequency is lower) leads to a larger
drift. The combination of the dependence of the drift
on the size of the gap and the predominance of the first
Dirac point on the trajectory may be the cause for the
precursors seen in Fig. 4a for simultaneously broken IS
and TRS.
H. Heating of a repulsively interacting Fermi gas
We have also investigated the increase in entropy in the
modulated honeycomb lattice in comparison to the static
case by loading a repulsively interacting Fermi gas into
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EXTENDED DATA FIG. ED3. Heating of a repulsively
interacting Fermi gas. a, Entropy increase associated with
loading into the modulated lattice and reverting the loading
procedure. b, Entropy increase rate in the modulated lattice
for long holding times. The modulation frequency ω = 2pi ×
1080 Hz opens a gap of h×44 Hz in the non-interacting band-
structure. This value, in units of the tunnelling, is similar to
the measurements of the main text. The dashed lines show
the measured heating in a lattice without modulation with
identical interaction strengths.
the lattice and reverting the loading procedure [31]. We
prepare about 2.0(2) × 105 atoms in a balanced spin
mixture of the |F,mF 〉 = |9/2,−9/2〉 and |9/2,−5/2〉
Zeeman states. The atoms are then loaded into a
lattice with final depths VX,X,Y,Z˜ = [14.0(4), 0.79(2),
6.45(20), 7.0(2)]ER within 200 ms. This corresponds to a
system consisting of coupled isotropic honeycomb layers
with a nearest-neighbour tunnelling t/h = 172(20) Hz, as
used in previous work [27]. The two lowest bands have a
total bandwidth of h×1.0 kHz, with a gap of h×14 kHz to
the next higher band (excluding the third direction). Af-
ter turning on the lattice modulation (using the same K0
as in the main text, which opens a gap of about h×44 Hz
at the Dirac points), we reverse the loading procedure
and measure the final temperature of the sample. This
is compared to the case where the lattice is not modu-
lated. From the difference in temperature before loading
the lattice and after the procedure, the corresponding
entropy increase can be determined. We measure the
entropy increase for different interaction strengths and
modulation frequencies. In the Mott-insulating regime
with U/h = 4.18(2) kHz (U/5t = 4.9(6)) and for a fre-
quency of ω/2pi = 1.08 kHz (which is the same in propor-
tion to the bandwidth as in the measurements of the main
text) we find an entropy increase that is 25% larger when
modulating the lattice compared to the situation with-
out modulation, see Extended Data Fig. ED3a. In the
crossover regime at U/h = 2.19(5) kHz (U/5t = 2.5(3))
we find the same final entropy. This now correpsonds to a
40% increase, which possibly originates from the creation
of low-energy charge excitations for these parameters. In
the measurements versus frequency, we cover the doublon
excitation peak in the insulating phase, whose frequency
is given by U/h = 4.18(2) kHz. We have furthermore
measured the additional heating induced by holding the
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atoms in the modulated lattice for longer times, see Ex-
tended Data Fig. ED3b. For all parameters we find a
linear increase of entropy with time. For timescales rel-
evant for studying dynamics as in the measurements of
the main text, this contribution is much smaller than the
one associated with the modulation ramp. We find that
the heating induced by the modulation does not domi-
nate the final temperature, thus demonstrating that the
scheme is well suited for studying many-body states in
topological lattices.
I. Proposal for creating spin-dependent
Hamiltonians
To realise spin-dependent Hamiltonians, e.g. the Kane-
Mele model, we propose to use an oscillating magnetic
gradient in order to apply an oscillating spin-dependent
force on the atoms. For the |9/2,−9/2〉 state of 40K,
maximum gradients of about 10 G/cm would be required
to achieve the same K0 as in the main text when modu-
lating with a frequency of 1 kHz. Owing to the Zeeman
effect, another spin component or atomic species would
experience a different force. If the magnetic moment of
the second component is chosen to be opposite, the Kane-
Mele model is simply realised by replacing one oscillat-
ing mirror in the experiment by this oscillating gradient.
The two spin components would then experience clock-
wise or anti-clockwise modulated forces, respectively, and
therefore the two spin bands would have opposite Chern
numbers. In general, a combination of an oscillating mir-
ror and magnetic gradient can be used to create the de-
sired average and differential force for other combina-
tions of magnetic moments. This approach can be ex-
tended to bosonic atoms or Bose-Fermi mixtures and is
also suitable for creating other types of spin-dependent
tunnelling, e.g. situations where one species is pinned to
the lattice and the other remains itinerant.
SUPPLEMENTARY MATERIAL
In the following we outline the theoretical framework
used to obtain effective Hamiltonians for time-modulated
optical lattices. In particular, we derive the mapping
from an elliptically modulated honeycomb lattice to the
Haldane Hamiltonian [1]. We consider a numerical and
analytical approach, compare the results for a wide range
of parameters and examine the validity of several ap-
proximations for the system studied in the experiment.
Some elements of the general framework used there can
be found in references [7, 32–37], and applications to cir-
cularly modulated honeycomb lattices can be found in
very recent work [30, 34, 38].
A. Effective Hamiltonian of a time-periodic system
The evolution, given by time-evolution operator Uˆ , of a
state obeying a time-periodic Hamiltonian of period T
is well captured by an effective Hamiltonian Hˆeff over
timescales greater than T [39, 40]. An effective Hamil-
tonian is defined as, assuming here and henceforth that
~ = 1:
Uˆ(τ + T, τ) = exp
(
−iHˆτeffT
)
. (S1)
The operator Hˆτeff is known as the Floquet Hamiltonian.
By construction, its energy spectrum does not depend
on the choice of starting time τ as two time-evolution
operators with different starting times τ , τ ′ are related
through a similarity transformation:
Uˆ(τ ′ + T, τ ′) = Uˆ(τ ′ + T, τ + T )Uˆ(τ + T, τ)Uˆ(τ, τ ′)
= Uˆ(τ ′, τ)Uˆ(τ + T, τ)Uˆ(τ ′, τ)−1 (S2)
and so are two different effective Hamiltonians,
Hˆτ
′
eff = Uˆ(τ
′, τ)HˆτeffUˆ(τ
′, τ)−1. (S3)
The effective Hamiltonian is proportional to the loga-
rithm of the time-evolution operator over a period T ;
therefore its spectrum, known as the quasi-energy spec-
trum, is only defined modulo ω = 2pi/T . This logarithm
can be evaluated numerically, as detailed in a later sec-
tion (Eq. (S46) and following). It can alternatively be
expanded as a Magnus series involving multiple integrals
and commutators of the time-dependent Hamiltonian: up
to first order,
Hˆτeff = Hˆ0ω + Hˆ
τ
1ω +O
(
1
ω2
)
(S4)
with
Hˆ0ω =
1
T
∫ τ+T
τ
dtHˆ(t) (S5)
Hˆτ1ω = −
i
2T
∫ τ+T
τ
dt
∫ t
τ
dt′[Hˆ(t), Hˆ(t′)]. (S6)
Writing Hˆ(t) as a Fourier series,
Hˆ(t) =
+∞∑
n=−∞
Hˆne
inωt (S7)
we compute:
Hˆ0ω = Hˆ0 (S8)
Hˆτ1ω =
1
ω
∞∑
n=1
1
n
(
[Hˆn, Hˆ−n] (S9)
−einωτ [Hˆn, Hˆ0] + e−inωτ [Hˆ−n, Hˆ0]
)
.
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To lowest order, the effective Hamiltonian equals the av-
erage of the Hamiltonian over one period, while the start-
ing time τ only enters at first order in 1/ω as a phase fac-
tor e±inωτ . The information about the starting phase of
the modulation may not be relevant in a number of exper-
imental cases – for example when adiabatically switching
on the modulation, as in the experiment we report on.
In a different approach [36, 37, 41], the τ -dependence
of Hˆτeff can be absorbed by choosing a particular inter-
action picture, splitting the evolution into an effective
evolution under the Hamiltonian Hˆeff and two initial and
final “kicks” defined by a T -periodic operator Kˆ(τ) which
averages to zero over one period:
Uˆ(T + τ, τ) = eiK(τ)e−iHˆeffT e−iK(τ). (S10)
The τ -independent effective Hamiltonian can then be ex-
panded up to 1/ω2 as follows:
Hˆeff = Hˆ0ω + Hˆ1ω + Hˆ2ω +O
(
1
ω3
)
(S11)
with Hˆ0ω = Hˆ0 (S12)
Hˆ1ω =
1
ω
∞∑
n=1
1
n
[Hˆn, Hˆ−n] (S13)
Hˆ2ω =
1
2ω2
∞∑
n=1
1
n2
(
[[Hˆn, Hˆ0], Hˆ−n] + h.c.
)
(S14)
+
1
3ω2
∞∑
n,n′=1
1
nn′
(
[Hˆn, [Hˆn′ , Hˆ−n−n′ ]]− 2[Hˆn, [Hˆ−n′ , Hˆn′−n]] + h.c.
)
.
The results presented above are general and valid for any
time-periodic Hamiltonian.
B. Elliptical modulation
We now consider the case of an optical lattice described
by a tight-binding model with one orbital per site. The
modulation applied in our experiments consists in mov-
ing the lattice along a periodic trajectory rlat(t), giving
rise to an inertial force F (t) = −mr¨lat(t) exerted on the
atoms. In the lattice frame, this amounts to adding a lin-
ear, site-dependent potential to the tight-binding Hamil-
tonian at rest:
Hˆlat(t) =
∑
〈ij〉
tij cˆ
†
i cˆj +
∑
i
(
F (t) · ri
)
cˆ†i cˆi (S15)
where cˆi, cˆ
†
i denote the annihilation and creation oper-
ators on the lattice sites at positions ri in the lattice
frame, and tij the tunnelling amplitudes of the static lat-
tice. This additional time-dependent term can in turn
be cancelled by shifting the quantum states by the lat-
tice momentum −qlat = −mr˙lat(t), through the unitary
transformation
Uˆ(t) = exp
[
i
∑
i
(−mr˙lat(t) · ri) cˆ†i cˆi]. (S16)
In the resulting interaction Hamiltonian, this momen-
tum shift is absorbed in complex phase factors of the
tunnelling amplitudes,
Hˆ ′lat = Uˆ
†HˆlatUˆ − iUˆ†∂tUˆ =
∑
〈ij〉
eiqlat·rij tij cˆ
†
i cˆj (S17)
where we define the relative vector between two sites
rij = ri − rj and we omit writing the time-dependence
of the operators and the lattice momentum for brevity.
Hˆeff and associated dressed operators and density matri-
ces are the same in the laboratory frame as in the mov-
ing frame [37]. The elliptical trajectories considered in
this paper are created by modulating the lattice position
along two orthogonal axes (e1, e2) with equal amplitude
A and a relative phase ϕ,
rlat(t) = −A
(
cos(ωt)e1 + cos(ωt− ϕ)e2
)
. (S18)
Changing ϕ allows for continuously changing both the
aspect ratio of the trajectory (from linear, ϕ = 0◦ or
180◦, to circular, ϕ = ±90◦) and its rotation direc-
tion (anticlockwise for 0◦ < ϕ < 180◦, clockwise for
−180◦ < ϕ < 0◦). The phase factors in Eq. (S17), which
essentially indicate how the lattice velocity r˙lat projects
onto the lattice bonds rij , are therefore sinusoidal func-
tions of time: introducing the modulation parameters
ρije
iφij = rij · e1 + rij · e2 e−iϕ
zij = mωAρij (S19)
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FIG. S1. a, Definition of the Bravais lattice vectors u1,
u2, intra-sublattice vector u3 and the inter-sublattice vec-
tors v0,v1,v2,v3 for the honeycomb lattices considered in
the experiment. b, Tunnelling structure. Arrows indicate the
definition of phases Φj′ .
with the convention ρij ≥ 0, the Hamiltonian takes on
the general form
Hˆ =
∑
〈ij〉
eizij sin(ωt+φij)tij cˆ
†
i cˆj . (S20)
Its Fourier-harmonics, as required in Eqs. (S12) to (S14),
are obtained using the Jacobi-Anger expansion:
Hˆn =
∑
〈ij〉
Jn(zij)e
inφij tij cˆ
†
i cˆj (S21)
where Jn denotes the n
th-order Bessel function of the
first kind. Every Hˆn features the same space period-
icity and underlying geometry as the tight-binding lat-
tice at rest, with modified tunnelling amplitudes and
phases. The Bessel functions of negative order are re-
lated to the positive ones through J−n(z) = (−1)nJn(z).
In the limit of weak modulations (zij  1), we can write
Jn(zij) = z
n
ij/(2
nn!) + O(zn+2ij ) and limiting the expan-
sion of Hˆeff to the lowest orders in n is justified. This no
longer holds for stronger modulations, where care has to
be taken how the truncation is performed. Note that so
far no assumptions about the lattice geometry have been
made.
C. Tight-binding model of a bipartite lattice
The honeycomb lattice used in the experiment contains
two sites per unit cell, belonging to two different chequer-
board sublattices A and B, see Fig. S1a. We now allow
for an energy difference ∆AB between the two sublattices,
which is not affected by the unitary transformation of
Eq. (S16), and distinguish the tunnellings tj connecting
A and B on the one hand, and the tunnellings t′Aj′ and
t′Bj′ within A and B on the other hand. The resulting
tight-binding Hamiltonian reads:
Hˆ =
∑
u∈A
[∆AB
2
aˆ†uaˆu −
∆AB
2
bˆ†u+v0 bˆu+v0 (S22)
+
∑
j
(tj bˆ
†
u+vj aˆu + h.c.)
+
∑
j′
(t′Aj′ aˆ
†
u+uj′ aˆu + t
′B
j′ bˆ
†
u+v0−uj′ bˆu+v0 + h.c.)
]
where the vectors vj connect A –B site pairs and the
vectors uj′ (which include the Bravais lattice vectors)
connect A –A/B –B site pairs. Here, aˆr, aˆ†r (bˆr, bˆ†r) de-
note the annihilation and creation operators on a site
belonging to the A (B) sublattice. The Hamiltonian has
been chosen such that the complex t′Aj′ and t
′B
j′ have their
phases defined along the arrows shown in Fig. S1b. Tak-
ing the Fourier tranform of the annihilation and creation
operators on the sublattices,
aˆq =
1√
N
∑
u∈A
e−iq·uaˆu, bˆq =
1√
N
∑
u′∈B
e−iq·u
′
bˆu′
the tight-binding Hamiltonian can be rewritten in quasi-
momentum space as:
Hˆ(q) = (aˆ†q bˆ
†
q)
(
hAA h
∗
AB
hAB hBB
)(
aˆq
bˆq
)
= hiIˆ + hxσˆx + hyσˆy + hzσˆz (S23)
where we define the operators Oˆ = (aˆ†q, bˆ
†
q)O (aˆq, bˆq)
T
acting on the space spanned by the Bloch waves residing
on the two sublattices aˆ†q |0〉 and bˆ†q |0〉, with I the 2× 2
identity matrix and σx,y,z the Pauli matrices satisfying
the commutation relations [σα, σβ ] = 2iαβγσγ . The co-
efficients hi,x,y,z are expressed as:
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hi =
∑
j′
Re(t′Aj′ + t
′B
j′ ) cos(q · uj′) + Im(t′Aj′ − t′Bj′ ) sin(q · uj′) (S24)
hx = Re
(∑
j
tje
iq·vj), hy = Im (∑
j
tje
iq·vj) (S25)
hz =
∆AB
2
+
∑
j′
Re(t′Aj′ − t′Bj′ ) cos(q · uj′) + Im(t′Aj′ + t′Bj′ ) sin(q · uj′) (S26)
The energies of the associated energy bands are
±(q) = hi ±
√
h2x + h
2
y + h
2
z. (S27)
The Dirac points are located at the quasi-momenta qD
where hx(qD) = hy(qD) = 0, which is a necessary condi-
tion for band degeneracy, +(qD) = −(qD). If all tun-
nel couplings tj are real, every Dirac point qD is paired
with another one at opposite quasi-momentum −qD, as
hx(−qD) = hx(qD) and hy(−qD) = −hy(qD). In the
case where t′Aj′ = t
′B
j′ = t
′
j′e
iΦj′ for all j′, the gaps at two
opposite Dirac points ±qD are given by
G± = +(±qD)− −(±qD) = |∆AB ±∆T|. (S28)
|∆T| is the gap induced by the complex tunnellings when
inversion symmetry is preserved (∆AB = 0),
∆T = −
∑
j′
wj′t
′
j′ sin(Φj′). (S29)
It is the sum of the imaginary parts of the complex am-
plitudes t′j′e
iΦj′ weighted by wj′ = −4 sin(qD.uj′). The
weights are positive for the lattice used in our experi-
ment, but can also be negative. Their norms are sen-
sitive to the position of the Dirac points, given by the
identity
∑
j tje
qD.vj = 0, and therefore depend on the
inter-sublattice tunnel couplings tj on the one hand, and
the vectors vj setting the geometry of the lattice on the
other hand.
In the experiment, the amplitude of t3, which corre-
sponds to a next-next-nearest-neighbour tunnelling, can
in general be significant. However, it does not qualita-
tively change the band-structure of the system. Its main
contribution is to move the position of the Dirac points,
in the same way as a larger value of t0 would.
D. Analytical effective Hamiltonian
We now derive an analytical expression of the effec-
tive Hamiltonian of the lattice under elliptical modula-
tion in the approach exposed earlier. We assume that
the next-nearest couplings of the static lattice are real
and show A − B symmetry, t′Aj′ = t′Bj′ = t′j′ . This
symmetry may be broken experimentally but the size
of this effect is negligible for the lattices considered in
this work. The harmonics of the modulated Hamilto-
nian, whose tunnel couplings are modified according to
Eq. (S21), can be transformed in momentum space q as
Hˆn = hniIˆ + hnxσˆx + hnyσˆy + hnzσˆz, with
hni =
∑
j′
2Jn(zj′)tj′ cos(q · uj′) (S30)
hnx =
∑
j
1
2
[eiq·vj + (−1)ne−iq·vj ]Jn(zj)einφj tj (S31)
hny =
∑
j
1
2i
[eiq·vj − (−1)ne−iq·vj ]Jn(zj)einφj tj (S32)
hnz =
∆AB
2
δn. (S33)
Note that hnx and hny are complex numbers, which ac-
counts for the fact that Hˆn = Hˆ
†
−n is in general not
Hermitian. δn denotes the Kronecker delta. Inserting
these expressions into Eqs. (S12) to (S14) results in
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Hˆ0ω =
∑
j′
2t′0,j′ cos(q · uj′)Iˆ +
∑
j
t0,j
[
cos(q · vj)σˆx + sin(q · vj)σˆy
]
+
∆AB
2
σˆz (S34)
Hˆ1ω =
∑
j1>j2
2t1,j1j2 sin(q · vj1j2) σˆz (S35)
Hˆ2ω =
∑
j1,j2,j3
t2,j1j2j3
[
cos q · (vj1j2 − vj3) σˆx + sin q · (vj1j2 − vj3) σˆy
]
+
∑
j1,j2,j3
t2,j1j2j3
[
cos q · (−vj1j2 − vj3) σˆx + sin q · (−vj1j2 − vj3) σˆy
]
+
∑
j1>j2
2t2,j1j2 cos(q · vj1j2) σˆz (S36)
t0,j = J0(zj) tj t
′
0,j′ = J0(zj′) t
′
j′ (S37)
t1,j1j2 =
2tj1tj2
ω
∞∑
n=1
(−1)n
n
sin[n(φj1 − φj2)]Jn(zj1)Jn(zj2) (S38)
t2,j1j2 =
2∆ABtj1tj2
ω2
∞∑
n=1
1
n2
cos[n(φj1 − φj2)]Jn(zj1)Jn(zj2) (S39)
t2,j1j2j3 =
2tj1tj2tj3
ω2
[ ∑
n odd
1
n2
cos[n(φj1 − φj2)]Jn(zj1)Jn(zj2)J0(zj3)−
∑
n even
i
n2
sin[n(φj1 − φj2)]Jn(zj1)Jn(zj2)J0(zj3)
]
(S40)
At the lowest order, Hˆ0ω, all inter-sublattice tunnel cou-
plings t0,j and intra-sublattice tunnel couplings t0,j′ are
renormalized according to the zeroth order Bessel func-
tion J0(zj) while the sublattice offset ∆AB remains un-
affected.
The first-order term Hˆ1ω adds a purely imaginary part
it′1,j1j2 (cf. Equation (S26)) to the preexisting next-
nearest-neighbour (NNN) couplings, now indexed by
pairs of sites (j1, j2) connected by the vector vj1j2 =
vj1 − vj2 . Under this form, the new tunnellings may be
interpreted as a succession of two virtual tunnel processes
with amplitudes J0(zj1) tj1 and J0(zj2) tj2 . Note that the
size of this induced NNN tunnelling depends only on the
size of the static NN tunnelling, meaning that the scheme
does not require shallow lattices.
The second order term Hˆ2ω leads to new complex NN
and NNNN tunnellings t2,j1j2 , as well as a real A − B
imbalance ±t2,j1j2j3 of the NNN tunnellings if ∆AB 6= 0.
The static next-nearest-neighbour couplings t′j′ do not
appear anywhere but in the zeroth order term t0,j′ , and
therefore do not affect the energy-splitting between the
two bands.
In general, prefactors to the identity matrix in Eq. (S23)
will not contribute to higher-order terms in the effective
Hamiltonian, as the commutators [I, σα] in Eqs. (S9),
(S13) and (S14) vanish. Importantly, this means that
the next-nearest-neighbour tunnellings of the static lat-
tice do not affect the position of the topological tran-
sition lines. In absence of interactions, the presence of
the higher-order terms crucially relies on the presence of
two bands or more for the commutators in Eqs. (S9),
(S13) and (S14) not to be zero. The higher-order terms
hence vanish when considering non-interacting atoms on
lattices with a single orbital per unit cell.
For completeness, we also provide the τ -dependent term
at 1/ω order, although it is not used, as explained
above. The expression may however be relevant for ex-
periments where a modulation is suddenly switched on.
Denoting the additional term containing the commuta-
tors [Hˆ±n, Hˆ0] in Eq. (S9) as Hˆτ1′ω, we find
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Hˆτ1′ω =
∑
j
tτ1,j
[
cos(q · vj)σˆx + sin(q · vj)σˆy
]
+
{
∆τ1
2
+
∑
j1>j2
[
2tτ Re1,j1j2 cos(q · vj1j2) + 2tτ Im1,j1j2 sin(q · vj1j2)
]}
σˆz
(S41)
tτ1,j = −
∑
n odd
2∆ABtj
nω
Jn(zj) cos[n(φj + ωτ)]− i
∑
n even
2∆ABtj
nω
Jn(zj) cos[n(φj + ωτ)] (S42)
∆τ1 =
∑
n odd
∑
j
2t2j
nω
Jn(zj)J0(zj) cos[n(φj + ωτ)] (S43)
tτ Re1,j1j2 =
∑
n odd
2tj1tj2
nω
[
Jn(zj1)J0(zj2) cos[n(φj1 + ωτ)] + J0(zj1)Jn(zj2) cos[n(φj2 + ωτ)]
]
(S44)
tτ Im1,j1j2 = −
∑
n even
2tj1tj2
nω
[
Jn(zj1)J0(zj2) sin[n(φj1 + ωτ)]− J0(zj1)Jn(zj2) sin[n(φj2 + ωτ)]
]
(S45)
In addition to (S34) and (S35), the effective τ -dependent
Hamiltonian features complex NN tunnel couplings tτ1,j ,
a sublattice offset ∆τ1 and complex NNN tunnel couplings
tτ Re1,j1j2 + it
τ Im
1,j1j2
.
E. Numerical effective Hamiltonian
For all numerical calculations, Hˆ(t) is approximated
by an operator Hˆ(ti) that is piece-wise constant on N
consecutive time intervals [ti, ti+1[, where ti = i T/N ,
i = 0 ... N − 1. This enables us to rewrite the time-
evolution operator over [0, T [ as the product of N shorter
time-evolution operators:
Uˆ(T, 0) =
N−1∏
i=0
U(ti+1, ti) =
N−1∏
i=0
e−iHˆ(ti)T/N . (S46)
Hˆ(ti) is evaluated for every q separately according to
Eq. (S20). The effective Hamiltonian Hˆ0eff is then com-
puted from Eq. (S1),
Hˆ0eff =
i
T
log Uˆ(T, 0). (S47)
Its eigenvectors |u±q 〉 and energies (q) are further used
to compute the Berry curvature for the lowest energy
band[42]:
Ω(q) = 2 Im
[
〈u−q |∂q1Hˆ0eff(q)|u+q 〉 〈u+q |∂q2Hˆ0eff(q)|u−q 〉
(+(q)− −(q))2
]
(S48)
approximating the partial derivatives along the axes of
the Brillouin zone by their first order finite-difference ex-
pressions. The Chern number is obtained by integrating
the Berry curvature over the entire Brillouin zone:
ν =
1
2pi
∫
q∈BZ
d2qΩ−(q), (S49)
where the integral is replaced by a sum over a discrete
grid. The grid spacing and number of time steps are al-
ways chosen such that a higher resolution does not change
the results we obtain any further. The numerical calcula-
tions do include τ -dependent terms, and we have verified
that changing τ does not affect the energy spectrum, as
expected from Eq. (S3).
With this numerical approach the effect of other types of
modulation can also be computed. For example, we ver-
ify that a cyclic modulation of the tunnelling amplitudes
can also be used to create topological bands, as shown in
[43].
F. Results for an ideal brickwall lattice
We first consider an idealised version of the lattice re-
alised in the experiment, which exhibits nearly all fea-
tures of the realistic lattice when applying elliptical mod-
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FIG. S2. Analytically and numerically computed gap ver-
sus relative phase ϕ between horizontal and vertical modu-
lation, for an ideal brickwall lattice and ω = 10t. K0 =
pi2 (A/λ) (~ω/ER) = mωAλ/2 = 0.7778 is the dimensionless
parameter for the modulation amplitude. Here and in the
following figures, points (lines) indicate the numerical (ana-
lytical) results.
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ulation: the balanced brickwall lattice, whose horizontal
and vertical bonds are all of equal length (|v0| = |v1| =
|v2| = λ/2), at square angle, and which only includes
the three main nearest-neighbour tunnel couplings, with
equal tunnelling amplitudes (t0 = t1 = t2 = t and
t3 = t
′
1 = t
′
2 = t
′
3 = 0). In the presence of inversion
symmetry, ∆AB = 0, an elliptical modulation opens an
equal gap at both Dirac points, located at quasi-momenta
±qD = ∓4pi/(3λ2)u1 ∓ 4pi/(3λ2)u2. This fixes the
weights present in Eq. (S29) to w1 = w2 = w3 = 2
√
3.
Since v0 is horizontal and v1,v2 are vertical, the modu-
lation amplitudes zij of the NN bonds (as defined in Eq.
(S19)) are always K0 = pi
2 (A/λ) (~ω/ER) = mωAλ/2 =
0.7778. Therefore the effective nearest-neighbour tun-
nellings are
teff0 = t
eff
1 = t
eff
2 = tJ0(K0), (S50)
independent of ϕ. The associated modulation phases are
exactly φ0 = 0, φ1 = −ϕ and φ2 = pi − ϕ, which allows
for expressing the new complex NNN tunnelling (S38) as
t′eff1 = i
2t2
ω
∞∑
n=1
(−1)n
n
sin(nϕ)[Jn(K0)]
2 (S51)
t′eff2 = −i
2t2
ω
∞∑
n=1
1
n
sin(nϕ)[Jn(K0)]
2 (S52)
t′eff3 = 0. (S53)
Consequently, the energy offset caused by breaking TRS
reads
∆T =
8
√
3t2
ω
∑
n odd
1
n
sin(nϕ)[Jn(K0)]
2
≈ ∆maxT sin(ϕ). (S54)
The approximation corresponds to keeping only the
n = 1 term of the sum, with ∆maxT = 8
√
3[tJ1(K0)]
2/ω.
For K0 = 0.7778 (as used in the experiment), this ap-
proximation deviates by less than 0.1% from the asymp-
totic value of the maximum gap obtained for n → ∞.
Fig. S2 shows the gap as a function of ϕ computed
through both numerical and analytic methods; they show
overall excellent agreement with a relative difference of
approximately 1%.
Figs. S3 and S4 show the frequency dependence of
the gap and the bandwidth of the effective quasi-energy
band-structure. Whereas the bandwidth remains close to
its static value renormalized by the zeroth-order Bessel
function (6tJ0(K0) ≈ 5.13t with K0 = 0.7778), the gap
increases as the modulation frequency ω decreases and
goes like 1/ω for ω  t. We find only minor corrections
owing to the 1/ω2 term of the analytic expansion, mean-
ing that a truncation to 1st order in 1/ω is acceptable
for our parameters. Deviations from the numerical cal-
culations start to appear for frequencies below the static
bandwidth 6t. The induced gap remains considerable
even for the highest frequencies that would realistically
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FIG. S3. Absolute gap versus modulation frequency ω, for
circular modulation ϕ = ±90◦, K0 = 0.7778. The dark (light)
blue line shows the analytical results truncated at first (sec-
ond) order in 1/ω. The two lines are almost identical.
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FIG. S4. Bandwidth (defined as the energy splitting at q =
0) versus modulation frequency ω, for circular modulation
ϕ = ±90◦, K0 = 0.7778. The dashed grey line indicates
the identity line f(ω) = ω which sets the maximum possible
bandwidth of the quasi-energy spectrum.
be employed in an experiment. Truncating the effective
Hamiltonian at 0th order in 1/ω is therefore not a valid
approximation for the honeycomb lattice.
The gap is a non-monotonic function of the modulation
amplitude K0. It is well matched by the analytic expan-
0 1 2 3 4 5 6 7
K0
0.0
0.1
0.2
0.3
0.4
0.5
G
ap
 (t
)
n=1
n=3
n=5
FIG. S5. Absolute gap versus modulation amplitude K0, for
circular modulation ϕ = ±90◦, ω = 10t. The analytic line
is plotted at second order in 1/ω and increasing number n of
the harmonics in the time-dependent Hamiltonian expansion.
The gap changes sign around K0 = 4
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FIG. S6. Analytically computed gap versus relative phase ϕ
and modulation amplitude K0 at ω = 10t. Red indicates the
ν = 1 phase, blue the ν = −1 phase. The gap closes on the
solid grey line.
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FIG. S7. Absolute gap for the two Dirac points vs. sublattice
offset ∆AB with ϕ = 90
◦, ω = 10t, K0 = 0.7778. The single
vanishing gap signals the topological transition.
sion up to n = 1 for amplitudes below K0 ≈ 2, whilst for
amplitudes up to K0 ≈ 7 expanding to at least n = 5 is
necessary (Fig. S5). Strikingly, the sign of the gap (and
therefore the Chern number ν) alternates for increasing
K0 (the first inversion occurs between K0 = 3.3 and 4.5),
which is also not predicted by the first order theory. The
general phase diagram in (ϕ,K0) space is drawn in Fig.
S6, and shows that, for certain large values of K0, the
ν = +1 phase becomes accessible for positive ϕ.
With a preexisting sublattice offset ∆AB, the gaps at
the two Dirac points differ as soon as the modulation
is switched on, K0 > 0, as shown in Fig. S7. One of
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FIG. S8. Tunnelling versus modulation amplitude K0,
for circular modulation ϕ = 90◦ at different frequencies
ω = 30t, 10t, 6t. The contribution from the 1/ω2 term to
the tunnellings between A and B sublattices is below 10−3t
at ω = 6t.
them closes as soon as ∆AB = ∆T, as expected from the
Haldane model (see also Eq. (3) of the main text).
While the effective energy bands do not depend on any
particular choice of the modulation starting time τ , the
tunnel couplings do when using the numerical approach
(Eqs. (S42) to (S45)). Fig. S8 reports on the tunnellings
as computed analytically through Eqs. (S37) to (S40),
where the dependence is explicitly absent. As stated in
Eq. (S50) all NN tunnellings are evenly renormalized
according to the zero-order Bessel function (Fig. S8),
independent of ω. To a good approximation, the t′1, t
′
2
tunnellings are purely imaginary and display the ω, K0
dependence of the gap highlighted in Figs. S3 and S5.
In Figure S9 numerical and analytical results for the en-
tire band-structure are shown for exemplary parameters,
as well as analytically computed Berry-curvature distri-
butions. Additionally, we confirm that the numerically
computed Berry-curvature results in Chern numbers of
0.0 and ±1.0 where expected. Overall we see that the an-
alytical solution, truncated at 1st order in 1/ω provides
reliable results for all experimentally relevant regimes.
G. Results for the experimental honeycomb lattice
Compared to the idealised case treated above, in the lat-
tice realised in the experiment the NN tunnelling are not
all equal (and t3 6= 0), meaning that the induced tun-
nel couplings and the weights contributing to the gap
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FIG. S9. Cut of the energy bands along the vertical line
qx = 0 and Berry curvature of the modulated ideal brickwall
lattice for ω = 6t, K0 = 0.778 and
a. ϕ = 0, ∆AB = 0 (IS and TRS not broken);
b. ϕ = 0, ∆AB = |∆maxT | ≈ 0.30t (trivial phase, ν = 0);
c. ϕ = 90◦, ∆AB = 0 (non-trivial phase, ν = −1);
d. ϕ = 90◦, ∆AB = ∆maxT (topological transition);
e. ϕ = 90◦, ∆AB = 3∆maxT (trivial phase, ν = 0). Note that
in e, the gap induced by IS is larger than the gap related
to broken TRS, but the latter clearly influences the band-
structure and Berry-curvature.
Static ϕ = 0◦ ϕ = 180◦ ϕ = ±90◦
t0 −746 −662 −662 −662
t1 −527 −467 −431 −449
t2 −527 −431 −467 −449
t3 −126 −103 −103 −103
t′1 14 14 7 10∓ 18i
t′2 14 7 14 10∓ 18i
t′3 61 29 29 29∓ 5i
TABLE S1. Parameters of the static lattice used in the ex-
periment (as frequencies t/h in units of Hz), obtained through
an ab initio computation of the Wannier functions [27], along
with their modified values in presence of linear or circular
modulation (ω = 2pi × 4000 Hz, K0 = 0.7778), calculated an-
alytically. When going from one kind of linear modulation to
the orthogonal one (ϕ = 0◦ ↔ 180◦), tunnelling energies are
swapped according to a x 7→ −x reflection. Reverting the cir-
cular modulation from clockwise (ϕ = −90◦) to anticlockwise
(ϕ = +90◦) replaces the next-nearest-neighbour couplings by
their complex conjugates. Furthermore, |v0| = 0.438λ.
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FIG. S10. Trajectory of one of the two Dirac points in
quasi-momentum space when ϕ is varied, for ω = 2pi × 4000
Hz, K0 = 0.7778 (the other Dirac point is located at opposite
quasi-momentum).
are also different. Furthermore, the static real NNN tun-
nel couplings are not zero, which affects the shape of the
band-structure, but not the energy difference between the
two bands or the induced tunnelling, as outlined above.
Finally, the lattice has a slightly shorter lattice spacing
|v0| = 0.438λ along x, implying that the bond angle de-
parts from 90◦. The tunnelling parameters of the static
lattice used in this paper are reproduced in Tab. S1.
As a result of |v0| 6= |v3|, t′eff3 6= 0. Moreover, the
NN tunnellings tj are renormalized slightly differently
when modulating, as the projections in Eq. (S19) de-
pend on the orientation and length of the tunnelling vec-
tors. When the modulation trajectory is not circular,
this weakly breaks the x 7→ −x reflection symmetry of
the lattice, leading to a displacement of the Dirac points
away from the qx = 0 line of the Brillouin-zone, see Fig.
S10. However for ϕ = 0◦ or ±180◦, this only amounts
to a movement of the Dirac point by about 1% of the
Brillouin-zone size. This effect creates a slight ϕ depen-
dence for the weights wj′ in Eq. (S29), see Fig. S11.
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FIG. S11. Weights wj′ relating imaginary next-nearest-
neighbour tunnelling to the gap ∆T, as a function of ϕ.
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FIG. S12. Analytic (lines) and numerical (crosses) absolute
gap of the experimental lattice versus relative phase ϕ be-
tween horizontal and vertical modulation, for ω = 2pi × 4000
Hz, K0 = 0.7778.
At a modulation frequency ω = 2pi × 4000 Hz and an
amplitude K0 = 0.7778, the maximum gap is achieved for
circular modulation and is numerically computed to be
h × 88 Hz (analytically we find 91 Hz). Deviations from
the sinusoidal dependence on ϕ owing to higher-order
terms of the perturbative expansion remain below 2%,
see Fig. S12). The calculated band-structures and Berry-
curvatures for our experimental parameters are shown in
Fig. S13.
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FIG. S13. Cut of the energy bands along the vertical line qx =
0 and Berry curvature of the modulated realistic honeycomb
lattice for ω = 2pi × 4000 Hz, K0 = 0.7778 and
a. ϕ = 0, ∆AB = 0 (IS and TRS not broken);
b. ϕ = 0, ∆AB = |∆maxT | = h× 88 Hz (trivial phase, ν = 0);
c. ϕ = 90◦, ∆AB = 0 (non-trivial phase, ν = −1);
d. ϕ = 90◦, ∆AB = |∆maxT | (topological transition);
e. ϕ = 90◦, ∆AB = 3|∆maxT | (trivial phase, ν = 0).
The Dirac points are rotated out of the vertical in panels a.
and b., which translates to an apparent gap in the band cut
of a. and a slightly asymmetric Berry curvature in b.
