Abstract Mathematical models of soil nonlinearity in common use and recently developed nonlinear codes are compared to investigate the range of their predictions. We consider equivalent linear formulations with and without frequency-dependent moduli and damping ratios and nonlinear formulations for total and effective stress. Average velocity profiles to 150 m depth with midrange National Earthquake Hazards Reduction Program site classifications (B, BC, C, D, and E) in the top 30 m are used to compare the response of a wide range of site conditions from rock to soft soil. Nonlinear soil models are compared using the amplification spectrum, calculated as the ratio of surface ground motion to the input motion at the base of the velocity profile. Peak input motions from 0.1g to 0.9g are considered. For site class B, no significant differences exist between the models considered in this article. For site classes BC and C, differences are small at low input motions (0.1g to 0.2g), but become significant at higher input levels. For site classes D and E the overdamping of frequencies above about 4 Hz by the equivalent linear solution with frequencyindependent parameters is apparent for the entire range of input motions considered. The equivalent linear formulation with frequency-dependent moduli and damping ratios under damps relative to the nonlinear models considered for site class C with larger input motions and most input levels for site classes D and E. At larger input motions the underdamping for site classes D and E is not as severe as the overdamping with the frequency-independent formulation, but there are still significant differences in the time domain. A nonlinear formulation is recommended for site classes D and E and for site classes BC and C with input motions greater than a few tenths of the acceleration of gravity. The type of nonlinear formulation to use is driven by considerations of the importance of water content and the availability of laboratory soils data. Our average amplification curves from a nonlinear effective stress formulation compare favorably with observed spectral amplification at class D and E sites in the Seattle area for the 2001 Nisqually earthquake.
Introduction
Since the occurrence of the 1994 Northridge, 1995 Hyogoken-Nanbu (Kobe), and the 2001 Nisqually earthquakes, soil nonlinearity has assumed a prominent role in the analysis of strong ground motion. After the Northridge earthquake, several studies reported widespread nonlinear sediment response (Field et al., 1997 Todorovska, 1996, 1998; Beresnev et al., 1998; Hartzell, 1998) . Previous to this earthquake, clear measurements of soil nonlinearity in strong ground motion were generally limited to the extreme cases of liquefaction. Aguirre and Irikura (1997) , Fukushima et al. (2000) , have reported varying degrees of soil nonlinearity, dependent on the site conditions, for the Hyogoken-Nanbu and Nisqually earthquakes. Although there has been a general realization among seismologists that nonlinear effects are more common than previously believed, there is uncertainty concerning the appropriate mathematical model to use for predicting these effects. This article addresses the variation that one can expect from one model to another and makes recommendations for their appropriate use.
Soil nonlinearity and its correct prediction have major importance for seismic hazard assessment and building design requirements. As an example, National Earthquake Hazards Reduction Program (NEHRP) (2000) recommendations for soil site amplification factors decrease to 1.0, reflecting expected nonlinear effects, for site classes C and D as effective peak acceleration increases to 0.5g at 5 Hz. However, these amplification factors are being continually reevaluated as new data become available (Crouse, 1995; Borcherdt, 1996; Abrahamson and Silva, 1997; Joyner and Boore, 2000) . These studies generally indicate that the current amplification values may imply too much nonlinearity Figure 1 . Average shear-wave velocity profiles to 150-m depth for sites with midrange NEHRP site classifications (Silva et al., 1998) .
for stiff-soil sites, leading to an underprediction of ground motion, and that nearly constant factors with increasing effective peak acceleration are more consistent with the current data set. These amplification factors have been determined by modeling data and making forward predictions; therefore, it is important to use the correct theoretical model. Numerical schemes for predicting soil nonlinearity can be divided into equivalent linear and nonlinear approaches. The equivalent linear method is more simplistic and assumes that a damped linear model can approximate dynamic soil behavior through the appropriate choice of material parameters. Nonlinear formulations track a seismic load through stress-strain space using different assumptions for the details of the stress-strain relationship. In addition, nonlinear methods make a distinction between considering pore-water pressure (effective stress calculation) or assuming dry conditions (total stress calculation). Many studies have compared the performance of subsets of these formulations (Constantopoulos et al., 1973; Streeter et al., 1974; Finn et al., 1978; Yoshida, 1994; Yoshida et al., 1995; Yoshida and Iai, 1998; Hashash and Park, 2002; Kausel and Assimaki, 2002) . Other studies have considered various aspects of the effects of nonlinear soil response on ground motion (Yu et al., 1993; Ni et al., 1997 Ni et al., , 2000 Hartzell, 1998; Su et al., 1998; Silva et al., 1998; Hartzell et al., 2002) . In this work we compare the full range of methodologies from equivalent linear, with and without recently developed frequency-dependent moduli and damping ratios, to nonlinear formulations with total and effective stress conditions. The nonlinear calculations are based on newly developed finite difference codes by Bonilla et al. (1998) and Bonilla (2000) .
Method of Comparison
Nonlinear soil models are often compared in terms of stress-strain plots or the variation in maximum stress or strain with depth. We prefer to make our comparisons using a more accessible quantity, namely, the Fourier spectral ratio of ground motion at the surface with respect to the input motion at depth. The NEHRP (1994) soil classification scheme is used to consider the effects of different soil types. Site categories A, B, C, D, and E are based on the average shear-wave velocity in the top 30 m, V s 30, as given in Table  1 . Silva et al. (1998) developed average shear-wave velocity profiles for these site classes based on available shear-wave velocity measurements. They selected velocity profiles with V s 30 values closest to the midrange of the NEHRP site categories. These profiles are averaged and shifted so that their V s 30 values agree with the midrange values for the different NEHRP site categories. We have adopted these profiles for this study (Fig. 1) . Site class A is not considered here because of its limited occurrence in the western United States and because the high surface velocities are expected to result in approximately linear behavior. Class BC is midway between classes B and C and fills the relatively large jump in material properties between these two classes. The NEHRP B/C boundary is also the reference site condition adopted for the 1996 National Seismic Hazard Maps (Frankel et al., 1996) . Profiles BC, C, D, and E in Figure 1 range from soft rock to soft soil with nonlinearity allowed to extend to a depth of 152.5 m (500 ft). Below this depth, linear wave propagation is assumed. Class B is assumed to be nonlinear to a depth of 22.25 m (73 ft), where the shear-wave velocity reaches 1650 m/sec. For all the profiles except B, a smooth gradient extends from a depth of 152.5 m down to a depth of 305 m, bringing the velocities up to 1950 m/sec, the maximum shear-wave velocity for profile B. The depth to which nonlinearity persists influences the extent of nonlinear behavior observed at the surface, with these effects becoming more pronounced as the depth increases. We do not consider variations in the thickness of the nonlinear column; however, this topic has been investigated elsewhere (Yu et al., 1993; Ni et al., 1997; Silva et al., 1998; Hashash and Park, 2002) .
In addition to shear-wave velocity information, we need to quantify the degree of nonlinearity within each profile. For this purpose we adopt the widely used modulus reduction, G/G max , and damping ratio, n, curves as a function of shear strain developed by the Electric Power Research Institute (EPRI) (1993) for rock and sand and the curves of Vucetic and Dobry (1991) for clay. These curves are shown in Figure 2 . The EPRI (1993) curves are an improvement over those previously available in that they are a function of Figure 2 . EPRI (1993) modulus reduction and damping ratio curves for rock and sand, and the Vucetic and Dobry (1991) curves for clay. The EPRI curves incorporate reduced nonlinearity with depth, and the Vucetic and Dobry curves are for a range in plasticity indexes. depth, reflecting reduced nonlinearity with depth of burial. The EPRI (1993) rock curves are used for site classes B and BC, the sand curves for site classes C and D, and the Vucetic and Dobry (1991) curves for a plasticity index of 30 for site class E. By this association we consider C and D sites to be cohesionless soils and E sites to be cohesive soils, such as, bay mud. In addition to these classifications we also consider the Peninsular Range modulus reduction and damping ratio curves developed by Silva et al. (1997) for site classes C and D, referred to here as Cpen and Dpen. These curves were empirically developed to reflect lower levels of nonlinearity for the 1994 Northridge earthquake than predicted by the EPRI (1993) cohesionless soils curves. They are formed by using the 15.5 to 36.5 m (51 to 120 ft) depth range EPRI curve for depths 0 to 15.2 m (0 to 50 ft), and the 152.7 to 304.8 m (501-1000 ft) depth range EPRI curve for depths below 15.2 m (50 ft). Modulus reduction and damping ratio curves suffice to quantify the nonlinear response in an equivalent linear formulation and in a nonlinear formulation that is tied to a prescribed modulus reduction curve. However, other more general nonlinear formulations do not utilize modulus reduction curves. We consider both types in this article.
For the input motion to our soil profiles we use the north-south component of the rock site record from station LA00 (Stone Canyon Reservoir, 34.106Њ N, 118.454Њ W) for the 1994 Northridge earthquake (Fig. 3) . This station is located in the Santa Monica Mountains on Mesozoic rock and has a peak acceleration of 0.26g. We consider this record to be typical of rock site ground motion for a magnitude 6 to 7 earthquake, without any unusual behavior such as isolated large spikes or pulses. To obtain peak input motions from 0.1 to 0.9g, this record is scaled up or down. Other studies of nonlinear soil behavior have used an impulse base excitation (Yu et al., 1993; Ni et al., 1997) . Because we are investigating nonlinear processes where the solution is computed in the time domain, we consider an actual earthquake record to be a more appropriate input.
For the equivalent linear formulations, because they are linear, we can calculate the transfer function of the soil column directly, and thus the amplification values. For the nonlinear methods we take the Fourier spectral ratio of the surface motion with respect to the input motion at depth. The spectral ratios are then smoothed using a 0.25-Hz-wide running mean filter to remove spikes caused by spectral holes in the denominator. In all cases we remove the factor-of-two free-surface effect (Aki and Richards, 1980) .
Soil Models
Equivalent Linear: SHAKE91 The first site response formulation considered is the code SHAKE91 (Idriss and Sun, 1992) , based on the original code by Schnabel et al. (1972) . We modified the SHAKE91 algorithm making parts double precision to improve stability at high-input ground motions. Because of its ease of application, the equivalent linear approach, and particularly the SHAKE91 code, has been widely used. With the equivalent linear approach the material properties of shear modulus, G, and damping, n, are constant within each layer and for the entire duration of the earthquake, regardless of whether the strains are large or small at a given time. An iterative process is used to determine the values of G and n for each layer that are consistent with the level of strain induced in the layer. Because experimental soils data are based on simple harmonic loading with constant peak shear strain, an effective shear strain is used for earthquake records that is a fraction, ␣, of the maximum shear strain. A value of 0.65 is typically used for ␣ and is assumed in this study. The effective shear strain is then used to calculate G and n from empirical modulus reduction and damping ratio curves. Yoshida and Iai (1998) have pointed out two weaknesses of the equivalent linear method. First, damping is constant, independent of frequency. For an unbounded, homogeneous medium, the shear strain is given by the particle velocity divided by the shear wave velocity of the medium. The spectrum of particle velocity, and therefore of shear strain, decreases in amplitude approximately as 1/f at high frequency. Then, the damping obtained from standard laboratory curves should also decrease at high frequencies. Viewed alternatively, the energy dissipated per loading cycle is proportional to the area enclosed by the hysteresis loop. Therefore, low-amplitude, high-frequency components of strain should have much less damping. The overattenuation of high frequencies by the equivalent linear model becomes more pronounced at high levels of strain. Recently, Sugito et al. (1994) , Joyner and Boore (1998), and Joyner (1999) have formulated equivalent linear methods that use frequency-dependent damping. Second, equivalent linear analysis can overestimate resonant-frequency amplitudes and shear stresses compared with nonlinear analysis. Because soil stiffness varies as a function of time in nonlinear analysis, resonances are less likely to develop, compared with the constant-layer-parameter approach of equivalent linear analysis.
Equivalent Linear: TREMORKA Recognizing the overdamping that occurs with the traditional equivalent linear approach, Kausel and Assimaki (2002) have recently advanced a formulation with frequencydependent moduli and damping. Except for the manner in which the frequency-dependent moduli and damping are chosen, their approach is the same as Schnabel et al. (1972) . A two-parameter, smooth functional form is used to fit the strain spectrum within each layer. This function is then used to read off strain values as a function of frequency, which in turn are used to specify the frequency-dependent moduli and damping from standard laboratory curves. The process is iterated in the same way as SHAKE91 to obtain internally consistent soil parameters. We have implemented this method in the code TREMORKA. There is value in obtaining an improved equivalent linear code. The soil parameters needed by some nonlinear codes can be more numerous and difficult to obtain than the modulus reduction and damping curves used by equivalent linear analysis. The frequency-dependent equivalent linear formulation requires only two parameters, the shear modulus reduction and fraction of damping as a function of shear strain. Both of these quantities are routinely measured in laboratory studies of soils. Also, in some cases the equivalent linear method can be more numerically stable than a nonlinear calculation.
Nonlinear: NOAHW
The NOAHW code is the first of three newly developed, second-order, staggered-grid finite difference codes considered in this study. This code, and other nonlinear methods, operates in the time domain by tracking the earthquake load through stress-strain space. In NOAHW, the Iwan (1967) model is implemented to take into account soil nonlinearity. Furthermore, in this model the stress-strain relation is specified by a given modulus reduction curve. The main difference between this formulation and the one implemented by Joyner and Chen (1975) is that real G/G max laboratory data can be assigned to each layer. In addition, the implemented Iwan (1967) model is one that uses a series of parallel elastic springs that permits the computation of stress from the strain. For dynamic nonlinear wave propagation with a finite difference formulation, it is easier to obtain the strain from the node displacement gradient and then introduce it into the constitutive equation to compute the stress. This type of formulation is advantageous when the only data available are the G/G max curves. In our comparisons, the same modulus reduction curves are used as in the preceding equivalent linear runs. Nonlinear damping comes from the hysteretic loops, however, not from a damping ratio curve. The damping ratio is given by DW/(4pW), where W is the maximum stored energy and DW is the energy dissipated per cycle (Ishihara, 1996; Kramer, 1996) . The maximum stored energy at a strain level of c a is c a f (c a )/2 and the energy loss per cycle is obtained by integrating f (c) over a complete cycle yielding (Ishihara, 1996) c a
where f (c) is the functional relationship between the stress and the strain. For the Iwan (1967) model the hysteresis loops follow the so-called Masing criteria (Masing, 1926) . If f (c) is the hyperbolic model, as we assume, the damping approaches 2/p ϳ 0.63 at large strain (Ishihara, 1996) .
Nonlinear: NOAHH
In the previous section we mentioned that the hysteresis loops follow the Masing (1926) criteria. In the original Masing (1926) rules the initial loading or backbone curve is defined by a functional relationship between the stress, s, and the strain, c, as s ‫ס‬ f (c). Subsequent unloading and reloading cycles may be expressed as,
where (c a , s a ) is the unload/reload reversal point and j H is a hysteresis scale factor. In Masing's original formulation, the hysteresis scale factor is equal to 2. Subsequently, some additional constraints have been added to prevent the computed stress from exceeding the maximum strength of the material, s max . The ensemble of these criteria is known as the extended Masing rules (Kramer, 1996) . Several articles have dealt with the implementation of the extended Masing rules in a phenomenological way (Pyke, 1979; Li and Liao, 1993; Finn, 1982; Vucetic, 1990; Iai et al., 1990a) . In comparison, the Iwan (1967) model fully complies with these criteria by a mechanical model of a series of parallel or serial elastic springs. Laboratory tests of soils under cyclic shear deformation show that the maximum damping ratio varies between 0.2 and 0.4 depending on the type of material. The Iwan (1967) model with a hyperbolic backbone, on the other hand, may overdamp when large strains are reached. Thus, we would like to find a compromise between the shear modulus reduction and the damping ratio to better characterize the soil nonlinearity. Bonilla's (2000) formulation utilizes a variable hysteresis scale factor that assures the stress-strain path during each loading/reloading is bounded by the maximum shear strength. In addition, subsequent unloading or reloading curves follow the backbone curve if the previous maximum shear stress is exceeded. This phenomenological representation is called the generalized Masing rules because its formulation contains Pyke's (1979) and the original Masing j H ‫ס‬ 2 models as special cases. Furthermore, this formulation allows, by controlling the hysteresis scale factor, the reshaping of the backbone curve as suggested by Ishihara et al. (1985) so that the hysteresis path follows a prescribed damping ratio. Given the laboratorymeasured soil damping, and since we know the damping as a function of the reference strain and hysteresis shape factor, Table 2 Water we equate them to find a new reference strain compatible with the damping value. This reference strain is used to compute a new backbone curve. Thus, the hysteresis loop will comply with the observed damping ratio. This procedure is followed at each time step. More details of this model are given by Lavallee et al. (2003) . The functional form of the backbone curve for NOAHH is the hyperbolic model given by (Kondner and Zelasko, 1963) ,
where G max is the low-strain shear modulus, s max is the maximum shear stress that the material can support in the initial state, and c ref ‫ס‬ s max /G max is the reference strain. The hyperbolic model has been extensively used because it is relatively easy to implement and because of the low number of parameters necessary for its description (Hardin and Drnevich, 1972; Pyke, 1979; Ishihara, 1996) . This code, and the following one, uses the multispring model plane strain formulation for the stress-strain relationship in each soil layer (Towhata and Ishihara, 1985; Iai et al., 1990a) . Each spring follows the hyperbolic model and implements hysteresis by the generalized Masing rules described previously. The multispring model was introduced by Towhata and Ishihara (1985) to model cyclic mobility and dilatancy in sands. However, the NOAHH code is for total stress analysis; no pore-water pressure is considered. Under these conditions, the multispring model gives the same results as the single hyperbolic element model customarily applied. NOAHH uses the multispring model for total stress analysis because it is relatively easy to implement, it has a two-dimensional representation (plane strain), and it takes into account the anisotropy of soils (vertical and horizontal initial stresses may be different). In NOAHH we still specify typical water-table depths from the San Fernando Valley, California (Gibbs et al., 1999) (Table 2) , because the water table influences the calculation of the over burden.
The maximum shear stress for cohesionless soils is calculated by the expression,
where K o is the coefficient of lateral stress at rest, and is the angle of internal friction. K o may be represented in terms of the angle of internal friction and the overconsolidation ratio as (Kulhawy and Mayne, 1990) ,
We assume a value for of 30Њ and normal consolidation (OCR ‫ס‬ 1), so that K o is then 0.5. G max is calculated from the density, q, and the shear-wave velocity, V s , by the expression . r v is the vertical effective stress,
where r t is the total vertical stress, q w is the density of water, g is the acceleration of gravity, z is the sample depth, and z w is the depth of the water table measured from the ground surface.
Although the nonlinear formulation in NOAHH does not follow a particular modulus reduction curve, as NOAHW does, we produce a soil column with the same strength implied by the modulus reduction curves used previously through the addition of a cohesion term. With the addition of cohesion, we are able to model stiff soils, such as encountered with site class B, and still have reasonable values of K o and . The Mohr-Coulomb relation is given by s max ‫ס‬ c ‫ם‬ r n tan (), where c is the cohesion and r n is the normal stress, or alternatively (Jaeger and Cook, 1979) , s max ‫ס‬ r m sin ‫ם‬ c(cos ), where r m ‫ס‬ (r v /3)(1 ‫ם‬ 2K o ) is the effective mean stress. This expression for s max is the same as the one given by Hardin and Drnevich (1972) with an axis transformation of the Mohr's circle. Thus we have an expression for the cohesion in terms of the reference strain, the coefficient of the earth at rest, and the angle of internal friction,
Then, the procedure followed is to first determine c ref from the desired modulus reduction curve as the value of strain when G/G max ‫ס‬ 0.5. The cohesion is determined using the preceding expression. Finally, s max is calculated using the expression of Jaeger and Cook (1979) . For site classes B, BC, C, and D (rock and sand) a maximum damping ratio of 0.30 is used. For site class E (clay) the maximum damping ratio is 0.20 (Fig. 2) . Realistic intrinsic attenuation with constant Q is incorporated by the rheology of the generalized Maxwell body (Day, 1998) . In addition, a small amount of viscous damping may be added at low-strain levels for numerical stability (Li, 1990) . The NOAHB code is the third and final level of complexity in the nonlinear formulations we consider. NOAHB treats undrained conditions of effective stress and also utilizes the Bonilla (2000) generalized Masing rules with the hyperbolic model discussed previously. The algorithm is based on the multispring mechanism model first implemented by Towhata and Ishihara (1985) to simulate pore pressure generation in sands under cyclic loading and undrained conditions, and further developed by Iai et al. (1990a,b) to take into account the cyclic mobility and dilatancy of sands. Under cyclic loading, as the pore pressure increases, the effective stress decreases, and as a result, G max and s max decrease. As G max and s max change, so does the shape of the backbone curve. An empirical approach developed by Towhata and Ishihara (1985) and Iai et al. (1990a) is utilized to model the decrease of effective stress due to the increase in pore pressure. Six parameters ( p , p 1 , p 2 , w 1 , S 1 , and c 1 ), together with the porosity are used to describe the dilatancy of the material. Table 3 lists the values we have adopted in this study. They are assumed to be the same for all layers. Iai et al. (1990b) give a more detailed description of these model parameters. We consider two values for the angle of internal friction, ‫ס‬ 30 and 40 (corresponding to a medium-dense sand and a dense sand, respectively), to cover the range of typical values, and K o ‫ס‬ 0.5, and a maximum damping ratio of 0.3.
With the introduction of pore pressure and effective stress it is no longer possible to make a detailed comparison with the previous equivalent linear formulations or the total stress nonlinear formulations. Significant buildups in porewater pressure make a distinctly different problem. However, for completeness we include this case. Because the effects of pore pressure generation and liquefaction are significant only in cohesionless soils with low to medium strength, we limit our tests to site classes D and E. To this point class E has been considered a clay soil with the appropriate modulus reduction curves. For the NOAHB calculations we drop this association because a clay soil is not expected to undergo liquefaction. For NOAHB, site class E is a cohesionless sandy soil similar to class D, only with lower shear-wave velocities. We consider two water-table depths (Table 2) to investigate the effect of the depth to the saturated column.
Measurement of resistance to liquefaction of a sand is a standard laboratory test. In this procedure, an undrained sample is subjected to cyclic loading. The pore-water pressure builds up steadily as the cyclic stress is applied, eventually approaching the initial confining pressure, leading to an axial strain of about 5% peak-to-peak (or double amplitude, DA). This state is referred to as the start of liquefaction. Figure 4 shows the analytical liquefaction resistance curves for cyclic simple shear and soil classes D and E and our assumed dilatancy parameters listed in Table 3 . These curves plot the number of cycles to produce 5% DA shear deformation versus the cyclic stress ratio, s xy /r m0 , where s xy is the cyclic shear stress and r m0 is the initial effective confining stress. Figure 4 shows the numerical response of the multispring model in NOAHB for our hypothetical profiles. All simulations are done with a reference effective mean stress, r ma , equal to the initial effective confining stress, r m0 , which is computed at the middle of each layer for soil models D and E. The shaded area for a given angle of internal friction represents the ranges of the liquefaction resistance curves for all the layers within the profile. We can observe that the stronger the soil is, that is ‫ס‬ 40, the larger the cyclic stress ratio is needed to deform the material. In addition, the effect of the water table is more evident when ‫ס‬ 40. Indeed, a deeper water table produces less buoyancy, and thus the material becomes stronger. Conversely, when the soil is relatively weak, ‫ס‬ 30, and combined with a shallow water table, we can observe that there is little difference between the liquefaction resistance curves for the shallow and deeper layers. We recognize that the results strongly depend on the chosen dilatancy parameters. However, in the absence of specific geotechnical data on the liquefaction resistance curves, we show the effect of pore-water pressure for these two soil classes.
Results
Figures 5 through 9 plot amplification as a function of frequency for the site classes discussed previously (B, BC, C, Cpen, D, Dpen, and E) and peak base input motions of 0.1g to 0.9g in 0.1g increments. The linear response curves, designated by an L, are also shown for each site classification. Consider first the SHAKE91 results in Figure 5 . As expected, the low input acceleration curves most closely follow the linear curve, but they diverge more as the stiffness of the soil decreases, from class B (rock) to E (clay). Most of the equivalent linear curves lie below the linear response because of higher damping at higher strain levels. However, resonant peaks at lower frequencies (below about 3 Hz) can rise above the linear response caused by the familiar downshift in energy from the reduction of the shear modulus. Also, for site class B, higher input motions yield higher amplifications than the linear case. This result comes from the competing effects of reduction in the shear modulus and increased damping. For class B the reduction of the shear modulus leads to an increase in amplification that is greater than Figure 4 . Liquefaction resistance curves for soil classes D and E. The strength of the material is related to the angle of internal friction, , shown in each plot. For all models the reference effective mean stress, r ma , is equal to the initial effective confining stress, r m0 . The dilatancy parameters are listed in Table 3 . The shaded area represents the range of liquefaction resistance curves for all the layers within the profile. the attenuation caused by the increased damping. However, the most striking feature of the SHAKE91 curves is the severe attenuation for softer soils and larger input motions. For site classes D and E, amplification values are in the range from 10 ‫3מ‬ to 10 ‫4מ‬ for frequencies greater than 6 Hz and input motions above 0.5g. This response has the effect of removing nearly all high frequencies in areas with deep soil profiles and runs counter to observations (Durward et al., 1996) .
As discussed previously, and shown in Figure 6 , the TREMORKA amplification curves have significantly less attenuation for soft soils and large strains than the SHAKE91 results. The moduli and damping ratios are now a function of frequency based on the spectrum of the strain induced in each layer by the earthquake motion. For site class B the difference between SHAKE91 and TREMORKA is negligible, indicating that constant moduli and damping ratios are a good approximation for this site class. For all the other site classes, however, there are significant differences. Site classes C and Cpen have nearly constant amplification at frequencies above 4 Hz for different input motions. The amplification for class D never goes much below 1.0 and is about 0.1 for class E at high frequencies and large input motions. Figure 7 shows amplification spectra for NOAHW, a nonlinear formulation that utilizes the same modulus reduction curves as the previous equivalent linear models to describe the backbone stress-strain curve. These amplification curves are more complicated because they are calculated from the spectral ratios of the output to the input motions and because of the more complicated response produced by tracking the load through stress-strain space. Smoothing out the peaks in the curves and considering only the general amplification levels, the NOAHW results for class B are very similar to the TREMORKA results. For the softer site classes, C and softer, the NOAHW results give amplification values up to a factor of 2 less than those from TREMORKA at frequencies above about 2 Hz. This difference is due to the different way in which damping is incorporated into the two codes. TREMORKA uses damping values picked from an empirical curve. NOAHW uses the dissipation of energy in each hysteresis loop following the Masing criteria and the hyperbolic model, thus at large strains the maximum damping is 2/p. The NOAHH amplification curves are shown in Figure  8 . This code uses a hyperbolic backbone curve and adds cohesion to obtain the same strength as implied by the empirical modulus reduction curves. For the stiffer profiles (B, BC, C, and Cpen) there is very little difference between the NOAHW and NOAHH results for both small-and large-input motions. For site classes D and E there is a divergence between the two solutions, with NOAHH yielding lower amplification values above 2 Hz by 50% at low input motions and up to a factor of 2 at large input motions. Recall that NOAHH constrains the maximum damping ratio to 20% for clays and 30% for sands. This difference is discussed further next when we consider time domain records. In Figure 9 we show the amplification curves for NOAHB, an effective stress calculation including the effects of pore-water pressure. We consider only soft soils with class D and E velocity profiles. A deeper and a shallower water table are considered for both site classes (Table 2) ; 15 m and 2 m for class D, and 5 m and 2.5 m for class E. We also consider two angles of internal friction, ‫ס‬ 30 and 40, which covers the range of typical values. As the water table shallows the trend is for greater attenuation at higher frequencies above 1 to 2 Hz, and somewhat larger resonant peaks below 1 Hz. Decreasing the angle of internal friction has the effect of increasing the attenuation at nearly all frequencies. This effect is expected because decreasing the angle of internal friction means a reduction of the initial strength as well. Figure 10 summarizes the preceding comparisons by plotting a low-strain curve (0.2g) and a high-strain curve (0.7g) from each of the five different nonlinear soil models. For site class B differences between the different formulations are not significant. For this comparison we consider mean levels and average over higher-frequency oscillations. All the curves are also similar for site class C for an input motion of 0.2g. However, there are significant differences between the equivalent linear solutions and the nonlinear solutions for an input motion of 0.7g. The two equivalent linear solutions overestimate the amplitude of the resonant peak at 1.0 Hz. This tendency has been noted by other authors (Yoshida and Iai, 1998) . For the softer soil profiles (classes D and E), the SHAKE91 solution becomes more divergent from the others, particularly at larger strains. The other solutions group more closely together, with the TRE-MORKA curves generally lying above the nonlinear solutions. The NOAHB curves for an angle of internal friction of 30 are also included for site classes D and E. An angle of internal friction of 30 was also used for the total stress code NOAHH. NOAHW does not use this parameter. However, as we mentioned previously, when significant pore-water pressures develop, results from the effective stress calculation of NOAHB will depart from the total stress analysis. We include it here to see the effect of pore-water pressure. The NOAHB curves in Figure 10 are for the deeper water-table values (15 m for class D and 5 m for class E). For these parameters the NOAHB results are generally intermediate to the two total stress calculations. Figure 11a ,b shows the same comparisons in the time domain as in Figure 10 . As noted previously, there is very little difference between the different solutions for site class B at both low and high input motions. The same can be said for class C at lower input motions (0.2g). However, starting with class C at high input motions (0.7g), differences develop and grow with the reduction in the strength of the soil column. For classes D and E, the SHAKE91 solutions clearly lack high frequencies that are present in the TREMORKA and nonlinear solutions. The TREMORKA and SHAKE91 solutions yield similar peak accelerations for all site classes and input motions, even for classes D and E. This observation is explained by the fact that the peak acceleration is controlled by the frequency band 1 to 3 Hz, where the two solutions have similar amplitudes. The nonlinear solutions, on the other hand, all have significantly lower amplitudes in this frequency band, and thus lower peak accelerations. The peak accelerations for the nonlinear formulations are all similar. The increased attenuation of higher frequencies, above about 2 Hz, for the NOAHH solution compared with the NOAHW solution is apparent for site classes D and E.
The input record (Fig. 3) shows a progression from lower-amplitude, higher-frequency motion at the beginning to larger-amplitude, lower-frequency motion with the arrival of the main shear-wave energy. This character is typical of earthquake ground motion. The nonlinear soil responses tend to amplify the pattern of higher frequencies early and lower frequencies late, because the larger, late motions cause greater nonlinearity with resulting lower rigidity and higher damping. This pattern of ground motion has also been observed in earthquake records on soft soils (Satoh et al., 1995; Frankel et al., 2002) . However, large input motions with soft soils can result in cyclic mobility with late, high-frequency, cusped waveforms (Archuleta, 1998) . Both characteristics are seen in Figure 11a ,b.
The fact that there is damping control in NOAHH does not necessarily mean that the result will be less damped than the Iwan (1967) model. Indeed, what happens, especially at shallow depths or where there is a low-strength layer, is that large strains may develop. This can be understood because, to keep the same energy (hysteresis loop area) in a damped controlled system, the material has to develop larger strains than in one following the traditional Masing criteria. These deformations, typically obtained at shallow depths, result in reduced rigidity that consequently damps the higher frequencies in the ground motion. This effect has been pointed out by Ishihara et al. (1985) .
Nisqually
The 28 February 2001 M 6.8 Nisqually earthquake produced a ground motion data set that shows significant soil nonlinearity , manifested as shifts in resonant spectral peaks at lower frequencies, increased attenuation at higher frequencies, and cusped waveforms after the arrival of the S wave (Archuleta, 1998 ). An M L 3.4 aftershock 14 hr after the mainshock and recorded at the same stations provides a linear response reference point. We use these records for comparison with our model predictions. Figure 12 shows the stations we consider. In terms of the surficial geology, the stations fall into the two general categories of young, soft sediments, consisting of artificial fill and Holocene alluvium (BOE, HAR, KDK, and SDS), and older, stiffer sediments of Pleistocene age (BHD, LAP, and THO). The soft sediment sites had peak accelerations from 0.19g to 0.22g and the Pleistocene sediments had peak accelerations from 0.11g to 0.16g. Following Frankel et al. (2002) , we estimate the amplification at each site by calcu- lating the Fourier spectral ratios with respect to site SEW on Tertiary sedimentary rock (Fig. 12) . The spectra are based on the rms of the two horizontal components of acceleration and 40 sec of the S-wave record. This duration ensures that we have the average spectral levels over all significantamplitude shear-wave energy. The ratios are smoothed with the same 0.25-Hz running mean filter as our nonlinear theoretical amplification spectra. Because both the mainshock and aftershock were deep (52 km and 54 km, respectively) and within a few kilometers of each other, differences in the source-to-station pathlengths are small, and no propagation path corrections are considered necessary. Figure 13 shows mainshock and aftershock spectral ratios for the soft-soil and stiff-soil sites. For the stiff-soil sites on Pleistocene sediments there is little difference between the mainshock and aftershock spectral ratios. For the soft-soil sites, however, frequency downshifts of resonant spectral peaks at lower frequencies are apparent, as well as greater attenuation at higher frequencies. Williams et al. (1999) (Table 4) . These values allow us to specify the NEHRP site class for each station. In Figure 14 we use this information to compare the observed mainshock spectral ratios with the nonlinear predictions. Our objective in this comparison is to see how well the average NEHRP site class velocity profiles perform without detailed velocity information at the site. For site classes D and E, we use the effective stress results from NOAHB and the shallow-water table profile with ‫ס‬ 40. These sites all lie within the Duwamish River Valley, which is known from P-wave seismic refraction data to have a water table in the 2-to 4-m depth range (Williams et al., 1999) . The site class C stations are on Pleistocene sediments with a deeper water table. For these stations we use the total stress NOAHH results. Recall, however, that all the formulations considered give similar results for class C with lower input motions. Assuming that the Tertiary sedimentary rock site SEW is site class B, we calculate the theoretical amplification spectra by dividing by the site class B response. Two input ground motion levels are considered in Figure 14 , 0.1g and 0.2g, which bracket the range of values in the Seattle area for the Nisqually earthquake. At lower frequencies, below 2 Hz, there are differences between the frequencies and amplitudes of resonant spectral peaks that are due to the details of the velocity struc- ture at each station, not contained in our smooth, average velocity profiles. Using high-resolution S-wave seismic reflection data near stations BOE, SDS, and KDK, Williams et al. (2000) and Frankel et al. (2002) found that the resonant spectral peaks below 2 Hz are consistently observed during weak and strong motion and are likely caused by fill/allu-vium or young alluvium/bedrock impedance boundaries located in the 16-to 50-m depth range. Because these impedance boundaries are not captured in the average velocity profiles used in this study, the nonlinear models underpredict the observed peak amplifications by up to a factor of 2 at these resonant peaks for site classes E and C. However, the amplification levels over broader frequency bands are generally well represented, especially considering that no iterations were performed to fine tune the theoretical results to the Nisqually data. There is a trend for lower observed amplification at the class C sites. Two recent boreholes in the Pleistocene sediments on the hills east of downtown Seattle show nearly uniform shear-wave velocities of 500 m/sec to a depth of at least 100 m (Odum et al., 2003) . These velocities are significantly lower than our average site class C profile and would explain the greater attenuation.
Conclusions
Nonlinear soil effects have been examined as measured by Fourier amplification spectra for equivalent linear formulations with and without frequency-dependent moduli and damping ratios and nonlinear formulations with and without pore-water pressure. No significant differences exist between these solutions for NEHRP site class B and peak input motions from 0.1g to 0.9g. Amplification spectra within the frequency band 1 to 2 Hz and average spectral levels above 2 Hz are essentially the same for site classes BC and C at lower peak input motions of 0.1g to 0.2g. As the input motion increases, differences develop between the solutions. For the softer soils (C, D, and E), the equivalent linear solutions can have up to 50% larger amplitude resonant peaks below 2 Hz than nonlinear formulations because they include no time dependence in the solution. For site classes D and E, the overdamping of the SHAKE91 solution above about 4 Hz is apparent for the entire range of input motions considered. The equivalent linear formulation with frequency-dependent moduli and damping ratios under damps relative to the nonlinear models considered for site class C with larger input motions and most input levels for site classes D and E. At larger input motions the underdamping for site classes D and E is not as severe as the overdamping with the frequency-independent formulation, but there are still significant differences in the time domain. Based on these comparisons, a nonlinear approach is recommended for site classes D and E, and for site class C for input motions greater than a few tenths of the acceleration of gravity.
Our average site class D and E amplification spectra based on a nonlinear effective stress calculation and shallow water table are consistent with observed soil-to-rock spectra for the Nisqually earthquake, excluding low-frequency resonances. Class C sites for the Nisqually earthquake show greater attenuation at frequencies above 2 Hz than the predictions of a total stress nonlinear calculation. This difference is attributed to velocities lower than the average site class C velocity profile to depths of 100 m or more in the Seattle Pleistocene glacial deposits.
