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Spin-based coherent information processing and encoding utilize the precession phase of spins in
magnetic materials. However, the detection and manipulation of spin precession phases remain a
major challenge for advanced spintronic functionalities. By using simultaneous electrical and optical
detection, we demonstrate the direct measurement of the precession phase of Permalloy ferromag-
netic resonance driven by the spin-orbit torques from adjacent heavy metals. The spin Hall angle
of the heavy metals can be independently determined from concurrent electrical and optical signals.
The stroboscopic optical detection also allows spatially measuring local spin-torque parameters and
the induced ferromagnetic resonance with comprehensive amplitude and phase information. Our
study offers a route towards future advanced characterizations of spin-torque oscillators, magnonic
circuits, and tunnelling junctions, where measuring the current-induced spin dynamics of individual
nanomagnets are required.
INTRODUCTION
Recent breakthroughs in spin information transport
bring about new paradigms for spintronic information
processing [1–4], where information is carried by mag-
netic excitations, or magnons. While most research fo-
cuses on how to maintain high signal amplitude, its phase
manipulation has also received increased attentions in the
area of magnonics [5, 6], spin wave logics [7] and synchro-
nized dynamics in spin-torque oscillators [8–10]. Further-
more, in analogy to quantum information, magnons have
been demonstrated to coherently couple with magnetiza-
tion dynamics from other magnon sources [11, 12], elec-
tromagnetic waves (photons) [13–16], and lattice vibra-
tions (phonons) [17, 18], for achieving hybridized dynam-
ics. For such applications, the capability to accurately
measure and tune the phase of local magnetic excitations
is paramount.
Spin-orbit torques (SOTs) provide a unique pathway
for manipulating both the amplitude and the phase of
magnetization precession [19, 20]. The SOTs can be
generated via the spin Hall effect (SHE), by applying
a charge current through an adjacent heavy metal layer,
which injects due to spin-orbit coupling a pure spin cur-
rent to the ferromagnet (FM) [21]. The longitudinal
SOT, also known as the anti-damping torque, has a sym-
metry of m×σ×m (where m is the magnetization vector
and σ is the spin polarization of the injected spin cur-
rent), and thus a 90-degree phase difference compared
with torques from the Oersted field and the field-like
torque (σ × m) generated from a charge current. The
phase difference between the magnetization precession
and the driving current have been measured via electri-
cal rectification signals in order to quantify the spin Hall
angle, θSH , the parameter dictating the strength of the
spin Hall effect of the materials [22–25]. However, such
an electrical means only access to the spin dynamics ”in-
directly” via the rectification mechanism, and parasitic
electric effects often emerge such as the inverse spin Hall
signal [26, 27] and the propagation delay of electromag-
netic wave [28], which can complicate the lineshape anal-
ysis. Besides, electrical measurements also require an
additional readout circuit and cannot easily provide spa-
tial resolution of the device components in a complicated
microwave circuit [29].
Magneto-optical Kerr effect (MOKE) provides an al-
ternative approach to “directly” access to the magneti-
zation states. Both in-plane and out-of-plane magnetic
moments can be detected [30] by the choice of different
Kerr configurations. Recently, MOKE-based detection
of electrically-induced SOTs have been reported [31–34],
but only with quasi-static magnetization configurations,
where the SOT is treated as an ”effective field” that tilts
the static magnetization of the FM. On the other hand,
stroboscopic techniques [35–39], in which both the pump
and probe are modulated at the dynamic excitation fre-
quency, offer unique advantages in tracking both the am-
plitude and the phase information of the magnetization
precession, and thus are more suitable in studying SOT-
driven spin dynamics.
Here, we report a simultaneous electrical and opti-
cal measurement of spin-torque ferromagnetic resonance
(ST-FMR), with the capability to extract the spin pre-
cession phase driven by the SOTs. We show that the
spin Hall angle of heavy metals can be directly extracted
from the measured optical phase of spin dynamics, in-
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2FIG. 1. (a) Illustration of the microwave excitations and optical measurements of spin-torque FMR using our combined electrical
and optical technique. (b-c) Optical and electrical signals of spin-torque FMR spectra for Pt(6 nm)/Py(6 nm) bilayer devices
from 5.6 GHz to 7.4 GHz. (d-e) Extracted optical and electrical phases, φO and φE , from Eq. (1).
dependently from the electrically-detected ST-FMR. Us-
ing this method and as a demonstration, we measure
the spin Hall angle for Pt, ∼ 0.052±0.009, and Ta, ∼
-0.034±0.021. These values are also in agreement with
the concurrent and independent electrical measurements.
Furthermore, the optically measured phase is insensitive
to the ST-FMR device configuration, and thus provides
a robust characterization of the heavy metal generating
the SOT. Moreover, we show that such optical technique
allows us to gain spatial resolution of the amplitude and
phase of the spin dynamics in microstructured devices.
RESULTS AND DISCUSSIONS
Phase evolution of magnetization dynamics. We
fabricate ST-FMR devices on Si/SiO2 substrates by mag-
netron sputtering and optical lithography. The devices
consist of nonmagnetic metal (NM = Pt, Ta, and Cu)
/ Ni80Fe20 (Permalloy, Py) bilayers, with the Py layer
(6 nm) on top for optical access. The dimension of the
bilayer is 100 µm × 400 µm, and the thicknesses for the
NM layers are Cu (10 nm), Pt (6 nm), and Ta (6 nm). As
references, we also prepared devices of Pt/SiO2/Py and
Ta/SiO2/Py trilayers, with a thin SiO2 (1.5 nm) spacer in
order to suppress the interfacial transmission of the spin
current [40]. The thin SiO2 layer also does not alter the
current flow pattern significantly. The simultaneous elec-
trical and optical detection of the ST-FMR is schemat-
ically shown in Fig. 1(a). From a microwave splitter,
path 1 is used to continuously drive the magnetization
dynamics; path 2 is used to modulate the laser for stro-
boscopic measurements. To reduce the white noise and
also enable heterodyne detection, a low-frequency signal
of fmix = 100 kHz is mixed to path 1 and a Kerr sig-
nal VO at the same frequency is detected in path 2 by
a lock-in amplifier [39]. At the same time, the electri-
cal rectification signal VE is also recorded in path 1 by a
dc nanovoltmeter. The detailed measurement setup and
components are summarized in the Supplemental Mate-
rial.
Figs. 1(b-c) compare the simultaneously measured VO
and VE at different microwave frequencies ω, for a Pt/Py
device. For both cases, the lineshapes can be fitted to a
complex Lorentzian function:
VE,O = Re
[
AE,Oe
iφE,O
(HB −Hres) + i∆H1/2/2
]
, (1)
where HB is the DC biasing field, Hres is the resonance
field, ∆H1/2 is the full-width-half-maximum linewidth,
and A is the amplitude. The extracted phase φ, which
contains the information of the magnetization precession
phase, mixes the real and imaginary parts of the denom-
inator, which corresponds to asymmetric and symmetric
Lorentzian lineshapes, respectively [23, 24].
The extracted phase from optical (φO) and electrical
3(φE) signals differ significantly, which are shown in Figs.
1(d-e). Because VO is rectified from an independent laser
path, φO is a direct reflection of the precession phase of
Py, whereas φE represents the phase difference between
the local microwave current and magnetization motion
with the phase of the current dependent on the electrical
path. For φO, its frequency dependence is caused by the
light path difference ∆L between path 1 & 2, following
φO = φO(0) + ω∆L/c. From the slope in Fig. 1(d) we
calculated ∆L ∼ 30 cm. For φE in a conventional ST-
FMR analysis [24], it represents the spin Hall angle of
Pt.
Additional phase control with a delay line. The
precession phase of Py can be tuned not only by changing
the driving frequency, but also by changing the length of
the delay line. In Fig. 2, we introduce a phase shifter
to the electrical path, which allows very fine tuning of
the delay path length. The fine tuning range η is from
zero to pi/3 GHz−1 which is equivalent to 5 centimeters
of delay line. The extracted φO are plotted in Fig. 2
for different η and ω. Here, we restrict φO of ω/2pi = 4
GHz between −pi and pi and add offsets to all measured
φO so that it is continuous, allowing a grand linear fit.
By linearly extrapolating φO-η for different ω, all fre-
quencies cross each other at the same point, which cor-
responds to a zero length difference between the optical
and electrical paths. From this set of data we also con-
firm ∆L = 28.2 cm, which agrees with the value from the
frequency-dependent phase variation.
Spatial resolution of the precession amplitude
and phase. In microstructured spin-torque devices, the
uniformity and coherence of spin dynamics has been a
long-standing issue, where the central, uniform mode are
often undermined by the localized solitons and standing
spin wave edge modes [41, 42]. To verify the uniformity
of spin precession in our ST-FMR devices, we measure
the optical signals at selective, representative positions
FIG. 2. Left: introduction of the phase shifter to the electrical
path. Right: evolution of φO measured on Pt(6 nm)/Py(6
nm) device at different phase tuning ranges η and frequencies
ω. Dashed lines are linear fits to the data.
FIG. 3. (a) Lineshapes of optical signals of Pt(6 nm)/Py(6
nm) device at difference locations. (b) Illustration of the
spatial MOKE detection, with the extracted amplitudes and
phases shown in color diagrams.
of the device for ω/2pi = 4 GHz. Their lineshapes, ex-
tracted amplitudes A and phases φO are compared in
Fig. 3. Across the 400 µm device bar the value of φO
stays almost constant within a maximal variation of 0.2
rad. This is in consistent with the negligible phase delay
of the microwave along the device, calculated to be ∼
0.04 rad, so that the whole device is considered driven
uniformly at the same microwave phase. We also note
that the present spatial resolution is limited only by the
spherical lens used in this experiment, and it should not
reflect the general technical limit of this method. Higher
spatial resolution and raster scanning capabilities should
be generally possible if one uses a microscopy objective
lens and a scanning lens.
Simultaneous electrical and optical detection.
Next, we examine and analyze the optical signals in
parallel with the electrical counterparts. Figs. 4(a-b)
show the extracted Hres and ∆H1/2 for Cu/Py, Pt/Py,
Pt/SiO2/Py and Pt/Cu/Py devices. The good agree-
ment between electrical (crosses) and optical (circles)
measurements indicates high reliability and reproducibil-
ity of the optical measurements for probing local magne-
tization dynamics, Fig. 4(a). Only slightly added noise
level is observed in the optical data for ∆H1/2, which
can be likely improved further by using a high-end pho-
todetector. In such a series of samples, the linewidth
differences reflect the different spin pumping with Pt
and the shunting effect with Cu interlayer, Fig. 4(b).
The linewidth evolution (from large to small) follows:
Pt/Py > Pt/Cu/Py > Pt/SiO2/Py > Cu/Py. In Fig.
4(a), the solid curves are the fits to the Kittel equation
ω2/γ2 = µ20(Hres +Hk)(Hres +Hk +Meff ), and in Fig.
4(b), the Gilbert-type linewidth is fitted with µ0∆H1/2 =
4FIG. 4. (a-b) Extracted Hres and ∆H1/2 values and the corresponding curve fittings of both electrical (crosses) and optical
(dots) signals for the single- and dual-bar devices. (c-d) Extracted φO for (c) Pt(6 nm)/Py(6 nm) and (d) Cu(10 nm)/Py(6
nm) devices from the two single-bar samples and the two dual-bar samples. Solid curves are guides to the eye.
µ0∆H0 + 2αω/γ, where γ = 2pi(geff/2) · 28 GHz/T and
geff is taken as 2.06, Meff is the effective magnetization,
Hk is the anisotropy field, α is the Gilbert damping and
∆H0 is the inhomogeneous linewidth. From the fitting,
we find the effective magnetization, µ0Meff = 0.60, 0.59
and 0.56 T for Cu/Py, Pt/Py and Ta/Py, respectively,
and the fitting results of α and spin mixing conductance
g↑↓ [43] are shown in Table I.
We highlight the advantage of the spatial selectivity in
the optical measurements by fabricating and measuring
additional, dual-bar devices as shown in Fig. 4. In such
dual-bar structures, one device consists of two identical
Pt/Py stripes and the other consists of one Pt/Py and
one Cu/Py stripe. Their phases are compared with the
two individual Pt/Py and Cu/Py devices. In Fig. 4(c)
and (d), the extracted φO for the total six stripes are plot-
ted. We found that the phases are in good agreement for
all four Pt/Py stripes, Fig. 4(c), as well as for both two
Cu/Py stripes, Fig. 4(d). Such information cannot be
achieved by electrical detections, where the signal would
only come from the averaged rectification voltage from
the two tripes. Our results also show the repeatability
and low systematic errors for determining the precession
phase for difference devices, which is crucial for elucidat-
ing the spin-torque induced precession phase variation
in the following section. We also find a large phase off-
set between Pt/Py and Cu/Py. This is mainly due to
the surface/interface reflectivity, which will be discussed
later.
Spin-torque effects on the precession phase and
determination of the spin Hall angle. We now shift
our focus to the key results of this work, which is the
demonstration of the spin-torque manipulation on the
spin precession phase. We first note our observations of
a finite, offset phase caused by the different NM under-
layers for Py. In the most ideal scenario, the probing
laser beam should reflect just from the Py surface, and
should not penetrate across the NM / Py interface. How-
ever, in reality, the laser penetration depth is estimated
∼ 10 nm, exceeding the top Py thickness (6 nm) for all
samples. Therefore, the different materials under the Py
layer introduce a nontrivial, relative phase offset, which
is solely due to the magneto-optics, and is irrelevant to
the spin-torque effects. Such an offset phase is robust for
the different NM underlayer materials and is negligible
for SiO2 interlayers (1.5 nm). We compare the magneto-
optics induced phase shifts between different samples in
Fig. 5(a). For example, large ∆φO close to pi is ob-
served when the Cu layer (in Cu/Py) is replaced by Pt
(in Pt/Py) or Ta (in Ta/Pt). However, since the laser
5FIG. 5. (a) Comparison of the optical phase offset for different reflection interfaces (triangles). The shaded areas represent
the mean values and errorbars of the measurement data. (b) ∆φO induced by Pt (blue) and Ta (cyan). The inset shows the
relation of the additional, spin-torque induced precession phases with respect to the hrf . (c) Comparison of the ∆φO and ∆φE
in the Pt series of samples.
R R(+SiO2) α α(+SiO2) g
↑↓ ∆φO θSH
(Ω) (Ω) (nm−2) (rad)
Cu/Py 26.9 - 0.0064 - - - -
Pt/Py 102.6 174.8 0.0105 0.0071 10.7 0.22± 0.04 0.052± 0.009
Ta/Py 316.9 177.0 0.0082 0.0068 4.4 −0.15± 0.09 −0.034±0.021
TABLE I. Summary of the device resistance, Gilbert damping, spin-mixing conductance, electrical and optical phases, and the
spin Hall angles.
penetration is ∼ 10 nm, having Pt underneath the 10-nm
Cu layer in the trilayer structures (substrate/Pt/Cu/Py)
cause negligible phase offset. Physically, such phase offset
due to magneto-optics can be attributed to the variation
of refraction index in Cu, Pt and Ta [30, 44, 45].
The extraction of spin-torque phases are achieved
by comparing the Pt(Ta)/Py with Pt(Ta)/SiO2/Py, as
shown in Fig. 5(b), where the differences in the opti-
cal phase, ∆φO, should be caused solely by spin-orbit
torques from Pt(Ta). We found a ”+” optical phase,
∆φO = 0.22± 0.04 rad, induced by Pt, and a ”-” optical
phase, ∆φO = −0.15 ± 0.09 rad, induced by Ta, respec-
tively. In particular, the +(-) phase induced by Pt(Ta)
indicates a phase-lag(advance) of the magnetization vec-
tor caused by the corresponding anti-damping torques,
shown by the inset of Fig. 5(b). Therefore, our result
provides a direct and sensitive access to the spin-torque
effects on the spin precession motion, free from any elec-
trical parasitic effects. Further, such phase values are in
good agreement with the reversed orientation of the anti-
damping torques and thus the opposite spin Hall angles
of Pt and Ta, obtained previously using electrical means
[23, 46–48].
The obtained spin-torque phases also allow a direct
extraction of the spin Hall angle of the NMs. To gain a
more quantitative interpretation, we show that the per-
pendicular magnetization, my, can be derived from the
Landau-Lifshitz-Gilbert equation, as:
m˜y ∼ iωh˜rf + ωH(ΛθSH)j˜rf
(HB −Hres) + iαω/γ (2)
where ωH = γµ0HB , h˜rf = j˜rfdNM/2 is the microwave
field acting on the magnetization, j˜rf and dNM are the
current density and thickness of the NM layer, respec-
tively. For the spin-torque-related components, θSH is
the spin Hall angle, and the spin-charge conversion coef-
ficient, Λ = h¯/2eµ0MstPy, shows the effective field for a
given spin current [49], with tPy denoting the thickness
of Py. Here, we note that the Eq. (2) is also the physical
representation of Eq. (1).
As shown by the inset of Fig. 5(b), the iωh˜rf and
ωH(ΛθSH)j˜rf represent the Oersted field and the anti-
damping torque induced by the spin Hall effect, respec-
tively. The phase shift can be expressed as [24, 50]:
tan ∆φ =
ωH(ΛθSH)j˜rf
ωh˜rf
=
ωH
ω
2ΛθSH
dNM
(3)
where at the resonance condition, ωH/ω =
1/
√
1 +Meff/Hres. The calculated values of θSH
for Pt and Ta are listed in Table I.
Finally, we also compare the optical data with the
simultaneously measured electrical ST-FMR data. As
shown in Fig. 5(c), ∆φE taken by subtracting the phases
from Pt/Py and Pt/SiO2/Py (blue crosses) closely match
6the previously discussed ∆φO (blue dots). Their coinci-
dence shows the robustness and accuracy of our optical
and electrical phase detection, and also confirms that the
previously discussed optical phase shift, ∆φO, is purely
spin-torque driven. In addition, the ∆φE taken from sub-
tracting the phases from Cu/Py and Pt/Py (red crosses)
confirms that both Cu/Py and Pt/SiO2/Py have zero
spin-torque effect on Py. Lastly, when the Pt is separated
from Py by a relatively thick Cu layer (10 nm), both
the electrical and optical phase shifts are quite small,
yielding ∆φE = −0.02 ± 0.03 rad (green crosses) and
∆φO = 0.05 ± 0.07 rad (green circles), due to primarily
the electrical shunting effects, which only contributes to a
large Oersted field to the Py spin dynamics, and reduces
the current through Pt and therefore the concomitant
spin-orbit torques.
CONCLUSION
The unique advantages of the stroboscopic MOKE de-
tection allow for a direct, sensitive measure of the spin
precession phase and other spintronic parameters in-
duced by local spin-orbit torques in ST-FMR devices.
Our combinatorial technique will be useful for future
characterizations of spin-torque oscillators, magnonic cir-
cuits, and tunnelling junctions, where measuring the dy-
namics of individual nanomagnets are needed [10, 35, 37,
41, 42, 51–54].
In addition, it is useful in the scenarios when electri-
cal detection becomes technically challenging, such as for
magnetic insulators where direct electrical modulation is
unavailable [55–57], and in particular, when studying the
spin-swapping, anomalous-Hall, and planar-Hall torques
discovered recently in pure ferromagnets [58–61]. The
stroboscopic method will also be in complementary to
Brillouin light scattering [62] which measures inelastic
light scattering by magnon-phonon, and X-ray magnetic
circular dichroism [28, 63, 64].
For quantifying the spin Hall angles, the stroboscopic
optical detection has an advantage over the DC magneto-
optical measurements [31, 33, 34, 65]. In the static Kerr
measurements, a large DC charge current needs to be ap-
plied in order to generate pronounced DC spin torques
for tilting the magnetization, which can lead to heating-
induced nonlinear signals [32, 34]. For the stroboscopic
detection, a much smaller microwave current will suffice
with negligible heating effect. This is because the res-
onant excitation of magnetization motion is much more
efficient than in DC condition by a factor of 1/α, which
is more than 100 in the case of Py.
We also comment that the spin Hall angle θSH ob-
tained in Table 1 are the damping-like contribution from
the spin Hall effects. For Pt/Py interface, field-like
torques have also been reported due to the Rashba effect
[66–68], which will be reflected as an imaginary term of
θSH in the stroboscopic optical detection. However, be-
cause the field-like torque is usually much smaller than
the Oersted field, its influence on ∆φ is negligible, and
such a topic is out of the scope of the current work, and
worth another series of future investigations.
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9Supplemental Materials:
SIMULTANEOUS OPTICAL AND ELECTRICAL SPIN-TORQUE MAGNETOMETRY WITH
STROBOSCOPIC DETECTION OF SPIN-PRECESSION PHASE
by Yi Li, Hilal Saglam, Zhizhi Zhang, Rao Bidthanapally, Yuzan Xiong, John E. Pearson, Valentine Novosad,
Hongwei Qu, Gopalan Srinivasan, Axel Hoffmann, and Wei Zhang
1. Measurement setup:
The spin-torque ferromagnetic resonance (ST-FMR) signals are simultaneously detected electrically by spin rectifica-
tion and optically by magneto-optic Kerr effect (MOKE) which stroboscopically measures the out-of-plane component
of precessing magnetization. A heterodyne method is adopted to enable precessional phase extraction using a setup
illustrated in Fig. S1. A single microwave source (BNC-845, Berkeley-Nucleonics) was used to simultaneously modu-
late the detecting laser light (optical path), and drive the FMR of the sample (electrical path). On the optical path,
we used a 1550-nm pigtail-fiber laser (Thorlabs LPSC-1550-FC) for generating continuous-wave light with adjustable
power up to 5 mW. The laser light was modulated at the microwave source frequency using an electro-optic inten-
sity modulator (EOM, Optilab IM-1550-12-PM). For optimal laser power, we also used a laser amplifier (Thorlabs
EDFA100S) and a fiber-based polarization controller (Thorlabs FPC032) in front of the EOM. The modulated laser
light was then converted to free space and polarized before being focused onto the sample surface. The focused light
spot is set to ∼ 40 µm in this work. The electric path of the measurement is similar to the conventional ST-FMR
measurement using a bias-Tee (Mini-Circuits, ZX85-12G-S+) and a nanovoltmeter (Keithley 2182a).
FIG. S-1. Schematics of the simultaneous electrical and optical-MOKE measurements of ST-FMR. After the rf splitter, the
optical path (upper part) contains amplifier, 1550 nm infrared laser module, electro-optic modulator (EOM), polarizer, beam
splitter (BS) and focusing lens; the electrical path (lower part) contains amplifier, mixer, bias-Tee, and nanovoltmeter. (PBS
= polarizing beam splitter, Cam = camera, bal.det = balancing detector, arb. func = arbitrary waveform generator.)
For a heterodyne detection, the microwave signal along the electrical path was IQ-mixed (Pasternack PE86X9000)
with a low-frequency (100 kHz) signal provided by a waveform generator (Keysight 33621A) and a TTL-synchronized,
lock-in amplifier (Stanford Research SR830). The voltage amplitude, offset, and phase for the respective ”I” and ”Q”
channels were optimized to ensure the power of the upper side-band of the microwave signal (which was subsequently
used for FMR excitation) far exceeds those of the central and lower side-band (>20 dB). In this experiment, we used
430 mVpp outputs from the waveform generator and the lock-in, and a 98◦ phase difference between the ”I” and
”Q” for optimal side-band performance, monitored simultaneously by a real-time spectrum analyzer (RTSA-7550,
Berkeley-Nucleonics) and a 6-GHz digital oscilloscope (Keysight DSOX6002A).
The resultant, out-of-plane, dynamical Kerr response of the sample was then probed by the modulated light,
sent into a balancing detector (Thorlabs PDB210C) after polarization splitting (Thorlabs PBS254), and analyzed
by another lock-in amplifer (Stanford Research SR830). A series of rf amplifiers (Mini-circuits, ZX60-8008E-S+,
ZX60-14012L-S+) and programmable attenuators (RUDAT-13G-60) were also used for signal strength adjustments
as needed. The device synchronization and software control were conveniently achieved by customized modules and
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central programming interfaces developed by THATec Innovation GmbH.
2. Spin-torque driven ferromagnetic resonance formalism:
y
x
z
m
Py
HM j
rf
σ
H
B
h
rf
FIG. S-2. Vector diagram of magnetization, field and torques.
The magnetization dynamics can be described by the Landau-Lifshitz-Gilbert equation:
dm
dt
= −γµ0m×Heff + Λm× σ ×m + αm× dm
dt
(S-1)
where Heff = HB + hrf − µ0Msmz is the total effective field, hrf = (1/2)jrfdNM × yˆ, σ = θSHjrf × yˆ. Here jrf
denotes the microwave current density flowing through the bottom HM layer, and σ denotes the polarization of the
spin current injected from HM into Py layer.
With the coordinate defined in Fig. S-2, we can rewrite Eq. (S-1) in the matrix form:
d
dt
(
my
mz
)
= −γµ0HB
(
mz
−my
)
+ γµ0Ms
(−mz
0
)
+ γµ0
jrf
2
(
ΛθSH
dNM
)
+ α
d
dt
(−mz
my
)
(S-2)
If we take dmy/dt = iωmy, dmz/dt = iωmz and assuming α 1, from Eq. (S-2) we can obtain:
my = γµ0
jrf
2
ΛθSHiω − (ωH + ωM )dNM
ωH(ωH + ωM )− ω2 + iαω(2ωH + ωM ) (S-3a)
mz = γµ0
jrf
2
iωdNM + ΛθSHωH
ωH(ωH + ωM )− ω2 + iαω(2ωH + ωM ) (S-3b)
where ωM = γµ0Ms, ωH = γµ0HB . Near FMR, we have the Kittel equation ω
2 = ωH(ωH +ωM ) and Eq. (S-3a) can
be approximated as:
my ≈ iγµ0 jrf
2
· (ωH + ωM )
(2ωH + ωM )ω
· iωdNM + ωH(ΛθSH)
(HB −Hres) + iαω/γ (S-4)
Eq. (S-4) recovers Eq. (2) in the main text.
3. VO and VE:
As shown in Ref. [39], the optical signal VO is proportional to the product of the polar magnetization (my) and
the laser intensity I. The laser intensity is modulated at the microwave frequency ω as I˜ = I0(1 + e
i(ωt+φL))/2 where
φL comes from the phase accumulation from the optical path and is a constant throughout the measurements. The
polar magnetization can be similarly expressed in a complex way as m˜y = m
0
ye
i(ωt+φM ) where φM is the precessional
phase of the magnetization that we are interesed in. Thus we have:
VO ∼ Re
[
I˜ · m˜∗y
]
∼ Re[e−i(φM−φL)] (S-5)
The electrical signal VE mainly comes from the anisotropic magnetoresistance (RA) modulated by the microwave
current j˜Frf = j
F
rfe
iφFj flowing through the ferromagnet. RA, which comes from varying mz, can be treated as
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proportional to my with an additional constant phase of pi/2.
VE ∼ Re
[
j˜Frf · m˜∗y
] ∼ Re[e−i(φM−φFj )] (S-6)
For both cases, when the biasing field goes from below to above resonance, an additional phase shift of −pi is added
to φM , which is reflected from the denominator in Eq. (S-4).
The main difference from Eq. (S-5) is that φFj may not be a constant in the microwave circuit, such as in the
two-bar configuration (Fig. 4) or in a complex multilayer structure. In addition, shunting effect from more conductive
layers such as in Pt/Cu/Py (Fig. 5c) may significantly reduce the sensitivity of j˜Frf .
4. Modulation harmonics and the lock-in X and Y :
We confirm the negligible role of the IQ-mixing induced harmonics in the FMR excitation and the optical detection.
The low-frequency modulation (ωIF /2pi = 100 kHz) induced from the IQ-mixing process introduces harmonic side-
bands, which are shown in Fig.S-3. For our heterodyne measurement, we excite FMR by using the upper sideband,
i.e. ω + ωIF . This is achieved by fine-tuning the I and Q parameters (amplitude, offset, and phase) in the arbitrary
function generator, see inset Fig. S-3(a).
As an example, Fig. S-3(a) shows the harmonics measured at ω/2pi = 5 GHz by using a real-time spectrum
analyzer. A clear dominance of the upper sideband ω + ωIF is achieved, more than 20 dB stronger than the other
harmonic signals, such as the central-band, ω, and lower-band, ω - ωIF . Other higher-order harmonics are even
weaker. Nevertheless, we still examine any possible effects that could be induced by these harmonic signals. We
compare the extracted phases from the optical detection lock-in channels X and Y (Figs. S-3, b-c). The two phases
are accurately separated by pi/2 as shown in Fig. S-3(d), which confirms the dominance of the single, upper-sideband
excitation for the heterodyne measurements.
channel X channel Y
channel X
channel Y + pi/2
ω
ω+ω
IF
ω+2ω
IF
ω-2ω
IF
ω-ω
IF
(a)
(b) (c)
(d)
V
O
V
O
5.6 GHz
7.4 GHz
FIG. S-3. (a) Optimized microwave-power spectra after the IQ-mixing for ω/2pi = 5 GHz and ωIF /2pi = 100 kHz, achieved
by the appropriate I and Q parameters described in Section 1 and also simultaneously monitored from an oscilloscope (inset).
(b-c) Optical signals from channel X and Y measured by a lock-in amplifier. (d) Extracted phase φO from (b) and (c).
5. Simulation of the 1-bar and 2-bar devices:
In order to examine the microwave field distribution and to check whether there is any local phase variation of
the RF field induced by the electrical circuit, we have also conducted electromagnetic simulations using the 3D
Electromagnetic Field High Frequency Structure Simulator (HFSS). Fig. S-4(a) shows the simulated geometry which
corresponds to our experimental materials and devices. The shorted coplanar waveguide and the center sample stripe
are placed on a 300-nm SiO2 (r = 4) on a 500-µm Si (r = 11.9) substrate. The resistivity of the CPW sheet is 2000
S/m, and the resistance of the Cu/Py and Pt/Py bars are set to be 26.9 Ω and 102.6 Ω, respectively. Fig. S-4(b)
shows the RF surface current density (Jsurf ) of a single Pt/Py bar device. Strong density of Jsurf are symmetrically
distributed at the device bar, which provides the driving microwave field for the magnetization dynamics. Fig. S-4(c)
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shows the RF surface current density (Jsurf ) for two parallel Pt/Py bars. The Jsurf distributions on the two bars are
the same in terms of both intensities and phases (see animation). Fig. S-4(d) shows the RF surface current density
(Jsurf ) for one Pt/Py and one Cu/Py bars which have very different resistance (Cu/Py on the right and Pt/Py on the
left). Despite the large impedance variation along the two bars and asymmetric distributions of the Jsurf , negligible
phase lags are found throughout the microwave circuits, which means there is no additional phase offset from the
circuit geometry in our experimental studies.
(a)
(b)
(c)
(d)
FIG. S-4. HFSS simulations. See the text for details.
