Machine learning approaches hold great potential for the automated detection of lung nodules in chest radiographs, but training the algorithms requires vary large amounts of manually annotated images, which are difficult to obtain. Weak labels indicating whether a radiograph is likely to contain pulmonary nodules are typically easier to obtain at scale by parsing historical free-text radiological reports associated to the radiographs. Using a repositotory of over 700,000 chest radiographs, in this study we demonstrate that promising nodule detection performance can be achieved using weak labels through convolutional neural networks for radiograph classification. We propose two network architectures for the classification of images likely to contain pulmonary nodules using both weak labels and manually-delineated bounding boxes, when these are available. Annotated nodules are used at training time to deliver a visual attention mechanism informing the model about its localisation performance. The first architecture extracts saliency maps from high-level convolutional layers and compares the estimated position of a nodule against the ground truth, when this is available. A corresponding localisation error is then back-propagated along with the softmax classification error. The second approach consists of a recurrent attention model that learns to observe a short sequence of smaller image portions through reinforcement learning. When a nodule annotation is available at training time, the reward function is modified accordingly so that exploring portions of the radiographs away from a nodule incurs a larger penalty. Our empirical results demonstrate the potential advantages of these architectures in comparison to competing methodologies.
Introduction
Lung cancer is the most common cancer worldwide and second most common cancer in Europe and the USA [1, 2] . It is estimated to be the leading cause of cancer death and is typically at an advanced stage at diagnosis with very low survival rate due to delay in diagnosis [3] . The chest radiograph is the most commonly performed radiological investigation because it is quick, inexpensive, and associated with low radiation doses. On a chest radiograph, a nodule is a rounded opacity less than 3cm, which can be well-or poorly-defined. A pulmonary mass is similar, but larger than 3cm and usually more conspicuous [4] . Detecting pulmonary lesions on plain film is challenging because, despite high spatial resolution, there is limited contrast resolution. The planar nature means that the heart, diaphragm, and mediastinum obscure a large part of lungs, and patients often have several co-existing pathologies visible on each chest radiograph. Furthermore, many benign findings can mimic a nodule, e.g. opacity due to composite shadowing or skin lesions. Studies have shown that in new lung cancer diagnoses where the lesion can be seen on plain film, with hindsight the lesion was appreciable on previous studies but had been missed in 19 − 40% of cases [5, 6] .
Computer-aided detection (CAD) systems using machine learning techniques can facilitate the automated detection of lung nodules and provide a cost-effective double-reporting mechanism. The performance of these CAD systems varies substantially depending on the size and nature of the samples used to compute performance metrics. For instance, the sensitivity to detect nodules larger than 5mm ranges from 51% using a CAD system combined with a bone suppression algorithm [7] to 71% using a commercially available CAD system alone [8] . Whereas other imaging modalities for cancer detection, such as mammograms, are routinely double-read with an associated improvement in sensitivity [9] , the same is not feasible with chest X-rays due to a lack of resources. Hence it is hoped that machine-learning systems may provide a cost-effective alternative to double-reporting, assisting radiologists by improving their sensitivity of lung cancer detection. In order to be trained, these systems typically require a large number of images with the nodules manually annotated. These are expensive and time-consuming to obtain.
In recent years, widespread adoption of digital archiving and reporting systems such as PACS (Picture Archiving and Communication System) and RIS (Radiology Information System) in hospitals has facilitated access to large amounts of historical studies that can be used to train machine learning systems [10, 11] . Access to these large-scale clinical datasets has started to enable the joint modelling of images and radiological reports for diagnostic purposes [12] [13] [14] . The automated detection of pulmonary nodules is a challenging task because the nodules can be very small and with ill-defined margins. Typically, in natural images this problem is framed as one of automated object detection, for which state-of-art results are currently obtained by deep convolutional neural networks (DCNN). The large majority of these methods use regression models to predict the coordinates of bounding boxes that are likely to contain the object of interest [15, 16] or, alternatively, make use of sliding windows [17, 18] . All approaches capitalize on the excellent representation learning capability provided by DCNNs. Most documented studies rely on large and annotated datasets of natural images [19, 20] where the objects to be detected are typically well-defined and sufficiently large compared to the entire image. In medical imaging, manual annotation is a daunting task that does not scale well with the size of currently available historical datasets. Moreover, a nodule typically covers only a tiny fraction of a chest radiograph and can be obscured by ribs, structures below the diaphragm, the heart and mediastinum, thus making the detection task significantly more challenging. Moreover,can be a wide range of other abnormalities on each X-ray.
In this study we cast the nodule detection task as an image classification task. The objective is to detect all chest radiographs with appearances indicating the presence of pulmonary nodule while keeping the number of images with no nodules -but potentially other abnormalities -to a manageble level. Our first hypothesis is that an image classifier based on deep convolutional networks can be trained to accomplish this task using only weak, and possibly noisy, image labels. A moderate proportion of labels extracted from historical radiological reports are expected to be noisy due to both human errors, which have been estimated to be at least 3-5% [21] , and interreader variability [22, 23] . When automated label extraction methods are used, such as natural language processing algorithms, the noise level is expected to be even higher due to errors in interpreting the radiological language. Several recent studies using natural images have shown that DCNNs for image classification are sufficiently robust against noisy labels [24, 25] . These findings provide some reassurance that, as far as the large majority of radiological labels are accurate, a DCNN should be able to learn from those, provided a sufficiently large data repository.
In order to address our hypothesis, we collected over 5, 000 historical chest radiographs from two large teaching hospitals in London (UK), Guy's and St. Thomas', having more than 2.4 million patient encounters per year [26] . A natural language processing (NLP) system was developed to parse all free-text radiological reports and was used to identify over 20, 000 exams containing a mention of pulmonary nodules or masses. Ideally, a training dataset should contain a large number of manually annotated nodules for which either their countours or bounding boxes indicating their exact location within the image have been obtained. However, the manual annotation process is very time consuming, and the number of annotated nodules is often substantially smaller than the total number of available exams.
Our second hypothesis is that further classification improvements can be obtained by augmenting the image labels with a nodule's bounding box, whenever this information can be obtained, even for a small subset of exams. To investigate this hypothesis, approximately 10% of the radiographs in our dataset identified as presenting at least a nodule was randomly selected and subsequently inspected by a radiologist who manually delineated the bounding boxes. This annotation process resulted in over 5, 000 pulmonary nodules being precisely highlighted on the images. Our rationale is that, when the position of a nodule is known during training, it can be exploited to provide the network additional visual feedback on the quality of the features learned by the convolutional filters. We present two different learning strategies that leverage both weak labels and nodule annotations. These strategies introduce attention mechanisms within the classifier in an attempt to learn improved imaging representations.
The idea of attention in deep neural networks is inspired by the human visual attention system. Spatial attention allows humans to selectively process visual information through prioritization of an area within the visual field [27] and significantly improve both recognition and detection performance, especially in images with cluttered background [28] . Following the same principle, neural networks can be trained to focus on specific portions of an input signal that appear to be more strongly related to the task at hand. Our first approach uses a soft attention mechanism. A convolutional network is used to learn imaging features that minimise the classification error and saliency maps are inferred in a weakly-supervised fashion as part of the training process. A saliency map highlights parts of an image that are likely to be associated to the class being predicted by the network. Several such methodologies have recently been proposed in the literature and have been proved to generate sufficiently accurate maps [29] [30] [31] [32] [33] [34] . We propose a hybrid learning approach using a loss function that, in addition to penalising the classification error, also penalises a discrepancy measure between the network's implied position of a nodule, represented by the saliency map extracted during training, and the real position of the nodule, when this is known. A large loss indicates that the network's current representation does not accurately describe a nodule's visual patterns, and provides an additional mechanism for self-improvement through back-propagation. The resulting architecture, a convolutional neural network with attention feedback (CONAF), ensures that the image representation learned by the network optimises both the classification and localisation performance.
Our second approach implements a hard attention mechanism, in which each radiograph is processed in a finite number of consecutive steps. In contrast to the previous method, at each step, only at a portion of the image is used as input. Here we present an extention of a reinforcement learning approach, the Recurrent Attention Model (RAM) [35] [36] [37] [38] . At every time step, the algorithm samples the next location to attend from a probability distribution which is calculated based on the information acquired by the model in all previous steps. All the information cumulated through a random path across the image is eventually used to classify the image. The classification score is used as a reward signal to update the probability distribution controlling the sequence of image locations that should be visited so that more attention is eventually given to relevant parts of the images, such as the lungs. Our proposed architecture, RAMAF (Recurrent Attention Model with Attention Feedback), assigns higher rewards every time a path visited by the algorithm at training time overlaps with the correct location of a nodule, when this is available. This reward strategy forces the model to review the image regions that are likely to contain nodules areas at a higher speed, resulting is faster convergence rate and increased classification performance.
The article is structured as follows. In Section 2, we introduce the dataset used in our experiments and explain how the chest radiographs have been automatically labelled using a natural language processing system. The CONAF and RAMAF algorithms are presented in Section 3.1 and 3.2, respectively. Their performance has been assessed and compared to a number of alternative architectures that use either weak labels or annotated images. In Section 4, we describe our experimental results, which indicate that leveraging a relatively small portion of manually annotated nodules, in additional to a large sample of weakly-annotated training examples, can drastically enhance the nodule detection performance.
A repository of chest radiographs
For this study we obtained a dataset consisting of 745, 479 chest x-rays exams collected from the historical archives of Guy's and St. Thomas NHS Foundation Trust in London during the period from January 2005 to March 2016. For each exam, the free-text radiologist report was extracted from the RIS. From a subset of 634, 781 exams, we also extracted the corresponding radiographs, in the form of DICOM files, from the PACS. All sensitive information such as patient's name, date of birth, and address was removed from the DICOM headers and reports. An ethics committee waiver of consent was granted for the study. Each image was scaled to a standard size of 448 × 448 to keep the computational requirements to a sustainable level, but otherwise no other preprocessing was carried out.
The radiological reports were used to determinate whether a chest radiograph was deemed to contain evidence of suspected lung lesions and then a label was generated for the image. For this study, we used three mutually exclusive labels: (a) normal, i.e. exams presenting no radiological abnormalities; (b) nodules, i.e. exams reported as presenting at least one nodule (or mass/lesion); (c) others, i.e. exams that are not normal, but do not contain a pulmonary nodule or mass. Parenchymal lesions represent a broad spectrum of disease. The most common appearances are that of a small, rounded opacity within the lung parenchyma. However on x-ray, lung lesions can be solid, semi-solid or groundglass, can be well-or ill-defined, single or multiple, and can occur anywhere in the lung parenchyma, meaning on x-ray they can be projected behind ribs, mediastinum, diaphragm, or heart. According to accepted nomenclature, a nodule is < 3cm; a mass is ≥ 3cm, although for this study we have used the term nodule to represent both. The labelling task was automated by using an extension of an NLP system originally developed for the detection of clinical findings from radiological reports [10] . An overview of the NLP system along with validation study results can be found in the Supplementary Material. All paediatric exams (age less than 16 years) were removed from the dataset resulting in a total of 430, 067 exams for which both labels and images were available. The NLP system identified 101, 766 normal exams, 23, 132 exams containing at least a nodule and 305, 169 exams having other radiological abnormalities but not nodules. Amongst all the 23, 132 examples containing at least one lung lesion, 1, 796 were manually annotated by an experienced radiologist. A bounding box was drawn around each suspected location within each image. Examples of manually annotated nodules can be seen in Fig. 1 . The size of a nodule was measured by taking the longest side of the bounding box in millimeters and therefore provides an upper bound of the real nodule's size. Fig. S2 shows the distribution of the nodule sizes. It can be noticed that the majority of the nodules are smaller than 50 millimeters, many are between 50 and 150 millimeters, and finally a tiny proportion of lung masses are greater than 150 millimeters.
Proposed architectures 3.1 Convolution networks with attention feedback
In this section we propose an image classifier based on deep convolutional neural networks. Our aim is to detect chest radiographs that are likely to contain one or more nodules. Although the localisation of the nodules within an image is not our primary interest, this information can be extracted from a trained network. A number of methodologies have been proposed for inferring saliency maps from feature maps learned by the convolutional network, without the need to provide the network with annotated images. Our proposed architecture exploits these saliency maps to introduce a soft attention mechanism. For radiographs containing the annotations, the saliency maps can be compared against the ground truth to derive a localisation error. Although this additional error term is only valued for a subset of training images, it provides some feedback about the most likely inferred position of a nodule at any given time during the training process.
All the available radiographs are collected in a set denoted as X (w) = {x i ∈ R 448×448 ; i = 1, . . . , N W } with corresponding labels collected in Y (w) = {y i ∈ {0, 1, 2}; i = 1, . . . , N W }. In our dataset, N W = 430, 067. A label y i = 0 indicates that the exam has been reported as normal (i.e. there are no radiological abnormalities) whereas y i = 1 indicates the presence of one or more Our proposed architecture is presented in Fig. 3 . It relies upon three building blocks: a convolutional neural network for feature extraction and two separate components used for classification and localisation. The feature extraction component used here is similar to a VGG13 [39] as this architecture has been found to be reliable in the literature as well as in our studies. The feature extraction block takes x i as input and consists of a sequence of convolutional layers and maxpooling layers. The last layer contains a high-level feature representation of the image and is used as input for both the classification and localisation components.
After performing a global max pooling operation, the classification branch consists of two layers of 1 × 1 convolutions inferring the probability that the input image is assigned to a class. Two different binary classification scenarios were considered: nodule vs. normal and nodule vs. others. The input to this branch consists of all images in X (w) . All the shared weights for feature extraction and the weights which are specific to the classification branch are collected in a parameter vector θ θ θ c , which is optimised by minimising the binary cross-entropy loss,
whereŷ i is the predicted class. Furthermore, the images in X (b) contribute towards a second loss, which is computed by the localisaton component. This consists of a series of three layers performing 1 × 1 convolutions. The output is then passed through a sigmoid function to produce a scoremap φ(x i ) ∈ [0, 1] 28×28 used to infer the position of nodules within the image. Values away from zero and closer to one indicate that the corresponding pixels are likely to contain a nodule.
Our rationale consists of comparing a scoremap φ(x i ) with the associated ground-truth binary mask, b i in order to quantify the current localization error. An adjustment step is required at this stage since the manually delineated masks are rectangular or squared in shape whilst the true nodules are generally round-shaped. Since all manually annotated nodules are typically centered in the middle of the bounding box, we apply a Gaussian smoothing operator to trace an elliptical area of high probability in the middle of the box, Step : t
Step : where r 1 and r 2 are the length and width, respectively, of the bounding box and σ controls the size of the nodule within the box. We then resize the original mask to obtain z i ∈ [0, 1] 28×28 , which is now directly comparable to φ(x i ). A pixel-wise mean-square loss is then computed as
is a rescaled normalized scoremap. The proposed scaling ensures that the prediction is invariant to the overall nodule's size. The final localisation loss is defined as
where θ θ θ l denotes all the network's weights and the sum is over all images containing a bounding box. Given that lung lesions cover only a small part of the image, we expect only a minority of pixels to contribute to the above error. The loss term above places more importance to high-value pixels by diving each e i by α − z i , where α is a constant set to 1.1 (see also [40] ). The overall network architecture in Fig. 4 is then trained end-to-end as to minimise a linear combination H(θ θ θ) of classification and localization losses, i.e.
where λ 1 and λ 2 are positive scalars controlling the trade-off between the two errors. Further implementation details are provided in Section 4.
Recurrent attention model with annotation feedback
In this section we propose an extension of the original RAM model [35] , which we call Recurrent Attention Model with Annotation Feedback (RAMAF). The original RAM learns to follow an optimal path within an image whereby only specific portions of the image, or "glimpses", are sequentially processes, one at a time. Each subsequent glimpse incrementally contributes to the overall classification error. In what follows, g i,t represents the glimpse seen by the model at time step t and s i,t ∈ R 2 represents the coordinates (x i,t , y i,t ) of the pixel located at the center of the glimpse.
The overall sequence of glimpses seen by the model for an image x i is defined as S i,1:T = {s i,1 , g i,1 , s i,2 , g i,2 , . . . , s i,T , g i,T }. In our formulation, each glimpse consists of two image patches of different size sharing the same central location s t , each one capturing a different context around the same region. The largest patch is scaled down to match the size of the smallest one (see Fig. 4 ). Once S i,1:T is available, a reward signal is generated depending on whether the image has been correctly classified. In RAMAF, in addition to this classification reward, an additional reward signal is introduced to take into account the number of central coordinates s i,t that lie within the coordinates of the annotated bounding boxes, for all the images in X (b) where these boxes are available. Fig. 4 provides an overview of the model. On top of the glimpse layer, an encoder is introduced to compress the information contained in the glimpse and extract a representation that is robust to noise. The encoder implemented here differs from the one used originally in [35] . In this application, we have a complex visual environment featuring high variability in both luminance and object complexity. This is due to the large variability in patient's anatomy as well as technical variability since the X-ray scans in the dataset were acquired from over 40 different X-ray devices. At this stage, each glimpse is passed through a stack of two convolutional layers followed by maxpooling operations. Each convolutional layer in the stack is pre-trained offline using convolutional auto-encoders with max-pooling [41] and then fine-tuned as part of end-to-end training for the RAMAF model. During training, each g i,t is concatenated with the location representation and passed as input to a fully connected layer, whose output is denoted as v t ∈ R 256 . The output is then passed as input to the Core RAM model, as illustrated in Fig. 4 .
The role of the Core RAM model is to summarize the information extracted from the sequence of glimpses and use this summary to decide where to attend next. In our formulation, the information summary is formed by the hidden representation h t ∈ R 256 of a recurrent neural network with long short-term memory (LSTM) units. At each time step t, the encoder's output vector v t and the previous hidden representation h t−1 ∈ R 256 of the RNN are passed as input to the current LSTM unit. The Locator (see Fig.4 ) receives the hidden representation h t from the LSTM unit and passes on to a fully connected (FC) layer, resulting in a vector o t ∈ R 2 (see Fig. 4 ). The Locator decides the position of the next glimpse by sampling s t+1 ∼ N (o t , Σ), i.e. from a normal distribution with mean o t and diagonal covariance matrix Σ. At the very first step, we initiate the algorithm at the center of the image, and always use a fixed covariance matrix, Σ.
For each x i ∈ X (b) , we use a spatial reward function that takes advantage of the bounding box annotations, i.e.
R(S
consisting of two components. First, r i = 1 if the image classification is correct, otherwise r i = 0. Second. I t = 2 if the glimpse's central pixel s t at time step t lies within the annotation bounding box, and I t = 0 otherwise (see Fig. 4 ). The latter term represents a spatial reward signal which needs to be minimised. The model is then trained to learn a policy that maximizes the conditional probability of the true label given the partial interaction with the radiographs. As in [35] , we optimize the cross entropy loss to train the network to correctly classify the radiographs. Also, we train the part of the model which proposes the observation locations using the REINFORCE algorithm. Further details are found in the Supplementary Material.
4 Experimental results
Implementation details
In this section we provide additional implementation details. For CONAF, the loss function was fully specified using λ 1 = 10 and λ 2 = 0.1 as these parameters yielded optimal performance. Training was done using back-propagation with adadelta [42] and mini-batches. Within each minibatch, images with only weak labels were selected with probability p = 0.8, otherwise images with bounding boxes were selected. This approach was followed to avoid overfitting in the localization part of the model since the number of images were significantly less compared to the images with weak labels. The σ parameter controlling the Gaussian smoothing was set to 0.25, which gives sufficient importance to values in the centre of a bounding box, which is where a nodule is likely to be located. For the RAMAF model, we used a fixed lenght of 7 glimpses, each one containing a high resolution path of 70×70 pixels and a low resolution one of size 140×140 pixels. The convolutional layers within the encoder consisted of 16 feature maps with filters of dimension 3 × 3. These were followed by max-pooling layers with a non-overlapping receptive field of dimension 2 × 2. For training, the model back-propagation through time (BPTT) [43] with an optimization algorithm called Adam [44] 
Competing architectures
Other neural network architectures were tested in comparison to our algorithms. To assess the degree of localisation performance that can be achieved using weak labels only, we used two stateof-the-art weakly-supervised methods performing both classification and localisation tasks. The first method, [31] , uses convolutional adaptation layers at the end of the feature extraction layer in order to get a scoremap for each class. The second method, [32] , uses a global average pooling layer, after the last layer of feature maps, to encourage the network to identify the complete extent of the object; it then passes the output features as inputs to a fully connected layer in order to compute the desired output. Saliency maps are obtained by projecting back the weights of fully connected layer on to the last layer of convolutional feature maps.
Furthermore, we considered two state-of-the-art fully supervised methods proposed in [18] and [45] for object detection. The algorithm proposed in [18] , also known as OverFeat, is able to perform classification, localisation and detection. The algorithm scans the image in a sliding window fashion at several scales and during training the tasks of classification and bounding box prediction are performed simultaneously. In a final stage, all predicted bounding boxes are merged according to a proposed scheme. In [45] , a CNN module is used to encode an image in high-level feature representation which is then passed as input to an LSTM module which learns to decode this representation into predicted bounding boxes.
Nodule classification performance
Comparison with state-of-the-art methods for classification and localisation were conducted in two separate experiments. In the first experiment we tested the capacity of our proposed models to differentiate between chest radiographs with normal radiological appearance (i.e. no abnormal findings) and chest radiographs with nodules (and potentially also other abnormal findings). In the second experiment we tested whether our models were able to differentiate between chest radiographs with nodules (and potentially other abnormal findings) and all other chest radiographs, including normals and those with other radiological findings (Normal+Others) (see Tables 2 and 3) . We split the dataset in training, validation and test sets and all the performance metrics reported here were calculated using the independent test set only. Table 1 provides the sample sizes. For the image classification task, we report on sensitivity, specificity, average accuracy, negative predicted value, F1 measure and precision (see Table 2 ). We observe that CONAF outperforms all others methods in terms of average accuracy, F1-measure and sensitivity while the highest precision for the detection of images with nodules (versus all others) is achieved by the method in [32] . It should be noted that, in this application, achieving the highest possible sensitivity rate is critical as the main aim is to minimise the percentage of nodules that are missed by the algorithm. The accuracy of CONAF with respect to nodule size is illustrated in Fig. S4 in Supplementary Material. As expected, the accuracy of CONAF increases linearly with nodule size. Also, it can be noticed that RAMAF achieves better performance compared to the simpler RAM model trained without bounding boxes. Both models are, in general, comparable to competing architectures in terms of overall performance. Our results also demonstrate that deep learning algorithms trained on a sufficiently large dataset are robust against a moderate level of label noise, as previously reported in the literature [24] .
Nodule localisation performance
For the estimation of the localisation performance on the test set we first used a thresholding technique to segment the localisation saliency maps φ(x i ) generated by CONAF. For each experiment we tried different threshold values ranging from 0.2 to 0.8 in increments of 0.2. All the pixels of the saliency map below the chosen threshold were filtered out and clusters with spatially contiguous pixels with values above the threshold were formed. These clusters were considered as nodule candidates and bounding boxes that cover the clusters were automatically drawn (see Fig. 5 ). Only the predicted bounding boxes with the greatest overlap (at least 25%) with the ground truth were considered as true positives and the remaining bounding boxes were considered as false positives. The number of true positive and false negative bounding boxes were used to calculate precision and sensitivity measures. Table 3 summarizes all the localization results. The table shows that, in terms of sensitivity and average overlap, CONAF achieves superior performance while OverFeat achieves the best precision. Furthermore, Fig. 5 provides two examples comparing the localisation results obtained by CONAF and [32] . Fig. 6 illustrates the relationship
Original Image
Zhou [32] CONAF RAMAF Fig. 5 : Two examples (one per row) of nodule localisation performance using different neural networks. The white boxes have been manually drawn by the radiologists. The red boxes are those found likely to contain a nodule by the architecture described in Zhou [32] and CONAF. For RAMAF, we display the trajectories followed by the algorithms before taking a classification decision: the path starts at a point indicated by a red square and ends at a point indicated by a red triangle.
between the overlap threshold and sensitivity/precision for a number of competing algorithms. No precise localization metrics can be obtained using the RAM/RAMAF. Instead, we measure the percentage of regions contained within the bounding boxes that overlap with at least one of the "glimpses" taken by these models. In our experiments, RAMAF attends 82% of the overall bounding boxes in the test set while the RAM model attends only 55%. This result indicates that RAMAF leverages the additional spatial information that is accessible for a subset of the images. Additional and noticeable advantages have also been observed in terms of convergence rate. Fig. S3 in Supplementary Material shows that RAMAF learns approximately five times faster compared to RAM.
Discussion and conclusions
This paper explores different computer vision algorithms to detect X-ray images that are likely to contain lung nodules. A number of approaches, from weakly supervised learning to fully supervised object detection, have been compared with the purpose of image classification and nodule localization. We have proposed two novel methods relying on the principle that large quantities of weakly labelled images can be combined with a small subset of manually annotated images in order to boost the classification performance.
In CONAF, a localisation loss function is derived from inferred saliency maps and is combined with a traditional classification error to improve the overall performance. It implements a supervised attention feedback mechanism since the error signal from the localization component is used to further refine the saliency maps generated from the convolutional layers in a weakly supervised way. CONAF can be interpreted as a type of feedback neural network [46] [47] [48] , recurrent neural networks that iteratively use high level features to back refine low level features and focus on the most salient image regions. Feedback neural networks without recurrent connections have been used recently for human pose estimation [49] , where a self-correcting model progressively changes the initial prediction by iteratively feeding back the error predictions. In [50] , a stacked hourglass network is proposed to introduce bottom-up, top-down inference across multiple scales. In other domains, it has also been shown that network feedbacks can improve the task of locating human face landmarks [51] .
Models implemening soft attention mechanisms typically learn by processing the entire input images using DCNNs. During learning, these models focus on certain parts of an input image that are directly associated with the demands of the task. The key idea is to learn features from a weighted average of all image locations where locations are weighted based on the saliency maps produced by the highest convolutional layers of the network. The intuition behind these approaches is that the saliency maps generated by the last convolutional layer of DCNNs trained on weakly labelled images highlight which regions of an image are important for the classification. Soft attention has recently been used for learning a direct mapping between radiological reports and the corresponding histopathology specimens [52] .
The second model proposed here, RAMAF, uses a recurrent attention model with spatial feedback reward to explore the image, building on previous work on chest radiohgraphs [38] . While CONAF outperforms other state-of-the-art methods, RAMAF provides an improvement over the original approach when annotated images are available. RAMAF is an instance of hard attention mechanisms whereby learning evolves by iteratively focusing on selectively chosen regions within an image. In early attempts to introduce hard attention, the local information extracted from images was sequentially integrated in a variety of ways, e.g. through Boltzmann machines (BM) [53, 54] and geometric means of intermediate predictions [55] . More recent proposals have focused on stochastic exploration of a sequence of image regions. The number of computational operations involved in these models is independent of the size of the input image, in contrast to soft attention models whose computational complexity is directly proportional to the number of image pixels. While this allows hard attention models to scale up to large input images, the stochastic selection of image regions does not yield differentiable solutions, which hinders the applicability of back-propagation. Instead, these models are typically trained using reinforcement learning methods [35, 56] .
Related studies have assessed the performance of CAD systems for lung nodule detection using datasets with sample sizes up to hundreds patients [7, 8, 57] . More recently, access to large amount of historical exams has allowed studies to be scaled up to several thousand examples [14, 58] . For chest X-rays, in [12] , a set of 7, 284 images spanning 13 disease classes (211 nodule examples and 1, 379 normal examples) was used for learning to automatically detect a disease and annotate its context. More recently, a database with 108, 948 chest radiographs has been made publicly available spanning eight disease classes (1, 971 nodule examples and 84, 312 normal examples) [14] .
Supplementary Material 6 The NLP system for automated image tagging All the radiological reports were analysed using a natural language processing (NLP) system that implements a combination of machine learning and rule-based algorithms for clinical entity recognition, negation detection and entity classification. This analysis identified 406, 935 exams with no reported evidence of lung lesion (101, 766 of them identified as normal), and 25, 081 exams containing a reference to lung lesions (class nodule). Although the labels we used may occasionally be noisy due to reporting/human errors and/or NLP-related errors, our working assumption when the training the proposed computer vision architectures was that the majority of the labels were accurate. The NLP system we developed and used in this study is composed by four stages which are described below.
Entity detection
At a first stage the NLP system process each radiological report and automatically identifies medical concepts, or entities, using sources of information: RadLex [59] , a radiology ontology, and MeSH [60] , a general medical ontology. RadLex and MeSH are hierarchically-organizes lexicons for radiology terminology and general medical terminology, respectively. Additionally, at this stage, the hierarchical structure of these lexicons is used to associate each identified entity to one of four semantic classes: Clinical Finding, Body Location, Descriptor and Medical Device. Clinical Finding encompasses any clinical-relevant radiological abnormality, Body Location refers to the anatomical area where the finding is present, and the Descriptor includes all adjectives used to describe all the other classes. The Medical Device class is used to label any medical apparatus seen on chest radiographs, such as pacemakers, intravascular lines, and nasogastric tubes.
Initially, each sentence in a report is tokenised, splitted using the Standford CoreNLP suite [61] , converted to lower case and lemmatised using NLTK [62] . An attempt is then made to match the longest possible sequence of words, a target phrase, to a concept name in RadLex [63] and Mesh [64] . For example, the entity "enlarged heart" can be associated with the controlled vocabulary concept "cardiomegaly". When a match is successful, the target phrase is annotated with the corresponding concept thus creating an entity. When no match is found, the algorithm attempts to look up the target phrase in the English Wikipedia redirects database. When a match is found, the name of the target Wikipedia article is checked against the name of RadLex/MeSH concepts (e.g. oedema redirects to edema in RadLex). All string matching operations are performed using SimString [65] using a cosine similarity measure with a similarity threshold value of 0.85. This allows to match misspelled words, e.g. cardiomegally to the correct concept cardiomegaly.
Negation detection
At the second stage, a negation attribute is assigned to each entity indicating whether the entity is negated or affirmed. For this stage, the NLP system first obtains the NegEx predictions [66] for each of the entities identified in the first step. Next, the system generates a graph of grammatical relations as defined by the Universal Dependencies [67] from the Stanford Dependency Parser. It then removes all the relations in the graph except the negation relation and the or disjunction. Given the NegEx and the reduced dependency graph, the system finally classifies an entity as negated if any of the following two conditions are found to be true: (1) any of the words that are part of the entity are classified as negated or in a or disjunction relation with another word that is in a negation relation; (2) if an entity is classified by NegEx as negated, it is the closest entity to negation trigger and there is no negation relationship in the sentence. If none of the above conditions are true, then the entity is classified as affirmed. This approach is similar to DEEPEN [68] with the difference that the latter considers all first-order dependency relations between the negation trigger and the target entity.
Relation classification
In the third step, the NLP system identifies the semantic relations between pairs of entities, which are eventually used to idenitify radiological classes in the reports. The system considers two types of directed relations: "located in" and "described by". We impose the restriction that a relation can only exist between entities found in the same sentence. In addition, the relationship between entities are limited according to the semantic class assigned to each entity. Therefore the relation "located in" between two entities, denoted as e 1 , e 2 , can only exist if e 1 is a Clinical Finding or Medical Device and e 2 is a Body Location. Relation "described by" can only exist if e 1 is a Clinical Finding, Medical Device or Body Location and e 2 is a Descriptor.
To identify each relation type, we train a separate binary classifier based on a CNN model [69] . At prediction time the model receives as input a sentence and classifies a single candidate relation as true or false. Each input sentence is represented by a vector of embeddings that corresponds to the tokens in the sentence, preserving the order. In addition, the model receives as input position features that encode the relative distance of each token in the sentence to the arguments of the candidate relation. The CNN architecture is as following. The word embeddings and the position features are concatenated and passed as input to two convolutional layers, where each layer is followed by a max pooling layer. Then, the output of the convolutional and max pooling layers is passed as input to two fully connected layers where each one is followed by a dropout layer. Finally, a softmax layer is applied for binary classification.
The dataset used for the "located in" relation type consisted of 1, 100 relationships of which 729 were annotated as true and 371 were annotated as false. The corresponding dataset for the "described by" classification model had 507 true and 593 false relations. The maximum distance between the relation arguments were limited to 16 words which was also the maximum limit of the input sentence length. All candidate relations with arguments more than 16 words apart were automatically classified as false. As loss function we used the cross-entropy between the predicted probabilities of existence/absence of the relation and the true labels from the manual annotation. The CNN was trained on a GPU for 50 epochs in batches of 5 sentences using SGD with momentum and with learning rate set to 0.005. The word embeddings used as input during training and prediction time were obtained by training the GloVe model [70] on 743, 480 radiology reports. The embedding size was set to 20. Using a larger embedding size for a relative small vocabulary used by radiologists provided no performance benefits. An example of an automatically annotated radiological report is illustrated in Fig. S1 . It can be seen that the NLP automatically associates each identified entity to one of the four semantic classes and identifies the semantic relations between the pairs of entities. TABLE S2 ).
Classification
In the final stage, the NLP system labels the reports by using a ruled-based approach for classification. It processes one report at a time taking as input the list of all entities, negation attributes and relations extracted in previous stages. The system checks the entities and relations from the input report against a list of rules. When a rule is activated then the report is labelled with the radiological class corresponding to the matching rule. If the report does not match any rule, it is not be labelled and remaining unclassified. Overall, the system uses 826 rules, each one mapping to one of the radiological classes, which were carefully designed in close collaboration with expert radiologists.
Validation study
To verify the performance of the NLP system, a subset of 4, 652 randomly selected reports was independently labelled by two radiologists, blinded to the images. Approximately 7% of these exams were labelled as nodule, 15% as normal and the rest as others. Table S1 shows the performance of the NLP system on these exams. It can be noticed that good performance has been achieved overall, in particular for normal exams. In Table S2 we summarize the NLP performance results by F1 score, sensitivity, specificity, precision and (NPV) for all the available diseases which form the class others. The percentage of scans that contain a specific disease is given in the column called Prevalence. It can be noticed that NLP system achieves very good performance across all available diseases. 
The RAMAF model
The model is trained to infer a stochastic policy which is optimal with respect to the rewards or returns the model can expect when interacting with the radiographs. This can be seen as a reinforcement learning task in a partially observable Markov decision problem (POMDP). We task consists of learning a stochastic policy representation π(s t |S 1:t ; θ θ θ) with an internal memory which maps the sequence of "glimpses" S 1:t to a distribution over actions for the current step t. We define the policy π as RNN with long short-term memory (LSTM) units [71] where the information from previous glimpses S 1:t is summarized in the hidden state h t . The policy of the model π induces a distribution over possible interaction sequences S 1:T and we aim to maximize the reward under this distribution:
where p(S 1:T ; θ θ θ) represents the probability of the sequence S 1:T and depends on the policy π.
Computing the expectation exactly is non-trivial since it introduces unknown environment dynamics. Formulating the problem as a POMDP allows us to approximate the gradient using an algorithm known as REINFORCE [56] :
∇ θ θ θ log π(s i,t |h i,t−1 )R(S i,1:T ).
Eq. (3) requires us to compute ∇ θ θ θ log π(s i,t |h i,t−1 ), but this is the gradient of the RNN that defines our model evaluated at time step t and can be computed by backpropagation [72] . A well-known problem with the Monte Carlo approach is the often high variance in the estimation of the gradient direction resulting in slow convergence [73, 74] . One way to solve this problem and reduce the variance is to include a constant baseline reward b (first introduced by Williams [56] ) into the gradient estimate:
∇ θ θ θ log π(s i,t |h i,t−1 )[R(S i,1:
We select b i = E π [R(S i,1:T )] [75] and learn it by reducing the squared error between R(S i,1:T ) and b i [35] . The resulting algorithm increases the log-probability of an action that was followed by a larger than expected cumulative reward, and decreases the probability if the obtained cumulative reward was smaller. We use the above algorithm to train the model when the majority of the best actions (e.g. locations) within the X-ray image are unknown and only a very small number of parenchymal lesion locations are provided. In our problem we know the labels of the X-ray images and therefore we can optimize the policy to output the correct label at the end of the observation sequence S 1:T . This can be achieved by maximizing the conditional probability of the true label given the observations from the image. Consistent with [35] , we optimize the cross entropy loss to train the network to correctly classify the X-ray images. Also we train the part of the model which propose the observation locations (locator) using the algorithm described above. Fig. S3 illustrates that RAMAF learns approximately five times faster compared to RAM. The spatial reward provided by the limited number of annotated bounding boxes forces to model to attend the regions that are likely to contain a nodule at a faster rate. In contrast, RAM does not use any spatial reward, and thus ends up spending more time exploring irrelevant image portions initially. 
Further results
Fig . S4 illustrates the classification accuracy of ReCTnet with respect to nodule size for both experiments. As expected, we observe that the classification accuracy improves with the increased size of the nodules. 
