Let G be a simple linear algebraic group over an algebraically closed field K of characteristic p 0, let H be a proper closed subgroup of G and let V be a nontrivial finite dimensional irreducible rational KG-module. We say that (G, H, V ) is an irreducible triple if V is irreducible as a KH-module. Determining these triples is a fundamental problem in the representation theory of algebraic groups, which arises naturally in the study of the subgroup structure of classical groups. In the 1980s, Seitz and Testerman extended earlier work of Dynkin on connected subgroups in characteristic zero to all algebraically closed fields. In this article we will survey recent advances towards a classification of irreducible triples for all positive dimensional subgroups of simple algebraic groups.
Introduction
Let G be a group, let H be a proper subgroup of G and let V be a nontrivial finite dimensional irreducible KG-module for some field K. Let us write V | H to denote the restriction of V to H. Then (G, H, V ) is an irreducible triple if and only if V | H is irreducible. In this survey article we study irreducible triples in the special case where G is a simple linear algebraic group over an algebraically closed field K of characteristic p 0, H is positive dimensional and closed, and V is a rational KG-module. Throughout this article all algebraic groups considered are linear; henceforth, we use the term "algebraic group" in place of "linear algebraic group".
The study of these triples was initiated by Dynkin [9, 10] in the 1950s (for K = C) and it was subsequently extended by Seitz [23] (classical groups) and Testerman [26] (exceptional groups) in the 1980s to arbitrary algebraically closed fields. The latter work of Seitz and Testerman provides a classification of the irreducible triples (G, H, V ) in the case where H is connected, with the extra condition that if G is classical then V is not the natural module, nor its dual (this assumption is unavoidable). More recently, several authors have focussed on extending this classification to all positive dimensional subgroups and this goal has now essentially been achieved in the series of papers [4, 5, 6, 11, 12, 15] . In this article, we will describe some of these recent advances, highlighting the main ideas and techniques.
As we will discuss in Section 4.2, it has very recently come to light that there is an omission in the statement of the main theorem of [23] . More specifically, there is a gap in the proof of [23, (8.7) ] and a new infinite family of irreducible triples has been discovered by Cavallin and Testerman [7] (together with an additional missing case for (G, H, p) = (C 4 , B 3 , 2)). With a view towards future applications, one of the goals of this article is to record an amended version of Seitz's theorem from [23] . In addition, we will show that the new family of triples does not have any effect on the main results in [4, 5] on irreducible triples for disconnected maximal subgroups (see Section 5 for the details).
Irreducible triples arise naturally in the study of the subgroup structure of classical algebraic groups, which has been an area of intensive research for several decades. To illustrate the connection, let us consider the group G = SL(V ), where V is a finite dimensional vector space over an algebraically closed field K, and the problem of classifying the maximal closed positive dimensional subgroups of G. Let H be a closed positive dimensional subgroup of G. As a special case of an important reduction theorem of Liebeck and Seitz [18, Theorem 1] (see Theorem 3.1), one of the following holds:
(i) H is contained in a subgroup M , where M is the stabilizer in G of a proper non-zero subspace of V , or the stabilizer of a nontrivial direct sum or tensor product decomposition of V , or the stabilizer of a nondegenerate form on V . (ii) The connected component H • is simple and acts irreducibly and tensor indecomposably on V , and does not preserve a nondegenerate form on V .
It is straightforward to determine which of the subgroups M as in (i) are maximal among closed subgroups; indeed with very few exceptions, these subgroups are maximal in G. However, it is not so easy to determine when subgroups H satisfying (ii) are maximal. If such a subgroup H is not maximal, then it must be properly contained in a closed subgroup L < G. Moreover, L • must itself be a simple algebraic group acting irreducibly (and tensor indecomposably) on V . In addition, if L • is a classical group then V is not the natural module (nor its dual) for L • . Therefore, (L • , H • , V ) is an irreducible triple of the form studied by Seitz and Testerman [23, 26] and we have now "reduced" the determination of the maximal closed positive dimensional subgroups of G to the classification of these irreducible triples.
Let us say a few words on the organisation of this article. In Sections 2 and 3 we briefly recall some of the main results and terminology we will need on the representation theory and subgroup structure of simple algebraic groups. In particular, we discuss the parametrization of irreducible modules in terms of highest weights and we present a key theorem of Liebeck and Seitz [18] on the maximal subgroups of classical algebraic groups (see Theorem 3.1). Seitz's theorem [23] on connected irreducible subgroups is then the main focus of Section 4; we briefly outline some of the main ideas in the proof and we discuss the new examples discovered by Cavallin and Testerman [7] . This allows us to present a corrected version of Seitz's result (see Theorem 4.1, together with Table 3 in Section 6).
In Section 5 we present recent work of Burness, Ford, Ghandour, Marion and Testerman [4, 5, 11, 12] , which has extended Seitz's theorem to disconnected positive dimensional maximal subgroups of classical algebraic groups. Here the analysis naturally falls into two cases according to the type of maximal subgroup (in terms of the methods, there is an important distinction between geometric and nongeometric maximal subgroups). The main result is Theorem 5.4, with the relevant irreducible triples presented in Table 4 . We present a couple of concrete cases (see Examples 5.7 and 5.11) to illustrate the main ideas in the proof. Since some of the arguments rely on Seitz's main theorem for connected subgroups, we also take the opportunity to verify the statements of the main theorems in [4, 5] in light of the new examples discovered in [7] (see Propositions 5.8 and 5.12) . Finally, in Section 6 we present the tables referred to in Theorems 4.1 and 5.4.
Representation theory
Let G be a simply connected simple algebraic group of rank n defined over an algebraically closed field K of characteristic p 0. In this section we introduce some standard notation and terminology, and we briefly recall the parametrization of finite dimensional irreducible KG-modules in terms of highest weights, which will be needed for the statements of the main results in Sections 4 and 5. We refer the reader to [21, Chapters 15 and 16] for further details on the basic theory, and [17] for a more in-depth treatment.
Let B = U T be a Borel subgroup of G containing a fixed maximal torus T of G, where U denotes the unipotent radical of B. Let Π(G) = {α 1 , . . . , α n } be a corresponding base of the root system Σ(G) = Σ + (G) ∪ Σ − (G) of G, where Σ + (G) and Σ − (G) denote the positive and negative roots of G, respectively (throughout this article, we adopt the standard labelling of simple roots and Dynkin diagrams given in Bourbaki [3] ). Moreover, we will often identify a simple algebraic group S with its root system, writing S = Σ m , where Σ m is one of
to mean that S has root system of the given type, and use the terminology "S is of type Σ m ". In particular, for such S, if J is a simply connected simple group with the same root system type as S, then there is a surjective morphism from J to S, and the representation theory of S is controlled by that of J.
Let X(T ) ∼ = Z n denote the character group of T and let {λ 1 , . . . , λ n } be the fundamental dominant weights for T corresponding to our choice of base Π(G), so λ i , α j = δ i,j for all i and j, where
( , ) is an inner product on X(T ) R = X(T ) ⊗ Z R, and δ i,j is the familiar Kronecker delta. In addition, let s α : X(T ) R → X(T ) R be the reflection relative to α ∈ Σ(G), defined by s α (λ) = λ − λ, α α, and set s i = s α i . The finite group
is called the Weyl group of G. In addition, we will write U α = {x α (c) | c ∈ K} to denote the T -root subgroup of G corresponding to α ∈ Σ(G). Finally, if H is a closed reductive subgroup of G and T H • is a maximal torus of H • contained in T then we will sometimes write λ| H • to denote the restriction of λ ∈ X(T ) to the subtorus T H • . Let V be a finite dimensional KG-module. The action of T on V can be diagonalized, giving a decomposition
A character µ ∈ X(T ) with V µ = 0 is called a weight (or T -weight) of V , and V µ is its corresponding weight space. The dimension of V µ , denoted by m V (µ), is called the multiplicity of µ. We write Λ(V ) for the set of weights of V . For any weight µ ∈ Λ(V ) and any root α ∈ Σ(G) we have
for all v ∈ V µ . There is a natural action of the Weyl group W (G) on X(T ), which in turn induces an action on Λ(V ). In particular, Λ(V ) is a union of W (G)-orbits, and all weights in a W (G)-orbit have the same multiplicity. By the Lie-Kolchin theorem, the Borel subgroup B stabilizes a 1-dimensional subspace v + of V ; the action of B on v + affords a homomorphism χ : B → K * with kernel U . Therefore χ can be identified with a character λ ∈ X(T ), which is a weight of V . If V is an irreducible KG-module then the 1-space v + is unique, V = Gv + , m V (λ) = 1 and each weight µ ∈ Λ(V ) is obtained from λ by subtracting some positive roots. Consequently, we say that λ is the highest weight of V , and v + is a maximal vector.
Since G is simply connected, the fundamental dominant weights form a Z-basis for the additive group of all weights for T , and a weight λ is said to be dominant if λ = n i=1 a i λ i and each a i is a non-negative integer. If V is a finite dimensional irreducible KG-module then its highest weight is dominant. Conversely, given any dominant weight λ one can construct a finite dimensional irreducible KGmodule with highest weight λ. Moreover, this correspondence defines a bijection between the set of dominant weights of G and the set of isomorphism classes of finite dimensional irreducible KG-modules. For a dominant weight λ = n i=1 a i λ i we write L G (λ) for the irreducible KG-module with highest weight λ. If char(K) = p > 0, we say that L G (λ) is p-restricted (or that λ is a p-restricted weight) if a i < p for all i. It will be convenient to say that every dominant weight is p-restricted when p = 0. We will often represent the KG-module L G (λ) by an appropriately labelled Dynkin diagram (see Tables 3 and 4 , for example). For instance, 1 1
where ρ = 1 2 α∈Σ + (G) α. However, there is no known formula for dim L G (λ) when p > 0 (the above expression is an upper bound), apart from some special cases (see [22] and [5, Table 2 .1], for example). Using computational methods, Lübeck [20] has calculated the dimension of every irreducible KG-module in all characteristics, up to some fixed dimension depending on the type of G. For instance, the irreducible modules for SL 3 (K) of dimension at most 400 can be read off from [20, Table A.6] .
In positive characteristic p > 0, the Frobenius automorphism of K,
Given a rational KG-module V and corresponding representation ϕ : G → GL(V ), we can use F to define a new representation ϕ (p i ) : G → GL(V ) for each integer i 1. The corresponding KGmodule is denoted by V (p i ) and the action is given by
By Steinberg's tensor product theorem (see [21, Theorem 16.12] , for example), every finite dimensional irreducible KG-module V is a tensor product of Frobenius twists of p-restricted KG-modules, so it is natural to focus on the p-restricted modules. Indeed, if H is a subgroup of G and V = V 1 ⊗ V 2 is a tensor product of KG-modules, then V is irreducible as a KH-module only if V 1 and V 2 are both irreducible KH-modules. This observation essentially reduces the problem of determining the irreducible triples for G to the p-restricted case, whence the main results in Sections 4 and 5 will be stated in terms of p-restricted tensor indecomposable KG-modules.
Finally, we record the following technical lemma, which will be relevant later.
Lemma 2.1 Let G be a simply connected simple algebraic group of type B n or C n with n 3, defined over an algebraically closed field of characteristic 2. Let λ be a 2-restricted dominant weight for G and let ϕ : G → GL(V ) be the associated irreducible representation. Then ϕ(G) is again of type B n , respectively C n , if and only if λ, α = 0 for some short simple root α of G.
Proof Let dϕ : Lie(G) → gl(V ) be the differential of ϕ, where Lie(G) is the Lie algebra of G. By a theorem of Curtis [8] , dϕ is irreducible and thus dϕ = 0. Recall that Lie(G) has a proper ideal containing all short root vectors. This ideal lies in ker(dϕ) if and only if λ, α = 0 for all short simple roots α of G. Moreover, im(dϕ) is an ideal of Lie(ϕ(G)) and the result now follows by inspecting the ideal structure of Lie(G) (see [16] , for example).
Subgroup structure
Let G be a simple algebraic group over an algebraically closed field K of characteristic p 0. By Chevalley's classification theorem for semisimple algebraic groups, the isomorphism type of G is determined by its root datum (see [21, Section 9.2] ) and thus G is either of classical type or exceptional type. In this article, we will focus on irreducible triples for classical type algebraic groups, in which case it will be useful to have a more geometric description of these groups in order to describe their positive dimensional maximal subgroups. Let W be a finite dimensional vector space over K, equipped with a form β, which is either the zero form, or a symplectic or nondegenerate quadratic form (in the latter case, nondegenerate means that the radical of the underlying bilinear form is trivial, unless p = 2 and dim W is odd, in which case the radical is a nonsingular 1-space). Assume dim W 2, and further assume that dim W 3 and dim W = 4 if β is a quadratic form. Let Isom(W, β) be the corresponding isometry group, comprising the invertible linear maps on W which preserve β, and let G = Isom(W, β) ′ be the derived subgroup. Then G is a simple classical algebraic group over K, namely one of SL(W ), Sp(W ) or SO(W ) (we will sometimes use the notation G = Cl(W ) to denote any one of these groups). Note that Cl(W ) = Isom(W, β) ∩ SL(W ), unless p = 2, in which case SO(W ) has index 2 in GO(W ) ∩ SL(W ). As discussed in the previous section, we will often adopt the Lie notation for groups with the same root system type, so we will write A n , B n , C n , and D n to denote a simple algebraic group of classical type.
The main theorem on the subgroup structure of simple classical algebraic groups is due to Liebeck and Seitz [18] , which can be viewed as an algebraic group analogue of Aschbacher's celebrated subgroup structure theorem [1] for finite classical groups. In order to state this result, we need to introduce some additional notation. Following [18, Section 1], one defines six natural, or geometric, collections of closed subgroups of G, labelled C 1 , . . . , C 6 , and we set C = i C i . A rough description of the subgroups in each C i collection is given in We refer the reader to [18] and [5, Section 2.5] for further details on the structure of the geometric subgroups comprising C. We will write S to denote the collection of closed subgroups of G that arise in part (ii) of Theorem 3.1 (we sometimes use the term non-geometric to refer to the subgroups in S). Note that it is not feasible to determine the members of S, in general. Indeed, as we remarked in the previous section, we do not even know the dimensions of the irreducible modules for a given simple algebraic group. Example 3.2 If G = Sp(W ) = Sp 8 (K) is a symplectic group, then the positive dimensional subgroups H ∈ C ∪ S are as follows:
Here H is either a maximal parabolic subgroup P 1 , . . . , P 4 , where P i denotes the stabilizer in G of an i-dimensional totally singular subspace of W , or 
To complete the argument, we may assume
Here dim U 2 (since H is positive dimensional and Z(G) is finite) and further argument shows that W admits a tensor product decomposition
. In this situation, we conclude that H is contained in a member of the collection C 4 . Finally, let us assume H • acts irreducibly on W . Then H • is necessarily reductive as otherwise H • stabilizes the nonzero set of fixed points of its unipotent radical. We then deduce that H • is in fact semisimple as Z(H • ) must act as scalars on W and is therefore finite. So we now have H • = H 1 · · · H r , a commuting product of simple algebraic groups, and W | H • = W 1 ⊗ · · · ⊗ W r , where W i is an irreducible KH i -module for each i. If r > 1 then H is contained in the stabilizer of the tensor product decomposition W 1 ⊗· · ·⊗W r , which is in the C 4 collection. Finally, suppose r = 1, so H • is simple. If W | H • is tensor decomposable then once again we deduce that H is contained in a C 4 -subgroup. Otherwise, H satisfies the conditions in part (ii) of the theorem and thus H is a member of the collection S.
Connected subgroups
Let G = Cl(W ) be a simple classical algebraic group over an arbitrary algebraically closed field K of characteristic p 0. In this section we are interested in the irreducible triples of the form (G, H, V ), where H is a closed connected subgroup of G and V is a nontrivial irreducible p-restricted rational KG-module. The main theorem is due to Seitz [23] , extending earlier work of Dynkin [9, 10] in characteristic zero, which we recall below. We also report on recent work of Cavallin and Testerman [7] , which has identified a gap in the proof of Seitz's theorem, leading to a new family of irreducible triples. We will explain how the gap arises in [23] and with a view towards future applications, we will present a corrected version of Seitz's theorem, based on the work in [7] .
Seitz's theorem
As described in Section 1, the determination of the maximal closed positive dimensional subgroups of the classical algebraic groups relies on a detailed study of irreducible triples. This problem was first investigated in the pioneering work of Dynkin in the 1950s, in the context of complex semisimple Lie algebras. In [9, 10] , Dynkin classifies the triples (g, h, V ), where g is a simple complex Lie algebra, h is a semisimple subalgebra of g and V is an irreducible g-module on which h acts irreducibly. For a classical type Lie algebra g, his classification includes 8 infinite families of natural embeddings h ⊂ g, such as sp 2m ⊂ sl 2m , and in each case he lists the g-modules on which h acts irreducibly (in terms of highest weights). In most cases, the module is some symmetric or exterior power of the natural module for g. In addition, there are 36 isolated examples (g, h, V ) with g a classical Lie algebra of fixed rank. For example, by embedding the simple Lie algebra h of type E 6 in sl 27 = sl(W ) via one of its irreducible 27-dimensional representations, he shows that h acts irreducibly on Λ i (W ) for i = 2, 3, 4. There are exactly 4 pairs (g, h) in Dynkin's theorem for g of exceptional type. Dynkin's classification immediately yields a classification of irreducible triples (G, H, V ), where G is a simple algebraic group defined over C and H is a proper closed connected subgroup.
In the 1980s, Seitz [23] (classical groups) and Testerman [26] (exceptional groups) extended Dynkin's analysis to all simple algebraic groups G over all algebraically closed fields. Here, in the positive characteristic setting, several major difficulties arise that are not present in the work of Dynkin, so a completely different approach is needed. For instance, rational modules need not be completely reducible and we have already mentioned that there is no dimension formula for irreducible modules. Similarly, in positive characteristic, irreducible modules may be tensor decomposable (this is clear from Steinberg's tensor product theorem) and this significantly complicates the analysis.
In order to proceed, it is first useful to observe that if (G, H, V ) is an irreducible triple with H connected then H is semisimple. Seitz's main technique in [23] is induction. Given a parabolic subgroup P H of H, the Borel-Tits theorem (see [2, Corollary 3.9] ) implies the existence of a parabolic subgroup P of G such that
Let L H and L be Levi factors of P H and P , respectively. By [23, (2 
. Moreover, the highest weight of V /[V, Q] as a KL ′ -module is the restriction of the highest weight of V to an appropriate maximal torus of L ′ (this is a variation of a result of Smith [25] ). Thus, Seitz proceeds by induction on the rank of H, treating the base case H = A 1 by ad hoc methods, exploiting the fact that all weights of an irreducible KA 1 -module have multiplicity one.
In the main theorem of [23] (which includes Testerman's results from [26] for exceptional groups), the embedding of H in G is described in terms of the action of H on the natural KG-module W , in case G is of classical type. For an exceptional group G, an explicit construction of the embedding is required, as given in [26, 27] . Further, the highest weights of V | H and V = L G (λ) are recorded in terms of fundamental dominant weights for H and G (via labelled Dynkin diagrams).
Comparing the main theorems of [9, 10] and [23] , we observe that Dynkin's classification of triples (for K = C) is a subset of the list of irreducible triples that arise in positive characteristic p > 0, with some additional conditions depending on p. For example, consider the natural embedding of H = Sp(W ) in G = SL(W ). In characteristic 0, H acts irreducibly on the symmetric power Sym i (W ) for all i 0, whereas in positive characteristic we need the condition 0 i < p. In addition, there are infinite families of triples that only arise in positive characteristic. For instance, if we take H < G as above and assume p > 2, then H also acts irreducibly on the KG-modules with highest weight λ = aλ k + bλ k+1 , where Table 1] ). In positive characteristic we also find that there are two entirely new families of irreducible triples with (G, H) = (E 6 , F 4 ); see the cases labelled T 1 and T 2 in [23, Table 1 ].
New irreducible triples
It has very recently come to light that there is a gap in the proof of Seitz's main theorem [23] , which leads to a new family of irreducible triples. As explained by Cavallin and Testerman in [7] , the mistake arises in the proof of [23, (8.7) ], which concerns the special case where G = D n+1 and H = B n with n 2 and H is embedded in G in the usual way (as the stabilizer of a nonsingular 1-space); this is the case labelled IV ′ 1 in [23, Table 1 ]. In the proof of [23, (8.7) ], Seitz defines a certain weight vector in V = L G (λ) of weight different from λ and shows that this vector is annihilated by all simple root vectors in the Lie algebra of H, from which he deduces that V | H is reducible. However, if the coefficients in λ satisfy certain congruence conditions, then this vector is in fact zero and so does not give rise to a second composition factor of V | H as claimed.
The proof of [23, (8.7) ] is corrected in [7] , where all the irreducible triples with (G, H) = (D n+1 , B n ) are determined. This is where the new family of examples arises. In Table 2 , the first row corresponds to the original version of Case IV ′ 1 in Table 2 . Case IV ′ 1 in [23, Table 1 ] (see (a)) and the corrected version (b)
(a) a i a n a i a n a i a n = 0, 1 i < n and a i + a n + n − i ≡ 0 (mod p) (b) a 1 a 2 a n−1 a n a 1 a 2 a n−1 a n a n = 0, and if 1 i < j n, a i a j = 0 and
[23, Table 1 ], which is visibly a special case of the corrected version given in the second row when n 3.
Since the proofs of the main theorems of [23, 26] are inductive, the existence of a new family of examples changes the inductive hypothesis, leading to the possible existence of additional irreducible triples. It is shown in [7] that the new examples with (G, H) = (D n+1 , B n ) have no further influence on the statements of the main theorems in [23, 26] , under the assumption that the remainder of Seitz's proof is valid (see Hypothesis 1.4 of [7] for further details).
In [7] , Cavallin and Testerman identify another missing case (G, H, V ) in the statement of Seitz's main theorem. Here G = C 4 , H = B 3 , p = 2 and V is the 48-dimensional irreducible KG-module with highest weight λ 3 :
As explained in [7] , this is an isolated example. Here H = B 3 is contained in a maximal rank subgroup of type D 4 < C 4 , both acting irreducibly on V . The triples (C 4 , D 4 , V ) and (D 4 , B 3 , V | D 4 ) both appear in [23, Table 1 ], but (C 4 , B 3 , V ) has been omitted. This oversight occurs in the proof of [23, (15.13) ]. In the first part of the argument, there is a reduction to the case where H acts irreducibly with highest weight δ 3 (the third fundamental dominant weight for H) on the natural KG-module, so G = C 4 or D 4 . Now arguing with an appropriate parabolic embedding and using induction as usual, Seitz deduces that V = L G (λ 3 ). But here he concludes that V is a spin module for G, and so he is only considering the embedding of H in D 4 , omitting to include the case of H in C 4 .
A revised version of Seitz's theorem
In view of [7] , together with the discussion in Section 4.2, we are now in a position to state a corrected (and slightly modified) version of [23, Theorem 1] . Note that Table 3 is located in Section 6. Table 3 .
Remark 4.2 Let us make some detailed comments on the statement of this theorem. We refer the reader to Remark 6.1 in Section 6 for further guidance on how to read Table 3 and the notation therein.
(a) First, let us consider the hypotheses. As explained in Section 2, it is natural to assume that the irreducible KG-module V is both p-restricted and tensor indecomposable. The additional condition V = W, W * when G = Cl(W ) is a classical group is unavoidable. For example, it is not feasible to determine the simple subgroups of G that act irreducibly on the natural module.
There is one particular case worth highlighting here, namely when G = B 2 = C 2 . Here there are "two" natural modules, the 4-dimensional symplectic module and the 5-dimensional orthogonal module (if p = 2). There is in fact one example of a positive dimensional subgroup H < G acting irreducibly on both of these modules, namely H = A 1 , when p = 2, 3. This example is not recorded in Seitz's original table, and for the reasons explained above, we do not include it in Table 3 . Table 3 are given in the form (ϕ(G), ϕ(H), V ), rather than (G, H, V ). Notice that the only possible difference in recording the triples in this manner arises when p = 2 and G (or H) is of type B n or C n , in which case the type of ϕ(G) (and ϕ(H)) can be determined by applying Lemma 2.1.
For example, consider the case labelled IV 9 in [23, Table 1 Table 3 . (c) Clearly, V | H is irreducible if and only if V * | H is irreducible. Therefore, in order to avoid unnecessary repetitions, the triples in Table 3 are recorded up to duals. To clarify this set-up, it may be helpful to recall that
for any dominant weight λ, where w 0 is the longest element of the Weyl group W (G). The action of w 0 on the root system of G is as follows:
where τ is the standard involutory symmetry of the corresponding Dynkin diagram. In particular, note that every KG-module L G (λ) is self-dual when w 0 = −1. For the cases where V = L G (λ) is self-dual, we must consider separately the action of a fixed subgroup on the module whose highest weight is given by τ (λ), when the diagram of G does admit an involutory symmetry. This is usually straightforward and is discussed in the next item. (d) In view of the previous comment, the cases where G = D 2m and the highest weight λ of V is not invariant under the symmetry τ require special consideration. The modules L G (λ) and L G (τ (λ)) are self-dual and so we need to determine if a given subgroup H < G acts irreducibly on both of them. In the notation of [23, Table 1 ], this concerns the following cases:
First consider the case labelled IV 9 , where (G, H) = (D 8 , B 4 ) and p = 3. By considering weight restrictions, we find that H acts irreducibly on exactly one of the two spin modules (and therefore, a non-conjugate copy of H, namely the image of H under an involutory graph automorphism of G, acts irreducibly on the other spin module). For the other cases in (2), H lies in the fixed point subgroup of an outer automorphism of G, and hence acts irreducibly (with the same highest weight) on both L G (λ) and L G (τ (λ)).
In the latter situation, where H acts irreducibly on both spin modules, we only record L G (λ 2m−1 ) in Table 3 . In order to distinguish the special case IV 9 , we write ( †) in the second column to indicate that H only acts irreducibly on one of the spin modules. (e) The case G = D 4 requires special attention. If p = 3, the group H = A 2 embeds in G, via the irreducible adjoint representation. In [23, 
and the root system of H (which is naturally viewed as a subsystem of the root system of G) contains either all long or all short roots of the root system of G. In this situation, H acts irreducibly on L G (λ) if and only if λ has support on the long, respectively short, roots. It is well known that a subgroup corresponding to a short root system is conjugate, by an exceptional graph morphism, to a subgroup corresponding to a long root subsystem. In [23, Table 1 ], Seitz records only one of the configurations in each case, namely those corresponding to short roots. However, we include both configurations in Table 3 , with the additional cases MR ′ 1 and MR ′ 2 covering the situation where H corresponds to a subsystem containing the long roots. We also adopt the standard notation X to denote a subsystem subgroup X < G corresponding to short roots of G.
Since the cases in Table 3 (h) Finally, let us note that we have included the new cases from [7] , as discussed in Section 4.2. In particular, the conditions in case IV ′ 1 have been corrected, and we have added S 10 for (G, H, p) = (C 4 , B 3 , 2). This is in addition to the case S 11 mentioned above in part (e).
Disconnected subgroups
Let us continue to assume that G is a simply connected simple algebraic group over an algebraically closed field K of characteristic p 0. It is natural to seek an extension of Seitz's main theorem, which we discussed in the previous section, to all positive dimensional closed subgroups. In this section, we will report on recent progress towards a classification of the irreducible triples of this form.
We start by recalling earlier work of Ford [11, 12] and Ghandour [15] on classical and exceptional groups, respectively. However, our main aim is to discuss the recent results in [4] and [5] , where the problem for classical algebraic groups and disconnected maximal subgroups is studied (see [6] for further results on nonmaximal disconnected subgroups). Since Seitz's main theorem in [23] plays an important role in the proofs of these results, we also take the opportunity to clarify the status of the main results in light of the new examples discovered in [7] (see Propositions 5.8 and 5.12).
Earlier work
Let H be a positive dimensional disconnected subgroup of G with connected component H • . Note that in order to determine the irreducible triples (G, H, V ), we may as well assume that HZ(G)/Z(G) is disconnected, where Z(G) denotes the center of G. These triples were first studied by Ford [11, 12] in the 1990s under some additional hypotheses. More precisely, he assumes G = Cl(W ) is of classical type and his goal is to determine the irreducible triples (G, H, V ) where H • is simple and the restriction V | H • has p-restricted composition factors (in [11] he handles the cases where H • acts reducibly on W , and the irreducible case is treated in [12] ). These extra assumptions help to simplify the analysis, but they are somewhat restrictive in terms of possible applications. Nevertheless, under these hypotheses Ford discovered the following interesting family of irreducible triples.
Example 5.1 (Ford [11] .) Suppose G = B n , p = 2 and H = D n .2 is embedded in G as the stabilizer of a nonsingular 1-space. As explained in [11, Section 3] , there is a family of irreducible triples (G, H, V ), where V = L G (λ) with λ = i a i λ i and
a n−2 a n−1 a n−1 + 1 ⊕ a 1 a 2 a n−2 a n−1 + 1 a n−1 subject to the following conditions:
(a) a n = 1; (b) if a i , a j = 0, where i < j < n and a k = 0 for all i < k < j, then a i + a j ≡ i − j (mod p); (c) if i < n is maximal such that a i = 0 then 2a i ≡ −2(n − i) − 1 (mod p). It is interesting to note that this family of examples has applications in the representation theory of the symmetric groups, playing a role in the proof of the Mullineux conjecture in [13] .
For exceptional groups, Ghandour [15] has extended Testerman's work in [26] to all positive dimensional subgroups. She adopts an inductive approach, using Clifford theory and a combinatorial analysis of weights and their restrictions to a suitably chosen maximal torus of the semisimple group [H • , H • ] (it is easy to see that the irreducibility of V | H implies that H • is reductive; see [15, Lemma 2.10], for example). First she handles the cases where H is a disconnected maximal subgroup of G (this uses the classification of the maximal positive dimensional subgroups of simple algebraic groups of exceptional type, which was completed by Liebeck and Seitz in [19] ). For a non-maximal subgroup H, she studies the embedding H < M < G of H in a maximal subgroup M , noting that (G, H, V ) is an irreducible triple only if V | M is irreducible. Now the possibilities for (G, M, V ) are known, either by the first part of the argument (if M is disconnected) or by the main theorem of [26] (when M is connected). There are very few triples (G, M, V ) of this form; in each case, M is a commuting product of small rank classical groups and Ghandour now goes on to identify all irreducible triples (M, H, V ) to conclude.
The main result
In view of this earlier work, the main outstanding challenge is to extend Ford's results on classical groups in [11, 12] by removing the conditions on the structure of H • and the composition factors of V | H • . As for exceptional groups, our first goal is to determine the irreducible triples (G, H, V ) in the case where H is a disconnected maximal subgroup (and then the general situation can be studied inductively). As mentioned above, in this article we will focus on the crucial first step in this program.
Before giving a brief overview of the results and methods, it might be helpful to make a couple of basic observations. Let G = Cl(W ) be a classical type algebraic group. Firstly, if (G, H, V ) is an irreducible triple then H • is reductive (as noted above). Secondly, it is easy to determine the relevant triples such that V | H • is irreducible from Seitz's main theorem in [23] . Table 1 ], so G = C 10 , H • = A 5 , V = L G (λ 2 ) and p = 2, with H • embedded in G via the 20-dimensional module W = Λ 3 (U ), the third exterior power of the natural module U for H • . Since the KH • -module W is self-dual, it follows that the disconnected group H = H • t = H • .2 also acts on W , where t is a graph automorphism of H • . This affords an embedding of H in G, which yields an irreducible triple (G, H, V ) with H disconnected.
As in [23] , it is not feasible to determine the irreducible triples (G, H, V ) with V = W or W * . Given these observations, it is natural to work with the following hypothesis.
Hypothesis (⋆). G = Cl(W ) is a simply connected simple algebraic group of classical type defined over an algebraically closed field K of characteristic p 0, H is a maximal closed positive dimensional subgroup of G such that HZ(G)/Z(G) is disconnected and V = W, W * is a rational tensor indecomposable p-restricted irreducible KG-module with highest weight λ such that V | H • is reducible.
In view of Theorem 3.1, the analysis of the irreducible triples (G, H, V ) satisfying the conditions in Hypothesis (⋆) naturally falls into two cases; either H is geometric or non-geometric. Recall that H • is reductive, fix a maximal torus T of G and suppose V | H is irreducible.
Case 1. Geometric subgroups.
First we assume H is a geometric subgroup of G, so in terms of Theorem 3.1 we have H ∈ C i for some i ∈ {1, 2, 3, 4, 6} and in [5] we consider each collection in turn. Typically, the explicit description of the embedding of H in G allows To complete the analysis of maximal subgroups, we turn to the non-geometric almost simple irreducible subgroups comprising the collection S in Theorem 3.1.
Here the approach outlined in Case 1 is no longer available since we do not have a concrete description of the embedding of H in G, in general. This situation is handled in [4] , where we proceed by adapting Seitz's inductive approach in [23] for connected subgroups, based on a detailed analysis of parabolic subgroups and their embeddings. We will say more about this in Section 5.4 below.
Remark 5.3 It will be convenient to impose an additional condition on the nongeometric subgroups comprising the collection S (this corresponds to the condition S4 on p.3 of [4] ). Namely, if G = Sp(W ), p = 2 and H ∈ S, then we will assume that H • does not fix a nondegenerate quadratic form on W . In particular, we will view the natural embedding GO(W ) < Sp(W ) as a geometric maximal subgroup in the collection C 6 .
We can now present the main result on irreducible triples for classical algebraic groups and maximal positive dimensional disconnected subgroups, which combines the main theorems in [4] and [5] . Note that Table 4 is given in Section 6. Table 4 .
Remark 5.5 Let us highlight some features of the statement of this theorem.
(a) First notice that the condition V = W, W * is part of Hypothesis (⋆). As before, this is unavoidable if we want to try to determine the cases where the maximal subgroup H is non-geometric (indeed, in this situation, H • acts irreducibly on W ). However, it is straightforward to read off the disconnected geometric subgroups that act irreducibly on the natural KG-module (or its dual); see [5, Table 1 ], for example. (b) In order to be consistent with the statement of Theorem 4.1, we have slightly modified the presentation of the main results in [4, 5] , in the sense that we give the irreducible triples in the form (ϕ(G), ϕ(H), V ). To do this, we use Lemma 2.1. See part (e) below for further comments.
(c) Almost all of the irreducible triples in Table 4 arise from geometric maximal subgroups in one of the C i collections. In fact, there is only one irreducible triple satisfying the conditions in Hypothesis (⋆) with H ∈ S. This is the case labelled N 1 in Table 4 , where G = C 10 , H = A 5 .2 and λ = λ 3 , with p = 2, 3 and
with respect to a set of fundamental dominant weights {δ 1 , . . . , δ 5 } for H • .
(d) We use labels G i,j to denote the configurations in Table 4 corresponding to geometric subgroups. Here the first subscript i indicates the specific C i collection containing H (see Table 1 ). We refer the reader to Tables 3.2, 4.2 and 6.2 in [5] for the cases where H ∈ C 1 ∪ C 3 ∪ C 6 , H ∈ C 2 and H ∈ C 4 , respectively. Note that in the cases labelled G 4,j with j ∈ {2, 3, 4, 5, 7, 8} we write H • = A m 1 , rather than B m 1 or C m 1 as given in [5] . (e) In the statement of Theorem 5.4 we include the case (G, p) = (B n , 2), which was excluded in the main theorem of [5] on maximal geometric subgroups (note that G acts reducibly on W in this situation, so it does not arise in the study of non-geometric subgroups in [4] ). As noted in [5, Remark 1(b)], the triples that arise in this setting are easily obtained by inspecting the corresponding list of cases in [5, Table 1 ] for the group C n .
In fact, D n .2 < C n with λ = λ n is the only relevant configuration in [5, Table  1 ], where D n .2 is the normalizer of the short root subsystem subgroup of type D n . Here the connected component D n has two composition factors, with highest weights 2δ n−1 and 2δ n (see [5, Lemma 3.2.7] ). Since the support of λ is on the long simple root, Lemma 2.1 implies that the image of C n under the representation is of type B n , and the image of the D n .2 subgroup is the normalizer of the long root subsystem subgroup of type D n in B n . It is straightforward to see that this subgroup acts irreducibly on the spin module for B n , and the composition factors for D n are the two spin modules. This configuration is recorded as case G 6,2 in Table 4 . (f) In presenting the examples in Table 4 , we adopt the same convention as per Table 3 , in that we only record cases up to duals (see Remark 4.2(c)). As noted in Remark 4.2(d), the situation where G = D 2m and the highest weight of V is not fixed by the involutory symmetry τ of the Dynkin diagram of G requires special attention. In Table 4 , the relevant cases are as follows:
By carefully inspecting the appropriate tables in [5] , we see that in each of these cases H acts irreducibly on both L G (λ) and L G (τ (λ)), with the exception of the configurations labelled G 3,1 , G 4,5 , G 4,6 and G 4,7 . In these four cases, the given subgroup H acts irreducibly on exactly one of the KGmodules L G (λ) and L G (τ (λ)), and the image of H under a graph automorphism of G acts irreducibly on the other module; see [5] for the details. As before, we will highlight these special cases by writing ( †) in the second column of Table 4 . Note that in the cases where H acts irreducibly on both modules, we just list the module V = L G (λ) with λ, α 2m−1 = 0. Again, this is consistent with the set-up in Table 3 .
(g) Finally, let us observe that the final column in Table 4 gives the number κ 2 of KH • -composition factors of V | H • .
Geometric subgroups
In this section, we discuss the work of Burness, Ghandour and Testerman in [5] , which establishes Theorem 5.4 in the case where H is a positive dimensional geometric subgroup of G = Cl(W ) in one of the C i collections in Table 1 . Let G = Cl(W ), H and V = L G (λ) be as in Hypothesis (⋆), and let us assume H is a geometric subgroup of G. Recall that this means that H is the stabilizer of a natural geometric structure on W (such as a subspace, or a direct sum decomposition of W ). Typically, this concrete description of H allows us to study the restriction of a T -weight for V (where T is a maximal torus of G) to a suitably chosen maximal torus of the semisimple group [H • , H • ]. Moreover, we may choose an appropriate Borel subgroup of H, containing this maximal torus, so that λ| H • affords the highest weight of an H • -composition factor of V . Now if we assume that a certain coefficient in λ is non-zero, then we can often identify a highest weight ν = λ| H • of a second KH • -composition factor of V . At this point, we turn to the irreducibility of V | H , which implies, via Clifford theory, that ν is conjugate to λ| H • (under the action of the component group H/H • ). If we can find an incompatible highest weight ν (that is, one which is not conjugate to λ| H • ), then this implies that the specific coefficient in λ we are considering must be zero. In turn, we can then use this information to successively inspect other coefficients of λ, with the ultimate aim of identifying the precise KG-modules V with V | H irreducible.
In many ways, this is similar to the approach Ghandour uses in [15] to study the irreducible triples involving disconnected subgroups of exceptional algebraic groups. However, the problem for a classical group G is more complicated because the rank of G can be arbitrarily large, which means that a rather delicate combinatorial analysis of weights and restrictions is required in some cases.
Remark 5.6 The analysis in [5] of the irreducible triples (G, H, V ) with G = B n and H = D n .2, as in Example 5.1, relies on Ford's earlier work in [11] . Indeed, in the proof of [5, Lemma 3.2.1] we reduce to the case where the composition factors of V | H • are p-restricted, which allows us to apply Ford's result. This is the only part of the proof of the main theorem of [5] which is not self-contained.
Example 5.7 Suppose G = SL(W ) = SL 8 (K) = U ±α i | 1 i 7 , where Π = {α 1 , . . . , α 7 } is a set of simple roots for G (with respect to a fixed Borel subgroup B containing a maximal torus T of G) and U α denotes the T -root subgroup of G corresponding to α ∈ Σ(G). Let H be the stabilizer of a decomposition W = W 1 ⊕ W 2 , where dim W i = 4, so in terms of Theorem 3.1, H is a maximal geometric subgroup in the collection C 2 . Set X = [H • , H • ] and let S be a maximal torus of X. Then H = H • .2 and without loss of generality, we may assume that
We may also assume that S < T , so we can study the restriction of T -weights to S. Let {λ 1 , . . . , λ 7 } be the fundamental dominant weights for G corresponding to the simple roots Π above. From the structure of X, it follows that the restriction of a T -weight χ = i b i λ i to S is given by
, where λ = i a i λ i is p-restricted, and let us assume V | H is irreducible.
Claim. V = W or W * are the only possibilities (that is, λ = λ 1 or λ 7 ).
To see this, we first apply the main theorem of [23] , which implies that V | H • is reducible and thus
(recall that µ| S is conjugate to λ| S , under the induced action of the component group H/H • ). In particular, V | H • has exactly two composition factors, with highest weights λ| S and µ| S as above. First assume a 4 = 0 and let s 4 be the fundamental reflection in the Weyl group W (G) corresponding to α 4 . Under the action of W (G) on the set Λ(V ) of weights of V , we have s 4 (λ) = λ − a 4 α 4 ∈ Λ(V ) and we deduce that
(see [26, 1.30] ). If v is a non-zero vector in the weight space V χ , then one checks that v is a maximal vector for the Borel subgroup B H • = T, U α i | i = 4 of H • (this follows from (1)) and thus χ affords the highest weight of a KH • -composition factor of V . In particular, we must have χ| S = λ| S or µ| S , but this is not possible since
We conclude that a 4 = 0. Similarly, if we now assume a 3 = 0 then χ = λ−α 3 −α 4 affords the highest weight of a KH • -composition factor of V | H • and once again we reach a contradiction since
is not equal to λ| S nor µ| S . Continuing in this way, we reduce to the case λ = a 1 λ 1 + a 7 λ 7 . If a 1 = 0 then one checks that χ = λ − α 1 − α 2 − α 3 − α 4 affords the highest weight of a composition factor of V | H • , so χ| S :
must be equal to
and thus (a 1 , a 7 ) = (1, 0) is the only possibility. Therefore, λ = λ 1 and V = W is the natural module for G. Similarly, if we assume a 7 = 0 then we deduce that (a 1 , a 7 ) = (0, 1) and V = W * is the dual of the natural module (of course, H does act irreducibly on both W and W * , so the two possibilities we have ended up with are genuine examples).
To conclude, let us clarify the status of the main theorem of [5] in light of the omissions which have recently been identified in Seitz's main theorem in [23] .
Proposition 5.8 Let G, H, V be given as in Hypothesis (⋆) and let ϕ : G → SL(V ) be the corresponding representation. In addition, let us assume H is a geometric subgroup of G. Then V | H is irreducible if and only if (ϕ(G), ϕ(H), V ) is one of the cases labelled G i,j in Table 4 .
Proof This follows directly from the proof of the main theorem in [5] . As indicated in the discussion preceding Example 5.7, we work directly with an explicit description of each geometric maximal subgroup H, which allows us to study the embedding of a maximal torus of H in a maximal torus of G. In addition, in some cases we even have a concrete description of the root groups of H in terms of the root groups of G. As noted in Remark 5.6, we do use Ford's work in [11] to handle the case labelled G 1,1 in Table 4 . Here G = B n , H = D n .2 and Ford works with a precise description of the embedding, through a series of calculations with the corresponding universal enveloping algebras. Therefore, in all cases, the existence of the new examples discussed in Section 4.2 (see the cases labelled IV ′ 1 and S 10 in Table 3 ) has no impact on the proof of the main theorem in [5] .
Non-geometric subgroups
Here we briefly discuss the proof of Theorem 5.4 in the remaining case where H is a disconnected non-geometric almost simple subgroup of G = Cl(W ) in the collection S. The proof is due to Burness, Ghandour, Marion and Testerman (see [4] ).
Set X = H • . Since H is disconnected, it follows that X is of type A m (with m 2), D m (with m 4) or E 6 . In addition, W is an irreducible and tensor indecomposable KX-module, so we may write W | X = L X (δ). Also recall from Theorem 3.1 that if G = SL(W ) then X does not fix a nondegenerate form on W . In addition, following [4] , we may assume that X satisfies the conditions (I) If (G, p) = (C n , 2), then X does not fix a nondegenerate quadratic form on W (see Remark 5.3), and (II) W = L X (δ) is a p-restricted KX-module.
Note that if (G, p) = (B n , 2) then G acts reducibly on W , so this case does not arise in the study of irreducible triples with H ∈ S.
The next result is the main theorem of [4] (in the statement, we write {δ 1 , . . . , δ m } for a set of fundamental dominant weights for H • , labelled in the usual way). The example appearing in the statement is recorded as case N 1 in Table 4 . 
and thus the two KH • -composition factors of V are p-restricted. In particular, (G, H, V ) satisfies the conditions on the irreducible triples studied by Ford in [11, 12] . However, in the statement of Ford's main theorem, this configuration has been omitted in error. We refer the reader to [4, Remark 3.6 .18] for further details.
As described in Section 5.3, we can study the irreducible triples of the form (G, H, V ) for a geometric subgroup H by considering weights and their restrictions to an appropriate maximal torus of [H • , H • ], which relies on the fact that we have a concrete description of the embedding of H in G in terms of root subgroups. However, a non-geometric subgroup H ∈ S is embedded via an arbitrary p-restricted, tensor indecomposable representation of X = H • , which renders the previous approach infeasible. Therefore, in order to handle this situation we turn to the approach used by Seitz in [23] (and also Ford [11, 12] ), which relies on studying the action of certain parabolic subgroups of G on V , which are constructed in a natural way from parabolic subgroups of X.
For example, suppose H = X t , where t is an involutory graph automorphism of X. Let us assume V | H is irreducible, with V | X = V 1 ⊕ V 2 , and let P X = Q X L X be a parabolic subgroup of X, where Q X is the unipotent radical and L X is a Levi factor. Following Seitz [23] and Ford [11, 12] , we consider the flag
where
X ] for each i 0 and let P = QL be the stabilizer in G of this flag, which is a parabolic subgroup of G with unipotent radical Q and Levi factor L, with several desirable properties. In particular, Q X < Q (see [4, Lemma 2.7 .1]).
We can study the weights occurring in [W, Q i X ] in order to obtain a lower bound on dim W i , which then leads to structural information on L ′ . Now a theorem of Smith [25] implies that L ′ acts irreducibly on the quotient V /[V, Q], and similarly
. By combining this observation with our lower bounds on the dimensions of the quotients in (4), we can obtain restrictions on the highest weight λ of V . For instance, if we consider the case where P X is a t-stable Borel subgroup of X, then [11, Lemma 5.1] implies that L ′ has an A 1 factor and this severely restricts the coefficients of λ corresponding to the roots in L ′ (this is illustrated in Example 5.11 below).
Beyond the choice of a t-stable Borel subgroup, we often study the embedding of other parabolic subgroups P X of X in parabolic subgroups of G, again with an inclusion of unipotent radicals as above. In the general setting, both L ′ and L ′ X act on the space V /[V, Q], and as a module for L ′ X we have
where each M i is an irreducible KL i -module. In particular, if M i is nontrivial then we may consider the triple (
is the natural projection map induced by the isomorphisms and inclusions
is either an irreducible triple, or L ′ X has precisely two composition factors on M i . This allows us to apply induction on the rank of G, using the previously considered smaller rank cases to obtain information on the highest weights of the M i , and ultimately to determine the highest weight λ of V . Example 5.11 Suppose H = A 2 t = A 2 .2 and p = 2, 5, so X = A 2 and t is an involutory graph automorphism of X. Let {δ 1 , δ 2 } be the fundamental dominant weights for X corresponding to the simple roots {β 1 , β 2 }. Set W = L X (δ), where δ = 2δ 1 + 2δ 2 , so dim W = 27 and the action of X on W embeds X in G = SO(W ). Moreover, the symmetry of δ implies that W is self-dual, so t also acts on W and thus H < G. Set V = L G (λ), where λ = i a i λ i is p-restricted and λ = λ 1 .
Seeking a contradiction, let us assume V | H is irreducible. By the main theorem of [23] , V | X is reducible and so Clifford theory implies that V | X = V 1 ⊕V 2 , where V i = L X (µ i ). Without loss of generality, we may assume that µ 1 = λ| X = c 1 δ 1 + c 2 δ 2 , in which case µ 2 is the image of µ 1 under the action of t, so µ 2 = c 2 δ 1 + c 1 δ 2 . Moreover, the irreducibility of V | H implies that V 1 and V 2 are non-isomorphic (see [4, Proposition 2.6.2]), whence c 1 = c 2 .
Let P X = Q X L X be a t-stable Borel subgroup of X (so L X = T X is a maximal torus of X) and consider the corresponding flag of W given in (4). Define the quotients W i as above. Using [23, (2. 3)], one checks that
By the aforementioned theorem of Smith [25] ,
is an irreducible KL ′ -module, with highest weight λ| L ′ (here the notation indicates that M i is an irreducible module for the i-th factor of L ′ ). But V /[V, Q] is 2-dimensional, so M 1 must be the natural module for the A 1 factor of L ′ , and M 2 , M 3 and M 4 are trivial (see [11, Lemma 5.2] ). This observation yields useful information on the coefficients in λ; indeed, we obtain the following partially labelled diagram:
In other words, we have reduced to the case where
By choosing an appropriate ordering on the T X -weights in W , we can determine the restrictions of the simple roots α i to the subtorus T X (see [4, Table 3 .2]). For example, we can fix an ordering so that α 2 | X = β 2 − β 1 . Now, since the coefficient of λ 2 in (5) is positive, it follows that λ − α 2 is a T -weight of V and thus (λ − α 2 )| X = µ 1 − β 2 + β 1 is a T X -weight of V | X . Moreover, by considering root restrictions we can show that this is the highest weight of a KX-composition factor of V , so we must have µ 2 = µ 1 − β 2 + β 1 .
By [23, (8.6) ], δ−β 1 −β 2 has multiplicity 2 as a T X -weight of W (here we are using the fact that p = 5), which means that we may assume (λ− 6 i=1 α i )| X = δ−β 1 −β 2 and thus α 6 | X = 0. It follows that there are at least three T -weights of V which give ν = λ| X − β 2 on restriction to T X , so the multiplicity of ν is at least 3. However, one checks that ν has multiplicity 1 in both V 1 and V 2 , so this is incompatible with the decomposition V | X = V 1 ⊕ V 2 . This contradiction completes the proof of the claim.
Finally, let us address the veracity of the main theorem of [4] , in view of the corrections to Seitz's main theorem discussed in Section 4.2.
Proposition 5.12 Let G, H, V be given as in Hypothesis (⋆) and let us assume H is non-geometric. Then V | H is irreducible if and only if (G, H, V ) is as given in Theorem 5.9.
Proof As discussed above, in the proof of the main result of [4] we proceed by induction on the rank of G, studying the embedding of various parabolic subgroups of H in parabolic subgroups of G. We then rely upon an inductive list of examples, for disconnected as well as connected subgroups. In view of the recently discovered configurations described in Section 4.2, we must go back through our proof, paying particular attention to all cases where the Levi factor of the chosen parabolic of H • has type B ℓ . But for the groups H satisfying the hypotheses of the proposition, we have H • = A m (with m 2), D m (with m 4) or E 6 . In particular, H • does not have a parabolic subgroup whose Levi factor is of type B ℓ , so the arguments in [4] are not affected by the new examples.
6 Tables   In this final section we present Tables 3 and 4 , which describe the irreducible triples arising in the statements of Theorems 4.1 and 5.4. Note that Table 3 can be viewed as a corrected version of [23, Table 1 ]. In the following two remarks, we explain the set-up and notation in each table.
Remark 6.1 Let us describe the notation in Table 3 .
(a) In the first column we give the label for the particular case in that row of the table; our choice of labels is consistent with [23, Table 1 ]. As explained in Remark 4.2, we have included the following additional cases in Table 3 :
and we have corrected the conditions in the case labelled IV (c) In terms of the second column, the case labelled IV ′ 2 requires special attention. Here H is a subgroup of a central product B k B n−k , so there are natural projection maps π 1 : H → B k and π 2 : H → B n−k . Seitz's notation
indicates that either H projects onto both simple factors, or some factor is of type B 2 and the projection of H to this factor is a group of type A 1 acting irreducibly on the spin module for the B 2 (in the latter situation, note that we also need the condition p 5, as indicated in the Table 3 ).
Typically, H is simple and W | H is irreducible, in which case we give the highest weight of W | H in terms of a set of fundamental dominant weights {δ 1 , . . . , δ m } for H. This notation is suitably modified in cases IV 3 and IV 5 , where H = H 1 H 2 is a central product of two simple groups. Note that in cases T 1 and T 2 , we write 0 for the highest weight of the trivial module. Following [23, Table 1 ], in some cases we write "usual" in the third column to indicate that the embedding of H in G is via the usual action of H on the natural KG-module. For example, in the case labelled IV 1 , H = B n is embedded in G = D n+1 as the stabilizer of a nonsingular 1-space.
(g) In the fourth and fifth columns, we give the highest weights of V | H and V , respectively, in terms of labelled Dynkin diagrams, together with any additional conditions on the relevant parameters. Once again, this is consistent with [23, Table 1 ], with the exception that the conditions in case IV ′ 1 have been corrected in view of [7] (see Section 4.2). Bn < D n+1 , n 3 usual a 1 a 2 a n−1 an a 1 a 2 a n−1 an 0 an = 0, and if 1 i < j n, a i a j = 0 and a k = 0 for all i < k < j, then a i + a j + j − i ≡ 0 (mod p) 
Remark 6.2 Let us make some comments on the notation appearing in Table 4 .
(a) The first column gives the label for each case (G, H, V ) in the table. The configurations G 1,1 -G 6,2 are cases where H is a geometric maximal subgroup of G, whereas N 1 records the only case arising in Theorem 5.4 with H nongeometric. As explained in Remark 5.5, a label G i,j indicates that H is a geometric subgroup in the collection C i (see Table 1 ).
(b) In the second column we give the pair (G, H), together with any additional conditions on G and H, as well as the characteristic p. For each geometric configuration G i,j , the embedding of H in G can be read off from the subscript i, which gives the specific C i family containing H. In the one non-geometric case, the subgroup A 5 .2 is embedded in C 10 via the 20-dimensional KH • -module Λ 3 (U ), where U is the natural module for H • (see Theorem 5.9). In addition, in the second column we write T i to denote an i-dimensional torus, and the notation ( †) has the same meaning as in Table 3 (see Remark 6.1(d)). (c) Set J = [H • , H • ], so either J is semisimple, or H • is a maximal torus of G and J = 1 (the latter occurs in the cases G 2,1 and G 2,5 ). In the cases where J is semisimple, the third column gives the highest weight of a KJ-composition factor V 1 of V (in the two exceptional cases, we just write "−"). Similarly, in the fourth column we give the highest weight of V . Note that the case appearing in the first row (labelled G 1,1 ) is Ford's interesting example from [11] , and so it is convenient to refer the reader to Example 5.1 for the various conditions on the highest weight which are needed for the irreducibility of Dn.2 < Bn, p = 2 a 1 a 2 a n−2 a n−1 a n−1 + 1 a 1 a 2 a n−1 an 2 See Example 5.1 
