We prove an adiabatic theorem for the non-autonomous Gross-Pitaevskii equation in the case of a weak trap. More precisely, we assume that the external potential decays suitably at infinity and admits exactly one bound state.
Introduction
Quantum adiabatic theory has been initiated with the study of the non-autonomous Schrödinger equation iε∂ s ψ s = H s ψ s (1.1)
in the limit ε ց 0. Here, H s is a time-dependent self-adjoint Hamiltonian and the macroscopic time variable s is assumed to take values in [0, 1]. The first adiabatic theorem was discovered by Born and Fock [6] in 1928 who treated the case where H s has a simple eigenvalue which remains isolated from the rest of the spectrum at all times.
Since that time a wide range of generalizations have been found. Some authors considered the case of isolated yet degenerate eigenvalues or isolated energy bands [4, 5, 23] . Others were concerned with the development of superadiabatic expansions which approximate the solution of (1.1) with exponential accuracy in ε [22, 26] ; much like in the well-known Landau-Zener Formula [24, 43] . It has also been found that an adiabatic theory can even be given for non-isolated eigenvalues at the cost of having no information on the rate of convergence as ε ց 0 [2, 7] . Many of these theorems have later been further generalized to non-self-adjoint Hamiltonians which arise for instance in non-equilibrium statistical mechanics [3, 21, 27, 32] .
The present article takes a slightly different approach and studies a nonlinear example of a quantum adiabatic theorem. More precisely, we consider the non-autonomous Gross-Pitaevskii equation with a time-dependent potential V s = V s (x),
where b = ±1 (focusing resp. defocusing nonlinearity). Equation (1.2) constitutes an effective description for the dynamics of a Bose-Einstein condensate with one-particle wave function Ψ s in an external trap V s . It can be rigorously derived from the underlying many-body Schrödinger dynamics in the limit of large particle numbers N → ∞ if the interaction potential between the particles is scaled suitably with N (see e.g. [29, 35] and references therein). However, it is worthwhile to note that such results are not uniform in the macroscopic time t := s/ε and hence we will simply take Equation (1.2) as our starting point: Issues concerning the interchangeability of adiabatic and particle number limit will not be addressed here.
To give an informal explanation of our main theorem we introduce the stationary pendant to (1.2) which reads −∆ψ E,s + V s ψ E,s + Eψ E,s + b|ψ E,s | 2 ψ E,s = 0 .
(1.3)
Its solutions are referred to as ground states since they solve the Euler-Lagrange equation for the Gross-Pitaevskii energy functional
where ψ E,s 2 2 = η is fixed. We assume that the initial data Ψ 0 for (1.2) is small in a suitable sense (equivalently, Ψ 0 could be rescaled at the price of choosing the parameter b to be small instead). In addition, we assume that the linear Hamiltonian −∆ + V s admits exactly one bound state for each s, that is, the trapping potential V s is supposed to be weak. After adding the nonlinearity this bound state bifurcates into a whole manifold of ground states as will be shown below.
Our result can now be described as follows: Under the assumption that Ψ 0 belongs to the ground state manifold we prove that, up to phase and uniformly in s, Ψ s converges to an element in the ground state manifold with equal mass, i.e. L 2 −norm of the solution, as ε ց 0. In fact, the error term will be O(ε) and is thus reminiscent of linear adiabatic theorems in presence of a gap condition.
From a physical perspective the existence of an adiabatic theorem for the Gross-Pitaevskii equation is to be expected and has been observed in interference experiments [1, 28] . Mathematically however, the non-autonomous setting considered here -contrary to the autonomous case (e.g. [14, [36] [37] [38] 42] ) -has not yet been subject to intensive investigations: A space-adiabatic theorem was found in [33] . The result closest to ours is [31] , where the equation of the form
was considered. Here the nonlinearity is of the size ε, which goes to zero as ε tends to zero. Interestingly, the techniques we apply to prove our theorem differ from the ones commonly used in the linear case. The main difficulty is that by linearizing the Gross-Pitaevskii equation around a ground state one obtains a generator which does no longer give rise to a contracting evolution on L 2 (R 3 ) and therefore makes it more involved to estimate error terms. This problem can be dealt with by a bootstrap argument which uses the dispersive behavior of the linear Schrödinger equation; see e.g. [19, 34] . For the related nonlinear problems, see the results in [8-13, 15, 16, 20, 25, 30, 39-41] .
The organization of this article is as follows. We start in Section 2 we establish the existence and regularity of a ground state manifold for Equation (1.3) . This enables us to give a precise statement of the main theorem in Section 3. After studying, in Section 4, various properties of the linearized operator, obtained by linearizing around the ground state, we reformulate the main Theorem into Theorem 5.2 in Section 5. Theorem 5.2 will be proved in Sections 6 and 7.
Various technical estimates will be in Appendices.
Throughout the paper we use the standard notation for the weighted Sobolev spaces
2 Ground state manifold: existence and regularity
Hypotheses on the potential
We start with the general assumptions for the potential V s .
(H e ) For every s ∈ [0, 1], −∆ + V s admits exactly one eigenstate v * ,s , with eigenvalue −E * ,s < 0 separated from the rest of the spectrum of −∆ + V s , by a margin uniformly in s: there is
(H r ) For every s ∈ [0, 1], V s admits no zero energy resonance, that is, the equation
Ground state manifold
We present the proposition to establish the existence of a curve of constant mass in the manifold of instantaneous stationary states for Equation (1.2). More generally, our result yields a differentiable manifold of nonlinear ground states. Before stating it we introduce some notation. By
we denote the spectral projections onto the eigenvector space of −∆ + V s and its orthogonal complement. Moreover, we declare that a subindex in Landau's O-symbol denotes the space in which the statement is to be understood.
The "time-independent" Gross-Pitaevskii equation (1.3) admits a family of nonlinear ground states ψ E,s > 0 satisfying the equation
and they bifurcate from the zero solution:
In fact, ψ E,s is analytic in
(ii) The ground states ψ E,s form a two-dimensional Banach manifold M ⊂ H 2,l (R 3 ). For fixed s the assertions in (i) hold and the map
(iii) There exists a unique positive family of ground states s → ψ Es,s ∈ C 2 ([0, 1]; H 2,l (R 3 )) with constant mass, ψ Es,s 2 2 ≡ η. The results are well known, see e.g. [42] . Hence we choose to skip the details.
Main theorem
The notion of a family of ground states allows to formulate the following adiabatic theorem, which is the main result. The theorem will be reformulated into Theorem 5.2 below. The unesthetic factor e iζs is avoided by going over to projectors. Dirac notation allows us to formulate the following immediate corollary of Theorem 3.1. 
For a complete proof we need to prove the local wellposedness of the solution in space H 2 (R 3 ). But here we choose to skip it by the fact it is straightforward in the present setting, see also e.g. [17, 18] .
The following well-known results will be used often. Their proofs are standard, hence omitted.
Lemma 3.3.
4 Linearization around the ground state
We start with linearizing around the ground state and make an ansatz 1
to derive an equation for ϕ s . Note that since the nonlinearity in (1.2) is not complex analytic in the wave function Ψ s , the linearized operator will only be real linear. It is thus favorable to adopt the notation
and likewise for any other complex quantities. Plugging (5.1) into (1.2) to finḋ
Es,s
Here the linear operator L E,s is naturally defined by (4.3) and the nonlinearity N = N ( ψ Es,s , ϕ s ) by (4.4). We used the notation
and moreover L E,s is considered as an unbounded operator on the Hilbert space
To facilitate later discussions we define operators
Now we study the eigenvalues of the operator L E,s . Compute directly to find
Hence 0, ψ E,s ⊺ is an eigenvector of L E,s with eigenvalue 0. Differentiation of the left hand side with respect to E yields
The Riesz projection for the linear operator L E,s take the following form.
More precisely, if Γ parametrizes its boundary in counterclockwise direction then
The result is well known, can be found in, for example, [16] .
Reformulation of Theorem 3.1
We start with decomposing the solution Ψ s into different components, according to the spectrum of L s . It relies on the following lemma to decompose the solution.
In figurative language what the lemma says is the following: As long as ϕ s in Ansatz (4.1) is sufficiently small, then, at the cost of introducing an additional phase γ ε s , we can "shadow" ψ Es,s ∈ M by ψ E ε s ,s such that
where φÊ ,s lies in the continuous subspace of LÊ ,s . The dependence ofÊ,γ on E, φ is smooth; the dependence on s is C 2 .
The proof of the lemma can essentially be found in [42] . Applying Lemma 5.1, we reformulate Theorem 3.1 in terms of estimates on various components of (5.1). Plug (5.1) into (1.2) to find,
Recall that φ := Rφ Iφ by the convention in (4.2), L s := L E ε s ,s and the nonlinearity is defined in (4.5), and for later use,
It is not hard to see that our initial condition φ 0 satisfies
As a first consequence we derive equations forĖ ε s ,γ ε s , the modulation equations. To that end recall the condition P d s φ s = 0, which, by (4.7) amounts to
Apply these two orthogonality conditions to Equation (5.2) to derivė
We continue to transform the equation for˙ φ s in (5.2). To remove the term −P c s d
ds ψ E ε s ,s , which is considered the main term, from the right hand, we make a refined decomposition for the function φ s as follows
) is well-defined and bounded. The second identity in (5.6) follows from the explicit form of the projection (4.7).
Plug the Decomposition (5.6) into (5.2) to yield the equation for φ s ,
Apply P c s on both sides to see certain term vanish, and use˙ φ s =Ṗ c
The initial data for the equation above is, by the fact φ 0 = 0 and (5.6),
We now reformulate Theorem 3.1:
Theorem 5.2 (Reformulation of Theorem 3.1). The function˜ φ s , the scalar functions E ε s , γ ε s satisfy the following estimates:
The theorem will be proved for a short time interval [0, s 0 ], with s 0 small but independent of ε, in Section 6 below, and proved in the interval [0, 1] in Section 7.
Clearly, Theorem 5.2 implies Theorem 3.1: with ξ ε s :=
The first inequality makes use of (5.10), the second of Proposition 2.1 in combination with (5.9) as well as (5.11). Mathematically, the main work for the proof of Theorem 5.2 lies in the demonstration of its validity on a small interval [0, s 0 ], with s 0 being independent of ε. Here we need s 0 small enough so that some Fixed-Point-Theorem-type argument can be applied, see the choice of (or two conditions on) s 0 in (6.23) and (6.26) below. We begin with presenting the main ideas. The core of the proof is a bootstrap argument. Specifically, define a locally controlling function M 
cf. Equation (5.6). Recall that σ > 2.
To start the bootstrap arguments, we use that, by (5.8), the initial data satisfies the conditions
Hence there is a maximal 0 < τ such that the (B l , B g ) resp. (B ′ l , B g ) conditions, to be defined below, are satisfied with s = τ as long as ε ≪ 1. Here the (B l , B g ) resp. (B ′ l , B g ) conditions are defined as
where A > 1 is the constant in the dispersive Estimate (6.19) below. Note that if L
With these at hand we may turn to the analysis of˜ φ s itself. The key fact is that˜ φ s lies in the continuous subspace of the linear operator L s , which allows us to apply dispersion estimates. which in turn is generated by some linear operator approximately L s . This in turn is generated by some linear operator which approximates L s . Together with bootstrap assumption (B g ), this will enable us to improve the estimates for˜ φ s on the small interval [0, τ ], as long as τ ≤ s 0 with s 0 > 0 being small and independent of ε. The result is the following proposition. Proposition 6.1. There exists s 0 > 0, independent of ε (provided that it is sufficiently small), such that if (B l , B g ) resp. (B ′ l , B g ) hold for s ≤ s 0 , then the better estimates
3)
The proposition will be proved in the rest of the section. Assuming Proposition 6.1 holds, then we can prove (5.11) of Theorem 5.2 by a continuity argument.
In order to prove (6.1), (6.2) we start with establishing controls for the modulation parameters. This will also yield (5.9) and (5.10) of Theorem 5.2. We start with some preliminary estimates. It is easy to see that every scalar product in (5.4) and (5.5) which involves φ s is of order ε whenever assumption (B l ) resp. (B ′ l ) holds. For ε ≪ 1, it follows that
Control of modulation parameters E
Note that (6.5) is the desired bound in (5.10). Now we prove (5.9). Recall that the scalar function E s , which is independent of ε, is the function satisfying Ψ Es,s 2 2 = Ψ E 0 ,0 2 2 = η, see (iii) of Proposition 2.1. In the next result we measure the difference between E s and E ε s , or is to prove (5.9).
uniformly in s.
Proof. We apply a Grönwall-type argument. The function
is C 1 in s and smooth in E by Proposition 2.1. By (B l ) and (5.4)
where O(ε) is uniformly bounded in s.
To derive an equation for E s , we take a s−derivative on the identity ψ Es,s , ψ Es,s = ψ E 0 ,0 , ψ E 0 ,0 = η to findĖ
Subtract this from (6.6) to obtaiṅ
Here C is a constant independent of ε. Using E ε 0 = E 0 (see Theorem 3.1)
This last inequality yields for x(s) := e −Cs s
which, after integration, implies the desired claim.
Proof of Proposition 6.1
We start from the equation for˙ φ s in (5.7).
In the proof we rely on propagator estimates generated by certain linear operators. Here we do not choose L s on the right hand side of (5.7) since its time-dependence will complicate our analysis. Instead we approximate it by a linear operator −JH E ε s ,0 with H E ε s ,0 defined as 9) and the linear Schrödinger operator H 0 naturally defined. We rewrite the equation for˙ φ s aṡ
The difference between L s and −JH E ε s ,0 ,
is small if s is small, and decays at spatial infinity. Apply the Duhamel's principle and apply P c H 0 on (6.10) to find,
Here, the propagator U 0 (s, s ′ ), s ≥ s ′ ≥ 0 is generated by the linear operator H E ε s ,0 +γ ε s defined in (6.9) . Its mathematical definition is
The time decay estimates of various terms (6.12)-(6.15) depend critically on the estimation of U 0 (s, s ′ ). Using the definition of H E ε s ,0 , we cast the expression into a convenient form
The first factor e
s ′ ]J is a 2 × 2 scalar unitary matrix, since J is anti-self-adjoint. Hence to estimate U 0 (s, s ′ ), it suffices to estimate e To estimate (6.12)-(6.15) we rely on appropriate propagator estimates. Here to facilitate later discussions we consider cases more general than e 19) where χ H 2 ∩W 2,1 := χ H 2 + χ W 2,1 . The constant A and the multiplicative constant in (6.18) can be chosen independent of τ and t.
The proof is based on results in [19] , and will be given in Section A.
We are now ready to estimate the various terms (6.12)-(6.15), the local estimates for (6.12-6.15) are collected in the following lemma. Its proof is provided in the next subsection. Recall that ψ E 0 ,0
If L
−1
0 P c 0 ∂ s ψ E 0 ,s | s=0 = 0 then the first two estimates are replaced by
Here the constants M 
One last minor difficulty remains before proving Proposition 6.1. Recall that we need to prove that ˜ φ s H 2,−σ ≤ · · · using (6.12) , while what appears on the left hand side of (6.12) is
φ s , instead of the desired˜ φ s . In the next lemma we show their H 2 and H 2,−σ -norms are equivalent.
Lemma 6.5. Suppose s 0 , η and ε are sufficiently small. The for 0 ≤ s ≤ s 0 , we have
The lemma will be proved in Section B. Given Lemmata 6.4 and 6.5, we are ready to prove Proposition 6.1.
Proof of Proposition 6.1. We discuss first the case where L
. Results in Lemmata 6.4 and 6.5 imply that, for all sufficiently small ε
Here we have made the multiplicative constant C s 0 ,A explicit in order to define our prescription for δ(0, s): We choose s 0 small enough so that Lemma 6.5 holds for s ≤ s 0 and
Consequently, by the definition of M and therefore
This, together with applying the results in Lemma 6.4 to yield
In addition to the condition on δ(0, s) in (6.23) we require that δ also satisfies
Hence the bootstrap assumption (B l ) , for s ∈ [0, s 0 ], is improved to the desired estimate(6.1),
for all sufficiently small ε. Now we turn to estimating φ s H 2 . By (B l , B g ) and Lemma 6.2, for s ′ ≤ s 0 it holds
This together with (6.12)-(6.15) and (6.25) yields the desired estimate (6.2)
Note that the implicit multiplicative constant can be chosen to be uniform in 
, and Theorem (6.3) to obtain
Local estimate for (6.13): To apply Theorem 6.3 we need bounds for the · H 2 ∩W 2,1 -norms of each term:
A proof of this lemma is given in Section C. In what follows we estimate (6.13), and start with the case L −1 0 P c 0 ∂ s ψ E 0 ,s | s=0 = 0. Lemma 6.6, Theorem 6.3, and Estimate (6.5) yield, for s ≤ s 0 and s 0 , η, ε ≪ 1,
recall the constant δ(0, s) from (6.21). In the last inequality we applied (B l ) as well as the following key observations:
Proof. The first estimate follows immediately after a change of variables s ′ → 
Next we estimate (6.13) for the simpler case L 
where A > 1 is the constant in the dispersive Estimate (6.19) . Note that if L −1 0 P c 0 ∂ s ψ E 0 ,s | s=0 = 0 then (B l ) is replaced by
In estimating (7.6)-(7.9), the decay estimates generated by U s * (s, t) play a prominent role, as in the proof of Proposition 6.1. Here after analyzing as in (6.16), we find that it suffices to study the operator e −itH s * , which makes the results in Theorem 6.3 applicable.
Local estimate for (7.6): It is easy to obtain U s * (s, 0)P Here we used s ≥ s 0 > 0.
Local estimate for (7.7): The integrals of the first summand To prove the claim we define φ t := e −iP c
