In this study, a digital filter is introduced into the fifth-generation Pennsylvania State University-National Center for Atmospheric Research Mesoscale Model (MM5) four-dimensional variational data assimilation (4DVAR) system as a weak constraint to control high-frequency oscillations, which negatively affect assimilation performance. To assess the impact of the digital filter and to understand how the digital-filter 4DVAR functions, a series of observing system simulation experiments are conducted with the assimilation of global positioning system (GPS) refractivity soundings for a cyclogenesis case over the Antarctic region. It is shown that the use of a digital filter, centered at the midpoint of the assimilation period, is effective in suppressing the highfrequency waves. The imbalance during the early period of assimilation is further reduced by utilizing an additional short-span filter, starting at the beginning of the assimilation period. The filtering of the wind field is found to be the most effective in suppressing high-frequency oscillations. It is also revealed that the imposed weak constraint significantly reduces the wave-reflection problem caused by imperfect upper boundary conditions. It is concluded that the weakly constrained 4DVAR with digital filters not only reduces dynamic imbalance, but also significantly improves the qualities of analysis and forecast. Without projecting its solution onto the highfrequency waves, which diminish rapidly with forecast time, the constrained 4DVAR is able to yield additional improvement in the model initial condition in the larger-scale range and hence utilizes the available observations more effectively when compared with the unconstrained 4DVAR.
Introduction
The use of unbalanced initial conditions often generates high-frequency oscillations with amplitudes larger than those observed in nature. To overcome this, many initialization techniques, which reduce the dynamic imbalance between mass and wind fields, have been developed. Daley (1991) provides a comprehensive review of the initialization methods, including filtered model (e.g., quasigeostrophic model and balance equation), dynamic initialization (Miyakoda and Moyer 1968; Nitta and Hovermale 1969) , nonlinear normal mode initialization (Machenhauer 1977; Baer and Tribbia 1977) , and bounded derivative method (Kreiss 1979 (Kreiss , 1980 Semazzi and Navon 1986) .
More recently, digital-filter initialization (DFI), a simple and effective alternative, was proposed by Lynch and Huang (1992) . The significant advantage of DFI is its simplicity, both in basic concept and implementation, while effectively suppressing high-frequency oscillations. As compared with nonlinear normal-mode initialization (NNMI), neither the linearization of model equation nor the separation of normal modes is neces-sary in DFI. Furthermore, no iterative procedure, which could diverge, is required. Different from the bounded derivative initialization, there is no need to use a scaled model equation or to choose appropriate scaling parameters. With the use of a digital filter, which is highly frequency selective, DFI needs a much shorter period of forecast compared to the dynamic initialization. It is shown that DFI can produce comparable or better results than NNMI (Lynch and Huang 1992; Huang and Lynch 1993) . However, some approximations that are difficult to avoid in practical implementation had to be introduced into the DFI procedure. These include adiabatic backward integration and diabatic forward integration due to irreversibility of physical processes, as well as ad hoc treatment of the lateral boundary. Although the computational cost of DFI is much cheaper than dynamic initialization (which relies on only damping time integration schemes), it is more expensive than NNMI. Similar to the dynamic initialization, DFI also potentially introduces model error to the initial condition because of the time integrations of the model.
All those initialization methods inevitably alter the analysis, which degrades the fit to the observations. Thus, more effective methods have been devised to yield a balanced analysis while maintaining close fit to the observations. These efforts have concentrated on the VOLUME 
M O N T H L Y W E A T H E R R E V I E W
four-dimensional variational data assimilation (4DVAR) approach. An early study by Courtier and Talagrand (1990) involved the introduction of NNMI and its adjoint into a 4DVAR scheme as a penalty term. However, the NNMI-based constraint in 4DVAR necessitates the adjoint of NNMI, and hence the constraint is tied with the specific NNMI and model. Such a property is not desirable for maintenance of the assimilation code. Zou et al. (1993) greatly simplified this approach by using quadratic penalty terms, which relax the time tendencies of surface pressure and divergence toward zero. This simple method can be significantly improved by formulating the penalty term to dampen only high-frequency oscillations and not to inadvertently affect slowvarying modes. This is possible with the applications of digital filters.
The use of digital filters in 4DVAR also has been investigated, Gustafsson (1992) showed, for a spectral one-dimensional shallow-water model, that a digital filter could be used to define a penalty term that measures the distance between unfiltered and filtered model states. Polavarapu et al. (2000) demonstrated that a digital filter could control high-frequency modes effectively when used either as a strong or a weak constraint in a global shallow-water model. More recently, Gauthier and Thé-paut (2001) tested a weak constraint of a digital filter for a preoperational 4DVAR system of Météo-France. They showed that the imposed weak constraint controlled the emergence of high-frequency oscillations effectively, while maintaining a closer fit to the observations.
In the present paper, we examine the advantages of the weak constraint digital filter, as implemented in the fifth-generation Pennsylvania State University-National Center for Atmospheric Research Mesoscale Model (MM5) 4DVAR system, in the assimilation of GPS radio occultation soundings for a cyclogenesis case over the Antarctic region in the context of an observing system simulation experiment (OSSE). The Antarctic environment provides a good choice to investigate the initialization problem for several reasons: 1) the high and steep topography of the Antarctic continent and the frequent occurrence of intense cyclonic storms in sub-Antarctic latitudes tend to excite gravity waves both naturally and numerically, 2) the highly stratified lower atmosphere is favorable for the excitement of intense gravity waves, and 3) the large Coriolis parameter can significantly influence the propagation and interaction of these waves. The lack of traditional observations over this region necessitates the optimal use of satellite data, such as that from GPS radio occultation soundings (Ware et al. 1996) . Rocken et al. (1997) have shown that the quality of GPS radio occultation data is comparable with that of radiosonde, from the surface to approximately 40-km elevation. The geographically scattered and intermittent distribution of GPS observations also provides a good test for initialization procedures. In the context of OSSE, the effectiveness of the assimilation and the impact of the data on subsequent forecasts can be assessed precisely by comparing the results with the known ''true'' atmosphere (e.g., Zou et al. 1995; Kuo et al. 1997 ). In the case of assimilation of real data, such evaluation is not possible because accurate analysis of the atmosphere at high temporal and spatial resolution is not available for a detailed verification. Therefore, OSSE is particularly valuable in evaluating the performance of a digital filter as part of an assimilation system.
The purpose of this study is to understand the underlying mechanisms relevant to the digital-filter-constrained 4DVAR. To achieve this goal, we decided to simplify the framework of 4DVAR (e.g., an OSSE approach and the omission of the background term in the cost function). In section 2, a brief description of the digital filter and its formulation as a weak constraint in 4DVAR is presented. The experimental framework is outlined in section 3, and detailed evaluations on a realistic GPS observation network are presented in section 4. Last, section 5 summarizes our approach and results and draws conclusions.
Digital filter a. Digital filter for initialization
As described in Lynch and Huang (1992) , the highfrequency oscillations in a time function, y(t), can be removed through three sequential steps: 1) calculate the Fourier transform, Y() ϭ F {y(t)}, 2) set the coefficients of the high frequencies in the Y() to zero, and 3) perform the inverse transform. Thus, the filtered function (t) can be expressed as (t) ϭ F Ϫ1 {H()·Y()}, y y where F Ϫ1 is the operator of inverse Fourier transform. To satisfy the condition in the second step, the weighting function H() should be
where c is the cutoff frequency. However, the filtered function can be obtained directly in the time domain by convoluting y(t) with h(t) ϭ sin( c t)/t, the inverse transform of H(), without performing the Fourier transforms. In practice, the ideal filter response H() cannot be achieved, because model states are only available at discrete moments within a finite period. Thus, digital filters have been devised to approximate the ideal low-pass filter as closely as possible in the finite and discrete time frame. We consider a digital filter for a trajectory of modelstate vector {x k ϭ x(k⌬t): ϪM Յ k Յ M} for a time span T s (ϭ2M⌬t), with time step ⌬t. The filtered state 0 , defined at the center of the time span, can be ex-
where h k [ϭsin( c k)/k] and digital cutoff frequency c are the digital analogies of h(t) and c , respectively. A common problem in digital filtering is the appearance of spurious oscillations (i.e., Gibbs oscillations) in the frequency response due to the truncation of a Fourier series. In order to control the oscillations, and to achieve a response close to the ideal filter, the filter weights h k are smoothed by multiplying them pointwise by a Dolph-Chebyshev window,
where 1/x 0 ϭ cos( s /2), 1/r ϭ cosh(2M cosh Ϫ1 x 0 ), N ϭ 2M ϩ 1, m ϭ 2m/N, and T 2M is the Chebyshev polynomial of degree 2M. As explained in Lynch (1997) , the above parameters can be determined by specifying the stop-band edge s for a given filter order N that enables the amplitude of filter response in the stop band (i.e., ripple ratio r) to be a minimum. He also pointed out that the use of a Dolph-Chebyshev function as a window, in combination with a low-pass filter, is more suitable to control the Gibbs oscillations, although it can be utilized directly as a filter. It should be noted that the filter coefficients in (2) have been normalized over the time span to keep the mean quantity of the targeted sequence from amplifying or damping.
b. 4DVAR with a weak constraint of digital filter
The principle of 4DVAR is to find the model solution that best fits the observations available over an assimilation period [t 0 , t N ] while simultaneously satisfying other imposed constraints (Lorenc 1986 ). Under the perfect-model assumption, this problem can be further reduced to find the optimal initial condition from which the model solution, subjected to the above conditions, can be produced. In this study we attempt to find the optimal initial condition by minimizing a cost function defined as
where J o (x 0 ) and J c (x 0 ) measure the misfits to the observations and to a constraint of digital filter, respectively, and x 0 is the model state at the initial time t 0 . The observational term is
where N k is the observed atmospheric refractivity (a more detailed description can be found in section 3b) at time t k , H is the operator that predicts the model counterpart of observations from the initial condition, and O is the covariance matrix of observational error. Following Gustafsson (1992) , a penalty term that measures the distance between a filtered state and the corresponding unfiltered state can be defined as
where ͗ ͘ represents an inner product and N/2 is filtered x state defined at the center of the assimilation period. Although J c is defined in terms of the difference of model states at time t N/2 , the model initial condition (x 0 ) is still the control variable.
In the situation that the penalty term purely represents the activity of a high-frequency wave, variables are strongly correlated with one another through the phase relationship of the wave. For a monochromatic wave, therefore, the high-frequency oscillations in different variables stand for the same wave, except for different amplitudes, depending on variable type. This implies that the wave amplitude in each variable can be used as an effective scaling factor to accelerate the convergence of minimization. In the real atmospheric environment, however, the penalty term contains wave activities ranging over a wide spectrum, and thus it is not straightforward to determine a reasonable scaling factor. As a simple choice, we use horizontally averaged error of 12-h forecast as the scaling factor. If the scaling works perfectly, each variable will add the same factor to J c . Sometimes, nevertheless, it is useful to adjust the contribution of each variable explicitly by including a weighting factor, depending on variable type, in J c . A weighting factor of less than 1 represents that only a fraction of the original J c resulting from that particular variable will be forced to be reduced. In this study, horizontal wind (u, ), temperature (T), pressure perturbation (pЈ), and mixing ratio of water vapor (q ) are included in the penalty term, and only the contribution of the water vapor is adjusted (i.e., u ϭ ϭ T ϭ pЈ ϭ 1 and ϭ 0.1) to preserve its high natural variability Ј q in smaller spatial and temporal scales. For the same reason, vertical velocity is not included in the J c . One could also adjust the overall magnitude of the penalty term with respect to that of the observational term or the background term by modifying the weighting factors of all variables. Polavarapu et al. (2000) discussed in detail the sensitivity to the relative magnitude of the penalty term. For practical applications, however, it is not trivial to properly tune the relative magnitude of the penalty term because so many factors such as effectiveness of digital filter, configuration of assimilation model, formulation of background term, choice of scaling factor, and screening of observations could affect the magnitude of the penalty term.
With a choice of inner product based on the above ideas, the penalty term can be expressed as
where S is a diagonal matrix. To a first-order approximation, the variation of J c can be written as
Introducing a model operator, L(t 0 , t k ), the perturbation of filtered state at the center of the assimilation period is given by
Substituting (9) into (8) yields
Defining adjoint model operator,
where
Consequently, the gradient of the cost function, with the inner product in (7), can be expressed as
where H T is the adjoint operator of H. A digital filter also can be used as a strong constraint in 4DVAR. In the formulation of strong constraint, no penalty term is needed in the cost function because the constraint is enforced exactly. In the strong constraint, the minimization of cost function can be achieved by the filtering of gradient. [The reader is referred to Polavarapu et al. (2000) for the comparison of strong and weak constraints of a digital filter.]
In this study, unlike common applications of 4DVAR, we have excluded the background term to highlight the impact of the penalty term. It has to be pointed out that the omission of the background term will overemphasize the relative importance of the penalty term because one of the essential properties of the background term is a balance constraint through a multivariate formulation. On the other hand, however, it would also provide a good test bed for the penalty term. The limited-memory quasi-Newton method of Liu and Nocedal (1989) is used to minimize the cost function.
Experimental framework
It is not possible to fully assess the actual impact of a new observing system until it becomes operational. One possible approach to assess the potential impact is an OSSE. The purpose of an OSSE is to simulate observations that a future observing system would provide, utilizing a high-resolution weather simulation model. A detailed review of this approach can be found in Arnold and Dey (1986) . A discussion of the assimilation of GPS radio refractivity observations can be found in Zou et al. (1995) and Kuo et al. (1997) , where OSSE procedures in MM5 4DVAR are described. In this study, we largely follow their methods. Taking into account the suggestions by Kuo et al. (2000) , however, we attempt to establish a more realistic OSSE framework. Furthermore, in this paper we focus on the evaluation of an assimilation strategy (i.e., digital filter), rather than on the impact of a GPS radio occultation observing system. We use two versions of MM5: one for the simulation of the observation and the other for the assimilation of the observation. MM5 is a finite-difference, limitedarea, nonhydrostatic model with a terrain-following coordinate. For detailed descriptions of MM5 and its adjoint model, see Grell et al. (1994) and Zou et al. (1995) , respectively.
a. NATURE run
A high-resolution MM5 model, using a 30-km horizontal grid distance over a 361 ϫ 361 mesh-sized domain and 50 vertical layers, and with a suite of sophisticated physics, is initialized at 0000 UTC 13 October 1995. It is initialized with a 2.5Њ ϫ 2.5Њ European Centre for Medium-Range Weather Forecasts (ECMWF) global analysis and is integrated for 3 days from 0000 UTC 13 October to 0000 UTC 16 October 1995. The physics packages employed are the mixedphase ice microphysics of Reisner et al. (1998) , BettsMiller (1986) subgrid-scale precipitation, Dudhia's (1989) shortwave radiation scheme, rapid radiative transfer model for longwave radiation (Mlawer et al. 1997) , and 2.5-order turbulence closure parameterization (Janjić 1994) . The case chosen is a cyclogenesis event that took place over western Antarctica during the period of 13-16 October 1995. During this period, several cyclones developed and moved around the Antarctic, over the subantarctic ocean and coastal regions. The simulation from the high-resolution model, known as the ''NATURE'' run, is assumed to represent the ''true'' atmosphere and is used to simulate observations from a hypothetical observing system similar to the Constellation Observing System for Meteorology, Ionosphere and Climate (COSMIC). The NATURE run successfully simulated the development and movement of cyclones surrounding the Antarctic continent ( Fig. 1) , as compared with the ECMWF analysis. Moreover, because of the higher grid resolution, the NATURE run contains greater details of weather systems. Thus, this simulation provides a solid basis for the observing system simulation experiments.
b. An observing system of GPS radio occultation
By placing a GPS receiver on a low Earth-orbiting satellite, one can measure the extra phase delay of GPS signals caused by the atmosphere. From that information, one can construct the sounding of the bending angle, or atmospheric refractivity, using radio occultation retrieval techniques. The spatial and temporal distributions of the simulated radio occultation soundings (filled dots in Fig. 1a ) are simulated based on a realistic set of orbit parameters for GPS and COSMIC satellites. It turns out that approximately 500 soundings in a 24-h period are available within the domain of our assimilation model (the box denoted 4DVAR in Fig. 1b ). This represents a major step forward when compared with the limited number of radiosonde soundings available from a handful of radiosonde stations around the Antarctic continent.
For the neutral atmosphere, the refractivity N, defined as N ϭ 10 6 (n Ϫ 1), can be expressed by the so-called Smith-Weintraub approximation,
where n is the refractive index of the atmosphere, T is the temperature in kelvin, p is the pressure in hectopascals, e is the water vapor pressure in hectopascals, c 1 ϭ 77.6, and c 2 ϭ 3.73 ϫ 10 5 .
c. Simulation of GPS refractivity observations
The ''perfect'' refractivity observations are extracted from the results of the NATURE run, at the exact location and time of each simulated radio occultation. For this purpose, the history file of the NATURE run has been saved at 5-min intervals. Then, a representative observation error of global positioning system/meteorology refractivity is added to the perfect refractivity profiles. We add the fractional error estimated by Kursinski et al. (1997) , 1% below 5 km and 0.2% above, to the perfect observations and generate the ''observations'' used in our assimilation experiments. We assume that the observation error is unbiased and vertically uncorrelated.
d. Assimilation of GPS refractivity observations
The observations are assimilated into a lower-resolution model with relatively inexpensive physics. The assimilation model has 120-km grid spacing and 20 vertical layers, representing a typical operational data assimilation/forecast system. The physics used are bulk aerodynamic planetary boundary layer, simple-ice gridresolvable precipitation (Dudhia 1989 ), Grell convective precipitation (Grell et al. 1994) , and a simple radiative cooling scheme.
To better understand the impact of assimilation, we conduct two reference experiments. The first experiment is the ''PERFECT'' run, which uses the perfect initial condition, valid at 0600 UTC 14 October 1995, extracted directly from the grids of the NATURE run (at every fourth grid point). In principle, this represents the best possible initial condition for a forecast model. The second experiment is the ''No4DVAR'' run, in which no GPS refractivity observation is assimilated. The initial condition of No4DVAR is a 12-h MM5 forecast initialized with the National Centers for Environmental Prediction-National Center for Atmospheric Research reanalysis data at 12 h prior to the initial time.
The remainders are two assimilation experiments; one does not employ the weak constraint of the digital filter (''NoDF'' hereinafter), but the other does (''DF'' hereinafter). These experiments share the same initial condition with No4DVAR. We focus on the imblance that is caused by data insertion instead of on the initial imbalance contained in the initial condition. This is the reason that we use a 12-h forecast as the initial condition for these experiments. Here, we assume that the errors of observation and background field are well known: the observational error statistics are based on estimates provided by Kursinski et al. (1997) and the scaling factor of digital-filter constraint is based on the difference between No4DVAR and NATURE experiments. One may argue that the specification of errors is unduly accurate when compared with what are usually available in assimilations of real data: the specification of observational error is the same as that used to generate observations in section 3c; the difference between No4DVAR and NATURE is very close to the true background error. In an experimental study, however, the specification of such accurate errors helps to highlight the problem of interest (i.e., the impact of the digital filter). Otherwise, the deficiencies of the assimilation model, related to the uncertainties in the specification of those errors, could overwhelm and obscure the issues of concern.
e. Configuration of the digital filter in the constrained 4DVAR
The solid curve in Fig. 2 shows the weights of a Dolph-Chebyshev windowed filter, applied over a 6-h assimilation period. The filter parameters are 150 s for time step and 6 h for both the cutoff period and the time span. One-half of the time span (3 h) is used for the stop-band edge period, the transition period during which the weighting function in Eq. (1) decreases from 1 (unaffected) to 0 (completely filtered), as proposed in Lynch (1997) . The area under the curve of the filter weights is 1 for the normalization, and the filtered state is defined at the midpoint of the span.
Referring to their personal communication with N. Gustaffson, Polavarapu et al. (2000) argued that it is sufficient to apply the filter only once, at the middle of the assimilation period, based on a ''slow manifold'' concept. In a strict sense, however, it is questionable whether the model states before the midpoint are filtered sufficiently. Therefore, the above assumption needs to be verified. In practice the best way is to have the filtered point at the beginning of the assimilation period, but it is not feasible because of the symmetry of the nonrecursive digital filter. Instead, one can make the midpoint closer to the model initial time by using a shorter span as in Zupanski et al. (2002) . Nevertheless, the use of a shorter-span time has a drawback-a poor filter response. Gustafsson (1992) used multiple filtered points in a one-dimensional shallow-water model. However, the multiple filtered points entail extra storage to keep track of the filtered model states and the adjoint forcing terms (i.e., 2 ϫ number of filtered points ϫ size of state vector). The extra storage requirement is problematic for realistic models, and it limits the number of the filtered states applicable. Another setback in this case is that the time span of the filter must be shorter than the assimilation period in order to define the multiple filtered states. Therefore, this approach also tends to make the filter response worse.
In this study, a short-span filter (dashed curve in Fig.  2 ) is additionally employed. The filter has a 3-h span and a 1.5-h stop-band edge period. Other parameters are kept the same as those for the long-span filter. The response of a filter sharpens and approaches an ideal lowpass filter as the span increases (Fig. 3) . Thus, the longspan filter works effectively throughout the assimilation period, whereas the short-span filter gives an additional filtering effect before 3 h. Another potential advantage of this approach is that the high-frequency waves, not sufficiently attenuated by one filter for the Gibbs oscillations, can be further removed by the other filter.
The additional filtering can be achieved if the filters show their Gibbs oscillations in different frequencies. Considering the fact that the above approach still leaves the first 1.5 h not completely filtered, the third filter, which has an even shorter span, can be sought. Considering that the response of a filter is degraded as its span decreases and that the addition of the filter also requires additional storage, we do not attempt to apply more than two filters. Because of the additive nature of the adjoint gradient, this method can easily be implemented by summing the gradients associated with each filter. After several tests, we found that this configuration is more effective than other methods in which only one type of filter was used. Therefore, it is adopted as the basic filter for our experiments. Figure 4 shows the pressure traces, at the lowest model level, at a grid point (marked as ϩ in Fig. 1b) . The traces taken from NATURE and No4DVAR evolve slowly with time, but the trace from NoDF shows the presence of high-frequency, large-amplitude oscillations. Such oscillations, with periods shorter than 1 h and amplitudes as large as 15 hPa in some instances, do not appear in the trace taken from DF, except for some small-amplitude undulations for the first 2 h.
Results

a. Pressure trace at a grid point
As will be shown later, these high-frequency oscillations in NoDF are external gravity waves that extend through the depth of the entire atmosphere with monotonically increasing amplitudes with height. The phase speed of these waves increases with the depth of the atmosphere and often approaches the speed of an acoustic wave. A relatively high model top, for a mesoscale model, used in this study (10 hPa) further increases the phase speed of such waves. These waves travel so fast through the atmosphere that the wave originating at a certain location propagates quickly to the surrounding areas. As a result, the analysis increment in NoDF is not confined around the locations of observations, but can be identified at grid points quite some distance away. Therefore, pressure traces show similar features no matter where they are taken. The pressure traces clearly show that the unconstrained 4DVAR is prone to excite inadvertent high-frequency oscillations, while the 4DVAR, weakly constrained with the digital filter, is effective in controlling such waves. Figure 5a compares the evolutions of observational cost function (J o ), normalized by the initial value, with the number of minimization iterations. Both NoDF and DF show good rates of convergence of J o . NoDF decreases by one order of magnitude after six iterations, while it takes DF eight iterations. The constraint imposed on DF causes a slightly slower decrease of J o . Figure 5b compares the evolutions of normalized J c . The J c in NoDF is defined in the same way as that in DF, except that it is a diagnosed value provided only for the purpose of comparison. Of course, this term is neither included in the total cost function nor used in the adjoint computation. At the second iteration, NoDF shows a sudden increase of J c by a factor of 3 in magnitude. It continues to increase with iteration and reaches a value approximately one order of magnitude larger than the initial value after 60 iterations. On the contrary, DF shows a steady decrease of J c in the course of minimization. What is interesting to note is that the J c in DF and NoDF are heading in opposite directions and end up differing by two orders of magnitude. By its own definition, the magnitude of J c is a measure of the wave activity of high frequencies. Therefore, the manifestation of high-frequency oscillations (as seen in Fig. 4 ) can be expected from the increased J c in NoDF.
b. Cost functions
The contributions of individual variables to J c are examined in Fig. 6 . The individual terms in NoDF show almost identical variations with iteration, which suggests that the variables are strongly correlated with one another. That might account for the polarization relationship (e.g., Hines 1960) associated with the waves. In DF, however, J c , because of pressure, decreases so quickly with iteration that it differs by two orders of magnitude after 60 iterations compared to its initial value. This suggests that the high-frequency oscillation in the pressure field can be more easily controlled than oscillations resulting from other variables. This does not necessarily imply that filtering the pressure oscillations is the most effective way to reduce dynamic imbalance, however, as will be shown later.
c. Upper-boundary problem
The vertical structures of J c are compared in Fig. 7 . In the initial profile, the magnitude of J c above ϭ 0.3 increases with height, but it is nearly constant below that level. In DF, the minimization algorithm attempts to reduce the biggest source of J c , first, at the upper layers. Therefore the J c in DF is distributed quite evenly in the vertical after a large number of iterations and eventually approaches zero through the whole atmospheric depth. In contrast, in NoDF, the upper-tropospheric portions of J c continue to increase and grow more quickly than the lower-tropospheric portions with iteration. Subsequently, the upper-tropospheric portion ( Ͻ 0.3) is more than 50% of the total value, which suggests that these waves are external waves. On the other hand, the upper boundary condition also can be a significant factor in exciting the high-frequency waves because it is a potential source of wave reflection. Three methods, divergence damping, sponge layers, and radiative boundary condition, have been used to remedy the wave reflection problem, and each method has its own advantages and disadvantages (Bougeault 1983; Klemp and Durran 1983) . However, it is unlikely that any of these upper boundary conditions can prevent the reflection of waves entirely. Thus, a simple upper boundary condition, rigid lid, is used for our experiments, including the NATURE run. This might be helpful for evaluating the detrimental interaction between the upper boundary condition and the excitation of highfrequency waves in 4DVAR without introducing additional complications related to the specific upper boundary condition used. Figure 8 shows the vertical velocity at the second level from the top. The vertical velocity in NoDF has very large magnitude (the maximum is as large as 30-40 cm s Ϫ1 ) and shows abundant small-scale structures, which indicates the presence of large-amplitude waves. But the vertical velocity field in DF has a much smaller magnitude, and shows much fewer small-scale structures. Since the rigid-lid boundary condition requires the vertical velocity to be zero at the model top, we should expect the vertical velocity at the second level from the top to approach zero. Using DF, the deficiencies of upper boundary conditions (e.g., wave reflection) can be minimized, as the undesirable vertically propagating high-frequency waves are filtered out or their amplitudes are reduced to a reasonable level before they impinge upon the model top. The unconstrained 4DVAR (NoDF) makes the deficient upper-boundary condition even worse, because it stimulates more high-frequency waves with the repeated applications of the minimization process, as shown in Fig. 7 . On the contrary, the constrained 4DVAR with the digital filter reduced the upper-boundary problem significantly by directly filtering out the high-frequency gravity waves at upper levels and by suppressing the vertically propagating waves, through filtration, at the lower levels.
d. Comparison of analysis error
As seen in Fig. 5a , NoDF yields a smaller J o than DF for a given iteration number. This implies that NoDF has a better fit to the observations. The question here is, ''By itself, does the closer fit to observations in NoDF lead to a better description of atmospheric state?'' Another question is, ''Does the constraint imposed on DF slow the minimization process?'' These questions are not easy to answer since the observational error is not negligible, the distribution of observations is sporadic both in space and time, and the assimilation method is not perfect. Here, we may need to remind the reader of the omitted background term. If the assimilation is effective, then areas outside the immediate vicinity of observations would receive the benefits of data assimilation (i.e., recovering accurate atmospheric information over data-void regions). If the assimilation is not effective, the decreased J o will occur only around the locations of observations and only in terms of the specific observation type used for assimilation (i.e., a local fit instead of a global fit).
We evaluate the results during the assimilation period with the root-mean-square error (hereafter referred to as error). The error is calculated on all grid points of the assimilation model, at every hour throughout the assimilation period. This provides a general measure of the overall performance of assimilation methods. The errors of NoDF decrease, quickly, for the initial 5-6 iterations, but gradually increase after 15 iterations (Figs. 9a-e) . It is notable that the refractivity error increases after a certain number of iterations, although the J o continues to decrease with iteration (Fig. 5a ). This shows that the minimization in NoDF is localized and valid only at the immediate vicinity of observations. The model refractivity is forced to be as close to the observations as possible at those locations, but not elsewhere. Clearly, the model state at grid points away from the observation points is responsible for the error increases with iteration. When compared with the errors of NoDF, the errors of DF either continue to decrease, or they increase very slowly with iteration. After 60 iterations, NoDF and DF produce sizable differences in the final error measurement.
It should be kept in mind that the ''optimal'' initial condition following 4DVAR does not necessarily provide the best possible description of atmosphere at that time because it only stands for the initial condition that can yield the minimum value of the cost function under the constraints imposed. The result obtained in this study suggests that the optimal initial condition can more closely approach the true state with the aid of digitalfilter constraint.
e. Spatial scales of the high-frequency oscillations
We perform a spectral analysis on the error fields using the method developed by Errico (1985) . Such an analysis is only possible with the knowledge of the true atmosphere, and thus it is one of the benefits of the OSSE framework. Figures 10a-c depict the spectra of pressure error at the start and the end of the assimilation period and at the time of the 24-h forecast, respectively. In the smaller-scale range (where the wavenumber is greater than 7 or the wavelength is shorter than 1440 km), both NoDF and DF show larger errors than No4DVAR at the start of the assimilation period. Thus, the optimal initial condition is improved only in the larger-scale range, not in the smaller-scale range. At the end of the assimilation window, however, the errors have decreased to a much lower level throughout the spectrum. Experiment DF shows a smaller error than No4DVAR even at the smaller-scale range, while NoDF still shows a larger error than No4DVAR in that range. At 24-h forecast, the spectra show that both NoDF and DF have smaller errors than No4DVAR, even at the smaller-scale range. However, the smaller error of No4DVAR in the smaller-scale range at the start of the assimilation period does not necessarily indicate that No4DVAR is more accurate than NoDF or DF. Comparing the full field instead of the error field (not shown), we found that the error of No4DVAR in that range is smaller simply because it is devoid of smaller-scale features. Therefore, the error of No4DVAR in that range basically reflects the amplitudes of smaller-scale features in NATURE. Similar situations can arise in comparing NoDF and DF. Thus, it would be helpful to compare the amplitudes of smaller-scale waves in NoDF and DF together with their error spectra.
The comparison can be made through the spectra of increments (i.e., the deviations from No4DVAR), which is shown in Figs. 10d-f . It is interesting that at the start of the assimilation period, the increments of DF are larger than those of NoDF in the larger-scale range, whereas the opposite is true in the smaller-scale range. Although the digital filter only applies to the temporal frequency, not the spatial scale of the target, it is evident that the small-(spatial) scale structures are mainly associated with the filtered high-(temporal) frequency waves. However, the digital filter does not remove the small-scale structures unless they are fast oscillating in time. Comparing the smaller-scale increments at the 24-h forecast, we find that DF has a larger magnitude than NoDF, although it has a smaller magnitude during the assimilation period. Therefore, DF produces more small-scale features in the subsequent forecast, although it started with fewer small-scale features. Hence, the reduced error of DF is attributed to the real improvement of forecast, with more accurate smaller-scale features generated later in the forecast. Anthes et al. (1985) , in their study of mesoscale predictability, noted that meso-␣-scale motions have predictability for 24-72 h, provided that accurate large-scale initial conditions and lateral boundary data and realistic physics are part of the regional modeling system. By preventing its solution from being projected onto the high-frequency waves (which diminish rapidly with forecast time), DF can utilize J o more effectively in improving the accuracy of larger-scale features in the initial condition. The more accurate larger-scale circulations in the initial condition subsequently produce more accurate smaller-scale features later in the forecast.
It is notable that the magnitude of large-scale features in NoDF evolves quickly with time within the assimilation period (Figs. 10d-f ). Because such a rapid evolution did not happen in the ''true'' atmosphere, this reflects the difference between the unconstrained and the constrained 4DVAR in absorbing and spreading the observational information. For the 4DVAR, the use of high-frequency waves to fit observations may allow a rapid reduction of cost function because these modes contain less energy compared to slow-varying modes. This leads 4DVAR to excite and utilize high-frequency waves to fit the observations during the course of the assimilation. In spite of this, the fast-varying modes in the initial condition quickly vanish through propagation and diffusive processes in the model. Therefore, it is not easy even for NoDF to utilize high-frequency waves to fit the observations during the later period of the assimilation. Thus, the remaining choice is to introduce changes in the initial condition in a way that larger-scale modes, as the result of adding fast-evolving modes in the initial condition, could fit the observations in the later period of the assimilation. In other words, some of the analysis increments in NoDF in the high-frequency range are not meteorologically meaningful by themselves but are still necessary to build up slow-varying modes. This has important implications for practical applications of 4DVAR. Because 4DVAR is computationally expensive, one can attempt to use a higherresolution model to make a forecast using the optimal initial condition obtained from an assimilation model with lower resolution and simpler physics. The incremental approach (e.g., Courtier et al. 1994 ) also largely utilizes that idea. Suppose that the high-frequency waves are not meaningful meteorologically by themselves but are needed to improve slow-varying modes after a certain period of time. If the optimal initial condition is filled with such high-frequency waves, the higher-resolution model will not guarantee an improved forecast because the minimized cost function is valid only to the simpler assimilation model. In contrast to NoDF, the constrained 4DVAR assimilation directly affects the large-scale structures in the initial condition and eventually produces more dynamically consistent analysis throughout the assimilation period. This strongly suggests that the constrained 4DVAR assimilation is more effective in utilizing observations without wasting them by projecting to high-frequency modes that fade away with time. In addition, the higher-resolution model, which uses the optimal initial condition obtained from the lower-resolution assimilation model, would have a better chance to realize the benefit of the assimilation. Figure 11 compares the error evolutions, including the 36-h forecast following the 6-h assimilation. The PERFECT experiment shows a rapid error growth for the initial few hours in all variables. In particular, in just 1 h, the pressure error leaps to about 1 hPa and then shows some oscillations lasting for longer than 18 h. This happens because the perfect initial condition (obtained from the NATURE run) is not compatible with the forecast model (which differs from the NATURE run in terms of grid resolution and physics). In order to restore dynamic balance (consistent with the resolution of the forecast model), the model generates highfrequency waves to arrive at a new balanced state. Although both NoDF and DF show significant improvements against No4DVAR, they reveal quite different error evolutions. Errors in DF are more evenly distributed except for the first few hours and are considerably smaller than those of NoDF throughout the assimilation period. The rapid decrease of the pressure error at the beginning of the assimilation in DF indicates the importance of the short-span filter. When only the longspan filter is used, the pressure error was larger and decreased more slowly with time (not shown). NoDF shows very large errors comparable to or even greater than those of No4DVAR at the start of the assimilation period. After that, the errors of NoDF decrease quickly with time. With the assimilation of GPS radio occultation data, NoDF reduces its errors to about half of that level found in No4DVAR. With the use of the digitalfilter weak constraint, DF further reduces the errors of NoDF by a significant amount. Compared with the error evolution of NoDF, the effectiveness of DF is obvious even beyond the assimilation period.
f. Time evolutions of analysis and forecast errors
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g. Sensitivities of the digital filter and variable type
For the following discussion, we introduce a generalized skill score to measure the effectiveness of data assimilation. We first define the errors of mass field It is reasonable to expect that an assimilation model would provide neither a better result than PERFECT nor a worse result than No4DVAR. Thus, we define a skill score, SS ϭ ( Ϫ No4DVAR )/( PERFECT Ϫ No4DVAR ). Figure 12 compares the skill scores of the experiments: only a 6-h spanning filter is used (hereinafter SINGLE), an additional filter with a 3-h span is em- FIG. 13 . As in Fig. 12 , but for comparison of variable types. Comparisons are made only for the assimilation period. The experiment that includes all variables (temperature, moisture, pressure, and horizontal wind) in the penalty term is denoted as ALL. The experiments that filter only the horizontal wind and only the pressure are represented as WIND and PRS, respectively. ployed (hereinafter TWO), and no filter is applied (NoDF). These filters are described in section 3e. Obviously, the constrained 4DVARs show better skill than NoDF in both mass and wind fields. The application of TWO further improves the skill. At the start of the window, in particular, TWO shows higher skill scores than SINGLE with the use of an additional short-span filter. Thus, it is useful to filter the model state during the early period of the assimilation. The application of the long-span filter, centered at the middle of the assimilation period, is insufficient in suppressing the highfrequency waves for the first few hours, but the additional use of a short-span filter is more effective and yields better skills. The above analysis clearly shows that a digital filter can be more optimally configured in this way, in the context of 4DVAR, to produce better results.
1) FILTER CONFIGURATION
2) FILTERED VARIABLE As described in section 2b, one can exclude a certain variable from the penalty term by setting to zero. In this way, the impact of each variable on the assimilation can be assessed. Figure 13 compares the skill scores of a set of experiments: nothing is filtered (i.e., NoDF), only pressure (PRS) or wind (WIND) is filtered, and all variables are filtered (i.e., DF). In these experiments, we use the SINGLE filter for simplicity. In cases where only temperature or the mixing ratio of water vapor is filtered, the impact is so small that the results are not presented here. Figure 13 shows that the filtering of wind gives the biggest impact; this is followed by the filtering of pressure. The high-frequency modes in the wind field are mainly contained in the divergent component, and therefore filtering of the wind field yields a reduced divergence. The diminished divergence directly reduces the pressure oscillations through the pressure tendency equation. However, the filtering of pressure does not instantly change the wind field. Thus, filtering of the wind field is the most effective in reducing imbalance.
h. A discussion on the potential problem of the digital filter as a constraint in 4DVAR
Sometimes high-frequency waves can be observed in nature with nonnegligible amplitudes (e.g., gravity waves associated with orographic forcing or convection). In these situations, it is possible that digital filtering may remove the real high-frequency waves from the model solution. For case studies on a particular event of interest, one can use a carefully designed digital filter, which allows the targeted waves to be retained in the model solution. In general, however, this is impossible; the digital filter cannot tell signal from noise. A good way to address the unfavorable damping of meteorologically meaningful modes is to use an incremental initialization, which applies initialization only to the analysis increment while accepting the fast modes in the background field as signals. Although the method was originally developed for linear (Puri et al. 1982) and nonlinear (Ballish et al. 1992 ) normal-mode initializations, it can be extended to incremental filter initialization (Gauthier and Thépaut 2001) .
On the other hand, it is also somewhat doubtful whether the resolution and accuracy of observations available from the current observing systems are sufficiently high to describe the detailed structure and development of the small-scale, fast-evolving waves. If such observations are not available, the analysis can hardly contain accurate and detailed information on the small-scale and high-frequency waves, regardless of the analysis method used. By forcing the analysis to fit the incomplete observations, the analysis will result in a distorted wave structure. Moreover, the subsequent forecast may also produce significant errors. In that situation, the forecast errors and increments shown in Figs. 10c and 10f provide for a clear indication of the benefits of using the digital filtering approach in 4DVAR. This analysis also suggests that the digital filter is a good VOLUME 132 M O N T H L Y W E A T H E R R E V I E W strategy for dealing with the problem of incomplete observations. The digital-filter 4DVAR prevents the analysis from introducing the undesirable high-frequency waves that are not supported by observations. The weakly constrained digital filter not only removes the unwanted waves but also improves the quality of largerscale (lower frequency) analysis. More importantly, the smaller-scale features that are forced by the large-scale flows and their interaction with the underlying surface can still be reproduced in the subsequent forecast.
Related to the above issue, although the results presented in this study strongly suggest the benefits of digital-filter constraint, it is still necessary to assess the impact of the constraint in 4DVAR with the background term included and with real observations. Application to a mesoscale gravity wave event will be challenging. Recently, Gauthier and Thépaut (2001) tested a weak constraint of incremental digital filter for a preoperational 4DVAR system of Météo-France, assimilating all observations available operationally. They showed that the penalty method with a digital filter was as effective as a normal-mode initialization (NMI)-based penalty term in suppressing high-frequency oscillations. In the forecast, however, their experiment with the digital-filter constraint did not show a noticeable difference compared to either an NMI-based penalty experiment or an unconstrained experiment. Peng and Zou (2002) assimilated rainfall observations for an MM5 4DVAR with a penalty term of digital filter and a simplified background term. Their experiment with the penalty term showed a worse forecast skill of precipitation than the experiment without the constraint even though the skill was slightly higher for the assimilation period. Considering the encouraging results presented in this study, it is likely that the digital-filter weak constraint would show positive impact in real-data assimilations even in the case with the background term included. However, the above studies give us some idea of how difficult it is without knowledge of true atmosphere (as compared with the OSSE approach). Such impact assessment will require a precise tuning of the penalty term against the background term and will be the subject of ongoing research.
Summary and conclusions
In this study, we have introduced the digital filter as a weak constraint into the MM5 4DVAR system. This method is computationally efficient and easy to implement. It must be emphasized that the use of the digital filter in 4DVAR does not incur additional computational cost. A series of OSSEs have been performed with the assimilation of GPS refractivity soundings for a cyclogenesis case over the Antarctic region. The OSSE provides an excellent framework within which to assess the performance of the digital filter in a 4DVAR system and to understand the underlying mechanisms associated with digital filtering in 4DVAR.
Comparing the time series of pressure recorded at every model time step, we found that the unconstrained 4DVAR is prone to excite inadvertent high-frequency oscillations, while the weakly constrained 4DVAR with the digital filter is effective in controlling such ''noise.'' The comparison of observational cost functions and analysis errors with minimization iteration revealed that the weak constraint imposed on the 4DVAR does not slow the minimization. We also demonstrated that the unconstrained 4DVAR makes the imperfect upper boundary condition even worse by exciting more highfrequency waves through the 4DVAR minimization processes, while the constrained 4DVAR with the digital filter can considerably alleviate the upper-boundary problem.
The most encouraging result was that the 4DVAR with the digital filter not only reduces the dynamic imbalance in its solution, but also improves the quality of analysis and forecast significantly. The spectral analysis performed on the analysis errors and analysis increments showed that the higher-frequency oscillations mainly correspond to smaller-scale waves. It is also shown that the reduced error in the digital-filter 4DVAR is obtained in two ways: by improving the accuracy of larger-scale circulations and by reducing the error of smaller-scale structures. The improved larger-scale circulations play a crucial role in developing accurate smaller-scale features in the subsequent forecast, even though the digitalfilter 4DVAR reduced the amplitudes of the small-scale features, through filtration, at the initial time.
We have investigated the sensitivities of the weakly constrained 4DVAR to the choices of digital filter and filtered variable. It is shown that wind field is the most important variable in reducing dynamic imbalance. It is also concluded that the concurrent use of two digital filters, a long-span filter centered at the midpoint of the assimilation period and a short-span filter started at the beginning of the assimilation period, is more effective than the application of only the long-span filter. This shows that the filtering of the model states close to the initial time is important. Therefore, the use of recursive filters (Lynch and Huang 1994) would yield a better result because the filtered states can be closer to the initial time, and they are generally more powerful than nonrecursive filters (X.-Y. Huang 2002, personal communication) . Moreover, TWO can be easily extended to the use of more than two filters, simultaneously, and that could further improve the result. However, in this paper, we did not attempt to use more than two filters, simply because the approach incurs the penalty of extra storage.
In summary, we conclude that the weakly constrained 4DVAR with a digital filter is very effective in reducing dynamic imbalance in the course of assimilation and leads, ultimately, to more effective data assimilation and an improved forecast.
