In Bayesian network structure learning (BNSL), we need the prior probability over structures and parameters. If the former is the uniform distribution, the latter determines the correctness of BNSL. In this paper, we compare BDeu (Bayesian Dirichlet equivalent uniform) and Jeffreys' prior w.r.t. their consistency. When we seek a parent set U of a variable X, we require regularity that if H(X|U ) ≤ H(X|U ′ ) and U U ′ , then U should be chosen rather than U ′ . We prove that the BDeu scores violate the property and cause fatal situations in BNSL. This is because for the BDeu scores, for any sample size n, there exists a probability in the form P (X, Y, Z) = P (XZ)P (Y Z)/P (Z) such that the probability of deciding that X and Y are not conditionally independent given Z is more than a half. For Jeffreys' prior, the false-positive probability uniformly converges to zero without depending on any parameter values, and no such an inconvenience occurs.
Introduction
In this paper, we consider learning a Bayesian network (BN) structure from examples, where a BN [8] is defined to be a directed acyclic graph (DAG) that expresses factorization of the distribution. In particular, we find a structure of the maximum posterior probability given the examples w.r.t. the prior probabilities over parameters and structures.
In order to compare the posterior probabilities of the BN structures with N variables, we construct quantities (scores) for each of the 2 N − 1 subsets. For example, if there are N = 3 variables X, Y, Z, then we compute from n triples of examples, seven scores such as Q n (X), Q n (Y ), Q n (Z), Q n (Y, Z), Q n (Z, X), Q n (X, Y ), Q n (X, Y, Z) that are regarded as alternatives of probabilities. The prior probability over structures is usually the uniform distribution, and the posterior probability of each structure can be computed from those scores. In BN structure learning (BNSL), a conjugate prior probability (Dirichlet distribution) of the multinomial distribution is being used. For example, for variable X, the prior probabilities over the parameters θ = (θ x ) is expressed as x θ a(x)−1 x multiplied by a constant, where θ x is the probability of X = x and a(x) is a positive constant associated with X = x. In this sense, the choice of constant a(·) determines the correctness of BNSL.
Several settings of a(·) have been used for BNSL: the BD scores based on Jeffreys' prior [6] (a(·) = 0.5), the BDe scores (a(x) is proportional to the probability of X = x) [5] , and the BDeu (BD equivalent uniform) scores (a(x) = δ/α with α the number of values that X takes and δ > 0 a constant called an equivalent sample size) [2] Among them, the BDeu scores are used often in BNSL, and its performance has been examined most. Steck and Jaakkola [11] demonstrated that as the equivalent sample size δ and the sample size n decreases and increases, respectively, simpler BN structures tend to be selected. Silander, Kontkanen, and Myllymaki [10] performed empirical experiments to find the optimum equivalent sample size δ. They confirmed the result by Steck and Jaakkola [11] and indicated that the solution is highly sensitive to the chosen δ. Although the analysis on BDeu was only empirically, Ueno [14] provided an asymptotic analysis of the scores for BNSL, and suggested the ratio of δ > 0 and sample size n determines the penalty of adding arcs in BNSL.
The main drawback of the existing research on the scores is not to answer why the BDeu scores should be used rather than the BD scores based on Jeffreys' prior (they mainly consider what δ > 0 should be chosen when they use the BDeu scores). The main purpose of this paper is to mathematically derive the theoretical formula of the both scores and to compare them in a precise way. The existing evaluations were mainly experimental and little persuasive results have been obtained.
It is not hard to prove that BNSL based on the BDeu scores obtains a correct structure as the sample size n grows. But, thus far, nobody noticed that such consistency is true in the sense of pointwise property (not uniform). This means that a probability of the BN exists such that BNSL does not converge to the true BN even if the sample size n grows.
In BNSL, we seek the parent set U of each variable X that maximizes the ratio Q n (X|U ) = Q n (X, U )/Q n (U ). Then, we require regular balance between the fitness of U , expressed by the empirical entropy H(X|U ), to the n examples and minimality of U , i.e.
H(X|U
We prove that the BDeu scores violate regularity, and suggest that this phenomenon causes serious problems in BNSL. Although Silander, Kontkanen, and Myllymaki [10] pointed out that the balance is not valid in the BDeu scores, but they derived no mathematical formula. On the other hand, the BD scores based on Jefferys' prior do not face such a problem, which is due to its uniform consistency in BNSL. This paper is organized as follows. Section 2 gives preliminaries: Sections 2.1, 2.2, 2.3, and 2.4 explain BN, BNSL, scores, and consistency, respectively. Section 3 proves new results (Theorems 1, 2, 3): Theorem 1 in Section 3.1 shows
(1) (2) (3) (4) (5) (6)
The eleven Bayesian networks the exact asymptotics up to o(1/n) and explains the role of equivalent sample size δ > 0; Theorem 2 in Section 3.2 shows irregularity of the BDeu scores; and Theorem 3 in Section 3.3 shows that when the BDeu scores face fatal situations in BNSL. Section 4 summaries the properties that this paper proves and their significances.
Background

Bayesian Network
Let X (1) , · · ·, X (N ) be random variables taking a finite number of values (N ≥ 1). We define a Bayesian network (BN) by the directed acyclic graph (DAG) that expresses factorization of the distribution P (X (1) ,· · ·, X (N ) ). For example, for N = 3 variables X, Y , Z, we can check that the 25 DAGs ( Figure 1 ) are categorized into the eleven equivalent classes:
, and P (XY Z)
Hereafter we write those eleven equations by (1)-(11).
Bayesian Network Structure Learning
Suppose we wish to test whether random variables X and Y are independent 1 from n pairs of examples x n = (x 1 , · · · , x n ) and y n = (y 1 , · · · , y n ) following X and Y , respectively. Then, we would prepare the prior probability 0 < p < 1 1 We denote X ⊥ ⊥ Y |Z if X and Y are conditionally independent given Z of X ⊥ ⊥ Y and some alternatives Q n (X), Q n (Y ), Q n (X, Y ) of probabilities of x n , y n , (x n , y n ), and decide that X ⊥ ⊥ Y if and only if
where the definitions of Q n (X), Q n (X, Y ), etc. will be given in Section 2.3. Furthermore, suppose we wish to test whether X and Y are conditionally independent given another random variable Z from n triples of examples
following X, Y and Z, respectively. Then, we would prepare the prior probability 0 < p < 1 of X ⊥ ⊥ Y |Z and some alternatives
, and decide that X ⊥ ⊥ Y |Z if and only if
In this paper, we consider to learn the BN structure given n tuples of examples
, where we assume 1. no missing values in the n tuples of examples, and 2. the prior probabilities are given.
For example, if N = 3, the problem is to choose one of the eleven DAGs in Figure 1 . For (1)- (11), we compare the values
multiplied by their prior probabilities, and obtain a BN structure of the maximum posterior probability (Cooper and Herskovits, 1992 [4] ).
Bayesian Dirichlet Scores
Now we consider the definition of the quantities Q n (S) with S ⊆ V := {X (1) , · · · , X (N ) }. Suppose that we do not know the probability θ x of X = x and we wish to assign a probability to each sequence of length n (if X takes α values, then α n such sequences exist). One way to deal with this problem is to prepare a weight w(·) over θ = (θ x ) such as
with a normalization constant K to obtain the quantity (Bayesian Dirichlet score)
where a(x) > 0 is a constant that may depend on X = x, c(x) is the frequencies of X = x in the sequence, and Γ(·) is the Gamma function. Hereafter, we use the Gamma function Γ(z) that generalizes factorial n! = n(n − 1) · · · 1 when z = n + 1. In particular, we use the following property:
for integer n ≥ 0 and real a > 0. For example, in (14),
for each x, and
Similarly, we express Q n (X, Y ) using constants a(x, y) > 0 and frequencies c(x, y) by
In general, we express Q n (S) with S ⊆ V using a(s) > 0 and c(s)
where S takes γ values and s ranges over the γ values (for example, if X, Y ∈ V take α and β values, then S = {X, Y } takes γ = αβ values).
In this paper, we consider the two settings of a(s):
1. a(s) = 0.5 for the γ values and for all S ⊆ V ; and 2. a(s) = δ/γ for the γ values, where δ is a constant (equivalent sample size) shared by all S ⊆ V .
We say that the values Q n (·) based on them are the BD (Bayesian Dirichlet) scores based on Jeffreys' prior [6] and BDeu (BD equivalent uniform [2] [14]) score, respectively.
The idea of using the BDeu scores is based on the following: in order to obtain Q n (Y |X) in the form
and Γ( x y a(x, y))
in (14) and (15) should be cancelled out, so that we require a(x) = y a(x, y).
If we set δ = x a(x) and assume that a(x) and a(x, y) are constant for the α and αβ values, respectively, then a(x) = δ/α and a(x, y) = δ/(αβ) follow, so that we obtain
, which is generalized to
. when γ is the number of values that S takes and s ranges over the γ values.
Consistency of Learning Bayesian Network Structures
In any estimation of statistics, we expect that the estimated value approaches to the correct value as the sample size grows.
We say that a model selection procedure is (strongly) consistent if the probability one is assigned to the sequences of length n such that the estimated model is correct only but finite times as n → ∞ [3] .
In particular, for Bayesian network structure learning (BNSL), we require Q n (·) to satisfy that for any three disjoint subsets X, Y, and Z of V , the following decision should be consistent:
For consistency, the reference [12] showed under a(x) = a(y) = a(x, y) = 0.5 in (15) (12) ⇐⇒ X ⊥ ⊥ Y for large n with probability one as n → ∞, where I(X, Y ) is the mutual information between X, Y which is defined by
Then, the reference [13] showed under a(x, y, z) = a(x, z) = a(y, z) = a(z) = 0.5,
and
for large n with probability one as n → ∞, where I(X, Y |Z) is the conditional mutual information between X, Y given Z which is defined by
The straightforward extension of (19) such that X → X, Y → Y, and Z → Z implies the condition (18) for the BD score based on Jeffreys' prior because
This paper mainly considers whether similar properties hold for the BDue scores.
Properties of BDeu
In this section, we derive properties of the BDeu scores that have not found thus far. Some of them might be intuitively apparent but have not been proved mathematically in the literature.
Consistency of BDeu
This subsection proves consistency of the BDeu scores.
Let α, β, γ be the numbers of values that X, Y, Z take. Given n examples of X, Y, Z, we estimate whether X and Y are independent given Z based on the quantity
Let J * (n) and J * (n, δ) be the values of J(n) for the BD score based on Jeffreys' prior and the BDeu score with equivalent sample size δ > 0, respectively, and 0. Hereafter, we denote f = g + o(h) when (f − g)/h converges to zero with probability one as n → ∞. We obtain the following theorem. For the proof, see Appendix A.
Theorem 1
with
From the law of large numbers, c(x, z)/n, c(y, z)/n, c(x, y, z)/n, and c(z)/n converge to P (X = x, Z = z), P (Y = y, Z = z), P (X = x, Y = y, Z = z), and P (Z = z), respectively, as n → ∞, which means the difference between J * (n, δ) and J * (n) is at most O(1/n) and is negligible compared with J * (n). Since the BD score based on Jeffereys' prior is consistent, so is the BDeu score:
Corollary 1 (Consistency of BDeu) For any δ > 0 and large n,
In particular, for the term D n that depends on the actual data, we observe that when X ⊥ ⊥ Y|Z, for large n, it is nonnegative and does not depend on the choice of δ: Figure 2 depicts the boxplots both for when they are independent and dependent (P (X = 1|Y = 0) = P (X = 1|Y = 0) = 0.1 for n = 100), where X = {X}, Y = {Y }, and Z = {}. We observe that J(n) for the both scores are below and above zero when X and Y are independent and dependent, respectively.
The difference in the constant terms
is negative and large (Figure 3 ), so that J * (n, δ) < J * (n) in most cases.
Inconvenience of BDeu
Suppose that we have n examples 0 · · · 0 n that follow X and Y for n ≥ 1. In this case, it is likely that X and Y are independent because P (X = 0) = P (Y = 0) = P (X = Y = 0) = 1 implies P (X)P (Y ) = P (XY ). Then, we expect that (12) holds and that if we assume the prior probability p of X ⊥ ⊥ Y to be 0.5,
for the BDeu score with any δ > 0 while Q n (X)Q n (Y ) ≥ Q n (XY ) for the BD score based on Jeffreys' prior. For example, suppose n = 5 and δ = 1.
thus Q n (X)Q n (Y ) = 0.0605 · · · for the both scores. On the other hand,
for BDeu, and
In fact, we have the following result:
Theorem 2 Suppose we have examples (x 1 , · · · , x n ), (y 1 , · · · , y n ), and (z 1 , · · · , z n ) that follow X,Y, and Z, respectively. If functions f and g exist such that x i = f (z i ) and y i = g(z i ) for i = 1, · · · , n and we construct scores Q n (·) based on the examples for n ≥ 1, then J * (n) ≤ 0 and J * (n, δ) ≥ 0 for any δ > 0. In particular, J * (n, δ) > 0 for any δ > 0 and n ≥ 2 See Appendix B for the proof.
Corollary 3 Suppose we have examples (x 1 , · · · , x n ) and (y 1 , · · · , y n ) that follow X and Y , respectively. If x 1 = · · · = x n and y 1 = · · · = y n for n ≥ 2, and we construct scores Q n (·) based on the examples, then Q n (X)Q n (Y ) ≥ Q n (X, Y ) for the score based on Jeffreys' prior and Q n (X)Q n (Y ) < Q n (X, Y ) for the BDeu score with any δ > 0. Figure 4 shows the value of J(n) when the sequence of X contains r ones with 0 ≤ r ≤ n/2 and that of Y is 0 · · · 0 n for n = 100. The J(n) value is positive w.r.t. r = 0, 1, 2, 3 for the BDeu scores while it is always negative and keeps the same value Corollary 4 For any δ > 0, n ≥ 1, and 0 < ǫ < 1, there exists a distribution P (X, Y, Z) such that P (X = x, Y = y, Z = z) > 0 for all x, y, z, X ⊥ ⊥ Y|Z, and J * (n, δ) > 0 with probability more than ǫ.
Proof. We only show it for the case that Z = {} and α = β = 2 because its extension is straightforward. We arbitrarily fix the values of δ > 0 and n ≥ 1.
If P (X = 0, Y = 0) = 1, then the probability p of J * (n, δ) > 0 is one. Even if we slightly change the values of P (X, Y ) so that P (X = x, Y = y) = P (X = x)P (Y = y) > 0 for all the values of (x, y), the probability p can exceed ǫ because p is continuous w.r.t. the space Θ := {(θ 00 , θ 01 , θ 10 , θ 11 )|0 ≤ θ 00 , θ 01 , θ 10 , θ 11 ≤ 1, θ 00 + θ 01 + θ 10 + θ 11 = 1} .
This completes the proof.
Note that Corollary 4 is not inconsistent with Corollary 1. In fact, Corollary 1 claims only pointwise consistency: if the values of θ ∈ Θ and 0 < ǫ < 1 are fixed first, we have J(n, δ) ≤ 0 with probability one as n → ∞ when X ⊥ ⊥ Y|Z. However, if the value of n is fixed first, there exists θ ∈ Θ such that J(n, δ) > 0 with probability more than ǫ when X ⊥ ⊥ Y|Z. This is due to the fact that the value of (24) depends on P (X = x, Z = z), P (Y = y, Z = z), and P (Z = z): even if the value of I(n) is negative, if the value of (24) is large enough due to the values of the P (X = x, Z = z), P (Y = y, Z = z), and P (Z = z), the total can be positive for any n when X ⊥ ⊥ Y|Z.
On the other hand, the BD score based on Jeffreys' prior is uniformly consistent: for any 0 < ǫ < 1, the probability of J * (n) > 0 uniformly decreases with n without depending on any parameters and for any distribution P (X, Y, Z) = P (X, Z)P (Y, Z)/P (Z) [13] , which is due to the fact that the value n{J * (n) − I(n)} in (21) uniformly converges to a constant.
Irregularity of BDeu in BNSL
In BNSL, we we seek its parent set U of X ∈ V s.t. the BD score Q n (X|U ) is maximized among U ⊆ S for each S ⊆ V \{X}. The performance of BNSL soly depends on prior probabilities over structures and over parameters. If we assume the former to be uniform, the correctness of the decision only depends on the choice of a(·).
Let c(u) and c(x, u) be the occurrences of U = u and (U, X) = (u, x) in the n examples (x 1 , · · · , x n ) and (u 1 , · · · , u n ) that follow X ∈ V and U ⊆ V \{X}. We define the empirical entropy H(X|U ) of X given U by
Empirical entropy expresses how the parent set U fits to the n examples for the variable X. We define regularity of BNSL in order to proceed discussion.
Regularity requires that the fitness of U to the n examples and minimality of U should be balanced. For example, for information criteria such as AIC [1] , BIC [9] AIC(X, U ) := H(X|U )+ (α − 1)γ n and BIC(X, U ) :
where α and γ are the numbers of values that X and U take. Furthermore, the BD score based on Jeffreys' prior (21) is regular, where ǫ n is uniformly bounded by a constant divided by n [13] . Our main claim of this paper is rather surprising:
Theorem 3 BDSL based on the BDeu scores is not regular.
Proof. Let Y ∈ V and U ⊆ V \{X, Y }. It is sufficient to show
for some (
Then, noting that (25) can be written as
From Theorem 2 with X = {X}, Y = {Y }, and Z = U , if f and g exist s.t.
x i = f (u i ) and y i = g(u i ) for i = 1, · · · , n, then (25) follows. We also observe H(X|U ) = H(X|U ∪ {Y }) = 0 when such f and g exist. This completes the proof.
For example, suppose that we have data in Table 1 (n = 12) for four variables X, Y, Z, W , and that we choose as the parent set of X either {Z, W } or {Z, W, Y }. From the table, we notice that the values x i of X are determined from u i = (z i , w i ) of U , so that the empirical entropy H(X|U ) is already zero. Also, the information of Y does not help for further dividing the states of U because the values y i of Y are determined from u i = (z i , w i ) of U . So, it is reasonable to stop adding more variables to U = {Z, W }. However, from Theorem 3, if we replace the current parent set candidate U by U ∪ {Y }, the BDeu score (for any δ > 0) strictly increases because the values y i are determined from u i = (z i , w i ) for i = 1, · · · , n. In fact, for example, for the BDue score with δ = 1 
Thus, BDeu chooses {Y, Z, W } rather than {Z, W } as the parent set, which demonstrates that BNSL based on the BDeu scores is not regular. It is unlikely that such an irregular situation occurs when the parent set candidate U contains fewer variables (for example, when U has no variable, the same values must occur for both of X and Y ). However, as the number of variables in U increases and the occurrences c(u) of U = u decreases, such a phenomenon occurs more often.
Theorem 3 does not claim that the regularity is violated only if such singular situations occur. It can be considered that the phenomenon occurs more often in usual situations such as 1. when the empirical entropy is small 2. when the sample size n is small 3. when the number N of variable is large
In particular, it is likely that this happens in the sparse situation n ≪ N .
Concluding Remarks
In this paper, we defined regularity of BNSL, i.e.,
when we seek a parent set of X and choose either U or U ′ , and proved that the BDeu violates the condition. In order to see why the phenomenon occurs, we defined the quantity J(n) and proved that the probability of J(n) > 0 converges to zero as n → ∞ pointwise for the BDeu scores and uniformly for the BD scores based on the Jeffreys' prior, when X ⊥ ⊥ Y|Z.
At the same time, we demonstrated that this phenomenon causes serious problems in BNSL. Even when the state space has been decomposed and the empirical entropy H(X|U ) has reached to zero, the BDeu still further seeks a more refined state space by choosing additional variables. This suggests that in the BDeu scores, the fitness of a BN structure to the examples and simplicity of the BN structure are not balanced, which should be avoided in any model selection procedure.
It seems that only reason why the BDeu scores are being used is that Q n (X) is in the form (16). However, nothing has been proved that the BDeu is a better estimator in any sense, and even if the two terms in (17) are not cancelled out, the ratio Q n (X, Y )/Q n (X) works as the alternative without any additional computation and memory.
We conclude that the BD scores based on Jeffreys' prior should be chosen rather than the BDeu scores.
Appendix A
We only prove the simplest case X = {X}, Y = {Y }, and Z = {}. The general case can be obtained in a straightforward manner.
Using Stirling's formula,
, we have
For the BD score based on Jeffreys' prior, we assume a(z) = 0.5, thus we have
Similarly, we have
Thus, we have (21). For the BDeu score, on the other hand, we assume a(z) = δ/γ, a(x, z) = δ/αγ, a(y, z) = δ/βγ, and a(x, y, z) = δ/αβγ.
Similarly, we have Thus, we have (23). For Corollary 1, it is sufficient to show D n converges to (24). To this end, we note that c(z)/n, c(x, z)/n, c(y, z)/n, and c(x, y, z)/ converge P (Z = z), P (X = x, Z = z), P (Y = y, Z = z), and P (X = x, Y = y, Z = z) = P (X = x, Z = z)P (Y = y, Z = z)/P (Z = z), respectively. In particular, 
For n = 0, the both sides are 1, and the inequality (26) is true. Then, we find that (26) for n implies (26) for n + 1 because we see Γ(n + 1 + α/2)Γ(n + 1 + α/2) = Γ(n + α/2)Γ(n + α/2) · (n + α/2)(n + β/2) ≤ Γ(n + αβ/2)Γ(n + 1 2 ) · (n + α/2)(n + β/2) ≤ Γ(n + αβ/2)Γ(n + 1/2) · (n 2 + (αβ + 1)n/2 + αβ/4) = Γ(n + αβ/2)(n + 1/2) · (n + αβ/2)(n + 1/2) = Γ(n + 1 + αβ/2)(n + 1 + 1/2) , where the first inequality follows from the assumption of induction. For BDeu with equivalent sample size δ > 0, we show we show Q n (X)Q n (Y ) ≤ Q n (XY ) for n ≥ 1. Then, the both sides will be replaced by 
Then, we find that (27) for n implies (27) for n + 1 by induction and (n + δ/α)(n + δ/β) ≤ (n + δ)(n + δ/αβ).
In particular, the equality does not hold for n = 2, so that a strict inequality holds for n ≥ 2.
