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Abstract 
Branch-and-price is an increasingly important technique for solving large in-
teger programming models.  Staff scheduling has been a  particularly fruitful 
area since  these problems typically exhibit  a  decomposable structure.  Be-
side computational efficiency branch-and-price produces two other important 
advantages in comparison with pure integer programming.  Firstly, it often 
allows for  a  more accurate problem statement since many constraints which 
are hard to formulate in the integer program could be easily incorporated in 
the column generator.  Secondly, a  branch-and-price algorithm can easily be 
turned into an effective heuristic when optimality is  no major concern.  We 
illustrate these advantages for a  medical trainee scheduling problem encoun-
tered at Oogziekenhuis Gasthuisberg Leuven and present some computational 
results together with implementation issues. 
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1  Introduction 
Operations research literature is  replete with examples of integer linear program-
ming (ILP) techniques being applied to staff scheduling problems (see e.g.  W-arner 
(1976)  or Beaumont (1997)).  ILP essentially involves the construction of a branch-
and-bound tree in which bounds are calculated by linear program (LP) relaxations 
and branching occurs by fixing variables having a fractional value to integer values. 
Certain classes of ILP problems exhibit a specific structure making them suitable to 
be decomposed into master and subproblems.  Staff scheduling problems could for 
instance be seen as the task to schedule a number of staff members (each one rep-
resenting a subproblem) such that a number of work requirements are satisfied over 
the time horizon (master problem).  Decomposition involves a reformulation of the 
problem which often has far more variables than the original ILP.  It is  well known 
that a  decomposition approach entails several  advantages compared to pure ILP 
1 branch-and-bound (Barnhart et al (1998)).  First of all, computation times could be 
decreased dramatically since the LP relaxation of the reformulated problem is typi-
cally much tighter.  Secondly, decomposition often allows for a larger modeling power 
since many constraints which are difficult or impossible to state in the original ILP 
formulation could be easily incorporated in the column generator (the dedicated al-
gorithm which solves the subproblem).  This is especially true if the decomposition 
approach has a  natural interpretation which is  the case  in staff scheduling prob-
lems.  A last important advantage is that branch-and-price algorithms could easily 
be turned into heuristic algorithms.  During the last decade branch-and-price has 
gained considerable attention for solving staff scheduling problems, since these prob-
lems often exhibit a  decomposable structure.  Most of the encountered scheduling 
problems studied in the literature are short-term shift scheduling problems involv-
ing some kind of set covering or set partitioning formulation (e.g.  Mason and Smith 
(1998),  Mehrotra et  al  (2000),  Caprara et al.  (2003)).  Alternatively,  0-1  multi-
commodity flow formulations are proposed (e.g.  Cappanera and Gallo (2001), Belien 
and Demeulemeester (2004a)).  The objective of this paper is threefold.  First of all, 
it illustrates the advantages of a branch-and-price approach by means of a concrete 
example. It is shown how a number of difficult to  state constraints are easily incor-
porated in the column generator and how both master and column generator could 
be made heuristically.  Secondly,  implementation issues and computational results 
are given for  some real life instances for  a trainee scheduling problem encountered 
at the Oogziekenhuis Gasthuisberg Leuven.  Thirdly, a graphical user interface (GUI) 
is presented which allows for easy data input, constraint specification, visualization 
of the search process and visualization (and modification) of the schedule found by 
the algorithm. 
The paper is  organized as  follows.  In  Section 2 the problem will  be stated and 
written as an integer program.  In  Section 3 the problem is  decomposed into mas-
ter and subproblems and a branch-and-price algorithm will be elaborated.  Section 
4 discusses several heuristic extensions of the branch-and-price scheme.  Section 5 
presents the G UI  developed for  this application.  Finally,  Section 6 provides some 
computational results. 
2  Problem St:ltement 
The problem addressed in this paper involves  the construction of 1-year trainee 
schedules  at  a  hospital department  and is  a  generalization of the  problem dealt 
with in Belien and Demeulemeester (2004a).  Trainees are graduate medical science 
students who wish to specialize further in a specific field of health care.  In order to 
complete their education they have to follow a number of trainee posts for a number 
of years.  Trainee schedules are build at the start of each academic year.  Such a 
schedule defines for  each week of the year for each trainee which activity (s)he will 
perform during that week.  The construction of these schedules is often a complicated 
task.  First of all, the trainees make up an important human resource for performing 
2 a variety of activities.  Consequently, a number of coverage constraints must be taken 
into account when building the schedule.  Since there is  a large difference between 
for  instance a first year trainee and a  fourth year trainee,  most of these coverage 
constraints are skill dependent. Secondly, a lot of constraints apply on the individual 
trainee level.  The trainee schedules have to satisfy a number of aggregate formation 
requirements and trainees are not always available to be scheduled due to weeks off 
or trips abroad.  Finally, since certain activities require a significant mastering time, 
these activities are best performed in a consecutive way by each trainee rather than 
splitting them up in several parts. 
Due to all these constraints, the development of trainee schedules is  an extremely 
complicated task.  In order to provide more insight into the problem, we will shortly 
describe how this task was done up till now.  In a first step, the responsible scheduler 
collects the required data.  Coverage  constraints and formation requirements are 
provided by the head of the department.  Non-availability constraints are collected 
in a  hierarchical way.  A list circulates in which the trainees successively indicate 
during which weeks they will be absent and during which weeks they would like to 
take vacation. To ensure that vacation periods are sufficiently spread, the number of 
trainees having vacation at the same time is limited.  Next, using pencil and paper, 
the scheduler tries to find a schedule that satisfies as many constraints as possible. 
Hereby, she mainly concentrates on the satisfaction of the coverage constraints.  At 
certain moment, typically when 75% of the schedule is completed, she fails to satisfy 
the next coverage constraints without violating one or more of the formation, non-
availability or setup constraints.  At that moment,  she tries to solve the schedule 
conflict  by making a  number of assignments  undone or  performing a  number of 
switches. If  she fails to solve the conflict in a limited number of tries, she accepts the 
violation of one (or more) constraints and continues construction.  Upon completion, 
the schedule is communicated to all persons involved (trainees and surgeons).  Since 
this task essentially involves  the solution of a  complex combinatorial puzzle and 
PC's are typically more suitable to solve such problems than humans, we  believe 
that a well-thought-out algorithm could save construction time as well as  generate 
qualitatively better schedules.  First, we  will state the problem mathematically as 
an integer program. 
If  we are to state an integer programming formulation for this problem, we first have 
to define a set of decision variables.  Let i  be the period index, j  the trainee index 
and k  the activity index.  Since we  have to decide for  each trainee which activity 
(s)he will perform during each week,  a natural choice of decision variables includes: 
{  1  if during period i  trainee j  is scheduled to perform activity k; 
Xijk =  0:  otherwise. 
Let us now state the coverage, formation, non-availability and setup constraints in 
terms of these decision variables.  Firstly, consider the coverage constraints.  A cov-
erage constraint applies on a specific time horizon and requires a particular activity 
3 to be performed by a  certain number of trainees during each period in the time 
horizon.  These coverage constraints are often skill dependent.  Therefore, a set of 
trainees having the appropriate skills is being defined for each coverage constraint. 
An example of a  coverage constraint is  as follows:  "For each period starting from 
period 1 until period 16 exactly 2 trainees out of the set {trainee 1, trainee 2, trainee 
5 and trainee 6}  have to perform activity 1".  For a particular activity, several cov-
erage constraints could be specified, but each coverage constraint involves only one 
activity.  Let C represent the set of coverage constraints and let ae, Te, Re,  Se and ee 
respectively be the activity, the trainee set having the appropriate skills, the number 
of trainees required and the start and end period of the time horizon of coverage 
constraint c.  Then, each coverage constraint can be stated as follows: 
L  Xijae  =  Re 
JETe 
(1) 
Secondly, consider the formation requirements.  Let n  be the number of periods in 
the scheduling horizon, m the number of trainees and p the number of activities. If 
Fjk is the target number of periods trainee j  has to perform activity k, the formation 
requirements are as follows: 
n 
LXijk =  Fjk 
i=l 
Vj = l..m and Vk = l..p  (2) 
Thirdly,  if the set  Nj  contains  all  non-available  periods  for  trainee  J,  the non-
availability constraints are as follows: 
P 
LXijk =  0 
k=l 
Vj =  l..m and Vi  E Nj  (3) 
Obviously, a trainee cannot perform more than one activity during a certain period: 
p 
""'  Xo  Ok  < 1  ~  ~J  -
k=l 
Vi = l..n and Vj =  l..m  (4) 
Finally, to state the setup constraints one also needs the following 0-1 setup variables: 
°  °  =  {1,  if trainee j  starts activity k at period i; 
Y~Jk  0,  otherwise. 
4 The setup constraints are as follows: 
Y1jk  =  Xljk 
Yijk  2:  Xijk - X(i-1)jk 
n 
Vj =  l..m and 'Ilk =  l..p 
Vi  =  2  .. n andVj =  l..m and 'Ilk =  l..p 




Typically,  these kinds  of problems are  overconstrained,  meaning that no  feasible 
solution can be found which satisfies all these constraints.  Therefore, we  introduce 
for  each constraint a dummy variable except for  constraint 4,  since this constraint 
can,  of course,  not be violated.  Since  we  wish to satisfy  as  many constraints as 
possible,  the objective function of our ILP  model is  to minimize the total sum of 
these dummy variables.  Because some constraints are more important than others 
each dummy could be weighted with a penalty cost.  Let r;;;'  and r~ respectively be 
the number of trainees scheduled too few  and the number of trainees scheduled too 
many in period i for coverage constraint c and p-;;  and pt their respective associated 
penalty costs (these costs are assumed to be constant over all periods of the coverage 
constraint horizon, however this is not required for our algorithm).  Equivalently, let 
i jk and ijt be the respective number of periods too few and too many (as compared 
to formation requirements) trainee j  is scheduled to perform activity k and vjk and 
vik  their  associated penalty costs.  Let  Ljk  and Ujk  be the strict minimum  and 
maximum number of periods trainee j  has to perform activity k  as  stated in the 
formation requirements.  dij is  the dummy variable forced  to be 1 if trainee j  is 
scheduled to perform an activity at period i  although actually not available and Wij 
is the respective penalty cost.  Finally,  hjk equals the number of restarts of activity 
k by trainee j  and 9jk is the associated penalty cost.  The ILP  formulation is  given 
below.  The last constraint set (18)  defines x  and Y as binary variables.  Obviously, 
the dummy variables cannot be negative.  Observe that this formulation produces 
2 * n * m *  p  binary variables.  Typical problems encountered in practice involve 
fifty  periods,  twenty trainees and ten activities.  A  number of tests revealed that 
commercial  ILP  solvers  cannot solve  the integer  programming problem for  these 
dimensions within reasonable time limits.  This forces us to look for  an alternative 
solution approach. 
ec  m  p  n  m 
Min 2: 2:(p~r~ + p;;;'r;;;') + 2: 2:  (vjkijk + vikijt + 9jkhjk) + 2: 2: wijdij  (8) 
CEC i=sc  j=l k=l  i=l  j=l 
Subject to: 
5 L Xijae - T~ + TM,  = Rc 
JETe 
n 
L Xijk - ijt + i jk = Fjk 
i=l 
n 
""  X""k > L"k  L  2J  - J 
i=l 
n 
""  X""k < U"k  L  2J  - J 
i=l 
p 
L Xij  k  - dij =  0 
k=l 
p 
L Xijk ::; 1 
k=l 
Y1jk =  X1jk 
Yijk 2 Xijk - X(i-1)jk 
n 
i=l 
Xijk, Yijk E  {O, 1} 
Vj = l..m and Vk = l..p 
Vj = l..m and Vk = l..p 
Vj = l..m and Vk = l..p 
Vj =  l..m and Vi  E Nj 
Vi = l..n and Vj = l..m 
Vj = l..m and Vk = l..p 
Vi = 2  .. n  and Vj = l..m and Vk = l..p 
Vj = l..m and Vk = l..p 
Vi = l..n and Vj = l..m and Vk = l..p 











It  is  well  known that staff scheduling  problems  can often easily  be decomposed 
into a  master and subproblem structure.  To decompose  (8)-(18)  on the trainees, 
we  introduce decision variables which represent individual trainee schedules.  Let 
binary decision variable Zjt be defined as follows: 
Z"t =  {  1,  if schedule t  was chosen for trainee j; 
J  0,  otherwise. 
Zjt represents a particular schedule t  for  a single trainee j  and is  defined by coeffi-
cients aijkt.  aijkt equals 1 if in schedule t trainee j  performs activity k during period 
i  and equals 0 otherwise.  Let Cjt be the total cost of schedule t  for  trainee j  (thus 
including all trainee-specific penalty costs stated earlier) and N Cj  the total number 
of different schedules for trainee j. The model can then be rewritten as follows: 
m  NCj  ee 
Minimize L L CjtZjt + L L (p~T~ +  PM,TM,)  (19) 
j=l t=l  cEC i=se 
6 Subject to: 
NCj 
L  L  aijktZjt - T'~ +  T'~ =  Rc 
JETe  t=l 
NCj 
LZjt =  1 
t=l 
Zjt E {O, I} 
(20) 
Vj = l..m  (21) 
Vj = l..m and Vt = l..NGj  (22) 
The objective function  (19)  is  again the minimization of costs,  but now  expressed 
in terms of the new  Zjt  variables.  Observe that the coverage constraints  (20)  are 
the only constraints taken over from  the original ILP model (9)-(18).  Constraints 
(10)-(17) and (18) of the original formulation will be implicitly satisfied within each 
column.  Additionally, constraint set (14)  of the old formulation will be satisfied in 
the new formulation by constraint set (21)  which implies that exactly one schedule 
has to be selected for each trainee.  This decomposition has a natural interpretation. 
If the total schedule is visualized by a matrix in which the rows represent the time 
periods and the columns represent the trainees, each Zjt corresponds to a particular 
implementation of column j  in this matrix. 
The main advantage of the new formulation compared to the original formulation 
is that the LP relaxation of the new model is much higher than that of the original 
model and hence gives a better approximation of the best possible integral solution. 
Consequently,  the branch-and-bound tree remains within reasonable proportions. 
An important drawback of the new model is  that it can have  far  more variables 
than can be reasonably attacked directly. It is however not necessary to enumerate 
all possible columns to solve the LP to optimality.  The LP can be solved by using 
only a subset of the columns and can generate more columns as needed.  This way 
of LP optimizing is  called column generation.  We iteratively add new columns and 
solve the restricted model until no more columns can be found which could decrease 
the objective function further.  The model depicted in (19)-(21) is referred to as the 
master problem.  The master is  called restricted if it does not contain all possible 
columns.  The problem of finding the next most improving column for  each trainee 
j  is  called the subproblem or pricing problem.  The information provided by the 
dual prices of constraints (20)  and (21) obtained after each solution of the restricted 
master can be used to determine whether the master is  solved to optimality.  This 
will be the case if no more columns can be found with negative reduce cost.  Let 1fic 
represent the dual prices of restrictions (20)  and let  ILj  represent the dual prices of 
restrictions (21).  The reduced cost of a new column t for trainee j  is then given by: 
ee 
ILj + Cjt +  L  L  1ficaijaet 
cECiJETe i=se 
7 
(23) Hence, finding the next most improving column for trainee j  corresponds to finding 
the column that minimizes (23).  When no more columns can be found with neg-
ative reduced cost, the master LP is  solved to optimality.  If this solution contains 
fractional values (i.e.  Zjt'S with value between 0 and 1), we need a way of enforcing 
integrality in order to obtain a  feasible  schedule.  A  branch-and-bound enumera-
tion scheme in which bounds are calculated by LP relaxation and the LP is  solved 
through column generation, is  called a  branch-and-price algorithm.  Summarizing, 
to solve our problem we  reformulated it such that the decision variables represent 
individual trainee schedules.  Since this reformulation involves a huge number of vari-
ables, a branch-and-price framework is used to solve it.  Such an approach requires 
two major pieces:  a method for generating the 'best' trainee schedule relative to our 
current set and a method for branching away from fractional solutions.  These two 
pieces must be coordinated, since a choice of one implies limitations on the choice 
of the other.  In what follows we will briefly elaborate on both pieces. 
3.1  Column generation 
The generation of the next  best column for  a  trainee requires the solution of a 
subproblem or  pricing problem.  This can be thought of as finding  the cheapest 
path through a network in which the different arc costs constitute of the individual 
trainee penalty costs on the one hand and the dual prices of the coverage constraints 
to which the activity-trainee assignments make a contribution on the other hand. 
Let us illustrate this by means of a  simple example.  Suppose we  are searching a 
new column for  trainee j.  Given is  a matrix of costs.  The columns of this matrix 
represent all activities which could be performed by trainee j.  Observe that there 
is  always the possibility that a trainee performs no activity during a  certain time 
period.  Therefore, one column has to be included which represents performing 'no 
activity'.  The rows represent the time horizon.  Each cell of the matrix has a cost 
qik which is the sum of the corresponding non-availability cost Pij on the one hand 
and the sum of contributing dual prices Hie on the other hand.  This matrix has to 
be traversed from top to bottom in the cheapest possible way,  while visiting each 
column (except the last one) between a minimum and a maximum number of rows. 
Table 1 represents an instance of such a  pricing problem for  a trainee who has to 
perform three activities all preferably for three periods.  Each unit deviation of this 
target number produces  a  penalty cost  of 2,  however  deviations larger than one 
period are not allowed.  In other words, each activity has to be performed between 
two and four periods.  Moreover, assume for the moment that activity split-ups are 
not allowed. 
8 Table 1:  Pricing problem for trainee j:  a feasible path is indicated in bold. 
aqik = Pij +  ~cECljETC and ac=k and scSi:Sec ?fic 
Period i  Activity k = 1  Activity k = 2  Activity k = 3  No activity 
1  -2  -1  1  0 
2  -2  1  1  0 
3  -3  2  3  0 
4  2  1  -1  0 
5  0  2  -2  0 
6  1  5  3  0 
7  4  2  7  0 
8  -2  4  -6  0 
9  0  -4  8  0 
10  1  -1  3  0 
a  For ease of explanation all cost values are integer.  Note however that during column generation 
these cost values are usually fractional due to the dual prices. 
Table 1 shows a  feasible  path through this matrix in bold.  It has a total price of 
-ll =  -7  (scheduling activity 1 from  period 1 to 3)  + (-3)  (scheduling activity 3 
from  period 4 to 5)  + 2  (one time unit too few  for  activity 3)  + (-5)  (scheduling 
activity 2 from period 9 to 10)  + 2 (one time unit too few  for  activity 2).  Hence, 
if the dual price  fJ,j  is  smaller than ll, this column will  be added to the master. 
Figure 1 visualizes part of the explored network for this example.  Hereby, the nodes 
represent states which are defined by (a) the reached time period (x-axis)  and (b) 
the set of scheduled activities  (y-axis).  For ease of representation only those arcs 
are drawn that indicate the transitions of the path found in Table l. 
The pricing problem could be solved using a recursive algorithm which (implicitly) 
explores  the whole  state space  of feasible  paths.  Hereby,  the construction of a 
path can be pruned based on (a)  dominance rules or  (b)  bound comparisons.  A 
simple dominance rule  is  as  follows.  If a  certain state has already been reached 
by a previously explored path at a lower cost, then the construction of the current 
path can be pruned,  since  it will  never  result  in a  better path.  A  lower  bound 
on the remaining costs  can easily be calculated for  each state as  the summation 
of the costs of all best possible assignments of the not yet scheduled activities.  If 
during the construction of a certain path a state is reached for which its current cost 
augmented with this lower  bound exceeds an upper bound, then the construction 
of this path can also be pruned.  Since columns with a higher cost than - fJ,j  have 
a  positive reduced cost,  the upper bound can initially be set to -fJ,j.  Obviously, 
the  upper bound is  decreased  each  time the  algorithm finds  a  lower  cost  path. 
Both pruning rules dramatically decrease the required solution times for solving the 
pricing problem.  This approach works  well  for  the problem dimensions  we  have 
considered  (no trainee has to perform more than eight  different  activities)  and if 
activity split-ups are prohibited. If activity split-ups have to be taken into account, 
the state space grows exponentially since it requires the introduction of new states 
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Figure 1:  A part of the explored network 
which track the number  of  periods  each  activity  is  scheduled instead of merely 
keeping track whether or not  a  certain activity is  scheduled.  Therefore,  instead 
of an exact dynamic programming approach, an approximation algorithm could be 
applied for pricing out new columns (see Section 4).  Per master optimization exactly 
one pricing problem is  solved for  each trainee.  Hence, the dual prices are updated 
after the addition of at most m  columns. 
An important advantage of the decomposition approach is that it often allows for  a 
larger modeling power, since many constraints which are difficult or impossible to 
state in the original ILP  formulation,  could be easily incorporated in the column 
generator.  Suppose for instance that we wish to extend our model with precedence 
constraints.  Assume that a  trainee j  cannot perform a  certain activity k' before 
(s)he has already performed another activity k.  In the original ILP  formulation 
this would require for  the inclusion of many additional constraints (i.e.  Xljk'  =  0, 
X2jk'  ::;  Xljk,  X3jk'  ::;  Xljk + X2jkl  ... ).  In the decomposition approach it suffices to 
simply exclude certain arcs from the network of the column generator. 
The column generator thus takes care of all constraints but the coverage constraints. 
Since the number of coverage constraints dramatically exceeds the number of con-
vexity constraints (only one for each trainee), this first set of constraints has a large 
impact on the computation times of the restricted masters. As a matter of fact, each 
extra coverage constraint generally tends to complicate the problem, whereas each 
extra trainee-specific constraint tends to simplify the problem, since it often results 
in smaller pricing problem networks and/or faster pruning in the column generator. 
Hence, each coverage constraint that could be transformed into one or more trainee-
specific constraints may lead to a significant decrease in required computation time. 
10 Therefore, we  implemented some simple rules to identify such 'transformable' cov-
erage constraints.  Obviously,  coverage constraints that apply on a  single  trainee 
can easily be transformed.  Secondly, coverage constraints of capacity type (= or :::;) 
with right hand side value equal to zero can also easily be left out of the master.  In 
the real-life problem we considered, first-year trainees were for instance not allowed 
to perform emergency-related activities during the first semester.  Instead of keeping 
a  constraint of the form  XUk + X12k + X13k ••. + Xlmk  :::;  0 for  each period l..i in 
the master, it is  much more efficient to remove these constraints and imply them 
explicitly in the column generator by removing the corresponding arcs out of the 
networks.  This is called constraint preprocessing.  Since it reduces the complexity of 
both master and subproblems, constraint preprocessing is  an important technique 
for  decreasing overall computation times. 
3.2  Branching 
One difficulty  in using column generation for  the solution of integer programs is 
the development of branching rules to ensure integrality.  Standard variable fixing 
is  generally not a  good idea for  restricted integer programs where the columns are 
generated by implicit techniques.  Consider for  instance the rule of branching on a 
fractional variable, where the variable is  set to 1 in the left branch and to 0 in the 
right branch.  The subproblem in the left branch causes no problem,  however the 
other subproblem is  more difficult.  Since it is  possible  (and quite likely)  that the 
next best column to enter is precisely the one excluded by branching.  Consequently, 
the column generator may be required to find  the 2nd,  3rd  or  [th  best column in 
level [ of the branch-and-bound tree.  When columns can be associated with paths 
in a  network,  a  possible branching scheme consists of fixing  single components of 
the arc incidence vector (Vanderbeck (2000)).  If this branching principle is  applied 
to our problem, it results in branching on the original Xijk variables.  The next Xijk 
to branch on is found by first searching two fractional columns for the same trainee 
j.  Then, we  search the first time period i  for  which the scheduled activity differs 
in both columns.  Suppose activity k is the activity scheduled during the confiicting 
time period in the first fractional column.  Then, Xijk  is  set to 1 in the left branch 
and to 0 in the right branch.  It can easily be shown that this branching scheme 
is  complete.  In other words,  upon detection of a  fractional solution,  it is  always 
possible to find  a  pair of fractional columns to initiate a  new branch.  The main 
advantage of this branching scheme is that it does not destroy the structure of the 
pricing problem,  because the resulting modifications  simply entail amending the 
cost of the corresponding arc in the underlying network.  The timetable costs in the 
pricing problems are modified as follows.  If Xijk is  set to 1,  Cik'  is  set to +00 for all 
activities k' i=  k in the pricing problem of trainee j. Else if Xijk is set to 0,  Cik is set 
to +00 in the pricing problem of trainee j. 
Since we  have a method to generate columns and a branching scheme to cut away 
fractional solutions, our branch-and-price algorithm is complete.  In order to ensure 
that the algorithm can deal with large problem dimensions,  it is  extended with a 
11 number of heuristic features.  These are discussed in the next section. 
4  Heuristic extensions 
Preliminary tests revealed that proven optimal solutions could only be found within 
reasonable time limits if either the total number of possible columns for each trainee 
is restricted (i.e.  small problem dimensions, see Belien and Demeulemeester (2004b)), 
or if only a small subset of columns has to be explicitly generated in order to find an 
optimal integral solution.  The latter generally occurs if (a) the master LP relaxation 
is  equal to the optimal IP  solution value or (b)  if the total set of feasible  columns 
could be divided into two subsets, a 'cheap' set, containing a relative small number 
of cheap columns and an 'expensive' set containing all other columns, such that a 
feasible solution can be found with only columns from the 'cheap' set and the cor-
responding solution value is smaller than the cost of each column of the 'expensive' 
set.  Consider for  instance the case in which  (part of)  the setup costs  are higher 
than the total cost of a feasible schedule.  Then, the paths emerging from such an 
expensive split-up can immediately be pruned in the column generator.  If,  however, 
both (  a)  and (b) are not true, then the algorithm has to be extended with a number 
of heuristic features to ensure that at least a good (not necessarily optimal) solution 
will be found.  We will successively deal with the following heuristic extensions: 
•  heuristic algorithm for  pricing out new columns; 
•  premature termination of column generation; 
•  imbalanced branching; 
•  combining depth-first and best-first search; 
•  heuristically fixing  Xijk variables. 
4.1  Heuristic algorithm for pricing out new columns 
Thanks to the tremendous progress in LP optimization code the bottleneck of many 
branch-and-price implementations nowadays mostly lies in the solution of the pric-
ing problems.  As already mentioned in Section 3.1,  the state space of the pricing 
problem explodes if activity split-ups are to be taken into account.  Therefore,  a 
heuristic algorithm has to be applied to price out new columns instead of an exact 
approach.  Hereby, we make the following assumptions: 
•  each activity can only be restarted once for each trainee; 
•  if a trainee j  restarts an activity k,  or alternatively, if the activity is split up 
into two separate parts, then the first part has to totalize at least the minimum 
requirement Ljk of periods. 
12 The first assumption can be justified since the setup penalty costs are usually much 
higher than the non-availability penalty costs and consequently activities that are 
started more than twice tend to occur rarely in (sub  )  optimal schedules.  The second 
assumption can also be justified since it stands for  a  real-life constraint in many 
practical situations,  namely that only an already experienced trainee can replace 
another trainee to perform an activity the latter cannot perform for  one  or  two 
weeks.  Moreover, it is not desirable that a trainee, who performs an activity for the 
first  time, already quits it after having performed it for  a relatively small number 
of periods.  Analogous to precedence constraints, whereas this extra constraint can 
easily be dealt with in the column generator, it would have been very difficult to 
imply in the pure IP  formulation. 
Both assumptions entail two interesting properties.  First of all, the total state space 
of feasible schedules  (columns) is  dramatically reduced for  each trainee.  Secondly, 
the dominance rule as well  as the upper bound calculation stated above can still 
be applied.  Nevertheless,  generating the best column for  certain trainees may still 
be  (too) time consuming  (recall that this has to be done many times).  Observe, 
however, that it is not necessary to find optimal columns during early stages of col-
umn generation.  Instead, good but not necessarily optimal columns, generated by a 
heuristic algorithm, can lower the master LP objective value already close to the op-
timal value.  Therefore, the column generator outlined above will be truncated after 
the exploration of a limited number of feasible paths. At each new pricing iteration, 
the order in which the activities are considered is  determined at random in order 
to ensure that all parts of the feasible path state space are more or less explored. 
If optimality proving would be the major concern, the column generator may not 
be truncated upon convergence of column generation, since only optimal columns 
can provide the information to determine whether or not the master objective value 
is  solved to optimality.  If,  however,  optimality proving is  of less  importance, but 
rather a good feasible IP  solution is the major concern, then the information pro-
vided by heuristically generated columns can also be used to determine whether or 
not to stop column generation and start branching. 
4.2  Premature termination of column generation 
Our column generation scheme exhibits the tailing-off effect,  i.e.  requiring a large 
number of iterations to prove LP optimality.  Instead of solving the linear program 
to optimality, i.e.  generating columns as long as profitable columns exist, we  could 
end the column generation phase prematurely when the master LP value sufficiently 
approximates the (theoretical) optimum.  Therefore,  a lower bound on the master 
LP is  required.  Using the information from  solving the reduced master and the 
information provided by solving  a  pricing problem for  each  trainee j, it can be 
shown (see e.g.  Hans (2001), Van den Akker et al.  (2002); Vanderbeck and Wolsey 
(1996)) that a lower bound is  given by: 
13 (24) 
where  c5  is  the objective value of the reduced master,  RCj  is  the reduced cost of 
a  newly found  column for  trainee j  and 8j  is  a  binary variable equal to 1 when 
RCj  is non-negative and set to 0,  otherwise.  This lower bound is referred to as the 
Lagrangian lower bound, since it can be shown that it equals the bound obtained 
by Lagrange relaxation. 
4.3  Imbalanced branching 
As  already outlined in Section 3.2  branching on the Xijk  variables is  preferred to 
branching on the Zjt variables when optimality proving is a major concern.  If,  how-
ever, fast detection of a good, feasible solution is  the main objective, a more imbal-
anced (and thus more restrictive in one direction) branching scheme like branching 
on the Zjt variables could be more suitablel .  Indeed, each left branch (Zjt set to 1) 
fixes a full trainee schedule instead of merely a relatively small subset of arcs in the 
network.  Consequently, feasible integer solutions will be detected much sooner.  The 
counterpart is that it will almost be impossible to prove the optimality of a solution 
(unless the integral solution objective value equals the LP relaxation). 
4.4  Combining depth-first and best-first search 
Basically, the branch-and-bound tree is  traversed in a depth-first way.  The advan-
tage of depth-first is that an integer solution is found early and hence upper bound 
pruning can be applied soon.  An important disadvantage,  however,  is  that once 
an integer solution is found, the algorithm may waste a lot of computation time to 
improve the solution only slightly.  Since we track lower bounds for each node in the 
search tree,  we  perfectly know the best possible solution value for  each node and 
all nodes below it.  If,  upon backtracking, the possible improvement, measured by 
the difference between the nodes lower bound and the current best found solution, 
is relatively small, we  may opt to backtrack one or more levels further until a node 
is  reached for  which the possible gain is  worth exploring it.  In  the extreme case 
this would be a best-first strategy (i.e.  the next node to explore is the one with the 
lowest lower bound).  The disadvantages of a pure best-first search are beside the 
late detection of an integer solution, the requirement of advanced memory manage-
ment and sorting capabilities.  A mixed approach combining the advantages of both 
strategies turned out to be a good choice for our application. 
ITo avoid entering the same column twice, each time the column generator discovers a better 
column, but before updating the incumbent, the new column is  checked against the columns in a 
forbidden list (i.e.  set to 0).  This can be done quite efficiently since each column can be represented 
with only four integers using a binary encoding scheme. 
14 4.5  Heuristically fixing Xijk  variables 
A final heuristic extension involves the fixing  of a number of Xijk variables before 
starting the branch-and-price algorithm.  More concretely, a number of 'activity pat-
terns' could already heuristically be scheduled.  We refer to an activity pattern for 
activity k from period i1 until period i2  as the scheduling of activity k over all time 
periods between i1 and i2  such that exactly one trainee is scheduled at each period. 
Activity patterns could be identified for all activities for  which coverage constraints 
of type (= or  ~) exist.  In Belien and Demeulemeester (2004a)  it is  shown how  a 
restricted version of the trainee scheduling problem could be completely decomposed 
on these activity patterns and solved to optimality with column generation.  How-
ever, as indicated in Belien and Demeulemeester (2004b), the main disadvantage of 
this approach is that it could only deal with those trainee-specific constraints which 
are automatically satisfied when scheduling the activity patterns. Moreover, if (part 
of) the coverage constraints require two or more trainees to be scheduled, the opti-
mality of a solution could not be proven.  The idea is,  however, useful to apply in this 
context.  A number of activity patterns could be identified and scheduled heuristi-
cally before starting the branch-and-price algorithm.  This is done using the greedy 
heuristic described in Belien and Demeulemeester (2004a) developed for  finding an 
initial solution before starting their branch-and-price algorithm.  Pre-scheduling a 
number of activity patterns considerably simplifies both the master problem (less 
coverage constraints) and pricing problem (smaller networks).  The more activity 
patterns are scheduled (i.e.  the more Xijk variables are fixed) the easier the problem 
becomes, but also the less likely we are to find an optimal solution.  Upon completion 
of the branch-and-price algorithm, the best solution is saved as an upper bound and 
the process restarts with either the scheduling of a different set of activity patterns 
or a different schedule of the same set of activity patterns. 
5  Graphical user interface 
In this section the graphical user interface (GUI) is  presented.  The language of the 
GUI is  Dutch. The GUI serves three important objectives. 
First of all,  it allows for easy data input and constraint specification.  Non-available 
periods for  instance are specified by simply double clicking on the corresponding 
timetable cell and entering the associated penalty cost.  The non-available period 
will be marked in red as indicated in Figure 2(a).  Figure 2(c)  shows how the prop-
erties of a trainee are specified.  Each activity having to be performed by the trainee 
is  checked and the target,  minimum and maximum number of periods as well  as 
deviation penalty costs and penalty costs for  activity split-ups can easily be spec-
ified.  Figure 2( d)  shows an example of a coverage constraint.  The corresponding 
activity,  time horizon,  type  (:::;, =  OT  ~), required number of trainees, trainee set 
(skill category)  and penalty costs associated with the coverage constraint have to 
be specified.  The importance of easy, intuitive constraint specification is  extremely 
important for acceptance of the software. If  the scheduler would be required to state 
15 the constraints mathematically (like we did in this paper), it is very likely that (s)he 
prefers the old manual way of scheduling. 
A  second objective is  the visualization of the search process and of course of the 
found solution(s).  A found solution is represented in Figure 2(b).  The visualization 
of the search process  greatly  helps  to understand how  the algorithm works  and 
enables to identify certain problems at an early stage during the search.  Figure 3 
indicates how the algorithm is visualized during the run.  Firstly, each newly found 
column is drawn.  Secondly,  each branching restriction is  indicated by coloring the 
corresponding timetable cell with the associated activity color. 
A third objective of the GUI is to enable the user to fix  activity assignments before 
the start of the algorithm and to modify the found schedule afterwards.  This can 
be done very easily by clicking,  dragging and dropping.  In the extreme case the 
scheduler can try to build the whole schedule in this (manual) way.  If,  at a certain 
moment the scheduler encounters a schedule conflict (e.g.  given the partial schedule, 
in order to satisfy  a  certain coverage  constraint,  a  trainee would  be required to 
(a)  GUI:  non-available  periods  indicated  in 
red 
(c)  Specifying the properties of a trainee 
(b)  Visualization of a solution 
(d)  Specifying a coverage constraint 
Figure 2:  The graphical user interface:  some screenshots 
16 Figure  3:  Visualization during algorithm run:  the newly  found  column and the 
branching decisions indicated in color 
restart a  certain activity),  (s)he can make some assignments undone and run the 
algorithm to check whether or not a feasible solution is  still possible.  This feature 
contributes significantly to the willingness of schedulers to accept the software, since 
it recognizes the fact that they still have the last word.  The software only assists in 
building the schedules,  i.e.  it helps in solving difficult  'combinatorial puzzles', but 
the final decisions are still made by (human) scheduler(s) and not by the PC. 
6  Computational results 
In  this section we  present computational results for  a  real-life trainee scheduling 
problem encountered at the department  Oogziekenhuis  of the university  hospital 
Gasthuisberg,  Leuven,  Belgium.  The number of trainees of this department varies 
between 20  and 25.  These trainees can roughly be divided into four skill categories 
(depending on academic phase).  However,  exceptions  are possible  and occur fre-
quently (e.g.  a 3rd year trainee having to perform a  2nd year activity).  Schedules 
are built at the start of each academic year and define the workload for each trainee 
for  all periods in the coming year.  Since coverage and non-availability constraints 
apply on a weekly base and formation requirements are expressed in terms of num-
ber of weeks,  the basic scheduling unit is  a week  and thus the number of periods 
equals 52.  In order to simplify the complicated task of the scheduler, current prac-
tice includes the aggregation of these 52 weeks in 18 multi-week 'blocks' (16 3-week 
17 blocks and 2 2-week blocks).  The disadvantage of this approach is that the scheduler 
is  not able to fully exploit all scheduling possibilities.  If,  for  instance,  a trainee is 
not available during a  particular week,  then the whole block is  made unavailable. 
Once the schedule is  built in terms of these blocks, the remaining week  (in case of 
a 2-week block) or remaining two weeks  (in case of a 3-week block) of non-available 
blocks,  are filled up with the scheduling of activities with low  set-up costs and for 
which there is  sufficient capacity left.  Similarly, formation requirements could not 
be met to the same level of detail as  would be the case if schedules  are built on 
a  weekly base.  Consequently,  the resulting schedules were  frequently observed as 
being unfair and had to go through an extended bargaining process.  The total time 
needed to build the schedule, bargain, rebuild etc ... could easily take about 10 days 
for  an experienced scheduler. 
Merely  for  illustration purposes,  we  provide  computational results  for  the 2003-
2004 academic year trainee scheduling problem.  Firstly, we  consider the 18-blocks 
problem, which could be solved rather easily.  Next,  we  try to solve the 52-weeks 
problem, which is  much more complicated, but allows for  the construction of more 
detailed  and qualitatively better schedules  for  the same  problem.  For  this last 
problem,  we  show how  the heuristic  extensions  can help finding  a  good  (better) 
solution in less  time.  Table 2 summarizes the most important properties of both 
problems. 
Table 2:  Real-life problem 
Problem  Nr.  of  Nr.  of  Avg.  nr.  of  N r.  of coverage 
periods  trainees  activities for  constraints in 
each trainee  the mastera 
1  18  21  6  260 
2  52  21  6  720 
a Exclusive the constraints removed by constraint preprocessing (=+  / - 10% 
of total number of constraints). 
All our experiments were performed on a 2.4 GHz Pentium 4 PC with the Windows 
XP operating system.  The algorithm was  written in  MS  Visual  C++-NET and 
linked with the CPLEX 8.1  optimization library.  Computational results are given 
in Table 3.  The first line of this table indicates that the 18-period problem could be 
solved to optimality within 2205 seconds.  The gap with the optimal LP relaxation 
is  2%.  The gap is  defined as  100 * (solution - LPJelaxation)/(LPJelaxation). 
The next lines illustrate the impact of the different heuristic extensions on the solu-
tion quality.  The second column indicates the section numbers of the implemented 
heuristic extensions.  As  can be observed,  these extensions  are implemented in a 
cumulative way.  The computation times were limited to 300 seconds.  If we  apply 
the heuristic instead of the exact column generator,  the same  (optimal)  solution 
was detected.  We note that optimality was not proven since (a) the LP relaxations 
are not proven to be optimal and (b) the branch-and-bound tree still contained un-
explored nodes.  If we  allow for  an LP  optimality gap of 2%  in each node of the 
branch-and-bound search tree the best solution found had a gap of 3.5%.  Next, if 
18 the balanced branching scheme is  replaced with an imbalanced one  (branching on 
the column variables)  the gap increases to 5%.  However the time needed to find 
the first  integer solution was  decreased significantly with almost 50%  (from 40  to 
23  seconds).  The problem here is that the algorithm wasted a lot of time exploring 
nodes below a right branch (a particular column variable fixed to 0)  only to improve 
the solution slightly.  Strong branching decisions (column variables fixed to 1)  made 
near the root of the search tree could not be made undone within the restricted time 
limit.  When the depth-first way of search was combined with a best-first search by 
requiring a minimal possible improvement for  exploring a node (as outlined in Sec-
tion 4.4), a better solution was detected.  Finally, if a number of activity patterns are 
scheduled heuristically (as outlined in Section 4.5)  an integral solution was already 
found in less than 10  seconds,  however the algorithm lacked the flexibility to find 
close to optimal solutions.  In  the first setting (*)  two activity patterns were iden-
tified and scheduled heuristically,  whereas in the second setting (**)  four  activity 
patterns were pre-scheduled (freezing approximately 10% and 20% of the schedule). 
Afterwards the branch-and-price algorithm was run to solve the remaining problem 
to optimality.  Upon completion of branch-and-price the process restarts with a dif-
ferent activity pattern set and/or a  different scheduling of the same set.  In  many 
cases the branch-and-price algorithm could be terminated as  soon as the LP lower 
bound exceeded the current best found solution.  For this relatively small problem, 
the results indicate that the gaps tend to increase with added heuristic extensions, 
however the time needed to find a first integral solution decreases. 
Let us now turn to the 52-period problem.  As indicated in the second line of Table 
3,  this problem could not be solved to optimality by the exact branch-and-price 
algorithm (i.e.  without heuristic extensions) within 10 hours of computation time. 
There was  a  gap of 18.66%  between the best solution found  and the optimal so-
lution of the LP relaxation.  Since only a relatively small number of nodes in the 
branch-and-bound tree was explored (254)  and we  know from experience that the 
LP relaxation gap is  usually much smaller,  there is  strong indication that better 
solutions should be possible.  Again,  we  implemented several heuristic implemen-
tations and report on the gaps found.  The computation times were limited to 900 
seconds.  When we  replaced the exact column generator with a heuristic algorithm 
(Section 4.1),  the gap was reduced with 5.3%  (from 18.7% to 13.4%).  Taken into 
account the restricted computation time many more nodes could be evaluated in the 
search tree (111 nodes in 900 seconds compared to 254 nodes in 36000 seconds).  The 
main reason for  this improvement is the fact that the algorithm suffered less  from 
the so-called  'tailing-off effect'  observed in  many column generation applications. 
Tailing-off means that the algorithm keeps finding columns with negative reduced 
cost, but these columns fail to improve the LP  objective.  In  other words, upon LP 
convergence,  many columns are added merely to prove  LP  optimality, but do not 
result in a decrease of the LP objective.  Recall that also in the exact algorithm the 
main part of the columns were generated with the heuristic column generator.  Only 
those needed to prove LP optimality had to be generated using the exact column 
generator.  The same reasoning applies if we  allow for  an LP  optimality gap of 2% 
19 in each node of the branch-and-bound search tree and the solution could be further 
improved until 7.3% of the LP relaxation. 
Table 3:  Computational results 
Problem  Heuristic  Time LP  Time first  Total  LP  Nr.  Nr. 
extensionsa  relaxation (8)  integer  computation  relaxation  nodes  columns 
solution (s)  time (s)  gap 
21  56  2205  2.0%  534  22184 
[4.1J  17  45  300  2.0%  122  5541 
[4.1],[4.2]  16  40  300  3.5%  143  5126 
[4.1]'[4.2]'[4.3]  16  23  300  5%  312  6265 
[4.1], [4.2] ,[4.3J ,[4.4]  16  23  300  3.1%  278  5963 
[4.1]' [4.2J ,[4.3] ,[4.4] ,[4.5] *  3  10  300  7.6%  34  2497 
[4.1], [4.2J, [4.3], [4.4], [4.5]**  3  8  300  12.3%  25  1842 
2  184  922  36000  18.7%  254  28515 
2  [4.1]  111  646  900  13.4%  111  9456 
[4.1],[4.2]  105  574  900  7.3%  154  11414 
2  [4.1] ,[4.2J ,[4.3]  105  324  900  9.6%  377  12438 
2  [4.1]'[4.2] ,[4.3] ,[4.4]  105  324  900  5.6%  316  12723 
2  [4.1], [4.2J ,[4.3J, [4.4] ,[4.5] *  26  46  900  11.9%  123  8456 
2  [4.1 J, [4.2J, [4.3], [4.4], [4.5] **  4  18  900  15.3%  88  7458 
a  The section numbers of the implemented heuristic extensions are indicated.  In premature termination (4.2) 
column generation is  ended if the LP optimality gap is smaller than 2%.  In imbalanced branching (4.3) 
branching occurs on the column variables instead of on the timetable cells.  In partial best-first search (4.4) 
a  minimal possible improvement of 2%  is  required for  exploring a  node in the search tree.  In heuristic 
fixing [4.5]*, two activity patterns are pre-scheduled, freezing approximately 10% of the schedule, whereas 
in heuristic fixing [4.5]**, four activities were pre-scheduled, freezing approximately 20% of the schedule. 
Next, if the balanced branching scheme is replaced with an imbalanced one (branch-
ing on the column variables)  the algorithm was not able to find  a better solution. 
However the time needed to find the first integer solution was again decreased with 
almost  50%  (from 574  to 324  seconds).  When the depth-first way  of search was 
combined with a best-first search,  a better solution could be detected.  Finally,  if 
a  number of activity patterns are scheduled heuristically an integral solution was 
already found in respectively 46  and 18 seconds, but the gaps increase again. 
7  Conclusion 
The problem of building long term trainee schedules has been studied.  A decompo-
sition approach has been applied to solve the problem.  Therefore, the problem has 
been reformulated in terms of decision variables which explicitly satisfy all trainee-
specific constraints.  Column generation could be applied to find the LP relaxation 
of this new formulation  and a  branching scheme  has been proposed to drive  the 
solution into integrality.  Next, it has been shown how this approach can easily be 
turned into an effective heuristic algorithm.  Therefore, five heuristic extensions have 
been proposed.  A graphical user interface (CUI) has been developed.  The CUI al-
lows for easy data input, constraint specification and modification of the algorithmic 
20 settings.  Moreover, certain parts of the schedule could be frozen before the algo-
rithm is run and proposed solutions could be easily modified.  A  real-life problem 
has been solved with the developed application and computational results are given. 
These results illustrate how the different heuristic extensions could improve solution 
quality if the problem is too complex to find a  (proven) optimal solution. 
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