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THE MARCINKIEWICZ MULTIPLIER CONDITION FOR
BILINEAR OPERATORS
LOUKAS GRAFAKOS AND NIGEL J. KALTON
Abstract. This article is concerned with the question of whether Marcin-
kiewicz multipliers on R2n give rise to bilinear multipliers on Rn ×Rn. We
show that this is not always the case. Moreover we find necessary and
sufficient conditions for such bilinear multipliers to be bounded. These
conditions in particular imply that a slight logarithmic modification of the
Marcinkiewicz condition gives multipliers for which the corresponding bi-
linear operators are bounded on products of Lebesgue and Hardy spaces.
1. Introduction
In this article we study bilinear multipliers of Marcinkiewicz type. Recall
that a function σ(ξ, η) = σ(ξ1, . . . , ξn, η1, . . . , ηn) defined away from the coor-
dinate axes on R2n, which satisfies the conditions
|∂αξ ∂βη σ(ξ, η)| ≤ Cα,β|ξ1|−α1 . . . |ξn|−αn |η1|−β1 . . . |ηn|−βn(1.1)
for sufficiently large multi-indices α = (α1, . . . , αn) and β = (β1, . . . , βn), is
called a Marcinkiewicz multiplier. It is a classical result, see for instance [18],
that Marcinkiewicz multipliers give rise to bounded linear operators Mσ from
Lp(R
2n) into itself for 1 < p < ∞. Here Mσ is the multiplier operator with
symbol σ, that is
Mσ(F )(x) =
∫
R2n
F̂ (ξ)σ(ξ)e2πi〈x,ξ〉dξ,
where F is a Schwartz function on R2n and F̂ (ξ) is the Fourier transform of
F , defined by F̂ (ξ) =
∫
R2n
F (x)e−2πi〈x,ξ〉dx. (We will use the notation 〈x, y〉 =∑m
k=1 xkyk for x = (x1, . . . , xm) and y = (y1, . . . , ym) elements of R
m.) The
Marcinkiewicz condition (1.1) is less restrictive than the Ho¨rmander-Mihlin
condition
|∂αξ ∂βη σ(ξ, η)| ≤ Cα,β(|ξ|+ |η|)−|α|−|β|,(1.2)
Date: October 27, 2018.
1991 Mathematics Subject Classification. Primary 42B15, 42B20, 42B30. Secondary
46B70, 47G30.
Key words and phrases. Marcinkiewicz condition, bilinear multipliers, paraproducts.
The research of both authors was supported by the NSF.
1
2 LOUKAS GRAFAKOS AND NIGEL J. KALTON
which is also known to imply boundedness for the linear operator Wσ from
Lp(R
2n) into itself when 1 < p <∞. The advantage of condition (1.2) is that
it is supposed to hold for multi-indices up to order |α|+ |β| ≤ n+1 versus up
to order |α|+ |β| ≤ 2n for condition (1.1).
In this paper we study bilinear multiplier operators whose symbols satisfy
similar conditions. More precisely, we are interested in boundedness properties
of bilinear operators
Wσ(f, g)(x) =
∫
R2n
f̂(ξ)ĝ(η)σ(ξ, η)e2πi〈x,ξ〉e2πi〈x,η〉 dξ dη,
originally defined for f, g Schwartz functions on Rn and σ a function on R2n.
A well-known theorem of Coifman and Meyer [4] says that if the function σ on
R2n satisfies (1.2) for sufficiently large multi-indices α and β, then the bilinear
map Wσ(f, g) extends to a bounded operator from Lp1(R
n) × Lp2(Rn) into
Lp0,∞(R
n) when 1 < p1, p2 < ∞, 1/p1 + 1/p2 = 1/p0 and p0 ≥ 1. (Lp0,∞
here denotes the space weak Lp0 .) This result was later extended to the range
1 > p0 ≥ 1/2 by Grafakos and Torres [9] and Kenig and Stein [11]. The
extension into Lp0 for p0 < 1 was stimulated by the recent work of Lacey and
Thiele [12] who showed that the discontinuous symbol σ(ξ, η) = −isgn (ξ− η)
on R2 gives rise to a bounded bilinear operator Wσ from Lp1(R)×Lp2(R) into
Lp0(R) for 2/3 < p0 <∞ when 1 < p1, p2 <∞ and 1/p1 + 1/p2 = 1/p0.
In this article we address the question of whether the Marcinkiewicz condi-
tion (1.1) on R2n gives rise to a bounded bilinear operator Wσ on R
n × Rn.
We answer this question negatively. More precisely, we show that there exist
examples of bounded functions σ(ξ, η) on Rn × Rn which satisfy the stronger
condition
|∂αξ ∂βη σ(ξ, η)| ≤ Cα,β|ξ|−|α||η|−|β|(1.3)
for all multi-indices α and β, for which the corresponding bilinear operators
Wσ do not map Lp1 × Lp2 into Lp0,∞ for any triple of exponents satisfying
1/p1 + 1/p2 = 1/p0 and 1 < p1, p2 <∞.
We reduce this problem to the study of bilinear operators of the type
(f, g)→
∑
j∈Z
∑
k∈Z
ajk ∆˜jf ∆˜kg,(1.4)
where ajk is a bounded sequence of scalars depending on σ and ∆˜j are the
Littlewood-Paley operators given by multiplication on the Fourier transform
side by a smooth bump supported near the frequency |ξ| ∼ 2j. In section 6,
in particular Theorem 6.5, we find a necessary and sufficient condition on the
infinite matrix A = (ajk)j,k so that the bilinear operator in (1.4) maps Lp1×Lp2
into Lp0,∞. This condition is expressed in terms of an Orlicz space norm of
the sequence (ajk)j,k. It turns out that this condition is independent of the
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exponents p1, p2, p0 and depends only on quantities intrinsic to the matrix A,
(although the actual norm of the operator in (1.4) from Lp1 × Lp2 into Lp0,∞
does depend on the indices p1, p2, p0).
The results of section 6 are transferred to multiplier theorems for bilinear
operators in section 7. This transference is achieved using a Fourier expansion
of the symbol σ on products of dyadic cubes. Theorem 7.2 is the main result
of this section and Theorem 7.3 shows that this theorem is best possible.
Theorem 7.2 allows us to derive that the estimates
|∂αξ ∂βη σ(ξ, η)| ≤ Cα,β|ξ|−|α||η|−|β|
(
log(1 + | log |ξ|
|η|
|))−θ(1.5)
do give rise to a bounded bilinear operator Wσ on products of Lp spaces when
θ > 1, while we show that this is not the case when 0 < θ < 1
2
. We obtain
similar results when the expression
(
log(1 + | log |ξ|
|η|
|))−θ in (1.5) is replaced
by the expression
(
log(1 + | log |ξ|
|η|
|))−1( log(1 + log(1 + | log |ξ|
|η|
|)))−θ for θ > 1.
We find more convenient to work with the martingale difference operators
∆k associated with the σ−algebra of all dyadic cubes of size 2k in Rn and later
transfer our results to the Littlewood-Paley operators ∆˜k. This point of view
is introduced in the next section.
We end this article with a short discussion on paraproducts, see section 8.
These are operators of the type (1.4) for specific sequences (ajk)j,k of zeros and
ones.
2. A maximal operator
Let (Ω,Σ,P) be any probability space and let (Σk)k≥0 be a filtration i.e.
an increasing sequence of sub-σ−algebras of Σ. We say that (Σk) is a dyadic
filtration if each Σk is atomic and has precisely 2
k atoms each with probability
2−k. We say (Σk) is a 2
n−adic filtration if each Σk is atomic with precisely 2nk
atoms each with probability 2−nk.
Associated to Σk we define the conditional expectation operators Ekf =
E(f |Σk) and the martingale difference operators ∆kf = Ekf−Ek−1f for k ≥ 1,
and f ∈ L1(Ω).
Let A = (ajk) be a complex M×N matrix, and let (Ω,Σ,P) be a probability
space with a dyadic filtration (Σk)k≥0. For 1 ≤ p < ∞ we define hp(A) to be
the least constant so that for all f ∈ Lp(Ω) we have
∥∥ max
1≤j≤M
|
N∑
k=1
ajk∆kf |
∥∥
Lp
≤ hp(A)‖f‖Lp.(2.1)
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We also define the corresponding weak constants, i.e. the least constants so
that for all f ∈ Lp(Ω) we have
∥∥ max
1≤j≤M
|
N∑
k=1
ajk∆kf |
∥∥
Lp,∞
≤ hwp (A)‖f‖Lp.(2.2)
Finally for 0 < q < p <∞ we define the mixed constants hp,q(A) as the least
constants such that for all f ∈ Lp(Ω) we have
∥∥ max
1≤j≤M
|
N∑
k=1
ajk∆kf |
∥∥
Lq
≤ hp,q(A)‖f‖Lp.(2.3)
Note that these definitions are independent of the choice of the probability
space and of the dyadic filtration. Indeed if A is fixed, it suffices to take
f ∈ Lp(ΣN) and hence we can consider a finite probability space with 2N
points and a finite dyadic filtration (Σk)
N
k=0. We also note that hp(A) is the
operator norm of the map TA : Lp(Ω)→ Lp(Ω; ℓM∞) defined by
TAf =
( N∑
k=1
ajk∆kf
)M
j=1
.
Similarly hwp (A) is the norm of the operator TA : Lp → Lp,∞(Ω; ℓM∞).
Our first result is that all these constants are mutually equivalent, when
1 < p <∞:
Theorem 2.1. If 1 < p, q <∞ then there is a constant 0 < C = C(p, q) <∞
such that for all complex M ×N matrices A we have
1
C
hp(A) ≤ hwq (A) ≤ hq(A) ≤ Chp(A).
Proof. It suffices to prove an estimate of the type hp(A) ≤ Chwq (A) for any
choice of 1 < p, q <∞. We first prove a weak type (1, 1) estimate for TA, i.e.
that hw1 (A) ≤ Chwq (A). Suppose f ∈ L1 with ‖f‖L1 = 1. Then if λ, γ > 0, with
λγ > 1, we can use an appropriate Caldero´n-Zygmund decomposition to find
finite sets D1, · · · , Dm so that each Dl is an atom of some Σl,
γλ ≤ P(Dl)−1
∫
Dl
|f | dP = Ave
Dl
f ≤ 2γλ,
and |f(ω)| ≤ γλ if ω /∈ ∪ml=1Dl. Let
g =
m∑
l=1
(Ave
Dl
f)χDl
and E = ∪ml=1Dl. Then TA(fχE − g) is supported in E and thus
P(‖TA(fχE − g)‖ℓM
∞
> λ/2) ≤ P(E) ≤ (γλ)−1.(2.4)
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On the other hand ‖f − fχE + g‖L∞ ≤ 3γλ and ‖f − fχE + g‖L1 ≤ 1. Hence
‖f − fχE + g‖Lq ≤ 31/q′(γλ)1/q′ and so
‖TA(f − fχE + g)‖Lq,∞(ℓM∞) ≤ hwq (A)31/q
′
(γλ)1/q
′
,(2.5)
which implies that
P(‖TA(f − fχE + g)‖ℓM
∞
> λ/2) ≤ 2
q
λq
(hwq (A))
q3q−1(γλ)q−1.(2.6)
Selecting γ = 1/hwq (A) and combining with (2.4) we obtain (for λ > h
w
q (A))
λP(‖TAf‖ℓM
∞
> λ) ≤ Chwq (A)(2.7)
where C = C(p, q). This gives the weak-type (1,1) estimate for TA. Now
by the Marcinkiewicz interpolation theorem (applied to the sublinear map
f 7→ ‖TAf(ω)‖ℓM
∞
) we obtain that hp(A) ≤ C(p, q)hwq (A) as long as 1 < p < q.
We now prove that hp(A) ≤ C(p, q)hwq (A) when 1 < q < p < ∞. We
consider the dual map T ∗A : L1(Ω; ℓ
M
1 )→ L1 defined by
T ∗Af =
M∑
j=1
N∑
k=1
ajk∆kfj
where f(ω) = (fj(ω))
M
j=1.We have that T
∗
A : Lr(Ω; ℓ
M
1 )→ Lr has norm bounded
by C(q, r)hwq (A) as long as 1 < r
′ < q i.e. q′ < r <∞. Using this r as a starting
point, we repeat the argument above to show that T ∗A : L1(Ω; ℓ
M
1 )→ L1,∞ has
norm bounded by Chwq (A). The Marcinkiewicz interpolation theorem can again
be used to show that T ∗A : Lp′(Ω, ℓ
M
1 )→ Lp′ has norm bounded by Chwq (A) for
all 1 < p′ < r, and thus in particular when 1 < p′ < q′. Therefore we obtain
that hp(A) ≤ Chwq (A) when 1 < q < p <∞.
Remark. From now we will write h(A) = h2(A) so that each hp(A) for
1 < p <∞ is equivalent to h(A).
It is of some interest to observe that even the corresponding mixed constants
are also equivalent to h(A).
Theorem 2.2. Suppose 0 < q < p and 1 < p <∞. Then there is a constant
C = C(p, q) so that
1
C
h(A) ≤ hp,q(A) ≤ Ch(A).
Proof. This will depend on the following Lemma:
Lemma 2.3. Suppose 1 ≤ p < ∞ and 0 < q < p. Then there is a constant
C = C(p, q) so that if r = min(p, 2) we have
‖TA‖Lp→Lr,∞(ℓM∞) ≤ Chp,q(A).(2.8)
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Proof. (Lemma 2.3) We may assume q < r. This is a fairly standard application
of Nikishin’s theorem, see [16]. Here we use a version given in [17]. It is simplest
to consider the case when Ω is finite with |Ω| = 2N . Consider the map TA :
Lp → Lq(Ω; ℓM∞). For each f ∈ Lp with ‖f‖Lp ≤ 1, let Ff (x) = ‖TAf(x)‖ℓM∞ .
For ‖fj‖Lp ≤ 1 with 1 ≤ j ≤ J ,
∑J
j=1 |bj|r = 1, and (ǫj)Jj=1 a sequence of
independent Bernoulli random variables on some probability space, we have
∥∥ max
1≤j≤J
|bj|Ffj
∥∥
Lq
≤ E
(∥∥ J∑
j=1
ǫjbjTAfj
∥∥
Lq(ℓM∞)
)
≤ Chp,q(A),
since Lp has type r. It follows from [17] that there is a function w ∈ L1, with∫
w dP = 1, and w ≥ 0 a.e such that for any set E ⊂ Ω(∫
E
F qf dP
) 1
q ≤ Chp,q(A)
(∫
E
w dP
) 1
q
− 1
r
.
Now consider the set S of all permutations of Ω which induce permutations
of the atoms of each Σk for 1 ≤ k ≤ N ; there are 22N−1 such permutations ϕ.
For ϕ ∈ S we have(∫
E
F qf◦ϕ dP
) 1
q ≤ Chp,q(A)
(∫
E
w dP
) 1
q
− 1
r
or equivalently (∫
E
F qf dP
) 1
q ≤ Chp,q(A)
( ∫
E
w ◦ ϕ−1 dP
) 1
q
− 1
r
.
Raising to the power (1
q
− 1
r
)−1, averaging over S, and then raising to the power
1
q
− 1
r
gives
(∫
E
F qf dP
) 1
q ≤ Chp,q(A)
(
1
|S|
∑
ϕ∈S
(∫
E
w ◦ ϕ−1 dP
)) 1q− 1r
.
But this implies (∫
E
F qf dP
) 1
q ≤ Chp,q(A)P(E)
1
q
− 1
r
which gives the required weak type estimate (2.8).
We now return to the proof of Theorem 2.2. We first observe that we
always have hp,q(A) ≤ Chwp (A) since q < p. If 1 < p ≤ 2, Lemma 2.3 gives
that hwp (A) ≤ Chp,q(A) and the required conclusion follows from Theorem
2.1. Assume therefore that p > 2 and that TA maps Lp → Lq(ℓM∞) with norm
hp,q(A). Fix f with ‖f‖L1 = 1 and use the Caldero´n-Zygmund decomposition
of Theorem 2.1, to obtain (2.4) as before, but instead of (2.5) the estimate
‖TA(f − fχE + g)‖Lq ≤ hp,q(A)31/p
′
(γλ)1/p
′
,(2.9)
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which implies
P(‖TA(f − fχE + g)‖ℓM
∞
> λ/2) ≤ 2
q
λq
(hp,q(A))
q3q/p
′
(γλ)q/p
′
.(2.10)
Selecting γ = hp,q(A)
−sλs−1 with 1
s
= 1
p′
+ 1
q
and combining with (2.4) we
obtain
λP(‖TAf‖ℓM
∞
> λ)
1
s ≤ Chp,q(A).(2.11)
This says that TA maps L1 into Ls,∞(ℓ
M
∞) with norm at most Chp,q(A), in
particular that TA maps L1 into Lt(ℓ
M
∞) as long as 0 < t < s. Lemma 2.3
gives that TA maps Lp into L2,∞(ℓ
M
∞) and also L1 into L2,∞(ℓ
M
∞) with norms
at most a multiple of hp,q(A). By interpolation it follows that TA maps Lr
into L2,∞(ℓ
M
∞) ⊂ Lr,∞(ℓM∞) for 1 ≤ r ≤ 2. We conclude that hwr (A) ≤ Chp,q(A)
for 1 < r < 2 but since hwr (A) is comparable to h
w
p (A), we finally obtain
hwp (A) ≤ Chp,q(A). Since the converse inequality is always valid when q < p,
we apply Theorem 2.1 to conclude the proof.
We next prove the elementary observation for 1 < p <∞, that h(A) remains
unchanged when interpolating extra columns or extra rows of zeros.
Lemma 2.4. Let A be a complex M ×N matrix and (mr)Mr=1, (ns)Ns=1 be two
increasing finite sequences of natural numbers. Suppose M1 ≥ mM and N1 ≥
nN . Let B = (bjk) be the M1 × N1-matrix defined by bjk = ars when j = mr
and k = ns, and bjk = 0 otherwise. Then h(A) = h(B).
Proof. Interpolating extra rows of zeros is trivial, so we can assume mr = m
for all r. For the case of columns, we only need to show that h(B) ≤ h(A).
We may suppose that Ω is a finite set with 2N1 points and that (Σk)
N1
k=0 is a
finite dyadic filtration of Ω. It is then possible to write Ω = Ω1 × Ω2 where
|Ω1| = 2N1−N and |Ω2| = 2N , and find a dyadic filtration (Σ(1)k )N1−Nk=0 of Ω1 and
a dyadic filtration (Σ
(2)
k )
N
k=0 of Ω2 so that Σ
(1)
k × Σ(2)k = Σnk , for 0 ≤ k ≤ N
and Σ
(1)
k+1 × Σ(2)k = Σnk+1−1 for 0 ≤ k ≤ N − 1. Then for f ∈ L2(Ω1 × Ω2) let
g =
∑N
k=1∆kf and note that
∆nkf(ω1, ω2) = ∆
(2)
k gω1(ω2),
where gω1(ω2) = g(ω1, ω2). Hence∫
Ω2
sup
j
∣∣∣ N∑
k=1
aj,nk∆nkf(ω1, ω2)
∣∣∣2dω2 ≤ hp(A) ∫
Ω2
|g(ω1, ω2)|2dω2.
Integrating over Ω1 gives∥∥ sup
j
|
N∑
k=1
aj,nk∆nkf |
∥∥
L2
≤ hp(A)‖g‖L2 ≤ hp(A)‖f‖L2.
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This completes the proof.
We can now extend our definitions, replacing dyadic filtrations by 2n-adic
filtrations:
Proposition 2.5. Suppose n ∈ N and 1 < p < ∞. Then there is a constant
C(p, n) with the following property. Let (Ω,Σ,P) be a probability space and
suppose (Σk)
∞
k=0 is a 2
n-adic filtration. Let A be any M × N matrix and let
hp(A;n) be the least constant so that
∥∥ sup
j
|
N∑
k=1
ajk∆kf |
∥∥
Lp
≤ hp(A;n)‖f‖Lp,
and hwp (A;n) be the least constant so that
∥∥ sup
j
|
N∑
k=1
ajk∆kf |
∥∥
Lp,∞
≤ hwp (A;n)‖f‖Lp.
Then hwp (A)≤hwp (A;n), hp(A)≤hp(A;n), and hwp (A;n)≤hp(A;n)≤Ch(A).
Proof. This is essentially trivial; we need only to prove that hp(A;n) ≤ Ch(A).
To do this note that hp(A;n) = hp(B) where B is obtained from A by repeating
each column n times. The proposition follows then by the triangle law from
Lemma 2.4.
3. Estimates for h(A)
We next turn to the problem of estimating h(A). We shall assume that
(Ω,P) is a fixed probability space with a dyadic filtration (Σk)
∞
k=0. Our first
estimate is trivial.
Proposition 3.1. There is a constant C so that for any M ×N matrix A =
(ajk) we have
h(A) ≤ C sup
1≤j≤M
N∑
k=0
|ajk − aj,k+1|,
where we set aj0 = aj,N+1 = 0 for all 1 ≤ j ≤ M.
Proof. Suppose f ∈ L2. Summation by parts gives
N∑
k=1
ajk∆kf =
N∑
k=0
(ajk − aj,k+1)Ekf,
thus
|
N∑
k=1
ajk∆kf | ≤ ( sup
1≤j≤M
N∑
k=0
|ajk − aj,k+1|) sup
k
|Ekf |,
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and the result follows because of the maximal estimate
‖ sup
k
|Ekf |‖L2 ≤ C‖f‖L2,
proved in [8].
We next turn to the problem of getting a more delicate estimate. To do
this we need the theory of a certain Lorentz space. Let w = (wk)
∞
k=1 be a
decreasing sequence of positive real numbers. We will consider the following
two conditions on w :
∃C > 0, ∃θ > 0, wk ≤ C
( log(j + 1)
log(k + 1)
)θ
wj when 1 ≤ j ≤ k,(3.1)
(where throughout this paper log denotes the logarithm with base 2) and
∞∑
k=1
wk
k
<∞.(3.2)
Roughly speaking (3.1) means that wk decays logarithmically while (3.2) im-
plies that it decays reasonably fast. Note that wk = (log(k+1))
−θ satisfies (3.1)
if θ > 0 and (3.2) if θ > 1. The sequence wk = (log(k+1))
−1(log log(k+2))−θ
satisfies both (3.1) and (3.2) when θ > 1.
Now let d = d(w, 1) be the Lorentz sequence space of all complex sequences
u = (uk)k∈Z such that
‖u‖d = sup
π
∑
k∈Z
wπ(k)|uk| <∞
where the supremum is taken over all one-one maps π : Z → N. The dual of
d(w, 1) can be naturally identified as the space d∗ = d∗(w, 1) consisting of all
sequences (vk)k∈Z so that
sup
k∈N
v∗1 + · · ·+ v∗k
w1 + · · ·+ wk = ‖v‖d
∗ <∞
where (v∗k)
∞
k=1 is the decreasing rearrangement of (|vk|)k∈Z. We refer to [13] p.
175 for properties of Lorentz spaces. Note that under condition (3.1), d(w, 1)
is also an Orlicz sequence space (see [13] p. 176).
The following Lemma is surely well-known to specialists, but we include a
proof.
Lemma 3.2. Under condition (3.1), the Lorentz space d(w, 1) has cotype two.
Proof. By combining Proposition 1.f.3 (p.82) and Theorem 1.f.7 (p.84) of [14]
one sees that it is only necessary to show that d(w, 1) has a lower q-estimate
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for some q < 2. To do this observe that if v1, · · · ,vN are disjointly supported
sequences, then
‖
N∑
j=1
vj‖d ≥ inf
k≥1
wk
wkN
N∑
j=1
‖vj‖d.
Hence
N∑
j=1
‖vj‖d(w,1) ≤ C(log(N + 1))θ‖
N∑
j=1
vj‖d.
Now suppose 1 < q < 2 and ‖∑vj‖d = 1. Then for each s ∈ N, let ms be the
number of j so that 2−s < ‖vk‖d ≤ 2−s+1. Then
ms2
−s ≤ C(log(ms + 1))θ.
This in turn implies that
m1−ρs ≤ C2s
where ρ > 0 is chosen so that (1− ρ)−1 < q. Then we obtain an estimate
N∑
j=1
‖vj‖qd ≤ C
∞∑
s=1
ms2
−sq ≤ C ′.
This establishes a lower q-estimate.
The norms ‖ · ‖d and ‖ · ‖d∗ are of course defined for finite sequences with M
elements and thus can be thought as norms on CM . We denote these spaces
d(w, 1)(M) and d∗(w, 1)(M).
Proposition 3.3. If (wn) satisfies both (3.1) and (3.2) then given 2 < p <∞
there is a constant C so that for any sequence ǫk = ±1 and any M,N ∈ N we
have the estimate (
E
(∥∥ N∑
k=1
ǫk∆kf
∥∥2
ℓ∞
)) 12 ≤ C(E(‖f‖pd∗)) 1p ,
for any f ∈ Lp(Ω; d∗(w, 1)(M)).
Proof. We start by using an argument due to Muckenhoupt [15], see also [20].
For any fixed ǫ1, · · · , ǫN let S =
∑N
k=1 ǫk∆k. Now fix f ∈ L∞. Then by a result
of Burkholder [2], ‖S‖Lp→Lp = p − 1 if 2 ≤ p < ∞. Then for any α > 0 we
have
E(cosh(α|Sf |)) ≤ 1 +
∞∑
m=1
α2m
(2m)!
(2m− 1)2m‖f‖2mL2m .(3.3)
Since ‖f‖2mL2m ≤ ‖f‖2L2‖f‖2m−2L∞ and since for m ≥ 1 we have
(2m− 1)2m
(2m)!
≤ (2m)
2m
(2m)!
≤ e2m,
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it follows from (3.3) that
E(cosh(α|Sf |)− 1) ≤ (αe)2‖f‖2L2
∞∑
k=0
(αe)2k‖f‖2kL∞ .
In particular if αe‖f‖∞ ≤ 12 we have
E(cosh(α|Sf |)− 1) ≤ 2e2α2‖f‖2L2.(3.4)
At this point we return to the Lorentz space d(w, 1). Let us define γ0 = 0,
γ1 = 1, and γk = 2
2k−2 for k ≥ 2. Let Wk = wγk . It will be convenient to
normalize condition (3.2) so that we have
∞∑
k=1
γkWk = 1.(3.5)
We also note that (3.1) implies the existence of a constant C so that we have
|w1 + · · ·+ wk| ≤ Ckwk(3.6)
for k ≥ 1.
Now suppose f = (fj)
M
j=1 ∈ L∞(Ω;CM). Suppose that f is supported on a
measurable set E and satisfies ‖f(ω)‖d∗ ≤ 1 everywhere. Then we can define
a measurable map π from Ω into the set of permutations of {1, 2, · · · ,M} so
that |fπ(ω)(1)(ω)| ≥ |fπ(ω)(2)(ω)| ≥ · · · ≥ |fπ(ω)(M)(ω)| for all ω ∈ Ω. Thus
|fπ(ω)(j)(ω)| ≤ Cwj
for all 1 ≤ j ≤ M. Let Ejk = {ω ∈ E : π(ω)(k) = j} when j, k ∈ {1, . . . ,M}
and Ejk = ∅ otherwise. Now for 1 ≤ j ≤M and l = 1, 2, 3, . . . , let
f
(l)
j =
γl−1∑
k=γl−1
fjχEjk
so that fj =
∑∞
l=1 f
(l)
j . If 0 < αe ≤ 12C we can estimate
E(cosh(α|Sfj|)− 1) = E
(
cosh
(∣∣ ∞∑
l=1
αSf
(l)
j
∣∣)− 1)
≤ E
(
max
l≥1
(
cosh(αγ−1l W
−1
l |Sf (l)j |)− 1
))
≤ e2α2
∞∑
l=1
γ−2l W
−2
l ‖f (l)j ‖2L2 ,
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in view of (3.4) since ‖f (l)j ‖L∞ ≤ CWl and αγ−1l W−1l ‖f (l)j ‖L∞ ≤ 12 . Thus
E(cosh(α|Sfj|)− 1) ≤ e2C2α2
∞∑
l=1
γ−2l
γl−1∑
k=γl−1
P(Ejk).
It follows that
E(cosh(α‖Sf‖ℓ∞)− 1) ≤ e2C2α2
M∑
j=1
∞∑
l=1
γ−2l
γl−1∑
k=γl−1
P(Ejk).
Note that for each k ∈ N, ∑Mj=1 P(Ejk) ≤ P(E). Hence we obtain that if f is
supported on E with ‖f(ω)‖d∗ ≤ 1 everywhere and αe < 12C , then
E(cosh(α‖Sf‖ℓ∞)− 1) ≤ e2C2α2
∞∑
l=1
γ−1l P(E) = C1α
2
P(E)(3.7)
for a suitable constant C1. Let us next refine (3.7). For n ≥ 0, let
Gn = {ω ∈ E : 4−n−1 < ‖(ω)‖d∗ ≤ 4−n}.
Then by (3.7) we have if α < (4Ce)−1
E(cosh(2n+1α‖S(fχGn)‖ℓ∞)− 1) ≤ C1α24−nP(Gn)
and as
E(cosh(α‖Sf‖ℓ∞)− 1) ≤ E
(
sup
n≥0
(
cosh(2n+1α‖S(fχGn)‖ℓ∞)− 1
))
,
we obtain, under the assumptions ‖f(ω)‖d∗≤1 everywhere and α<(4C)−1,
E(cosh(α‖Sf‖ℓ∞)− 1) ≤ C1α2
∞∑
n=0
4−nP(Gn) ≤ C2E(‖f‖d∗).(3.8)
If we use a fixed value of α and the estimate x2 ≤ 2(cosh x−1) we find that
E(‖Sf‖2ℓ∞) ≤ C3E(‖f‖d∗)
if ‖‖f‖d∗‖∞ ≤ 1. This in turn gives us for every f ∈ L∞(Ω; d∗(w, 1)(M))
E(‖Sf‖2ℓ∞) ≤ C3‖‖f‖d∗‖∞ E(‖f‖d∗).(3.9)
Now let 2 < p < ∞ and fix f with E(‖f‖pd∗) = 1. We set E0 = {‖f‖d∗ ≤ 1}
and En = {2n−1 < ‖f‖d∗ ≤ 2n} for n ≥ 1. Applying (3.9) we obtain
(E(‖Sf‖2ℓ∞))
1
2 ≤(C3 ∞∑
n=0
2nP(En)E(‖f‖d∗)
) 1
2 ≤ C
1
2
3
∞∑
n=0
2
n
2 P(En)
1
2
≤C
1
2
3
( ∞∑
n=0
2(2−p)n
) 1
2
( ∞∑
n=0
2npP(En)
) 1
2 ≤ C4,
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which completes the proof under the assumption E(‖f‖pd∗) = 1. The general
case follows by scaling.
We now establish our main estimate for h(A).
Theorem 3.4. Let w = (wn)
∞
n=1 be a sequence satisfying (3.1) and (3.2).
Then there is a constant C so that for any M ×N matrix A = (akj)j,k we have
h(A) ≤ C max
1≤k≤N
‖ak‖d∗
where ak = (akj)
M
j=1. In particular we have
h(A) ≤ Cmax
j,k
|ajk|
w|j−k|+1
.
Proof. We suppose p > 2 and that A is a matrix satisfying max1≤k≤N ‖ak‖d∗ ≤
1. Consider the operator TA : Lp(Ω) → L2(Ω; ℓM∞). The adjoint operator is
T ∗A : L2(Ω; ℓ
M
1 )→ Lp′(Ω) given by
T ∗A(f) =
N∑
k=1
〈∆kf , ak〉.
The dual statement of the result in Proposition 3.3 gives that for any sequence
of ±1’s, ǫ1, · · · , ǫN we have the estimate
(
E
(‖ N∑
k=1
ǫk∆kf‖p′d
)) 1
p′ ≤ C(E(‖f‖2ℓ1))
1
2(3.10)
where C depends only on (wn). Now let ǫ1, · · · ǫN be a sequence of independent
Bernoulli random variables on some probability space (Ω′,P′). We use E′ to
denote expectations on Ω′. Using Lemma 3.2 we obtain
(E(‖T ∗Af‖p
′
d ))
1
p′ ≤ C0
(
E
( N∑
k=1
|〈∆kf , ak〉|2
) p′
2
) 1
p′
≤ C0
(
E
( N∑
k=1
‖∆kf‖2d
) p′
2
) 1
p′
≤ C1
(
EE
′
(‖ N∑
k=1
ǫk∆kf‖p′d
)) 1
p′
≤ C2(E‖f‖2ℓ1)
1
2 .
This gives hp,2(A) ≤ C2 which completes the proof by using Theorem 2.2.
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Remark. Theorem 3.4 implies that given any θ > 1 there is a constant Cθ so
that
h(A) ≤ Cθ(3.11)
whenever A = (akj)j,k is a matrix satisfying
|ajk| ≤ 2(log(2 + |j − k|))−θ.(3.12)
We show that this is not the case when 0 < θ < 1
2
. Let N be any natural
number and define A = (ajk) to be a 2
N × N matrix given by ajk = bjkN−θ,
where bjk = ±1 and the set (bjk)2Nj=1 runs through all 2N choices of signs.
Choose f real so that |∆kf | = 1 for 1 ≤ k ≤ N. Then ‖f‖L2 =
√
N. On the
other hand
max
1≤j≤2N
|
N∑
k=1
ajk∆kf | = N1−θ χΩ,
which implies that h(A) ≥ N 12−θ. However
|ajk| ≤ N−θ ≤ 2(N + 1)−θ ≤ 2(log(2 + |j − k|))−θ
but h(A) ≥ N 12−θ →∞ as N →∞. Thus (3.11) fails when 0 < θ < 1
2
.
4. The harmonic version of the maximal operator
We shall now fix n ∈ N and work with Rn. Let D0 be the collection of all
unit cubes of the form
∏n
j=1[mj , mj + 1] where mj ∈ Z and let Dk be the set
of all cubes of the form
∏n
j=1[2
−kmj , 2
−k(mj + 1)] where mj ∈ Z. For k ∈ Z,
let Σk denote the σ−algebra generated by the dyadic cubes Dk. We define the
corresponding conditional expectation operators
Ekf =
∑
Q∈Dk
(Ave
Q
f)χQ
for f ∈ Lloc1 (Rn) and the martingale difference operators ∆kf = Ekf − Ek−1f
for k ∈ Z.
Now let A = (ajk)j,k∈Z be any infinite complex matrix. We shall call A a
c00−matrix if it has only finitely many non-zero entries. For a c00−matrix
define hp[A;n] to be the least constant such that for all f ∈ Lp(Rn) we have
‖max
j∈Z
|
∑
k∈Z
ajk∆kf |‖Lp ≤ hp[A;n]‖f‖Lp.(4.1)
Also let hwp [A;n] be the corresponding weak-type constant, i.e. the least con-
stant such that for all f ∈ Lp(Rn) we have
‖max
j∈Z
|
N∑
k=1
ajk∆kf |‖Lp,∞ ≤ hwp [A;n]‖f‖Lp.(4.2)
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The following Lemma is easily verified and we omit its proof.
Lemma 4.1. Let hwp (A;n) and hp(A;n) be as in Proposition 2.5. For any
1 < p < ∞ and any infinite c00-matrix A we have hp[A;n] = hp(B;n) and
hwp [A;n] = h
w
p (B;n), where B is any M ×N matrix of the form bjk = aj+r,k+s
for some r, s ∈ Z such that aj+r,k+s = 0 unless 1 ≤ j ≤M and 1 ≤ k ≤ N .
Now for any infinite matrix A we define
h(A) = sup
N
h
(
(aj−N,k−N)
1≤k≤2N
1≤j≤2N
)
.
The following is an immediate consequence of Lemma 4.1 and Proposition 2.5.
Corollary 4.2. For any 1 < p < ∞ and any n ∈ N there is a constant
C = C(p,N) so that for any infinite c00-matrix we have
C−1h(A) ≤ hwp [A;n] ≤ hp[A;n] ≤ Ch(A).
We now turn to the harmonic model of the maximal operator studied in
section 2. Let S(Rn) denote the set of all Schwartz functions on Rn and for
f ∈ S(Rn) let
f̂(ξ) =
∫
Rn
f(x)e−2πi〈ξ,x〉dx
denote the Fourier transform of f . We will denote by f∨(ξ) = f̂(−ξ) the
inverse Fourier transform of f . We shall fix a radial function ψ ∈ S(Rn) whose
Fourier transform is real-valued and satisfies ψ̂(ξ) = 1 for |ξ| ≤ 1 and ψ̂(ξ) = 0
for |ξ| ≥ 2. We define a Schwartz function φ by setting φ̂(ξ) = ψ̂(ξ)− ψ̂(2ξ).
Then φ̂ is supported in the annulus 2−1 ≤ |ξ| ≤ 2. We then define ψj(x) =
2njψ(2jx) and φj(x) = 2
njφ(2jx) for j ∈ Z. Note that φ̂j(ξ) = φ̂(2−jξ) is
supported in the annulus 2j−1 ≤ |ξ| ≤ 2j+1. We also define operators
S˜jf = ψj ∗ f and ∆˜jf = φj ∗ f
for f ∈ L1 + L∞. The ∆˜j ’s are called the Littlewood-Paley operators. Now if
A = (ajk)(j,k)∈Z2 is an infinite c00-matrix and 1 < p < ∞, we let h˜p(A) be the
least constant so that for all f ∈ Lp we have∥∥ sup
j∈Z
∣∣∑
k∈Z
ajk∆˜kf
∣∣∥∥
Lp
≤ h˜p(A)‖f‖Lp.(4.3)
We also define h˜wp (A) to be the least constant such that for all f ∈ Lp we have∥∥ sup
j∈Z
∣∣∑
k∈Z
ajk∆˜kf
∣∣∥∥
Lp,∞
≤ h˜wp (A)‖f‖Lp.(4.4)
We now have the following.
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Lemma 4.3. Suppose r ∈ Z. Then if 1 < p < ∞ and A = (ajk) is any
infinite c00-matrix, then h˜p(A) = h˜p(B) and h˜
w
p (A) = h˜
w
p (B), where B = (bjk)
and bjk = aj,k+r.
Proof. Consider the dilation operator Drf(x) = f(2
−rx). Then D−1r ∆˜kDrf =
∆˜k−rf and we have∥∥ sup
j
∣∣∑
k
aj,k+r∆˜kf
∣∣∥∥
Lp
=
∥∥ sup
j
∣∣∑
k
ajk∆˜k−rf
∣∣∥∥
Lp
=2−rn/p
∥∥ sup
j
∣∣∑
k
ajk∆˜kDrf
∣∣∥∥
Lp
≤ 2−rn/php(A)‖Drf‖Lp = hp(A)‖f‖Lp,
which implies h˜p(B) ≤ h˜p(A). Likewise we obtain h˜p(A) ≤ h˜p(B). The corre-
sponding result for the weak type constants follows similarly.
Next we prove that the Littlewood-Paley operators ∆˜j and the martingale
difference operators ∆k are essentially orthogonal on L2 when k 6= j.
Proposition 4.4. There exists a constant C so that for every k, j in Z we
have the following estimate on the operator norm of ∆j∆˜k : L2(R
n)→ L2(Rn)
‖∆k∆˜j‖L2→L2 ≤ C2−|j−k|.(4.5)
Proof. By a simple dilation argument it suffices to prove (4.5) when k = 0. In
this case we have the estimate
‖∆0∆˜j‖L2→L2 = ‖E0∆˜j − E−1∆˜j‖L2→L2
≤‖E0∆˜j − ∆˜j‖L2→L2 + ‖E−1∆˜j − ∆˜j‖L2→L2
and also by the self-adjointness of the ∆k’s and ∆˜j’s we have
‖∆0∆˜j‖L2→L2 = ‖∆˜j∆0‖L2→L2 = ‖∆˜jE0 − ∆˜jE−1‖L2→L2
≤‖∆˜jE0 − E0‖L2→L2 + ‖∆˜jE−1 − E0‖L2→L2.
The required estimate (4.5) (when k = 0) will be a consequence of the pair of
inequalities
‖E0∆˜j − ∆˜j‖L2→L2 + ‖E−1∆˜j − ∆˜j‖L2→L2 ≤ C2j when j ≤ 0,(4.6)
‖∆˜jE0 − E0‖L2→L2 + ‖∆˜jE−1 − E0‖L2→L2 ≤ C2−j when j ≥ 0.(4.7)
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We start by proving (4.6). We only consider the term E0∆˜j − ∆˜j since the
term E−1∆˜j − ∆˜j is similar. Let f ∈ L2(Rn). Then
‖E0∆˜jf − ∆˜jf‖2L2 =
∑
Q∈D0
‖f ∗ φj − Ave
Q
(f ∗ φj)‖2L2(Q)
≤
∑
Q∈D0
∫
Q
∫
Q
|(f ∗ φj)(x)− (f ∗ φj)(t)|2 dt dx
≤
∑
Q∈D0
∫
Q
∫
Q
(∫
3Q
|f(y)||φj(x− y)| dy
)2
dt dx
+
∑
Q∈D0
∫
Q
∫
Q
(∫
3Q
|f(y)||φj(t− y)| dy
)2
dt dx
+
∑
Q∈D0
∫
Q
∫
Q
(∫
(3Q)c
|f(y)|2jn+j|∇φ(2j(ξx,t − y))| dy
)2
dt dx,
where ξx,t lies on the line segment between x and t. It is now easy to see that
the sum of the last three expressions above is bounded by
C22jn
∑
Q∈D0
∫
3Q
|f(y)|2 dy + CM22j
∑
Q∈D0
∫
Q
(∫
Rn
2jn|f(y)| dy
(1 + 2j |x− y|)M
)2
dx
which is clearly controlled by C22j‖f‖2L2. This estimate is useful when j ≤ 0.
We now turn to the proof of (4.7). Since ∆˜j is the difference of two S˜j’s, it
will suffice to prove (4.7) where ∆˜j is replaced by S˜j. We only work with the
term S˜jE0 − E0 since the other term can be treated similarly. We have
‖S˜jE0f − E0f‖2L2 =
∥∥ ∑
Q∈D0
(Ave
Q
f) (ψj ∗ χQ − χQ)
∥∥2
L2
≤2∥∥ ∑
Q∈D0
(Ave
Q
f) (ψj ∗ χQ − χQ)χ3Q
∥∥2
L2
+ 2
∥∥ ∑
Q∈D0
(Ave
Q
f) (ψj ∗ χQ)χ(3Q)c
∥∥2
L2
.
Since the functions appearing inside the sum in the first term above have
supports with bounded overlap we obtain∥∥ ∑
Q∈D0
(Ave
Q
f) (ψj ∗ χQ − χQ)χ3Q
∥∥2
L2
≤ C
∑
Q∈D0
(Ave
Q
|f |)2‖ψj ∗ χQ − χQ‖2L2 ,
and the crucial observation is that
‖ψj ∗ χQ − χQ‖L2 ≤ C2−j,
which can be easily checked using the Fourier transform. Therefore we obtain∥∥ ∑
Q∈D0
(Ave
Q
f) (ψj ∗ χQ − χQ)χ3Q
∥∥2
L2
≤ C2−2j‖f‖2L2,
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and the required conclusion will be proved if we can show that∥∥ ∑
Q∈D0
(Ave
Q
f) (ψj ∗ χQ)χ(3Q)c
∥∥2
L2
≤ C2−2j‖f‖2L2.(4.8)
We prove (4.8) by using a purely size estimate. Let cQ be the center of the
dyadic cube Q. For x /∈ 3Q we have the easy estimate
|(ψj ∗ χQ)(x)| ≤ CM2
jn
(1 + 2j |x− cQ|)M ≤
CM2
jn
(1 + 2j)M/2
1
(1 + |x− cQ|)M/2
since both 2j ≥ 1, |x− cQ| ≥ 1. We now control the left hand side of (4.8) by
2j(2n−M)
∑
Q∈D0
∑
Q′∈D0
(Ave
Q
|f |)(Ave
Q′
|f |)
∫
Rn
CM dx
(1+|x−cQ|)M2 (1+|x−cQ′|)M2
≤2j(2n−M)
∑
Q∈D0
∑
Q′∈D0
(Ave
Q
|f |)(Ave
Q′
|f |)
(1 + |cQ − cQ′|)M4
∫
Rn
CM dx
(1+|x−cQ|)M4 (1+|x−cQ′|)M4
≤2j(2n−M)
∑
Q∈D0
∑
Q′∈D0
C ′M
(1 + |cQ − cQ′|)M4
(∫
Q
|f(y)|2 dy +
∫
Q′
|f(y)|2 dy
)
≤C ′′M2j(2n−M)
∑
Q∈D0
∫
Q
|f(y)|2 dy = C ′′M2j(2n−M)‖f‖2L2.
By taking M large enough we obtain (4.8) and thus (4.7).
We have the following result relating h(A) and h˜p(A).
Theorem 4.5. For every 1 < p < ∞, there is a constant C depending only
on ψ and p so that for any c00−matrix A we have
1
C
h(A) ≤ h˜wp (A) ≤ h˜p(A) ≤ Ch(A).
Proof. Consider the operators Vr, r ∈ Z defined by
Vr =
∑
j∈Z
∆j∆˜j+r.
Then
VrV
∗
r =
∑
j,k
∆j∆˜j+r∆˜k+r∆k =
∑
|j−k|≤1
∆j∆˜j+r∆˜k+r∆k.
Hence by splitting into 3 pieces and using Proposition 4.4 we obtain the esti-
mate
‖Vr‖L2→L2 ≤ C2−|r|.
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Next pick q so that 1 < q <∞ and 1
p
= θ
q
+ 1−θ
2
where 0 < θ < 1. Let (ǫj)j∈Z
be a sequence of independent Bernoulli random variables on some probability
space (Ω,P). Then for f ∈ Lq(Ω) we have
Vrf =
∫
Ω
∑
j∈Z
∑
k∈Z
ǫj(ω)ǫk−r(ω)∆j∆˜kf dP.
Averaging now gives
‖Vrf‖Lq ≤ (max
ω
‖
∑
j∈Z
ǫj(ω)∆j‖Lq→Lq)(max
ω
‖
∑
k∈Z
ǫk−r(ω)∆˜k‖Lq→Lq)‖f‖Lq .
Hence ‖Vr‖Lq→Lq ≤ C where C depends only on q and ψ. Similarly ‖V ∗r ‖Lq→Lq ≤
C. By interpolation we obtain ‖Vr‖Lp→Lp, ‖V ∗r ‖Lp→Lp ≤ C2−|r|(1−θ).
Finally let us write
sup
j∈Z
∣∣∑
k∈Z
ajk∆˜kf
∣∣ = sup
j∈Z
∣∣∑
k∈Z
ajk
∑
r∈Z
∆k−r∆˜kf
∣∣
≤
∑
r∈Z
sup
j∈Z
∣∣∑
k∈Z
aj,k+r∆k∆˜k+rf
∣∣.
Thus by Proposition 2.5,
‖ sup
j∈Z
|
∑
k∈Z
ajk∆˜kf |‖Lp ≤ Ch(A)
∑
r∈Z
‖Vrf‖Lp ≤ Chp(A)‖f‖Lp.
This shows that h˜p(A) ≤ Ch(A).
For the converse direction we use V ∗r and Lemma 4.3. We have
sup
j∈Z
∣∣∑
k∈Z
ajk∆kf
∣∣ ≤∑
r∈Z
sup
j∈Z
∣∣∑
k∈Z
aj,k+r∆˜k∆k+rf
∣∣
and so ∥∥ sup
j∈Z
∣∣∑
k∈Z
ajk∆kf
∣∣∥∥
Lp,∞
≤ Ch˜wp (A)
∑
r∈Z
‖V ∗r f‖Lp
which leads to the estimate h(A) ≤ Ch˜wp (A).
We next extend the definition of h˜p(A) to the case when 0 < p ≤ 1. For
such p’s we define h˜p(A) to be the least constant so that for f ∈ S we have
‖ sup
j∈Z
|
∑
k∈Z
ajk∆˜f |‖Lp ≤ C‖f‖Hp.(4.9)
The space Hp that appears on the right of (4.9) when 0 < p ≤ 1 is the
classical real Hardy space of Fefferman and Stein [7] and the expression ‖ ‖Hp
is its quasi-norm.
Theorem 4.6. If 0 < p < 1 then there is constant C = C(p, ψ) so that
C−1h(A) ≤ h˜p(A) ≤ Ch(A).
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Proof. First we show the estimate h˜p(A) ≤ Ch(A). Using the atomic character-
ization ofHp, [3], we note that it suffices to get an estimate for a function f ∈ S
supported in a cube Q so that |f(x)| ≤ |Q|− 1p for x ∈ Q and ∫ xαf(x) = 0 if
|α| ≤ N = [n(1
p
− 1)]. It is then easy to see that if x /∈ 2Q
|
∑
k∈Z
ajk∆˜kf(x)| ≤ Ch(A)|x− cQ|−n−N−1
since |ajk| ≤ Ch(A) for each j, k. (Here 2Q is the cube with twice the length
and the same center cQ as usually.) This gives the estimate∫
Rn\2Q
sup
j
|
∑
k
ajk∆˜kf(x)|pdx ≤ Cph(A)p.
On the other hand,∫
2Q
sup
j
∣∣∑
k
ajk∆˜kf(x)
∣∣pdx ≤ C|Q|1− p2h(A)p(∫
Q
|f(x)|2dx
) p
2
and combining with the previous estimate we obtain h˜p(A) ≤ Ch(A).
Complex interpolation gives that h˜q(A) ≤ h˜2(A)θh˜p(A)1−θ when 1 < q < 2
and 1
q
= 1−θ
p
+ θ
2
. Since h˜q(A) ≥ C−1h(A) we deduce the estimate h˜p(A) ≥
C−1h(A).
5. Bilinear operators
Let σ be a bounded measurable function on Rn × Rn. For f, g ∈ S(Rn) we
define a bilinear operator Wσ(f, g) with multiplier σ by setting
Wσ(f, g)(x) =
∫
Rn
∫
Rn
σ(ξ, η)f̂(ξ)ĝ(η)e2πi〈x,ξ+η〉 dξdη.(5.1)
If (5.1) is satisfied we say that σ is the bilinear symbol (or multiplier) of Wσ.
Now suppose 1 < p1, p2 <∞ and let p0 be defined by 1p0 = 1p1 + 1p2 .We say that
Wσ is strongly (p1, p2)−bounded if Wσ extends to a bounded bilinear operator
from Lp1 × Lp2 → Lp0 . In this case we denote its norm by ‖Wσ‖Lp1×Lp2→Lp0
(we define this be expression to be ∞ if Wσ is not bounded). Similarly we say
Wσ is weakly (p1, p2)−bounded if it extends to a bounded bilinear operator
from Lp1 × Lp2 → Lp0,∞ and its norm is then denoted ‖Wσ‖Lp1×Lp2→Lp0,∞ .
We extend these definitions to the case 0 < p1, p2 <∞ by replacing the Lp
spaces by the corresponding Hardy spaces when 0 < pj ≤ 1. In the definition
below we set Hp = Lp for 1 < p <∞. Given 0 < p1, < p2 <∞ and p0 defined
by 1
p0
= 1
p1
+ 1
p2
, we say that Wσ is strongly (p1, p2)−bounded if it extends to a
bounded bilinear operator from Hp1 ×Hp2 → Lp0 , and we denote its norm by
‖Wσ‖Hp1×Hp2→Lp0 . We say that Wσ is weakly (p1, p2)−bounded if it extends
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to a bounded bilinear operator from Hp1 ×Hp2 → Lp0,∞, and in this case we
denote its norm by ‖Wσ‖Hp1×Hp2→Lp0,∞ . Now for a bounded function σ on
Rn × Rn and 0 < p1, p2 < ∞ we define its corresponding strong and weak
(p1, p2)-multiplier norm by
‖σ‖Mp1,p2 = ‖Wσ‖Hp1×Hp2→Lp0 and ‖σ‖Mwp1,p2 = ‖Wσ‖Hp1×Hp2→Lp0,∞ ,
where 1/p0 = 1/p1 + 1/p2.
This definition of multiplier norm is analogous to that in the linear case. If
υ ∈ L∞(Rn), ‖υ‖Mp denotes the norm of υ as a multiplier from Hp into Lp
that is
‖υ‖Mp = ‖Mυ‖Hp→Lp, where Mυf = (υf̂ )∨,
when 0 < p <∞. Next we mention a few properties of multipliers.
Proposition 5.1. Suppose σ ∈ L∞(Rn × Rn) and 0 < p1, p2 <∞. Then:
(i) If σ′(ξ, η)=σ(ξ−ξ0, η−η0) for some fixed ξ0, η0 then ‖σ′‖Mp1,p2 = ‖σ‖Mp1,p2 .
(ii) If L : Rn → Rn is an invertible linear operator and σL(ξ, η) = σ(Lξ, Lη)
then ‖σL‖Mp1,p2 = ‖σ‖Mp1,p2 .
(iii) If µ, υ ∈ L∞(Rn) and σ′(ξ, η) = µ(ξ)σ(ξ, η)υ(η), then
‖σ′‖Mp1,p2 ≤ ‖µ‖Mp1‖σ‖Mp1,p2‖υ‖Mp2 .
Proof. For (i) note that Wσ′(f, g) = e
2πi〈x,ξ0+η0〉W (e−2πi〈x,ξ0〉f, e−2πi〈x,η0〉g). For
(ii) note that WσL(f, g)◦(Lt)−1 = W (f ◦(Lt)−1, g◦(Lt)−1). (iii) is trivial.
Lemma 5.2. Let σ ∈ L∞(Rn × Rn). Suppose that either p0 ≥ 1, or that σ is
locally Riemann-integrable (i.e. continuous except on a set of measure zero).
Then ‖σ‖L∞ ≤ ‖σ‖Mp1,p2 whenever p0 = p1p2/(p1 + p2) and 0 < p1, p2 <∞.
Proof. Suppose that σ is locally Riemann-integrable and let (ξ0, η0) be a point
of continuity of σ. Then if we put σ′λ(ξ, η) = σ(ξ0 + λξ, η0 + λη), Proposition
5.1 gives that ‖Wσ′
λ
‖Hp1×Hp2→Lp0 = ‖Wσ‖Hp1×Hp2→Lp0 . Now if f, g ∈ S it is
easy to see that as λ → 0 we have convergence in L2 (and even pointwise) of
Wσ′
λ
(f, g) to σ(ξ0, η0)f(x)g(x).
If p0 ≥ 1 let Qk be a cube of side 2−k centered at (0, 0) in Rn × Rn. Let
σk(ξ, η) =
1
|Qk|
∫
Qk
σ(ξ + ξ0, η + η0)dξ0 dη0.
Proposition 5.1 and the fact that p0 ≥ 1 easily imply that ‖Wσk‖Lp1×Lp2→Lp0 ≤‖Wσ‖Lp1×Lp2→Lp0 . Since σk is continuous we have ‖σk‖L∞ ≤ ‖Wσ‖Lp1×Lp2→Lp0 .
Taking limits as k →∞ yields the conclusion.
Next we require a lemma on series in Lp.
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Lemma 5.3. Let 0 < p < ∞. Suppose that for some (fjk)(j,k)∈Z2 sequence of
Lp functions and for all pairs of sequences (δj)j∈Z, (δ
′
k)k∈Z with supj∈Z |δj| ≤ 1
and supj∈Z |δ′j | ≤ 1, we have
sup
N∈N
∥∥ ∑
|j|≤N
∑
|k|≤N
δjδ
′
kfjk
∥∥
Lp
≤ M.
Then there is a constant C = C(p) such that
(i) sup|δj |≤1 ‖
∑
j∈Z δjfjj‖Lp ≤ CM (and the series converges unconditionally),
(ii) ‖(∑j∈Z∑k∈Z |fjk|2) 12‖Lp ≤ CM.
Proof. In fact (ii) follows immediately from Khintchine’s inequality by taking
ǫj , ǫ
′
k two mutually independent sequences of Bernoulli random variables. To
obtain (i), take ǫj be a sequence of Bernoulli random variables and for any
finite subset F ⊂ Z write∑
j∈F
δjfjj =
∑
j∈F
∑
k∈F
δjǫjǫkfjk −
∑
j,k∈F
j 6=k
δjǫjǫkfjk.(5.2)
Now for all |δj | ≤ 1, (see also [10], proof of Theorem 4.6),
E(‖
∑
j,k∈F
j 6=k
δjǫjǫkfjk‖pLp)1/p ≤ C
∥∥(∑
j,k∈F
j<k
|δjfjk + δkfkj|2) 12
∥∥
Lp
≤C∥∥(∑
j∈Z
∑
k∈Z
|fjk|2) 12
∥∥
Lp
≤ CM
by a generalization of Khintchine’s inequality due to Bonami [1] and part (ii).
The same estimate is also valid for
∑
j∈F
∑
k∈F
δjǫjǫkfjk by our assumptions. These
estimates together with (5.2) give (i).
We now introduce some notation that will be useful in the sequel. For
(j, k) ∈ Z let Djk = {(ξ, η) : 2j−1 ≤ |ξ| ≤ 2j+1, 2k−1 ≤ |η| ≤ 2k+1}. Also for
θ > 0 let Djk(θ) = {(ξ, η) : 2j−θ ≤ |ξ| ≤ 2j+θ, 2k−θ ≤ |η| ≤ 2k+θ}.
Proposition 5.4. For any 1 < p1, p2 < ∞ there is a constant C = C(p1, p2)
so that whenever (σjk)j,k∈Z is a family of bilinear symbols with supp σjk ⊂ Djk
which satisfy
sup
|δj |≤1
sup
|δ′
k
|≤1
‖
∑
j
∑
k
δjδ
′
kσjk‖Mp1,p2 ≤M,
then the following statements are valid:
(i) For any scalar sequence (δj) with supj |δj | ≤ 1 and any r ∈ Z we have
‖
∑
j∈Z
δjσj,j+r‖Mp1,p2 ≤ CM.
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(ii) For all r ≥ 3 we have,
‖
∑
j∈Z
∑
k≤j−r
σjk‖Mp1,p2 + ‖
∑
k∈Z
∑
j≤k−r
σjk‖Mp1,p2 ≤ C(1 + r
max( 1
p0
,1)
)M.
(iii) For every r ≥ 3, p0 ≤ 1 and for all f, g ∈ S, we have
∥∥∑
j∈Z
∑
k≤j−r
Wσjk
∥∥
Lp1×Lp2→Hp0
≤ C(1 + rmax( 1p0 ,1))M
∥∥∑
k∈Z
∑
j≤k−r
Wσjk
∥∥
Lp1×Lp2→Hp0
≤ C(1 + rmax( 1p0 ,1))M.
Proof. For simplicity we write Wjk = Wσjk below. (i) follows directly from
Lemma 5.3. To prove (ii) and (iii) it is enough to consider the case r = 3,
since the other cases follow trivially by applying (i) and the known case r =
3. We therefore suppose r ≥ 3 and establish both (ii) and (iii). An easy
calculation gives that for f, g Schwartz, the function Wjk(f, g) has Fourier
transform supported in the annulus 2j−2 ≤ |ζ | ≤ 2j+2 when k ≤ j − 3. It
follows that
‖
∑
j∈Z
∑
k≤j−3
Wjk(f, g)‖Lp0 ≤ ‖
∑
j∈Z
∑
k≤j−3
Wjk(f, g)‖Hp0
≤ C‖(
∑
j∈Z
|
∑
k≤j−3
Wjk(f, g)|2) 12‖Lp0
≤ CE(‖
∑
j∈Z
ǫj
∑
k≤j−3
Wjk(f, g)‖p0Lp0 )
1/p0
(5.3)
where as usual (ǫj)j∈Z is a sequence of independent Bernoulli random variables.
(If p0 > 1 then Hp0 = Lp0 .) We need to control the last term in (5.3).
Our hypothesis gives the estimate
E(‖
∑
j∈Z
∑
k∈Z
ǫjWjk(f, g)‖p0Lp0)
1/p0 ≤ CM‖f‖Lp1‖g‖Lp2 ,(5.4)
while we can apply (i) to obtain
E(‖
∑
j∈Z
∑
|k−j|≤2
ǫjWjk(f, g)‖p0Lp0 )
1/p0 ≤ CM‖f‖Lp1‖g‖Lp2 .(5.5)
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It remains to estimate
E
(‖∑
j∈Z
∑
k≥j+3
ǫjWjk(f, g)‖p0Lp0
)1/p0 ≤ E(‖∑
j∈Z
∑
k≥j+3
ǫjWjk(f, g)‖p0Hp0
)1/p0
≤ CE(‖∑
k∈Z
(
∑
j≤k−3
ǫjWjk(f, g)‖p0Lp0
)1/p0
≤ CE(‖∑
k∈Z
ǫ′k
∑
j≤k−3
ǫjWjk(f, g)‖p0Lp0
)1/p0
where ǫ′k is a second (independent) sequence of independent Bernoulli random
variables. Hence using again Khintchine’s inequality we have
E
(‖∑
j∈Z
∑
k≥j+3
ǫjWjk(f, g)‖p0Lp0
)1/p0 ≤ C‖(∑
k∈Z
∑
j≤k−3
|Wjk(f, g)|2) 12‖Lp0
≤ C‖(
∑
k∈Z
∑
j∈Z
|Wjk(f, g)|2) 12‖Lp0
≤ CM‖f‖Lp1‖g‖Lp2
(5.6)
in view of Lemma 5.3. Using (5.4), (5.5), and (5.6) we obtain
E
(‖∑
j∈Z
ǫj
∑
k≤j−3
Wjk(f, g)‖p0Lp0
)1/p0 ≤ CM‖f‖Lp1‖g‖Lp2
which combined with (5.3) gives the first of the assertions (ii) and (iii) for
r = 3. The second assertions are derived similarly by symmetry.
We will need one further preliminary lemma.
Lemma 5.5. For any 1 < p1, p2 < ∞ there is a constant C = C(p1, p2) such
that for any family of symbols (σjk)j,k∈Z with supp σjk ⊂ Djk and for any µ, υ
C∞ functions on the annulus 1
4
≤ |ξ| ≤ 4 we have
sup
|δj |
sup
|δ′
k
|≤1
∥∥∑
j∈Z
∑
k∈Z
δjδ
′
kτjk
∥∥
Mp1,p2
≤ CKµKυ sup
|δj |
sup
|δ′
k
|≤1
∥∥∑
j
∑
k
δjδ
′
kσjk
∥∥
Mp1,p2
,
where τjk(ξ, η) = µ(2
−jξ)σjk(ξ, η)υ(2
−kη),
Kµ = sup
|α|≤m
1
4
≤|ξ|≤4
∣∣∣∣∂αµ∂ξα
∣∣∣∣ , Kυ = sup
|α|≤m
1
4
≤|ξ|≤4
∣∣∣∣∂αυ∂ξα
∣∣∣∣ ,
and m = [(n + 1)/2].
Proof. Recalling the definition of φ from section 4 we note that the function
( j+2∑
l=j−2
φ̂l(ξ)
)( k+2∑
l=j−2
φ̂l(η)
)
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is compactly supported and is equal to 1 on the support of σjk(ξ, η). For any
sequence δj with sup |δj| ≤ 1 we observe that
∥∥(∑
j∈Z
δjµ(2
−jξ)
)( j+2∑
l=j−2
φ̂l(ξ)
)∥∥
Mp1
≤ CKµ(5.7)
∥∥(∑
k∈Z
δ′kµ(2
−jkη)
)( k+2∑
l=k−2
φ̂l(η)
)∥∥
Mp2
≤ CKυ(5.8)
by the Ho¨rmander multiplier theorem. Let Uj1,j2,k1,k2 be the bilinear operator
with symbol(
δj1µ(2
−j1ξ)
j1+2∑
l=j1−2
φ̂l(ξ)
)
σj2,k2(ξ, η)
(
δ′k1υ(2
−k1η)
k1+2∑
l=k1−2
φ̂l(η)
)
,
for some fixed |δj|, |δ′k| ≤ 1. Let
M = sup
|δj |
sup
|δ′
k
|≤1
∥∥∑
j
∑
k
δjδ
′
kσjk
∥∥
Mp1,p2
and let (ǫj), (ǫ
′
k) be two sequences of mutually independent Bernoulli random
variables. Then for f, g ∈ S we have
E
(‖∑
j1∈Z
∑
j2∈Z
∑
k1∈Z
∑
k2∈Z
ǫj1ǫj2ǫ
′
k1
ǫ′k2Uj1,j2,k1,k2(f, g)‖p0Lp0
) 1
p0
≤ CMKµKυ‖f‖Lp1‖f‖Lp2
by our hypothesis, (5.7), and (5.8). We now use Lemma 5.3 twice to deduce
that
‖
∑
j∈Z
∑
k∈Z
Uj,j,k,k(f, g)‖Lp0 ≤ CKµKυM‖f‖Lp1‖g‖Lp2 .
This proves the required assertion.
6. Bilinear operators and infinite matrices
Recall from section 4 that φj(x) = 2
njφ(2jx) are smooth bumps whose
Fourier transforms are supported in the annuli 2j−1 ≤ |ξ| ≤ 2j+1. In this
section we will consider symbols σ of the form
σA(ξ, η) =
∑
j∈Z
∑
k∈Z
ajkφ̂j(ξ)φ̂k(η)(6.1)
where A = (ajk)(j,k)∈Z2 is a bounded infinite matrix. We let WA = WσA and
‖A‖∞ = supj,k |ajk|.
If A is such an infinite matrix we define AL to be its lower-triangle and
AU to be its upper-triangle i.e. AL = (ajkθjk)j,k and AU = (ajkθkj)j,k where
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θjk = 1 if k < j and 0 otherwise. We let AD be the diagonal A − AU − AL.
Now define
H(A) = h(AL) + h(A
t
U) + ‖A‖∞(6.2)
Notice that H(A) ≥ ‖A‖∞ and that H is a norm on the space of {A : H(A) <
∞} which makes it a Banach space.
Our objective will be to show that for any choice of 0 < p1, p2 <∞ we have
‖WA‖Hp1×Hp2→Lp0 ≈ H(A). This will provide us with an equivalent expression
for the norm of the multiplier σA defined in (6.1).
We start by proving the simple upper estimate below.
Lemma 6.1. If 0 < p1, p2 < ∞ there is a constant C = C(p1, p2) so that for
any matrix A we have ‖σA‖Mp1,p2 ≤ CH(A).
Proof. We give the proof in the case p1, p2 > 1; the only real alteration for
the other cases would be to replace the appropriate Lpj−norm with the Hpj−
norm and use Theorem 4.6. Suppose f, g ∈ S and consider
WA(f, g) =
∑
j∈Z
∑
k≤j−3
ajk∆˜jf∆˜kg +
∑
k∈Z
∑
j≤k−3
ajk∆˜jf∆˜kg
+
∑
j∈Z
j+2∑
k=j−2
ajk∆˜jf∆˜kg.
(6.3)
We estimate the first term by noticing that for fixed j the Fourier transform
of ∆˜jf
∑
k≤j−3 ajk∆˜kg is contained in the set {ζ : 2j−2 ≤ |ζ | ≤ 2j+2}. Hence
if p0 > 1 we have
‖
∑
j∈Z
∆˜jf
∑
k≤j−3
ajk∆˜kg‖Lp0 ≤ C‖(
∑
j∈Z
|∆˜jf |2) 12 (|
∑
k≤j−3
ajk∆˜k|2) 12‖Lp0 .
If 0 < p0 ≤ 1 we obtain the same estimate by noticing that
‖
∑
j∈Z
∆˜jf
∑
k≤j−3
ajk∆˜kg‖Lp0 ≤ ‖
∑
j∈Z
∆˜jf
∑
k≤j−3
ajk∆˜kg‖Hp0
and using the corresponding square-function estimates in Hp0. Now we have∥∥(∑
j∈Z
|∆˜jf |2|
∑
k≤j−3
ajk∆˜kg|2) 12
∥∥
Lp0
≤ ∥∥(∑
j∈Z
|∆˜jf |2) 12 sup
j∈Z
|
∑
k≤j−3
ajk∆˜kg|
∥∥
Lp0
.
(6.4)
If we let ALL be the matrix with entries ajk if k ≤ j− 3 and 0 otherwise, then
h(ALL) ≤ h(AL) + h(B) where B is the matrix with entries ajk if j − 2 ≤
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k ≤ j − 1 and 0 otherwise. It is trivial to see that one has the estimate
h(B) ≤ 2‖A‖∞ so that h(ALL) ≤ Ch(AL). Hence (6.4) and Theorem 4.5 give
‖
∑
j∈Z
∑
k≤j−3
ajk∆˜jf∆˜kg‖Lp0 ≤ C‖(
∑
j∈Z
∆˜jf)
1
2‖Lp1‖ sup
j∈Z
|
∑
k∈Z
ajk∆˜kg|‖Lp2
≤ Ch(AL)‖f‖Lp1‖g‖Lp2 .
The same argument shows that the third term in (6.3) is controlled by
Ch(AtU)‖f‖Lp1‖g‖Lp2 . The middle term in (6.3) is easy. For −2 ≤ r ≤ 2 we
have ∥∥∑
j∈Z
aj,j+r∆˜jf∆˜j+rg
∥∥
Lp0
≤∥∥(∑
j∈Z
|aj,j+r||∆˜jf |2) 12
∥∥
Lp1
∥∥(∑
k∈Z
|aj,j+r||∆˜j+rg|2) 12
∥∥
Lp2
≤Cmax
j
|aj,j+r|‖f‖Lp1‖g‖Lp2 .
Combining we obtain the required upper estimate: ‖σA‖Mp1,p2 ≤ CH(A).
To obtain the converse is somewhat more complicated. First we prove a
general result which we will use in other situations as well.
Proposition 6.2. For any 1 < p1, p2 <∞ with p0 = (1/p1+1/p2)−1≥1, there
is a constant C = C(p1, p2) with the following property. Whenever (σjk)(j,k)∈Z2
is a family of symbols with supp σjk ⊂ Djk which satisfy
sup
|δj |≤1
sup
|δ′
k
|≤1
‖
∑
j
∑
k
δjδ
′
kWσjk‖Lp1×Lp2→Lp0 ≤M,
then
‖σA‖Mp1,p2 ≤ CM,
where A = (ajk)j,k and
ajk =
∫
Rn
∫
Rn
σjk(2
jξ, 2kη)dξ dη.
Proof. As before we write Wjk = Wσjk . Let us consider first the case when
σjk = 0 unless k ≤ j − 5. Let υ be a C∞−function on Rn supported on
2−4 ≤ |ξ| ≤ 24 and such that υ(ξ) = 1 on 2−3 ≤ |ξ| ≤ 23. Fix ξ0 ∈ Rn and
consider the symbol
τjk(ξ0; ξ, η) = υ(2
−jξ)σjk(ξ + 2
jξ0, η).
Note that τjk is supported in Djk(4). Let Tjk be bilinear operator with symbol
τjk. For any sequences (δj)j∈Z, (δ
′
k)k∈Z with sup |δj|, sup |δ′k| ≤ 1 and f, g ∈ S
we have
‖
∑
j∈Z
∑
k∈Z
δjδ
′
kTjk(f, g)‖Lp0 ≤ C‖(
∑
j∈Z
|
∑
k∈Z
δ′kTjk(f, g)|2)
1
2‖Lp0
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by considering the supports of the Fourier transforms. But then for fixed j,∑
k∈Z
δ′kTjk(f, g)(x) = e
−2πi〈x,2jξ0〉
∑
k∈Z
δkWjk(f, g)(x),
hence
‖
∑
j∈Z
∑
k∈Z
δjδ
′
kTjk(f, g)‖Lp0 ≤ C‖(
∑
j∈Z
|
∑
k∈Z
δ′kWjk(f, g)|2)
1
2‖Lp0
≤ C‖
∑
j∈Z
∑
k∈Z
δ′kWjk(f, g)‖Hp0
≤ CM‖f‖Lp1‖g‖Lp2
using Proposition 5.4.
Now note that if |ξ0| > 18 then all Tjk vanish. Since p0 ≥ 1, we integrate
over |ξ0| ≤ 18 to obtain symbols
τ ′jk(ξ, η) =
∫
|ξ0|≤18
τjk(ξ, η) dξ0 = υ(2
−jξ)
∫
Rn
σjk(ξ + 2
jξ0, η)dξ0
with corresponding bilinear operators T ′jk satisfying
‖
∑
j∈Z
∑
k∈Z
δjδ
′
kT
′
jk‖Lp1×Lp2→Lp0 ≤ CM
whenever |δj|, |δ′k| ≤ 1.
Note that τ ′jk is supported on Djk(3). Also if 2
j−3 ≤ |ξ| ≤ 2j+3 we have that
τ ′jk(ξ, η) is constant in ξ.
Next let On be the orthogonal group of R
n and let dL denote the Haar
measure on this group. Define
τ#jk(ξ, η) =
∫ 4
1
4
λn−1
∫
On
τ ′jk(λLξ, λLη)dL dλ,
and let T#jk be the corresponding bilinear operator. If (ξ, η) ∈ Djk we can
compute that
τ#jk(ξ, η) = c2
nk|η|−najk
where c is a constant depending only on dimension. On the other hand, since
p0 ≥ 1, Proposition 5.1 (ii) gives that
‖
∑
j∈Z
∑
k∈Z
δjδ
′
kT
#
jk‖Lp1×Lp2→Lp0 ≤ CM
whenever |δj|, |δ′k| ≤ 1.
Note that supp τ#jk ⊂ Djk(6). Let us take M1 and M2 to be residue classes
modulo 10. Then if we replace δj by δjχM1(j) and δ
′
k by δ
′
kχM2(k) we obtain
a bilinear operator whose symbol coincides with ajk2
nk|η|−nδjδ′k on Djk for
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(j, k) ∈ M1×M2. Using Proposition 5.1 (iii) and the multipliers
∑
j∈M1
φ̂j and∑
k∈M2
φ̂k we obtain that the bilinear operator V with symbol∑
j∈M1
∑
k∈M2
δjδ
′
k2
nk|η|−najkφ̂j(ξ)φ̂k(η),
satisfies ‖V ‖Lp1×Lp2→Lp0 ≤ CM. Summing over 100 different pairs of residue
classes gives a similar estimate for the symbol∑
j∈Z
∑
k∈Z
δjδ
′
k2
nk|η|−najkφ̂j(ξ)φ̂k(η).
The last step is to remove the factor 2nk|η|−n. But this can be done by using
Lemma 5.5 since |η|−n is C∞ on 1
4
≤ |η| ≤ 4.
We will use this result to make an important estimate on the effect of trans-
lation in the computation of ‖WA‖Lp1×Lp2→Lp0 . Let us define A[r,s] to be the
matrix (aj+r,k+s)j,k.
Lemma 6.3. (i) There is a constant C so that for all matrices A we have
‖σA[r,s]‖M2,2 ≤ C |r−s|‖σA‖M2,2
(ii) For all 1 < p1, p2 < ∞ with p0 = p1p2/(p1 + p2) ≥ 1, there is a constant
C = C(p1, p2) so that if |δj |, |δ′k| ≤ 1 then
‖
∑
j∈Z
∑
k∈Z
δjδ
′
kajkφ̂(2
−jξ)φ̂(2−kη)‖Mp1,p2 ≤ C‖σA‖Mp1,p2 ,
i.e. ‖σD‖Mp1,p2 ≤ C‖σA‖Mp1,p2 , where D = (djk)j,k = (δjδ′kajk)j,k.
Proof. It is clear from Proposition 5.1 that for any r ∈ Z we have
‖WA[r,r]‖L2×L2→L1 = ‖WA‖L2×L2→L1 .
Thus it suffices to consider the case r = 0 and s = ±1 and establish a bound
in this case. To do this we consider the symbols
σjk(ξ, η) = σA(ξ, η)µ(2
−jξ)υ(2−kη)φ̂j(ξ)φ̂k(η),
where µ, υ are C∞−functions satisfying |µ(ξ)|, |υ(η)| ≤ 1 for all ξ, η. Since
‖∑j∈Z δjµ(2−jξ)φ̂j(ξ)‖M2 is bounded by 3 whenever supj |δj| ≤ 1, and there
is a similar bound for
∑
k∈Z δ
′
kυ(2
−kη)φ̂k(η) we have an immediate estimate;
‖
∑
j∈Z
∑
k∈Z
δjδ
′
kWσjk‖L2×L2→L1 ≤ 9‖WA‖L2×L2→L1 .
Now let
bjk =
∫
Rn
∫
Rn
σjk(2
jξ, 2kη)dξ dη.
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Then we can compute
bjk =
1∑
r=−1
1∑
s=−1
crsaj+r,k+s
where
crs =
∫
Rn
∫
Rn
µ(ξ)υ(η)φ̂−r(ξ)φ̂−s(η)φ̂0(ξ)φ̂0(η)dξ dη.
Since the functions φ̂r for −1 ≤ r ≤ 1 are linearly independent on the
support of φ̂0 we can use the above estimate for a linear combination of a
finite number of choices of υ and ξ so that crs = 0 except when r = 0 and
s = 1, so that B = cA[0,1] for some fixed constant c 6= 0. By Proposition 6.2
we have ‖WB‖L2×L2→L1 ≤ C‖WA‖L2×L2→L1. This and the similar argument for
the case s = −1 gives the result (i).
For (ii) we observe that the above argument actually also yields a bound
on ‖WD‖L2×L2→L1 when D = (djk) = (δjδ′kbjk) (since δjδ′kσjk also verifies the
hypotheses of Proposition 6.2. By choosing a similar linear combination we
can then ensure that bjk = cajk and obtain the desired result.
The next step is to consider a discrete model of the bilinear operator WσA .
We restrict ourselves to p1 = p2 = 2 for this, although our calculations can be
done in more generality. If A is a c00−matrix we define VA : L2×L2 → L1 by
VA(f, g) =
∑
j∈Z
∑
k∈Z
ajk∆jf∆kg,
where ∆j are the martingale difference operators as defined in section 4. We
then have
Lemma 6.4. There is a constant C so that if A is a (strictly) lower-triangular
matrix we have h(A) ≤ C‖VA‖L2×L2→L1 .
Proof. This is a stopping time argument. Suppose f ∈ L2 with ‖f‖L2 = 1.
Note that for each j the function fj =
∑
k∈Z ajk∆kf is Σj−1-measurable where
Σj−1 is the σ−algebra generated by the dyadic cubes in Dj−1. Fix λ > 0. For
each j let Qj be the collection of cubes Q ∈ Dj−1 so that |fj| > λ on Q and
for each j1 < j we have |fj1| ≤ λ on Q. It is not difficult to see that
{x : max
j∈Z
|fj(x)| > λ} =
⋃
j∈Z
⋃
Q∈Qj
Q
and this is a disjoint union. Also note the left-hand side has finite measure.
For each j be uj be a Σj−measurable function such that |uj| = 1 everywhere
and Ej−1uj = 0. Let
g =
∑
j∈Z
uj
∑
Q∈Qj
χQ.
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Then
‖g‖2L2 = |{x : maxj∈Z |fj(x)|}|
and
VA(f, g) =
∑
j∈Z
fj∆jg =
∑
j∈Z
fjuj
∑
Q∈Qj
χQ.
Hence
|VA(f, g)| ≥ λχ(maxj |fj |>λ)
so that we have
λ|{max
j
|fj| > λ} ≤ ‖VA‖L2×L2→L1.
This implies that hw2 (A) ≤ ‖VA‖L2×L2→L1 and the result follows from Theorem
2.1.
We are now ready for the main result:
Theorem 6.5. Suppose 0 < p1, p2 < ∞. Then there is a constant C =
C(p1, p2) so that for any infinite matrix A we have
1
C
H(A) ≤ ‖σA‖Mwp1,p2 ≤ ‖σA‖Mp1,p2 ≤ CH(A).
Proof. The upper bound is proved in Lemma 6.1 so we only need to prove
the lower bound. It suffices to prove the results for the case when A is a
c00−matrix. We start by considering the case p1 = p2 = 2, when A is strictly
lower-triangular.
In this case let us estimate the norm of the discrete model VA. In fact
VA(f, g) =
∑
j∈Z
∑
k∈Z
ajk∆jf∆kg
=
∑
r∈Z
∑
s∈Z
∑
j∈Z
∑
k∈Z
ajk∆˜j−r∆jf∆˜k−s∆kg
=
∑
r∈Z
∑
s∈Z
aj+r,k+s∆˜j∆j+rf∆˜k∆k+sg
=
∑
r∈Z
∑
s∈Z
WA[r,s](
∑
j∈Z
∆˜j∆j+rf,
∑
k∈Z
∆˜k∆k+sg)
=
∑
r∈Z
∑
s∈Z
WA[r,s](V
∗
−rf, V
∗
−sg),
where Vr is defined in the proof of Theorem 4.5. Using Proposition 4.4 we
obtain
‖VA‖L2×L2→L1 ≤ C
∑
r∈Z
∑
s∈Z
2−|r|−|s|‖WA[r,s]‖L2×L2→L1.
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(All these quantities are finite since A has only finitely many non-zero entries,
and so there is a uniform bound on WA[r,s].)
It follows that we have an estimate (for a suitable C0,)
h(A) ≤ C0
∑
r∈Z
∑
s∈Z
2−|r|−|s|‖WA[r,s]‖L2×L2→L1 .(6.5)
Next we estimate H(A[r,s]). If s ≥ r it is clear that A remains lower-
triangular and the invariance properties of h(A) imply that H(A[r,s]) ≤ H(A).
If s < r then it is easy to estimate
h(A
[r,s]
L ) ≤ h(AL) + (r − s)‖A‖∞
and
h((A
[r,s]
U )
t) ≤ (r − s)‖A‖∞.
We deduce that
H(A[r,s]) ≤ h(A) + |r − s|‖A‖∞
for all r, s. Thus we have for a suitable constant C0
‖WA[r,s]‖L2×L2→L1 ≤ C1(1 + |r − s|)h(A).(6.6)
Now we may pick an integer N large enough so that
C1C0
∑
|r|>N
∑
|s|>N
(1 + |r − s|)2−|r|−|s| ≤ 1
2
.
Then we can combine (6.5) and (6.6) to obtain
h(A) ≤ C2
∑
|r|≤N
∑
|s|≤N
‖WA[r,s]‖L2×L2→L1.(6.7)
At this point Lemma 6.3 gives the conclusion that
h(A) ≤ C‖WA‖L2×L2→L1 .
Now suppose A is arbitrary. If we let Wjk be the bilinear operator with
symbol ajkφ̂j(ξ)φ̂k(η), Lemma 6.3 (ii) implies that we can use Proposition
5.4 (ii) to deduce that ‖WAL‖L2×L2→L1 ≤ C‖WA‖L2×L2→L1 for some abso-
lute constant C. Thus the above argument yields h(AL) ≤ C‖WA‖L2×L2→L1 .
Similarly h(AtU) ≤ C‖WA‖L2×L2→L1 and Lemma 5.2 is enough to show that
‖A‖∞ ≤ C‖WA‖L2×L2→L1. Combining these we have the estimate
H(A) ≤ C‖WA‖L2×L2→L1 .
The proof is completed by a simple interpolation technique. We will argue
first that an estimate of the type
H(A) ≤ C(p1, p2)‖σA‖Mp1,p2(6.8)
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for some fixed 1 < p1, p2 <∞ implies the estimate
H(A) ≤ C(q, p2)‖σA‖Mwp1,q(6.9)
for every 1 < q <∞. We only need to consider the first case and q 6= p2 (when
q = p2 one repeats the step). Then we may find 1 < r <∞ and 0 < θ < 1 so
that
1
p2
=
1− θ
q
+
θ
r
.
The Marcinkiewicz interpolation theorem yields
‖σA‖Mp1,p2 ≤ C(p1, p2, θ)(‖σA‖Mwp1,q)
1−θ(‖σA‖Mp2,r)θ.(6.10)
Since ‖σA‖Mp2,r ≤ C(p2, r)H(A), using (6.10), and (6.8) we obtain estimate
(6.9) as required (recall that we assume A is a c00-matrix so that all these
quantities are finite).
Repeated use of this argument starting from p1 = p2 = 2 gives the theorem
in the cases 1 < p1, p2 <∞.
Finally in the case where either p1 ≤ 1 or p2 ≤ 1 (or both) one can use
complex interpolation to deduce
‖σA‖Mwq1,q2 ≤ C(‖σA‖Mwp1,p2 )
1−θ(‖σA‖M2,2)θ
where q1, q2 > 1 and
1
q 1
=
1− θ
p1
+
θ
2
,
1
q 2
=
1− θ
p2
+
θ
2
.
This clearly extends the lower estimate to the cases p1, p2 ≤ 1.
7. Applications to bilinear multipliers
We will now consider the boundedness of the bilinear operator Wσ under
conditions of Marcinkiewicz type on the symbol σ. We will say that a symbol
σ is CN if it is CN on the set {(ξ, η) : |ξ|, |η| > 0}. We first give an example to
show that conditions (1.3) for a function σ on R2n do not imply boundedness
for the corresponding bilinear map on Rn × Rn.
Example. There is a C∞−symbol σ so that for every pair of multi-indices
(α, β) there is a constant Cα,β so that
|ξ||α||η||β||∂αξ ∂βη σ(ξ, η)| ≤ Cα,β(7.1)
but Wσ is not of weak type (p1, p2) for any 0 < p1, p2 <∞.
Indeed if we let A be a bounded infinite matrix and σ(ξ, η) = σA(ξ, η), then
σ satisfies the condition (7.1). However WA is of weak type (p1, p2) if and only
if H(A) < ∞ by theorem 6.5. At the end of Section 3 we showed that there
are examples (with A lower-triangular) where H(A) =∞.
In fact more is true. It is shown that the condition 0 < θ < 1
2
in (3.12) is
insufficient to give a bound on h(A) or H(A) when A is lower-triangular. This
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means that if 0 < θ < 1
2
we can construct a symbol σ which is C∞, with Wσ
not of weak type (p1, p2) for any 0 < p1, p2 < ∞ and such that for each pair
of multi-indices (α, β) there is a constant Cα,β with
|ξ||α||η||β||∂αξ ∂βη σ(ξ, η)| ≤ Cα,β
(
log(1 + | log |ξ|
|η|
|) )−θ(7.2)
but Wσ is not of weak type (p1, p2) for any p1, p2 > 0.
These examples indicate that the Marcinkiewicz-type conditions (7.1) need
to be modified if they are to imply boundedness for bilinear operators on
Rn × Rn.
In order to formulate some general results, let us introduce the following
notation. For σ ∈ L∞ we define
‖σ‖H = sup
1≤|ξ|≤2
sup
1≤|η|≤2
H((σ(2jξ, 2kη)j,k).(7.3)
If σ is of class CN we define
‖σ‖(N)H =
∑
|α|≤N
‖|ξ||α|∂αξ σ‖H +
∑
|β|≤N
‖|η||β|∂βη σ‖H .(7.4)
It will also be useful to define in this case
‖σ‖(N)Mp1,p2 =
∑
|α|≤N
‖|ξ||α|∂αξ σ‖Mp1,p2 +
∑
|β|≤N
‖|η||β|∂βη σ‖Mp1,p2 .(7.5)
Now consider an arbitrary L∞ symbol σ of class Cn+1. Let
σjk(ξ, η) = σ(ξ, η)φ̂(2
−jξ)φ̂(2−kη).(7.6)
Set ζ̂(ξ) = φ̂−2(ξ) + φ̂−3(ξ) + φ̂−4(ξ). Then ζ̂ is equal to 1 on the annulus
1/16 ≤ |ξ| ≤ 1/4 and vanishes off the annulus 1/32 ≤ |ξ| ≤ 1/2. Thus the
function ζ̂(ξ)ζ̂(η) is supported in the unit cube [0, 1]2n and is equal to one on
the support of
(ξ, η)→ σjk(2j+3ξ, 2k+3η)
which is also contained in [0, 1]2n. Inspired by [5], we expand the function
above in Fourier series on [0, 1]2n. We have
σjk(2
j+3ξ, 2k+3η) =
∑
ν∈Zn
∑
ρ∈Zn
ajk(ν, ρ)e
2πi(〈ξ,ν〉+〈η,ρ〉) ζ̂(ξ)ζ̂(η),
where for (ν, ρ) ∈ Zn × Zn we set
ajk(ν, ρ) =
∫
Rn
∫
Rn
σ(2j+3t, 2k+3s)φ̂(8t)φ̂(8s)e−2πi(〈t,ν〉+〈s,ρ〉)dt ds.(7.7)
We will denote by A(ν, ρ) the matrix with entries ajk(ν, ρ). Now setting
τ ν,ρ(ξ, η) =
(∑
j∈Z
∑
k∈Z
ajk(ν, ρ)e
pii
4
(2−j〈ξ,ν〉+2−k〈η,ρ〉)
)
ζ̂(2−j−3ξ)ζ̂(2−k−3η),(7.8)
THE MARCINKIEWICZ MULTIPLIER CONDITION FOR BILINEAR OPERATORS 35
we can write a symbol σ of class Cn+1 as
σ(ξ, η) =
∑
ν∈Zn
∑
ρ∈Zn
τ ν,ρ(ξ, η).(7.9)
In the next lemma we obtain some elementary estimates based on this ex-
pansion.
Lemma 7.1. Suppose 0 < p1, p2 <∞ and 1p0 =
1
p1
+ 1
p2
. Then:
(i) There is a constant C = C(p1, p2) so that for any (ν, ρ)
‖τ ν,ρ‖Mp1,p2 ≤ C(1 + |ν|+ |ρ|)2mH(A(ν, ρ))
where m = [(n + 1)/2].
(ii) There is a constant C = C(N, p1, p2) such that if σ is of class C
N , and
|ν|+ |ρ| > 0, then
H(A(ν, ρ)) ≤ C(1 + |ν|+ |ρ|)−N‖σ‖(N)H ,
while
H(A(0, 0)) ≤ C‖σ‖H .
(iii) If p0 ≥ 1 and σ is of class CN then there is a constant C = C(N, p1, p2)
such that
H(A(ν, ρ)) ≤ C(1 + |ν|+ |ρ)2m−N‖σ‖(N)Mp1,p2 .
Proof. Observe that ζ̂(2−j−3ξ) = φ̂(2−j−1ξ)+φ̂(2−jξ)+φ̂(2−j+1ξ) and therefore
τ ν,ρ(ξ, η) is the sum of nine terms of the form∑
j∈Z
∑
k∈Z
aj,k(ν, ρ)
(
e
pii
4
〈2−jξ,ν〉φ̂(2−j−rξ)
)(
e
pii
4
〈2−kη,ρ〉φ̂(2−k−sη)
)
where r, s ∈ {−1, 0,+1}. We now use Lemma 5.5, Lemma 6.3 (ii), and Lemma
6.1 in that order to obtain
‖τ ν,ρ‖Mp1,p2 ≤ C(1 + |ν|)m(1 + |ρ|)mH(A(ν, ρ))
where m = [(n+ 1)/2]. This proves (i).
For (ii) note that if |α|, |β| ≤ N integration by parts gives
ajk(ν, ρ)=
∫
Rn
∫
Rn
∂αξ
(
σ(2j+3ξ, 2k+3η)φ̂(8ξ)φ̂(8η)
)e−2πi(〈ξ,ν〉+〈η,ρ〉)
(−2πiν)α dξdη,(7.10)
ajk(ν, ρ)=
∫
Rn
∫
Rn
∂βη
(
σ(2j+3ξ, 2k+3η)φ̂(8ξ)φ̂(8η)
)e−2πi(〈ξ,ν〉+〈η,ρ〉)
(−2πiρ)β dξdη,(7.11)
provided να11 . . . ν
αn
n and ρ
β1 . . . ρβnn are nonzero.
Now using the fact that H is a norm it is easy to see that by choosing an
appropriate α or β for each pair (ν, ρ) 6= (0, 0) one obtains the estimate
H(A(ν, ρ)) ≤ C(N, p1, p2)(1 + |ν|+ |ρ|)−N‖σ‖(N)H .
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If (ν, ρ) = (0, 0) the same estimate follows directly from (7.7).
Finally we turn to (iii). For fixed δj, δ
′
k with sup |δj |, sup |δ′k| ≤ 1 let us define
µ(ξ) =
∑
j∈Z δjφ̂j(ξ) and υ(η) =
∑
k∈Z δ
′
kφ̂j(η). Then it follows from Lemma
5.5 that for any multi-indices α, α′ we have
‖|ξ||α|+|α′|∂αξ µ(ξ)∂α
′
ξ σ(ξ, η)υ(η)‖Mp1,p2 ≤ C(α, α′)‖σ‖
(|α′|)
Mp1,p2
This implies that for fixed N and any α with |α| = N we have
sup
|δj |≤1
sup
|δ′
k
|≤1
‖|ξ|N
∑
j∈Z
∑
k∈Z
δjδ
′
k∂
α
ξ σjk(ξ, η)‖Mp1,p2 ≤ C(N)‖σ‖
(N)
Mp1,p2
.(7.12)
We now use either (7.7) if (ν, ρ) = (0, 0) or we refer back to Proposition 6.2
(7.10) or (7.11) according to the values of ν or ρ, when (ν, ρ) 6= (0, 0). For
example when N = |ν| ≥ |ρ| and the lth entry of ν has maximal size N , then
‖
∑
j∈Z
∑
k∈Z
ajk(ν, ρ)φ̂j(ξ)φ̂k(η)‖Mp1,p2
≤C sup
|δj |≤1
sup
|δ′
k
|≤1
‖
∑
j∈Z
∑
k∈Z
δjδ
′
k2
jN ∂
N
∂ξNl
σjk(ξ, η)
e−2πi(〈2
−jξ,ν〉+〈2−kη,ρ〉)
(−2πiνl)N ‖Mp1,p2 .
Now by Lemma 5.5 we can estimate the last expression side above by
C(1 + |ν|+ |ρ|)2m−N sup
|δj |≤1
sup
|δ′
k
|≤1
‖
∑
j∈Z
∑
k∈Z
δjδ
′
k|ξ|N
∂N
∂ξNl
σjk(ξ, η)‖Mp1,p2 .
Using (7.12) we obtain (iii).
Let us state the main result of this section.
Theorem 7.2. Suppose 0 < p1, p2 < ∞ and 1p0 =
1
p1
+ 1
p2
. Let N = 2n + 1
if p0 ≥ 1 and N = n + 2 + [ np0 ] if p0 < 1. Then for any σ CN−symbol such
that ‖σ‖(N)H < ∞ we have ‖σ‖Mp1,p2 < ∞. Furthermore, there is a constant
C = C(p1, p2) so that ‖σ‖Mp1,p2 ≤ C‖σ‖
(N)
H .
Proof. This follows directly from Lemma 7.1 and (7.9). Indeed, we have
‖τ ν,ρ‖Mp1,p2 ≤ C(1 + |ν|+ |ρ|)2m−N .
If t = min(p0, 1) we have
‖σ‖Mp1,p2 ≤ C(
∑
ν∈Z
∑
ρ∈Z
(1 + |ν|+ |ρ|)(2m−N)t) 1t ‖σ‖(N)H .
Since (N − 2m)t > n this gives the result.
We next show that in a certain sense the preceding theorem is best possible.
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Theorem 7.3. Suppose 1 < p1, p2 <∞ and 1p0 =
1
p1
+ 1
p2
≤ 1. Suppose σ is a
C∞−symbol. Then the following are equivalent:
(i) ‖σ‖(N)Mp1,p2 <∞ for every N ≥ 0.
(ii)‖σ‖(N)H <∞ for every N ≥ 0.
Proof. Assume (i); then it follows from Lemma 7.1 that for any N > 0 we
have an estimate H(A(ν, ρ)) ≤ CN(1 + |ν| + |ρ|)−N . Now it is clear from the
definition and from Theorem 6.5 and Lemma 6.3 that we have an estimate
‖|ξ||α|∂αξ τ ν,ρ‖H ≤ Cα(1 + |ν|)|α|H(A(ν, ρ)).
Hence we can deduce easily that
‖|ξ|α∂αξ σ‖H <∞
for each multi-index α. Repeating the same reasoning with the second variable
η gives (ii).
Now assume (ii). Then for any multi-index α one can see easily by differen-
tiation that for any pair of multi-indices α, β we have that (ii) is satisfied by
the symbols |ξ||α|∂αξ σ and |η||β|∂βη σ in place of σ. Applying Theorem 7.2 gives
(i).
Now let us recast Theorem 7.2 in terms of estimates on the symbol σ using
the results of Section 3.
Theorem 7.4. Suppose 0 < p1, p2 < ∞ and 1p0 =
1
p1
+ 1
p2
. Let N = 2n + 1
if p0 ≥ 1 and N = n + 2 + [ np0 ] if p0 < 1. Suppose θ > 1 Suppose σ is a
CN−symbol such that for any pair of multi-indices α, β with 0 ≤ |α| ≤ N and
0 ≤ |β| ≤ N there exist constants Cα, Cβ, with
|ξ||α||∂αξ σ(ξ, η)| ≤ Cα(log(1 + | log |ξ||η| |))−θ(7.13)
|η||β||∂βη σ(ξ, η)| ≤ Cβ(log(1 + | log |ξ||η| |))−θ.(7.14)
Then ‖σ‖Mp1,p2 <∞.
Remark. We have already seen that in (7.2) that this is false when 0 < θ < 1
2
.
However the arguments of Section 3 shows that we can improve (7.13) and
(7.14) somewhat. For example we can replace
(
log(1 + | log |ξ|
|η|
|))−θ where
θ > 1 by
(
log(1 + | log |ξ|
|η|
|))−1( log(1 + log(1 + | log |ξ|
|η|
)
)−γ
where γ > 1.
Proof. This follows immediately from Theorem 7.2 and Theorem 3.4 which
yields the estimate
H(A) ≤ C sup
j,k
|ajk|
w|j−k|+1
with wk = log(1 + k)
−θ.
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It is possible to “mix and match” the estimates in Section 3: for example,
in the following theorem we remove the conditions for |α|, |β| = 0 but insist
on a stronger condition for |α| = |β| = 1:
Theorem 7.5. Suppose 0 < p1, p2 < ∞ and 1p0 =
1
p1
+ 1
p2
. Let N = 2n + 1
if p0 ≥ 1 and N = n + 2 + [ np0 ] if p0 < 1. Suppose θ > 1 Suppose σ is a
CN−symbol which satisfies conditions (7.13) and (7.14) for 2 ≤ |α|, |β| ≤ N
and if |α| = |β| = 1
|ξ||α||∂αξ σ(ξ, η)| ≤ Cα(1 + | log |ξ||η| |)−θ(7.15)
|η||β||∂βη σ(ξ, η)| ≤ Cβ(1 + | log |ξ||η| |)−θ.(7.16)
Then ‖σ‖Mp1,p2 <∞.
Proof. It is only necessary to show that ‖σ‖H <∞. Note first that Proposition
3.1 can be used to give the estimate for any infinite matrix:
H(A) ≤ C(‖A‖∞ + sup
j
∑
k<j
|aj,k − aj,k+1|+ sup
k
∑
j<k
|aj,k − aj+1,k|
)
.
Now suppose 1 ≤ |ξ|, |η| ≤ 2. Then if k < j,
|σ(2jξ, 2kη)− σ(2jξ, 2k+1η)| ≤ Ck−θ
by (7.16). Combining with a similar estimate from (7.15) gives the theorem.
We conclude this section with a theorem of the type of Theorem 7.2 for
operators on L1.
Theorem 7.6. Suppose N = 2n+3 and that σ is a CN -symbol with ‖σ‖(N)H <
∞; then Wσ : L1 × L1 → L 1
2
,∞ is bounded.
Proof. Let Q be the cube {x : maxk |xk| ≤ 1} and consider the bilinear op-
erator Wσ,Q(f, g) = χQWσ(f, g). We will show that if r <
1
2
is such that
n + 2 + [ n
2r
] = N , then Wσ,Q : L1(2Q) × L1(2Q) → Lr(Q) is bounded and
‖Wσ,Q‖ ≤ C‖σ‖(N)H where C is a constant depending only on dimension.
Suppose that f, g ∈ S are functions with support contained in 2Q and such
that
∫
f(x) dx =
∫
g(x) dx = 0. Then f, g ∈ H2r with ‖f‖H2r ≤ C‖f‖L1 and
‖g‖H2r ≤ C‖g‖L1. Applying Theorem 7.2 we obtain that
‖Wσ(f, g)‖Lr ≤ C‖σ‖(N)H ‖f‖L1‖g‖L1(7.17)
where C is an absolute constant. It follows that Wσ extends unambiguously
to any f, g ∈ L1(2Q) with
∫
f(x) dx =
∫
g(x) dx = 0 and (7.17) holds.
THE MARCINKIEWICZ MULTIPLIER CONDITION FOR BILINEAR OPERATORS 39
Next fix ψ ∈ S so that ∫ ψ(x) dx = 1 and ψ has support contained in Q.
Now for any f, g ∈ L1(3Q) let f0 = f−(
∫
f(x) dx)ψ and g0 = g−(
∫
g(x) dx)ψ.
Then (7.17) gives
‖Wσ,Q(f0, g0)‖Lr ≤ C‖σ‖(N)H ‖f‖L1‖g‖L1.
We also note that ‖Wσ,Q(ψ, ψ)‖Lr ≤ C‖σ‖(N)H . Now consider the linear map
Tf = Wσ(f, ψ). Since ψ ∈ L2 we have that, if 1s = 12r + 12 , T : H2r → Ls is
bounded with norm controlled by C‖σ‖(N)H (again using Theorem 7.2.) Hence
since r < s,
‖Wσ,Q(f0, ψ)‖Lr ≤ C‖σ‖(N)H ‖f‖L1.
Similarly
‖Wσ,Q(ψ, g0)‖Lr ≤ C‖σ‖(N)H ‖g‖L1.
Combining these estimates gives
‖Wσ,Q(f, g)‖Lr ≤ C‖σ‖(N)H ‖f‖L1‖g‖L1.(7.18)
We now use a Nikishin type argument as earlier in Lemma 2.3. Suppose
(fj)
J
j=1 and (gj)
J
j=1 satisfy ‖fj‖L1 , ‖gj‖L1 ≤ 1 and that
∑J
j=1 |bj |1/2 = 1. Then
if (ǫj)
J
j=1 and (ǫ
′
j)
J
j=1 are two independent sequences of Bernoulli random vari-
ables we have(
E(‖
J∑
j=1
J∑
k=1
ǫjǫ
′
k|bj |
1
2 |bk| 12Wσ,Q(fj , gk)‖rLr)
) 1
r ≤ C‖σ‖(N)H .
Again by using the result of Bonami [1], we obtain an estimate
‖(
J∑
j=1
J∑
k=1
|bj ||bk||Wσ,Q(fj, gk)|2)1/2‖Lr ≤ C‖σ‖(N)H .
Extracting the diagonal gives∥∥ max
1≤j≤J
|bj ||Wσ,Q(fj , gj)|
∥∥
Lr
≤ C‖σ‖(N)H .
We now use [17] as before. There is a weight function w ∈ L1(Q) with w ≥ 0
a.e. and
∫
w(x) dx = 1 so that for any f, g ∈ L1(3Q) with ‖f‖L1, ‖g‖L1 ≤ 1
and any measurable E ⊂ Q we have(∫
E
|Wσ(f, g)|rdx
) 1
r
≤ C‖σ‖(N)H
(∫
E
w(x) dx
)1
r
−2
.
Now suppose f, g are supported inQ and λ > 0. Let E = {x ∈ Q : |Wσ(f, g)| >
λ. Then the above equation yields
λ|E| 1r ≤ C‖σ‖(N)H
(∫
E
w(x) dx
) 1
r
−2
.(7.19)
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On the other hand if we apply (7.19) to ft(x) = f(x− t) where t ∈ Q and note
that Wσ(ft, g) = (Wσ(f, g))t we also obtain that
λ|E ∩ (Q + t)| 1r ≤ C‖σ‖(N)H
(∫
E
w(x− t) dx
) 1
r
−2
.
Raising to the power (1
r
− 2)−1 and averaging gives:
λ|E| 1r ≤ C‖σ‖(N)H |E|
1
r
−2.
Thus Wσ,Q maps L1(2Q)×L1(2Q) into L 1
2
,∞(Q) with norm at most C‖σ‖(N)H .
Now let λ > 1. If we define σλ(ξ, η) = σ(λ
−1ξ, λ−1η), then we have ‖σλ‖(N)H =
‖σλ‖(N)H and we can apply this result to σλ. Notice that Wσλ(f, g)(x) =
Wσ(fλ, gλ)(λx) where fλ(x) = f(λx) and gλ(x) = g(λx). This implies that
for any λ > 0 we have the estimate
‖χλQWσ(f, g)‖L 1
2 ,∞
≤ C‖σ‖(N)H ‖f‖L1‖g‖L1
for f, g supported in λQ. Letting λ→∞ gives the result.
8. Discussion on paraproducts
Paraproducts are bilinear operators of the type σA for some specific upper
(or lower) triangular matrices A of zeros and ones. Paraproducts are important
tools which have been used in several occasions in harmonic analysis, such as
in the proof of the T1 theorem of David and Journe´ [6]. We define the lower
and upper paraproducts as the bilinear operators ΠL and ΠU with symbols
τL(ξ, η) =
∑
j∈Z
∑
k≤j−3
φ̂j(ξ)φ̂k(η)
and
τU(ξ, η) =
∑
k∈Z
∑
j≤k−3
φ̂j(ξ)φ̂k(η)
respectively. It is easy to see that ‖τL‖Mp1,p2 , ‖τU‖Mp1,p2 < ∞ for all 0 <
p1, p2 < ∞. This can be deduced in several ways, e.g. from Proposition
5.4 using Lemma 6.3 or directly from Theorem 7.2 and Proposition 3.1. We
conclude that for all 0 < p, q < ∞ ΠL maps Hp1 × Hp2 → Hp0 when 1/p1 +
1/p2 = 1/p0 and Hq = Lq when 1 < q < ∞. We now turn to some endpoint
cases regarding the paraproduct operator ΠL.
Proposition 8.1. Let 0 < q < ∞. Then the paraproduct operator ΠL is
bounded on the following products of spaces.
(1) BMO ×Hq(Rn)→ Hq(Rn), where Hq = Lq when 1 < q <∞.
(2) BMO ×H1(Rn)→ L1(Rn).
(3) BMO × L∞(Rn)→ BMO.
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(4) Hq(R
n)× L∞(Rn)→ Hq(Rn), where Hq = Lq when 1 < q <∞.
(5) L1(R
n)× L∞(Rn)→ L1,∞(Rn).
(6) BMO × L1(Rn)→ L1,∞(Rn).
(7) L1(R
n)× L1(Rn)→ L1/2,∞(Rn).
Proof. Statement (1) is a classical result on paraproducts when 1 < q <∞ and
we refer the reader to [19] p. 303 for a proof. Note that for a fixed f ∈ BMO,
the map g → ΠL(f, g) is a Caldero´n-Zygmund singular integral. The extension
of (1) to Hq for q ≤ 1, is consequence of the that if a convolution type singular
integral operator maps L2 → L2 with bound a multiple of ‖f‖BMO, then it
also maps Hq into itself with bound a multiple of this constant. (2) follows
from a similar observation while (3) is a dual statement to (2). To prove (4) set
S˜jg =
∑
k≤j−3 ∆˜kg. We have that ΠL(f, g) =
∑
j∈Z ∆˜jfS˜jg and the Fourier
transform of ∆˜jfS˜jg is supported in the annulus 2
j−2 ≤ |ξ| ≤ 2j+2. It follows
that
‖ΠL(f, g)‖Hq ≤ C
∥∥(∑
j∈Z
|∆˜jfS˜jg|2
)1/2∥∥
Hq
≤ ‖f‖Hq‖Mg‖L∞ ,
whereM is the Hardy-Littlewood maximal operator which is certainly bounded
on L∞. To prove (5) we freeze g and look at the linear operator f → ΠL(f, g)
whose kernel is K(x, y) =
∑
j∈Z
φj(x− y)Sj(g)(x). It is easy to see that
|∇yK(x, y)| ≤ C‖g‖L∞|x− y|−n−1.
This estimate together with the fact that the linear operator f → ΠL(f, g)
maps L2 → L2 gives that f → ΠL(f, g) maps L1 → L1,∞ using the Caldero´n-
Zygmund decomposition. This proves (5). To obtain (6) we use (1) (with
q = 2) and we apply to the Caldero´n-Zygmund decomposition to the operator
g → ΠL(f, g) for fixed f ∈ BMO. Finally (7) is a consequence of Theorem
7.6.
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