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Abstract
The aim of this paper is to study the reflection–transmission of diffractive geometrical optic rays de-
scribed by semi-linear symmetric hyperbolic systems such as the Maxwell–Lorentz equations with the
anharmonic model of polarization.
The framework is that of P. Donnat’s thesis [P. Donnat, Quelques contributions mathématiques en optique
non linéaire, chapters 1 and 2, thèse, 1996] and V. Lescarret [V. Lescarret, Wave transmission in dispersive
media, M3AS 17 (4) (2007) 485–535]: we consider an infinite WKB expansion of the wave over long
times/distances O(1/ε) and because of the boundary, we decompose each profile into a hyperbolic (purely
oscillating) part and elliptic (evanescent) part as in M. William [M. William, Boundary layers and glancing
blow-up in nonlinear geometric optics, Ann. Sci. École Norm. Sup. 33 (2000) 132–209].
Then to get the usual sublinear growth on the hyperbolic part of the profiles, for every corrector, we con-
sider E , the space of bounded functions decomposing into a sum of pure transports and a “quasi compactly”
supported part. We make a detailed analysis on the nonlinear interactions on E which leads us to make a
restriction on the set of resonant phases.
We finally give a convergence result which justifies the use of “quasi compactly” supported profiles.
© 2007 Elsevier Inc. All rights reserved.
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1. Introduction
The aim of this paper is to make a detailed analysis in L∞ in any dimension of the reflected
and transmitted high frequency waves in the frame of weakly nonlinear diffractive geometric
optics for dispersive hyperbolic equations such as the Maxwell equations in R3:
rot H − ∂tD = 0, rot E + ∂tB = 0, (1)
∇ · D = 0, ∇ · B = 0, (2)
where E,B ∈ R3 are functions of (t, x1, x2, x3) and D = E + P and H = μB with μ constant in
each medium. These equations are satisfied on both sides of the interface {x3 = 0} which sepa-
rates two different media where the polarization P satisfies for instance anharmonic equations
ε2∂2t P +ω2mP − hm(P) = γmE, m ∈ {l, r}, (3)
with m = l [respectively m = r] on the left- [respectively right-] hand side x3 < 0 [respectively
x3 > 0]. The nonlinear terms hm are smooth functions of their argument vanishing at least at
second order at P = 0 (typical examples are cubic interactions hm(P ) = δm|P |2P). The physical
transmission conditions read
(Er − El)∧ n = 0, (μrBr −μlBl)∧ n = 0, (4)
(Dr − Dl) · n = 0, (Br − Bl) · n = 0, (5)
where n = (0,0,1) is the normal to the interface.
We start by looking for phase-amplitude like approximate solutions Uapp with infinite or-
der WKB expansion of the amplitude. For planar waves this enhances at least two scales
x = (t, x1, . . . , xd) (for the amplitude), X = x/ε (for the phase) where ε is the small adimen-
tioned wavelength (see [3], ε ∼ 10−3).
Then to investigate the regime of diffractive optics one must consider time and distances of
order O(1/ε) [4,13,15]. On such a long scale, in the vacuum, the wave undergoes modifications
which are not due to propagation so the corresponding profile should take it into account by the
mean of a new slow variable x = εx.
In [3, Chapter 2], the author shows that the regime of diffractive optics in this context is
essentially similar to that for the Cauchy problem set in the whole space, without boundary.
Nevertheless the transmission equations at the boundary are not solved exactly and the WKB
expansion stops at the second corrector. It has been shown in [18] that solving the boundary
condition increases the set of resonant waves so that the analysis of the nonlinear interaction
becomes trickier. Here, in continuation to the work in [18], we aim at constructing a WKB
expansion up to any order so as to get a precise approximate solution in L∞. This requires the
974 V. Lescarret / J. Differential Equations 244 (2008) 972–1010profile to have a sublinear growth with respect to the middle scale. As the analysis in this scale is
global in space one can refer to [15] where the author constructs integral average projectors over
each characteristics and gets Schrödinger equations as compatibility conditions. This analysis
automatically implies that the first correctors have a sublinear growth.
Here, because of the inductive nonlinear interactions for the higher profiles we expect much
more complicate interactions. So we first make the simplifying assumption of cubic nonlinearity
to avoid the mean mode (cf. [4], oddness hypothesis), also see Remark 4. We nevertheless show
that the analysis implemented in [15] cannot be achieved for the next corrector (see Appendix A).
We thus look for bounded profiles (cf. [4]) which furthermore belong to E (see Definition 13),
the space of profiles decomposing into
U = U˜ + ˜˜U
where U˜ is a sum of purely transported profiles and ˜˜U a remaining part which belongs to an ideal
of E . From [3] one expects the profiles to solve Schrödinger equations. The profiles thus need
to be global in the middle variable. But since we look for an approximate solution of a mixed
problem one has to cut those profiles so one needs spatial decrease (see Definition 12 for the
space).
Then, working in E , we get an original condition on the nonlinear interactions oscillating ac-
cording to a characteristic mode and travelling at a speed which is not the characteristic speed
(see Lemma 30). As this condition seems to be not physically relevant we have made an assump-
tion to eliminate those few nonlinear interactions (see Assumption 20).
1.1. The general equations
Consider a classical planar incoming wave packets
vε(t, x) = εp Re{A(εt, εx, t, x)ei(k·x−ωt)/ε}+O(ε) (6)
with real planar phases ϕ(t, x) = k · x − ωt . We have in mind the Maxwell–Lorentz equations
with laser-like solution.
Taking planar phases requires considering planar interface and constant coefficient semi-linear
equations. The reflection transmission problem in Rd+1+ = {xd > 0} then writes
L(ε∂x)v = Φ(v), on xd > 0,
T v = 0, on xd = 0,
v(t = 0) = v0
(7)
with T a constant matrix and
L(ε∂x) := εL1(∂x)+L0 =
d∑
j=0
εAj∂xj .+L0. (8)
Here x = (x0, x1, . . . , xd) denote the space time variables and x0 = t is time. The nonlinear
interaction Φ vanishes at order J  2 at the origin, meaning that ∇αv Φ(0) = 0 for all |α| 
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p = 2/(J − 1) (see [3–5,15]): setting v = εpu yields
L(ε∂x)u = ε2F
(
u, ε1/p
) (9)
where F(u, ε1/p) is a smooth function of its arguments. Recall that these amplitudes are com-
puted so that the nonlinear effects appear in time t = O(1/ε). Note that if f is a homogeneous
polynomial of degree J , then F(u, ε1/p) = f (u). This holds in particular for the cubic anhar-
monic Maxwell–Lorentz equations; in this case the choices of p are p = 1/2 in the weakly
nonlinear geometric optics and p = 1 for diffractive optics. Motivated by this example we will
consider in this paper the mixed problem
L(ε∂x)u = ε2f (u), on xd > 0,
T u = 0, on xd = 0,
u(t = 0) = u0
(10)
with f a polynomial and L is hyperbolic (see Assumption 1).
The well-posedness of (10) is usually shown within two different settings: one using Kreiss’s
[14] theory and the other requiring maximal dissipation (see [7,20]). Here we set in the maximal
dissipative frame and since our problem is nonlinear we refer to [8].
Assumption 1.
(H1) The matrices Aj are symmetric with A0 = Id and L0 is skew symmetric.
(H2) dim(kerAd) = D2  1.
(H3) Ad is nonpositive on the space kerT and the dimension of kerT is maximal: it is equal to
the number of nonnegative eigenvalues of Ad counted with their multiplicity.
Changing bases, we can further assume that
Ad =
(
A11d 0
0 0
)
(11)
with A11d invertible.
1.2. Approximate solutions, main ansatz
As our analysis naturally involves propagation we will use for any Rd+1 variable x =
(x0, . . . , xd) = (x0, x′′) = (x′, xd) and as x0 is the time variable we use instead t . One will also
use z instead of xd .
We use the same splitting for the dual variable ξ = (ξ0, ξ ′′) = (ξ ′, ξd).
We consider WKB solution of (10) with profile description:
uε(x) = U(ε, εx, x, x/ε), (12)
U(ε, x, x,X) =
∑
εjUj (x, x,X). (13)j0
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⎧⎪⎪⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎪⎪⎩
L(∂X)U
0 = 0,
T U0 = 0,
L(∂X)U
1 +L1(∂x)U0 = 0,
T U1 = 0,
L(∂X)U
j+1 +L1(∂x)Uj +L1(∂x)Uj−1 = Fj−1, j  1,
T Uj = 0.
(14)
Each profile Uj thus solves an equation on the fast scale, a boundary equation and other
interior equations with respect to the other scales.
Solving the equation in X leads to consider the general equation
L(∂X)U = F, on Xd > 0. (15)
Thanks to the constant coefficients one can look for U as a plane wave
U(x,X) = A(x)eiξ ·X (16)
where ξ solves the dispersion relation
p(ξ) := det (L(iξ))= 0, (17)
and A satisfies the polarization condition
A(x) ∈ kerL(iξ). (18)
Given an outgoing wave U0out of this form, the reflected term U0ref must satisfy Eq. (15) with
F = 0 and the boundary condition T (Uout +Uref) = 0. For higher-order terms, this leads to solve
Eq. (15) together with
T U|Xd=0 = Beiξ
′·X′ . (19)
Assuming that the wave is 2π -periodic in X′ and seeing Xd as an evolution variable, the
solution of (15) can be looked as U(X) = Uξ ′(Xd)eiξ ′·X′ where Uξ ′(Xd) satisfies
L(iξ ′, ∂Xd )Uξ ′(Xd) = 0, T Uξ ′ |Xd=0 = B. (20)
This linear constant coefficient ordinary differential equation leads to solve in ξd the disper-
sion equation p(ξ ′, ξd) = 0. The real roots correspond to reflected plane wave solutions of the
form (16). Complex roots of the dispersion relation with negative imaginary part are not physical
since they give exponentially growing solutions. On the other hand, complex roots with positive
imaginary part yield exponentially decaying solutions, which correspond to evanescent waves or
boundary layer. This leads to consider profiles of the following form
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∑
ξ ′
Uξ ′(x, x,Xd)e
iξ ′·X′ ,
Uξ ′(x, x,Xd) = Uξ ′,os(x, x,Xd)+Uξ ′,ev(x, x,Xd),
Uξ ′,os(x, x,Xd) =
∑
ξd
Uξ ′,ξd (x, x)e
iξd ·Xd (21)
where Uξ ′,ev is exponentially decaying in Xd . Note that this class of profiles is stable by nonlinear
composition. This is formal if the sums (series) are infinite, but this makes sense for finite sums
and polynomial nonlinearities.
See [18] for a similar ansatz in the frame of geometric optics.
1.3. Generation of phases
Given an outgoing phase with wave number ξ , the reflected waves are associated to the roots
ξ i = (ξ ′, ξ id) of the dispersion equation p(ξ ′, ξd) = 0. Nonlinear interaction will produce oscilla-
tions associated to phases ξν =∑νiξ i with νi ∈ Z. This is the classical discussion of nonlinear
geometric optics in the interior, and for dispersive equations, harmonics ξν are very rarely solu-
tions of the dispersion relations (see [3,5]) and thus very rarely propagated.
In the construction of correctors for boundary value problems, nonlinear interactions forces
to consider Eqs. (15) and (19) where the phases ξν · X and (ξν)′ · X′ are present in the source
term and in the boundary term respectively. Therefore for all the harmonics nξ ′ of the tangential
wave number, oscillations with space–time wave numbers
ξn,i = (nξ ′, ξn,id ) (22)
are expected, where the ξn,id satisfy the dispersion equations
p
(
nξ ′, ξd
)= 0. (23)
For nondispersive equations, p is homogeneous and the roots are ξn,id = nξ id . Thus all the phases
remain in the finitely generated group
∑
Zξ i . On the other hand, for dispersive equations the
roots ξn,id of (23) are different of nξ id , and in general they span a group which is not finitely
generated. These extra phases carry oscillations that are propagated at their own group velocity.
Next, the nonlinear term produces phases ξ ∈∑Zξn,i , but their tangential component ξ ′ ∈ Zξ ′
and the phases given by solving p(ξ ′, ξd) = 0 are already taken into account. This shows that for
the profiles in (21) the natural tangential spectrum for the indices ξ ′ is
Λ′ = Zξ ′, (24)
while the natural spectrum for the index ξ = (ξ ′, ξd) is
Λ =
∑
Zξn,i . (25)
This discussion extends to the case where there are several outgoing phases, so that the tangential
frequencies ξ ′ are restricted to belong to a Z-module Λ′ and Λ is the group generated by all the
real solutions ξ = (ξ ′, ξd) of p(ξ) = 0 with ξ ′ ∈ Λ′.
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to be actually present, one has to check that some interaction coefficients linking the polarizations
(18) and the boundary conditions do not vanish. The approximate boundary conditions imposed
in [3] are precisely chosen to cancel out these interactions so that the extra phases (22) with
n = ±1 can be ignored.
1.3.1. Generation of boundary layers
It is very common that, depending on ξ , the dispersion equation p(ξ, ξd) = 0 may have non-
real roots. For instance, this is typical for total reflection. The new phenomenon due to the
dispersion is that the roots of p(ξ, ξd) = 0 can be real, while the roots for the second harmonic
p(2ξ, ξd) = 0 are nonreal.
Consider for instance the transmission problem for the Maxwell–Lorentz model Eqs. (1)
and (3). Denoting by ξ = (τ, k1, . . . , kd) = (τ, k′, kd) the space–time wave numbers, the dis-
persion equations read (m = l or r)
pm(τ, k) = τ 2
(
τ 2 −ω2m − γm
)(
τ 2
(
τ 2 −ω2m − γm
)− (τ 2 −ω2m)(|k|2))2 = 0. (26)
For τ = 0, ±ωm, ±
√
ω2m + γm, the roots in |k| are given by
|k|2 = τ 2(1 + χm(τ)), χm(τ) = γm
ω2m − τ 2
. (27)
The (left) incident phase ξ = (τ , k) being real, there holds
|k′|2 < τ 2(1 + χl(τ )). (28)
There is no real transmitted wave (total reflection) when
χl(τ ) > χr(τ ) and |k′|2 > τ 2
(
1 + χr(τ )
)
. (29)
The additional phenomenon due to dispersion is that for ωl < |τ | <
√
ω2l + γl there are no
real roots in kd of the equation p(2τ ,2k′, kd) = 0. Thus if the real incident wave number ξ =
(τ , k) satisfies |τ | < ωl < 2|τ | <
√
ω2l + γl , the second harmonic 2ξ ′ = 2(τ , k′) will necessarily
produce a boundary layer in the correctors, on the left side. There is a similar phenomenon for
the transmitted wave: ξ ′ can produce a real transmitted wave (present in the main term) and 2ξ ′
produces a transmitted boundary layer (in the first corrector).
1.3.2. Transmission of harmonics of totally reflected waves
This is the converse phenomenon. The main wave can be evanescent and the harmonics
(correctors) can propagate in the interior. Consider again the transmission problem for Maxwell–
Lorentz equation. Denote by ξ = (τ , k) the incident wave number. If (29) holds (total reflection)
the main transmitted wave is a boundary layer. But if in addition
χr(2τ) > χr(τ ) and |k′|2 < τ 2
(
1 + χr(2τ)
) (30)
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the medium on the right.
Note that the first condition in (30) holds if 2τ < ωr .
1.4. The initial data
Since the wave is expected to propagate on long distances the geometric scale of reflection–
transmission is actually the slow scale.
This suggests taking a Gaussian shaped initial data placed away from the boundary on this
scale.
Then we know from the standard linear analysis on the hyperbolic systems that the data de-
composes into different polarizations which generate waves propagating in different directions.
Some of which (outgoing) strike the boundary at different time with respect to the slow scale and
for clearness (but without loss of generality) we choose to describe the reflection–transmission
of a single such outgoing wave.
Then we rescale the time and choose an initial negative time on the slow scale −t0 so that the
outgoing wave strikes the boundary at time t = 0. So one must place it initially according to its
group velocity (see Fig. 1) on the z axis (on the slow scale). Remark that our study would be
unchanged if other waves would strike the boundary at the same time (see Fig. 1).
Fig. 1. Diffractive transmission.
980 V. Lescarret / J. Differential Equations 244 (2008) 972–1010Note that according to the ε-expansion (12) the initial center of the wave is z = −vt0 if it
moves with normal speed v.
Remark that to “see” the transmission one needs to solve (10) for time duration greater than t0.
One could do as in [3] where the author chooses an initial time t = −1/εδ, 0 < δ < 1, so that the
transmission always happens.
1.5. Additional remarks
(1) In this paper we consider Eq. (10) with polynomial source term f (u). The case of general
equation (9) with source term F(u, ε1/p) is quite similar (see [10,15]): one replaces the expansion
(12) by
uε(x) ∼
∑
εn/pUn
(
x,
x
ε
)
(31)
and one uses the expansion
F
(
u, ε1/p
)∼∑ εnpfp(u) (32)
where the polynomials fp are given by a Taylor expansion of the original source term Φ(v) in
Eq. (7).
(2) The dispersive character of the equation implies that in general the principal term U0
is expected to have a finite oscillating spectrum (see [5,20]). The polynomial character of f is
crucial in the analysis below: it implies that nonlinear interactions create at each step only finitely
many new phases, so that each term in the expansion Un is expected to have a finite spectrum,
increasing with n but finite for each corrector. This allows to work with profiles (21) which are
finite sums and eliminate the questions about the convergence of these series.
For nondispersive equations, the spectra are not finite in general, but they are contained
in finitely generated groups so that it is possible to represent the profiles Un as functions
Un(x,ϕ1/ε, . . . , ϕm/ε) with a finite number of phases ϕj (x) and profiles Un(x, θ1, . . . , θm) pe-
riodic in the fast variables θj (see, e.g. [10,11,21,22]). In this case, the analysis can be carried
out in classical function spaces for the Un, typically Sobolev spaces. In the dispersive case, in
general the expected spectrum is not contained in a finitely generated group, as explained above.
Thus the consideration of nonpolynomial interactions f in Eq. (10) immediately raises the diffi-
cult question of convergence of the series (21) for correctors and of the choice of good functional
spaces. A possibility, for real analytic f , would be to work within the Wiener algebra of almost
periodic profiles U as in [12,16].
(3) Finally, we mention the important question of curved boundary and/or nonconstant co-
efficients equations and/or nonplanar phases. In this case the dispersion relation equations are
replaced by eikonal equations. Those equations have generally solutions defined for a small time
t < tϕ independent of ε but depending of the phase ϕ. Here we look for solutions defined for
εt < tϕ . Two possibilities appear:
(a) Either one can define all the phases (in finite number) involved in the nonlinear problem for
all time assuming that there is one incident phase ϕ and that (x′, n∂ ′xϕ) is never a glancing
point for all x′ on the boundary or the interface and all harmonic n ∈ Z\0. In this context, we
V. Lescarret / J. Differential Equations 244 (2008) 972–1010 981refer to [2] for a complete analysis of geometric optics for nondispersive wave equations. We
also refer to [1] for the analysis of a nonlinear glancing case. In the dispersive case, assuming
that all the necessary phases are found, the analysis below can probably be repeated in the
diffractive optics regime, using the appropriate nonconstant coefficient transport equations
to find the profiles and the appropriate estimates for nonconstant coefficients hyperbolic
boundary value problems to prove the convergence.
(b) Or one can set in the so-called weakly nonplanar frame described in [6,9] where the interface
would be described by an equation of kind xd −φ(εx′) = 0 so that the solution would involve
oscillating terms of kind u(x) = εpU(εx,ψ(εx)/ε,ϕ(εx)/ε2) where ϕ ∈ R while ψ ∈ Rd .
2. Analysis of the cascade of equations
We next analyse each equation arising in the cascade (14). For the sake of easiness we de-
fine and use many projectors to break the equations up into elementary pieces. We also make
assumptions on the equations and on the spectrum of the solution which mainly fit the Maxwell
equations. They are similar to those in [18] though strengthened. A summary of the profile con-
struction is then given in Section 3.
2.1. Equation on the fast scale: the microscopic equation
Let us consider Eq. (15). Looking for U with shape (21) leads to solve
L(iξ ′, ∂Z)Uξ ′ =
(
Ad∂Z +L′(iξ ′)
)
Uξ ′ = 0. (33)
Decomposing again Uξ ′ in normal modes leads to solve L(iξ)Uξ = 0. Let define the charac-
teristic set of L.
Definition 2.
(i) The real [respectively complex] characteristic set of L, noted charL, is the set of ξ ∈ R1+d
[respectively ξ ∈ C1+d ] such that det(L(iξ)) = 0. We note p(ξ) := det(L(iξ)) the charac-
teristic polynomial of L.
(ii) A real mode ξ ∈ charL is regular if there is a C∞ function λ : Rd → R such that near ξ
charL is locally given by the equation ξ0 + λ(ξ1, . . . , ξd) = 0.
The analysis of Eq. (33) thus rests on finding the roots of p(ξ ′, ξd) in ξd for a given ξ ′ ∈ Rd .
We make the following classification of the modes (see [18,22]):
Definition 3. Let given ξ ′ ∈ Rd .
(i) A real root in ξd of p(ξ ′, ξd) = 0 is
(1) hyperbolic incoming if ξ = (ξ ′, ξd) is regular and ∂ξd λ(ξ) > 0;
(2) hyperbolic outgoing if ξ = (ξ ′, ξd) is regular and ∂ξd λ(ξ) < 0;
(3) glancing if it is regular and ∂ξd λ(ξ) = 0.
(ii) A complex root in ξd of p(ξ ′, ξd) = 0 is
(4) elliptic incoming (evanescent) if Im ξd > 0,
(5) elliptic outgoing (explosive) if Im ξd < 0.
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case 1, 2, 3, 4 or 5.
For ξ ∈ Rd+1, ∂ξd λ(ξ ′′) is the last component of the group velocity. From now on we note
vξ = ∇ξ ′′λ(ξ ′′) ∈ Rd .
To deal with the noninvertibility of Ad in Eq. (33) we place our analysis in the frame of [18,
19] where one makes a reduction of Eq. (33) on the range of Ad . This leads to decompose L′
according to (11)
L′(iξ) =
(
L11 L12
L21 L22
)
.
Writing U = (U1,U2) Eq. (33) then writes
A11∂zU
1 +L11U1 +L12U2 = 0,
L21U1 +L22U2 = 0.
One solves this equation expressing U2 in terms of U1 to get an evolution equation in z on U1.
This process requires inverting L22. One thus must insure this operation is valid for the Maxwell’s
case. In [18] one makes two different assumptions according on that ξ ′ = 0 or ξ ′ = 0. But in
[18] it is shown that the modes ξ = 0 such that ξ ′ = 0 are ruled out because of the divergence
equations for the Maxwell system. We thus do not consider those modes. Lastly one does not
consider the case of rectification: ξ = 0 for technical reasons explained in the next remark.
Remark 4. As one expects to solve a nonlinear equation for the leading profile (see Section 2.3)
the mean mode is bound to be generated. Contrary to [15] taking many correctors increases
the nonlinear interactions and one should use the results of [17] inductively. Unfortunately the
nonlinear interactions are generally not bounded and nonlinear interactions with not bounded
profiles may lead to over-linearly growing profiles (see Appendix A).
A way to carry the whole analysis would be to set in a similar frame of [15] working with
only two correctors in a Wiener algebra.
Finally one makes the assumption:
Assumption 5. For all ξ ′ ∈ Λ′ we assume that
(1) L22(iξ ′) is invertible,
(2) the real roots in ξd of p are regular and nonglancing.
So for Maxwell one does not consider the hyperplanes ξ0 = 0,±ωa or ξ0 = ±
√
γ +ω2a
(see [18]). As we are in a dispersive context, the finiteness of nonlinear generation shows that all
those special modes can be avoided (with a suitable assumption on the initial set of resonances)
except ξ0 = 0 and more particularly ξ = 0.
As we do not want to consider this rectification we must give an example of radical assumption
preventing for its generation. A way to avoid this situation is to take F as a polynomial with odd
powers and Λ′ odd which means
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k ∗ Γ := Γ + · · · + Γ︸ ︷︷ ︸
k terms
(34)
with the usual convention that for k = 0 the set in the right-hand side is {0}.
We say that Λ′ is odd if there is Ξ ′ ⊂ Rd \ 0 and an odd integer k = 2p + 1 ∈ Z so that
Λ′ = k ∗Ξ ′.
Assumption 7. F and Λ′ are odd.
Remark 8. There are some cases of transparency where P0F = 0 (P0 is a projector on kerL(0))
for example nonlinear Maxwell with anharmonic oscillator model. In this case Assumption 7 is
not needed.
Lastly we quote the result obtained on Eq. (33) in [18]. For the sake of readability we will
denote by profile any profile decomposing according to (21).
Theorem 9. There are projectors P and Pi and partial inverse Q (defined here below) acting on
profiles such that for all profiles F the equation
L(∂X)V = F
has a solution V of kind profile if and only if PiF = 0. The general solution is
V = QF + PV.
First note that the variables x, x are parameters and that the operators act tangential frequency
by tangential frequency: for U a profile there holds
PU =
∑
ξ ′
eiξ
′X′P(ξ ′)Uξ ′ (35)
with similar decomposition for Pi and Q. Moreover, for each ξ ′, the operators decompose ac-
cording to Uξ ′ = Uξ ′,os +Uξ ′,ev , into
P(ξ ′)Uξ ′ = Pos(ξ ′)Uξ ′,os + Pev(ξ ′)Uξ ′,ev. (36)
(1) The first term belonging to Pzos decomposes again according to
Pos(ξ
′)U(Z) :=
∑
ξd
π(ξ ′, ξd)Uξd eiξdZ (37)
where π(ξ ′, ξd) is the orthogonal projector on the kernel of L(iξ ′, iξd). Denoting Q(ξ ′, ξd)
the partial inverse of L(iξ ′, iξd) one gets
Qos(ξ
′)U(Z) :=
∑
ξd
Q(ξ ′, ξd)Uξd eiξdZ. (38)
Lastly one has Pios(ξ ′) = Pos(ξ ′).
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Pev(ξ
′)U(Z) =
(
Id
−{L22(iξ ′)}−1L21(iξ ′)
)
e−GZP−E,GU1(0). (39)
P−E,GU1(0) is the spectral projector on E−E,L, the spectral space of A−1d L′(iξ ′) associated to
the eigenvalues which are in Eev . Then Piev = 0 and there is a full inverse
Qev(ξ
′)F =
(
Id
−{L22(iξ ′)}−1L21(iξ ′)
)
I(F)+
(
0
{L22(iξ ′)}−1F2
)
where I is an integral operator which corresponds to the integration of Eq. (33) in the fast
variable Z.
This theorem thus determines generically (1−P)Uj . Then PosUjos and PevUjev are determined
from their initial value at Xd = 0. Those values are determined by solving the boundary equation.
For a profile U we define
TU(x′, x′,X′) = T U|xd=xd=Xd=0 =
∑
eiξ
′X′T Uξ ′(., xd = 0, ., xd = 0, .,Xd = 0)
and T acts fromP toPb , the space of profiles V (x′, x′,X′) that are finite sums
∑
Vξ ′(x′, x′)eiξ
′X′
.
As in [18] we impose Lopatinski condition on T which is satisfied by the Maxwell equa-
tions. To this goal introduce E−H,L(ξ ′),E
+
H,L(ξ
′),E−E,L(ξ ′) the spectral spaces associated to the
eigenvalue ξd such that (ξ ′, ξd) ∈ I,O,Eev . In particular
E−H,L(ξ
′) =
⊕
ξd |(ξ ′,ξd )∈I
kerL(iξ ′, iξd).
Assumption 10 (Lopatinski type conditions). For all ξ ′ ∈ Λ′
dim
(
E−H,L(ξ
′)
)+ dim(E−E,L(ξ ′))= rg(T ),
kerT ∩ (E−H,L(ξ ′)⊕ E−E,L(ξ ′))= {0}.
This allows to find the boundary value for the incoming modes and the evanescent modes in
terms of the outgoing ones. Moreover since Piev = 0 there is no PDE for PevUev which must be
chosen as a smooth extension for all z > 0, z > 0 of PevUev |z=z=0 . Note that this indetermination
could be removed looking for elliptic profiles Uev such that PevUev is a function of (x′, x′,X).
2.2. Equation on the middle scale: transport equation
Using the compatibility condition of Theorem 9 on the second equation gives
PiL1(∂x)PU
0 = 0. (40)
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according to a set Λ ⊂ (Λ′ × R) ∩ charL. Recall that PiosUos = PosUos and Fourier decompos-
ing (40) gives
πξL
1(∂x)πξU
0
ξ = 0, ξ ∈ Λ∩ (I ∪O).
We thus recover the usual transport equation on the middle scale (see [4]). In the sequel we will
note
Xξ(∂x)πξ := πξL1(∂x)πξ = (∂t + vξ .∇x′′)πξ and
X(∂x)PosUos =
∑
ξ∈Λ∩(I∪O)
Xξ (∂x)πξUξ e
iξX = PosL1(∂x)PosUos.
Now let consider the third equation. Using again the compatibility condition of Theorem 9
gives
X(∂x)PosU
1 = Pos
[−L1(∂x)+L1(∂x)QL1(∂x)]PosU0 + PosF 0. (41)
We are thus led to solve the nonhomogeneous analogue of (40):
X(∂x)PosU
1 = PosG. (42)
It is well known (see [4,15]) that PosG must satisfy conditions for PosU to have a controlled
growth in time or equivalently in z. Indeed εUj+1 is a corrector of Uj only if it satisfies this
sublinear growth
lim
z→∞
1
z
sup
x
∥∥Ujξ (x, ., z)∥∥L2(Rd+) = 0, ∀j. (43)
Remark 11. In [15] the author performs the full analysis on Eq. (42) thanks to the use of average
projectors on each characteristic of X(∂x). Thanks to Assumption 5, X(∂x) is only made of scalar
transports so that the average projector writes
GαUα = lim
h→∞G
h
αUα with GhαUα(x′, z) =
1
h
h∫
0
Uα(x
′ + sv′α, z+ s) ds,
for any α ∈ charL.
For nonlinear terms expanding as a sum of product of transports this operator selects the
monomials propagating at the characteristic speed.
The author in [15] then shows that Xξ(∂)U1ξ = π(ξ)Gξ (with Gξ a sum of products of trans-
ports) has a sublinearly growing solution iff Gξπ(ξ)Gξ = 0. However the solution U1ξ may not
be bounded. Let consider the next example taken in [16]:
Xξ(∂)U
1
ξ = π(ξ)G
(
x′ − v′ξ1z
)
G
(
x′ − v′ξ2z
)
, ξ1 + ξ2 = ξ and v′ξ1 = v′ξ2, (44)
U1ξ (x
′, z = 0) = I 1ξ (x′). (45)
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ξ2
all distincts there holds Gξπ(ξ)G1,ξG2,ξ = 0 and for a certain
choice of G the solution has a Hs(Rx′) norm of size
√
z.
In the present analysis one faces more complicated situations due to the research of high order
solutions: one has to solve propagation equations with nonlinear terms which involve solutions
of nonlinear transport equation.
For example, considering the equation for U2ξ one needs to consider nonlinear interactions of
terms sublinearly growing which are not transport. Such interactions may even have no definite
image through Gξ (see Appendix A) which prevents any hope to perform the whole analysis with
the average operator without any further assumption on the space of the profile.
However one observes that the nonlinear terms in (44) have just a local contribution so one
expects (44) with vanishing conditions at the infinity (without (45)) to have a bounded solution
with same property as the nonlinearity (cf. Lemma 31).
So we decide to restrict our analysis to bounded profiles decomposing into a sum indexed by
Λ ⊂ (Λ′ × R) ∩ charL of pure transports and a remainder with global decrease at infinity. First
define
Definition 12. For p ∈ Rd
Γ sp
(
Rd
)= {u ∈ L2(Rd): (1 + |x′ − p|2)l/2(1 + ∂2x′)k/2u ∈ L2, l + k  s}.
When p = 0 we forget the subscript.
Then let
Definition 13. E s(Λ) be the set of profiles decomposing into U = U˜ + ˜˜U with
(1) U˜ (x) =∑α Uα(x′ − v′αz) for finite families (v′α)α∈Λ ∈ Rd and (Uα)α∈Λ ∈ Γ s(Rd),
(2) ˜˜U ∈ Γ s(Rd+1+ ).
For U ∈ E the decomposition U = U˜ + ˜˜U is unique for s > (d + 1)/2 (see the next section
Lemma 28).
Remark 14. When looking for an outgoing U0ξ ∈ E∞(Λ) one is lead to solve the Cauchy problem
for Xξ(∂)Uξ = 0. One finds U0ξ = U˜0(x′′ − vξ t). Expressing the latter in term of x′ − v′ξ z shows
that U0 must lie in a Γ ∞p (Rd) with p = −vξ /(εt0) (see Lemma 36).
So we look for a solution of Eq. (42) in P and such that Uξ ∈ E∞(Λ). We note
Uξ = U˜ξ + ˜˜Uξ , (46)
U˜ξ (x) =
∑
α∈Λ
Uξ,α
(
x′ − v′αz
)
. (47)
Now we can define precisely the space for the profiles. Let Ωt := [−t0, t] × Rd+. Define the
space for the profiles: Ps .
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(i) Let Pz,sos be the set of functions U(x, x,Xd) which are finite sums
U(x, x,Xd) =
∑
eiξd XdUξd (x, x)
with coefficients Uξd ∈ Hm(Ωt;E∞(Λ)).
(ii) Let Pz,sev be the set of functions U(x, x,Xd) such that for some δ > 0, UeδXd ∈
Hm(Ωt;Γ ∞(Rd+1)).
(iii) Let Pz,s :=Pz,sos ⊕Pz,sev .
(iv) The space of profiles Ps (also noted Ps(Ωt,Λ)) is the space of finite sums
U(x, x,X) =
∑
ξ ′∈Λ′
Uξ ′(x, x,Xd)e
iξ ′X′, with Uξ ′ ∈Pz,s , specos U ∈ Λ. (48)
It splits into Ps = Psos ⊕ Psev where Psos [respectively Psev] is the space of finite sums like (48)
with Uξ ′ ∈ Pz,sos [respectively Uξ ′ ∈Pz,sev ].
For ξ ∈ charL we want to distinguish Uξ,ξ from Uξ,α , α = ξ , in notation (47). This is
suggested in Remark 11. So let us define the projectors p, pi defined for the profiles writing
as (46), (47):
Definition 16. Let ξ ∈ Λ∩ charL. First define p(ξ),pi (ξ) :E∞(Λ) → E∞(Λ) by
p(ξ)Uξ := Uξ,ξ (x′ − vξ z),
pi (ξ)Uξ := U˜ξ .
Then for U ∈Psos define
pU :=
∑
ξ
p(ξ)Uξ eiξX,
piU := U˜ .
Remark 17. Remark that PosL1(∂x)pPos = X(∂)pPos = 0. Moreover pi and X(∂) commute on
E∞(Λ).
Making use of these projectors on Eq. (42) we get
piPosL1(∂x)PosU = piPosG, (49)(
1 − pi)PosL1(∂x)PosU = (1 − pi)PosG . (50)
From Remark 17 the second equation is an equation for ˜˜U . It writes
X(∂) ˜˜U = : ˜PosG.
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corresponding inverse defined on Γ ∞(Rd+1+ ).
Again from Remark 17 the first equation reads X(∂)U˜ = P˜osG. It decomposes according to p:
0 = pPosG, (51)
X(∂)
(
pi − p)PosU = (pi − p)PosG. (52)
Equation (51) expresses exactly the condition given by the average projector of [15].
Equation (52) again splits into distinct transport equations
Xξ(∂)Uξ,α =Fξ,α, α = ξ. (53)
This compels
∫∞
−∞Fξ,α(x′ − (v′α − v′β)z) dz = 0 (see Lemma 30). This enables to define a pro-jector on the image of Xξ :
Definition 18. First define the projector jv,w :Γ ∞(Rd) → C∞(Rd) by
jv,wF =
∞∫
−∞
F(x′ − (w′ − v′)z)dz.
Let ξ ∈ Λ∩ charL. Define j(ξ) :E∞(Λ) → E∞(Λ) by
J (ξ)fξ =
∑
α∈Λ\{ξ}
jvξ ,vαFξ,α.
Lastly define j :Pos → Pos as in Definition 16.
If jvα,vξFξ,α = 0, Eq. (53) has a unique solution in Γ ∞(Rd) (see Lemma 30) and one can
define an inverse noted qj . Summarising we have
Theorem 19. Let G ∈ Psos . Then the equation
PosL
1(∂x)PosU = G (54)
has a solution in Psos iff jG = 0 and pG = 0. The general solution writes
PosU = qG+ qjG+ pU.
This theorem is proved in Section 4.2. Unfortunately it does not seem easy to describe ker j.
Some solutions are given by f (x′) = a(x′.δ′)b(x′−(x′.δ′)δ′) with a odd, where δ′ = v′α−v′ξ . But
such solutions are not physical. In [3] the profiles are Gaussian shaped profiles thus more even
than odd. We thus restrict our analysis to characteristic profiles propagating at the characteristic
speed
piPosU = pPosU. (55)
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Uξ := Uξ,ξ .
Using this on the projection (52) of the third equation (41) gives (pi − p)PosF 0 = 0.
As F 0 is chosen polynomial, F 0ξ involves products of profiles propagating at the characteristic
speed vξ . One thus could meet products of kind
∏
kd
U0ξk ,
∑
kd
ξk = ξ,
vξ1 = · · · = vξd = v = vξ . (56)
The ansatz is thus not self-consistent and one must give an assumption leading to a systematic
cancellation of the extra speeds (pi − p)G in Eq. (50). It reads
Assumption 20. Let ξ ∈ charL∩Λ.
For all finite odd sequence (βj )j ∈ charL ∩ Λ such that ∑j βj = ξ with vj = v ∀j, then
v = vξ .
Remark 21. (1) This assumption is in fact almost always satisfied. Indeed in the Maxwell
case with a cubic nonlinearity the main expected counterexample would be the existence of a
ξ ∈ charL such that 3ξ ∈ charL and v3ξ = vξ . Since both conditions are exceptional for disper-
sive equations their intersection is bound to be never satisfied.
(2) From the next Assumptions 23 and 24 one can assume that this assumption applies only
for Λ = Λn where Λn is the finite union of spectrum of Fj , j  n, with n the order of the WKB
expansion.
Lastly one expects to determine pPosU in (42) from the compatibility condition pG = 0 of
Theorem 19.
2.3. Equation on the slow scale: the Schrödinger equation
Using the remaining compatibility condition of Theorem 19, pG = 0 gives for the third
Eq. (41)
Pos
[
L1(∂x)−L1(∂x)QosL1(∂x)
]
pPosU0 = pPosF 0. (57)
More generally for the j th profile
Pos
[
L1(∂x)−L1(∂x)QosL1(∂x)
]
pPosUj
= pPos
{
F
j
os −L1(∂x)(1 − Pos)Uj −L1(∂x)Qos
[
F
j−1
os −L1(∂x)Uj−1
]}
.
Remark 22. Equation (57) is a nonlinearly coupled system of equations indexed by ξ ∈ charL.
For ξ ∈ charL the corresponding nonlinear equation involves products ΠkUαk with
∑
k αk = ξ
and v′αk = v′ξ . This shows that (57) splits into distinct sets of equations indexed on the set of
characteristic speeds.
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Fj = ∇uf
(
U0
)
Uj + F˜ j , F jos = ∇uf
(
U0os
)
U
j
os + F˜ jos (58)
where F˜ j depends only on (U0, . . . ,Uj−1) and F˜ jos on (U0os, . . . ,U
j−1
os ).
First note j = 0 is the only index for which Fj is nonlinear in Uj . Let Λ0 be the spectrum of
U0 that we suppose is made of characteristic modes. Then Eq. (57) generates harmonics which
are combinations of resonant modes of Λ0. They are not resonant in general since the character-
istic variety is curved however this generation could be infinite for some exceptional choice of
Λ0. As in [18] we do not want to consider those exceptional situations and we recall assumption
2.9 which is given.
Let us introduce the spectrum related to the polynomial nonlinearity f and ∇f :
N (Λ0) :=
⋃
{l: f l =0}
l ∗Λ0, N (Λ0) :=
⋃
{l: f l =0}
(l − 1) ∗Λ0. (59)
Then as physical waves are real, they involve each mode and its opposite. It is thus physically
meaningful to suppose that Λ = −Λ. One will say that such a set is symmetric. In this case there
holds k ∗ Λ ⊂ (k + 2) ∗ Λ, k ∈ Z. Moreover, from Assumption 7 Λ and F are odd thus for Λ
symmetric Λ ⊂N (Λ). Then one can make the following assumption:
Assumption 23. We are given symmetric finite sets Λ′0 ⊂ Λ′ and Λ0 ⊂ (Λ′0 × R)∩ charL such
that
(
Λ′0 × R
)∩ I ⊂ Λ0, (60)
N (Λ0)∩ (charL) ⊂ Λ0. (61)
The first condition (60) takes into account the generation at the boundary of all the incoming
waves thanks to the Lopatinski condition. For Maxwell this means that if ξ ′ ∈ Λ′0 then (ξ ′, ξd) ∈
Λ0 ∩I ⇒ (ξ ′,−ξd) ∈ Λ0. Though this is a restriction to the choice of Λ′0, Λ0 in Assumption 23,
one can still generically satisfy the second condition (61) (cf. [18, Remark (2.11) and §2.3.7]).
Next, for j > 1 the fast scale equation implies specUj ⊃ specFj−2. Moreover specUj
should be consistent with the nonlinearity Fj and the boundary equation. We would like to em-
phasise that most resonant generation is synthesised at the boundary. The new resonant modes
are thus constructed through the tangential spectrum (specFj−2)′ which is a sum of kind k ∗Λ′0
with k odd. We assume as in [18]
Assumption 24. For all k odd there is a symmetric finite set Λ′1 ⊂ Λ′ such that Λ′1 ⊃ k ∗Λ′0 and
Λ1 = (Λ′1 × R)∩ (charL) satisfies(N (Λ0)+Λ1)∩ (charL) ⊂ Λ1. (62)
Finally expressing Eq. (57) through U jξ (x′ − vξ ′z) = pUjξ (x′, z) shows that it requires data
known for all x′ − v′ξ z ∈ Rd . We thus need to extend I j,εξ to all z.
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We first define the space for the initial data. Let
Xsp
(
Rd+
)= Hs(Rd+; Γ ∞p (Rd)) and Y sp(Rd+)= ⋂
js
Cj
([−t0, t]; Xs−jp ),
forgetting the indices when p = 0.
We choose the initial data so that the solution of the Schrödinger equation (74) strikes the
boundary at time t = 0,
Uε|t=t=T=0 =
∑
ξ∈Λ0∩(I∪O)
Iεξ (x′′, x′′)eiξ ·X
′′ (63)
where Iεξ ∈ Hs(Rd+;Γ ∞pξ (Rd)) with pξ = −vξ t0/ε ∈ Rd when ξ ∈ O. Moreover it satisfies
Iεξ = π(ξ)Iεξ . Lastly we suppose there is no initial incoming wave: Iεξ = 0, ξ ∈ I .
Let I s,ε(Λ) be the space of Iε decomposing as finite sum of kind (63). We endow this space
with the norm ∥∥Iε∥∥
I s,ε
:=
∑
ξ∈Λ0∩(I∪O)
∥∥Iεξ ∥∥Hs(Rd+;Γ ∞pξ (Rd )).
3.1. WKB approximate solution
Before we give the theorem stating the existence of a WKB approximate solution for (10) we
summarise the set of equations for each profile.
First the leading profile is a solution to
U0 = PU0 = PevUev + pPosUos,
PiL1(∂x)PU
0 = 0,
Pos
[
L1(∂x)−L1(∂x)QosL1(∂x)
]
pPosU0 = pPosF 0,
TU0 = 0.
The initial condition for U0 reads
U0|
x0=−t0,x0=−t0/ε,X0=−t0/ε2
= I0,ε.
Since U0 is polarized, its initial value must also be so: I0,ε ∈ I s,ε(Λ0). This value just corre-
sponds to the hyperbolic outgoing modes which reach the boundary at time t = 0; so it is an
initial condition for pPosUos . Then this data must satisfy compatibility conditions at the corner
x0 = −t0, x0 = −t0/ε, xd = xd = 0 (cf. [8,18]). However our choice of space (E) in the middle
scale implies that the profiles U0ξ are determined either globally in Rd+1 or in Rdx′ . So they do
not solve mixed boundary value problem on this scale and compatibility conditions should not
appear on this scale.
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scale so one must solve the compatibility conditions on this scale in a way which makes them
also true on the middle scale. Finally note that choosing an initial data vanishing at infinity at
xd = 0 implies that the whole compatibility conditions are satisfied.
Next, the profiles Uj , j  1, are determined through the equations:
(1 − P)Uj = Q(Fj−2 −L1(∂x)Uj−1 −L1(∂x)Uj−2),
PiL1(∂x)PU
j = Pi(Fj−1 −L1(∂x)Uj−1 −L1(∂x)(1 − P)Uj ),
Pos
[
L1(∂x)−L1(∂x)QosL1(∂x)
]
pPosUj
= pPos
{
F
j
os −L1(∂x)(1 − Pos)Uj −L1(∂x)Qos
[
F
j−1
os −L1(∂x)Uj−1
]}
,
TUj = 0.
The initial condition for Uj reads
pPosUj|
x0=−t0,x0=−t0/ε,X0=−t0/ε2
= Ij,ε,
with Ij,ε ∈ I s−j,ε(Λ0).
Theorem 25. Let s − n > d/2, suppose given a finite module Λ0 satisfying Assumption 20
and a sequence of initial data (Ij,ε)jn ∈ I s−j,ε(Λ0) vanishing at z = 0 at infinite order,
then there are c, t > −t0, a unique leading term U0 ∈ Ps(Ωt,Λ0), t < t and for all j ∈ N
a unique Uj ∈Ps−j (Ωt,Λj ) satisfying the cascade of Cauchy problems associated to (14) with
Λj ⊃N (Λj−1) finite. If t < ∞ then there is a ξ such that
lim
t→t
∥∥U0ξ ∥∥L∞(Rd+×Rd ) = +∞.
This theorem is proved by recurrence in Section 5. Let us summarise the main steps.
Looking for solutions satisfying the ansatz (55) one can write Uj = (1 − P)Uj + PevUj +
pPosUj . First one determines (1 − P)Uj from the microscopic equation. Next, one expresses
the outgoing part of pPosUj (t = 0) with the initial data and then one gets pPosUj (t), t < t∗ by
solving a problem on the slow scale. This problem is in fact a set of independent systems each of
which involving nonlinearly coupled Schrödinger equations related to one characteristic speed
(see Section 5.2.1). We point out that thanks to the ansatz the nonlinearity involves only the
outgoing part of pPosUj .
One then gets a boundary value which enables to solve the boundary equation in terms
of the incoming waves: PevUj (xd = 0, xd = 0,Xd = 0) and the incoming hyperbolic part of
pPosUj (xd = 0, xd = 0,Xd = 0). One finally gets PevUj thanks to the microscopic equation
and lastly the incoming hyperbolic part of pPos exactly as the outgoing part of pPosUj .
Finally one must check the ansatz: (pi − p)Uj = 0, j  n. This is achieved by using Assump-
tion 20 (see Lemma 40).
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As the initial system (10) is characteristic one must consider spaces with nonhomogeneous
regularity as in [8]. So as in [20] introduce the tangential spatial Sobolev spaces:
Hmtan
(
Rd+
)= {u ∈ L2(Rd+): ∂m11 . . . ∂md−1d−1 u ∈ L2 m1 + · · · +md−1 m}.
Then the Cm-tangential spaces are
T m
([0, t∗] × Rd+)= ⋂
rm
Cr
([0, t∗],Hm−rtan (Rd+)).
Then, as it is known for maximal dissipative characteristic boundary problems with constant co-
efficients one can easily get estimates in T m. But since the boundary is characteristic, in general,
one can not fully express the normal derivative through the equation. Following [8], the natural
estimates require two tangential derivatives for one normal derivative. This leads to introduce the
spaces for m even
Emsp
(
Rd+
)= {u: ∂kxd u ∈ Hrtan(Rd+) for 2k + r m}.
Then the Cm-space
Em
([0, t∗] × Rd+)= ⋂
rm
Cr
([0, t∗],Em−rsp ).
These spaces are equipped with the obvious norms.
To prove the stability of the WKB expansion we take into account the fast oscillations by tak-
ing weighted norms: in the definitions above, we replace the tangential derivatives ∂x0 , . . . , ∂xd−1
by ε∂x0 , . . . , ε∂xd−1 and the normal derivative ∂xd by ε2∂xd . This changes the space. We denote
them and the related norms as before by including the superscript ε. For instance
∥∥u(t)∥∥
Em,ε([0,t∗]) =
∑
2αd+|α′|m
ε2αd+|α′| sup
t∈[0,t∗]
∥∥∂αx u(t, ·)∥∥L2(Rd+). (64)
We get the following theorem for the convergence.
Theorem 26. Let n,m = s − n even and M such that m> (d + 1)/2, M  n and s m+M +
d + 2.
Let eε(x′′) =∑ln εlI l,ε(εx′′, x′′, x′′/ε)+ εMgε(x′′) with I l,ε ∈ I s−l(Λ0) as in Theorem 25
and gε ∈ Hm(Rd), vanishing up to order m at z = 0.
Then there is a t  t, independent from ε such that for all t < t/ε there is an r ∈ Em,ε such
that uε(x) =∑ln εjUj (εx, x, x/ε)+ εMrε(x) solves (10).
Remark 27. From Assumption 7, the profiles solve noncharacteristic scalar equations so that the
natural spaces are Sobolevs’.
The time of existence is, as expected, in O(1/ε) with respect to the middle variables t but
may not be positive. This would mean no “physical” reflection.
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4.1. Properties of E s
We first give the essential properties of E s .
Lemma 28. For u ∈ E s , s > (d + 1)/2 the decomposition u = u˜+ ˜˜u is unique.
Proof. Indeed suppose u = u˜1 + ˜˜u1 = u˜2 + ˜˜u2.
Suppose u1 = 0 so consider a speed v′p and set x′ = x′0 + v′pz. Then express
u
(
x′0 + v′pz, z
)=∑
j
U1j
(
x′0 +
(
v′p − v′j
)
z
)+ ˜˜u1(x′0 + v′pz, z) −→z→∞U1p(x′0).
And using the second expression
u
(
x′0 + v′pz, z
) −→
z→∞
{
0 if v′k = v′p, ∀k,
U2q (x′0) if ∃q such that v′q = v′p.
This entails U j = 0, Uk = 0, ∀j, k, except for the (p, q) such that v′p = v′q . Thus ˜˜u
1 = ˜˜u2. 
Then we give a lemma for nonlinear estimates.
Lemma 29. Let s > (d + 1)/2 and u1, u2 ∈ E s and note w = u1u2. Define w˜(x) =∑
(α,β)∈F U1,α(x′ − v′αz)U2,β(x′ − v′βz) for a finite set F where v′α = v′β . Set ˜˜w = w − w˜. Then
‖ ˜˜w‖Γ σ  C
(‖u1‖L∞,‖u2‖L∞)‖u1‖Es‖u2‖Es , ∀σ < s − 1/2.
Proof. We review the different terms involved in ˜˜w:
(1) From [4] as s > (d + 1)/2, Γ s(Rd+1+ ) is an algebra and ˜˜u1 ˜˜u2 ∈ Γ s(Rd+1+ ).
(2) Let show that if v′α = v′β then U1,αU2,β ∈ Γ σ (Rd+1+ ). For the sake of readability we note
a = U1,α and b = U2,β . It is sufficient to prove
〈x〉γ ∂p
x′a∂
q
x′b ∈ L2(Rd), |p| + |q| + γ  σ.
Then note Dpa =< x′ − v′αz >s−|p| ∂px′a,∥∥∥∥ 〈x〉γ〈x′ − vαz〉s−|p|〈x′ − vβz〉s−|q|DpaDqb
∥∥∥∥
L2(Rd+1+ )

∥∥Hθp,q(x)Q(x)γ θDpa∥∥L2s/j (Rd+1+ )∥∥H 1−θp,q (x)Q(x)γ (1−θ)Dqb∥∥L2s/m(Rd+1+ ),
where 0 θ  1, j+m = s, Hp,q(x) = 1〈x′−vαz〉s−|p|−γ 〈x′−vβz〉s−|q|−γ and Q(x) = 〈x〉〈x′−vαz〉〈x′−vβz〉 .
Thanks to the symmetric role of p,q one can suppose s − |p|  s − |q| then Hp,q(x) 
1
s−|p|−γ . It entails that Q is bounded.〈x〉
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∥∥Hθp,q(x)Q(x)γ θDpa∥∥L2s/j (Rd+1+ ) 
∥∥∥∥ 1〈x〉θ(s−|p|−γ )Dpa
∥∥∥∥
L2s/j (Rd+1+ )
.
Make the change of variable x˜′ = x′ − vαz in the first integral:
∥∥∥∥ 1〈x〉θ(s−|p|−γ )Dpa
∥∥∥∥2s/j
L2s/j
=
∫
x˜′
∣∣Dpa(x˜′)∣∣2s/j ∫
z
1
〈(x˜′ + vαz, z)〉2sθ(s−|p|−γ )/j . (65)
The last integral is bounded iff 2sθ(s − |p| − γ )/j > 1 and this uniformly in x˜′. The integral on
x˜′ is bounded for j  |p| thanks to the Gagliardo–Nirenberg inequality in [4].
Applying the same for the other integral leads to 2s(1 − θ)(s − |p| − γ )/m > 1. Thus
s − |p| − γ > 12s max{j/θ,m/(1 − θ)} 1/2. Hence γ + |p| < s − 1/2 which means that one
loses 1/2 derivative.
(3) The same analysis shows that u˜1 ˜˜u2 ∈ Γ σ (Rd+1+ ), σ < s − 1/2 (with the difference that
there is no condition coming from ˜˜u2). 
4.2. Proof of Theorem 19
To show Theorem 19 one first makes a Fourier mode by mode analysis. One has to solve
Xξ(∂)π(ξ)uξ = π(ξ)Gξ in Rd+1+ , uξ ,Gξ ∈ E∞(Λ). (66)
As in the introduction we separate the transports from the global decreasing part. This is done
through the operator pi (ξ):
Xξ(∂)p(ξ)π(ξ)uξ = 0 = p(ξ)π(ξ)Gξ ,
Xξ (∂)
(
pi − p(ξ))π(ξ)uξ = (pi (ξ)− p(ξ))π(ξ)Gξ ,
Xξ (∂)
˜
π(ξ)uξ = ˜π(ξ)Gξ .
The first equation gives the first compatibility condition of Theorem 9.
The second equation requires a compatibility condition given in the lemma:
Lemma 30. Let f ∈ Γ s(Rd). The equation
(∂z + v′∇x′)u = f (x′ −w′z), v′ = w′,
has a unique solution u(x) = U(x′ −w′z), U ∈ Γ s(Rd), iff
jv,wf =
∞∫
−∞
f
(
x′ − (w′ − v′)z)dz = 0.
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z→∞ 0. It reads
jv,wf = 0.
(2) Conversely we show that if jv,wf = 0 then there is a unique U ∈ Γ (Rd) such that u(x) =
U(x′ −w′z).
Set a(x) = u(x′ + v′z, z). Then ∂za(x′, z) = f (x′ − (w′ − v′)z). Since f ∈ Γ s(Rd) and
v′ = w′, U(x) = ∫ z−∞ f (x′ − (w′ − v′)s) ds converges for all x.
Thus one can look for a(x) = a0(x′)+
∫ z
−∞ f (x
′ − (w′ − v′)s) ds where limz→−∞ a(x′, z) =
a0(x′).
But from the assumption jv,wf = 0, limz→+∞ a(x′, z) = 0, ∀x′ ∈ Rd . Thus a0 = 0 and
u(x) = U(x′ − v′z, z).
Then note that U(x − v′z, z) = U(x′ −w′z) with U(x′) = ∫ 0−∞ f (x′ − (w′ − v′)s) ds.
To complete the proof it remains to show that U ∈ Γ s(Rd).
Set Dpx = (∂x, 〈x〉)p and remark Dsx′U =
∑
αs
∫ 0
−∞〈x′〉α∂s−αx′ f (x′ − δ′s). Thus one needs
only show the convergence of ‖ ∫ 0−∞〈x′〉α∂s−αx′ f (x′ − δ′s) ds‖L2(Rd
x′ )
.
Then set δ′ = (δ1, δ˜) = w′ − v′, and suppose δ1 = 0. One has
∥∥∥∥∥
0∫
−∞
〈x′〉α∂s−α
x′ f (x
′ − δ′s) ds
∥∥∥∥∥
L2(Rd
x′ )
= 1
δ1
∥∥∥∥∥
x1∫
−∞
〈x1, y˜ − x1δ˜/δ1〉αg(u, y˜) du
∥∥∥∥∥
L2(Rd
x1,y˜
)
where u = x1 − δ1s, x′ = (x1, x˜), y˜ = x˜ + x1δ˜/δ1 and g(u, y˜) = ∂s−αx′ f (u, y˜ − δ˜/δ1u). One can
check that g ∈ Γ α(Rd).
The crucial observation is that from assumption jv,wf = 0,
∫ x1
−∞ g(u, y˜) du =
− ∫∞
x1
g(u, y˜) du. Thus it is sufficient to show the convergence of the previous integral in
L2(R+x1 × Rd−1y˜ ).
Next using that |u|  |x1| allows to replace the weight by 〈u, y˜ − x1δ˜/δ1〉. Then using the
Cauchy–Schwartz inequality gives
x1∫
−∞
〈u, y˜ − x1δ˜/δ1〉αg(u, y˜) du
x1∫
−∞
1
u2p
du
0∫
−∞
∣∣up〈u, y˜ − x1δ˜/δ1〉αg(u, y˜)∣∣2 du.
Replacing g by its definition shows the second integral depends on y˜ − x1δ˜/δ1 which by integra-
tion over Rd−1
y˜
does not depend on x1. Lastly
∥∥∥∥∥
x1∫
−∞
〈x1, y˜ − x1δ˜/δ1〉αg(u, y˜) du
∥∥∥∥∥
L2(Rd
x1,y˜
)

∫
x10
x1∫
−∞
1
u2p
du‖f ‖Γ s+p(R−×Rd−1).
Take p > 1 for the first double integral to be convergent. 
Lastly for the third equation we have the following lemma.
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to Γ σ (Rd+1+ ), σ < s − 1. It reads
u = −
∞∫
z
f
(
x′ − vα(z− s), s
)
ds. (67)
Proof. One makes the change of variable uˇ = u(x′ + v′z, z) so the equation writes
∂zuˇ(x
′, z) = f (x′ + v′z, z).
Next one shows that
∫∞
z
f (x′ − v′(z− s), s) ds ∈ Γ s(Rd+1+ ),
〈x〉γ
∞∫
z
∂
q
x f
(
x′ − v′(z− s), s)ds = ∞∫
z
〈u+ v′z, z〉γ ∂qx f (u+ v′s, s) ds,
where u = x′ − v′z. Then note for s  z there is a constant C such that 〈u+v′z,z〉〈u+v′s,s〉  C. Then using
the Cauchy–Schwarz inequality
∞∫
z
〈u+ v′z, z〉γ ∂qx f (u+ v′s, s) ds 
∥∥∥∥ 1〈(u+ v′., .)〉δ
∥∥∥∥
L2([z,∞[)
(68)
× ∥∥f lγ+δ,ξ (u+ v′., .)∥∥L2([z,∞[) (69)
with the notation f lγ+δ,q(x) = 〈x〉γ+δ∂qx f (x).
At last note that 1〈u+v′s,s〉 
c
〈s〉 . Gathering the results
∥∥∥∥∥〈x〉γ
∞∫
z
∂ξx f
(
x′ − v′(z− s), s)ds
∥∥∥∥∥
L2x

∥∥f lγ+δ,ξ∥∥L2
u˜,s
∫
z0
∞∫
s=z
c
〈s〉2δ ds. (70)
The first norm exists if γ + δ + |ξ | s and the double integral exists if δ > 1. 
We prove a lemma of restriction to Rd of function lying in Γ ∞(Rd+1+ ).
Lemma 32. Let u ∈ Γ s(Rd+1+ ). Then u|xd=0 belongs to Γ σ (Rd), σ < s − 3/2.
Proof. We prove a little more general property: let κ be a hyperplane in Rd+1 with normal ν and
consider v = u|κ . We show that v ∈ Γ σ (Rd), σ < s − 1/2. One has
∥∥〈x′〉α∂q
x′v
∥∥
2  c
∥∥∥∥〈x′〉α
∫
s∈R
(ν · ∇)∂q
x′u(s) ds
∥∥∥∥
2

∥∥∥∥ 1〈x′〉δ
∥∥∥∥
L2(Rd )
∥∥〈x′〉α+δ(ν · ∇)∂q
x′u
∥∥
L2(Rd+1+ )
.
This is bounded iff δ > 1/2 and α + δ + |q| s. So α + |q| < s − 1/2. 
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We expand the solution:
uε =
n∑
j=0
εnUj (εx, x, x/ε)+ εMv(x) = Unapp(εx, x, x/ε)+ εMvε, (71)
uε|t=0 =
∑
ln
εlI l (εx′′, x′′, x′′/ε)+ εnr(x′′) = In,εapp + εnrε. (72)
We plug (71) into (10) and obtain
Lε(∂)uε − f (uε) =
[
Lε
(
ε∂x + ∂x + 1
ε
∂X
)
Unapp + εMLε(∂)vε
]
x=εx,X=x/ε
− f (uε).
Equating to zero the coefficients of the expansion gives
(
P 0
)⎧⎪⎨⎪⎩
L(∂X)U
0 = 0,
T U0 = 0, z = z = 0,
(pU0)|t=−t0, t=−t0/ε,T=−t0/ε2 = I0,ε,
(
P 1
)⎧⎪⎨⎪⎩
L(∂X)U
1 +L1(∂x)U0 = 0,
T U1 = 0, z = z = 0,
(pU1)|t=−t0, t=−t0/ε,T=−t0/ε2 = I1,ε,
(
P j+1
)⎧⎪⎨⎪⎩
L(∂X)U
j+1 +L1(∂x)Uj +L1(∂x)Uj−1 = Fj−1,
T Uj+1 = 0, z = z = 0,
(pUj+1)|t=−t0, t=−t0/ε,T=−t0/ε2 = Ij+1,ε.
5.1. Construction of the leading profile
(A) First we analyse the microscopic equations:
(1) Consider the first equation in (P 0). From Theorem 9 there holds U0 = PU0.
(2) Consider the first equation in (P 1). From Theorem 9 this equation has a solution in P ⊃ Ps
if and only if PiL1(∂x)PU0 = 0. The solution then reads U1 = PU1 −QL1(∂x)PU0. Fourier
decomposing the compatibility condition on Λ0 satisfying Assumption 23 gives
Xξ(∂x)U
0
ξ = 0. (73)
From Theorem 19, PosU0 = piPosU0 and as we look for U0 satisfying ansatz (23) PosU0 =
pPosU0.
(3) Consider the first equation in (P 2). Again from Theorem 9 this equation has a solution if
and only if Eq. (41) holds.
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From Theorem 19, Eq. (41) has a solution iff jG0 = 0 and pG0 = 0 with
G0 = Pos[−L1(∂x)+L1(∂x)QL1(∂x)]PosU0 + PosF 0.
(1) Consider the first compatibility condition jG0 = 0. This equation only involves
(pi − p)G0 = (pi − p)F 0. We next show that under Assumption 20 this quantity vanishes so
that the compatibility condition is satisfied.
Lemma 33. Let Λ ∈ Rd+1 ∩ charL and (Uα)α∈Λ a (finite) family of profiles in E∞(Λ). Suppose
that Assumption 20 is satisfied.
Then for all ξ ∈ Λ and for all k-uplet (Uα1 , . . . ,Uαk ) with k odd and
∑
1jk αj = ξ there
holds (pi (ξ)− p(ξ))∏1jk Uαj = 0.
Proof. Uαj ∈ E(Λ) writes Uαj (x) =
∑
β∈Λ Uαj ,β(x′ − v′βz)+ (1 − pi (αj ))Uαj (x).
Then from Lemma 29 the product belongs to E(Λ). It writes:
Pξ (x) :=
∏
1jk
Uαj (x) =
∑
γ∈Λ
Pξ,γ
(
x′ − v′γ z
)+ ˜˜P ξ (x),
where Pξ,γ (x′) =∑β1,...,βj∈Λ∏1jk Uαj ,βj (x′), v′β1 = · · · = v′βk = v′γ . From Assumption 20
for v′ξ = v′γ one has Pξ,γ = 0. Thus (pi (ξ)− p(ξ))Pξ (x) =
∑
v′γ =v′ξ Pξ,γ (x
′ − v′γ z) = 0. 
(2) Then consider the second compatibility condition pG0 = 0. This equation involves the
second-order operator PosL1(∂x)QL1(∂x)Pos which is described in [4, Proposition 3.2] that
we recall:
Proposition 34.
PosL1(∂x)QosL1(∂x)Pos = iRos(∂x)Pos
where Ros(∂x) decomposes on Psos into Ros(∂x)U =
∑
ξ R(ξ)(∂x)Uξ where R(ξ)(∂x) is a
second-order scalar operator.
Definition 35. Let R(ξ)(∂ ′x) be the operator defined on Γ ∞(Rd) by (Rξ (∂x′)Uξ ) ◦ h =
Rξ (∂x)(Uξ ◦ h), h : (x′, z) → x′ − v′ξ z.
Then define Ros similarly as Xos on pPosPs(Ωt,Λ) by
RospPosU =
∑
ξ∈Λ
Rξ (∂x′)π(ξ)Uξ eiξX.
So p(ξ)G0ξ = 0 writes[
X(∂x)+ i2R(ξ)(∂x′)
]
U0ξ (x, x′) = p(ξ)π(ξ)F 0ξ (x, x′), ξ ∈ Λ0. (74)
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Here we use the fact that the outgoing modes and the incoming modes are completely decou-
pled in Eqs. (74). Let introduce the projectors
p+ :=
∑
ξ∈O
p(ξ)π(ξ), p− :=
∑
ξ∈I
p(ξ)π(ξ),
on the outgoing and incoming modes.
5.3. Solvability of the outgoing modes
The outgoing modes are solutions to Cauchy problems. So we construct the initial data
U0ξ (t = −t0), ξ ∈O ∩Λ0 for Eq. (74) from the initial value Iε,0ξ ∈ I s,ε .
Lemma 36. The Cauchy problem
Xξ(∂x)Uξ = 0, Uξ (t = 0) = Iεξ , ξ ∈O,
has a unique solution Uξ = Uξ (x′ − v′ξ z) with Uξ ∈ Γ ∞(Rd).
Proof. For the sake of readability we drop the subscript ξ .
Set v′ = (1, v1 . . . , vd)/vd . Then, let hεv :Rd → Rd be the isomorphism defined by
hεv(x
′) = (x′′ − vt)|z=0 − vt0/ε,
(
hεv
)−1
(x′′) = (x′ − v′z)|t=0 −
(
t0/ε,0
)
.
There holds hεv(x′ − v′z)− hεv(0) = x′′ − vt .
Let us set
U = Iε ◦ (hεv − hεv(0)).
Then u(x) = Iε(x′′ − vt) = U(x′ − v′z) and since Iε ∈ Γ shεv(0)(Rdx′′) then U ∈ Γ s(Rd). 
Now one solves the Cauchy problem for Eq. (74) for p+U0.
Lemma 37. Let s > d/2 and suppose given an outgoing polarized initial data: I+ ∈ I s,ε(Λ0),
then there is a t+ and a unique p+U0 ∈ Ps(Ωt,Λ0), t t−, satisfying the Cauchy problem with
(74) for the outgoing modes.
Proof. (74) is a nonlinearly coupled system and it decomposes into smaller problems Pξ com-
bining only the modes propagating at speed vξ . From Assumption 23 this set is finite.
Each profile involved in Pξ is a function of the variables x, x′ − vξ z. Denoting by Oξ(w) the
operator e−Rξ (∂x′ )w , the solution reads
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+
t∫
0
Oξ(t − s)p(ξ)π(ξ)F 0ξ
(
s, x′′ − vξ (t − s), x′
)
ds, t tξ .
For an energy estimate one must first notice Oξ(t) maps Γ s(Rd) into Γ s(Rd) boundedly with a
bound equal to C(s)ecξ t where cξ is a constant (cf. [4, Lemma 4.2]). Then one takes the Xs norm
of the previous equation
∥∥U0ξ (t)∥∥Xs  C(s)ecξ t∥∥I˜0,εξ ∥∥Xs + c√t
t∫
0
ecξ (t−σ)
∥∥p(ξ)π(ξ)F 0ξ (σ )∥∥Xs dσ.
And since in Hs,Γ q the interpolation inequalities are valid one has the Gagliardo–Nirenberg
inequality
∥∥∂l1x′′(〈x′〉, ∂x′)l2U∥∥L2s/ l (Rd×Rd )  C‖U‖1−l/sL∞(Rd
x′′×Rdx′ )
‖U‖l/sXs
where l1 + l2  l, l1  s. And since F 0(0) = 0,∥∥F 0(U)∥∥
Xs
 C
(‖U‖∞)‖U‖Xs .
Then setting N0(t) =∑β∈Pξ ‖U0β(t)‖Xs we get
N0(t) c1ec2tN0(0)+ c3
√
t
t∫
0
ec4(t−s)C
(‖U‖0L∞)N0(s) ds.
So one can use Picard iterates to solve Pξ in the Banach algebra Xs and find a time existence tξ .
Then by a Gronwall argument one gets a bound for ‖U0ξ (t)‖C0([0,t];Xs) which depends on
supt ‖U0ξ (t)‖L∞(Rd+×Rd ). This supremum does not depend on s hence neither does tξ . When the
supremum tends to infinity the solution stops existing. This gives the explosion criterion of The-
orem 25. Lastly use Eq. (74) repeatedly to see that ‖U0ξ ‖E˜s (Ωt) < ∞, ∀t < tξ .
Then set t+ = minα∈O∩Λ0 tα . 
5.4. Solvability of the incoming modes
Next we show the well-posedness of the boundary value problem associated to Eq. (74) for the
incoming modes. We need to solve the boundary problem TPU0 = 0. Writing PU0 = p+U0 +
p−U0 + PevU0 one gets the convenient form
Tp−U0 + TPevU0 = −Tp+U0.
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satisfying Assumption 5:
T−1os
(
ξ ′, ξd
)
, T−1ev (ξ ′) :Pb → Pb, ξd ∈ I,
so that one gets PevU0|z=z=Z=0 = T−1ev (ξ ′)(−Tp+U0). This value is smoothly extended to all z, z.
Next p−U0|z=z=0 = T−1os (ξ ′, ξd)(−Tp+U0) is extended to all z through x′ − v′z.
Thanks to the previous lemma p+U0|z=0 is known for all t < t
+
. We note B = p−U0|z=0 . Since
B only involves terms of kind p+U0|z=0 whose initial value vanish at the boundary, it vanishes at
t = −t0.
We get the following result for the boundary problem associated to Eq. (74).
Lemma 38. Let s > d/2 an integer . Then there is a t−  t+ and a unique p−U0 ∈ P−os ∈
Ps(Ωt,Λ0), t t− with boundary value B and whose profile U0ξ ∈ Y s satisfies[
Xξ(∂x)+ i2Rξ (∂x′)
]
U0ξ = p(ξ)π(ξ)F 0ξ ,
U0ξ (z = 0) = Bξ , ξ ∈ I, t < t−,
U0ξ (t = −t0) = 0. (75)
Proof. The proof is almost the same as for the previous lemma except that we get an energy
estimate in z instead of t.
We thus need to re-express the energy estimate so as to perform Picard iterates. We cannot
simply say there is an energy estimate in z exactly as in the previous lemma concerning t and
recall z t+vz. Indeed, the common space Y s is designed for a time description.
We recall the notation vξ = (vy, vz), v′ξ = (1, vy)/vz with vy = (vy1 , . . . , vyd−1).
Then for z t+vz, U0ξ solves a Schrödinger equation in z. Let J1 = ‖U0ξ ‖Hs(Rd−1×[0,vξ,zt])×Γ s
and J2 = |U0ξ ‖Hs(Rd−1×]vξ,zt,∞[)×Γ s . Because of the vanishing initial data J2 = 0, then
J1 =
∥∥∥∥∥
z∫
0
Oξ(z − s)p(ξ)π(ξ)F 0ξ
(
x′ − v′ξ (z − s), s, x′
)
ds
∥∥∥∥∥
L2(y,zvξ,zt,x′)
,
which can be estimated in terms of t: set u = (z − s) and b = y − v′ξ,yu,
J1  c
vξ,zt∫
z=0
z∫
u=0
√
zeu
∥∥p(ξ)π(ξ)F 0ξ (t − u/vz, ., z − u, .)∥∥L2(b,x′) dudz,
using
√
z
√
vξ,zt and switching the integrals it is majorized by
c
√
vξ,zt
vξ,zt∫ vξ,zt∫
eu
∥∥p(ξ)π(ξ)F 0ξ (t − u/vz, ., z − u, .)∥∥L2(b,x′) dzdu.u=0 z=0
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a = z − u and we set r = t − u/vz. One finally gets the bound
c
√
vξ,zt
t∫
r=0
evξ,z(t−r)
∥∥p(ξ)π(ξ)F 0ξ (r, .)∥∥L2(b,a,x′) dr.
Thus one gets an estimate for all z  0 (for z  vξ,zt, U0 = 0) and one can perform time
Picard iterates as in Lemma 37. Similarly the solution lies in Y s , for all t < tξ .
Let t− = minα∈I∩Λ0 zα .
Setting t = min(t−, t+), from the previous two lemmas one has U0 ∈Ps(Ωt,Λ0), ∀t < t. 
5.5. Construction of the other profiles
We explain how to construct U1 and more generally the next profiles solving the cascade of
problem (P j ). Let us call Ej the first equation in (P j ) and write Pos(Ej ) PosL1(∂x)PosUj−1 =
Rj ((41) illustrates this with Pos(E2)).
Theorem 39. Let U0 be determined as above and let (Ij,ε)1jn ∈ I s−j,ε(Λ0) be a sequence
of data. Then under Assumption 20 there is a unique solution Uε =∑jn εjUj to the cascade
of problem (P j )jn+2 satisfying the ansatz (55) where each profile belongs to Ps−j (Ωt,Λj ),
∀t < t with Λ1 = Λ0 and Λj ⊃N (Λj−1) finite.
Proof. In the proof we first construct the profiles U1 and Uj , j > 1, solving (1 − Pi )(Ej ),
(1 − pi )Pos(Ej+1), pPos(Ej+2) together with the initial and boundary condition of (P j ). 
Next we give a lemma stating that such a construction satisfies the remaining equations that
is (pi − p)Pos(Rj ), ∀j  n.
5.6. Construction of U1
(1) First solve the microscopic equation, (1 − Pi )E1: (1 − P)U1 = −QL1(∂x)U0. Note that
QosL1(∂x)U0os = 0. Also remark (1 − P)U1 ∈ Ps and specU1 = Λ0.
(2) Next solve the global decreasing part of equation PiE2 = PosE2 (see (41)). Taking
(1 − pi )PosE2 one gets ˜˜U1 = q
˜
PosF 0.
(3) Lastly determine pPosU1 and PevU1 from the initial and boundary conditions and using
PosE3. Indeed Theorem 19 gives the first solvability condition pPosR3 = 0. It gives(
X(∂x)+ iRos(∂x)
)
pPosU1 = pPos
(
F 1 −L1(∂x)F 0
)+ 2K(∂x, ∂x)U0
− X(∂x) ˜˜U1 +K(∂x, ∂x)
( ˜˜
U1 − QL1(∂x)U0
)
,
where K(∂x, ∂x) is a second-order linear operator defined on Ps . Contrary to the nonlin-
ear Schrödinger equation for the leading term this equation is linear in U1. Since U1 is
constructed so as to satisfy the ansatz (55), pPosF 1 only depends on pU1. Thus, for each
characteristic velocity v, there is a linear system involving U1ξk , k < ∞, where vξk = v, ∀k.
Thus one solves this equation as for the leading term (except that it is linear).
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middle scale equation
p(ξ)U1ξ
(
t = −t0, x′′, x)= I1,εξ (t = −t0, x′′, x′′ − vξ t)
= U1ξ
(
t = −t0, x′′, x′ − v′ξ z
)
, ξ ∈ Λ1 ∩O,
and a linear version of Lemma 37 gives p(ξ)U1ξ for all t t+.
(b) Then determine the incoming modes from the boundary condition.
Next the boundary data at the slow scale for p−U1 is given through the middle variable
x′ − v′ξ z and do not involve (pi − p)U1, so it reads
p(ξ)U1ξ (x
′, z = 0, x) = −T−1os (ξ)T(ξ ′)
((
1 − P(ξ ′))U1(x′, z = 0, x′ − v′ξ z)
− Pos+(ξ ′′)U1
(
x′, z = 0, x′ − v′ξ z
)
− ˜˜U1(x′, z = 0, x′ − v′ξ z, xd = 0)), ξ ∈ Λ1 ∩ I.
It is defined for all t  t+. From Lemma 33, ˜˜U1(xd = 0) ∈ Γ ∞(Rr ) and vanishes infi-
nitely at the corner t = z = 0.
One thus solves the transport-Schrödinger equation with those boundary data which
vanish up to order m at t = 0 thus compatible with the null initial data.
Because of K(∂x, ∂x)U0 , pPosU1 ∈ Y s−1, and thanks to linearity (of F 1 with respect to U1),
the time existence is also t.
(4) Then Pev(ξ ′)U1ev,ξ ′(x, x,Xd) is determined from the boundary value U1ev,ξ ′(x′, x′,Xd = 0)
involving outgoing profile lying in Y s(Rd−1) as a Schwartz extension to all z 0, z.
5.7. Construction of Uj
The same approach applies though some modifications occur:
(1) First (1 − Pi )Ej gives (1 − P)Uj = −Q(F j−2 + L1(∂x)Uj−1 + L1(∂x)Uj−2). Thus
(1 − P)Uj ∈Ps−j+1.
Then spectUj = spect F j−2 = Λj−1′: there are new higher tangential harmonics created
by Fj−2. Thanks to Assumption 24 there is a finite module Λj constructed on specosF j−2
and stable in the sense of (62). So specosUj ⊂ Λj .
(2) Next PosEj+1 reads
PosL
1(∂x)PosU
j = PosF j−1 − SchPosUj−1 + PosH
(
Uk
)
kj−2,
where H(Uk)kj−2 = L1(∂x)(1 − Pos)Uj−1 +L1(∂x)Qos(F j−2 +L1(∂x)Uj−2).
(3) Then (1 − pi )PosEj+1 gives ˜˜Uj = q ˜Rj+1.
(4) Next we determine pPosUj from PosEj+2 exactly as for U1. We find U jξ ∈ Y s−j , and thanks
to linearity (of Fj w.r.t. Uj ), the time existence is also t.
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Lemma 40. Let Uε be constructed as previously. Then the equations (pi − p)Pos(Ej ), ∀j  n,
are true.
Proof. Since Uj was constructed satisfying the ansatz, one just need to check
(pi − p)Pos(Rj ) = 0.
First note this equation only involves the polarizations PosUk , k  j . Then all linear expres-
sions (L1(∂x),R(∂x)) preserve the ansatz so they are killed by the projector. Thus one needs only
to check (pi − p)PosF j = 0 which is true from Lemma 33. 
Remark 41. Remark that Assumption 20 is fundamental in this construction. In fact it is
sufficient to the construction: indeed if Uj satisfies the ansatz (55) then one can check that
(pi − p)PosRj+1 = 0 so Xos(pi − p)PosUj+1 = 0 and Lemma 30 implies (pi − p)PosUj+1 = 0.
This shows the propagation of the ansatz.
6. Convergence
Here we prove Theorem 26.
In the last section we have found a WKB approximation for a three scale solution
Unapp(ε, εx, x, x/ε) =
∑
jn ε
jUj of (10). We have shown the profiles satisfy a Schrödinger
equation each involving a global middle variable x′ − v′z.
However the initial condition en,εapp = In,εapp(.ε, ., ./ε) is defined for z 0 and one has to extend
it for all z. Since it vanishes smoothly at z = 0, one keeps the same notation for the extension by
0 to z 0.
Plugging unapp = Unapp(εx, x, x/ε) into Eq. (10), we see that all the terms of order  n vanish.
Therefore
L(ε∂x)u
n
app − ε2f
(
unapp
)= εn+1gε, gε(x) = G(εx, x, x
ε
)
(76)
with G ∈ Ps−n−1([0, t∗]). Moreover, by construction there holds(
T Unapp
)
|xd=0,xd=0 = 0. (77)
Lastly one must remark the previous WKB construction modifies the initial data since the initial
data are that of pPunapp and there are the extra terms ei = (1 − pi )PosUnapp(t = 0, εx′′, t = 0, x′′,
T = 0, x′′/ε).
Now to see this WKB approximation is really close to the initial problem (10) we look for the
exact solution under the form uε = unapp + εMvε with initial condition eε = enapp + ei + εMrε .
The remainder vε is a solution to:
(R)
⎧⎪⎨
⎪⎩
Lε(∂x)v
ε = ε2(εn−M−1gε + F(unapp, εMvε)vε),
T vε = 0, z = 0,
vε(t = −t0/ε) = rε + ε−Mei
where F(u, v) = ∫ 1 ∂uf (u+ tv) dt .0
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flat up to order m at z = 0.
Now we show that ε−Mei is bounded.
Lemma 42. There is a constant cM independent from ε such that
ε−M
∥∥ei∥∥
Hm,ε(Rd+)
< cM sup
jn
∥∥(1 − pi)PosUj∥∥Ym+M+d+2 .
Proof. ei =∑ jn
ξ∈Λn
εj (1−pi (ξ))π(ξ)Uj,εξ |t=−t0,t=−t0/ε . It is then sufficient to show the inequality
for the leading profile. Note that a0ξ = (1 − pi (ξ))π(ξ)U0,εξ∥∥a0ξ (t = −t0, ε., t = −t0/ε, .)∥∥Hm,ε(Rd+)

∥∥∥∥∥
εt∫
b0=0
∫
bjεxj
1jd−1
εxd∫
bd=0
−t0/ε∫
t=−∞
1
|t |M |t |
M∂t∂b0 . . . ∂bd a
0
ξ (b, t, .) dbdt
∥∥∥∥∥
Hm,ε(Rd+)

∥∥∥∥∥
−t0/ε∫
t=−∞
1
|t |M |t |
M
∫
b0>0,bd>0
∫
bj∈R
1jd−1
∂t ∂b0 . . . ∂bd a
0
ξ (b, t, .) dbdt
∥∥∥∥∥
Hm,ε(Rd+)
 c sup
t−t0/ε
(
1
|t |
)M∥∥a0ξ∥∥Ym+M+d+2 ,
and supt−t0( ε|t| )
M  cεM .
Then for the convergence one needs to give an estimate of unapp in the inhomogeneous, ε-space
Em,ε (cf. (64)). 
Lemma 43. ‖unapp‖Em,ε  C‖Unapp‖Ym+d+1 .
For the convergence one can apply the results of [18]. However we recall the main steps.
6.1. Initialisation of the scheme
We suppose that nM m are given with m> d+12 even. We fix a C0 and we consider the
Cauchy problem for (76), (77) with initial data h ∈ Hm(Rd+), such that
‖h‖Hmε (Rd+)  C0, (78)
∂kxd h|xd=0 = 0, for k ∈ {0, . . . ,m− 1}. (79)
In a first step, we assume that
h ∈ C∞0
({xd > 0}). (80)
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⎪⎩
L(ε∂x)v
p+1 = ε(εn+1−Mrε + F(uεapp, εMvp)vp),
T vp+1|xd=0 = 0,
vp+1|t=0 = h.
(81)
As in [18] we initialise the scheme with v0 such that v0(t = 0) = h and (ε∂t )j v0, j  m, is
computed by using the equation. The existence and regularity results of [8,20] imply by induction
on p, that the scheme (81) defines for p  1 smooth solutions vp ∈ H∞([0, t∗] × Rd+), which
are flat at the corner. Then for all p the Taylor expansion of vp at t = 0 is that of v0.
6.2. Global energy bounds for the sequence
Proposition 44. There are ε0 > 0 and C such that for all ε ∈ ]0, ε0], h satisfying (78) (80), and
all p  0:
εM
∥∥vp∥∥
L∞([0,t∗/ε]×Rd+)  1, (82)
sup
t∈[0,t∗/ε]
∥∥vp(t)∥∥
Em,ε
C. (83)
This is a consequence of the linear following estimate (see [18]):
Lemma 45. For all even m ∈ N, there is a constant C such that for all smooth u satisfying
L(ε∂x)u = ε2f (u) there holds for t ∈ [0,1]:
∥∥u(t)∥∥
Em,ε
 C
∥∥u(0)∥∥
Em,ε
+Cε
t∫
0
∥∥f (s)∥∥
Em,ε
ds (84)
and a nonlinear estimates on the full system (R) (cf. [18]). Note the added ε in (84) in front of
the integral. Thanks to it one gets the supremum in (83) over [0, t∗/ε].
We next recall the main nonlinear estimate in [18]. It requires the definition of a new space:
for t > 0 and m an even integer, denote by F˜ m(t) the space of functions on ] −∞, t] ×Rd+ such
that ∂α′
x′ ∂
αd
xd u ∈ L2(] − ∞, t] × Rd+) for all |α′| + 2αd m.
Lemma 46. Suppose that G is a smooth function of its argument. For m> d+12 even, there is afunction C(·) from [0,+∞[ to R+ such that for all ε ∈ ]0,1] and all t ∈ [0, t∗], there holds for
all v and w in F˜ m(t)∥∥F(uεapp, εMv)w∥∥F˜ m,ε(t)  C(εM‖v‖L∞)(‖w‖F˜ m,ε(t) + εM‖w‖L∞(1 + ‖v‖F˜ m,ε(t)))
where the space F˜ m,ε(t) is a subset of functions of L2(] − ∞, t] × Rd+) and has associate
weighted norm
‖u‖
F˜ m,ε(t)
=
∑
2αd+|α′′|m
ε2αd+|α′′|
∥∥∂αx u∥∥L2(]−∞,t]×Rd+). (85)
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Proposition 47. For all ε ∈ ]0, ε0], and h satisfying (78) (80), the sequence vp converges in
Em(t∗/ε). The limit is the unique solution v of the Cauchy problem for the limit system in the
space Em(t∗/ε). It satisfies
sup
t∈[0,t∗/ε]
∥∥v(t)∥∥
Em,ε
 C (86)
where C depends only on the initial bound C0.
6.4. Relaxing hypothesis (80)
This is done by taking a sequence hν ∈ C∞0 (z > 0) which converges to a h satisfying (79).
Using the linear and nonlinear estimate one gets a Cauchy sequence in Em,ε for the related
sequence vν solution to (R). Since Em,ε is a Banach space one gets a limit v solution to the
Cauchy problem.
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Appendix A
Let us set in the one-dimensional case: d = 1 and take a cubic nonlinearity. Let consider the
equation for the third corrector
Xξ(∂)U
3
ξ = π(ξ)F 1
(
U2,U1,U0
)
ξ
,
U3ξ (z = 0) = 0.
This equation involves in particular the nonlinear term U2ξ |U0ξ |2 where
• U0ξ = f (t − v′ξ z) with f (r) = 1<r〉a , a > 0, where 〈r〉 =
√
1 + r2.
• U2ξ solves the remaining equation
Xξ(∂)U
2
ξ = (1 − Gξ )π(ξ)U1ξ
∣∣U0ξ ∣∣2,
U2ξ (z = 0) = 0
where U1ξ solves the remaining equation
Xξ(∂)U
1
ξ = (1 − Gξ )π(ξ)U0ξ
∣∣U0α ∣∣2 = π(ξ)U0ξ ∣∣U0α ∣∣2, α ∈ charL, v′α = v′ξ ,
U1ξ (z = 0) = 0.
(Indeed from [15, Lemma 6], GξU0ξ |U0α |2 = 0.)
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the average projector Gξ . Indeed the nonlinear term U2ξ |U0ξ |2 has no bounded image through
Gξ : limh→∞ ‖Ghξ U2ξ |U0ξ |2‖2 = ∞.
Proof. Up to a translation in the space of the group velocity one can suppose v′ξ = 0 so that
Xξ(∂) := ∂z and we note v′ = v′α − v′ξ .
Then since ∂zU0ξ = 0 we have Ghξ U2ξ |U0ξ |2 = |U0ξ |2Ghξ U2ξ with Ghξ U2ξ = |U0ξ |2Ghξ
∫ z
0 (1 −
Gξ )U1ξ . Then (1 − Gξ )U1ξ = U0ξ (1 − Gξ )|U0α |2 = U0ξ
∫∞
z
|U0α |2(t − v′s) ds. Indeed since U0α ∈
L2(R),
∫ z
0 |U0α |2(t − v′s) ds is convergent and the average operator takes the limit as z goes to
infinity.
Finally one has Ghξ U2ξ = |U0ξ |2U0ξ Ghξ
∫ z
y=0
∫∞
y
|U0α |2(t − v′s) ds dy.
Define F(x) = ∫∞
x
|f (s)|2 ds, F˜ (x) = ∫ x0 F(s) ds and F(x) = ∫ x0 F˜ (s) ds. Then one has
Gξ
(∣∣U0α ∣∣2U2ξ )= 1v′2h ∣∣U0ξ ∣∣4U0ξ
(−1
v′
(F(t − v′(z+ h))−F(t − v′z))− F˜ (t)).
The critical term is 1
v′2h |U0ξ |4U0ξ F(t − v′(z + h)) where F(x) ∼x→∞〈x〉
3−2a
. Taking the L2
norm with respect to t one gets
1
h
∥∥∣∣U0ξ ∣∣4U0ξF(.− v′(z+ h))∥∥2  1h∥∥1|t−v′z|<1∣∣U0ξ ∣∣4U0ξ F(.− v′(z+ h))∥∥2
∼
h→∞
1
h
( ∫
|t−v′z|<1
〈t − v′(z+ h)〉6−4a
〈t〉10a dt
)1/2
∼
h→∞ Ch
2−2a
where C depends on z which is fixed. Choosing 1/2 < a < 1 gives an unbounded limit. 
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