Water temperature measurements from Wivenhoe Dam of- ful precursor to a more formal statistical analysis.
W is of dimension (J 0 + 1)N × N , and the vector f W has (J 0 + 1)N elements 
The interpretation of k f W j k 2 is that it is the part of kXk 2 attributable to localized Fourier 104 coefficients associated with the frequency interval I j ; on the other hand, k f V J 0 k 2 is asso-105 ciated with the low-frequency interval I 0 . Letting X = P t X t /N represent the sample 106 mean of X, we can express its sample variance as
whereσ 2 j andσ 2 0 can be interpreted as sample variances associated with f W j and f V J 0 (the 108 nature of the wavelet transform is such that the sample mean of f V J 0 is X also, whereas
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mally the MRA follows from the fact that we can readily recover X from its MODWT coefficients f W via the synthesis equation
By an appropriate partitioning of both f W and f W, we can rewrite the synthesis equation says that we can interpret e S J 0 as the part of the MRA due to low-frequency fluctuations.
120
The components of an MRA are intended to capture distinct aspects of a time series and,
121
if proper care is taken, can be regarded as approximately pairwise uncorrelated. 
Wavelet analysis adapted for use with dam water temperatures
Two important physical drivers of dam water temperature time series can ultimately be traced to the daily rotation of the earth and to the revolution of the earth about the sun.
We seek an additive decomposition of the series with components that isolate diurnal and annual variations. Such a decomposition should facilitate analysis of water temperatures because we can then study their physically motivated components individually. Since ∆ = 2 hours here, the frequency intervals I 3 , I 2 and I 1 correspond to [0.75, 1.5], [1.5, 3] and [3, 6] cycles per day. Any purely periodic daily variation in a time series that is sampled every two hours can be expressed exactly with a Fourier decomposition involving a D R A F T June 15, 2010, 8:28am D R A F T constant and sinusoids with (at most) six frequency components, namely, the fundamental frequency f 1 = 1 cycle/day and its five harmonics f k = kf 1 , k = 2, 3, . . . , 6 cycles/day.
This fact suggests that, in a wavelet-based MRA, daily fluctuations are captured primarily in details e D 1 , e D 2 and e D 3 . On the other hand, the smooth e S 9 in a level J 0 = 9 MRA captures fluctuations that are lower in frequency than 1/(2 10 ∆) . = 4.3 cycles/year. Empirically, as shown in Fig. 2 , e S 9 is preferable to either e S 8 or e S 10 as a representation of interannual fluctuations: the former is arguably undersmoothed (containing fluctuations better ascribed to intra-annual variations), while the latter is somewhat oversmoothed (hence distorting the interannual fluctuations). With the choice of e S 9 , we can lump together the remaining details e D 4 , e D 5 , . . . , e D 9 in a level J 0 = 9 MRA into a component that captures frequency fluctuations lower than those associated with daily variations, but higher than those with annual variations, leading to the following the modified MRA: 
125
We can formulate an ANOVA corresponding to the DSA decomposition in two ways. An obvious approach is to just combine together the squared wavelet coefficients from each of the levels involved in forming the daily and subannual components; however, the statistical properties of such a combination are difficult to ascertain because we need to know the relative influence of squared coefficients from the different f W j 's. A second approach, X -10 PERCIVAL, LENNOX, WANG AND DARNELL: WAVELET-BASED ANALYSIS OF DAM WATER TEMPERATURES which leads to a more tractable ANOVA and is described in detail in Appendix B, is to define a new transform, say, U = UX, with a corresponding synthesis equation
Here U has dimension 3N ×N , and U contains three types of transform coefficients, which we place in the N -dimensional vectors D, S and A. These coefficients lead to the sum of squares decomposition
where
In the same way that the sum of squares decomposition of Equation (2) led to the ANOVA of Equation (3), the above gives us an ANOVA based upon the U transform: and 20 m). For the most part, this protocol was successfully adhered to, but, as can be 137 seen from Fig. 1 , there are a number of gaps in the data, and there is also some jitter 138 in the collection times (e.g., a measurement is collected a minute later than anticipated).
139
Jittering is unlikely to impact our analysis significantly, but gaps in the data are more 140 problematic. There is wavelet methodology for handling gappy time series but currently 141 only for univariate time series (see, e.g., Hall and Turlach, 1997 , Sardy et al., 1999 , Mondal 142 and Percival, 2010 , and Porto et al., 2010 . Since we are interested in the relationships 143 between time series collected at different depths, we have elected to fill in the gaps using 144 a scheme documented in Appendix C. The gap-filled series are then amenable to analysis 145 via the techniques discussed in the previous two sections.
146
The nature of the water temperature data also dictates that we pay close attention to 147 how the MODWT and the DSA transforms handle boundary conditions. The procedure 148 we used is described in Appendix D and is designed to minimize distortions that can arise 149 in the analysis at the starts and ends of the various time series. 
Data Analysis
Here we present our analysis of the Wivenhoe Dam water temperature time series based 151 upon the wavelet and DSA transforms described in Section 2. Figure 3 shows the DSA 152 decomposition for water temperature time series X t at depths 1, 5, 10, 15 and 20 m (these decomposition are based on interpolated series; the uninterpolated series are shown in Fig. 1 ). 
162
To quantify the relative importance of the three components globally (i.e., when consid-163 ered across the entire 600 day stretch of data) and to explore the relationship between the
164
MODWT and DSA coefficients, let us first consider the wavelet-based ANOVA given by 165 Equation (3). Figure 4 shows the sample wavelet variancesσ 2 j versus levels j = 1, 2, . . . , 9,
166
for the five depths, along withσ 2 0 (the variance associated with the scaling coefficients e V 9 ).
167
The wavelet variances for depths of 15 and 20 m are quite similar in their overall patterns,
168
and those for 1 and 5 m are also, except for some divergence at levels j = 6, 7 and 8. The and a tendency to increase after that. As noted previously, the fundamental frequency of 174 a periodic time series with a period of a day is trapped by the nominal frequency interval
175
I 3 associated with level j = 3, while its associated harmonics are contained in I 1 and I 2 .
176
The fact that, with the exception of 15 m, the wavelet variance at level j = 3 is larger than those at levels 1 and 2 indicates that the fluctuations with a frequency content close is greater by at least a factor of two than the variances attributable to daily coefficients.
189
The variance of the annual coefficients decreases monotonically with depth, while the 190 variances of the subannual and daily coefficients decrease also, with minor exceptions to 191 this general pattern.
192
As shown in Figure 3 , the patterns of the annual components for the five depths are Table 2 , along with the cross-correlations between the X t series them- little difference between these cross-correlations and the corresponding ones for the X t se-244 ries themselves (see the two tables in the bottom row of Table 2 ). The cross-correlations depths that show a rapid change in temperature) between the surface and bottom layers.
274
The surface water cools leading up to winter, creating a much denser and cooler surface 275 layer that will exchange with the bottom, resulting in an overturn of the lake. This mix-
276
ing process is evident in Figure 6 during autumn/winter, where the monthly correlations 
Discussion
The biggest contributors to the overall variability of each temperature series X t are the 284 annual coefficients, which determine the annual component in the DSA decomposition.
285
Even though the available data span just 600 days, it is evident from our analysis that the covariates that might drive the distortions from a purely periodic pattern (e.g., indicators 290 of weather patterns, average surface temperatures and total depth of water in the dam).
291
The second biggest contributors to the variance of X t are the subannual coefficients, and specific conductivity) and their relationship to temperature.
331
In addition to our analysis of water temperatures, our paper makes four technical con-
332
tributions. We propose a frequency-domian method for constructing a filter that is collec-333 tively combines the wavelet coefficients across different levels into a single set of coefficients details using notation consistent with usage below).
344
The starting point in a wavelet-based analysis of {X t } is a Daubechies wavelet filter
where, for convenience, we defineh 1,l = 0 for l < 0 or l ≥ L 1 .
By definition, this filter must satisfy three properties:
We denote the transfer function (i.e., discrete Fourier transform (DFT)) for {h 1,l } by
and its associated squared gain function by f
odic with a period of unity, and, since f wavelet and scaling filters of width L 1 = 8, which are the ones used in the analysis presented in this paper. These filters are better approximations to ideal high-and lowpass filters than the Haar filters, where the ideal filters would have
and
The figure also suggests that Equation (A2) still holds for the LA(8) filters, which in fact
355
is true for all wavelet and related scaling filters.
356
Using just the basic wavelet and scaling filters {h 1,l } and {g 1,l }, we can create so-called 'higher-level' wavelet and scaling filters. We denote these by {h j,l , l = 0, 1, . . . , L j −1} and
(the basic filters are thus associated with level j = 1). We denote the squared gain functions for these filters by f H j (f ) and e G j (f ). The filter {h j,l } is approximately a bandpass filter with a pass-band given by f ∈ (1/2 j+1 , 1/2 j ], while {g j,l } is approximately a low-pass filter with pass-band f ∈ [0, 1/2 j+1 ]. An extension to Equation (A2) is
for all f and any J 0 ≥ 1. The plausibility of this equation for the LA(8) wavelet is 357 illustrated in the top portion of Fig. 9 .
358
Upon filtering {X t } with {h j,l }, j = 1, . . . , J 0 , and {g J 0 ,l }, we obtain the MODWT wavelet and scaling coefficients:
which form the elements of the vectors f W j and f V J 0 ; here 't − l mod N ' should be inter- 
372
Two key descriptors for a time series that the MODWT provides are the ANOVA of Equation (2) and the MRA of Equation (5). The ANOVA follows from an application of Parseval's theorem and Equation (A3). As noted in the discussion surrounding Equations (4) and (5) 
. , M , be a set of M filters with corresponding squared gain functions
A m (f ) such that P M m=1 A m ( k N ) = 1, k = 0, 1, . . . , N − 1. Define Y m,t ≡ P l a m,l X t−l mod N −1 and Z m,t ≡ X -24 PERCIVAL,
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P l a m,l Y m,t+l mod N −1 , t = 0, 1, .
. . , N − 1. Then we have the following decompositions:
We note in passing that the component {Z m,t } of the additive decomposition depends 379 only on the squared gain function A m (f ) and not on the phase function for the filter 380 {a m,l }.
381
To construct the DSA transform, consider the following three squared gain functions:
It follows from Equation (A3) with J 0 = 9 that is significantly different from zero will tend to be conservative.
429

Appendix D: Boundary Conditions for Wavelet Transforms
As is true for the discrete Fourier transform, the MODWT and the DSA transform treat One approach that sometimes yields better surrogates is to form a new time series of length 2N by taking {X t } and tacking on its time-reversed version, yielding 
where c is a constant. To set c, assume X t ≈ α + βt for t close to N − 1. Since Y t = X t for 
443
To handle approximate linear increases or decreases at both ends of {X t }, we construct the following time series {Z t } of length 3N :
where a and b are constants that can be set as before. Assuming X t ≈ α 0 + β 0 t for t close 444 to 0 and X t ≈ α 1 + β 1 t for t close to N − 1, the appropriate settings are a = 2α 0 − β 0 and b = 2α 1 + β 1 (2N − 1) . Determination of α 0 and β 0 using just X 0 and X 1 yields 
We can use these equations to translate the wavelet-based decomposition ofσ 
where the g t 's are a set of nonnegative weights such that 
whereŝ τ is the biased estimator of the autocovariance sequence for C 0 , C 1 , . . . , C M −1 after multiplication by a Parzen lag window:
here we set m = 30. The approximate 95% confidence intervals for the various σ deviations in degrees C (lower part) (see Equation (8)). 
