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MIXING OPERATORS
AND SMALL SUBSETS OF THE CIRCLE
FRE´DE´RIC BAYART AND E´TIENNE MATHERON
Abstract. We provide complete characterizations, on Banach spaces with co-
type 2, of those linear operators which happen to be weakly mixing or strongly
mixing transformations with respect to some nondegenerate Gaussian measure.
These characterizations involve two families of small subsets of the circle: the
countable sets, and the so-called sets of uniqueness for Fourier-Stieltjes series.
The most interesting part, i.e. the sufficient conditions for weak and strong mix-
ing, is valid on an arbitrary (complex, separable) Fre´chet space.
1. Introduction
A basic problem in topological dynamics is to determine whether a given continu-
ous map T : X → X acting on a topological space X admits an ergodic probability
measure. One may also ask for stronger ergodicity properties such as weak mixing
or strong mixing, and put additional constraints on the measure µ, for example that
µ should have no discrete part, or that it should belong to some natural class of
measures related to the structure of the underlying space X. Especially significant
is the requirement that µ should have full support (i.e. µ(V ) > 0 for every open set
V 6= ∅) since in this case any ergodicity property implies its topological counterpart.
There is, of course, a huge literature on these matters since the classical work of
Oxtoby and Ulam ([42]).
In recent years, the above problem has received a lot of attention in the specific
setting of linear dynamics, i.e. when the transformation T is a continuous linear
operator acting on a topological vector space X ([25], [8], [7], [14], [28]). The main
reason is that people working in linear dynamics are mostly interested in studying
hypercyclic operators, i.e. operators having dense orbits. When the space X is
second-countable, it is very easy to see that if a continuous map T : X → X
happens to be ergodic with respect to some Borel probability measure µ with full
support, then almost every x ∈ X (relative to µ) has a dense T -orbit. (In fact, one
can say more: it follows from Birkhoff’s ergodic theorem that almost all T -orbits
visit every non-empty open set along a set of integers having positive lower density.
In the linear setting, an operator having at least one orbit with that property is
said to be frequently hypercyclic. This notion was introduced in [7] and extensively
studied since then; see e.g. the books [9] and [31] for more information). Hence, to
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find an ergodic measure with full support is an efficient way of showing that a given
operator is hypercyclic, which comes as a measure-theoretic counterpart to the more
traditional Baire category approach.
Throughout the paper, we shall restrict ourselves to the best understood infinite-
dimensional measures, the so-called Gaussian measures. Moreover, the underlying
topological vector space X will always be a complex separable Fre´chet space. (The
reason for considering complex spaces only will become clear in the next few lines).
In this setting, a Borel probability measure on X is Gaussian if and only if it is the
distribution of an almost surely convergent random series of the form ξ =
∑∞
0 gnxn,
where (xn) ⊂ X and (gn) is a sequence of independent, standard complex Gaussian
variables. Given any property (P) relative to measure-preserving transformations,
we shall say that an operator T ∈ L(X) has property (P) in the Gaussian sense
if there exists some Gaussian probability measure µ on X with full support with
respect to which T has (P).
The problem of determining which operators are ergodic in the Gaussian sense
was investigated by E. Flytzanis ([25]), in a Hilbert space setting. The fundamental
idea of [25] is that one has to look at the T-eigenvectors of the operator, i.e. the
eigenvectors associated with eigenvalues of modulus 1: roughly speaking, ergodicity
is equivalent to the existence of “sufficiently many T-eigenvectors and eigenvalues”.
This is of course to be compared with the now classical eigenvalue criterion for
hypercyclicity found by G. Godefroy and J. Shapiro ([27]), which says in essence
that an operator having enough eigenvalues inside and outside the unit circle must
be hypercyclic.
The importance of the T-eigenvectors is easy to explain. Indeed, it is almost
trivial that if T ∈ L(X) is an operator whose T-eigenvectors span a dense subspace
of X, then T admits an invariant Gaussian measure with full support: choose a
sequence of T-eigenvectors (xn)n≥0 (say T (xn) = λnxn) with dense linear span such
that
∑∞
0 ‖xn‖ < ∞ for every continuous semi-norm ‖ · ‖ on X, and let µ be the
distribution of the random variable ξ =
∑∞
0 gnxn. That µ is T -invariant follows
from the linearity of T and the rotational invariance of the Gaussian variables gn
(µ◦T−1 ∼∑∞0 gnT (xn) =∑∞0 (λngn)xn ∼∑∞0 gnxn = µ). However, this particular
measure µ cannot be ergodic ([28]).
Building on Flytzanis’ ideas, the first named author and S. Grivaux came rather
close to characterizing the weak and strong mixing properties for Banach space
operators in terms of the T-eigenvectors ([7], [8]). However, this was not quite the
end of the story because the sufficient conditions for weak or strong mixing found
in [7] and [8] depend on some geometrical property of the underlying Banach space,
or on some “regularity” property of the T-eigenvectors (see the remark just after
Corollary 1.3).
In the present paper, our aim is to show that in fact, these assumptions can be
completely removed. Thus, we intend to establish “optimal” sufficient conditions
for weak and strong mixing in terms of the T-eigenvectors which are valid on an
arbitrary Fre´chet space. These conditions turn out to be also necessary when the
underlying space X is a Banach space with cotype 2, and hence we get complete
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characterizations of weak and strong mixing in this case. We shall in fact consider
some more general notions of “mixing”, but our main concerns are really the weak
and strong mixing properties.
At this point, we should recall the definitions. A measure-preserving transforma-
tion T : (X,B, µ) → (X,B, µ) is weakly mixing (with respect to µ) if
1
N
N−1∑
n=0
|µ(A ∩ T−n(B))− µ(A)µ(B)| N→∞−−−−→ 0
for any measurable sets A,B ⊂ X; and T is strongly mixing if
µ(A ∩ T−n(B)) n→∞−−−→ µ(A)µ(B)
for any A,B ∈ B. (Ergodicity can be defined exactly as weak mixing, but removing
the absolute value in the Cesa`ro mean).
According to the “spectral viewpoint” on ergodic theory, weakly mixing trans-
formations are closely related to continuous measures on the circle T, and strongly
mixing transformations are related to Rajchman measures, i.e. measures whose
Fourier coefficients vanish at infinity. Without going into any detail at this point,
we just recall that, by a classical result of Wiener (see e.g. [36]), continuous measures
on T are characterized by the behaviour of their Fourier coefficients: a measure σ is
continuous if and only if
1
N
N−1∑
n=0
|σ̂(n)| N→∞−−−−→ 0 .
Wiener’s lemma is usually stated with symmetric Cesa`ro means, but this turns out
to be equivalent. Likewise, by the so-called Rajchman’s lemma, a measure σ is
Rajchman if and only if σ̂(n)→ 0 as n→ +∞ (that is, a one-sided limit is enough).
Especially important for us will be the corresponding families of “small” sets of the
circle; that is, the sets which are annihilated by every positive measure in the family
under consideration (continuous measures, or Rajchman measures). Obviously, a
Borel set D ⊂ T is small for continuous measures if and only if it is countable. The
small sets for Rajchman measures are the so-called sets of extended uniqueness or
sets of uniqueness for Fourier-Stieltjes series, which have been extensively studied
since the beginning of the 20th century (see [38]). The family of all sets of extended
uniqueness is usually denoted by U0.
Our main results can now be summarized as follows.
Theorem 1.1. Let X be a complex separable Fre´chet space, and let T ∈ L(X).
(1) Assume that the T-eigenvectors are perfectly spanning, in the following
sense: for any countable set D ⊂ T, the linear span of ⋃λ∈T\D ker(T − λ) is
dense in X. Then T is weakly mixing in the Gaussian sense.
(2) Assume that the T-eigenvectors are U0-perfectly spanning, in the following
sense: for any Borel set of extended uniqueness D ⊂ T, the linear span of⋃
λ∈T\D ker(T−λ) is dense in X. Then T is strongly mixing in the Gaussian
sense.
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(3) In (1) and (2), the converse implications are true if X is a Banach space
with cotype 2.
Some remarks are in order regarding the scope and the “history” of these results.
Remarks. (i) WhenX is a Hilbert space, (1) is stated in [25] (with some additional
assumptions on the operator T ) and a detailed proof is given in [7] (without
these additional assumptions). The definition of “perfectly spanning” used in
[7] is formally stronger than the above one, but the two notions are in fact
equivalent ([28]).
(ii) It is shown in [28] that under the assumption of (1), the operator T is frequently
hypercyclic. The proof is rather complicated, and it is not clear that it could
be modified to get weak mixing in the Gaussian sense. However, some of the
ideas of [28] will be crucial for us. In particular, sub-section 3.3 owes a lot to
[28].
(iii) In the weak mixing case, (3) is proved in [8, Theorem 4.1].
(iv) It seems unnecessary to recall here the definition of cotype (see any book on
Banach space theory, e.g. [2]). Suffices it to say that this is a geometrical
property of the space, and that Hilbert space has cotype 2 as well as Lp spaces
for p ∈ [1, 2] (but not for p > 2).
(v) As observed in [8, Example 4.2], (3) does not hold on an arbitrary Banach
space X. Indeed, let X := C0([0, 2pi]) = {f ∈ C([0, 2pi]); f(0) = 0} and let
V : L2(0, 2pi) → X be the Volterra operator, V f(t) = ∫ t0 f(s) ds. There is a
unique operator T : X → X such that TV = VMφ, where Mφ : L2(0, 2pi) →
L2(0, 2pi) is the multiplication operator associated with the function φ(t) = eit.
The operator T is given by the formula
(1.1) Tf(t) = φ(t)f(t)−
∫ t
0
φ′(s)f(s) ds .
It is easy to check that T has no eigenvalues. On the other hand, T is strongly
mixing with respect to the Wiener measure on C0([0, 2pi]).
As it turns out, ergodicity and weak mixing in the Gaussian sense are in fact
equivalent (see e.g. [26], or [8, Theorem 4.1]). Hence, from Theorem 1.1 we imme-
diately get the following result. (A Gaussian measure µ is nontrivial if µ 6= δ0).
Corollary 1.2. For a linear operator T acting on a Banach space X with cotype 2,
the following are equivalent:
(a) T admits a nontrivial ergodic Gaussian measure;
(b) there exists a closed, T -invariant subspace Z 6= {0} such that
span
⋃
λ∈T\D
ker(T|Z − λ) = Z
for every countable set D ⊂ T.
In this case, T admits an ergodic Gaussian measure with support Z, for any such
subspace Z.
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Proof. If T admits an ergodic Gaussian measure µ 6= δ0, then Z := supp(µ) is a
non-zero T -invariant subspace, and Z satisfies (b) by Theorem 1.1 (3). The converse
follows from Theorem 1.1 (1). 
For concrete applications, it is useful to formulate Theorem 1.1 in terms of T-
eigenvector fields for the operator T . A T-eigenvector field for T is a map E : Λ→ X
defined on some set Λ ⊂ T, such that
TE(λ) = λE(λ)
for every λ ∈ Λ. (The terminology is not perfectly accurate: strictly speaking, E(λ)
is perhaps not a T-eigenvector because it is allowed to be 0). Recall also that a
closed set Λ ⊂ T is perfect if it has no isolated points or, equivalently, if V ∩ Λ is
uncountable for any open set V ⊂ T such that V ∩ Λ 6= ∅. Analogously, a closed
set Λ ⊂ T is said to be U0-perfect if V ∩ Λ is not a set of extended uniqueness for
any open set V such that V ∩ Λ 6= ∅. (For example, any nontrivial closed arc is
U0-perfect).
Corollary 1.3. Let X be a separable complex Fre´chet space, and let T ∈ L(X).
Assume that one has at hand a family of continuous T-eigenvector fields (Ei)i∈I
for T , where Ei : Λi → X is defined on some closed set Λi ⊂ T, such that
span
(⋃
i∈I Ei(Λi)
)
is dense in X.
(i) If each Λi is a perfect set, then T is weakly mixing in the Gaussian sense.
(ii) If each Λi is U0-perfect, then T is strongly mixing in the Gaussian sense.
Proof. This follows immediately from Theorem 1.1. Indeed, if Λ ⊂ T is a perfect set
then Λ \ D is dense in Λ for any countable set D, whereas if Λ is U0-perfect then
Λ \D is dense in Λ for any U0-set D. Since the T-eigenvector fields Ei are assumed
to be continuous, it follows that the T-eigenvectors of T are perfectly spanning in
case (i), and U0-perfectly spanning in case (ii). 
Remark. Several results of this kind are proved in [8] and in [9, Chapter 5], all of them
being based on an interplay between the geometry of the (Banach) space X and the
regularity of the T-eigenvector fields Ei. For example, it is shown that if X has type
2, then continuity of the Ei is enough, whereas if the Ei are Lipschitz and defined on
(nontrivial) closed arcs then no assumption on X is needed. “Intermediate” cases
involve the type of the Banach space X and Ho¨lder conditions on the Ei. What
Corollary 1.3 says is that continuity of the Ei is always enough, regardless of the
underlying space X.
We also point out that the assumption in (i), i.e. the existence of T-eigenvector
fields with the required spanning property defined on perfect sets, is in fact equivalent
to the perfect spanning property ([28]). Likewise, the assumption in (ii) is equivalent
to the U0-perfect spanning property (see Proposition 3.7).
In order to illustrate our results, two examples are worth presenting immediately.
Other examples will be reviewed in section 7.
Example 1. Let w = (wn)n≥1 be a bounded sequence of nonzero complex numbers,
and let Bw be the associated weighted backward shift acting on Xp = `
p(N), 1 ≤
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p < ∞ or X∞ = c0(N); that is, Bw(x0, x1, x2, . . . ) = (w1x1, w2x2, . . . ). Solving the
equation Bw(x) = λx, it is easy to check that Bw has eigenvalues of modulus 1 if
and only if
(1.2) the sequence
(
1
w0 · · ·wn
)
n≥0
is in Xp
(we have put w0 := 1). In this case the formula
E(λ) :=
∞∑
n=0
λn
w0 · · ·wn en
defines a continuous T-eigenvector field E : T → Xp such that spanE(T) = Xp.
Hence Bw is strongly mixing in the Gaussian sense. This is known since [8] if
p <∞, but it appears to be new for weighted shifts on c0(N).
The converse is true if p ≤ 2 (i.e. (1.2) is satisfied if Bw is strongly mixing in
the Gaussian sense) since in this case Xp has cotype 2, but the case p > 2 is not
covered by Theorem 1.1. However, it turns out that the converse does hold true for
any p <∞. In fact, (1.2) is satisfied as soon as the weighted shift Bw is frequently
hypercyclic ([11]). As shown in [8], this breaks down completely when p = ∞:
there is a frequently hypercyclic weighted shift Bw on c0(N) whose weight sequence
satisfies w1 · · ·wn = 1 for infinitely many n. Such a weighted shift does not admit
any (nontrivial) invariant Gaussian measure.
Let us also recall that, in contrast with the ergodic properties, the hypercyclicity
of Bw does not depend on p: by a well known result of H. Salas ([47]), Bw is
hypercyclic on Xp for any p if and only if supn≥1 |w1 · · ·wn| = ∞. Likewise, Bw is
strongly mixing in the topological sense (on any Xp) iff |w1 · · ·wn| → ∞. Hence, we
see that strong mixing in the topological sense turns out to be equivalent to strong
mixing in the Gaussian sense for weighted shifts on c0(N).
Example 2. Let T be the operator defined by formula (1.1), but acting on L2(0, 2pi).
It is straightforward to check that for any t ∈ (0, 2pi), the function ft = 1(0,t)
is an eigenvector for T with associated eigenvalue λ = eit. Moreover the map
E : T \ {1} → L2(0, 2pi) defined by E(eit) = ft is clearly continuous. Now, let Λ
be an arbitrary compact subset of T \ {1}. Let us denote by HΛ the closed linear
span of E(Λ), and let TΛ be the restriction of T to HΛ. By a result of G. Kalisch
([35], see also [6, Lemma 2.12]), the point spectrum of TΛ is exactly equal to Λ. By
Corollary 1.3 and Theorem 1.1 (3), it follows that the operator TΛ is weakly mixing
in the Gaussian sense if and only if Λ is a perfect set, and strongly mixing iff Λ
is U0-perfect. Hence, any perfect U0-set Λ gives rise to a very simple example of a
weakly mixing transformation which is not strongly mixing. This could be of some
interest since the classical concrete examples are arguably more complicated (see
e.g. the one given in [43, section 4.5]).
Regarding the difference between weak and strong mixing, it is also worth pointing
out that there exist Hilbert space operators which are weakly mixing in the Gaussian
sense but not even strongly mixing in the topological sense. Indeed, in the beautiful
paper [3], C. Badea and S. Grivaux are able to construct a weakly mixing operator
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(in the Gaussian sense) which is partially power-bounded, i.e. supn∈I ‖T n‖ < ∞ for
some infinite set I ⊂ N. This line of investigations was pursued even much further
in [4] and [24].
We have deliberately stressed the formal analogy between weak and strong mixing
in the statement of Theorem 1.1. In view of this analogy, it should not come as a
surprise that Theorem 1.1 can be deduced from some more general results dealing
with abstract notions of “mixing”. (In order not to make this introduction exceed-
ingly long, these results will be described in the next section). In particular, (1)
and (2) are formal consequences of Theorem 2.6 below. However, even though the
proof of Theorem 2.6 is “conceptually” simple, the technical details make it rather
long. This would be exactly the same for the strong mixing case (i.e. part (2) of
Theorem 1.1), but in the weak mixing case it is possible to give a technically much
simpler and hence much shorter proof. For the sake of readability, it seems desirable
to present this proof separately. But since there is no point in repeating identical
arguments, we shall follow the abstract approach as long as this does not appear to
be artificial.
The paper is organized as follows. In section 2, we present our abstract results. In
section 3, we review some basic facts concerning Gaussian measures and we outline
the strategy for proving the abstract results and hence Theorem 1.1. Apart from
some details in the presentation and the level of generality, this follows the scheme
described in [7], [8] and [9]. In section 4, we prove part (1) of Theorem 1.1 (the
sufficient condition for weak mixing). The abstract results are proved in sections 5
and 6. Section 7 contains some additional examples and miscellaneous remarks. In
particular, we briefly discuss the “continous” analogues of our results (i.e. the case
of 1-parameter semigroups), and we show that for a large class of strongly mixing
weighted shifts, the set of hypercyclic vectors turns out to be rather small, namely
Haar-null in the sense of Christensen. We conclude the paper with some possibly
interesting questions.
Notation and conventions. The set of natural numbers is denoted either by N or
by Z+. We denote by M(T) the space of all complex measures on T, endowed with
total variation norm. The Fourier transform of a measure σ ∈ M(T) is denoted
either by σ̂ or by F(σ). As a rule, all measurable spaces (Ω,A) are standard Borel,
and all measure spaces (Ω,A,m) are sigma-finite. All Hilbert spacesH are (complex)
separable and infinite-dimensional. The scalar product 〈u, v〉H is linear with respect
to u and conjugate-linear with respect to v.
2. Abstract results
2.1. S-mixing. It is well known (and easy to check) that the definitions of ergod-
icity, weak and strong mixing can be reformulated as follows. Let (X,B, µ) be a
probability space, and set
L20(µ) :=
{
f ∈ L2(µ);
∫
X
f dµ = 0
}
.
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Then, a measure-preserving transformation T : (X,B, µ) → (X,B, µ) is ergodic
with respect to µ if and only if
1
N
N−1∑
n=0
〈f ◦ T n, g〉L2(µ) N→∞−−−−→ 0
for any f, g ∈ L20(µ). The transformation T is weakly mixing iff
1
N
N−1∑
n=0
∣∣〈f ◦ T n, g〉L2(µ)∣∣ N→∞−−−−→ 0
for any f, g ∈ L20(µ), and T is strongly mixing iff
〈f ◦ T n, g〉L2(µ) n→∞−−−→ 0 .
Now, let us denote by VT : L
2(µ)→ L2(µ) the Koopman operator associated with
a measure-preserving transformation T : (X,B, µ) → (X,B, µ), i.e. the isometry
defined by
VT f = f ◦ T .
For any f, g ∈ L2(µ), there is a uniquely defined complex measure σf,g = σTf,g on
T such that
σ̂f,g(n) =
{
〈V nT f, g〉L2(µ) if n ≥ 0
〈V ∗|n|T f, g〉L2(µ) if n < 0
(When f = g, this follows from Bochner’s theorem because in this case the right-
hand side defines a positive-definite function on Z; and then one can use a “po-
larization” argument). We denote by Σ(T, µ) the collection of all measures σf,g,
f, g ∈ L20(µ), and forgetting the measure µ we refer to Σ(T, µ) as “the spectral
measure of T”.
With these notations, we see that T is weakly mixing with respect to µ iff all
measures σ ∈ Σ(T, µ) are continuous (by Wiener’s lemma), and that T is strongly
mixing iff all measures σ ∈ Σ(T, µ) are Rajchman (by Rajchman’s lemma). Likewise,
T is ergodic iff σ({1}) = 0 for every σ ∈ Σ(T, µ).
More generally, given any family of measures B ⊂ M(T), one may say that T is
B-mixing with respect to µ if the spectral measure of T lies in B, i.e. all measures
σ ∈ Σ(T, µ) are in B. We shall in fact consider a more specific case which seems to
be the most natural one for our concerns. Let us denote by F+ :M(T) → `∞(Z+)
the positive part of the Fourier transformation, i.e. F+(σ) = σ̂|Z+ .
Definition 2.1. Given any family S ⊂ `∞(Z+), we say that a measure σ ∈ M(T)
is S-continuous if F+(σ) ∈ S. A measure-preserving transformation T : (X,µ) →
(X,µ) is S-mixing with respect to µ if every measure σ ∈ Σ(T, µ) is S-continuous.
Thus, strong mixing is just S-mixing for the family S = c0(Z+), weak mixing is
S-mixing for the the family S of all sequences (an) ∈ `∞(Z+) such that |an| → 0
in the Cesa`ro sense, and ergodicity corresponds to the family S of all a ∈ `∞(Z+)
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tending to 0 in the Cesa`ro sense. In what follows, these families will be denoted by
Sstrong, Sweak and Serg, respectively.
2.2. Small subsets of the circle. Given a family of measures B ⊂ M(T), it is
quite natural in harmonic analysis to try to say something about the B-small subsets
of T, i.e. the sets D ⊂ T that are annihilated by all positive measures σ ∈ B. By
this we mean that for any such measure σ, one can find a Borel set D˜ (possibly
depending on σ) such that D ⊂ D˜ and σ(D˜) = 0. When the family B has the form
B = F−1+ (S) for some S ⊂ `∞(Z+), we call these sets S-small.
To avoid trivialities concerning B-small sets, the family B under consideration
should contain nonzero positive measures, and in fact it is desirable that it should
be hereditary with respect to absolute continuity; that is, any measure absolutely
continuous with respect to some σ ∈ B is again in B. The following simple lemma
shows how to achieve this for families of the form F−1+ (S). Let us say that a family
S ⊂ `∞(Z+) is translation-invariant if it is invariant under both the forward and
the backward shift on `∞(Z+).
Lemma 2.2. If S is a translation-invariant linear subspace of `∞(Z+) such that
F−1+ (S) is norm-closed in M(T), then F−1+ (S) is hereditary with respect to absolute
continuity.
Proof. If σ ∈ F−1+ (S) then Pσ is in F−1+ (S) for any trigonometric polynomial P , by
translation-invariance. So the result follows by approximation. 
We shall also make use of the following well known result concerning B-perfect
sets. By definition, a set Λ ⊂ T is B-perfect if V ∩Λ is not B-small for any open set
V ⊂ T such that V ∩ Λ 6= ∅.
Lemma 2.3. Let B be a norm-closed linear subspace ofM(T), and assume that B is
hereditary with respect to absolute continuity. For a closed set Λ ⊂ T, the following
are equivalent:
(a) Λ is B-perfect;
(b) Λ is the support of some probability measure σ ∈ B.
Proof. That (b) implies (a) is clear (without any assumption on B). Conversely,
assume that Λ is B-perfect. Let (Wn)n≥1 be a countable basis of open sets for Λ,
with Wn 6= ∅. Since B is hereditary, one can find for each n a probability measure
σn ∈ B such that supp(σn) ⊂ Λ and σn(Wn) > 0. Then the probability measure
σ =
∑∞
1 2
−nσn is in B and supp(σ) = Λ. 
2.3. The results. To state our results we need two more definitions.
Definition 2.4. Let T be an operator acting on a complex separable Fre´chet space
X, and let B ⊂M(T). We say that the T-eigenvectors of T are B-perfectly spanning
if, for any Borel B-small set D ⊂ T, the linear span of ⋃λ∈T\D ker(T − λ) is dense
in X. When B has the form F−1+ (S), the terminology S-perfectly spanning is used.
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Thus, perfect spanning is B-perfect spanning for the family of continuous mea-
sures, and U0-perfect spanning is B-perfect spanning for the family of Rajchman
measures.
Remark. At some places, we will encounter sets which are analytic but perhaps non
Borel. Recall that a set D in some Polish space Z is analytic if one can find a Borel
relation B ⊂ Z × E (where E is Polish) such that z ∈ D ⇔ ∃u : B(z, u). If the
spanning property of the above definition holds for every analytic B-small set D, we
say that the T-eigenvectors of T are B-perfectly spanning for analytic sets.
Definition 2.5. We shall say that a family S ⊂ `∞(Z+) is c0-like if it has the form
S = {a ∈ `∞(Z+); lim
n→∞Φn(a) = 0}
where (Φn)n≥0 is a uniformly bounded sequence of w∗- continuous semi-norms on
`∞(Z+). (By “uniformly bounded”, we mean that Φn(a) ≤ C ‖a‖∞ for all n and
some finite constant C).
For example, the families Sstrong, Sweak and Serg are c0-like: just put Φn(a) =
|an| in the strong mixing case, Φn(a) = 1n
∑n−1
k=0 |ak| in the weak mixing case, and
Φn(a) =
∣∣∣ 1n∑n−1k=0 ak∣∣∣ in the ergodic case.
Our main result is the following theorem, from which (1) and (2) in Theorem 1.1
follow immediately. Recall that a family S ⊂ `∞(Z+) is an ideal if it is a linear
subspace and ua ∈ S for any (u, a) ∈ `∞(Z+)× S.
Theorem 2.6. Let X be a separable complex Fre´chet space, and let T ∈ L(X).
Let also S ⊂ `∞(Z+). Assume that S is a translation-invariant and c0-like ideal,
and that any S-continuous measure is continuous. If the T-eigenvectors of T are
S-perfectly spanning, then T is S-mixing in the Gaussian sense.
Remark. This theorem cannot be applied to the ergodic case, for two reasons: the
family Serg is not an ideal of `
∞(Z+), and Serg-continuous measures need not be
continuous (a measure σ is Serg-continuous iff σ({1}) = 0).
Theorem 2.6 will be proved in section 5. The following much simpler converse
result (which corresponds to (3) in Theorem 1.1) will be proved in section 6.
Proposition 2.7. Let X be a separable complex Banach space, and assume that X
has cotype 2. Let also S be an arbitrary subset of `∞(Z+). If T ∈ L(X) is S-mixing
in the Gaussian sense, then the T-eigenvectors of T are S-perfectly spanning for
analytic sets.
Remark. Two “trivial” cases are worth mentioning. If we take S = Serg, then
F−1+ (S) = {σ ∈ M(T); σ({1}) = 0} and hence a set D ⊂ T is S-small if and only if
D ⊂ {1}. If we take S = `∞(Z+), then F−1+ (S) =M(T) and hence the only S-small
set is D = ∅. So, assuming that X has cotype 2, we get the following (known)
results: if T admits an invariant Gaussian measure with full support, then the T-
eigenvectors of T span a dense subspace of X; and if T is ergodic in the Gaussian
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sense, then span
(⋃
λ∈T\{1} ker(T − λ)
)
= X. As already pointed out, much more
is true in the ergodic case: it is proved in [8, Theorem 4.1] that if T is ergodic in
the Gaussian sense, then in fact the T-eigenvectors are perfectly spanning (provided
that X has cotype 2).
Our last result (to be proved also in section 6) says that when the space X is well-
behaved, the assumptions in Theorem 2.6 can be relaxed: it is no longer necessary to
assume that the family S is c0-like, nor that S-continuous measures are continuous.
However, the price to pay is that one has to use the strengthened version of S-perfect
spanning.
Theorem 2.8. Let X be a separable complex Banach space, and assume that X has
type 2. Let also S be a norm-closed, translation-invariant ideal of `∞(Z+), and let
T ∈ L(X). If the T-eigenvectors of T are S-perfectly spanning for analytic sets, then
T is S-mixing in the Gaussian sense.
Since Hilbert space has both type 2 and cotype 2, we immediately deduce
Corollary 2.9. Let S be a norm-closed, translation-invariant ideal of `∞(Z+).
For Hilbert space operators, S-mixing in the Gaussian sense is equivalent to the
S-spanning property of T-eigenvectors (for analytic sets).
Remark 1. The reader should wonder why analytic sets appear in Theorem 2.8,
whereas only Borel sets are needed in Theorem 2.6. The reason is that the family of
S-small sets has a quite special structural property (the so-called covering property)
when the family S is c0-like: any analytic S-small set can be covered by a sequence of
closed S-small sets (see [41]). In particular, any analytic S-small set is contained in
a Borel S-small set and hence the two notions of S-perfect spanning are equivalent.
The covering property is of course trivially satisfied in the weak mixing case, i.e.
for the family of countable sets. In the strong mixing case, i.e. for the sets of extended
uniqueness, this is a remarkable result due to G. Debs and J. Saint Raymond ([21]).
Remark 2. The proof of Theorem 2.8 turns out to be considerably simpler than
that of Theorem 2.6. Roughly speaking, the reason is the following. Without any
assumption onX, i.e. in the case of Theorem 2.6, we will have to be extremely careful
to ensure that some “integral” operators of a certain kind are gamma-radonifying
(see sub-section 3.1). On the other hand, such integral operators are automatically
gamma-radonifying when X is a Banach space with type 2. So the main technical
difficulty just disappears, and the proof becomes rather easy.
3. background
Throughout this section, X is a separable complex Fre´chet space.
3.1. Gaussian measures and gamma-radonifying operators. This sub-section
is devoted to a brief review of the basic facts that we shall need concerning Gaussian
measures. For a reasonably self-contained exposition specifically tailored to linear
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dynamics, we refer to [9]; and for in-depth studies of Gaussian measures, to the
books [13] and [16].
By a Gaussian measure on X, we mean a Borel probability measure µ on X which
is the distribution of a random variable of the form
∞∑
n=0
gnxn
where (gn) is a standard complex Gaussian sequence defined on some probability
space (Ω,A,P) and (xn) is a sequence in X such that the series
∑
gnxn is almost
surely convergent.
We recall that (gn) is a standard complex Gaussian sequence if the gn are inde-
pendent complex-valued random variables with distribution γσ ⊗ γσ, where γσ =
1√
2piσ
e−t2/2σ2 dt is the usual Gaussian distribution with mean 0 and variance σ2 =
1/2. This implies in particular that Egn = 0 and E|gn|2 = 1.
“Our” definition of a Gaussian measure is not the usual one. However, it is indeed
equivalent to the classical definition, i.e. each continuous linear functional x∗ has a
complex symmetric Gaussian distribution when considered as a random variable on
the probability space (X,B(X), µ) (where B(X) is the Borel sigma-algebra of X).
It is well known that for a Fre´chet space valued Gaussian series
∑
gnxn, almost
sure convergence is equivalent to convergence in the Lp sense, for any p ∈ [1,∞[.
It follows at once that if µ ∼ ∑n≥0 gnxn is a Gaussian measure on X, then∫
X ‖x‖2 dµ(x) < ∞ for every continuous semi-norm ‖ · ‖ on X. In particular,
any continuous linear functional x∗ ∈ X∗ is in L2(µ) when considered as a random
variable on (X,µ). We also note that we consider only centred Gaussian measures
µ, i.e.
∫
X x dµ(x) = 0.
Gaussian measures correspond in a canonical way to gamma-radonifying opera-
tors. Let H be a Hilbert space. An operator K : H → X is said to be gamma-
radonifying if for some (equivalently, for any) orthonormal basis (en)n≥0 of H, the
Gaussian series
∑
gnK(en) is almost surely convergent. By rotational invariance of
the Gaussian variables gn, the distribution of the random variable
∑
n≥0 gnK(en)
does not depend on the orthonormal basis (en), so the operator K gives rise to a
Gaussian measure which may be denoted by µK :
µK ∼
∑
gnK(en) .
Conversely, it is not hard to show that any Gaussian measure µ ∼∑ gnxn is induced
by some gamma-radonifying operator.
The following examples are worth keeping in mind: when X is a Hilbert space,
an operator K : H → X is gamma-radonifying if and only if it is a Hilbert-Schmidt
operator; and for an arbitrary X, the operator K is gamma-radonifying as soon as∑∞
0 ‖K(en)‖ < ∞, for some orthonormal basis of H and every continuous semi-
norm ‖ · ‖ on X. This follows at once from the equivalence between almost sure
convergence and L2 or L1 convergence for Gaussian series.
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We note that the support of a Gaussian measure µ ∼ ∑n≥0 gnxn is the closed
linear span of the xn. Therefore, a Gaussian measure µ = µK has full support if
and only if the gamma-radonifying operator K : H → X has dense range.
If K : H → X is a continuous linear operator from some Hilbert space H into X,
we consider its adjoint K∗ as an operator from X∗ into H. Hence, K∗ : X∗ →H is a
conjugate-linear operator. If K is gamma-radonifying and µ = µK is the associated
Gaussian measure, then we have the following fundamental identity:
〈x∗, y∗〉L2(µ) = 〈K∗y∗,K∗x∗〉H
for any x∗, y∗ ∈ X∗. The proof is a simple computation using the orthogonality of
the Gaussian variables gn.
Let us also recall the definition of the Fourier transform of a Borel probability
measure µ on X: this is the complex-valued function defined on the dual space X∗
by
µ̂(x∗) =
∫
X
e−iRe 〈x
∗,x〉dµ(x) .
One very important property of the Fourier transform is that it uniquely deter-
mines the measure: if µ1 and µ2 have the same Fourier transform, then µ1 = µ2.
If µ ∼ ∑n≥0 gnxn is a Gaussian measure, a simple computation shows that
µ̂(x∗) = exp
(−14∑∞0 |〈x∗, xn〉|2) for any x∗ ∈ X∗. It follows that if K : H → X is
a gamma-radonifying operator then
µ̂K(x
∗) = e−
1
4
‖K∗x∗‖2 .
In particular, two gamma-radonifying operatorsK1 andK2 define the same Gaussian
measure if and only if
‖K∗1x∗‖ = ‖K∗2x∗‖
for every x∗ ∈ X∗.
Finally, let us say a few words about type 2 and cotype 2 Banach spaces. A
Banach space X has type 2 if
E
∥∥∥∥∥∑
n
gnxn
∥∥∥∥∥ ≤ C
(∑
n
‖xn‖2
)1/2
for some finite constant C and any finite sequence (xn) in X; and X has cotype
2 if the reverse inequality holds. Thus, type 2 makes the convergence of Gaussian
series easier, whereas on a cotype 2 space the convergence of such a series has strong
implications. This is apparent in the following proposition, which contains all the
results that we shall need concerning these notions. (See (3.1) below for the definition
of the operators KE).
Proposition 3.1. Let X be a separable Banach space.
(1) If X has type 2 then any operator KE : L
2(Ω,m)→ X is gamma-radonifying.
(2) If X has cotype 2 then any gamma-radonifying operator K : L2(Ω,m)→ X
has the form KE, for some vector field E : Ω→ X.
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These results are nontrivial (see e.g. [9]), but quite easy to use.
3.2. The general procedure. Most of what is needed for the the proof of Theorem
2.6 is summarized in Proposition 3.3 below, whose statement requires to introduce
some terminology. Recall that all measure spaces under consideration are sigma-
finite, and that all L2 spaces are separable.
Let (Ω,A,m) be a measure space. By a (X-valued) vector field on (Ω,A,m) we
mean any measurable map E : Ω→ X which is in L2(Ω,m,X). Such a vector field
gives rise to an operator KE : L
2(Ω,m)→ X defined as follows:
(3.1) KEf =
∫
Ω
f(ω)E(ω) dm(ω) .
It is easy to check that the operator KE has dense range if and only if the vector
field E is m-spanning in the following sense: for any measurable set ∆ ⊂ Ω with
m(∆) = 0, the linear span of {E(ω); ω ∈ Ω \ ∆} is dense in X. This happens in
particular if Ω is a topological space, m is a Borel measure with full support, and
the vector field E is continuous with spanE(Ω) = X.
We also note that the operator KE is always compact, and that it is a Hilbert-
Schmidt operator if X is Hilbert space (because E is in L2(Ω,m,X)). Moreover,
the adjoint operator K∗E : X
∗ → L2(Ω,m) is given by the formula
K∗Ex
∗ = 〈x∗, E( · )〉 .
The next definition will be crucial for our purpose.
Definition 3.2. Let T ∈ L(X). By a T-eigenfield for T on (Ω,A,m) we mean a
pair of maps (E,φ) where
• E : Ω→ X is a vector field;
• φ : Ω→ T is measurable;
• TE(ω) = φ(ω)E(ω) for every ω ∈ Ω.
For example, if E : Λ → X is a continuous T-eigenvector field for T defined on
some compact set Λ ⊂ T and if we put φ(λ) = λ, then (E,φ) is a T-eigenfield for T
on (Λ,B(Λ),m) for any Borel probability measure m on Λ.
The key fact about T-eigenfields is the following: if (E,φ) is a T-eigenfield for T
on (Ω,m) and ifMφ = L
2(Ω,m)→ L2(Ω,m) is the (unitary) multiplication operator
associated with φ, then the intertwining equation
TKE = KEMφ
holds. The proof is immediate.
Proposition 3.3. Let S be a norm-closed ideal of `∞(Z+), and let T ∈ L(X).
Assume that one can find a T-eigenfield (E,φ) for T defined on some measure space
(Ω,m), such that
(a) the operator KE : L
2(Ω,m)→ X is gamma-radonifying;
(b) the vector field E is m-spanning;
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(c) for any f ∈ L1(Ω,m), the image measure σf = (f m) ◦ φ−1 is S-continuous.
Then T is S-mixing in the Gaussian sense. More precisely, T is S-mixing with
respect to µKE .
As mentioned above, this proposition is essentially all what is needed to under-
stand the proof of Theorem 2.6. It will follow at once from the next two lemmas,
that will also be used in the proof of Proposition 2.7.
Lemma 3.4. Let T ∈ L(X), and let K : H → X be gamma-radonifying. Let also S
be a norm-closed ideal of `∞(Z+).
(1) The measure µ = µK is T -invariant if and only if one can find an operator
M : H → H such that HK := H	ker(K) isM∗-invariant, M∗ is an isometry
on HK and TK = KM .
(2) The operator T is S-mixing with respect to µ if and only if M∗ is S-mixing
on HK , i.e. the sequence (〈M∗nu, v〉H))n≥0 is in S for any u, v ∈ HK .
Proof. Since T is a linear operator, the image measure µK ◦ T−1 is equal to µTK .
Taking the Fourier transforms, it follows that µK is T -invariant if and only if
‖K∗(x∗)‖ = ‖K∗(T ∗x∗)‖
for every x∗ ∈ X∗. This means exactly that one can find an isometry V : ran(K∗)→
ran(K∗) such that K∗T ∗ = V K∗. Since ran(K∗) = H	 ker(K), this proves (1).
As for (2), the basic idea is very simple. Recall that T is S-mixing with respect
to µ if and only if
(3.2) F+(σf,g) ∈ S
for any f, g ∈ L20(µ). When f = x∗ and g = y∗ are continuous linear functionals on
X (recall that µ is centred, so that X∗ ⊂ L20(µ)) we have σ̂f,g(n) = 〈f ◦T n, g〉L2(µ) =
〈K∗T ∗n(x∗),K∗y∗〉H = 〈M∗n(K∗x∗),K∗y∗〉H for every n ≥ 0. Since M∗ is power-
bounded on HK and HK = ran(K∗), it follows that the S-mixing property of M∗
on HK is equivalent to the validity of (3.2) for all continuous linear functionals f, g.
So the point is to pass from linear functionals to arbitrary f, g ∈ L20(µ).
In the “classical” cases (weak and strong mixing), this can be done in at least
two ways: either by reproducing a rather elementary argument of R. Rudnicki ([45,
pp 108–109], see also [30] or [9, Theorem 5.24]), or by the more abstract approach
of [7], which relies on the theory of Fock spaces. In the more general case we are
considering, one possible proof would consist in merely copying out pp 5105–5108 of
[7]. The fact that S is norm-closed would be needed for the approximation argument
on p. 5105, and the ideal property would be used on p. 5108 in the following way:
if (an) ∈ S and if a sequence (bn) satisfies |bn| ≤ C |an| for all n ∈ Z+ (and some
finite constant C), then (bn) ∈ S.
We outline a more direct approach, which is in fact exactly the same as in [7] but
without any algebraic apparatus. In what follows, we denote by Re(X∗) the set of
all continuous, real-valued, real-linear functionals on X. For any u ∈ Re(X∗), we
denote by u∗ the unique complex-linear functional with real part u, which is given
by the formula 〈u∗, x〉 = u(x)− iu(ix).
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First, we note that if (3.2) holds for all continuous linear functionals, then it holds
for all f, g ∈ Re(X∗). Indeed, using the invariance of µ under the transformation
x 7→ ix, it is easily checked that 〈u, v〉L2(µ) = 12 Re
(〈u∗, v∗〉L2(µ)) for any u, v ∈
Re(X∗). Applying this with u := f ◦ T n, n ≥ 0 and v := g and since S, being
an ideal, is closed under taking real parts, it follows that if f, g ∈ Re(X∗) and
F+(σf∗,g∗) ∈ S then F+(σf,g) ∈ S.
Now, let us denote by Hk, k ≥ 0 the classical real Hermite polynomials, i.e.
the orthogonal polynomials associated with the standard Gaussian distribution γ =
1√
2pi
e−t2/2dt on R. For every k ≥ 0, set
Hk := spanL2(µ){Hk(f); f ∈ S} ,
where S is the set of all f ∈ Re(X∗) such that ‖f‖L2(µ) = 1. It is well known that
L2(µ) is the orthogonal direct sum of the subspaces Hk, k ≥ 0 (this is the so-called
Wiener chaos decomposition) and hence that L20(µ) =
⊕
k≥1Hk. Moreover, it is
also well known that
〈Hk(u),Hk(v)〉L2(µ) = 〈u, v〉kL2(µ)
for any u, v ∈ S and every k ≥ 0 (see e.g. [19, Chapter 9], where the proofs are
given in a Hilbert space setting but work equally well on a Fre´chet space). Taking
u := f ◦ T n, n ≥ 0 and v := g, it follows that F+(σHk(f),Hk(g)) = [F+(σf,g)]k for
any f, g ∈ S and all k ≥ 0. Since S is a closed ideal in `∞(Z+) and since the map
(f, g) 7→ F+(σf,g) is continuous from L2(µ) × L2(µ) into `∞(Z+) we conclude that
(3.2) does hold true for any f, g ∈ L20(µ) as soon as it holds for linear functionals.

Remark. It is apparent from the above proof that the implication “T is S-mixing
implies M∗ is S-mixing on HK” requires no assumption on the family S. This will
be used in the proof of Proposition 2.7.
Lemma 3.5. Let M = Mφ be a unitary multiplication operator on H = L2(Ω,m)
associated with a measurable function φ : Ω → T. Let also H1 ⊂ H be a closed
M∗- invariant subspace, and let us denote by H1 · H the set of all f ∈ L1(m) that
can be written as f = h1h, where h1 ∈ H1 and h ∈ H. Finally, let S be an arbitrary
subset of `∞(Z+). Consider the following assertions:
(i) M∗ is S-mixing on H1;
(ii) for any f ∈ H1 · H, the image measure σf = (fm) ◦ φ−1 is S-continuous;
(iii) 1{φ∈D}h ⊥ H1, for any S-small analytic set D ⊂ T and every h ∈ H.
Then (i) and (ii) are equivalent and imply (iii).
Proof. We note that (iii) makes sense because φ−1(D) is m-measurable for any
analytic D ⊂ T (see [37]).
A straightworward computation shows that for any u, v ∈ L2(Ω,m), the Fourier
coefficients of σuv¯ are given by
σ̂uv¯(n) = 〈M∗nu, v〉H .
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Moreover, since H1 is M∗-invariant we have
〈M∗nh1, h〉H = 〈M∗nh1, pi1h〉H (n ≥ 0)
for any h1 ∈ H1 and every h ∈ H, where pi1 is the orthogonal projection onto H1. It
follows thatM∗ is S-mixing onH1 if and only if F+(σf ) ∈ S for any f = h1h¯ ∈ H1·H.
In other words, (i) and (ii) are equivalent.
For any analytic set D ⊂ T and h, h1 ∈ H, we have
〈h1,1{φ∈D}h〉H = σh1h¯(D) .
Hence, (iii) says exactly that σf (D) = 0 for any f ∈ H1 · H and every S-small
analytic set D ⊂ T. From this, it is clear that (ii) implies (iii). 
Remark. Properties (i), (ii), (iii) are in fact equivalent in the strong mixing case, i.e.
S = c0(Z+). Indeed, by a famous theorem of R. Lyons ([40], see also [38]), a positive
measure σ is Rajchman if and only if σ(D) = 0 for every Borel set of extended
uniqueness D ⊂ T. From this, it follows that if (iii) holds then σf is Rajchman for
every nonnegative f ∈ H · H1, and it is easy to check that this implies (ii).
Proof of Proposition 3.3. Let Mφ : L
2(Ω,m) → L2(Ω,m) be the unitary multipli-
cation operator associated with φ. Since TMφ = MφKE , the Gaussian measure
µ = µKE is T -invariant by Lemma 3.4. Moreover, µ has full support since KE has
dense range (by (b)), and T is S-mixing with respect to µ by Lemmas 3.4 and 3.5.

Remark 1. An examination of the proof reveals that assumption (c) in Proposition
3.3 is a little bit stronger than what is actually needed: since K∗E : X
∗ → L2(Ω,m)
is given by K∗Ex
∗ = 〈x∗, E( · )〉, it is enough to assume that the measure (fm) ◦ φ−1
is S-continuous for every f ∈ L1(Ω,m) of the form f = 〈x∗, E( · )〉 〈y∗ , E( · )〉, where
x∗, y∗ ∈ X∗. However, the proposition is easier to remember as stated.
Remark 2. Somewhat ironically, it will follow from Theorem 2.6 that the seemingly
crucial gamma-radonifying assumption (a) in Proposition 3.3 is in fact not necessary
to ensure S-mixing in the Gaussian sense. Indeed, it is easily checked that if one
can find a T-eigenfield for T satisfying (b) and (c), then the T-eigenvectors of T
are S-perfectly spanning. In fact, the proof of Theorem 2.6 essentially consists in
showing that if there exists a T-eigenfield satisfying (b) and (c), then it is possible
to construct one satisfying (b), (c) and (a).
3.3. An “exhaustion” lemma. Besides Proposition 3.3, the following lemma will
also be needed in the proof of Theorems 2.6 and 2.8.
Lemma 3.6. Let B ⊂ M(T), and let T ∈ L(X). Assume that the T-eigenvectors
of T are B-perfectly spanning for analytic sets. Finally, put
V := {(x, λ) ∈ X × T; x 6= 0 and T (x) = λx} .
Then, one can find a closed subset Z of V with the following properties:
• for any (relatively) open set O ⊂ V such that O∩Z 6= ∅, the set pi2(O∩Z) :=
{λ ∈ T; ∃x ∈ O ∩ Z : (x, λ) ∈ Z} is not B-small;
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• the linear span of pi1(Z) := {x ∈ X; ∃λ ∈ T : (x, λ) ∈ Z} is dense in X.
Proof. Let us denote by O the union of all relatively open sets O ⊂ V such that
pi2(O) is B-small, and set Z := V \ O. Then Z is closed in V and satisfies the
first required property (by its very definition). Moreover, by the Lindelo¨f property
and since any countable union of B-small sets is B-small, the set D := pi2(O) is
B-small; and D is an analytic set because O is Borel in X × T. By assumption on
T , the linear span of
⋃
λ∈T\D ker(T − λ) is dense in X. Now, any T-eigenvector x
for T is in pi1(V), and if the associated eigenvalue λ is not in D then (x, λ) ∈ Z by
the definition of D. It follows that ker(T − λ) \ {0} is contained in pi1(Z) for any
λ ∈ T \D, and hence that span (pi1(Z)) = X. 
Despite its simplicity, Lemma 3.6 will be quite useful for us. We illustrate it by
proving the following result.
Proposition 3.7. Let B ⊂ M(T) be hereditary with respect to absolute continuity,
and let T ∈ L(X). The following are equivalent:
(i) the T-eigenvectors of T are B-perfectly spanning for analytic sets;
(ii) one can find a countable family of continuous T-eigenvector fields (Ei)i∈I for
T , where Ei : Λi → X is defined on some B-perfect set Λi ⊂ T, such that
span
(⋃
i∈I Ei(Λi)
)
is dense in X.
Proof. Since the Ei are assumed to be continuous in (ii), it is plain that (ii) implies
(i). Conversely, assume that (i) holds true, and let Z be the set given by Lemma
3.6.
Choose a countable dense set {(xi, λi); i ∈ N} ⊂ Z, and let (εi)i∈N be any sequence
of positive numbers tending to 0. Let also d be a compatible metric d on X and put
Bi := {x ∈ X; d(x, xi) < εi}. By the definition of Z and since B is hereditary with
respect to absolute continuity, one can find for each i ∈ N, a probability measure
σi ∈ B such that
supp(σi) ⊂ {λ ∈ T; ∃x ∈ Bi : T (x) = λx} .
Put Λi := supp(σi), so that Λi is B-perfect. The set
Ai = {(x, λ) ∈ Bi × Λi; T (x) = λx}
is closed in the Polish space Bi×Λi and projects onto Λi. By the Jankov–von Neu-
mann uniformization theorem (see [37, 18.A]), one can find a universally measurable
map Ei : Λi → Bi such that (Ei(λ), λ) ∈ Ai for every λ ∈ Λi. In other words we have
a universally measurable T-eigenvector field Ei : Λi → X such that d(Ei(λ), xi) < εi
for every λ ∈ Λi. By Lusin’s theorem on measurable functions (see e.g. [37, 17.D]),
one can find a closed set Λ′i of positive σi-measure such that (Ei)|Λ′i is continuous.
So, upon replacing the measure σi with its restriction σ
′
i to Λ
′
i (which is still in B
since it is absolutely continuous with respect to σi) and Λi with supp(σ
′
i), we may
assume that in fact each Ei is continuous. Since span
(⋃
i∈NEi(Λi)
)
is dense in X,
the proof is complete. 
Remark. When B is the family of continuous measures, the equivalence of (i) and
(ii) is proved in [28, Proposition 4.2].
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4. The weak mixing case
In this section, we concentrate on part (1) of Theorem 1.1. So we assume that
the T-eigenvectors of our operator T ∈ L(X) are perfectly spanning, and we want
to show that T is weakly mixing in the Gaussian sense. For simplicity, we assume
that X is a Banach space in order to avoid working with sequences of continuous
semi-norms.
4.1. Why things may not be obvious. Before embarking on the proof, let us
briefly explain why it could go wrong. In view of Proposition 3.3, we need to
construct a T-eigenfield (E,φ) for T on some measure space (Ω,m) such that
(a) the operator KE : L
2(Ω,m)→ X is gamma-radonifying;
(b) the vector field E is m-spanning;
(c) for any f ∈ L1(Ω,m), the image measure σf = (f m) ◦ φ−1 is continuous.
To achieve (a) and (b), the most brutal way is to choose some total sequence
(xn)n∈N ⊂ BX consisting of T-eigenvectors for T , say T (xn) = λnxn, to take Ω = N
with the counting measure m, and to define (E,φ) by E(n) = 2−nxn and φ(n) = λn.
Then the vector field E is obviously m-spanning, and the operator KE is gamma-
radonifying since KE(en) = 2
−nxn and hence
∑∞
0 ‖KE(en)‖ <∞. (Here, of course,
(en) is the canonical basis of L
2(Ω,m) = `2(N)). However, the image measure σ =
m ◦ φ−1 is purely atomic, so (c) is certainly not satisfied. (In fact, by [28, Theorem
5.1], T will never be ergodic with respect to any measure induced by a random
variable of the form ξ =
∑∞
0 χnxn, where (xn) is a sequence of T-eigenvectors for T
and (χn) is a sequence of independent, rotation-invariant centred random variables).
To get (c) we must take a more complicated measure space (Ω,m) and avoid atoms;
but then it will be harder to show that an operator defined on L2(Ω,m) is gamma-
radonifying. Thus, conditions (a) and (c) go in somewhat opposite directions, and
we have to find a kind of balance between them.
In [8] and [9], the measure space (Ω,m) was an open arc of T (with the Lebesgue
measure), and the difficulty was partially settled by requiring some regularity on
the T-eigenvector fields and combining this with the geometrical properties of the
underlying Banach space. In the present paper, we will allow more freedom on the
measure space, and this will enable us to get rid of any assumption on X.
The main part of the proof is divided into two steps. We shall first explain how to
produce gamma-radonifying operators of the form KE in a reasonably flexible way,
and then we show how this can be used to construct suitable T-eigenfields for T
under the perfectly spanning assumption. Once this has been done, the conclusion
follows easily.
4.2. How to construct gamma-radonifying operators. The first part of our
program relies essentially on the following observation. Let G be a compact metriz-
able abelian group with normalized Haar measure mG and dual group Γ, and let
E : G → X be a vector field on (G,mG). Then the operator KE : L2(G,mG)→ X
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is gamma-radonifying as soon as∑
γ∈Γ
‖Ê(γ)‖ <∞ ,
where Ê is the Fourier transform of E. This is indeed obvious since the characters
of G form an orthonormal basis (eγ)γ∈Γ of L2(G,mG) and KE(eγ) = Ê(γ) for every
γ ∈ Γ.
The compact group we shall use is the usual Cantor group G := {0, 1}N, where
addition is performed modulo 2. The dual group Γ is identified with the set all of
finite subsets of N, which we denote by FIN. A set I ∈ FIN corresponds to the
character γI ∈ Γ defined by the formula
γI(ω) =
∏
i∈I
εi(ω) ,
where εi(ω0, ω1, . . . ) = (−1)ωi . An empty product is declared to be equal to 1, so
that γ∅ = 1.
It is common knowledge that any “sufficiently regular” function has an absolutely
convergent Fourier series. In our setting, regularity will be quantified as follows. Let
us denote by d the usual ultrametric distance on G,
d(ω, ω′) = 2−n(ω,ω
′) ,
where n(ω, ω′) is the first i such that ωi 6= ω′i. We shall say that a map E : G→ X
is super-Lipschitz if it is α-Ho¨lderian for some α > 1, i.e.
‖E(ω) − E(ω′)‖ ≤ C d(ω, ω′)α
for any ω, ω′ ∈ G and some finite constant C. (Of course, there are no nonconstant
super-Lipschitz maps on T; but life is different on the Cantor group).
The following lemma is the kind of result that we need.
Lemma 4.1. If E : G→ X is super-Lipschitz, then E has an absolutely convergent
Fourier series.
Proof. Assume that E is α-Ho¨lderian, α > 1, with constant C. The key point is the
following
Fact. Let n ∈ N. If I ∈ FIN satisfies I 3 n then ‖Ê(γI)‖ ≤ (C/2) × 2−αn .
Indeed, setting Fn := {I ∈ FIN; I 6= ∅ and max I = n} (which has cardinality
2n), this yields that∑
I∈Fn
‖Ê(γI)‖ ≤ 2n × (C/2) × 2−αn = (C/2) × 2−βn
for all n ≥ 0 (where β = α− 1 > 0), and the result follows.
Proof of Fact. Write I = J ∪ {n}, where J ∈ FIN and n 6∈ J . Then
〈γI , ω〉 = εn(ω)〈γJ , ω〉 ,
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and hence
Ê(γI) =
∫
{ω; εn(ω)=1}
〈γJ , ω〉E(ω) dmG(ω)−
∫
{ω; εn(ω)=−1}
〈γJ , ω〉E(ω) dmG(ω)
=
∫
{ω; εn(ω)=1}
〈γJ , ω〉 [E(ω)− E(ω + δn)] dmG(ω),
where δn ∈ G is the sequence which is 0 everywhere except at the n-th coordinate.
By assumption on E, we know that ‖E(ω)−E(ω + δn)‖ ≤ C × 2−αn; and since the
set {εn = 1} has measure 1/2, this concludes the proof. 

4.3. Construction of suitable T-eigenfields. The second part of our program is
achieved by the following lemma.
Lemma 4.2. Put V := {(x, λ) ∈ X × T; x 6= 0 and T (x) = λx}, and let Z ⊂ V.
Assume that for any (relatively) open set O ⊂ V such that O ∩ Z 6= ∅, the set
{λ ∈ T; ∃x : (x, λ) ∈ O} is uncountable. Then, for any (x0, λ0) in Z and ε > 0,
one can construct a T-eigenfield (E,φ) for T on the Cantor group (G,mG) such that
(1) ‖E(ω)− x0‖ < ε for all ω ∈ G;
(2) E : G→ X is super-Lipschitz;
(3) φ : G→ T is a homeomorphic embedding.
Proof. This is a standard Cantor-like construction. Let us denote by S the set of all
finite 0-1 sequences (including the empty sequence ∅). We write |s| for the length of
a sequence s ∈ S, and if i ∈ {0, 1} we denote by si the sequence “s followed by i”.
Put V∅ := T and choose an open set U∅ ⊂ X with x0 ∈ U∅ and diam(U∅) < ε.
Let us also fix an arbitrary Ho¨lder exponent α > 1. We construct inductively
two sequences of open sets (Us)s∈S in X and (Vs)s∈S in T, such that the following
properties hold for all s ∈ S and i ∈ {0, 1}.
(i) Usi ⊂ Us and Vsi ⊂ Vs;
(ii) Us0 ∩ Us1 = ∅ and Vs0 ∩ Vs1 = ∅;
(iii) diam(Us) ≤ 2−α|s| and diam(Vsi) ≤ 12 diam(Vs);
(iv) (Us × Vs) ∩ Z 6= ∅.
The inductive step is easy. Assume that Us and Vs have been constructed for some
s. Since (Us×Vs)∩Z 6= ∅, we know that the set {λ ∈ T; ∃x : (x, λ) ∈ (Us×Vs)∩Z}
is uncountable, and hence contains at least 2 distinct points λ0, λ1. Pick xi ∈ Us
such that (xi, λi) ∈ Z. Then x0 6= x1 because T (xi) = λixi and xi 6= 0. Thus, one
may choose small enough open sets Usi 3 xi and Vsi 3 λi to ensure (i), . . . , (iv) at
steps s0 and s1.
For any ω ∈ G and n ∈ N, let us denote by ω|n the finite sequence (ω0, . . . , ωn) ∈
S. By (i), (ii), (iii), the intersection ⋂n≥0 Uω|n is a single point {xω}, and the
intersection
⋂
n≥0 Vω|n is a single point {λω}. Moreover, the map ω 7→ λω := φ(ω)
is a homeomorphic embedding, and the map ω 7→ xω := E(ω) is α-Ho¨lderian and
hence super-Lipschitz (by (iii)). Finally, it follows easily from the continuity of T
22 FRE´DE´RIC BAYART AND E´TIENNE MATHERON
that T (xω) = λωxω for every ω ∈ G. In other words, (E,φ) is a T-eigenfield for T .
Since ‖E(ω) − x0‖ ≤ diam(U∅) < ε for all ω ∈ G, this concludes the proof.

4.4. The proof. We now just have to put the pieces together. Let us recall what
we are trying to do: we are given an operator T ∈ L(X) whose T-eigenvectors are
perfectly spanning, and we want to show that T is weakly mixing in the Gaussian
sense.
Let V := {(x, λ) ∈ X × T; x 6= 0 and T (x) = λx}. Applying Lemma 3.6 to
the family of continuous measures, we get a closed set Z ⊂ V with the following
properties:
• Z satisfies the assumption of Lemma 4.2, i.e. for any O ⊂ V open such that
O ∩ Z 6= ∅, the set {λ ∈ T; ∃x : (x, λ) ∈ O} is uncountable;
• span (pi1(Z)) is dense in X.
Let us fix a countable dense set {(xi, λi); i ∈ N} ⊂ Z, and let us apply Lemma 4.2
to each point (xi, λi), with e.g. εi = 2
−i. Taking Lemma 4.1 into account and since
εi → 0, this give a sequence of T-eigenfields (Ei, φi) defined on (Ωi,mi) := (G,mG),
such that
(1) each operator KEi : L
2(Ωi,mi)→ X is gamma-radonifying;
(2) each Ei is continuous and span
(⋃
i∈NEi(Ωi)
)
= X;
(3) each φi is one-to-one.
Now, let (Ω,m) be the “disjoint union” of the measure spaces (Ωi,mi) (so that
L2(Ω,m) is the `2-direct sum ⊕iL2(Ωi,mi)). Choose a sequence of small positive
numbers (αi)i∈N, and define a T-eigenfield (E,φ) on (Ω,m) as follows: E(ωi) =
αiEi(ωi) and φ(ωi) = φi(ωi) for each i and every ωi ∈ Ωi. If the αi are small
enough, then E is indeed in L2(Ω,m) and (using property (1)) the operator KE :
L2(Ω,m) → X is gamma-radonifying. By (2) and since m has full support, the
vector field E is m-spanning and hence the operator KE has dense range. Moreover,
since TKEi = KEiMφi for all i, the intertwining equation TKE = KEMφ holds.
Finally, since (Ωi,mi) is atomless, it follows from (3) that each measure mi ◦ φ−1i is
continuous, and hence that σ = m ◦ φ−1 is continuous as well. By Proposition 3.3,
we conclude that T is weakly mixing in the Gaussian sense.
5. Proof of the abstract results (1)
In this section, we prove Theorem 2.6. The proof runs along exactly the same lines
as that of the weak mixing case: we first explain how to produce gamma-radonifying
operators of the form KE in a flexible way, then we show how this can be used to
construct suitable T-eigenfields for T under the S-perfectly spanning assumption,
and the conclusion follows easily. However, the first two steps are technically more
involved than the corresponding ones from the weak mixing case, the difficulty being
not less important when dealing with the strong mixing case only. Roughly speaking,
the main reason is that it is much harder for a measure to be Rajchman, or more
generally to be S-continuous, than to be merely continuous.
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To avoid artificial complications, we shall first assume that the underlying space
X is a Banach space (which will dispense us from using sequences of semi-norms),
and we will indicate only at the very end of the proof how it can be adapted in
the Fre´chet space case (this is really a matter of very minor changes). Thus, in
most of this section, T is a linear operator acting on a complex separable Banach
space X. We are also given a c0-like translation ideal S ⊂ `∞(Z+) such that every
S-continuous measure is continuous. We are assuming that the T-eigenvectors of T
are S-perfectly spanning, and our aim is to show that T is S-mixing in the Gaussian
sense.
5.1. How to construct gamma-radonifying operators. Just as in the weak
mixing case, the guiding idea of the first part of our program is the observation
that we made in sub-section 4.2, namely that if E : Ω→ X is a vector field defined
on a compact abelian group Ω (with Haar measure m and dual group Γ), then the
operator KE : L
2(Ω,m)→ X is gamma-radonifying as soon as∑
γ∈Γ
‖Ê(γ)‖ <∞ .
Unfortunately, we are not able to use this observation as stated. Instead of com-
pact groups, we will be forced to use some slightly more complicated objects (Ω,m),
due to the structure of the inductive construction that will be performed in the
second part of our program.
Let us denote by Q the set of all finite sequences of integers q¯ = (q1, . . . , ql) with
qs ≥ 2 for all s. For any q¯ = (q1, . . . , ql) ∈ Q, we put
Ω(q¯) :=
l⊔
s=1
Ω(qs) ,
where Ω(q) = {ξ ∈ T; ξq = 1} is the group of all q-roots of 1, and the symbol unionsq
stands for a “disjoint union”.
The following notation will be useful: for any q¯ = (q1, . . . , ql) ∈ Q, we set
l(q¯) = l and w(q¯) = q1 + · · ·+ ql.
In particular, Ω(q¯) has cardinality w(q¯).
We endow each finite group Ω(q) with its normalized Haar measure mq (i.e. the
normalized counting measure), and each Ω(q¯) = Ω(q1, . . . , ql) with the probability
measure
mq¯ =
1
l(q¯)
l(q¯)∑
s=1
mqs .
Here, of course, Ω(qs) is considered as a subset of Ω(q¯), so that the measures mqs
are disjointly supported.
For any infinite sequence q = (q¯n)n≥1 ∈ QN, we put
Ω(q) :=
∞∏
n=1
Ω(q¯n) ,
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and we endow Ω(q) with the product measure
mq =
∞⊗
n=1
mq¯n .
Given q = (q¯n)n≥1 ∈ QN, it is not difficult to describe a “canonical” orthonormal
basis for L2(Ω(q),mq). However, we have to be careful with the notation.
For each sequence q¯ = (q1, . . . , ql) ∈ Q, let us denote by Γ(q¯) the disjoint union⊔l
s=1 Γ(qs), where Γ(q) is the dual group of Ω(q), i.e. Γ(q) = Zq. For any γs ∈
Γ(qs) ⊂ Γ(q¯), define a function eγs : Ω(q¯)→ C by
eγs(ξ) =
{ √
l(q¯) 〈γs, ξ〉 if ξ ∈ Ω(qs),
0 otherwise.
Since the characters of Ω(q) form an orthonormal basis of L2(Ω(q),mq) for every
positive integer q, it is clear that the eγs , γs ∈ Γ(q¯) form an orthonormal basis of
L2(Ω(q¯),mq¯) for every q¯ ∈ Q.
Now, write each q¯n as q¯n = (qn,1, . . . , qn,ln), and let us denote by Γ(q) the set of
all finite sequences of the form γ = (γs1 , . . . , γsN ) with γsn ∈ Γ(qn,sn) ⊂ Γ(q¯n) for
all n and γsN 6= 0. For any γ = (γs1 , . . . , γsN ) ∈ Γ(q), we define eγ : Ω(q) → C as
expected:
eγ(ω) =
N∏
n=1
eγsn (ωn) .
In other words, eγ = eγs1 ⊗· · ·⊗eγsN . We also include the empty sequence ∅ in Γ(q)
and we put e∅ = 1. The following lemma is essentially obvious:
Lemma 5.1. The family (eγ)γ∈Γ(q) is an orthonormal basis of L2(Ω(q),mq), for
any q ∈ QN.
We note that if q = (q¯n)n≥1 ∈ QN and each sequence q¯n has length 1, i.e. q¯n = (qn)
for some qn ≥ 2, then (Ω(q),mq) is just the compact group
∏
n≥1Ω(qn) with its
normalized Haar measure, and Γ(q) “is” the character group of Ω(q). Moreover, if
E : Ω(q)→ X is a vector field on (Ω(q),mq) then KE(eγ) is the Fourier coefficient
Ê(γ), for any γ ∈ Γ(q). Accordingly, we shall use the following notation for an
arbitrary q ∈ QN: given a vector field E : Ω(q)→ X on (Ω(q),mq), we set
Ê(γ) = KE(eγ)
for every γ ∈ Γ(q).
Next, we introduce a partially defined “metric” on every Ω(q), as follows. Write
q = (q¯n)n≥1 and q¯n = (qn,1, . . . , qn,ln). If ω = (ωn) and ω′ = (ω′n) are distinct
elements of Ω(q), let us denote by n(ω, ω′) the smallest n such that ωn 6= ω′n. If ωn
and ω′n are in the same Ω(qn(ω,ω′),s), we denote this s by s(ω, ω′) and we put
dq(ω, ω
′) :=
1
w(q¯1) · · ·w(q¯n(ω,ω′)−1)
× 1
l
1/4
n(ω,ω′) qn(ω,ω′),s(ω,ω′)
·
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(The value of an empty product is declared to be 1). Otherwise, dq(ω, ω
′) is not
defined.
Definition 5.2. Let q ∈ QN. We shall say that a map E : Ω(q) → X is super-
Lipschitz if
‖E(ω) −E(ω′)‖ ≤ C dq(ω, ω′)2
for some finite constant C, whenever dq(ω, ω
′) is defined.
The terminology is arguably not very convincing, since super-Lipschitz maps need
not be continuous. Moreover, the definition of dq may look rather special, mainly
because of the strange term l
1/4
n(ω,ω′). We note, however, that when all sequences q¯n
have length 1, say q¯n = (qn), then dq is a quite natural true (ultrametric) distance
on the Cantor-like group Ω(q) =
∏
n≥1Ω(qn):
dq(ω, ω
′) =
1
q1 · · · qn(ω,ω′)
·
In this case, the terminology “super-Lipschitz” seems adequate (forgetting that we
allowed arbitrary Ho¨lder exponents α > 1 in the weak mixing case). More impor-
tantly, the following lemma is exactly what is needed to carry out the first part of
our program.
Lemma 5.3. Let q ∈ QN. If E : Ω(q) → X is a super-Lipschitz vector field on
(Ω(q),mq), then ∑
γ∈Γ(q)
‖Ê(γ)‖ <∞ .
Proof. Throughout the proof we put q = (q¯n)n≥1, and each q¯n is written as q¯n =
(qn,1, . . . , qn,ln).
For notational simplicity, we write Γ instead of Γ(q). We denote by |γ| the length
of a sequence γ ∈ Γ. That is, |∅| = 0 and |γ| = N if γ = (γs1 , . . . , γsN ) with
γsn ∈ Γ(qn,sn) for all n and γN,sN 6= 0. Then Γ is partitioned as
Γ =
∞⋃
N=0
ΓN
where ΓN = {γ ∈ Γ; |γ| = N}.
For any γ = (γs1 , . . . , γsN ) ∈ ΓN , we put s(γ) = sN . In other words, s(γ) is the
unique s ∈ {1, . . . , lN} such that the N -th coordinate of γ belongs to Ω(qN,s).
Fact. If E : Ω(q)→ X is super-Lipschitz with constant C, then
‖Ê(γ)‖ ≤ C
lN
√
l1 · · · lN−1
∏
n≤N−1
w(q¯n)
−2 × 1
q2N,s(γ)
for every γ ∈ ΓN , N ≥ 1.
Proof of Fact. Let us fix γ = (γs1 , . . . , γsN ) ∈ ΓN , so that s(γ) = sN . For notational
simplicity (again), we put qγ = qN,sN = qN,s(γ). For any ξ ∈ Ω(qγ) and ω ∈ Ω(q)
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with ωN ∈ Ω(qγ), let us denote by ξω the element ω′ of Ω(q) defined by ω′n = ωn if
n 6= N and ω′N = ξωN . Then
Ê(γ) =
∫
{ω; ωN∈Ω(qγ)}
eγ(ω)E(ω) dmq(ω)
=
∑
ξ∈Ω(qγ)
∫
{ω; ωN=ξ}
eγ(ω)E(ω) dmq(ω)
=
∑
ξ∈Ω(qγ)
∫
{ω; ωN=1Ω(qγ )}
eγ(ξω)E(ξω) dmq(ω)
=
∫
{ω; ωN=1Ω(qγ )}
eγ(ω)×
 ∑
ξ∈Ω(qγ)
〈γsN , ξ〉E(ξω)
 dmq(ω).
Now, γsN is assumed to be a non-trivial character of Ω(qγ). So we have∑
ξ∈Ω(qγ)
〈γsN , ξ〉 = 0 ,
and it follows that
Ê(γ) =
∫
{ω; ωN=1Ω(qγ )}
eγ(ω)×
 ∑
ξ∈Ω(qγ)
〈γsN , ξ〉
(
E(ξω)− E(ω)
) dmq(ω) .
By the definition of a super-Lipschitz map, since |eγ(ω)| ≤
√
l1 · · · lN and since
the set {ω; ωN = 1Ω(qγ)} has mq-measure 1/lN qγ , we conclude that
‖Ê(γ)‖ ≤
√
l1 · · · lN × 1
lN
× C
∏
n≤N−1
w(q¯n)
−2 × 1
l
1/2
N q
2
N,s(γ)
,
which is the required estimate. 
It is now easy to conclude the proof of the lemma. For each N ≥ 1 and every
s ∈ {1, . . . , lN}, the set ΓN,s = {γ ∈ ΓN ; s(γ) = s} has cardinality
|ΓN,s| =
∏
n≤N−1
w(q¯n)× qN,s .
By the above fact and since w(q¯n) = qn,1+ · · ·+ qn,ln ≥ 2ln for all n, it follows that
∑
γ∈ΓN,s
‖Ê(γ)‖ ≤ C
lN
√
l1 · · · lN−1
∏
n≤N−1
w(q¯n)
−1 × 1
qN,s
≤ C
lN
2−N
for each s ∈ {1, . . . , lN}. Hence, we get
∑
γ∈ΓN
‖Ê(γ)‖ ≤ C 2−N for every N ≥ 1, and
the result follows.

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5.2. Construction of suitable T-eigenfields. We now turn to the second part
of our program, which is the most technical one. Our aim is to prove the following
lemma.
Lemma 5.4. Put V := {(x, λ) ∈ X × T; x 6= 0 and T (x) = λx}, and let Z be
a closed subset of V. Assume that for any (relatively) open set O ⊂ V such that
O ∩ Z 6= ∅, the set {λ ∈ T; ∃x : (x, λ) ∈ O} is not S-small. Then, for any (x0, λ0)
in Z and ε > 0, one can construct a T-eigenfield (E,φ) for T on some (Ω(q),mq)
such that
(1) ‖E(ω)− x0‖ < ε for all ω ∈ Ω(q);
(2) E : Ω(q)→ X is super-Lipschitz;
(3) φ : Ω(q) → T is a homeomorphic embedding, and the image measure σ =
mq ◦ φ−1 is S-continuous.
Proof. Throughout the proof, we denote (as usual) byM(T) the space of all complex
measures on T endowed with the total variation norm ‖ · ‖. We recall that M(T)
is the dual space of C(T) (the space of all continuous complex-valued functions on
T), so we can use the w∗ topology on M(T). Since our family S is c0-like, we may
fix a uniformly bounded sequence of w∗- continuous semi-norms (Φk)k≥0 on `∞(Z+)
such that
S =
{
a ∈ `∞(Z+); Φk(a) k→∞−−−→ 0
}
.
Without loss of generality, we may assume that Φk(a) ≤ ‖a‖∞ for all k and every
a ∈ `∞(Z+). Moreover, upon replacing Φk(a) by max(|ak|,Φk(a)), we may also
assume that Φk(a) ≥ |ak| for every a ∈ `∞(Z+).
Finally, to avoid notational heaviness, we denote by σ̂ the positive part of the
Fourier transform of a measure σ ∈ M(T), i.e. we write σ̂ instead of σ̂|Z+ or F+(σ).
We then have
|σ̂(k)| ≤ Φk(σ̂) ≤ ‖σ̂‖∞ ≤ ‖σ‖
for all k and every σ ∈ M(T). In particular, if a bounded sequence (σn) ⊂ M(T)
is such that the sequence (σ̂n) is Cauchy with respect to each semi-norm Φk, then
(σn) is w
∗ convergent in M(T).
Let us introduce some terminology. By an admissible sequence of open sets in T,
we shall mean a finite sequence of open sets (Vi)i∈I ⊂ T such that the Vi have pair-
wise disjoint closures. An admissible sequence (Wj)j∈J is finer than an admissible
sequence (Vi)i∈I if the following hold:
• for every j ∈ J , one can find i ∈ I such that Wj ⊂ Vi; then j is called a
successor of i;
• all i ∈ I have the same number of successors j ∈ J .
In this situation, we write i ≺ j when j ∈ J is a successor of i ∈ I. We define in
the same way admissible sequences of open sets (Ui)i∈I in X and the corresponding
refinement relation.
An admissible pair is a pair (σ, (Vi)i∈I) where (Vi)i∈I is an admissible sequence
of open sets in T and σ is a positive S-continuous measure such that
• supp(σ) ⊂ ⋃i∈I Vi;
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• all open sets Vi have the same σ-measure.
An admissible pair (σ, (Vi)i∈I) is normalized if σ is a probability measure.
Fact 1. Let (σ, (Vi)i∈I) be a normalized admissible pair. Given N ∈ N and η > 0,
one can find two admissible sequences of open sets (V ′j )j∈J and (Wj)j∈J (with the
same index set J) and an S-continuous probability measure ν such that
• (V ′j )j∈J is finer than (Vi)i∈I and diam(V ′j ) < η for all j ∈ J ;
• (ν, (Wj)j∈J) is an admissible pair finer than (σ, (Vi)i∈I);
• supp(ν) ⊂ supp(σ);
• supp(σ) ∩ V ′j 6= ∅ for all j ∈ J ;
• ⋃j V ′j ∩⋃j Wj = ∅;
• ‖ν − σ‖ < η;
• whenever σ′ is a probability measure such that (σ′, (V ′j )j∈J) is an admissible
pair, it follows that Φk(σ̂
′ − ν̂) < η for all k ≤ N .
Proof of Fact 1. Let η′ and η′′ be small positive numbers to be chosen later.
First, we note that since the measure σ is continuous by assumption on S, one can
partition supp(σ)∩ Vi, i ∈ I into Borel sets Ai,1, . . . , Ai,Ki with diam(Ai,s) < η′ and
σ(Ai,1) = · · · = σ(Ai,Ki). This can be done as follows. Split supp(σ)∩Vi into finitely
many Borel sets B1, . . . , BN with diameters less than η
′/2 and positive σ-measure.
Using the continuity of σ, choose a Borel set B′1 ⊂ B1 such that σ(B′1) > 0 and
σ(B′1)/σ(Vi) is a rational number. Then choose a Borel set B′2 such that B1 \B′1 ⊂
B′2 ⊂ (B1 \ B′1) ∪ B2 and σ(B′2)/σ(Vi) is a positive rational number, and so on.
This gives a partition of supp(σ) ∩ Vi into pairwise disjoint Borel sets B′1, . . . , B′N
with diameter less than η′ such that σ(B′k)/σ(Vi) is a positive rational number for
each k, say σ(B′k) =
pk
q σ(Vi) where pk, q ∈ N (the same q for all k). Finally, use
again the continuity of σ to split each B′k into pk Borel sets B
′′
k,1, . . . , B
′′
k,pk
with
σ(B′′k,s) =
σ(Vi)
q , and relabel the collection of all these sets B
′′
k,s as Ai,1, . . . , Ai,Ki .
That all the splittings can indeed be made follows from the (1-dimensional case of
the) classical Liapounoff convexity theorem; see e.g. [44, Theorem 5.5].
Next, given any positive number mi, one can partition further each Ai,s into
mi Borel sets B with the same σ-measure. Taking mi :=
∏
j 6=iKj , we then have
the same number of Borel sets B inside each open set Vi. Thus, we may in fact
assume from the beginning that we have the same number of sets Ai,s inside each
Vi. We denote this number by K, and we put J := I × {1, . . . ,K}. We note that
σ(Ai,s) =
1
|J | for all (i, s) ∈ J .
Since the measure σ is regular and continuous, one can pick, for each (i, s) ∈ J ,
a compact set Ci,s ⊂ Ai,s such that 0 < σ(Ai,s \ Ci,s) < η′′, and then a point
ai,s ∈ (Ai,s\Ci,s)∩supp(σ). Then we may choose open setsWi,s ⊃ Ci,s with pairwise
disjoint closures contained in Vi, and open sets V
′
i,s 3 ai,s with pairwise disjoint
closures contained in Vi and diam(V
′
i,s) < η
′, in such a way that
⋃
j∈J V
′
j ∩
⋃
j∈J Wj =
∅.
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If η′′ is small enough, then the probability measure
ν =
1
|J |
∑
(i,s)∈J
σ|Ci,s
σ(Ci,s)
satisfies ‖σ − ν‖ < η. Moreover, (ν, (Wj)j∈J) is an admissible pair finer than
(σ, (Vi)i∈I).
Let us denote by ωf the modulus of continuity of a function f ∈ C(T):
ωf (δ) = sup{|f(u)− f(v)|; |u− v| < δ} .
Since the sets Ci,s, (i, s) ∈ J form a partition of supp(ν) with ν(Ci,s) = 1|J | , and
since |z − ai,s| ≤ diam(Ai, s) < η′ for all z ∈ Ci,s, we have∣∣∣∣∣∣
∫
T
f dν − 1|J |
∑
(i,s)∈J
f(ai,s)
∣∣∣∣∣∣ ≤ ωf (η′)
for any f ∈ C(T). Similarly, if σ′ is any probability measure with supp(σ′) ⊂ ⋃j∈J V ′j
and σ′(V ′j ) =
1
|J | for all j ∈ J , then∣∣∣∣∣∣
∫
T
f dσ′ − 1|J |
∑
(i,s)∈J
f(ai,s)
∣∣∣∣∣∣ ≤ ωf (η′) .
Hence, we see that σ′ is close to ν in the w∗ topology ofM(T) if η′ is sufficiently small.
Since each semi-norm Φk is w
∗- continuous and since the Fourier transformation
F+ :M(T)→ `∞(Z+) is (w∗, w∗) - continuous on bounded sets, it follows that if η′
is small enough then, for any σ′ such that (σ′, (V ′j )j∈J) is an admissible pair, we do
have Φk(σ̂
′ − ν̂) < η for all k ≤ N .

Remark. When considering two sequences of open sets (V ′j )j∈J and (Wj)j∈J both
finer than a given sequence (Vi)i∈I and with the same index set J , we will always
assume that the corresponding “extension” relations ≺ on I×J are in fact the same.
At this point, we need to introduce some more terminology. By a convenient
triple, we mean a triple (σ, (Ui)i∈I , (Vi)i∈I), where (Ui) ⊂ X and (Vi) ⊂ T are
admissible sequences of open sets (with the same index set I), and σ is a positive
S-continuous measure such that the pair (σ, (Vi)i∈I) is admissible and the following
holds: for each i ∈ I one can find a closed set Fi ⊂ X such that
Fi ⊂ Ui \ {0} and supp(σ) ⊂
⋃
i∈I
{λ ∈ Vi; ∃x ∈ Fi : (x, λ) ∈ Z} .
There is a natural notion of refinement for convenient triples, which is defined
exactly as for admissible pairs. Moreover, we shall say that two convenient triples
(σ, (Ui), (Vi)) and (σ
′, (Ui′), (Vi′)) are disjoint if
⋃
i Ui ∩
⋃
i′ Ui′ = ∅ and
⋃
i Vi ∩⋃
i′ Vi′ = ∅.
The following fact is the key point in order to prove Lemma 5.4: it is the basic
inductive step towards the construction of the measure space (Ω(q),mq) and the
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map φ. The technical difficulty comes essentially from condition (c), which is here
to ensure (3) in Lemma 5.4.
Fact 2. Let (σ, (Ui)i∈I , (Vi)i∈I) be a normalized convenient triple, and let η > 0.
Then one can find a positive integer l = l(η) and a finite sequence of pairwise disjoint
normalized convenient triples (σ′1, (U
′
j)j∈J1 , (V
′
j )j∈J1), . . . , (σ
′
l, (U
′
j)j∈Jl, (V
′
j )j∈Jl) finer
than (σ, (Ui), (Vi)) such that
(a) diam(V ′j ) < η for all s ∈ {1, . . . , l} and every j ∈ Js;
(b) diam(U ′j) <
η
l(η)1/2|Js|2 for all s and every j ∈ Js;
(c) If we put
σ′ :=
1
l
l∑
s=1
σ′s
then supk≥0 Φk(σ̂′ − σ̂) ≤ η.
Proof of Fact 2. Put ν0 = σ = σ
′
0, J0 = I and Wj = Vj, j ∈ J0. Let also η∗ be a
positive number to be chosen later but depending only on η, and let l be the smallest
integer such that l > 1/η∗.
Since ν0 is S-continuous, one can find N0 ∈ N such that Φk(ν̂0) < η∗ for all
k > N0.
Applying Fact 1 to the pair (σ, (Vi)i∈I) = (ν0, (Vj)j∈J0), we find an admissible
sequence of open sets (V ′j )j∈J1 and a normalized admissible pair (ν1, (Wj)j∈J1) such
that
• (V ′j )j∈J1 is finer than (Wj)j∈J0 and diam(V ′j ) < η∗ for all j ∈ J1;
• (ν1, (Wj)j∈J1) is finer than (ν0, (Wj)j∈J0);
• supp(ν1) ⊂ supp(ν0);
• supp(ν0) ∩ V ′j 6= ∅ for all j ∈ J1;
• ⋃j∈J1 V ′j ∩⋃j∈J1 Wj = ∅;
• ‖ν1 − ν0‖ < η∗/l;
• whenever σ′ is a probability measure such that (σ′, (V ′j )j∈J1) is an admissible
pair, it follows that Φk(σ̂
′ − ν̂1) < η∗ for all k ≤ N0.
Each j ∈ J1 has a unique “predecessor” i ∈ J0. In what follows, we denote this
predecessor by j−.
Since V ′j ∩supp(ν0) 6= ∅ and since (ν0, (Ui)i∈J0 , (Vi)i∈J0) is a convenient triple, one
can pick, for each j ∈ J1, a point λj ∈ V ′j ∩ supp(ν0) and a point xj ∈ U ′j− such that
(xj , λj) ∈ Z. The points xj are pairwise distinct because xj 6= 0 and T (xj) = λjxj.
Using again the fact that (ν0, (Ui)i∈J0 , (Vi)i∈J0) is a convenient triple, one can find
closed sets Fi,0 ⊂ X with Fi,0 ⊂ Ui \ {0} such that
supp(ν0) ⊂
⋃
i∈I
{λ ∈ Vi; ∃x ∈ Fi,0 : (x, λ) ∈ Z} .
Since Z is closed in (X \ {0}) × T, the set
Fj =
{
x ∈ Fj−,0; ∃λ ∈ supp(ν1) ∩Wj : (x, λ) ∈ Z
}
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is closed in X, for each j ∈ J1. Moreover, the sets Fj are pairwise disjoint and we
have
⋃
j∈J1 Fj ∩ {xj ; j ∈ J1} = ∅, because
⋃
j∈J1 V
′
j ∩
⋃
j∈J1 Wj = ∅. It follows that
one can find open sets Uj ⊂ X, j ∈ J1 with pairwise disjoint closures and open sets
U ′j ⊂ X with pairwise disjoint closures, such that
• diam(U ′j) < η
∗
l1/2|J1|2 ;
• Uj ⊂ Uj− and U ′j ⊂ Uj− ;
• xj ∈ U ′j and Fj ⊂ Uj ;
• ⋃j∈J1 Uj ∩⋃j∈J1 U ′j = ∅.
We note that (ν1, (Uj)j∈J1 , (Wj)j∈J1) is a convenient triple, by the very definition
of the closed sets Fj .
Now, we use the assumption on Z: since Z ∩ (U ′j × V ′j ) 6= ∅, the set
Aj = {λ ∈ V ′j ; ∃x ∈ U ′j : (x, λ) ∈ Z}
is not S-small, for any j ∈ J1. Moreover, Aj is an analytic set because Z is a Borel
subset of X × T; in particular, Aj is universally measurable (see [37]), and hence
it contains a compact set which is not S-small. Since the family of S-continuous
measures is hereditary with respect to absolute continuity, it follows that one can
find, for each j ∈ J1, an S-continuous probability measure σ˜j such that
supp(σ˜j) ⊂ {λ ∈ V ′j ; ∃x ∈ U ′j : (x, λ) ∈ Z} .
Moreover, since U ′j \ {0} is an Fσ set in X, we may in fact assume that there is a
closed set F ′j ⊂ X with F ′j ⊂ U ′j \ {0} such that
supp(σ˜j) ⊂ {λ ∈ V ′j ; ∃x ∈ F ′j : (x, λ) ∈ Z} .
If we put
σ′1 :=
1
|J1|
∑
j∈J1
σ˜j ,
it follows that (σ′1, (U ′j)j∈J1 , (V
′
j )j∈J1) is a convenient triple. In particular, the pair
(σ′1, (Vj)j∈J1) is admissible, so that Φk(σ̂′1 − ν̂1) < η∗ for all k ≤ N0.
Let us summarize what we have done up to now. Starting with the conve-
nient triple (σ, (Ui)i∈I , (Vi)i∈I) = (ν0, (Uj)j∈J0 , (Wj)j∈J0) and a positive integer
N0 such that Φk(ν̂0) < η
∗ for all k > N0, we have found two convenient triples
(ν1, (Uj)j∈J1 , (Wj)j∈J1) and (σ′1, (U
′
j)j∈J1 , (V
′
j )j∈J1) both finer than (σ, (Ui), (Vi)) =
(ν0, (Uj)j∈J0 , (Wj)j∈J0), such that
• ⋃j V ′j ∩⋃j Wj = ∅;
• ‖ν1 − ν0‖ < η∗/l;
• Φk(σ̂′1 − ν̂1) < η∗ for all k ≤ N0.
Now, since ν1 and σ
′
1 are S-continuous, we can choose N1 > N0 such that
Φk(ν̂1) < η
∗ and Φk(σ̂′1) < η∗ for all k > N1, and we repeat the whole procedure with
(ν1, (Uj)j∈J1 , (Wj)j∈J1) in place of (ν0, (Uj)j∈J0 , (Wj)j∈J0). This produces two new
normalized convenient triples (ν2, (Uj)j∈J2 , (Wj)j∈J2) and (σ′2, (U
′
j)j∈J2 , (V
′
j )j∈J2).
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Then we start again with ν2 and a positive integer N2 > N1 witnessing that ν2
and σ′2 are S-continuous, and so on.
After l steps, we will have constructed positive integers N0 < N1 < · · · < Nl and,
for each s ∈ {1, . . . , l}, two normalized convenient triples (ν2, (Uj)j∈Js , (Wj)j∈Js)
and (σ′s, (U ′j)j∈Js , (V
′
j )j∈Js), such that the following properties hold:
• both triples (σ′s, (U ′j)j∈Js , (V ′j )j∈Js) and (νs, (Uj)j∈Js, (Wj)i∈Js) are finer than
(νs−1, (Uj)j∈Js−1 , (Wj)i∈Js−1);
• diam(U ′j) < η
∗
l1/2|Js|2 and diam(V
′
j ) < η
∗;
• ⋃j∈Js V ′j ∩⋃j∈Js Wj = ∅;
• ‖νl − νl−1‖ < η∗/l;
• Φk(σ̂′s − ν̂l) < η∗ for all k ≤ Ns−1;
• Φk(ν̂s) < η∗ and Φk(σ̂′s) < η∗ for all k > Ns.
Then (a) and (b) hold, and we have to check (c). That is, we have to show that
the measure
σ′ =
1
l
l∑
s=1
σ′s ,
satisfies Φk(σ̂
′ − σ̂) ≤ η for all k ≥ 0 if η∗ is small enough (depending on η only)
and l > 1/η∗.
First, we note that ‖νs − σ‖ = ‖νs − ν0‖ < sη∗/l ≤ η∗ for every s ∈ {1, . . . , l}.
Since Φk(ν̂s − σ̂) ≤ ‖νs − σ‖, it follows that
Φk(σ̂
′ − σ̂) ≤ η∗ + 1
l
l∑
s=1
Φk(σ̂
′
s − ν̂s)
for all k ≥ 0.
If k ≤ N0 then Φk(σ̂′s − ν̂s) < ε for every s ∈ {1, . . . , l}, and hence
Φk(σ̂
′ − σ̂) ≤ 2η∗ .
If k > N0, let us denote by s(k) the largest s ∈ {0, . . . , l} such that k > Ns. Then
Φk(σ̂
′
s − ν̂s) < η∗ if s > s(k) + 1 because k ≤ Ns(k)+1 ≤ Ns−1; and Φk(σ̂′s − ν̂s) ≤
Φk(σ̂
′
s) + Φk(ν̂s) < 2η
∗ if s ≤ s(k), because k > Ns. So we get
Φk(σ̂
′
s − σ̂) ≤ η∗ +
1
l
 ∑
s≤s(k)
2η∗ + ‖σ̂′s(k)+1 − ν̂s(k)+1‖∞ +
∑
s>s(k)+1
η∗

≤ 4η∗ + 2
l
·
Taking η∗ = η/6, this concludes the proof of Fact 2. 
We can now start the actual proof of Lemma 5.4.
Recall that Q is the set of all finite sequences of integers q¯ = (q1, . . . , ql) with
qs ≥ 2 for all s. We denote by Q<N the set of all finite sequences s = (q¯1, . . . , q¯n)
with q¯j ∈ Q, plus the empty sequence ∅. We denote by |s| the length of a sequence
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s ∈ Q<ω (the empty sequence ∅ has length 0), and by ≺ the natural extension
ordering on Q<ω.
If s = (q¯1, . . . , q¯n) ∈ Q<N we put
Ω(s) :=
n∏
j=1
Ω(q¯j) ,
and we denote by ms the product measure ⊗nj=1mq¯j . We also put Ω(∅) = {∅}, and
m∅ = δ∅.
Let us fix (x0, λ0) ∈ Z and ε > 0. Put V∅ := T, and choose an open set U∅ ⊂ X \
{0} such that diam(U∅) < ε and (x0, λ0) ∈ U∅×V∅. Let also pick an open set U ′∅ ⊂ X
such that x∅ ∈ U ′∅ and U ′∅ ⊂ U∅. By assumption, one can find an S-continuous
probability measure σ0 such that supp(σ0) ⊂ {λ ∈ V∅; ∃x ∈ U ′∅ : (x, λ) ∈ Z} . Then
(σ∅, U∅, V∅) is a convenient triple.
We construct by induction a sequence (sn)n≥0 ⊂ Q<ω, a sequence of probability
S-continuous measures (σn)n≥0 and, for each n ≥ 0, two sequences of open sets
(Uξ)ξ∈Ω(sn) ⊂ X and (Vξ)ξ∈Ω(sn) ⊂ T. If n ≥ 1, we write sn = (q¯1, . . . , q¯n) and
q¯j = (qj,1, . . . , qj,lj}. If ξ = (ξ1, . . . , ξn−1) ∈ Ω(sn−1) and τ ∈ Ω(q¯n), we denote by ξτ
the sequence (ξ1, . . . , ξn−1, τ) ∈ Ω(sn) (if n = 1 then ξτ = ∅τ = τ). Finally, we put
ε0 = 1 and
εn :=
1
w(q¯1) · · ·w(q¯n)
if n ≥ 1. The following requirements have to be fulfilled for all n ≥ 0.
(i) |sn| = n, and sn−1 ≺ sn if n ≥ 1.
(ii) If n ≥ 1 and ξ ∈ Ω(sn−1), then
• Uξτ ⊂ Uξ and Vξτ ⊂ Vξ for every τ ∈ Ω(q¯n);
• Uξτ ∩ Uξτ ′ = ∅ and Vξτ ∩ Vξτ = ∅ if τ 6= τ ′;
• diam(Uξτ ) ≤ 12 diam(Uξ) and diam(Vξτ ) ≤ 12 diam(Vξ).
(iii) If n ≥ 1 and ξ ∈ Ω(sn−1), then
diam(Uξτ ) <
εn−1
l
1/2
n q2n,s
for all s ∈ {1, . . . , ln} and every τ ∈ Ω(qn,s).
(iv) One can find closed sets Fξ ⊂ X, ξ ∈ Ω(sn) with Fξ ⊂ Uξ \ {0} and such that
supp(σn) ⊂
⋃
ξ∈Ω(sn){λ ∈ Vξ; ∃x ∈ Fξ : (x, λ) ∈ Z}. In particular:
supp(σn) ⊂
⋃
ξ∈Ω(sn)
{λ ∈ Vξ; ∃x ∈ Uξ : (x, λ) ∈ Z} .
(v) If i ≤ n and ξ ∈ Ω(si), then σn(Vξ) = msi({ξ}).
(vi) If n ≥ 1 then supk≥0 Φk(σ̂n − σ̂n−1) < 2−n.
Since (σ0, U∅, V∅) is a convenient triple, condition (iv) is satisfied for n = 0; and
the other conditions are (trivially) satisfied as well.
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Applying Fact 2 with the convenient triple (σ0, U∅, V∅) and a small enough η > 0,
we get a positive integer l and a finite sequence of pairwise disjoint convenient triples
(σ′1, (U ′j)j∈J1 , (V
′
j )j∈J1), . . . , (σ
′
l, (U
′
j)j∈Jl , (V
′
j )j∈Jl) finer than (σ0, U∅, V∅) such that
• diam(U ′j) < 12 diam(U∅) and diam(V ′j ) < 12 diam(V∅) for all s ∈ {1, . . . , l}
and every j ∈ Js;
• diam(U ′j) < ε0l1/2|Js|2 for all s and every j ∈ Js;
• supk≥0 Φk(σ̂′ − σ̂0) ≤ 2−1, where σ′ = 1l
∑l
s=1 σ
′
s .
If we put q1,s := |Js|, s ∈ {1, . . . , l} and q¯1 = (q1,1, . . . , q1,l), we may enumerate
in the obvious way the open sets U ′j, V
′
j as Uξ, Vξ, ξ ∈ Ω(q¯1). Then (i), . . . ,(vi) are
clearly satisfied for n = 1 with σ1 = σ
′.
The general inductive step is very much the same. Assume that everything has
been constructed up to some stage n ≥ 1. Then, for every ξ˜ ∈ Ω(sn−1), the triple
Tξ˜ = ((σn)|Vξ˜ , (Uξ˜τ )τ∈Ω(q¯n), (Vξ˜τ )τ∈Ω(q¯n)) is a (non-normalized) convenient triple.
Given η > 0, it is not hard to see (by examining the proof) that we can ap-
ply Fact 2 simultaneously to all triples Tξ˜, ξ˜ ∈ Ω(sn−1), with the same l = l(η)
and the same index set J . As above, we may take J = Ω(q¯n) × Ω(q¯), for some
q¯ = (q1, . . . , ql). This gives positive S-continuous measures σξ˜ and open sets Uξ˜τ ′ ,
Vξ˜τ ′ , τ
′ ∈ Ω(q¯n) × Ω(q¯). Then, if η is small enough, conditions (i), . . . ,(vi) will be
met at stage n + 1 with sn−1 = snq¯, σn+1 =
∑
ξ˜ σξ˜ and the open sets Uξ, Vξ for
ξ ∈ Ω(sn+1) = Ω(sn−1)× Ω(q¯n)× Ω(q¯).
Let us denote by q the “limit” of the increasing sequence (sn), i.e. the infinite
sequence (q¯n)n≥1 ∈ QN.
It follows from (ii) that for any ω = (ωn)n≥1 ∈ Ω(q), the intersection
⋂
n≥1 Uω|n
is a single point {E(ω)}, the intersection ⋂n≥1 Vω|n is a single point {φ(ω)}, and
the maps φ : Ω(q) → T and E : Ω(q) → X are homeomorphic embeddings. More-
over, condition (iii) says exactly that E is super-Lipschitz. And since x0 ∈ U∅ and
diam(U∅) < ε, we have ‖E(ω)− x0‖ < ε for every ω ∈ Ω(q).
For each ξ ∈ ⋃n≥0 Ω(sn), let us pick a point λξ ∈ Vξ ∩ supp(σn), where n is the
length of ξ, i.e. ξ ∈ Ω(sn). By (iv), one can find xξ ∈ Uξ such that (xξ, λξ) ∈ Z. In
particular, we have T (xξ) = λξxξ for every ξ ∈
⋃
n≥0Ω(sn). Since xω|n → E(ω) and
λω|n → φ(ω) as n →∞, it follows that TE(ω) = φ(ω)E(ω) for every ω ∈ Ω(q). In
other words, (E,φ) is a T-eigenfield for T .
By (vi), the sequence (σn) converges w
∗ to a probability S-continuous measure
σ. To conclude the proof, it remains to show that σ is the image measure of the
measure mq on Ω(q) under the embedding φ : Ω(q)→ T. That is, we want to check
that
∫
Ω(q)
f ◦ φ(ω) dmq(ω) =
∫
T
f dσ
for any f ∈ C(T). Let us fix f .
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For each ξ ∈ ⋃n≥0Ω(sn), let us (again) pick a point λξ ∈ Vξ. Then λω|n → φ(ω)
as n → ∞, for every ω ∈ Ω(q). Setting Ωξ := {ω ∈ Ω(q); ξ ⊂ ω} and using
Lebesgue’s theorem, it follows that∫
Ω(q)
f ◦ φ(ω) dmq(ω) = lim
n→∞
∑
ξ∈Ω(sn)
f(λξ)×mq(Ωξ)
= lim
n→∞
∑
ξ∈Ω(sn)
f(λξ)×msn({ξ}) .
On the other hand, by the definition of σ and since diam(Vξ)→ 0 as |ξ| → ∞ we
also have ∫
T
f dσ = lim
n→∞
∫
T
f dσn
= lim
n→∞
∑
ξ∈Ω(sn)
f(λξ)× σn(Vξ) .
By condition (v), this concludes the proof.

5.3. The proof. Assume that the T-eigenvectors are S-perfectly spanning, and let
us show that T is S-mixing in the Gaussian sense. We recall that, since S is c0-like,
the T-eigenvectors are in fact S-perfectly spanning for analytic sets (see Remark 1
just after Corollary 2.9).
Using Lemma 5.3, Lemma 5.4 and proceeding exactly as in sub-section 4.4, we
find a sequence of T-eigenfields (Ei, φi) defined on some Ω(qi), such that
(1) each operator KEi : L
2(Ω(qi),mqi)→ X is gamma-radonifying;
(2) each Ei is continuous and span
(⋃
i∈N ran (Ei)
)
= X;
(3) each φi is a homeomorphic embedding, and σi = mqi ◦ φ−1i is S-continuous.
Put (Ωi,mi) := (Ω(qi),mqi) and let (Ω,m) be the disjoint union of the measure
spaces (Ωi,mi). Choose a sequence of small positive numbers (αi)i∈N, and define
a T-eigenfield (E,φ) on (Ω,m) as expected: E(ωi) = αiEi(ωi) and φ(ωi) = φi(ωi)
for each i and every ωi ∈ Ωi. By (1), the operator KE : L2(Ω,m) → X is gamma-
radonifying if the αi are small enough. By (2) and sincem has full support, the vector
field E is m-spanning and hence the operator KE has dense range. The intertwining
equation TKE = KEMφ holds by the definition of E. Finally, it follows from (3)
that the measure (fimi) ◦ φ−1i is S-continuous for each i and every fi ∈ L1(Ωi,mi).
Hence, the measure σf = (fm) ◦ φ−1 is S-continuous for every f ∈ L1(Ω,m). By
Proposition 3.3, this shows that T is S-mixing in the Gaussian sense.
5.4. Fre´chet spaces. The above proof can be reproduced almost word for word in
the Fre´chet space setting. More precisely, the following changes should be made.
• Modify the definition of “super-Lipschitz”: a map E : Ω(q) → X is super-
Lipschitz if E : Ω(q) → (X, ‖ · ‖) is super-Lipschitz for any continuous
semi-norm ‖ · ‖ on X.
36 FRE´DE´RIC BAYART AND E´TIENNE MATHERON
• In Lemma 5.3, add “for any continuous semi-norm ‖ · ‖ on X”.
• In Lemma 5.4, fix a nondecreasing sequence of semi-norms (‖ · ‖i)i∈N gen-
erating the topology of X, and put e.g.
‖x‖ =
∑
i∈N
2−imin(‖x‖i, 1) .
(Of course this is not even a semi-norm, but the notation is convenient
anyway). Then perform exactly the same construction.
• Do the same when starting the proof of Theorem 2.6.
6. proof of the abstract results (2)
6.1. Proof of theorem 2.8. Let the Banach space X have type 2. Let T ∈ L(X)
and assume that the T-eigenvectors of T are S-perfectly spanning for analytic sets.
By Lemma 2.2 and Proposition 3.7, one can find a countable family of continuous
T-eigenvector fields (Ei)i∈I for T , where Ei : Λi → X is defined on some S-perfect
set Λi ⊂ T, such that span
(⋃
i∈I Ei(Λi)
)
is dense in X. By Lemma 2.3, each Λi
is the support of some S-continuous probability measure σi. If we put φi(λ) = λ,
this gives a continuous T-eigenfield (Ei, φi) for T on the measure space (Λi, σi) such
that the image measure σi ◦ φ−1i = σi is S-continuous; and by Proposition 3.1, the
operator KEi is gamma-radonifying because X has type 2. So the proof can be
completed exactly as in sub-section 5.3 above.
6.2. Proof of Proposition 2.7. Let the Banach space X have cotype 2, assume
that T ∈ L(X) is S-mixing with respect to some Gaussian measure µ with full
support, and let us show that the T-eigenvectors of T are perfectly spanning for
analytic sets.
We start with the following fact, which follows rather easily from Lemma 3.4 (1)
(see the beginning of the proof of Theorem 5.46 in [9]).
Fact. One can find a gamma-radonifying operator K : H → X such that µ = µK
and a unitary operator M = H → H such that TK = KM .
By the spectral theorem, we may assume that H = L2(Ω,m) for some measure
space (Ω,m) and thatM is a multiplication operator, M =Mφ for some measurable
map φ : Ω → T. Then we use the cotype 2 assumption on X: by Proposition 3.1,
the gamma-radonifying operator K : L2(Ω,m)→ X is in fact given by a vector field;
that is, K = KE for some vector field E : (Ω,m)→ X.
Now, let D ⊂ T be an analytic S-small set. By the remark just after Lemma 3.4
and by Lemma 3.5 (with H1 = H	 ker(KE)), we know that 1{φ∈D}h ∈ ker(KE) for
any h ∈ L2(Ω,m). In other words, we have∫
{φ∈D}
h(ω)E(ω) dm(ω) = 0
for every h ∈ L2(Ω,m). It follows at once that E is almost everywhere 0 on the
set {φ ∈ D}; and since E is m-spanning (because µ = µKE has full support), this
implies that the linear span of {E(ω); ω ∈ Ω \ φ−1(D)} is dense in X. By the very
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definition of a T-eigenfield, it follows that the linear span of
⋃
λ∈T\D ker(T − λ) is
dense in X, and we conclude that the T-eigenvectors of T are S-perfectly spanning.
7. Miscellaneous remarks
7.1. Examples. Theorem 1.1 is a theoretical statement. However, it is extremly
useful to give concrete examples of mixing operators, including new ones (e.g. the
backward shift operators on c0, or the translation semigroups in sub-section 7.6
below). In this sub-section, we review several examples that were already known to
be mixing in the Gaussian sense, either by an application of the results of [7], [8] or
[9], or by using an ad-hoc argument. What we want to point out is that Theorem
1.1 now makes the proofs completely straightforward. In all cases, Theorem 1.1 is
used through the following immediate consequence.
Proposition 7.1. Let T be an operator acting on a complex separable Fre´chet space
X. Assume that one can find a T-eigenfield (E,φ) for T on some topological mea-
sure space (Ω,m) such that the measure m has full support, E is continuous with
spanE(Ω) = X, and (fm)◦φ−1 is a Rajchman measure for every f ∈ L1(m). Then
T is strongly mixing in the Gaussian sense.
Proof. If D ⊂ T is a Borel set of extended uniqueness, then m(φ−1(D)) = 0 because
(fm) ◦ φ−1(D) = 0 for every f ∈ L1(m). Since m has full support, it follows that
Ω\φ−1(D) is dense in Ω and hence that the linear span of E(Ω\φ−1(D)) is dense inX
because E is assumed to be continuous. Since E(Ω \φ−1(D)) ⊂ ⋃λ∈T\D ker(T −λ),
this shows that the T-eigenvectors of T are U0-perfectly spanning. 
Remark. When the measure m is finite, the third condition in Proposition 7.1 just
means that m ◦ φ−1 is a Rajchman measure.
7.1.1. Weighted shifts again. Weighted backward shifts on Xp = `
p(N), 1 ≤ p < ∞
or X∞ = c0(N) have already been considered in the introduction (Example 1): a
weighted shift Bw is strongly mixing in the Gaussian sense as soon as the sequence(
1
w0···wn
)
n≥0
is in Xp, due to the existence of a a continuous T-eigenvector field
E : T→ Xp such that spanE(T) = Xp, namely
E(λ) :=
∞∑
n=0
λn
w0 · · ·wn en .
Here, we just would like to point out one curious fact. If p < ∞, the operator
KE : L
2(T)→ Xp turns out to be gamma-radonifying (see e.g. [9]) and hence there
is a very natural explicit ergodic Gaussian measure for Bw, namely the distribution
of the random variable ξ =
∑∞
0
gn
w0···wn en. As shown in [8, Example 3.13], this need
not be true when p =∞, i.e. X = c0; that is, the weight sequence can be chosen in
such a way that KE is not gamma-radonifying. So there is no “obvious” Gaussian
measure in this case.
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7.1.2. Composition operators. Let α : D → D be an automorphism of the unit disk
D without fixed points in D, and let Cα be the associated composition operator
acting on X = Hp(D), 1 ≤ p <∞:
Cα(f) = f ◦ α .
As shown in [7], there is a natural continuous T-eigenfield (E,φ) for Cα, defined on
Ω = R+ in the parabolic case and Ω = [0, 2pi) in the hyperbolic case (endowed with
Lebesgue measure m) such that spanE(Ω) = X and the image measure m ◦ φ−1 is
absolutely continuous with respect to Lebesgue measure on T. By Proposition 7.1,
it follows that Cα is strongly mixing in the Gaussian sense. This was shown in [8],
with a longer proof because the authors had to play with the regularity of the vector
field E and the geometry of the space X to show that KE is gamma-radonifying;
but the proof of [8] is also more informative since it provides an explicit Gaussian
measure for Cα.
7.1.3. Operators with analytic T-eigenvector fields. The following consequence of
Proposition 7.1 is worth stating explicitely.
Lemma 7.2. Let X be a complex separable Fre´chet space, and let T ∈ L(X). As-
sume that T is not a scalar multiple of the identity and that one can find a map
E : U → X defined on some connected open set U ⊂ C such that E is holomorphic
or “anti-holomorphic” (i.e. E(s¯) is holomorphic), each E(s) is an eigenvector for T ,
the associated eigenvalue has modulus 1 for at least one s ∈ U and spanE(U) = X.
Then T is strongly mixing in the Gaussian sense.
Proof. Let us denote by φ(s) the eigenvalue associated with E(s). Using the Hahn-
Banach theorem, it is easily seen that φ : U → C is holomorphic or anti-holomorphic.
Moreover, φ is non-constant since T is not scalar. By the inverse function theorem,
it follows that φ(U) ∩ T contains a non trivial arc Λ such that the restriction of φ
to Ω := φ−1(Λ) is a homeomorphism from Ω onto Λ. By the Hahn-Banach theorem
and the identity principle for holomorphic (or anti-holomorphic) functions, the linear
span of E(Ω) is dense in X. Hence, if we denote by m the image of the Lebesgue
measure on Λ by φ−1, the T-eigenfield (E,φ) restricted to Ω satisfies the assumptions
of Proposition 7.1.
One could also have used Theorem 1.1 directly. Indeed, if D ⊂ T is a Borel
U0-set, then φ−1(T \D) is an uncountable Borel set (because φ(U) contains a non-
trivial arc by the open mapping theorem), and as such it contains an uncount-
able compact set K. Then spanE(K) = X by the identity principle, and since
E(K) ⊂ ⋃λ∈T\D ker(T − λ), it follows that the T-eigenvectors of T are U0-perfectly
spanning. 
This lemma may be applied, for example, in the following two cases.
• T =M∗φ, where Mφ is a (non-scalar) multiplication operator on some repro-
ducing kernel Hilbert space of analytic functions on a connected open set
U ⊂ C, and φ(U) ∩ T 6= ∅.
• T is a (non-scalar) operator on the space of entire functionsH(C) commuting
with all translation operators.
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In the first case one may take E(s) := ks, the reproducing kernel at s ∈ U (which
depends anti-holomorphically on s and satisfies M∗φ(ks) = φ(s) ks). In the second
case the assumptions of the lemma are satisfied with E(s) = es, where es(z) = e
sz
(denoting by τz the operator of translation by z, use the relation τzes = es(z)es to
show that Tes = (Tes(0)) × es).
7.2. Non Gaussian measures. It is natural to ask whether one gets a more general
notion of mixing for an operator T ∈ L(X) by requiring only that T should be mixing
with respect to some probability measure µ on X with full support. The following
remark (essentially contained in [45], and also in [7]) provides a partial answer.
Remark 7.3. Let X be a separable Banach space, and assume that X has type 2.
Let also µ be a centred Borel probability measure on X such that
∫
X ‖x‖2dµ(x) <∞.
Then there is a unique Gaussian measure ν on X such that
‖x∗‖L2(ν) = ‖x∗‖L2(µ)
for every x∗ ∈ X∗. Moreover,
(1) if µ has full support then so does ν;
(2) if µ is T -invariant for some T ∈ L(X), then so is ν;
(3) if T ∈ L(X) is weakly mixing or strongly mixing with respect to µ, then the
same is true with respect to ν.
Proof. Put H := L2(µ). By assumption on µ, there is a well defined (conjugate-
linear) “inclusion” operator J : X∗ → H, namely J(x∗) = x∗ considered as an ele-
ment of L2(µ). Moreover, it follows from Lebesgue’s theorem and the w∗-metrizability
of BX∗ that J is (w
∗, w∗) - continuous on BX∗ . Hence, J is the adjoint of a bounded
operator K : H → X. By definition, this means that K∗x∗ = x∗ considered as an
element of L2(µ), so we have in particular
‖K∗x∗‖H = ‖x∗‖L2(µ) .
It is fairly easy to show that the “inclusion” operator K∗ = J : X∗ → L2(µ) is
absolutely 2-summing (see [2] for the definition). Since X has type 2, it follows that
K is gamma-radonifying (see [16], or [9, Proposition 5.19]). If we denote by ν = µK
the associated Gaussian measure, then ‖x∗‖L2(ν) = ‖x∗‖L2(µ) for every x∗ ∈ X∗ by
the very definition of ν. Moreover, if ν ′ is another Gaussian measure with the same
properties, then ν and ν ′ have the same Fourier transform and hence ν = ν ′.
To prove (1), assume that µ has full support. Then the operator K∗ = J : X∗ →
H is one-to-one because a continuous function on X is 0 in L2(µ) if and only if it
is identically 0. It follows that K has dense range, and hence that ν = µK has full
support.
To prove (2), assume that µ is T -invariant. Then ‖T ∗x∗‖L2(µ) = ‖x∗‖L2(µ) and
hence ‖K∗(T ∗x∗)‖L2(ν) = ‖K∗(x∗)‖L2(ν) for every x∗ ∈ X∗. By the proof of Lemma
3.4, this shows that ν is T -invariant
Finally, (3) follows from the following observations : (i) weak mixing or strong
mixing of T with respect to µ is characterized by a certain behaviour (B) of the
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sequence (〈f ◦ T n, g〉L2(µ))n≥0, for any f, g ∈ L20(µ); (ii) when specialized to lin-
ear functionals, this gives that the sequence (〈T ∗nx∗, y∗〉L2(µ)) satisfies (B) for any
x, y∗ ∈ X∗; (iii) by the definition of ν, this means that (〈T ∗nx∗, y∗〉L2(ν)) satisfies
(B) for any x∗, y∗; (iv) since ν is a Gaussian measure, this is enough to ensure weak
mixing or strong mixing of T with respect to ν, by Rudnicki [45] or Bayart-Grivaux
[7]. 
When X is a Hilbert space, it follows from this remark (and from Theorem 1.1)
that an operator T ∈ L(X) is e.g. strongly mixing with respect to some centred
probability measure µ on X with full support such that
∫
X ‖x‖2dµ(x) < ∞ if and
only if the T -eigenvectors of T are U0-perfectly spanning, in which case the measure
µ can be assumed to be Gaussian. It would be interesting to know if this remains
true without any a priori assumption on the measure µ.
7.3. A characterization of U0-sets. Our results easily yield the following curious
characterization of sets of extended uniqueness.
Remark 7.4. Let D be an analytic subset of T. Then D is a set of extended
uniqueness if an only if the following holds: for every Hilbert space operator T which
is strongly mixing in the Gaussian sense, the linear span of
⋃
λ∈T\D ker(T − λ) is
dense in the underlying Hilbert space.
Proof. The “only if” part follows immediately from Proposition 2.7. Conversely, as-
sume thatD 6∈ U0. Then, sinceD is universally measurable, it contains a compact set
Λ which is the support of some Rajchman probability measure, i.e. Λ is U0-perfect.
Let TΛ : HΛ → HΛ be the Kalisch operator from Example 2 in the introduction.
Then TΛ is strongly mixing in the Gaussian sense, but span
(⋃
λ∈T\D ker(T − λ)
)
is
certainly not dense in H since it is {0} (recall that σp(T ) = Λ and Λ ⊂ D). 
7.4. The non-ergodicity index. Loosely speaking, Corollary 1.2 is a kind of “per-
fect set theorem” for ergodicity. This can be made precise as follows. Let T ∈ L(X)
(where X is a Banach space with cotype 2), and consider the following “derivation”
on closed, T -invariant subspaces of X: for any such subspace E, set
DT (E) :=
⋂
D
span
⋃
λ∈T\D
ker(T|E − λ) ,
where the intersection ranges over all countable setsD ⊂ T. By transfinite induction,
one defines the iterates DαT (X) for every ordinal α, in the obvious way:
Dα+1T (X) = DT [DαT (X)] ,
DλT (X) =
⋂
α<λ
DαT (X) (λ limit).
Since X is a Polish space, the process must stabilize at some countable ordinal
α(T ) and hence D∞T (X) :=
⋂
αDαT (X) is well-defined and is a fixed point of DT
(in fact, the largest fixed point). Then, Corollary 1.2 says that T admits a non-
trivial ergodic Gaussian measure iff D∞T (X) 6= {0}, in which case one can find an
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ergodic measure with support D∞T (X). The subspace D∞T (X) is the “perfect kernel”
associated with the derivation DT , a canonical witness of the ergodicity of T .
Let us say that T is totally non-ergodic if it does not admit any nontrivial ergodic
Gaussian measure. Then the ordinal α(T ) may be called the “non-ergodicity index”
of T . It is quite natural to wonder whether this index can be arbitrarily large: given
any countable ordinal α, is it possible to construct a totally non-ergodic operator T
with α(T ) > α?
7.5. The scope of the abstract results. Some comments are in order regarding
the assumptions made on the family S in Theorems 2.6 and 2.8.
The main trouble with Theorem 2.6 is that we have no idea of how to prove it
without assuming that the family S is c0-like. Perhaps unexpectedly, what makes the
definition of a c0-like family very restrictive is the uniform boundedness assumption
of the sequence of semi-norms (Φn). For example, any growth condition of the form
an = o(εn) ,
where ε¯ = (εn) is a sequence of positive numbers tending to 0 and satisfying εn±k ≤
Ck εn, defines a translation-invariant ideal Sε¯ ⊂ `∞(Z+) which has the correct form
except for this uniform boundedness condition (just put Φn(a) =
1
εn
|an|). In fact,
in this case one cannot hope for positive results of any kind: as observed by V.
Devinck ([23]) it follows from a result of C. Badea and V. Mu¨ller ([5]) that Sε¯ -
mixing operators just do not exist at all (at least on a Hilbert space).
In the same spirit, it can be shown that it is impossible to find any c0-like descrip-
tion for B = L1(m), the family of all measures absolutely continuous with respect to
Lebesgue measure on T (see [41]). One may also note that FL1(m) is not an ideal
of `∞(Z) (see e.g. [33, Chapter 5, Proposition 6]).
As a more extreme example, the well studied notion of mild mixing (see e.g. [1])
does not fit at all into the framework. Indeed, in this case the relevant family of
measures B is the following: a measure σ is in B iff it annihilates every weak Dirichlet
set (a Borel set D ⊂ T is weak Dirichlet if, for any measure µ supported on D, one
can find an increasing sequence of integer (nk) such that z
nk → 1 in L2(µ)). By a
result of S. Kahane ([34]), the family B is extremely complicated, namely non Borel
in (M(T), w∗). So there is absolutely no hope of finding a c0-like description for B.
Now, if one is interested in Hilbert spaces only, Theorem 2.8 is arguably rather
general since the c0-like property is not required. However, that the family S should
be norm-closed in `∞(Z+) is already quite a restrictive condition: indeed, this im-
plies that the strongest mixing property that can be reached is, precisely, strong
mixing. In particular, Theorem 2.8 cannot be applied to any “summability” condi-
tion on the Fourier coefficients. On the other hand, the following example can be
handled: let F be any translation-invariant filter on Z+, and take as S the family
of all sequences (an) ∈ `∞(Z+) tending to 0 along F .
Perhaps more importantly, there are quite natural (norm-closed) families S which
are not ideals of `∞(Z+). The most irritating example is the ergodic case. As already
observed a set D ⊂ T is Serg-small if and only if D ⊂ {1}. Hence, if Theorem 2.8
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could be applied in this case, the result would read as follows: if T ∈ L(X) and if
span
(⋃
λ∈T\{1} ker(T − λ)
)
is dense in X, then T is ergodic in the Gaussian sense.
But this is clearly not true since for example T = −id satisfies the assumption and
is not even hypercyclic.
In spite of that, it might happen that an operator T ∈ L(X) is ergodic in the
Gaussian sense as soon as it is hypercyclic and the T-eigenvectors span X; but the
proof of such a result would require at least one new idea. This is, of course, related
to the following well known open problem: is it true that every chaotic operator (i.e.
a hypercylic operator with a dense set of periodic points) is frequently hypercyclic?
7.6. Semigroups. The proof of Theorem 1.1 can be easily adapted to get analogous
results in the continuous case, i.e. for one-parameter semigroups of operators (Tt)t≥0.
Indeed, the mixing properties make perfect sense in the continuous case, and the sets
of extended uniqueness are well defined on R just like on any locally compact abelian
group. The only “difference” is that, according to the (point-)spectral mapping
theorem for C0-semigroups, the unimodular eigenvalues of the single operator T
from the discrete case should be replaced with the purely imaginary eigenvalues of
the semigroup generator in the continuous case. Hence, the continuous analogue of
Theorem 1.1 reads as follows.
Theorem 7.5. Let X be a separable Banach space and let T = (Tt)t≥0 be a C0-
semigroup in L(X) with infinitesimal generator A.
(1) If the linear span of
⋃
θ∈R\D ker(A− iθ) is dense in X for any countable set
D ⊂ R, then T is weakly mixing in the Gaussian sense.
(2) If the linear span of
⋃
θ∈R\D ker(A− iθ) is dense in X for any U0-set D ⊂ R,
then T is strongly mixing in the Gaussian sense.
Since the proof would essentially be a matter of changing the notation, we shall
not give any detail. We note, however, that the semigroup case is obviously of some
interest in view of its connections with partial differential equations. See e.g. [15],
[39] or [46] for more on these matters.
In another direction, a perhaps ambitious program would be to consider linear
representations of more general semigroups; in other words, to establish results like
Theorem 1.1 for semigroups of operators (Tγ)γ∈Γ with Γ no longer equal to N or R+.
There is no difficulty in defining ergodicity or strong mixing in this setting, and the
spectral approach makes sense e.g. if Γ is a locally compact abelian group. However,
it is not clear what the correct “perfect spanning” property should be.
7.6.1. Translation semigroups. To illustrate Theorem 7.5, let us give a new and
very simple example of a strongly mixing C0-semigroup, that cannot be reached by
applying the results of [7], [8] or [9].
Let ρ : R+ → (0,∞) be a locally bounded positive function on R+, and let
C0(R+, ρ) :=
{
f ∈ C(R+); lim
x→+∞ f(x)ρ(x) = 0
}
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endowed with its natural norm, ‖f‖ = ‖fρ‖∞. Moreover, assume that ρ is an
admissible weight in the sense of [22], which means that
C(t) := sup
x∈R+
ρ(x)
ρ(x+ t)
<∞
for any t ≥ 0 and C(t) is locally bounded on R+. Then the translation semigroup
T = (Tt)t≥0 defined by
Ttf(x) = f(x+ t)
is a C0-semigroup on C0(R+, ρ).
It is proved in [12] that T is strongly mixing in the topological sense if and only
if ρ(x)
x→∞−−−→ 0 as x → ∞. We now show that this is in fact equivalent to strong
mixing in the Gaussian sense.
Proposition 7.6. The translation semigroup T is strongly mixing in the Gaussian
sense on C0(R+, ρ) if and only if ρ(x)→ 0 as x→ +∞.
Proof. Assume that ρ(x) → 0 as x → +∞. The infinitesimal generator of T is the
derivation operator (denoted by A), whose domain includes all C1 functions on R+
with a bounded and uniformly continuous derivative. For any θ ∈ R, the function
eθ(x) = e
iθx is in ker(A − iθ), and the map θ 7→ eθ is clearly continuous from R
into C0(R+, ρ). Moreover, it follows easily from (the Hahn-Banach theorem and) the
injectivity of the Fourier transformation that the linear span of the functions eθ is
dense in C0(R+, ρ). By Theorem 7.5, we conclude that T is strongly-mixing in the
Gaussian sense. 
Remark. One may also consider the weighted Lp spaces Lp(R+, ρ) (1 ≤ p < ∞)
defined by the condition ∫ ∞
0
|f(x)|p ρ(x) dx <∞ .
With exactly the same proof as above, one gets that the translation semigroup is
strongly mixing in the Gaussian sense on Lp(R+, ρ) as soon as∫ ∞
0
ρ(x) dx <∞ .
7.7. The size of the set of hypercyclic vectors. It is well known that if T is a
hypercyclic operator acting on a separable Fre´chet space X, then HC(T ) (the set of
hypercyclic vectors for T ) is a dense Gδ subset of X. Moreover, as observed in the
introduction, if T happens to be ergodic with respect to some probability measure
µ with full support, then µ-almost every x ∈ X is a hypercyclic vector for T . Thus,
HC(T ) is large both in the Baire category sense and in a measure-theoretic sense.
Now, there are many other natural notions of “largeness” in analysis. A quite
popular one is that of prevalence, which is discussed at length in [32]. In a Polish
abelian group G, a set is prevalent if its complement A is Haar-null in the sense
of Christensen [17], i.e. one can find a Borel probability measure ν on G such that
ν(A+g) = 0 for every g ∈ G. Some results concerning prevalence and hypercyclicity
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are proved in [10], and much more spectacular results regarding the size of the set
of hypercyclic vectors are to be found in [29].
For some reasons, it is not incongruous to expect that if an operator T is ergodic
in the Gaussian sense, then HC(T ) is not prevalent and even Haar-null. We are not
able to prove this, but this is indeed true for a large class of ergodic weighted shifts,
as shown by the following result.
Proposition 7.7. Let X be a Banach space, and let T ∈ L(X). Assume that one
can find u ∈ X such that
∞∑
n=0
1
‖T n(u)‖ <∞ .
Then HC(T ) is Haar-null.
Proof. Considering only the real-linear structure of X, we may assume that X is a
real Banach space.
An efficient way of proving that a set A ⊂ X is Haar-null is to exhibit some
finite-dimensional subspace V of X such that
∀x ∈ X ∀a.e.v ∈ V : x+ v 6∈ A ,
where ∀a.e. refers to Lebesgue measure on V . In the terminology of [32], such a
subspace V is called a probe for A.
We show that the one-dimensional subspace V = Ru is a probe for HC(T ). So
let x ∈ X be arbitrary, set Λ := {λ ∈ R; x + λu ∈ HC(T )}, and let us prove that
Λ has Lebesgue measure 0.
For any λ ∈ Λ, one can find arbitrary large n ∈ N such that
‖T n(x) + λT n(u)‖ ≤ 1,
and hence such that
|λ− (‖T n(x)‖/‖T n(u)‖)| ≤ 1‖T n(u)‖ ·
Putting an := ‖T n(x)‖/‖T n(u)‖, it follows that
|λ| ∈
⋂
N∈N
⋃
n≥N
[
an − 1‖T n(u)‖ , an +
1
‖T n(u)‖
]
for every λ ∈ Λ. In particular, the Lebesgue measure of Λ is not greater than
inf
N∈N
2
∑
n≥N
1
‖T nu‖ ,
which is a complicated way to write 0. 
Corollary 7.8. Let Bw be a weighted backward shift on Xp = `
p(N), 1 ≤ p <∞ or
X∞ = c0(N). Assume that the weight sequence w = (wn)n≥1 satisfies
∞∑
n=1
1
|w1 · · ·wn|p/p+1
<∞ .
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Then HC(Bw) is Haar-null. This holds for example if lim inf
n→∞ |wn| > 1.
Proof. Set w0 := 0 and denote by (ek)k≥0 the canonical basis of Xp. If p < ∞,
consider the vector
u :=
∞∑
k=0
1
|w0 · · ·wk|1/p+1
ek .
If p =∞, put
u :=
∞∑
k=0
Ak
w0 · · ·wk ek ,
where (Ak) is any sequence of positive numbers such that Ak = o(w0 · · ·wk) and∑∞
0 1/Ak <∞. 
Thus, we see that if B is the usual (unweighted) backward shift, then HC(λB) is
Haar-null in Xp for any p ∈ [1,∞] if |λ| > 1.
7.8. Some questions. To conclude the paper, we list a few “natural” questions,
most of which have already been raised.
(1) Is Theorem 2.6 true without assuming that the family S is c0-like?
(2) Is Theorem 2.8 true for L1(m)-mixing, or in the mild mixing case?
(3) Let T be a hypercyclic operator on X whose T-eigenvectors span a dense
subspace of X. Is T ergodic in the Gaussian sense? Is T frequently hyper-
cyclic?
(4) Let T ∈ L(X), and assume that for any set D ⊂ T with empty interior,
the linear span of
⋃
λ∈T\D ker(T − λ) is dense in X. Is it possible to find a
countable family of continuous T-eigenvector fields (Ei)i∈I , where each Ei is
defined on some nontrivial closed arc Λi ⊂ T, such that span
(⋃
i∈I Ei(Λi)
)
is dense in X?
(5) Let H be a Hilbert space, and let T ∈ L(H) be mixing with respect to some
Borel measure on H with full support. Is T mixing in the Gaussian sense?
(6) On which Banach spaces is it possible to find ergodic operators (in the Gauss-
ian sense) with no eigenvalues? The spaceX should of course not have cotype
2, but this is not enough: for example, if X is hereditarily indecomposable
then there are no frequently hypercyclic operators at all on it, and hence no
ergodic operators either ([48]). In fact, the question splits into two separate
problems: (i) on which Banach spaces is it possible to find ergodic operators?
(ii) what can be said if the space does not have cotype 2? We refer to [20]
for general results regarding the first problem.
(7) Is there an ergodic weighted shift on c0(N) with no unimodular eigenvalues?
(8) Let T ∈ L(X) be ergodic in the Gaussian sense. Are the ergodic measures
with full support dense in the set of all T -invariant measures (endowed with
the usual Prokhorov topology)? See [49] for a positive answer in a completely
different situation, and [18] for more in that direction.
(9) Is it true that if T is an ergodic operator, then HC(T ) is Haar-null? Is this
true at least for weighted shifts?
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