Abstract-Methods of the localization (detection of positions) of discontinuities of the first kind for a univariate function of bounded variation are constructed and investigated. Instead of an exact function, its approximation in L 2 (−∞, +∞) and the error level are known. We divide the discontinuities into two sets, one of which contains discontinuities with the absolute value of the jump greater than some positive Δ min ; the other set contains discontinuities satisfying a smallness condition for the value of the jump. It is required to find the number of discontinuities in the former set and localize them using the approximately given function and the error level. Since the problem is ill-posed, regularizing algorithms should be used for its solution. Under additional conditions on the exact function, we construct regular methods for the localization of discontinuities and obtain estimates for the accuracy of localization and for the separability threshold, which is another important characteristic of the method. The (order) optimality of the constructed methods on the classes of functions with singularities is established. Keywords: ill-posed problem, discontinuity of the first kind, localization of singularities, regularizing algorithm.
INTRODUCTION
Problems of localization of singularities belong to the class of nonlinear ill-posed problems, and regularizing algorithms should be used for their solution (the classical theory of ill-posed problems is presented, e.g., in [1] [2] [3] ). These problems with different singularities (δ-functions, discontinuities of the first kind, or breaks) have a long history (see, for example, review [4] ). Referring the reader to this review, we only briefly describe the localization of discontinuities of the first kind.
In [5] , examples of medical problems can be found in which it is required to localize discontinuities of the first kind of a scalar function (signal). The position of a discontinuity is interpreted as a point of the independent variable corresponding to a jump of the "mode" of activity of an organism under consideration. For references to problems of localization of discontinuities of the first kind that arise in the engineering, see [6] . In the present paper, we consider only functions of one variable. Nevertheless, evidently, the case of one variable is the first step to the two-dimensional problem of localization of a line [7, 8] where a function has a discontinuity of the first kind. Boundaries of many objects in images are such lines. A discussion of realistic models of optical images can be found, for example, in [9] .
We pass to theoretical results on regularization, which, as far as the authors know, have been obtained for problems of localization of discontinuities of the first kind only for univariate functions and for the case of a finite number of discontinuities of the first kind; the function is assumed to be smooth outside the discontinuities.
All papers are naturally divided into two groups. In the first group (see, for example, [10, 11] ), the problem of localization of discontinuities of the first kind of a noisy univariate function is considered in the statistical formulation. The main results consist in constructing localization methods and in obtaining statistical upper estimates for the accuracy of localization of discontinuities.
The other large cycle of papers [12] [13] [14] [15] [16] [17] (see also [4] ) on the localization of singularities was implemented for problems in the deterministic formulation. In these papers, it is assumed that an exact function x belongs to L 2 (−∞, +∞) (or L p (−∞, +∞), 1 < p < ∞), has a finite number of discontinuities of the first kind, and is smooth outside the discontinuities. In the meantime, in some applications, for example, in signal processing, it is natural to assume that the function x does not decrease at ±∞, i.e., does not belong to L p (−∞, +∞) and has countably many discontinuities of the first kind. Therefore, it is reasonable to investigate other classes of functions with countably many singularities and carry over the methods of [12] [13] [14] [15] [16] [17] to this case. As in [12] [13] [14] [15] [16] [17] , we assume that, instead of the exact function x, the error level δ and an approximate function x δ are known
Since the disturbance x − x δ is connected with the measuring apparatus (and the experimental conditions) and is independent of the properties of the exact function x, to our mind, such a statement has a right to exist.
In contrast to [12] [13] [14] [15] [16] [17] , in the present paper, we substantially use facts from the theory of the Lebesgue-Stieltjes integral [18] , which allows us to justify the main decomposition for an auxiliary function by references to known results. Note also that [17] is the key paper that enabled us to consider the new statement. In this paper, a new law for the choice of the regularization parameter and new estimation methods are proposed, which allow us to consider countably many discontinuities of the first kind.
In the present paper, we construct and study methods for the localization (detection of positions) of discontinuities of the first kind for a function with countably many discontinuities. The discontinuities are divided into two sets, one of which contains discontinuities with the absolute value of the jump greater than some positive Δ min ; the other set contains discontinuities satisfying a smallness condition for the value of the jump. It is required to find the number of discontinuities in the former set and localize them using the approximately given function and the error level. We construct regular methods for the localization of discontinuities. Under additional conditions on the exact function, we obtain estimates for the accuracy of localization and for the separability threshold, which is another important characteristic of the method. The (order) optimality of the constructed methods on the classes of functions with singularities is established.
Note some specificities of the presentation. The general scheme constructed in Section 2 allows us to obtain specific methods of localization in different situations; this is convenient for the reader familiar with basic methods. However, a large number of variants creates additional difficulties at the first reading. In addition, the most general conditions (close to necessary) on the exact function, which guarantee the efficiency of the proposed methods, have no simple and illustrative interpretation. Therefore, for the convenience of the reader, the authors voluntarily present the material under conditions that are clear though not most general. In addition, in Section 3 (see Corollaries 1-3), we consider simpler special cases of general statements (specific averaging functions, simpler conditions on the exact function, etc.), which can be obtained from the general scheme. In the same section, we give lower estimates for the accuracy of localization of discontinuities and the separability threshold. The combination of these estimates and the upper estimates obtained in Section 2 allows us to establish the order optimality of the constructed methods on the corresponding classes of functions with singularities.
AUXILIARY STATEMENTS
Let us agree that all the integrals considered in this paper are the Lebesgue-Stieltjes integrals [18] . We consider functions x that are sufficiently smooth except for discontinuities of the first kind at points interval (a, b) contains no discontinuity points. In the case when one or both end-points of the interval coincide with discontinuity points s i of the function, we will take the liberty to say that x is absolutely continuous on [a, b] if it is redefined at the points a and b by continuity, i.e., by the values x(a + 0) and x(b − 0), respectively.
We define a linear space MV of functions x that satisfy the following conditions: (i) the function x has a finite number of discontinuities of the first kind in any interval [a, b] and
(ii) the function x is bounded on (−∞, +∞); (iii) the function x is absolutely continuous on any interval [a, b] such that the interval (a, b) contains no discontinuity points;
(iv) the function x is bounded almost everywhere 3 on (−∞, +∞). By condition (i), any function x ∈ MV has at most countably many discontinuities of the first kind. As follows from conditions (i) and (iii), the function x has bounded variation on any interval [a, b] . Then, by [18, Ch. 8, Sect. 3] , the following decomposition of the function x is valid:
where x 0 is a continuous function.
Proof. We prove the lemma for the case of one discontinuity point s 1 . In the general case, the proof is similar. Consider the integral with varying upper limit
If we show thatx(s) = x 0 (s) − x 0 (a), then, according to [18, Ch. 9, Sect. 4] , the function x 0 is absolutely continuous on [a, b] . For s ≤ s 1 , this follows from the fact that 
The lemma is proved.
Throughout the paper, we will consider functions x ∈ MV . However, to make the presentation complete, we give two new conditions (iii ) and (i ). Let us agree that break points of a function are, by definition, discontinuity points of the first kind of its derivative.
Recall that (see [18, Ch. 5 (iii ) the derivative x exists on any interval [a, b] except for a finite number of (discontinuity and break) points and is bounded on (−∞, +∞) (we assume that x (s i − 0) and x (s i + 0), i = 1, 2, . . . , exist and are bounded by the same constant).
The set of functions satisfying conditions (i), (ii), and (iii ) is contained in MV . Moreover, all these conditions have a simple geometric interpretation.
All the results of this paper are also valid on a wider set. All the statements are valid if we replace conditions (i)-(iv) by (ii) and the following condition, which is also necessary:
(i ) the function defined on (−∞, +∞) has at most countably many discontinuities of the first kind at points s i , and decomposition (1.1) is valid, where the function x 0 is absolutely continuous on any interval [a, b] .
It is clear that the set of functions satisfying (ii) and (i ) contains MV and is wider than MV . A fault of condition (i ) is that it contains the function x 0 but not the original function x. In addition, this condition is not illustrative. Therefore, we prefer to use conditions (i)-(iv).
We have not imposed any constraints on the values of jumps Δ i of the function x. Assume that the function x has l discontinuities such that the absolute values of the jumps Δ i , i = 1, 2, . . . , l, are "large" and the remaining discontinuities have "small" values of jumps. Without loss of generality, assume that the first l discontinuities s i are numbered in ascending order; i.e., s i < s k for i < k. Under these conditions, for a function x ∈ MV , we will construct in Section 3 methods for localizing (approximating) the points s i , i = 1, 2, . . . , l, for the approximately given function.
The condition on the values of jumps involves an averaging function φ ∈ W 1 1 (−∞, +∞). Additional requirements for this function are given in the next section. We set φ λ (s) = φ(s/λ) (in what follows, λ > 0 is a regularization parameter). We are interested in the auxiliary function
for which the main decomposition will be obtained.
Lemma 2.
Assume that x ∈ MV and φ ∈ W 1 1 (−∞, +∞). Then, for any λ > 0, there exists a continuous function x λ given by formula (1.2) such that the following representation holds: 
The boundedness of the function x implies that we can pass to the limit as a → −∞ and b → +∞ in this equality. Hence, all the integrals exist and, since the derivatives x and x 0 coincide almost everywhere, we have the required equality. The lemma is proved.
Let us formulate conditions on the values of the first l discontinuities and their separability from the remaining discontinuities:
(1) a number Δ min > 0 is given such that min{|Δ i | :
a number λ 0 > 0 is given such that the following inequality is valid for all 0 < λ ≤ λ 0 :
Let us agree that the function x has at least l discontinuities; if their number is exactly l, then we assume that l = 0. Note that condition (1) was used in [12] [13] [14] [15] [16] [17] . As for the condition of "smallness" of the remaining discontinuities, it is clear that condition (2) is too complicated and nontransparent. In addition, it contains the function φ λ , which specifies the regularization method and is not connected with the exact function x. Therefore, it is desirable to have simpler sufficient conditions. A lot of variants are possible; we consider only three of them. The first one is the simplest condition of the smallness of the remaining discontinuities "in total": (2a) 
By condition (2b), we obtain the required inequality l ≤ γΔ min , where 0 ≤ γ < 1/2. The lemma is proved.
The third variant with exactly l discontinuities was considered earlier in [12] [13] [14] [15] [16] [17] . In this variant, condition (2) holds for γ = 0 automatically; therefore, only condition (1) was used in these papers.
LOCALIZATION METHOD AND ITS INVESTIGATION
The problem of localization of discontinuities in M V . Assume that x ∈ MV and the first l discontinuities belong to a known interval
L 2 ≤ δ and the error level δ, it is required to find the number l and approximate the positions of the first l discontinuities of the first kind {s i } l 1 of the function x. In practice, sometimes, it is also necessary to approximate the values of jumps {Δ i } l 1 . This problem is simpler; we do not construct such algorithms in the present paper (see, e.g., [13] [14] [15] ).
Looking ahead, note that, for any function x ∈ MV , the localization method constructed below converges under additional conditions (1) and (2), and the number of "large" discontinuities can be found for all δ ≤ δ 0 (x). Unfortunately, the value δ 0 (x) can be arbitrarily small. Let us introduce additional conditions for the function x and obtain uniform estimates for the accuracy of localization of discontinuities, all constants in which are independent of the function x. In what follows, without loss of generality, we assume that the number r in condition (3) is equal to one. Denote by M MV the set of exact functions x ∈ MV satisfying conditions (1)- (4) .
Denote by Φ the set of averaging functions φ(s) satisfying the following conditions: 
We have φ 1 [σ] ∈ Φ and φ 2 , φ 3 ∈ ΦF .
To localize singularities, we construct and investigate the auxiliary function
Recall that γ and λ 0 are the constants from condition (2).
Lemma 4.
Assume that x ∈ M MV and φ ∈ Φ. Then, for any 0 < λ ≤ λ 0 , there exists a continuous function x δ λ given by formula (2.1) such that the following representation holds:
2)
where sup
Proof. Write the function x δ λ (s) as the sum of two functions:
Using the Hölder inequality for integral (2.3), we estimate the absolute value of the function Δx δ λ :
, we obtain the required estimate. Consider the function x λ . In Lemma 2, it is shown that
Using condition (3) for the function x, we obtain the estimate
The required estimate for α l λ (s) follows from condition (2). The lemma is proved. The method of localization of discontinuities of the first kind consists in the investigation of the function |x δ λ (s)| and is similar to the method presented in [17] . We approximate discontinuity points in two steps. At the first step, we define a number m (it will be proved later that m = l) and find disjoint intervals 
The following three theorems contain results on the localization of discontinuities for different sets of averaging functions, i.e., for different groups of localization methods. 
In view of condition (c) for the function φ, for all s such that |s − s k | ≥ Hλ, we have the following estimate for the last additive term:
Note that λ ≤ λ 0 for δ ≤ δ 0 and λ = λ(δ). Then, for i = 1, 2, . . . , l, using the estimates from Lemma 4, we get
By property (b) of the function φ, for these parameters and i = 1, 2, . . . , l, we obtain the estimate
{s : |s − s i | ≤ Hλ}, the function |x δ λ (s)| is estimated from above as follows:
To simplify the presentation, we carry out the further proof for l = 2; i.e., we perform two steps of method Π and, at each of the steps, find an interval containing one point s i . The proof for arbitrary l is similar: l steps of method Π must be performed. Recall that we consider the problem on the set of functions x δ λ (s) for which s 2 − s 1 ≥ h(δ). In view of estimates (2.8) Consider the case when the auxiliary function x δ λ is constructed for an averaging function φ from the set ΦF . In this case, the last additive term in decomposition (2.6) is absent; this improves the estimates both in accuracy and in separability (we can take a better function h(δ) in the theorem). In addition, all the constants do not contain the values Δ max and L; this gives an essentially better result in the case when Δ max Δ min and (or) L is a large number. 
It is clear that, for a function φ ∈ ΦF , this condition holds for a = 1. In this case, we can obtain a better estimate for the accuracy of localizing the positions of discontinuities in comparison with Theorem 1. To this end, we should use the following method instead of method ΠF . 
Using decomposition (2.6) and estimate (2.7), for i = 1, 2, we obtain
Thus,
The theorem is proved. Consider the case when the function x ∈ MV has exactly l discontinuities of the first kind. In this case, condition (2) holds for γ = 0 automatically. For this case, we combine the results similar to Theorems 1-3 into one theorem. We introduce the corresponding constants 
THE OPTIMALITY OF THE LOCALIZATION METHODS ON CLASSES OF FUNCTIONS WITH DISCONTINUITIES AND EXAMPLES OF SPECIFIC LOCALIZATION METHODS
To establish the (order) optimality of a specific method, it is necessary to estimate the attainable accuracy of approximation of the positions of singularities from below. Effective estimates of this kind are also of independent interest.
Let us introduce a condition for a function with singularities: For an arbitrary localization methodΠ on the class of functions M MV , we introduce the notion of optimality and order optimality and define a method that is optimal (order optimal) in accuracy. In addition to the accuracy of approximation, it is interesting to estimate from below the separability threshold, which is another characteristic of localization methods. In [19] , lower estimates are proved for the optimal accuracy and separability threshold in the problem under consideration for a noisy function in L p (−∞, +∞). For the problem considered in the present paper, for p = 2,
(3.1)
