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ABSTRACT
We propose an elementary but effective approach to studying a general class of Poissonized
tenable and balanced urns on two colors. We characterize the asymptotic behavior of the process
via a partial differential equation that governs the process, coupled with the method of moments
applied in a bootstrapped manner. We show that the limiting distribution of the process underlying
the Bagchi-Pal urn is gamma. We also look into the tenable and balanced processes associated with
randomized replacement matrix. Similar results carry over to the process, with minor modifications
in the methods of proof, done mutatis mutandis.
1 Introduction
The theory of urn models has received increased attention and intensive research from probabilists
and statisticians owing to its conceptual simplicity and versatility. In modern times, urn models
have been recognized as a fundamental and powerful mathematical tool, and gained rising popu-
larity among researchers of applied sciences. The applications of urn models span in a wide range
of areas, such as computer science [3], clinical trails [19], epidemiology [10] and physics [11]. We
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refer the interested readers to [14] and [15] for the history and applications of urn models.
In this note, we focus on Po´lya-type urns. A two-color Po´lya urn is an urn containing balls of
two different colors, say white and blue. We start with an urn of a certain number of balls. After
each point of time, we draw a ball from the urn at random, observe its color and put it back to the
urn. If a white (blue) ball is drawn, then we add a (c) white balls and b (d) blue ones to the urn.
These dynamics of the urn scheme are governed by a replacement matrix, ( a bc d ). The entries in the
replacement matrix do not have to take deterministic values. A randomized replacement matrix is
given by
(
W X
Y Z
)
, whereW , X , Y , and Z are random variables with integer-value support.
An urn is said to be balanced if the total number of balls added is constant, i.e., a+b = c+d = k
orW +X = Y +Z = k. The row sum k is called the balance factor. An urn is said to be tenable
if we always can perpetuate the drawing according to replacement rules on every stochastic path,
but never get “stuck.”
A Po´lya process is a renewal process obtained by embedding a Po´lya urn scheme into contin-
uous time. It was probably in [1] that a Po´lya urn model (more precisely, the Bernard Friedman’s
urn [12] was considered in a continuous-time setting. We pick the terminology “Po´lya process”
from a recent research article [17].
The rest of the note is organized as follows: In Section 2, we define Po´lya process (in Sec-
tion 2.1) and elaborate the methodologies for this study (in Section 2.2). We then demonstrate
the applications of our method explicitly via two examples: the Bagchi-Pal processes in Section 3
and a class of randomized Po´lya processes in Section 4. In particular, we look into the Po´lya pro-
cess obtained by embedding the randomized Play-the-Winner scheme into continuous time. Some
numeric studies are conducted in Section 5. Finally, some concluding remarks and and possible
directions of future research are given in Section 6.
2 Po´lya processes and methodologies
In this section, we formally define Po´lya processes, and then propose a method of bootstrapped
moments to characterize the asymptotic behavior of Po´lya processes.
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2.1 Po´lya process
A (two-color) Po´lya process is obtained by embedding a two-color Po´lya urn scheme into con-
tinuous time. The process evolves over time according to some specified rules. Initially, the urn
contains a certain number of white and blue balls. Each ball in the urn is endowed with an indepen-
dent clock that rings in time Exp(1). When the clock of a ball rings (at a renewal point), the ball
is immediately picked from the urn, its color is observed; the ball is then instantaneously placed
back in the urn, and the rule is executed. We do not count the time loss of the selection of the ball
and the execution of the rules. All new balls are endowed with their own independent clocks. The
process progresses in this manner. By the memoryless property of exponential interarrival times,
the process is reset to start at every epoch. The Po´lya process is Markovian, and the rate of the
process changes owing to the number of ball additions.
LetW (t) and B(t) be the number of white and blue balls in an urn at time t ≥ 0, respectively.
Our goal is to determine the limiting distribution of the process
(
W (t), B(t)
)⊤
(after properly
scaled) as t → ∞. This research topic is classical and has been extensively studied in the Po´lya
urn model community. The existence of the asymptotic distribution of
(
W (t), B(t)
)⊤
was proved
in the seminal paper [13], and the distribution was first determined in [13, Theorem 3.1] and
revisited by [7, Theorem 3.2].
The main contribution of this note is to propose an elementary but effective method for deter-
mining the asymptotic mixed moments of the process
(
W (t), B(t)
)⊤
, and consequently charac-
terizing its limiting behavior. Our approach only requires fundamental knowledge of calculus and
linear algebra, whereas the proof in [13, pages 216–230] was based on a sophisticated martingale
method, in coupled with other results of branching processes [2]. The method in this note provides
an alternative technique which can be broadly applied to solving many similar stochastic process
problems. Furthermore, our method appears to be a good option for the scientists and researchers
who have interests in stochastic analysis but have limited knowledge in advanced probability the-
ory.
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2.2 Methodologies
We present our main methods in this section. The section is divided into two subsections. In Sub-
section 2.2.1, we give two kinds of partial differential equations (PDEs) that respectively govern
tenable Po´lya processes associated with deterministic replacement matrices and with randomized
replacement matrices. In Subsection 2.2.2, we introduce a method in a bootstrapped manner to
compute the mixed moments of the process. This method is extremely useful when the solutions
to the PDEs established in Subsection 2.2.1 is unwieldy.
2.2.1 Partial differential equations
Consider the joint moment generating function of
(
W (t), B(t)
)⊤
: φ(t, u, v) := E
[
euW (t)+vB(t)
]
.
For tenable Po´lya urns (not necessary to be balanced) associated with ( a bc d ), the joint process is
governed by the PDE:
∂φ(t, u, v)
∂t
+
(
1− eau+bv
)∂φ(t, u, v)
∂u
+
(
1− ecu+dv
)∂φ(t, u, v)
∂v
= 0; (2.1)
see [4, Lemma 2.1]. The general solution to PDE (2.1) is known, but it is an integration along
characteristic curves, where the characteristics are difficult to determine in most cases. To the best
of our knowledge, there is a very limited number of cases such that the solution to PDE (2.1) is
given by a closed form, as for instance the case of forward and backward diagonal processes [4],
the Ehrenfest processes [6], and zero-balanced processes with replacement matrix of Bernoulli
entries [17].
Analogously, there is a PDE that governs the joint process
(
W (t), B(t)
)⊤
associated with(
W X
Y Z
)
, developed in [15, Lemma 4.1]; that is,
∂φ
∂t
+
(
1− ψW ,X (u, v)
)∂φ
∂u
+
(
1− ψY ,Z(u, v)
)∂φ
∂v
= 0, (2.2)
where ψW ,X and ψY ,Z are the joint moment generating functions of W and X and Y and Z ,
respectively.
In the next subsection, we shall develop a method to extract mixed moments of Po´lya pro-
cess, in a bootstrapped way, when the analytical solution to functional equations (2.1) or (2.2) is
intractable or not in a closed form.
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2.2.2 Method of bootstrapped moments
In this subsection, we introduce a method to calculate all mixed moments of Po´lya process. We
demonstrate our method only for PDE (2.1), and that for PDE (2.2) can be done in a similar manner.
We consider the mixed moments of W (t) and B(t), i.e., E
[
W i(t)Bj(t)
]
for i ≥ 0, j ≥ 0,
and i + j 6= 0. For t ≥ 0, the mixed moment E
[
W i(t)Bj(t)
]
can be obtained by applying the
differential operator, ∂
i+j
∂ui ∂vj
, to the joint moment generating function φ(t, u, v), and then evaluating
it for u = v = 0; that is,
∂i+j
∂ui ∂vj
φ(t, u, v)
∣∣∣
u=v=0
= E
[
∂i+j
∂ui ∂vj
eW (t)u+B(t)v
∣∣∣
u=v=0
]
= E
[
W i(t)Bj(t)
]
.
Apply the differential operator ∂
i+j
∂ui∂vj
to PDE (2.1), and set u = v = 0, i.e.,
∂i+j
∂ui ∂vj
( ∂
∂t
φ(t, u, v)
)∣∣∣
u=v=0
+
∂i+j
∂ui ∂vj
(
1− eau+bv
)∂φ
∂u
∣∣∣
u=v=0
+
∂i+j
∂ui ∂vj
(
1− ecu+dv
)∂φ
∂v
∣∣∣
u=v=0
= 0. (2.3)
We evaluate the three terms in the left-hand side of Equation (2.3) one after another, and thus
obtain ordinary differential equations (ODEs) for mixed moments ofW (t) and B(t):
d
dt
E
[
W i(t)Bj(t)
]
=
i−1∑
r=0
(
i
r
)
ai−rE
[
W r+1(t)Bj(t)
]
+
i∑
r=0
j−1∑
s=0
(
i
r
)(
j
s
)
ai−rbj−sE
[
W r+1(t)Bs(t)
]
+
i−1∑
r=0
(
i
r
)
ci−rE
[
W r(t)Bj+1(t)
]
+
i∑
r=0
j−1∑
s=0
(
i
r
)(
j
s
)
ci−rdj−sE
[
W r(t)Bs+1(t)
]
. (2.4)
Let i + j be the order of mixed moment E
[
W i(t)Bj(t)
]
. Equation (2.4) suggests that, for
any fixed i + j, E
[
W i(t)Bj(t)
]
can be computed if we know all the lower-order mixed moments
(i.e., E
[
W r(t)Bs(t)
]
for 1 ≤ r + s < i + j) and some mixed moments of the same order (i.e.,
E
[
W r(t)Bs(t)
]
for r + s = i + j). We propose a strategy to extract all mixed moments in a
bootstrapped manner (i.e., following a particular order) from the ODEs. We first calculate the
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mixed moments of the lowest order, i.e., E
[
W (t)
]
and E
[
B(t)
]
. When computing the mixed
moments of order i+j ≥ 2, we plug the solutions of all the mixed moments of order less than i+j
into i+ j+1 ODEs, and solve all mixed moments of order i+ j simultaneously. It is expected that
the ODEs of the mixed moments of high order are complicated, since the establishment of those
equations requires all mixed moments of lower order. In addition, the higher the order is, the more
equations we need to solve. Although the exact solutions of mixed moments are too complex to
get, the leading terms are attainable, and we can use them to characterize the asymptotic behavior
of the process. Two classes of Po´lya processes are used as examples to demonstrate our methods,
respectively presented in Sections 3 and 4.
3 Application to the Bagchi-Pal processes
In this section, we investigate the Bagchi-Pal processes, a class of Po´lya processes obtained by
embedding the Bagchi-Pal urn schemes into continuous time. The Bagchi-Pal urn is a generalized
Po´lya-Eggenberger urn [10], originally used for estimating the computer memory requirements
of 2-3 trees [3]. The replacement matrix associated to the Bagchi-Pal urn is given by ( a bc d ) =(
k−b b
c k−c
)
. The Bagchi-Pal urn is balanced and tenable as well; see [3] for the discussion of
tenability. For t ≥ 0, denote τ(t) = W (t) + B(t) the total number of balls in the urn. Consider a
Bagchi-Pal urn starting withW0 white balls and B0 balls, respectively.
Theorem 3.1. The asymptotic mixed joint moments are
lim
t→∞
E
[
W i(t)Bj(t)
]
ek(i+j)t
=
bjci
(b+ c)i+j
ki+j
〈τ0
k
〉
i+j
,
where τ0 = W0 +B0. Accordingly, we get
e−kt

W (t)
B(t)

 D−→ Gamma(τ0
k
, k
) cb+c
b
b+c

 .
Proof. The PDE that governs the Bagchi-Pal process is
∂φ
∂t
+
(
1− e(k−b)u+bv
)∂φ
∂u
+
(
1− ecu+(k−c)v
)∂φ
∂v
= 0. (3.1)
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The analytical solution to Equation 3.1 is unwieldy. We resort to the ODE of E
[
W i(t)Bj(t)
]
:
d
dt
E
[
W i(t)Bj(t)
]
=
i−1∑
r=0
(
i
r
)
(k − b)i−rE
[
W r+1(t)Bj(t)
]
+
i∑
r=0
j−1∑
s=0
(
i
r
)(
j
s
)
(k − b)i−rbj−sE
[
W r+1(t)Bs(t)
]
+
i−1∑
r=0
(
i
r
)
ci−rE
[
W r(t)Bj+1(t)
]
+
i∑
r=0
j−1∑
s=0
(
i
r
)(
j
s
)
ci−r(k − c)j−sE
[
W r(t)Bs+1(t)
]
. (3.2)
To simplify the notation, we denote mi,j(t) = E
[
W i(t)Bj(t)
]
. In the next lemma, we prove
that the leading term inmi,j(t) is an exponential function of power k(i+ j)t.
Lemma 3.1. For i, j ≥ 0 and i+ j ≥ 1, we have
mi,j(t) = Ki,je
k(i+j)t +O
(
e[k(i+j)−(b+c)]t
)
+O
(
ek(i+j−1)t
)
, (3.3)
where Ki,j = Ki,j(b, c, k,W0, B0) ∈ R are the coefficients for the leading terms.
Proof. We prove the lemma by an induction on order of mixed moments, i.e., i + j. Rewrite
Equation (3.2) in terms of mi,j(t) and separate the mixed moments of order i + j from those of
lower order; that is,
d
dt
mi,j(t) =
[
jbmi+1,j−1(t)
]
+
[(
i(k − b) + j(k − c)
)
mi,j(t)
]
+
[
icmi−1,j+1(t)
]
+
i−2∑
r=0
(
i
r
)
(k − b)i−rmr+1,j(t) +
i−2∑
r=0
(
i
r
)
ci−rmr,j+1(t)
+
i−1∑
r=0
j−1∑
s=0
(
i
r
)(
j
s
)
(k − b)i−rbj−smr+1,s(t)
+
i−1∑
r=0
j−1∑
s=0
(
i
r
)(
j
s
)
ci−r(k − c)j−smr,s+1(t)
+
j−2∑
s=0
(
j
s
)
bj−smi+1,s(t) +
j−2∑
s=0
(
j
s
)
(k − c)j−smi,s+1(t). (3.4)
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Denote i + j = n. The base of the induction is n = 1, which is either {i = 1, j = 0} or
{i = 0, j = 1}. The corresponding differential equations are
d
dt
E
[
W (t)
]
= (k − b)E
[
W (t)
]
+ cE
[
B(t)
]
,
d
dt
E
[
B(t)
]
= bE
[
W (t)
]
+ (k − c)E
[
B(t)
]
,
which jointly form a standard differential equation system with solutions
E
[
W (t)
]
=
c
b+ c
τ0e
kt +
cB0 − bW0
b+ c
e(k−b−c)t,
E
[
B(t)
]
=
b
b+ c
τ0e
kt −
cB0 − bW0
b+ c
e(k−b−c)t.
The base is verified. LetMn(t) be an (n+1)×1 vector that contains all mixed moments of order n,
i.e.,Mn(t) = (mn,0(t), . . . , m1,n−1(t), m0,n(t))
⊤
andHn(t) be an
(
(n2+n−2)/2
)
×1 vector that
contains all mixed moments of order up to n−1, i.e.,Hn(t) = (m1,0(t), m0,1(t), . . . , m0,n−1(t))
⊤
.
Thus, the ODEs (c.f. Equation (3.4)) can be represented by the following non-homogeneous matrix
differentiation equation:
d
dt
Mn(t) = AnMn(t) +BnHn(t), (3.5)
where Bn is an (n + 1) ×
(
(n2 + n − 2)/2
)
matrix free of t, and An is an (n + 1) × (n + 1)
tridiagonal matrix, which can be expressed explicitly as follows:
An =


nα nc 0 · · · 0 0
b nα− β (n− 1)c · · · 0 0
...
...
...
. . .
...
...
0 0 0 · · · nα− (n− 1)β c
0 0 0 · · · nb nα− nβ


with α = k − b and β = c − b. The tridiagonal matrix An is a member of Leonard pairs of
the Krawtchouk type; see [18] for details. This type of matrix is known to have real eigenvalues
λ0 > λ1 > · · · > λn forming an arithmetic progression. Based on this distinct feature, we are able
to compute all eigenvalues forAn. They are λs = nk − s(b+ c) for s = 0, 1, . . . , n.
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We are now ready to prove the inductive step. Assume that Equation (3.3) holds for all mixed
moments with order i + j up to n − 1. For i + j = n, the vector Hn(t) in Equation (3.5) can be
represented as
Hn(t) =


K1,0 e
kt +O(e[k−(b+c)]t) +O(1)
K0,1 e
kt +O(e[k−(b+c)]t) +O(1)
...
K0,n−1 e
(n−1)kt +O(e[(n−1)k−(b+c)]t) + O(e(n−2)kt)


.
Noticing that the coefficient matrix Bn is free of t, we thus conclude
BnHn(t) =
(
O(e(n−1)kt), O(e(n−1)kt), . . . , O(e(n−1)kt)
)⊤
.
Note that Equation (3.5) is in a class of non-homogeneous matrix differential equations known
to have a general solution [9]; that is,
Mn(t) = e
AntMn(0) +
∫ t
0
e−An(x−t)BnHn(x) dx. (3.6)
We evaluate the two terms in the right-hand side of Equation (3.6) one by one. We apply the
Sylvester’s formula to the first term to get
eAntMn(0) =
(
n∑
s=0
eλstEs
)
Mn(0) =


ξn,0 e
nkt +O(e[nk−(b+c)]t)
ξn−1,1 e
nkt +O(e[nk−(b+c)]t)
...
ξ0,n e
nkt +O(e[nk−(b+c)]t)


, (3.7)
where Es are idempotent matrices and ξi,n−i = ξi,n−i(b, c, k,W0, B0) ∈ R, for i = 0, 1, . . . , n, are
the coefficients for the leading terms therein. We compute the second term in a similar manner,
and obtain
∫ t
0
e−An(x−t)BnHn(x)dx =


pin,0 e
nkt +O
(
e[nk−(b+c)]t
)
+O
(
e(n−1)kt
)
pin−1,1 e
nkt +O
(
e[nk−(b+c)]t
)
+O
(
e(n−1)kt
)
...
pi0,n e
nkt +O
(
e[nk−(b+c)]t
)
+O
(
e(n−1)kt
)


,
where pii,n−i = pii,n−i(b, c, k,W0, B0) ∈ R are the coefficients for the leading terms. The proof is
completed by putting two results together.
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The derivation of the asymptotic mixed moments forW (t) andB(t) needs the moments for the
total number of balls, τ(t). The moments for τ(t) are known. The moment generating function of
τ(t) was determined in [4], and the exact moments for τ(t) were given in terms of Stirling numbers
of the second kind; see [8, Section 5]. We state the exact moments for τ(t) without proof in the
next lemma. We would like to remark that the result is not only true for the Bagchi-Pal processes,
but also all Po´lya processes associated with tenable and balanced Po´lya urn schemes.
Lemma 3.2. For n ≥ 1, the moments of τ(t) are
E
[
τn(t)
]
= kn
n∑
i=1
(−1)n−i
{
n
i
}〈τ0
k
〉
i
ekit. (3.8)
The last task is to calculate the coefficients Ki,j = Ki,n−i, for i = 0, 1, . . . , n.
We write the mixed moments mi,n−i(t) in Equation (3.4) in terms of those given in Equa-
tion (3.3), and obtain a recurrence forKi,n−i:
(nc+ ib− ic)Ki,n−i = (n− i)bKi+1,n−i−1 + icKi−1,n−i+1,
with the initial condition K1,n−1 = (c/b)K0,n. The solution is given by Ki,n−i = (c/b)
iK0,n.
Noticing that E
[
τn(t)
]
= E
[
(W (t) +B(t))n
]
, we apply the Binomial Theorem and obtain
n∑
i=1
kn(−1)n−i
{
n
i
}〈τ0
k
〉
i
ekit = E
[
τn(t)
]
=
n∑
i=0
(
n
i
)
mi,n−i(t).
Dividing both sides of the last display by eknt, and letting t go to infinity, we have
lim
t→∞
n∑
i=1
kn(−1)n−i
{
n
i
}〈τ0
k
〉
i
ekit
eknt
= lim
t→∞
n∑
i=0
(
n
i
)
mi,n−i(t)
eknt
,
leading to a simple linear equation forK0,n:
kn
〈τ0
k
〉
n
= K0,n
(
1 +
c
b
)n
.
We thus have
K0,n =
(
b
b+ c
)n
kn
〈τ0
k
〉
n
and Ki,n−i =
bn−ici
(b+ c)n
kn
〈τ0
k
〉
n
.
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Recalling Lemma 3.1, we replace n− i by j in the last display to get
lim
t→∞
mi,j(t)
ek(i+j)t
= Ki,j =
bjci
(b+ c)i+j
ki+j
〈τ0
k
〉
i+j
,
which immediately leads to the results stated in the theorem.
Before closing this section, we give two remarks. First, the asymptotic Pearson’s correlation
coefficient between W (t)/ekt and B(t)/ekt is equal to 1, which is an instantaneous corollary of
Theorem 3.1. Second, asymptotic mixed moments of W (t) and B(t) only depend on the initial
total number of balls (τ0) in the urn, but not specifically on the initial number of white balls (W0),
nor on the initial number of blue balls (B0).
4 Application to a class of randomized Po´lya processes
In this section, we present an application of our method to a class of tenable and balanced processes
with replacement matrix of random entries. Similar results (c.f. Theorem 3.1) are obtained for this
class of processes with minor modifications in the proofs, done mutatis mutandis. Therefore, we
will only state the major results, but omit those analogous arguments.
Let k be the balance factor. The replacement matrix is
(
W k−W
k−Z Z
)
, where W and Z are
discrete random variables. To avoid issues with tenability, let the support forW , as well as Z , be
{0, 1, . . . , k}. By the definition of joint moment generating function, we have
ψW ,k−W(u, v) = E
[
eWu+(k−W)v
]
=
k∑
w=0
P(W = w)ewu+(k−w)v
ψk−Z,Z(u, v) = E
[
e(k−Z)u+Z)v
]
=
k∑
z=0
P(Z = z)e(k−z)u+zv
Plugging the joint generating functions into Equation (2.2) and applying the differential operator
to the equation, we obtain the ODEs for mixed moments and ultimately get a similar result as
Lemma 3.1; that is,
E
[
W i(t)Bj(t)
]
=Mi,je
k(i+j)t +O
(
e[k(i+j)−(µW+µZ )]t
)
+O
(
ek(i+j−1)t
)
,
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whereMi,j =
(k−µW)
n−i(k−µZ)
i
((k−µW )+(k−µZ ))
i+j k
i+j
〈
τ0
k
〉
i+j
, and µW and µZ are the means ofW and Z , respec-
tively. Accordingly, we have
e−kt

W (t)
B(t)

 D−→ Gamma(τ0
k
, k
) k−µZ2k−µW−µZ
k−µW
2k−µW−µZ

 . (4.1)
Po´lya processes with randomized replacement matrix have found applications in many fields.
One of the most well-known examples is the randomized Play-the-Winner scheme. The random-
ized Play-the-Winner scheme is an adaptive design in clinical trials, proposed by [20]. It was
probably first noted in [19] that the randomized Play-the-Winner scheme could be formulated by
Po´lya urn models.
Consider the following senario. Suppose that there are two treatments, T1 and T2, and a clin-
ician selects a treatment for the next patient according to the following rules. The clinician ran-
domly selects a ball from a two-color (white and blue) urn, observes its color, and returns it back
to the urn. If the ball is white, T1 is given to the patient. If T1 succeeds, one white ball is added
to the urn; otherwise, one blue ball is added to the urn. On the other hand, if the ball drawn by
the clinician is blue, T2 is given to the patient. If T2 succeeds, one blue ball is added to the urn;
otherwise, one white ball is added to the urn. Such scheme is always in favor of the successful
treatment. Suppose that the success rate for each of the treatments stays unchanged, say p1 for
T1 and p2 for T2, the dynamics of such urn scheme can be represented by the replacement matrix(
B1 1−B1
1−B2 B2
)
, where B1 and B2 are Bernoulli random variables with success rates p1 and p2, respec-
tively. According to the result in Equation (4.1), we obtain the following asymptotic distribution
for the Poissonized Po´lya urns associated with the randomized Play-the-Winner scheme; namely,
e−t

W (t)
B(t)

 D−→ Gamma(τ0, 1)

 q2q1+q2
q1
q1+q2

 ,
where q1 = 1 − p1 and q2 = 1 − p2. This yields that the proportion of patients assigned to
T1 converges to q2/(q1 + q2), which is consistent with the asymptotic result of the randomized
Play-the-Winner scheme that progresses in discrete time; see [16].
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5 Simulation results
We conduct some simulation studies in this section to evaluate and verify the theoretical results
developed in Sections 3 and 4.
We first consider the Bagchi-Pal process. GivenW0, B0 (the initial number of white and blue
balls in the urn), t∗ (a threshold of time that terminates the simulation), and a, b, c, d (the four
entries in the ball addition replacement matrix) such that k = a + b = c + d, our Monte-Carlo
experiment proceeds as follows:
For each Monte-Carlo replica m, we start by generating τ = W + B (initially W = W0 and
B = B0) independent Exp(1) random variables as clocks for each of the balls in the urn at t0 = 0.
At time point t = t0 + Exp(1/τ), a clock rings. To implement the ball addition rule, we generate
an independent random variable U ∼ Unif(0, 1). If U ≤ W/(W + B), we update W = W + a
and B = B + b; otherwise, we updateW = W + c and B = B + d. Lastly, we update τ = τ + k,
and restart the iteration at the next renewal point. We continue iterations in this manner until time t
exceeds the given threshold t∗. We evaluate the proportion of white balls in the urn for each replica
m = 1, 2, . . . ,M , and graphically compare the estimates with our theoretical results.
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Figure 1: Histogram ofW (t)/ekt (k = 4) of
the Bagchi-Pal process.
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Figure 2: Histogram of B(t)/ekt (k = 4) of
the Bagchi-Pal process.
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Figures 1 and 2 depict illustrative results from our Monte-Carlo experiment, with W0 = 3,
B0 = 2, and the replacement matrix is ( 1 32 2 ). The threshold t
∗ is set at 2, where the ball ad-
dition rule is executed about 4112 times (in average). The number of simulations M is 500.
The histograms of W (t) and B(t) after properly scaled (e4t) are compared with the probability
density functions of their associated limiting distributions (respectively Gamma(5/4, 8/5) and
Gamma(5/4, 12/5)).
We compute the sample proportion of the number of white balls in the urn over 500 replicates;
that is 0.39998, cf. the theoretically asymptotic proportion c/(b+c) = 2/5. In addition, the sample
correlation betweenW (t)/e4t and B(t)/e4t is 0.99997.
We conduct an analogous numerical study for Po´lya processes with randomized replacement
matrix. We take the randomized Play-the-Winner scheme as an example. We again set initial
conditions at W0 = 3 and B0 = 2, and select B1 ∼ Bernoulli(p1) and B2 ∼ Bernoulli(p2) for
p1 = 3/10 and p2 = 6/10. The threshold t
∗ is set at 7, and 500 replications are simulated. The
histograms ofW (t) and B(t) after properly scaled (et) are depicted in Figures 3 and 4.
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Figure 3: Histogram ofW (t)/et of the Po´lya
process with randomized replacement ma-
trix.
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Figure 4: Histogram of B(t)/et of the Po´lya
process with randomized replacement ma-
trix.
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We also compute the sample proportion of the number of white balls in the urn over all repli-
cates, and get 0.36314, cf. the theoretically asymptotic proportion q2/(q1 + q2) ≈ 0.36364. In
addition, the sample correlation betweenW (t)/et and B(t)/et is 0.99847.
6 Concluding remarks
We finally add some concluding remarks in this section. In the discrete-time Bagchi-Pal urn
schemes, the numbers of white ballsWn and blue balls Bn both asymptotically have normal distri-
butions after properly scaled [3], under an additional condition of b+ c ≥ k/2. By contrast, in the
continuous-time Bagchi-Pal processes that arise in the Poissonized Bagchi-Pal urn schemes, we
need to appropriately scale the corresponding random variablesW (t) and B(t) to obtain limiting
distributions, and both limits are gamma. We see that embedding into continuous time produces
remarkably different results.
This note provides a novel perspective to characterizing the asymptotic behavior of the stochas-
tic processes. Our approach is to determine asymptotic mixed moments of the process in a boot-
strapped manner from the ordinary differential equations obtained by applying some differential
operator to the PDE that governs the process. Noteworthy as a fact is that our approach herein is
elementary, as it only requires basic knowledge of calculus (the Leibniz rule) and linear algebra
(matrix differential equation). Our method may be of broad applicability in many other types of
stochastic processes, which remains to be explored in our future work. We also would like to point
out that the methods in [13] and [7] were restricted to some conditions (all entries in the replace-
ment matrix at least −1 for the former and an ordinary balance condition for the latter). It seems
that neither of these restrictions has effect on our approach, albeit some tenability issues need to be
stressed. We would like to do some further investigations in the this direction in our future work
as well.
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