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Abstract
Discrete time random dynamical systems with countably many maps
which admit countable Markov partitions on complete metric spaces such
that the resulting Markov systems are uniform continuous and contrac-
tive are considered. A notion of a generating communication class of such
a system is introduced, which includes every communication class if the
system has a finite Markov partition. It is shown that the ergodic decom-
position of an equilibrium state associated with such a system is purely
atomic and can be exhaustively described using the generating commu-
nication classes if the system satisfies an absolute continuity condition
(ACC). In such a case, each invariant Borel probability measure which is
an image of an ergodic component of an equilibrium state under the cod-
ing map can be obtained by a random walk starting at any point in the
corresponding generating communication class. As a by-product, a prac-
tical method for a computation of the entropy of the equilibrium states
is obtained. Finally, it is shown that such a non-degenerate system sat-
isfying the ACC which in addition has a dominating Markov chain and a
finite (20) has a unique invariant Borel probability measure if and only if
it has a single generating communication class. Some sufficient conditions
for the ACC are provided.
MSC 2000: 37D35, 37A50, 37H99, 60J05, 28A80.
Keywords: Markov chains, random systems with complete connec-
tions, learning models, g-functions, iterated function systems with place-
dependent probabilities, Markov systems, equilibrium states, ergodic de-
composition.
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1 Introduction
The purpose of this article is, in particular, to provide criteria for the unique-
ness of an invariant Borel probability measure for the random dynamical systems
introduced in [34] as contractive Markov systems (the special case of the sys-
tems when all its maps are contractions on a compact metric space was first
considered in [33]). They consistently extend and unify several previously stud-
ied structures, such as weighted directed graphs (discrete homogeneous Markov
chains [22]), random systems with compete connections [23], [7], learning models
[17], [12], g-functions [18] and iterated function systems with place dependent
probabilities (IFSPDP) [1], [9]. Such a generalization allows to extend the pow-
erful and practical language of weighted directed graphs based on the notion of
a communication class and combine it with the general logic of ergodic theory
and thermodynamic formalism to formulate new insights on the behaviour of
such random dynamical systems. It is not surprising that it also turns out to
be a source of challenging and enlightening examples for other areas of math-
ematics, not excluding ergodic theory and thermodynamic formalism, as it is
demonstrated in [36], [37], [38] and in this article, because the same role has
already been played by some of its particular cases such as weighted directed
graphs and g-functions. Not to ignore is also the applicative power inherited
by such systems from weighted directed graphs and IFSPDP, which has been
enjoyed and challenged by many scientific applications (e.g. see one of the latest
which has challenged IFSPDP in [10]). It is drastically magnified by a much
richer spectrum of processes which can be generated by contractive Markov sys-
tems, compared to the trivial case of weighted directed graphs, which is due to
a much greater complexity of the topological structure of such systems, whereas
the algorithm for the generation of the processes remains the same. Probably,
because of this complexity, the behaviour of such systems is still not completely
clarified.
The uniqueness of a stationary state for such a finite irreducible system was
proved in [34] under the condition that the partition of the system on a locally
compact metric space consists of open sets and the probability functions are
Dini-continuous (have a summable variation) and bounded away from zero. This
already covered the corresponding results for finite weighted directed graphs
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and g-functions [20], [32], but its applicability still remained restricted to dis-
connected state spaces. The proof of the result in [34] was an extension of the
proof which had been given by M. F. Barnsley et al. in [1] and [2] for IFSPDP,
which had used the classical coupling method. The result then was extended
by K. Horbacz and T. Szarek on Polish spaces [11] by applying some previous
results obtained by the second author for Markov operators on Polish spaces
[30]. The method which was chosen in [11] also required that the Markov op-
erator associated with the system mapped continuous functions on continuous
functions, and this forced the authors to keep the assumption of the openness
on the Markov partition.
The main obstacle which is associated with an arbitrary Markov partition lies
in the proof of the existence of an invariant measure. Recently, it has been
overcome by identifying the conditions for the existence of equilibrium states or,
in general, asymptotic states on the code space associated with such a system,
which are then mapped on invariant measures by a coding map [39]. (The de-
velopment of the approach began with the construction of the coding map in
[35] and the connection of the invariant measures with the equilibrium states for
a local energy function, obtained by means of the coding map, in [36].) In spite
of the fact that the problem turned out to be beyond the current theory of equi-
librium states, even in the case of finite systems with open Markov partitions
[36], the existence of the invariant Borel probability measures has been proved
in [39] for such systems with some proper Markov partitions on complete metric
spaces satisfying a non-degeneracy or a consistency condition, which successively
weaken the openness condition. In particular, the consistency condition is sat-
isfied by all random dynamical systems with continuous maps and probability
functions which have finitely many uniformly continuous restrictions on each
atom of their Markov partitions (the case with infinitely many restrictions of
the probability functions on some atoms requires, in addition, the existence of
a dominating Markov chain (21), see [39]).
In the case of a countably infinite Markov partition, the existence of an equi-
librium state on the code space requires an additional condition (Condition 2
in [39]), which corresponds to the positive recurrence in the case of a discrete
homogeneous Markov chain. It is automatically satisfied in a finite case. It was
shown in [39] that the condition is necessary and sufficient for the existence of
an invariant measure for a uniformly continuous, contractive, Markov system in
the non-degenerate case and sufficient in the consistent case provided the sys-
tem satisfies (20) and (21). This condition leads to the definition of a generating
communication class in this article (Section 3.2), and allows us to associate the
ergodic components of an equilibrium state with the generating communication
classes supporting the image of the equilibrium state under the coding map
(Section 3.4) if the system satisfies an absolute continuity condition (Condition
1) introduced in Section 3.3. In particular, it is shown that such a uniformly
continuous, contractive, Markov system satisfying Conditions 1 and 2 has a
unique equilibrium state in the non-degenerate case if and only if it has a single
generating communication class. This automatically translates into the neces-
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sary and sufficient condition for the uniqueness of an invariant Borel probability
measure for such a system in the non-degenerate case (Section 3.5), through the
one-to-one correspondence of the invariant measures and equilibrium states es-
tablished in [39]. Moreover, in the case with several generating communication
classes, it is shown that each such class supports a unique invariant ergodic
measure, the values of which can be computed through an ergodic average of a
random walk started at any point in that class (Theorem 5). As an application,
a practical method for a computation of Shannon-Kolmogorov-Sinai entropy of
processes generated by such systems on the code space is obtained (Corollary
2).
The key to the proof is the ergodic decomposition of equilibrium states asso-
ciated with the considered random dynamical systems. It turns out that the
well-known result from the theory of equilibrium states is not applicable to the
systems in the infinite case (see Section 3.1 for an explanation). A self-contained
proof of the ergodic decomposition of equilibrium states for such systems is given
in Section 3.1.
Finally, Section 3.6 provides some sufficient conditions for Condition 1, which
do not require the boundedness away from zero of the probability functions.
It was pointed out by an anonymous reviewer that it might be appropriate here
to cite the work of Ch. Walkden [31], where, in particular, the stability of a
unique invariant probability measure with respect to a change of the probability
functions is studied, and the works of O. Sarig [25], [26] and [27], where, in
particular, a notion of a positive recurrence for potentials on countable Markov
shifts is introduced and the thermodynamic formalism for the potentials with a
summable variation is developed (note that the potentials on countable Markov
shifts associated with the random dynamical systems considered in this article
are not even upper semicontinuous in general, even in the case with an open
Markov partition).
2 Definitions and notation
In this article, a random dynamical system on a metric space (K, d) is a family
DR := (K,we, pe)e∈E′ where E′ is an at most countable set, (we)e∈E′ is a
family of Borel-measurable maps of K into itself and (pe)e∈E′ is a family of
Borel-measurable probability functions pe : K −→ [0, 1]. The random dynamical
system acts on the set of all real-valued non-negative Borel-measurable function
on K, L(K), by a Markov operator U given by
Uf :=
∑
e∈E′
pef ◦ we
for all f ∈ L(K) and on the set of Borel probability measures on K, P (K), by
the adjoint operator U∗ given by U∗ν(f) :=
∫
Ufdν for all bounded f ∈ L(K)
4
and ν ∈ P (K). We say that µ ∈ P (K) is an invariant measure of DR if and
only if U∗µ = µ.
It is clear from the definition of U that each we needs to be defined only on
the set {pe > 0} (in such a case, we can be considered to be extended on K
arbitrarily). A random dynamical system (K,we, pe)e∈E is called a Markov
system if and only if there exists a partition of K into non-empty Borel subsets
(Ki)i∈N (the case where N has only one element is not excluded) such that for
every e ∈ E there exist i(e), t(e) ∈ N such that ∅ 6= {pe > 0} ⊂ Ki(e) and
we(Ki(e)) ⊂ Kt(e). i : E −→ N is required to be surjective. Clearly, this defines
a topological structure on K which generalizes a weighted directed graph. DR
is said to have a Markov partition if and only if the restrictions of its probability
functions and maps on the atoms of a partition form a Markov system (after a
possible enlargement of the index set E′) . The atoms of the partition are called
the vertex sets of the Markov system, and N is called the set of vertices. We
will denote a Markov system by M := (Ki(e), we, pe)e∈E . M is called proper if
and only if N has more than one element, and countable if and only if N is at
most countable. We call M positive if and only if pe|Ki(e) > 0 fot all e ∈ E. M
is called (uniformly) continuous if and only if restrictions of the maps we|Ki(e)
and the probability functions pe|Ki(e) are (uniformly) continuous. M is called
contractive if and only if there exists 0 < a < 1 such that∑
e∈E,i(e)=j
pe(x)d(wex,wey) ≤ ad(x, y) for all x, y ∈ Kj and j ∈ N. (1)
The condition goes back to R. Isaac [12] for the case when N has one element.
IfM is uniformly continuous, let p¯e denote the continuous extension of pe|Ki(e)
on the closure K¯i(e) which is extended on K by zero, and w¯e denote the contin-
uous extension of we|Ki(e) on K¯i(e) which is extended on K arbitrarily.
A sequence (e1, e2, ..., en) ∈ En is called a path of the Markov systems if and
only if i(ei+1) = t(ei) for all 1 ≤ i ≤ n − 1. In such a case, n is called the
length of the path. We say that j ∈ N is accessible from i ∈ N if and only if
either i = j or there exists a path (e1, ..., en) such that i = i(e1) and j = t(en).
We say that two vertices communicate if and only if one is accessible from the
other and vice versa. i ∈ N is called essential if and only if i communicates with
every j ∈ N which is accessible from i. Clearly communication is an equivalence
relation on N , and therefore N splits into equivalence classes. Let
⋃
i∈I ci ⊂ N
be the partition of the set of all essential vertices ofM into equivalence classes.
For each i ∈ I, set
Ci :=
⋃
j∈ci
Kj .
We will call both ci and Ci an (irreducible) communication class of M if no
confusion is possible.
Let E, N and I be provided with the discrete topologies. Let E¯ := E ∪ {∞}
denote the one-point compactification of E, and set w∞ := id, p∞ := 0. Fix
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n∞ ∈ N , and set i(∞) = t(∞) = n∞. Let Σ := {(..., σ−1, σ0, σ1, ...) : σi ∈
E¯ ∀i ∈ Z} and Σ+ := {(σ1, σ2, ...) : σi ∈ E¯ ∀i ∈ N} provided with the product
topologies and Borel σ-algebras. m[em, ..., en] := {σ ∈ Σ| σi = ei for all m ≤ i ≤
n} is called a cylinder set. A cylinder set in Σ+ will be denote by k[ek, ..., en]+.
For m ≤ 0, let Fm denote the σ-algebra on Σ generated by the cylinder sets
of the form m[em, ..., e0], and F be the σ-algebra generated by
⋃
m≤0 Fm. Let
S : Σ −→ Σ denote the left shift map, given by (Sσ)i−1 = σi for all i ∈ Z. Set
ΣG := {σ ∈ Σ| i(σn+1) = t(σn), σn ∈ E for all n ∈ Z} ,
and analogously Σ+G. ΣG is called the path space of M.
We will denote the Borel σ-algebra of on a topological space X by B(X) and
the set of all Borel probability measures on X by P (X). Let P (M) ⊂ P (K)
denote the set all invariant measures of M, and PS(Σ) ⊂ P (Σ) the set of all
shift-invariant measures.
For x ∈ K, let Px ∈ P (Σ+) be given by
Px
(
1[e1, ..., ek]
+
)
:= pe1(x)pe2(we1x)...pek (wek−1 ◦ ... ◦ we1x)
for all 1[e1, ..., ek]+ ⊂ Σ+. We call Px a path measure ofM. For any m[em, ..., ek] ⊂
Σ, set Pmx (m[em, ..., ek]) := Px(1[em, ..., ek]
+). For µ ∈ P (M), Φ(µ) ∈ PS(Σ) is
uniquely defined by
Φ(µ) (m[em, ..., ek]) :=
∫
Pmx (m[em, ..., ek])dµ(x)
for all m[em, ..., ek] ⊂ Σ. For ν ∈ P (K), φ˜(ν) denotes the probability measure
on the product σ-algebra B(K)⊗ B(Σ+) given by
φ˜(ν)(Ω) =
∫
Px
({
σ ∈ Σ+ : (x, σ) ∈ Ω}) dν(x)
for all Ω ∈ B(K)⊗ B(Σ+).
For a measurable map on a measure space f : (X,A, λ) −→ (Y,B), let f(λ)
denote the measure on B given by f(λ)(B) := λ(f−1(B)) for all B ∈ B. As
usual, let ∆ denote the symmetric difference for sets and≪ denote the absolute
continuity relation for measures.
For M ∈ PS(Σ), let
IM :=
{
B ∈ B (Σ) | M (S−1B∆B) = 0} .
It is easy to check that IM is a sub-σ-algebra.
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3 Results
LetM := (Ki(e), we, pe)e∈E be a countable Markov system on a complete metric
space (K, d). For each i ∈ N , fix xi ∈ Ki, and set
D :=
{
σ ∈ ΣG
∣∣∣∣ limm→−∞wσ0 ◦ ... ◦ wσm(xi(σm)) exists
}
.
For every σ ∈ Σ, set
F (σ) :=
{
lim
m→−∞
wσ0 ◦ wσ−1 ◦ ... ◦ wσm (xi(σm)) if σ ∈ D
xt(σ0) otherwise,
.
F is called the coding map of the Markov system. Clearly, it is F -Borel-
measurable. Set
E(M) := {Λ ∈ PS(Σ)| Λ(D) = 1 and EΛ(11[e]|F) = pe ◦ F Λ-a.e. for all e ∈ E} .
The following non-degeneracy condition was introduced in [39]. It admits some
proper Markov systems on connected spaces.
Definition 1 Set Tj := {σ ∈ ΣG| t(σ0) = j} for j ∈ N . Suppose pe|Ki(e) is
uniformly continuous for all e ∈ E. Let E˜(M) denote the set{
Λ ∈ PS(Σ)| Λ(D) = 1 and EΛ(11[e]|F) = p¯e ◦ F1Ti(e) Λ-a.e. for all e ∈ E
}
.
We callM non-degenerate if and only if for every Λ ∈ E˜(M) there exists i ∈ N
such that Λ(Ti ∩ F−1(Ki)) > 0. Clearly, every uniformly continuous Markov
system with an open partition is non-degenerate, as always Ti ⊂ F−1(K¯i)
for all i ∈ N (see Example 1 and [39] for some examples of proper non-
degenerate Markov systems on connected spaces). By Theorem 2 in [39], the
non-degeneracy is equivalent to E˜(M) = E(M). Also, in [39], a practical suffi-
cient condition for the non-degeneracy is given.
3.1 The ergodic decomposition of equilibrium states
It is a well-known fact from the theory of equilibrium states that an equilib-
rium state M of a continuous dynamical system on a compact metric space X
with the upper semi-continuous entropy function (and therefore, with a finite
topological entropy), minimising the free energy, for an upper semi-continuous
energy function ψ : X −→ [−∞,+∞) decomposes into ergodic components
such that M -almost every of them is again an equilibrium state for ψ, e.g. see
Theorem 4.3.9 in [19].
If E is finite, then, by Theorem 1 in [39], every M ∈ E(M) is an equilibrium
state in the thermodynamic sense for an energy function u : Σ −→ [−∞, 0]
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given by
u(σ) :=
{
log pσ1 ◦ F (σ) if σ ∈ D
−∞ otherwise for all σ ∈ Σ
(with the definition log(0) := −∞), and therefore, Theorem 4.3.9 in [19] can be
applied to it (though, u is not upper semi-continuous, but u ∈ L1(M) and the
proof of Theorem 4.3.9 in [19] applies to it in this case also).
In the case of a countably infinite E, the definition of an equilibrium state from
[19] does not extend to u, as u is not bounded from below and the Kolmogorov-
Sinai entropy of an invariant Borel probability measure on Σ can be infinite.
The definition of equilibrium states in the thermodynamic sense for u which
was given in [39] covers, by Theorem 1 in [39], only the members of E(M)
with finite entropy, but an example where all members of E(M) have infinite
entropy was given in [39] also. The author is not aware of any result on the
ergodic decomposition of M ∈ E(M) which could be applied in this case. Such
a result is provided in this subsection.
We will use the following well-known theorem on the existence of the ergodic
decomposition of invariant measures.
Theorem 1 Let M ∈ PS(Σ). Then for every ω ∈ Σ there exists Λω ∈ PS(Σ)
such that the following holds true.
(i) For every f ∈ L1(M), ω 7→ ∫ f dΛω is IM -measurable and ∫ f dΛω =
EM (f |IM )(ω) for M -a.e. ω.
(ii) ΛSω = Λω for all ω ∈ Σ, and
(iii) Λω is ergodic for all ω ∈ Σ.
Proof. The assertion follows by Theorem 2.3.3 in [19]. ✷
Definition 2 The collection of measures {Λω}ω∈Σ with the properties from
Theorem 1 is called the ergodic decomposition of M , since it is unique M -a.s.,
and is denoted by M =
∫
ΛωdM(ω).
The following lemma is well known, unfortunately, the author didn’t find any-
thing to cite.
Lemma 1 Let M ∈ PS(Σ) and Q ∈ IM . Then there exists A ∈ F such that
M(Q∆A) = 0.
Proof. The proof is a straightforward exercise. ✷
The following theorem is probably also well-known, but the author didn’t find
anything to cite.
8
Theorem 2 Let M ∈ PS(Σ) and M =
∫
ΛωdM(ω) be its ergodic decomposi-
tion. Let e ∈ E and fe be a version of EM (11[e]|F). Then, for M -a.e. ω ∈ Σ,
EΛω (11[e]|F) = fe Λω-a.e. .
Proof. Let A ∈ F and Q ∈ IM . Then, by Lemma 1, there exists Q˜ ∈ F such
that M(Q∆Q˜) = 0. Therefore, since EM (11[e]|F) = fe M -a.e.,∫
Q
∫
A
1
1[e]dΛωdM(ω) =
∫
Q
1A11[e]dM =
∫
Q˜
1A11[e]dM =
∫
Q˜
1AfedM
=
∫
Q
1AfedM =
∫
Q
∫
A
fedΛωdM(ω).
Hence, since Q ∈ IM was arbitrary, and ω 7→
∫
.Λω is IM -measurable,∫
A
1
1[e]dΛω =
∫
A
fedΛω for M -a.e. ω ∈ Σ.
Let G ⊂ F denote the collection of cylinder sets of the form m[em, ..., e0],
em, ..., e0 ∈ E¯ and m ≤ 0. Since G is countable, there exists X ∈ B(Σ) with
M(X) = 1 such that for every ω ∈ X ,∫
A
1
1[e]dΛω =
∫
A
fedΛω for all A ∈ G, (2)
i.e. for every ω ∈ X the measures on F given by the left hand and the right
hand sides of (2) agree on G. Since G generates F , is ∩-stable and covers Σ,
they agree also on F . Thus, for every ω ∈ X ,
EΛω (11[e]|F) = fe Λω-a.e. .
✷
Corollary 1 Suppose M is uniformly continuous. Let M ∈ PS(Σ) and M =∫
ΛωdM(ω) be its ergodic decomposition.
(i) If M ∈ E(M), then Λω ∈ E(M) for M -a.e. ω ∈ Σ.
(ii) If M ∈ E˜(M), then Λω ∈ E˜(M) for M -a.e. ω ∈ Σ.
Proof. (i) Let e ∈ E. Since EM (11[e]|F) = pe ◦ F M -a.e., by Theorem 2, there
exists X ∈ B(Σ) with M(X) = 1 such that for every ω ∈ X ,
EΛω (11[e]|F) = pe ◦ F Λω-a.e. .
Since 1 =M(D) =
∫
Λω(D)dM(ω), there exists Y ∈ B(Σ) with M(Y ) = 1 such
that Λω(D) = 1 for all ω ∈ Y . Thus Λω ∈ E(M) for all ω ∈ X ∩ Y .
The proof of (ii) is the same. One needs only to replace pe ◦F with p¯e ◦F1Ti(e) .
✷
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3.2 Generating points and communication classes
Definition 3 Let N be provided with Borel σ-algebra. We call x0 ∈ K a
generating point (for M) if and only if the sequence of probability measures
(αx0n )n∈N on N given by
αx0n {j} :=
1
n
n∑
k=1
U∗kδx0 (Kj) for all j ∈ N and n ∈ N (3)
is uniformly tight. We call i0 ∈ N generating (forM) if and only if there exists
a generating point x0 ∈ Ki0 . Clearly, every x ∈ K is generating if N is finite.
Lemma 2 (i) Suppose M is positive, i0 ∈ N is generating for M, and j0 ∈ N
is accessible from i0. Then j0 is also generating.
(ii) Suppose M is positive. Let i ∈ N be essential and Ci ⊂ N be the commu-
nication class containing i. If i is generating, then every j ∈ Ci is generating.
Proof. (i) Let x0 ∈ Ki0 be generating. Let (e′1, ..., e′m) be a path such that
i0 = i(e
′
1) and j0 = t(e
′
m). Set y := we′m ◦ ...◦we′1 (x0). Then y ∈ Kj0 . Let ǫ > 0.
Set δ := Px0(1[e
′
1, ..., e
′
m]
+). Then, by the hypothesis, δ > 0, and there exists
finite Vǫ ⊂ N such that αx0n (N \ Vǫ) < ǫδ/2 for all n ∈ N. Choose n0 > m such
that m/n0 < ǫ/2. Observe that for all n > m and j ∈ N ,
αx0n {j} =
1
n
n∑
k=1
∫
1Kj ◦ wσk ◦ ... ◦ wσ1 (x0)dPx0(σ)
≥ 1
n
n∑
k=m+1
∫
1[e′1,...,e
′
m]
1Kj ◦ wσk ◦ ... ◦ wσm+1 (y)dPx0(σ)
=
1
n
n∑
k=m+1
∑
em+1,...,ek
Px0
(
1[e
′
1, ..., e
′
m]
+
)
Py
(
1[em+1, ..., ek]
+
)
×1Kj ◦ wek ◦ ... ◦ wem+1(y)
= δ
1
n
n∑
k=m+1
∫
1Kj ◦ wσk−m ◦ ... ◦ wσ1 (y)Py(σ)
= δαyn{j} − δ
1
n
n∑
k=n−m+1
∫
1Kj ◦ wσk ◦ ... ◦ wσ1 (y)Py(σ).
Therefore, for all n ≥ n0,
αyn(N \ Vǫ) ≤ 1δαx0n (N \ Vǫ) + mn < ǫ2 + ǫ2 = ǫ.
For each 1 ≤ n < n0, choose Vn ⊂ N such that αyn(N \ Vn) < ǫ, and set
V ′ǫ := Vǫ ∪
⋃n0−1
n=1 Vn. Then V
′
ǫ is finite, and α
y
n(N \ V ′ǫ ) < ǫ for all n ∈ N. This
completes the proof of (i).
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(ii) follows immediately from (i). ✷
By Lemma 2 (ii), we can make the following definition.
Definition 4 Suppose M is positive. Let i ∈ I. We call ci and Ci generating
if and only if there exists j ∈ ci which is generating. Let IG ⊂ I denote the set
of all generating communication classes of M.
3.3 The absolute continuity condition (ACC)
The following condition for a Markov system seems to be of a fundamental
nature. Apparently, it was first shown to be satisfied, for the case of a single
vertex set, in a work by J. Elton [9] in the case where each pe is Dini-continuous
(has a summble variation) and bounded away from zero.
Condition 1 (ACC) For all i ∈ N and x, y ∈ Ki,
Px ≪ Py.
Note that Condition 1 implies, in particular, that M is positive. The following
theorem collects some well-known equivalent statements to Condition 1 ifM is
positive, which will be used later. For some sufficient conditions for Condition
1, see Section 3.6.
Definition 5 Suppose M is positive. Let i ∈ N and x, y ∈ Ki. For k ∈
N, let Bk denote the σ-algebra on Σ+ generated by cylinder sets of the form
1[e1, ..., ek]
+. Let Px|Bk denote the restriction of Px on Bk. Since M is positive,
there exist Radon-Nikodym derivatives
Zxyk :=
dPx|Bk
dPy|Bk
for all k ∈ N. It is easy to check that (Zxyk ,Bk)k∈N is a Py-martingale with∫
Zxyk dPy = 1 for all k ∈ N. Hence, by Doob’s Martingale Theorem, Zxy∞ :=
limk→∞ Z
xy
k exists Py-a.e. and is integrable.
Theorem 3 Suppose M is positive. Let i ∈ N and x, y ∈ Ki. Then the
following are equivalent.
(i) Px ≪ Py.
(ii)
∫
Zxy∞ dPy = 1.
(iii) Px{Zxy∞ <∞} = 1.
(iv) (Zxyk )k∈N is uniformly integrable with respect to Py.
(v) supk∈N Px{Zxyk > c} → 0 as c→∞.
(vi) supk∈N Px{logZxyk > c} → 0 as c→∞.
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Proof. The equivalence of (i), (ii) and (iii) follows by Shiryaev’s Local Absolute
Continuity Theorem, e.g. Theorem 2, p.514, in [28].
Assertion (ii) means
∫
Zxy∞ dPy = limk→∞
∫
Zxyk dPy, and since Z
xy
k → Zxy∞ Py-
a.e., the convergence of the integrals is equivalent to (Zxyk )k∈N being uniformly
integrable with respect to Py, e.g. Theorem 5 p.205 in [28].
The equivalence of (v) and (iv) follows from the definition of Zxyk , since∫
{Zxy
k
>c}
Zxyk dPy = Px{Zxyk > c}
for all k ∈ N and c > 0.
The equivalence of (v) and (vi) is obvious. ✷
See [16] for further necessary and sufficient conditions for the absolute continuity
of measures and Section 4.5, Vol. 1 in [5] for further necessary and sufficient
conditions for the uniform integrability.
Lemma 3 Suppose M satisfies Condition 1. Let i0 ∈ N , and x0 ∈ Ki0 be
generating. Then every x ∈ Ki0 is generating.
Proof. Let x ∈ Ki0 and n ∈ N. By Theorem 3, Px ≪ Px0 is equivalent to the
uniform integrability of (Zxx0k )k∈N with respect to Px0 . Let ǫ > 0. Choose c > 0
such that
sup
k∈N
∫
{Zxx0k >c}
Zxx0k dPx0 <
ǫ
2
.
Choose finite Vǫ ⊂ N such that αx0n (N \ Vǫ) < ǫ/(2c) for all n ∈ N. Observe
that for every j ∈ N and k ∈ N,
U∗kδx(Kj) =
∫
1Kj ◦ wσk ◦ ... ◦ wσ1 (x)dPx(σ)
=
∫
1Kj ◦ wσk ◦ ... ◦ wσ1 (x0)dPx(σ)
=
∫
1Kj ◦ wσk ◦ ... ◦ wσ1 (x0)Zxx0k (σ)dPx0(σ)
≤ c
∫
1Kj ◦ wσk ◦ ... ◦ wσ1 (x0)dPx0(σ)
+
∫
{Zxx0k >c}
1Kj ◦ wσk ◦ ... ◦ wσ1(x0)Zxx0k (σ)dPx0 (σ).
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Hence,
αxn(N \ Vǫ) ≤ cαx0n (N \ Vǫ) +
1
n
n∑
k=1
∫
{Zxx0k >c}
Zxx0k (σ)dPx0(σ)
≤ ǫ
2
+ sup
k∈N
∫
{Zxx0k >c}
Zxx0k (σ)dPx0 (σ)
< ǫ.
✷
3.4 A discrete ergodic decomposition for contractive Markov
systems
Lemma 4 SupposeM is positive. Let µ ∈ P (M) and i ∈ N such that µ(Ki) >
0. If j ∈ N is accessible from i, then µ(Kj) > 0.
Proof. Let (e′1, ..., e
′
n) be a path of M such that i(e′1) = i and t(e′n) = j. Then
µ(Kj) =
∫
Un1Kjdµ
=
∑
e1,...,en
∫
pe1pe2 ◦ we1 ...pen ◦ wen−1 ◦ ... ◦we11Kj ◦ wen ◦ ... ◦ we1dµ
≥
∫
Ki
pe′1pe′2 ◦ we′1 ...pe′n ◦ we′n−1 ◦ ... ◦ we′11Kj ◦ we′n ◦ ... ◦ we′1dµ
> 0.
✷
Definition 6 For f : K −→ R and j ∈ N , set
∆jf(t) := sup
x,y∈Kj,d(x,y)≤t
|f(x)− f(y)|
and, for i ∈ N and k ∈ N,
∆
(k)
i f(t) := sup {∆jf(t)| j is accessible from i by a path of length k} .
Let 0 < α < 1. We call f (M, α)-uniformly continuous if and only if for every
i ∈ N and β > 0,
lim
n→∞
1
n
n∑
k=1
∆
(k)
i f
(
βaαk
)
= 0.
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Note that for a bounded f , by Koopman-von Neumann Lemma (e.g. [24]), this
is equivalent to the existence of a set B ⊂ N of density zero (i.e.
limn→∞ 1/n
∑n
k=1 1B(k) = 0) such that
lim
n→∞,n/∈B
∆
(n)
i f (βa
αn) = 0.
Hence, the (M, α)-uniformly continuity of a bounded f is equivalent to the
existence of γ > 0 such that for every i ∈ N and β > 0,
lim
n→∞
1
n
n∑
k=1
(
∆
(k)
i f(βa
αk)
)γ
= 0.
Lemma 5 Suppose M is uniformly continuous, contractive with a contraction
rate 0 < a < 1 and satisfies Condition 1. For each e ∈ E, let fe : K −→ [0,∞)
be Borel-measurable such that
∑
e∈E pefe is (M, α)-uniformly continuous for
some 0 < α < 1 and
∑
e∈E pef
2
e is bounded. Let x, y ∈ Ki for some i ∈ N .
Then
lim
n→∞
1
n
n∑
k=1
(
fσk+1 ◦ wσk ◦ ... ◦ wσ1(x) − fσk+1 ◦ wσk ◦ ... ◦ wσ1 (y)
)
= 0 Px-a.e..
Proof. We will use some ideas from [6]. For σ ∈ Σ and n ∈ N, let us abbreviate
Xxn(σ) := wσn ◦ wσn−1 ◦ ... ◦ wσ1 (x) and Xx0 := x,
Y xn (σ) := fσn ◦Xxn−1(σ)
and
Zxn := Y
x
n − EPx (Y xn |Bn−1) if n ≥ 2 and Zx1 := 0.
We will apply the following result from [21] p. 387. Let Z1, Z2, ... be a real-valued
random process such that E(Zn+1|Zn, ..., Z1) = 0 and supn∈NE(Z2n) < ∞ for
all n ∈ N. Then
lim
n→∞
1
n
n∑
k=1
Zk = 0 a.s. (4)
Note that
EPx
(
Zxn+1|Zxn, ..., Zx1
)
= EPx
(
EPx
(
Zxn+1|Bn
) |Zxn , ..., Zx1 ) = 0
Px-a.e. for all n ∈ N. Furthermore, one easily checks that
EPx
(
Y xn+1|Bn
)
=
(∑
e∈E
pefe
)
◦Xxn Px-a.e. for all n ∈ N. (5)
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Note that
∑
e∈E pefe ≤ (
∑
e∈E pef
2
e )
1/2. Therefore, by the the hypothesis,
there exists 0 ≤ ξ <∞ such that∫
(Zxn)
2
dPx
=
∫ (
fσn ◦ wσn−1 ◦ ... ◦ wσ1 (x)−
(∑
e∈E
pefe
)
◦ wσn−1 ◦ ... ◦ wσ1(x)
)2
dPx(σ)
=
∑
e1,...,en∈E
Px (1[e1, ..., en−1])

pen
(
fen −
∑
e∈E
pefe
)2 ◦ wσn−1 ◦ ... ◦ wσ1 (x)
= Un−1

∑
en∈E
pen
(
fen −
∑
e∈E
pefe
)2 (x)
= Un−1
(∑
e∈E
pef
2
e
)
(x) − Un−1


(∑
e∈E
pefe
)2 (x)
≤ ξ
for all n ∈ N. Also, the same way,
sup
n∈N
∫
(Zyn)
2
dPy <∞.
Therefore, by (4), (5) and the hypothesis,
lim sup
n→∞
∣∣∣∣∣ 1n
n∑
k=1
(Y xk − Y yk )
∣∣∣∣∣
≤ lim sup
n→∞
1
n
n∑
k=1
∣∣∣∣∣
(∑
e∈E
pefe
)
◦Xxk−1 −
(∑
e∈E
pefe
)
◦Xyk−1
∣∣∣∣∣ (6)
Px-a.e.. Furthermore, by the contraction on average property,∫
d(wσk ◦ ... ◦ wσ1x,wσk ◦ ... ◦ wσ1y) dPx ≤ akd(x, y)
for all k ∈ N. Set Aαxyk := {σ ∈ Σ+| d(wσk ◦ ... ◦ wσ1x,wσk ◦ ... ◦ wσ1y) >
aαkd(x, y)} for all k ∈ N, and
Aαxy :=
∞⋂
n=1
∞⋃
k=n
Aαxyk.
Then, Px(Aαxyk) ≤ a(1−α)k for all k ∈ N, and therefore, by the Borel-Cantelli
argument,
Px(A
α
xy) = 0. (7)
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Note that for σ ∈ Σ+ \Aαxy there exists m ∈ N such that d(wσk ◦ ...◦wσ1x,wσk ◦
... ◦ wσ1y) ≤ aαkd(x, y) for all k ≥ m. Let h :=
∑
e∈E pefe. Then, by the
(M, α)-uniform equicontinuity and boundedness of h,
lim sup
n→∞
1
n
n∑
k=1
∣∣h ◦Xxk−1(σ)− h ◦Xyk−1(σ)∣∣
≤ lim sup
n→∞
1
n
n∑
k=m+1
∆
(k−1)
i h
(
aα(k−1)d(x, y)
)
= 0.
Thus, the assertion follows by (7) and (6). ✷
Remark 1 An important special case for Lemma 5 is when, for each e ∈ E,
fe(x) := − log pe(x) if x ∈ Ki(e) and fe(x) := 0 otherwise. In this case, the
boundedness condition on
∑
e∈E pef
2
e is always satisfied if E is finite. For,
observe that function
g(x) := −√x log x if x > 0 and g(0) := 0
is concave. Suppose |E| = n. Then
1
n
∑
e∈E
g(pe) ≤ g
(
1
n
)
=
1√
n
logn,
and therefore,
∑
e∈E
pe (log pe)
2 =
∑
e∈E
g2 (pe) ≤
(∑
e∈E
g (pe)
)2
≤ n(log n)2.
However, as Lemma 6 shows, ACC is actually the only hypothesis which is
needed in this case.
Lemma 6 Suppose M satisfies Condition 1. For each e ∈ E, let fe(z) :=
− log pe(z) if z ∈ Ki(e) and fe(z) := 0 otherwise. Let x, y ∈ Ki for some i ∈ N .
Then
lim
n→∞
1
n
n∑
k=1
(
fσk+1 ◦ wσk ◦ ... ◦ wσ1(x) − fσk+1 ◦ wσk ◦ ... ◦ wσ1 (y)
)
= 0 Px-a.e..
Proof. Observe that, since Px(Σ
+
G) = 1, by the hypothesis,
1
n
n∑
k=1
(
fσk+1 ◦ wσk ◦ ... ◦ wσ1 (x)− fσk+1 ◦ wσk ◦ ... ◦ wσ1 (y)
)
=
1
n
log
Py (1[σ1, ..., σn+1]
+)
Px (1[σ1, ..., σn+1]+)
+
1
n
log
pσ1(x)
pσ1(y)
=
1
n
logZyxn+1(σ) +
1
n
log
pσ1(x)
pσ1(y)
,
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and Zyxn (σ) = 1/Z
xy
n (σ) for Px-a.e. and Py-a.e. σ ∈ Σ+ and all n ∈ N. Hence,
Zyx∞ = 1/Z
xy
∞ Px-a.e. and Py-a.e., with the definitions 1/0 :=∞ and 1/∞ = 0.
By Theorem 3, Py{Zyx∞ <∞} = 1 and Px{Zxy∞ <∞} = 1. Hence,
Px {0 < Zyx∞ <∞} = 1.
That is
Px {|logZyx∞ | <∞} = 1.
Therefore,
Px
{
lim
n→∞
1
n
∣∣logZyxn+1∣∣ = 0
}
= 1,
as desired. ✷
Theorem 4 Suppose M is uniformly continuous, contractive with a contrac-
tion rate 0 < a < 1 and satisfies Condition 1. Let M ∈ E(M) and IM := {i ∈
I| F (M)(Ci) > 0}. For each e ∈ E, let fe : K −→ [0,∞) be Borel-measurable
such that
(a)
∑
e∈E pefe is (M, α)-uniformly continuous for some 0 < α < 1 and
∑
e∈E pef
2
e
is bounded, or
(b) fe(z) := − log pe(z) if z ∈ Ki(e) and fe(z) := 0 otherwise, and −
∑
e∈E pe log pe
is bounded.
Then the following holds true.
(i) IM is not empty. For every i ∈ IM , there exists a unique Λi ∈ E(M)
with F (Λi)(Ci) = 1. For every i ∈ IM , Λi is ergodic, F−1(Ci) ∈ IM and
{µ ∈ P (M)| µ(Ci) = 1} = {F (Λi)}. For every B ∈ B(Σ) and Q ∈ IM ,
M (B ∩Q) =
∑
i∈IM
M
(
F−1(Ci) ∩Q
)
Λi (B) .
(ii) For every x ∈ ⋃i∈IM Ci,
1
n
n∑
k=1
fσk+1 ◦ wσk ◦ ... ◦ wσ1(x)→
∑
i∈IM
1Ci(x)
∑
e∈E
∫
Ki(e)
pefedF (Λi)
for Px-a.e. σ ∈ Σ+.
(iii) IM ⊂ IG. If M has a single generating class, then M is ergodic and
E(M) = {M}.
Proof. (i) Let M =
∫
ΛωdM(ω) be the ergodic decomposition of M given by
Theorem 1. Let f∞ := 0 and v(σ) := fσ1 ◦ F (σ) for all σ ∈ Σ. Then, by the
hypothesis,
∞ > sup
x∈K
(∑
e∈E
pe(x)f
2
e (x)
) 1
2
≥ sup
x∈K
∑
e∈E
pe(x)fe(x) ≥
∫ ∑
e∈E
pe ◦ Ffe ◦ FdM
=
∑
e∈E
∫
EM
(
1
1[e]|F
)
fe ◦ FdM =
∑
e∈E
∫
1
1[e]fe ◦ FdM =
∫
|v|dM.
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Hence, v ∈ L1(M) in both cases, (a) and (b). Therefore, by Corollary 1 (i),
there exists X ∈ B(Σ) with M(X) = 1 such that Λω ∈ E(M) and v ∈ L1(Λω)
and for all ω ∈ X .
Now, let ω ∈ X . Note that F ◦ Sk(σ) = w¯σk ◦ ... ◦ w¯σ1(F (σ)) for all k ∈ N and
σ ∈ D. Then, by Birkhoff’s ergodic theorem,
1
n
n∑
k=1
fσk+1◦w¯σk◦...◦w¯σ1(F (σ)) =
1
n
n∑
k=1
v◦Sk(σ)→
∫
v dΛω for Λω-a.e. σ ∈ Σ.
Set
f¯n(x, σ) :=
1
n
n∑
k=1
fσk+1 ◦ w¯σk ◦ ... ◦ w¯σ1(x) for all (x, σ) ∈ K ×Σ+ and n ∈ N,
η : Σ −→ K × Σ+
σ 7−→ (F (σ), (σ1, σ2, ...)),
and
Qω :=
{
σ ∈ Σ| f¯n ◦ η(σ)→
∫
v dΛω
}
.
Then Λω(Qω) = 1, and
f¯n(x, σ)→
∫
v dΛω for all (x, σ) ∈ η(Qω).
Since Λω ∈ E(M), by Lemma 4 (ii) in [39], η(Λω) = φ˜(F (Λω)). Hence, by the
definition of φ˜,
1 = Λω(Qω)
≤ η(Λω)(η(Qω))
= φ˜(F (Λω))(η(Qω))
=
∫
Px
({
σ ∈ Σ+| (x, σ) ∈ η(Qω)
})
dF (Λω)(x)
=
∑
i∈Sω
∫
Ki
Px
({
σ ∈ Σ+| (x, σ) ∈ η(Qω)
})
dF (Λω)(x)
where Sω := {i ∈ N | F (Λω)(Ki) > 0}. Therefore, for every i ∈ Sω there exists
yi ∈ Ki such that
Pyi
({
σ ∈ Σ+| (yi, σ) ∈ η(Qω)
})
= 1.
Let j ∈ Sω and set Ωj := {σ ∈ Σ+| (yj , σ) ∈ η(Qω)}. Then, for every σ ∈ Ωj ,
f¯n(yj , σ)→
∫
v dΛω.
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Set
fn(x, σ) :=
1
n
n∑
k=1
fσk+1 ◦wσk ◦ ... ◦wσ1(x) for all (x, σ) ∈ K ×Σ+ and n ∈ N.
As Pyj ({σ ∈ Σ+| yj /∈ Ki(σ1) or ∃k ∈ N s.t. i(σk+1) 6= t(σk)}) = 0, without a
loss of generality, we can assume that for every σ ∈ Ωj ,
fn(yj , σ)→
∫
v dΛω
and Pyj (Ωj) = 1. Let y ∈ Kj . Since Py ≪ Pyj , Py(Ωj) = 1, by Lemma 5 in case
(a) and by Lemma 6 in case (b),
lim sup
n→∞
∣∣∣∣fn(y, σ)−
∫
v dΛω
∣∣∣∣ ≤ lim sup
n→∞
|fn(y, σ)− fn(yj , σ)| = 0
for Py-a.e. σ ∈ Σ+. Thus, for every y ∈
⋃
j∈Sω
Kj,
fn(y, σ)→
∫ ∑
e∈E
1
1[e]fe◦FdΛω =
∑
e∈E
∫
pefedF (Λω) for Py-a.e σ ∈ Σ+. (8)
In particular, for every y ∈ ⋃j∈Sω Kj and i ∈ N ,
1
n
n∑
k=1
1Ki ◦ wσk ◦ ... ◦ wσ1 (y)→ F (Λω)(Ki) for Py-a.e σ ∈ Σ+. (9)
This implies that every i ∈ Sω is essential. Fix i0 ∈ Sω, and let ci0 ⊂ N
denote the communication class containing i0. Let j ∈ Sω. Then, by (9), j is
accessible from i0 and vice versa. Hence, j ∈ ci0 . Thus Sω ⊂ ci0 . Let i ∈ ci0 .
Then there exists j ∈ Sω which communicates with i. By Proposition 1 in [39],
F (Λω) ∈ P (M), and therefore F (Λω)(Ki) > 0 by Lemma 4. Hence, i ∈ Sω.
That is ci0 ⊂ Sω. Thus Sω = ci0 . This defines a map
θ : X −→ I
ω 7−→ index of the communication class Sω.
As for every j ∈ I, θ−1{j} = {ω ∈ X | Sω = cj} = {ω ∈ X | Λω(F−1(Cj)) = 1},
θ is IM -Borel-measurable, and
M
(
F−1(Cj)
)
=
∫
X
Λω
(
F−1(Cj)
)
dM(ω)
=
∑
i∈I
∫
θ−1{i}
Λω
(
F−1(Cj)
)
dM(ω)
=
∑
i∈I
∫
{ω∈X| Λω(F−1(Ci))=1}
Λω
(
F−1(Cj)
)
dM(ω)
= M
({ω ∈ X | Λω(F−1(Cj)) = 1})
= M
(
θ−1{j}) . (10)
19
Hence, IM is not empty. Let i ∈ IM . Then θ−1{i} is not empty. Fix ωi ∈ θ−1{i}.
Then, by (8), for every y ∈ Ci,
fn(y, σ)→
∑
e∈E
∫
pefedF (Λωi) for Py-a.e σ ∈ Σ+. (11)
Let f : K −→ R be uniformly continuous and bounded. Then, for every y ∈ Ci,
1
n
n∑
k=1
f ◦ wσk ◦ ... ◦ wσ1 (y)→
∫
fdF (Λωi) for Py-a.e σ ∈ Σ+. (12)
Hence, the integration of (12) by Py implies by Lebesgue’s Dominated Conver-
gence Theorem that, for every y ∈ Ci,
1
n
n∑
k=1
Ukf(y)→
∫
fdF (Λωi). (13)
Clearly, F (Λωi) ∈ P (M) with F (Λωi)(Ci) = 1. Suppose there is another µi ∈
P (M) with µi(Ci) = 1. Then the integration of (13) by µi implies by Lebesgue’s
Dominated Convergence Theorem that∫
fdµi =
∫
fdF (Λωi). (14)
That is
µi = F (Λωi), (15)
since the set of all bounded uniformly continuous functions separates the mea-
sures. Hence, by Proposition 1 and Lemma 4 (i) in [39], for every Λ ∈ E(M)
with F (Λ)(Ci) = 1,
Λ = Φ(F (Λ)) = Φ(F (Λωi)) = Λωi . (16)
In particular, it follows that Λω = Λωi for all ω ∈ θ−1{i} and i ∈ IM . Therefore,
for every Q ∈ IM and B ∈ B(Σ),
M (B ∩Q) =
∫
Q
Λω (B) dM(ω) =
∑
i∈IM
M
(
θ−1{i} ∩Q)Λωi (B) .
In particular, for every i ∈ IM ,
M
(
F−1(Ci) ∩ θ−1{i}
)
= M
(
θ−1{i}) . (17)
Together with (10), this implies that M
(
F−1(Ci)∆θ
−1{i}) = 0 for all i ∈ IM .
Thus, for every i ∈ IM , F−1(Ci) ∈ IM , since θ−1{i} ∈ IM , and for every
Q ∈ IM and B ∈ B(Σ),
M (B ∩Q) =
∑
i∈IM
M
(
F−1(Ci) ∩Q
)
Λωi (B) . (18)
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This competes the proof of (i), with Λωi for Λi.
(ii) follows immediately from (11) with Λωi for Λi.
(iii) By (11), for every j ∈ IM , y ∈ Cj and i ∈ N ,
1
n
n∑
k=1
1Ki ◦ wσk ◦ ... ◦ wσ1 (y)→ F (Λωj )(Ki) for Py-a.e σ ∈ Σ+. (19)
Hence, the integration by Py implies that each communication class in IM is
generating. Let Cg be the singe generating class of M. Then, by (18), M
is ergodic with M(F−1(Cg)) = 1. Let M ′ ∈ E(M). Then, since M was an
arbitrary member of E(M),M ′(F−1(Cg)) = 1, and therefore, by (16),M = M ′.
✷
3.5 Controllable invariant measures
Now, we are going to apply Theorem 4 for a description of all invariant Borel
probability measures of such M in the non-degenerate case by means of the
generating communication classes, through the usage of the results on the exis-
tence of the equilibrium states and their bijective correspondence to the invariant
Borel probability measures which were obtained in [39].
Definition 7 We call µ ∈ P (M) ergodic if and only if for every λ ∈ P (M),
λ≪ µ implies λ = µ.
Clearly, a unique invariant Borel probability measure is ergodic.
Condition 2 [Conditions for non-emptiness of E˜(M) for a contractive uni-
formly continuous M with a generating communication class, by Theorem 5 in
[39]]
(i)
sup
i∈N
sup
x∈Ki
∑
e∈E, i(e)=i
pe(x)d
(
we(xi(e)), xt(e)
)
<∞, (20)
(ii) For every i ∈ N , ∑
e∈E,i(e)=i
sup
x∈Ki
pe(x) <∞. (21)
M is said to have a dominating Markov chain if (ii) is satisfied.
Theorem 5 Suppose M is uniformly continuous, non-degenerate, contractive
and satisfies Conditions 1 and 2. Then the following holds true.
(i) For every i ∈ IG, there exists a unique Λi ∈ E(M) such that F (Λi)(Ci) = 1.
For every i ∈ IG, Λi is ergodic.
(ii) For every i ∈ IG, there exists a unique λi ∈ P (M) such that λi(Ci) = 1,
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and therefore, λi is ergodic. For each e ∈ E, let fe : K −→ [0,∞) be Borel-
measurable such that
(a)
∑
e∈E pefe is (M, α)-uniformly continuous for some 0 < α < 1 and
∑
e∈E pef
2
e
is bounded, or
(b) fe(z) := − log pe(z) if z ∈ Ki(e) and fe(z) := 0 otherwise, and −
∑
e∈E pe log pe
is bounded.
Then, for every i ∈ IG and x ∈ Ci,
1
n
n∑
k=1
fσk+1 ◦ wσk ◦ ... ◦ wσ1(x)→
∑
e∈E
∫
Ki(e)
pefedλi for Px-a.e. σ ∈ Σ+.
(iii) For every µ ∈ P (M),
µ (B) =
∑
i∈IG
µ (Ci)λi (B) for all B ∈ B(K).
(iv) M has a unique invariant Borel probability measure if and only if it has a
single generating communication class.
Proof. (i) Let i′ ∈ IG and x0 ∈ Ki ⊂ Ci′ be a generating point. Then, by
Theorem 5 (i) in [39], there exists Λx0 ∈ E˜(M) such that for every j ∈ N with
Λx0(Tj) > 0 there exists a path from i to j. Hence {j ∈ N | Λx0(Tj) > 0} ⊂ ci′ .
Since M is non-degenerate, by Theorem 2 in [39], Λx0 ∈ E(M), and therefore,
for every j ∈ N ,
Λx0(Tj) =
∑
e∈E,i(e)=j
∫
1
1[e]dΛx0 =
∑
e∈E,i(e)=j
∫
pe ◦ FdΛx0 = Λx0
(
F−1(Kj)
)
.
Hence, Λx0
(
F−1(Ci′ )
)
= 1. By Theorem 4 (i), Λx0 is unique in E(M) with
such a property and is ergodic.
(ii) Let i ∈ IG. Set λi := F (Λi), where Λi is given by (i). Then λi ∈ P (M) with
λi(Ci) = 1. By Theorem 4 (i), it is unique with such a property, and therefore,
ergodic. The rest of (ii) follows by Theorem 4 (ii).
(iii) Let µ ∈ P (M). Then, by the non-degeneracy of M, Φ(µ) ∈ E(M), by
Theorem 5 (ii) in [39] and Theorem 2 in [39]. Hence, by Theorem 4 (i) and (iii),
for every B ∈ B(Σ),
Φ(µ)(B) =
∑
i∈IΦ(µ)
Φ(µ)
(
F−1(Ci)
)
Λi (B) =
∑
i∈IG
Φ(µ)
(
F−1(Ci)
)
Λi (B) .
By Corollary 1 (ii) in [39], Φ is the inverse of F : E(M) −→ P (M). Therefore,
for every B ∈ B(K),
µ(B) = Φ(µ)(F−1(B)) =
∑
i∈IG
µ(Ci)Λi
(
F−1(B)
)
=
∑
i∈IG
µ(Ci)λi(B).
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(iv) The ’if’ part follows by (i), Theorem 4 (iii) and Corollary 1 (ii) in [39]. Now,
suppose P (M) = {µ}. Then, as above, Φ(µ) ∈ E(M), and by Theorem 4 (i)
and (iii), IG is not empty. Let i ∈ IG. By (ii), there exists unique λi ∈ P (M)
such that λi(Ci) = 1. Thus µ(Ci) = 1. Therefore, there can be only one
generating communication class. ✷
The following is a straightforward application of Theorem 5 which allows to
compute the entropy of processes generated by M.
Corollary 2 Suppose M is uniformly continuous, non-degenerate, contractive
and satisfies Conditions 1 and 2. Suppose −∑e∈E pe log pe is bounded. Then
for every i ∈ IG there exists an ergodic λi ∈ P (M) such that for every x ∈ Ci,
lim
n→∞
1
n
logPx(1[σ1, ..., σn]) =
∑
e∈E
∫
Ki(e)
pe log pedλi
for Px-a.e. σ ∈ Σ+.
Proof. By Theorem 5 (ii) case (b), for every i ∈ IG and x ∈ Ci,
− lim
n→∞
1
n
log[pσ1(x)pσ2 ◦ wσ1 (x)...pσn ◦ wσn−1 ◦ ... ◦ wσ1 (x)]
= − lim
n→∞
n− 1
n
1
n− 1
n−1∑
k=1
log pσk+1 ◦ wσk ◦ ... ◦ wσ1(x) − limn→∞
1
n
log pσ1(x)
= −
∑
e∈E
∫
Ki(e)
pe log pedλi
for Px-a.e. σ ∈ Σ+, as desired. ✷
3.6 Some sufficient conditions for the absolute continuity
condition
3.6.1 Connecting refinements of a Markov system
Often one can choose several Markov systems associated with a random dynam-
ical system, in particular, such which form a tree with respect to the refinement
of their Markov partitions. This can be very useful in establishing the validity
of ACC for such Markov systems, e.g. see Example 1 for an illustration.
The following definition of a refiniment of M was given in [39].
Definition 8 We call a Markov systemMr := (Kri(e), wre , pre)e∈Er a refinement
ofM if and only if partition {Kri(e)}e∈Er refines partition {Ki(e)}e∈E (i.e. each
Ki is a union of some Krj ’s) and there is a surjective map r : E
r −→ E such
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that wr(e)|Kr
i(e)
= wre |Kri(e) and pr(e)|Kri(e) = pre|Kri(e) for all e ∈ Er (we use the
same letters for maps i, t : Er −→ N r). r is called the refinement map.
Definition 9 We call refinements M1 and M2 of M connecting if and only if
for every x, y ∈ Ki and i ∈ N there exist j1, ..., jn ∈ N1 and j′1, ..., j′n ∈ N2 such
that x ∈ K1j1 and y ∈ K2j′n , and
K1ji ∩K2j′i 6= ∅ and K
1
ji ∩K2j′i+1 6= ∅ for all i = 1, .., n− 1. (22)
Lemma 7 Let M1 and M2 be connecting refinements of M. If M1 and M2
satisfy Condition 1, then M satisfies Condition 1 also.
Proof. Let x, y ∈ Kj for some j ∈ N . Since M1 and M2 are connecting
refinements of M, there exist j1, ..., jn ∈ N1 and j′1, ..., j′n ∈ N2 such that
x ∈ K1j1 and y ∈ K2j′n and (22) is satisfied. Then, applying Lemma 1 (iv) in
[39] to refinementM1 implies that Px is equivalent to Pz for all z ∈ K1j1 . Since
K1j1∩K2j′2 6= ∅ there exists z2 ∈ K
2
j′2
such that Px is equivalent to Pz2 . Therefore,
applying Lemma 1 (iv) in [39] to refinement M2 implies that Px is equivalent
to Pz for all z ∈ K2j′2 . The same way, since K
1
j2
∩K2j′2 6= ∅, Px is equivalent to
Pz for all z ∈ K1j2 . Thus, repeating the argument n− 1-times, implies that Px
is equivalent to Pz for all z ∈ K2j′n . Thus, in particular, Px is equivalent to Py.
✷
3.6.2 Relative entropy
Definition 10 Suppose M is positive. For i ∈ N , x, y ∈ Ki and n ∈ N, set
Hn(Px|Py) :=
∫
Zxyn logZ
xy
n dPy
with the continuous extension 0 log 0 := 0. It is well known that 0 ≤ Hn(Px|Py) ≤
Hn+1(Px|Py) for all n ∈ N (e.g. see [29], p.78). SetH(Px|Py) := limn→∞Hn(Px|Py).
It is called the relative entropy, Kullback-Leibler entropy or Kullback-Leibler di-
vergence of measures.
A well-known sufficient condition for the absolute continuity is the following
fact.
Theorem 6 SupposeM is positive. Let x, y ∈ Ki for some i ∈ N . IfH(Px|Py) <
∞, then Px ≪ Py.
Proof. One can use a deeper result useful for checking the uniform integrability
due to Ch.-J. de la Vallée Poussin, e.g. Theorem 4.5.9 in [5] Vol. 1 (see also
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Example 4.5.10 there) or [8] and then conclude the assertion by Theorem 3, or
observe that, by the definition of Zxyn , for every n ∈ N,
Hn(Px|Py) =
∫
logZxyn dPx.
Hence, the hypothesis implies that
sup
n∈N
Px {logZxyn > c} → 0 as c→∞.
Thus, the assertion follows by Theorem 3. ✷
3.6.3 Square summability of variation of probability functions
In this subsection, we give a sufficient condition for the finiteness of the relative
entropy in terms of the variation of the probability functions in the case of
finitely many e ∈ E with i(e) = j for each j ∈ N . It is called the square
summability of variation. It has been used by A. Johansson and A. Öberg
in [13], where they proved the uniqueness of the g-measure for a g-function
satisfying this condition and the boundedness away from zero. N. Berger, Ch.
Hoffman and V. Sidoravicius have shown in [4] that the condition of the square
summability of variation is tight, in the sense that for any ǫ > 0 there exists a
g-function with a summable variation to the power 2 + ǫ which has several g-
measures. The reader is referred to [13] for a discussion on the relation between
the Johansson-Öberg condition and the Berbee condition [3], and to [14] and
[15] for the latest on the weakening of the continuity of g-functions with unique
g-measures (note that the g-functions associated with the random dynamical
systems considered in this article are not continuous even in the case with an
open Markov partition).
Definition 11 f : K −→ R is said to have a square summable variation if and
only if for any c > 0 ∫ c
0
φ2(t)
t
dt <∞
where φ is the modulus of uniform continuity of f , i.e.
φ(t) := sup{|f(x)− f(y)| : d(x, y) ≤ t, x, y ∈ X}
or equivalently, for any b > 0 and 0 < c < 1,
∞∑
n=0
φ2 (bcn) <∞,
which is obviously a weaker condition than the Dini-continuity (summability of
variation) and stronger than the uniform continuity.
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Definition 12 Suppose M is positive and contractive with a contraction rate
0 < a < 1. For e ∈ E, let φe be the modulus of uniform continuity of pe|Ki(e) .
Let j ∈ N and x, y ∈ Ki for some i ∈ N . For 0 ≤ β ≤ 1 and k > 0, set
A(βk)xy :=
{
σ ∈ Σ+G : d(wσk ◦ ... ◦ wσ1x,wσk ◦ ... ◦ wσ1y) > aβkd(y, x)
}
,
ℓj := sup
z∈Kj
∑
e∈E,i(e)=j
1
pe(z)
,
φ
(βk)
xyj := sup
z∈Kj
∑
e∈E,i(e)=j
φ2e
(
aβkd(x, y)
)
pe(z)
and
Bβxy :=
∞∑
k=0
∑
j∈N

ℓj
∫
A
(βk)
xy
1Kj ◦ wσk ◦ ... ◦ wσ1 (x)dPx(σ) + φ(βk)xyj U∗kδx(Kj)


with A(β0)xy := Σ+G if at least one of {we}e∈E is not a contraction and A(β0)xy := ∅
otherwise.
Lemma 8 Suppose M is positive and contractive with a contraction rate 0 <
a < 1. Let 0 ≤ β ≤ 1 and x, y ∈ Ki for some i ∈ N . Then
H(Px|Py) ≤ (Bβxy)
1
2 +Bβxy.
Proof. We adapt a part of the proof from [13]. Fix j ∈ N and x, y ∈ Kj. Let
us abbreviate
pyi (σ) := pσi(wσi−1 ◦ ... ◦ wσ1y)
for i ≥ 2 and py1(σ) := pσ1(y) for all σ ∈ Σ+. Let (e1, ..., en)∗ denote a path.
Then, by taking the natural version of Zxyn and using log z ≤ z− 1 for all z > 0,
logZxyn =
∑
(e1,...,en)∗
log
px1 ...p
x
n
py1...p
y
n
1
1[e1,...,en]
=
∑
(e1,...,en)∗
n∑
i=1
log
pxi
pyi
1
1[e1,...,en]
≤
∑
(e1,...,en)∗
n∑
i=1
pxi − pyi
pyi
1
1[e1,...,en] Px-a.e..
Now, observe that
pxi − pyi
pyi
=
pxi − pyi
pxi
+
(pxi − pyi )2
pyi p
x
i
.
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Therefore,
logZxyn ≤ Yn +Xn Px-a.e. (23)
where
Yn :=
n∑
i=1
∑
(e1,...,en)∗
pxi − pyi
pxi
1
1[e1,...,en]
and
Xn :=
n∑
i=1
∑
(e1,...,en)∗
(pxi − pyi )2
pxi p
y
i
1
1[e1,...,en].
Furthermore, observe that
Yn+1 − Yn =
∑
(e1,...,en+1)∗
pxn+1 − pyn+1
pxn+1
1
1[e1,...,en+1] for all n ≥ 1,
and, for every path (e1, ..., en)∗,
∫
1[e1,...,en]
(Yn+1 − Yn) dPx
=
∑
en+1,i(en+1)=t(en)
pen+1(wen ◦ ... ◦ we1x)− pen+1(wen ◦ ... ◦ we1y)
pen+1(wen ◦ ... ◦ we1x)
×pe1(x)...pen (wen−1 ◦ ... ◦ we1x)pen+1(wen ◦ ... ◦ we1x)
=
∑
en+1,i(en+1)=t(en)
(pen+1(wen ◦ ... ◦ we1x)− pen+1(wen ◦ ... ◦ we1y))
×pe1(x)...pen (wen−1 ◦ ... ◦ we1x)
= 0.
Hence, (Yn,Bn)n∈N is a Px-martingale. Therefore, Yn − Yn−1, Yn−1 − Yn−2,...,
Y2 − Y1, Y1 are orthogonal in L2(Px). By the Pythagoras equality, this implies
that
∫
Y 2n dPx =
∫ ( n∑
i=2
(Yi − Yi−1) + Y1
)2
dPx
=
n∑
i=2
∫
(Yi − Yi−1)2 dPx +
∫
Y1
2dPx
=
n∑
i=1
∫
(pxi − pyi )2
(pxi )
2
dPx.
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Therefore,∫
Yn
2 dPx ≤
n∑
i=1
∫
A
(β(i−1))
xy
1
(pxi )
2
dPx(σ) +
n∑
i=1
∫
φ2σi
(
aβ(i−1)d(x, y)
)
(pxi )
2
dPx(σ)
≤
n∑
i=1
∑
j∈N
∑
1[e1,...,ei−1]⊂A
(β(i−1))
xy ,t(ei−1)=j
Px (1[e1, ..., ei−1]) ℓj
+
n∑
i=1
∑
j∈N
φ
(β(i−1))
xyj U
∗i−1δx(Kj).
for all n ∈ N. Hence, ∫
Yn
2 dPx ≤ Bβxy
for all n ∈ N. The same upper bound holds for (∫ Xn dPx)n∈N. Hence, by (23),
Hn(Px|Py) =
∫
logZxyn dPx ≤
(∫
Yn
2dPx
) 1
2
+
∫
Xn dPx ≤ (Bβxy)
1
2 +Bβxy.
for all n ∈ N. ✷
Definition 13 Suppose M is positive and contractive with a contraction rate
0 < a < 1. Let x, y ∈ Ki for some i ∈ N . For 0 ≤ β ≤ 1 and k ≥ 0, set
ℓˆxk := sup{ℓj| j is accessible from i by a path of length k},
φˆ(βk)xy := sup
{
φ
(βk)
xyj
∣∣∣ j is accessible from i by a path of length k}
and, for t ≥ 0,
φM(t) := sup
e∈E
φe(t).
Proposition 1 Suppose M is positive and contractive with a contraction rate
0 < a < 1. Let x, y ∈ Ki for some i ∈ N and 0 ≤ β ≤ 1. Then the following
holds true.
(i)
Bβxy ≤
∞∑
k=0
(
ℓˆxka
(1−β)k + φˆ(βk)xy
)
.
(ii)
Bβxy ≤
∞∑
k=0
ℓˆxk
(
a(1−β)k + φ2M
(
aβkd(x, y)
))
.
(iii) If each we|Ki(e) is contractive with a contraction rate 0 < a < 1, then
Bβxy ≤
∞∑
k=0
ℓˆxkφ
2
M
(
aβkd(x, y)
)
.
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Proof. By the contraction on average condition,∫
d(wσk ◦ ... ◦ wσ1(x), wσk ◦ ... ◦ wσ1 (y)) dPx ≤ akd(y, x) for all k ≥ 0.
Hence,
Px
(
A(βk)xy
)
≤ a(1−β)k for all k ≥ 0.
If all we|Ki(e) are contractive with a contraction rate 0 < a < 1, then A(βk)xy is
empty for all k ≥ 0. Thus, the assertions follow immediately from the definition
of Bβxy. ✷
Example 1 Let DR := ([0, 1], w′e, p′e)e∈{0,1} where
w′0(z) :=
1
2
z, w′1(z) :=
1
2
+
1
2
z,
p′0(z) := z, p
′
1(z) := 1− z
for all z ∈ [0, 1]. Let M := (Ki(e), we, pe)e∈E be the Markov system resulting
from DR through the restriction of the maps and the probability functions on
the atoms of the following Markov partition. Set K0 := {0}, K∞ := {1},
Kj := (1 − 1/2j, 1 − 1/2j+1] for all j ∈ N and Kj := (1/2|j|+1, 1/2|j|] for all
j ∈ Z \ (N∪{0}). Note that, since 1/p′0(z)+ 1/(1− p′1(z)) = 1/(z(1− z)) for all
z ∈]0, 1[, ℓj ≤ 2|j|+2 for all j ∈ Z \ {0}.
Now, let i0 ∈ Z \ {0} and x, y ∈ Ki0 . From the directed graph associated with
M, one sees that ℓˆxk ≤ 2|i0|+k+2 for all k ≥ 0. Hence, by Proposition 1 (iii), for
β = 1,
B1xy ≤ 2|i0|+2|x− y|2
∞∑
k=0
2k
(
1
2
)2k
= 2|i0|+3|x− y|2,
and therefore, by Lemma 8,
H(Px|Py) ≤ 2
|i0|+3
2 |x− y|+ 2|i0|+3|x− y|2.
Thus, by Theorem 6, M satisfies Condition 1. Furthermore, one sees the same
way as in Example 3 in [39] that M is non-degenerate, as
R1 = ...+ 1{ 18} + 1{ 14} + 1{ 12} + 1{1− 14} + 1{1− 18} + ...
and
R21 = ...+
1
4
1{ 18} +
1
2
1{ 14} +
1
2
1{1− 14} +
1
4
1{1− 18} + ....
Also, obviously, M satisfies (20) for any choice of xj ∈ Kj for all j ∈ N .
Hence,M satisfies conditions of Theorem 5. Thus, in particular, it has a unique
invariant Borel probability measure, and therefore, the same is true for DR.
Clearly, M also satisfies the conditions of Corollary 2. We show that, in this
case, the functions fe(x) := − log pe(x) if x ∈ Ki(e) and f(x) := 0 otherwise also
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satisfy the conditions of Theorem 5 (ii) (a). By Remark 1,
∑
e∈{0,1} pe(log pe)
2 ≤
2(log 2)2. Define the function h := −∑e∈{0,1} pe log pe. Then
dh
dx
= − log x
1− x for all x ∈ (0, 1).
A simple computation shows that∣∣∣∣log x1− x
∣∣∣∣ ≤ (|j|+ 1) log 2 for all x ∈ Kj and j ∈ Z \ {0}.
Hence
∆jh(t) ≤ t(|j|+ 1) log 2 for all t > 0,
and therefore,
∆
(k)
i0
h
(
2−αkd(x, y)
) ≤ 2−αkd(x, y)(|i0|+k+3) log 2 for all k ∈ N and 0 < α < 1.
Hence, h is (M, α)-uniformly continuous for all 0 < α < 1.
Now, consider the Markov system M2 associated with DR which results from
the partition (K2j )j∈Z∪{∞} where K
2
0 := {0}, K2∞ := {1}, K2j := [1 − 1/2j, 1 −
1/2j+1) for all j ∈ N and K2j := [1/2|j|+1, 1/2|j|) for all j ∈ Z \ (N ∪ {0}).
Obviously, the same way as above, M2 also satisfies Condition 1. Now, note
that M and M2 are connecting refinements of M0 := (K0i(e), p0e, w0e)e∈{a,b,c,d}
given by the restrictions of the maps and the probability functions of DR on
K00 := {0}, K01 := (0, 1) and K02 := {1}. Thus, by Lemma 7, M0 satisfies the
conditions of Theorem 5 and Corollary 2 also.
Acknowledgements
The author would like to thank an anonymous reviewer for the Annales de
l’Institut Henri Poincaré for suggestions on improvements to the text of this ar-
ticle, an anonymous reviewer for the Journal of Modern Dynamics for numerous
corrections of misprints and grammar and suggestions on further improvements
to the text of the article, Boris M. Gurevich for the invitations to give several
talks on the subject at the Ergodic Theory and Statistical Mechanics Semi-
nar at the Lomonosov Moscow State University and also other participants of
the seminar for valuable comments and questions which helped to improve the
article.
References
[1] M. F. Barnsley, S. G. Demko, J. H. Elton and J. S. Geronimo, Invariant
measure for Markov processes arising from iterated function systems with
place-dependent probabilities, Ann. Inst. Henri Poincaré 24 (1988) 367-
394.
30
[2] M. F. Barnsley, S. G. Demko, J. H. Elton and J. S. Geronimo, Erratum: In-
variant measure for Markov processes arising from iterated function systems
with place-dependent probabilities, Ann. Inst. Henri Poincaré 25 (1989)
589-590.
[3] H. Berbee, Chains with Infinite Connections: Uniqueness and Markov Rep-
resentation, Probab. Th. Rel. Fields 76 (1987), 243-253.
[4] N. Berger, Ch. Hoffman, V. Sidoravicius, Nonuniqueness for specifications
in ℓ2+ǫ, arXiv:math/0312344.
[5] V. I. Bogachev, Measure theory, Vol. I, II, Springer (2007).
[6] L. Breiman, The strong law of large numbers for a class of Markov chains,
Ann. Math. Statist. 31 (1960) 801–803.
[7] W. Doeblin and R. Fortet, Sur les chaînes à liaisons complètes, Bull. Soc.
Math. France 65 (1937) 132-148.
[8] J. L. Doob, Measure Theory, Springer (1993).
[9] J. H. Elton, An ergodic theorem for iterated maps, Ergod. Th. & Dynam.
Sys. 7 (1987) 481-488.
[10] H. Föllmer, U. Horst, A. Kirman, Equilibria in financial markets with het-
erogeneous agents: a probabilistic perspective, Journal of Mathematical Eco-
nomics 41 (2005) 123-155.
[11] K. Horbacz and T. Szarek, Irreducible Markov systems on Polish spaces,
Studia Math. 177 no. 3 (2006) 285-295.
[12] R. Isaac, Markov processes and unique stationary probability measures,
Pacific J. Math. 12 (1962) 273-286.
[13] A. Johansson and A. Öberg, Square summability of variations of g-functions
and uniqueness of g-measures, Math. Res. Lett. 10 (2003), 587-601;
[14] A. Johansson, A. Öberg, M. Pollicott, Countable state shifts and
uniqueness of g-measures, Amer. J. Math. 129 (6) (2007) 1501-1511;
arXiv:math/0509109.
[15] A. Johansson, A. Öberg and M. Pollicott, Unique Bernoulli g-measures,
Journal of the European Mathematical Society 14 Issue 5 (2012), pp. 1599-
1615; arXiv:1004.0650.
[16] Yu. M. Kabanov, R. Sh. Liptser, A. N. Shiryaev, On the question of ab-
solute continuity and singularity of probability measures, Mat. Sb. (N.S.)
104(146) no. 2(10) (1977) 227-247.
[17] S. Karlin, Some random walks arising in learning models. I., Pacific J.
Math. 3 no. 4 (1953) 725-756.
[18] M. Keane, Strongly Mixing g-Measures, Inventiones math. 16 (1972) 309-
324.
31
[19] G. Keller, Equilibrium States in Ergodic Theory, Student Texts 42 LMS,
Cambridge University Press (1998).
[20] F. Ledrappier, Principe variationnel et systèmes dynamiques symboliques,
Z. Wahrscheinlichkeitstheorie verw. Gebiete 30 (1974), 185-202.
[21] M. Loève, Probability Theory, D. Van Nostrand, New York, 1955.
[22] A. A. Markov, Extention of the law of large numbers to dependent events
(in Russian), Bull. Soc. Phys. Math. Kazan, 2 (1906), no. 15, 155-156.
[23] O. Onicescu and G. Mihoc, Sur les chaînes de variables statistiques, Bull.
Sci. Math. de France 59 (1935) 174-192.
[24] K. Petersen, Ergodic Theory, Cambridge University Press (1983).
[25] O. Sarig, Thermodynamic formalism for countable Markov shifts, Ergod.
Th. & Dynam. Sys. 19 (1999) 1565-1593.
[26] O. Sarig, Thermodynamic formalism for null recurrent potentials, Israel
Journal of Mathematics 121 no. 1 (2001) 285-311.
[27] O. Sarig, Phase transitions for countable Markov shifts, Commun. Math.
Phys. 217 (2001) 555-577.
[28] A. Shiryaev, Probability (in Russian), Nauka (1989).
[29] W. Slomczynski, Dynamical entropy, Markov operators, and itereated func-
tion systems, Rozprawy Habilitacyjne Uniwersytetu Jagiellońskiego Nr 362,
Wydawnictwo Uniwersytetu Jagiellońskiego (2003).
[30] T. Szarek, Invariant measures for nonexpansive Markov operators on Polish
spaces, Diss. Math. 415, 1-62 (2003).
[31] Ch. Walkden, Transfer operators for contractive Markov systems and
stochastic stability of the invariant measure, Dynamical Systems: An In-
ternational Journal 28 no. 1 (2013) 34-47.
[32] P. Walters, Ruelle’s Operator Theorem and g-measures, Tran. AMS 214
(1975) 375-387.
[33] I. Werner, Invariant measures for some Markov processes arising from con-
structions of fractals (in German), Diploma thesis at the University of Hei-
delberg (January 6, 2002).
[34] I. Werner, Contractive Markov systems, J. London Math. Soc. 71 (2005)
236-258.
[35] I. Werner, Coding map for a contractive Markov system,Math. Proc. Camb.
Phil. Soc. 140 (2) (2006) 333-347, arXiv:math/0504247.
[36] I. Werner, The generalized Markov measure as an equilibrium state, Non-
linearity 18 (2005) 2261-2274, arXiv:math/0503644.
32
[37] I. Werner, Dynamically defined measures and equilibrium states, J. Math.
Phys. 52 122701 (2011), arXiv:1101.2623.
[38] I. Werner, Erratum: Dynamically defined measures and equilibrium states,
J. Math. Phys. 53 079902 (2012), arXiv:1101.2623.
[39] I. Werner, Equilibrium states and invariant measures for random dynamical
systems, arXiv:1203.6432, conditionally accepted in the journal Discrete
and Continuous Dynamical Systems - Series A.
33
