To study the neural underpinning of SD in the human brain, we investigated selective responses of individual neurons and how such responses change upon behavioral lapses. Twelve patients with pharmacologically intractable epilepsy, who were undergoing depth electrode monitoring to identify seizure foci for potential neurosurgical treatment, performed a face/non-face categorization variant of the PVT in 31 experimental sessions ([Figure 1a](#F1){ref-type="fig"}; see [Supp. Table 1](#SD1){ref-type="supplementary-material"} for additional details). Each session included 2\*12-minute blocks, where 6 images of famous people, familiar landmarks and animals were presented (24 trials each) for 200ms with long unpredictable inter-stimulus-intervals (2--8sec) as participants performed a face/non-face categorization task. In four individuals, pairs of PVT sessions were conducted before and after full-night SD conducted for clinical purposes (time spent awake after SD = 24.1 ±1.6 hours), thereby providing a unique opportunity to examine the effects of SD on behavior and underlying activity of individual neurons. In two individuals, we were also able to acquire data during four PVT sessions conducted before and after normal sleep to address possible circadian and learning effects. Subjects performed the task successfully and accurately (percent correct = 94.1 ± 1.9%, no response = 2.9 ± 1.1%, mean ± SEM across 31 sessions). In subsequent analyses, we focus only on correct responses to maximize the chances that changes in behavior or neuronal activity in some trials were driven by the subjects' internal state, rather than by an impoverished visual stimulus.

The distribution of behavioral reaction times (RTs) during PVT experiments was best fit by an ExGaussian function, representing a mixture of a normal distribution (standard RTs) and an exponential distribution for slow RTs ('right-tail'), with large variability between sessions and between participants in the predominance of the exponential component ([Figure 1b](#F1){ref-type="fig"} & [Supp. Fig. 1](#SD2){ref-type="supplementary-material"}), as has been previously observed in healthy individuals^[@R21]^. In each experimental session, 'fast trials' (fastest RTs) and 'slow trials' (slowest RTs) were defined according to the fitted ExGaussian distributions (Methods), with slow trials comprising 16.9 ± 1.0% of correct responses (mean ± SEM, n=31 sessions). We use the term 'cognitive lapses' throughout to refer to these slow trials characterized by delayed behavioral responses (rather than a complete absence of response), as customary in the SD PVT literature^[@R20]--[@R24]^. Other strategies for defining cognitive lapses, such as selecting the slowest/fastest 5--10% of trials yielded similar results (not shown). [Figure 1b](#F1){ref-type="fig"} illustrates how sleep deprivation (SD) altered the distribution of RTs. The reciprocal of behavioral RTs (1/RT) is a sensitive marker of slower performance after sleep loss^[@R20]^ and was decreased after SD (−21.3%, [Figure 1c](#F1){ref-type="fig"}). The parameter tau (τ), denoting the exponential decay component of the ExGaussian function, increased from 122.9 ± 41.7 ms (mean ± SD) to 306 ± 237 ms (+128% ± 79, [Figure 1c](#F1){ref-type="fig"}) whereas the parameter mu (μ), denoting the mean of the normal distribution, was only modestly increased (+14.4% ± 8.1, mean ± SEM), indicating that SD exerted its greatest effect on cognitive lapses, as previously reported^[@R23]^. We also observed a 'time on task' effect^[@R23]^ whereby the frequency of cognitive lapses increased with time spent performing the task ([Supp. Fig. 2](#SD2){ref-type="supplementary-material"}).

Given that SD had a marked effect on cognitive lapses, we next examined whether time spent awake (TSA) before each session could predict the extent of slow trials across the entire dataset (including sessions not conducted after SD). ANOVA analysis using TSA and the number of times a participant had performed the task (training effect) as between-session factors revealed that only TSA significantly predicted slow trials (F=4.3, p=0.047, mean RTs for cognitive lapses across sessions, training effect and interaction: p\>0.05) and the average RTs (F=4.4, p=0.046; other p\>0.05). None of the variables analyzed could significantly predict mean RTs for 'fast trials' across sessions. Time of day (circadian effect) did not correlate with RTs (fast or slow: all p\>0.5); however, the lack of significant circadian effects here could stem from variability in the precise hours when sessions were conducted ([Supp. Table 1](#SD1){ref-type="supplementary-material"}). By contrast, accuracy was not affected by TSA (F=0.03, p=0.86). A relation between TSA and slow trials was likewise evident when conducting ANOVA on mu (μ), sigma (σ) and tau (τ) (the parameters of the fitted ExGaussian distribution corresponding to mean, left-tail and right-tail, respectively): a significant effect was found between TAS and tau (τ) (F=4.7, p=0.04; see [Fig. 1d](#F1){ref-type="fig"}), but no effect of TSA on mu (μ)(F=0.54, p=0.47) or sigma (σ)(F=0.69, p=0.41) verifying the specific relationship between TSA and cognitive lapses during slow trials. We did not find an effect of repeated sessions (training effect) on performance, in accordance with the literature^[@R23]^. In addition, subjective sleepiness (Methods) was significantly correlated with TSA (Spearman's r=0.42, p\<0.05), but ANOVA did not reveal a significant relation between subjective sleepiness and slow trials (F=1.5 and 2.2 for slow trials' mean RT and tau (τ), respectively), replicating previous studies on the limitation of subjective sleepiness estimates^[@R25]^. Altogether, behavioral data show that TSA was the dominant factor influencing performance on the task, primarily increasing the occurrence of cognitive lapses.

Next, we examined the neuronal activity evoked by the stimuli used in the face/non-face categorization PVT task. [Fig. 2a--b](#F2){ref-type="fig"} provide a schematic of the intracranial electrodes and the 104 brain regions monitored in the study. We focused on comparing neuronal activity during cognitive lapses with activity during 'fast trials' (lowest RTs) in the same experimental sessions. Importantly, such 'within-session' comparisons minimize confounds of increased epileptogenic activity after SD. The visual stimuli used in the face/non-face categorization PVT paradigm elicited robust responses in individual neurons ([Fig. 2c](#F2){ref-type="fig"}, 1481 units recorded in total), especially in the MTL but occasionally also in cingulate cortex, with variability in the precise intensity, selectivity, and latency of responses across individual neurons. Whenever possible, images were chosen based on prior screening sessions to maximize the likelihood of eliciting responses in the recorded neurons. Of 611 neurons recorded in the MTL, 106 (17%) responded significantly to at least one stimulus ('responsive MTL neurons', Methods). When pooling the activity of all responsive neurons irrespective of brain region (n=162), an average response profile emerged consisting of increased firing rates 200--500ms after stimulus onset ([Fig. 2d](#F2){ref-type="fig"}) with an orderly progression of temporal latencies from high-order visual cortex to hippocampus and frontal lobe ([Fig. 2e](#F2){ref-type="fig"}). Robust differences in response latencies along the visual-hippocampal hierarchy were also evident when quantifying the precise timing of responses detected in each trial separately (Methods, [Supp. Figs. 3 & 4](#SD2){ref-type="supplementary-material"}), in line with previous findings^[@R26],[@R27]^. Single-unit spiking responses were highly selective and could not be observed when averaging the activity of neighboring neurons not categorized as responsive ([Supp. Fig. 5](#SD2){ref-type="supplementary-material"}). Crucially, the robust and highly selective profiles of single-neuron responses allowed studying the effects of cognitive lapses at the single-neuron level.

We examined the relationship between cognitive lapses and underlying neuronal activity by testing how the responses of the same neurons to the same physical stimulus may change as a function of behavioral performance ('fast trials' vs. 'slow trials' in the same session). Given the relation between cognitive lapses and TSA ([Fig. 1D](#F1){ref-type="fig"}), we compared neuronal responses across all sessions (n=31), 15.3% of which were obtained before/after SD, and 71.4% in sessions when subjects were awake for \> 12 hours. In individual neurons, cognitive lapses on slow trials were associated with weaker and delayed neuronal spiking discharges, and differences were particularly evident around 200--300ms following image onset ([Fig. 3a](#F3){ref-type="fig"}). We proceeded to examine the average normalized response in fast vs. slow trials across the entire dataset. As can be seen ([Fig 3b,c,d](#F3){ref-type="fig"}) slow trials were associated with attenuated, delayed and prolonged responses to identical stimuli (see also [Supp. Fig. 6](#SD2){ref-type="supplementary-material"} for individual subject data and [Supp. Fig. 7A](#SD2){ref-type="supplementary-material"} for non-normalized PSTHs). A quantitative paired comparison between the response of each individual neuron in fast and slow trials ([Fig 3e](#F3){ref-type="fig"}, Methods) revealed that response magnitude was attenuated by 17% (z(376)= −3.05, p=0.0023 via Wilcoxon signed-rank test). Response latency (detected in individual trials, Methods) was delayed by 27ms ± 6.9 (mean ± SEM; z(376)=3.5, p=4.8\*10^−4^ via Wilcoxon signed-rank test). Additional analysis quantifying response latency as firing above baseline in PSTHs yielded similar results (not shown). Response duration was increased by 52ms ± 19 (mean ± SEM; z(376)=3.2, p=0.0012 via Wilcoxon signed-rank test). Importantly, analysis of spiking activity in neighboring non-responsive neurons during the same trials did not reveal significantly different firing rates between fast and slow trials (p=0.36 via Wilcoxon signed-rank test). Thus, altered neuronal spiking activity during cognitive lapses was specific for responsive neurons and did not reflect a global reduction of activity at those times. Neuronal spiking responses were best locked to stimulus onset rather than to motor responses ([Supp. Fig. 7](#SD2){ref-type="supplementary-material"}). Correlation between the latency of MTL neuronal responses and RTs was also observed across all trials, without focusing a-priori on comparing fast versus slow trials ([Supp. Fig. 8](#SD2){ref-type="supplementary-material"}).

We also examined the responses to images in locally referenced LFPs recorded from the same MTL microwires where single-unit neuronal activity was observed ([Fig. 4](#F4){ref-type="fig"}). An extensively-studied phenomenon is the robust increase in broadband LFP gamma power that occurs following sensory stimulation in multiple modalities. This LFP signal is linked to the neuronal spiking activity of local neuronal populations^[@R28]^, typically co-occurring with a decrease in low-frequency power also termed 'desynchronization'^[@R28]--[@R31]^. The 'induced power' LFP response to pictures ([Fig. 4a](#F4){ref-type="fig"}) was in line with these findings, consisting of an increase in broadband gamma power (\>45Hz, 50--600 ms) and a decrease in slow/theta power (2--10 Hz, 300--700 ms, see [Supp. Fig. 9](#SD2){ref-type="supplementary-material"} for examples of the LFP dynamics in single trials). LFP responses were selective, whereby some MTL microwires (n=270 channels in 31 sessions) showed a robust response ([Fig. 4a](#F4){ref-type="fig"}, 'responsive channels') while other neighboring channels (n=198 channels in 31 sessions) did not show significant modulations ([Fig. 4c](#F4){ref-type="fig"}, 'non-responsive'), despite high-quality signals that allowed isolation of neuronal units (Methods).

In responsive LFP channels, cognitive lapses during slow trials were associated with a weaker increase in gamma power ([Fig. 4b,e](#F4){ref-type="fig"}; −19.1%, z(270)=2.72, p=0.006, Wilcoxon signed-rank test) and a weaker decrease in slow/theta power ([Fig. 4b,f](#F4){ref-type="fig"}; −76.2%, z(270)=−5.2, p=2\*10^−7^, Wilcoxon signed-rank test). In contrast, no significant effects of cognitive lapses were observed in neighboring non-responsive MTL channels ([Fig. 4d,e,f](#F4){ref-type="fig"}; gamma: z(198)= −0.57, p=0.57; theta: z(198)= −0.98, p=0.33; Wilcoxon signed-rank tests). In contrast to 'induced' power changes, power of the evoked (average) LFP at 2--10Hz was lower during cognitive lapses ([Supp. Fig. 10](#SD2){ref-type="supplementary-material"}) suggesting that induced power effects reflect changes in ongoing activity rather than changes in the stimulus-evoked event-related potential. Furthermore, during cognitive lapses the latency of spiking responses negatively correlated with LFP gamma power ([Fig. 4g](#F4){ref-type="fig"}, r=−0.17, p=0.006) and positively correlated with LFP slow/theta power ([Fig. 4h](#F4){ref-type="fig"}, r=0.22, p=4.5\*10^−4^). The significant coupling between the degree of degradation in LFP and neuronal spiking responses suggests that these effects are tightly linked manifestations of neuronal lapses in selective circuits engaged in the task. Whether cognitive lapses (and underlying neuronal activity) assessed after SD are *qualitatively* similar or different from sporadic slow responses occurring throughout wakefulness remains an open question for future studies^[@R3],[@R6]^.

Given the growing literature on increased theta (6--10Hz) power as a correlate of sleep pressure^[@R16],[@R19],[@R32]^, we examined theta power during baseline intervals preceding stimulus onset (Methods, [Supp. Figure 11](#SD2){ref-type="supplementary-material"}). First, we established that theta power in MTL LFPs was indeed associated with sleep pressure and cognitive lapses. We found that baseline theta power was (a) significantly correlated with time spent awake ([Supp. Figure 11a](#SD2){ref-type="supplementary-material"}, r=0.26, p\<4.07\*10^−6^), (b) was elevated after full-night SD ([Supp. Figure 11b](#SD2){ref-type="supplementary-material"}, p\<2.74\*10^−5^, via Wilcoxon signed-rank test), and (c) higher before cognitive lapse trials ([Supp. Figure 11c](#SD2){ref-type="supplementary-material"}, p\<0.0001 via Wilcoxon signed-rank test). Baseline theta power also exhibited a modest albeit highly significant correlation with the level of slow/theta (2--10Hz) power during the response interval ([Supp. Figure 11d,e](#SD2){ref-type="supplementary-material"}; r=0.05, p\<4\*10^−37^), suggesting that baseline theta might influence the degraded LFP response during cognitive lapse trials ([Fig. 4](#F4){ref-type="fig"}). Overall, ongoing theta activity is increased with sleep pressure, and its decreased attenuation during cognitive lapses may lead to an impoverished neuronal and cognitive responses.

Finally, we ruled out potential contribution of pathological epileptiform activity. First, we confirmed that all the main findings (degraded neuronal and LFP responses) hold when discarding all data collected in regions eventually declared as being within the seizure onset zone (SOZ; not shown). Second, we detected inter-ictal spikes (IISs) across the entire LFP dataset (N=1648) to test whether such events may occur more frequently around cognitive lapses (Methods & [Supp. Fig. 12a,b](#SD2){ref-type="supplementary-material"}). IISs were detected around few (5.0±0.23%) trials, and significantly more frequently within the SOZ than in other regions (2.7-fold increase, p\<10^−48^ via Mann-Whitney U-test, [Supp. Fig. 12c](#SD2){ref-type="supplementary-material"}), attesting to successful detection. However, cognitive lapses were not associated with increased IISs when considering all data ([Supp. Fig. 12d](#SD2){ref-type="supplementary-material"}, p=0.46 via Wilcoxon signed-rank test, N=1533 channels) or when considering only MTL regions where the selective neuronal effects were observed ([Supp. Fig. 12f](#SD2){ref-type="supplementary-material"}, p=0.48 via Wilcoxon signed-rank test, N=619 channels). In fact, when considering only sessions after complete sleep deprivation we found a small but significant reduction in IISs around cognitive lapses ([Supp. Fig. 12e](#SD2){ref-type="supplementary-material"}, p=0.025 via Wilcoxon signed-rank test, N=186 channels), Thus, we could not reveal consistent or robust relation between IISs and cognitive lapses.

Altogether, these findings show that, in sleep deprived humans engaged in a visual categorization task, selective neuronal spiking responses to images are attenuated, delayed, and lengthened prior to cognitive lapses, and such MTL modulations in spiking activity are associated with selective weakened decrease in slow/theta power in responsive LFP channels. Thus, degraded neuronal activity is evident already at the perceptual stage, where responses of individual neurons in selected trials can predict subsequent cognitive lapses. The extent to which these effects are regionally specific remains unclear, but the current results establish that within MTL regions cognitive lapses specifically affect responsive circuits engaged in the task. Progressive delays in neuronal activity may further accumulate in downstream decision/motor regions during cognitive lapses, ultimately leading to slower behavior. In line with the biased competition model of selective attention^[@R33]^, degraded sensory cortical activity during cognitive lapses may fail to elicit high-quality perceptual representations, and thus cannot be effectively fed forward to frontal lobe regions that ultimately determine behavior. It still remains unclear whether degraded MTL activity strictly reflects impaired bottom-up signaling or whether additional top-down attentional mechanisms are at play.

Brief periods of silence (so called OFF periods) accompanied by slow waves in field potentials are hallmarks of non-rapid-eye-movement (NREM) sleep in both animals^[@R34]^ and humans^[@R35]^, and are associated with behavioral immobility and unresponsiveness. Following SD, awake rats exhibit local "sleep-like" slow/theta waves and shorter OFF periods that are associated with degraded behavioral performance^[@R19]^. Given that we could only record few neurons simultaneously in each brain region and that OFF periods in wakefulness are short (\~80ms), it was not possible to reliably determine if such brief OFF periods occur in the human brain undergoing sleep deprivation. However, we find that slow/theta activity, previously linked to sleepiness^[@R16],[@R17],[@R19],[@R32]^, was increased before and during cognitive lapses, and these changes were associated with degraded spike responses. Impaired spike responses are observed in individual neurons engaged in a cognitive task without concurrent changes in the firing of neighboring neurons, and these changes predict specific cognitive impairments in sleep-deprived humans. The tight relation between MTL activity and perception^[@R36]^ suggests that visual recognition itself may slow down as a result of SD. PVT lapses are stochastic i.e., they are unpredictable moment to moment due to the influence of a random variable. The present findings suggest that degraded neuronal and LFP responses in the MTL do predict them to some extent, which pushes the formal cause of cognitive lapses back another step in the neurobiological chain of events. The mechanisms underlying local neuronal lapses remain to be determined, although it is likely that transient instability in the activity of neuromodulatory systems, including cholinergic and noradrenergic neurons, may play a role^[@R37]^. Indeed, instability in pupil size (tightly linked with central noradrenergic activity^[@R38]^) is correlated with alertness^[@R39]^ and the synaptic release of acetylcholine is transiently diminished during poor behavioral performance^[@R40]^.

Online Methods {#S1}
==============

Subjects {#S2}
--------

Twelve patients (age 19--52 years, 5 females) with pharmacologically intractable epilepsy underwent monitoring with depth electrodes for seizure foci identification and potential surgical treatment^[@R41]^. Patients provided written informed consent prior to participation in the research study, under the approval of the Medical Institutional Review Board at the University of California, Los Angeles, USA. Electrode location was based only on clinical criteria, and Dr. Itzhak Fried performed all surgeries. For each subject, localization of the seizure onset zone was based on recordings during hospital monitoring, in combination with prior functional and anatomical neuroimaging.

Four patients participated in a full overnight sleep deprivation (SD) session to increase the propensity for interictal epileptiform discharges and seizures, to aid clinical diagnosis. During these nights, medical staff verified via video that patients remained awake, and entered their room whenever there were signs of sleepiness or eye closure.

Data acquisition {#S3}
----------------

For each patient, 8 to 12 flexible polyurethane depth electrodes were placed in some of the following regions: hippocampus, amygdala, entorhinal cortex, parahippocampal gyrus, anterior fusiform gyrus, temporal gyrus, fusiform gyrus, temporo-occipital junction; anterior, middle and posterior cingulate; supplementary motor area, inferior frontal gyrus, orbitofrontal cortex, parietal cortex, posterior temporal cortex, and temporal-parietal cortex. Electrode location varied between patients based on their clinical profiles (see [Supp. Table 1](#SD1){ref-type="supplementary-material"} for details). Electrode positions were verified using post-implant computed tomography (CT) co-registered with pre-implant magnetic resonance (MR) imaging using BrainLab stereotactic and localization software ([www.brainlab.com](www.brainlab.com))^[@R42]^. Each depth electrode terminated in a set of eight insulated 40-μm platinum-iridium microwires^[@R41]^ (impedances 200 to 500 kΩ) protruding from the tip and located 4--5mm from the most distal macro-electrode contact (see Fig. 1d in ^[@R35]^). Microwire signals were simultaneously recorded continuously (Cheetah Recording System; Neuralynx, Tucson, AZ for one patient; Neuroport Recording System; Blackrock, Salt Lake City, UT for the other 11 patients), sampled at 28 kHz (1 patient) or 30 kHz (11 patients), band-pass filtered in hardware between 1Hz and 9kHz, and referenced locally to a ninth non-insulated microwire ("LFP").

Unit identification and spike sorting {#S4}
-------------------------------------

Units were identified using the 'wave_clus' software package ^[@R43]^ as described previously ^[@R35]^: (i) extracellular microwire recordings were high-pass filtered above 300Hz, (ii) a 5 SD threshold above the median noise level was computed, (iii) detected events were clustered using superparamagnetic clustering, and categorized as noise, single- or multi-unit clusters. Classification of single- and multi-unit clusters was based on the consistency of action potential waveforms, and by the presence of a refractory period for single units, i.e. less than 1% of inter-spike-intervals (ISIs) within 3ms, as in ^[@R35]^. Overall, 1481 units were identified (561 putative single units, 920 multi-unit clusters).

Face/non-face categorization PVT paradigm and subjective sleepiness ratings {#S5}
---------------------------------------------------------------------------

Patients participated in 31 sessions of a visual face/non-face PVT paradigm ([Fig. 1a](#F1){ref-type="fig"}). We used pictures of familiar people, familiar landmarks and animals (instead of detection of a "bull's-eye" target used in classical PVT) to elicit robust responses in MTL neurons. When possible, pictures were chosen based on their effectiveness in eliciting responses in the recorded neurons by means of a 'visual screening' experiment performed earlier that day ^[@R44]^. Each session included either one (n=11) or two (n=20) 12-minute blocks. During each block, 4 face images and 2 non-face images (places or animals) were presented on a laptop computer for 200ms while subjects performed a face/non-face categorization task. Each picture was presented 24 times in a pseudo-randomized order (a total of 144 trials), with long pseudo-random inter-stimulus-intervals of 2--8s (uniform distribution) as in classical PVT designs ^[@R23]^. Patients were instructed to press one of two buttons (for face vs. non-face) as quickly as possible. Subjective sleepiness was assessed at the beginning of each experimental session using a combination of the Stanford Sleepiness Scale (SSS) and a visual-analog rating of sleepiness that were combined to a single sleepiness score ([Supp. Table 1](#SD1){ref-type="supplementary-material"}).

Analysis of behavioral data {#S6}
---------------------------

The distribution of reaction times (RTs) for trials with a correct answer to the face/non-face categorization task (95% of trials) was fit in each session separately by an ExGaussian function^[@R45],[@R46]^, representing a mixture of a normal distribution (standard RTs) and an exponential distribution modeling slow trials representing cognitive lapses ([Supp. Fig. 1](#SD2){ref-type="supplementary-material"}). The resulting parameters of fitting this model were mu (μ) & sigma (σ) (describing the Gaussian component) and tau (τ, describing the exponential component) and the effects of sleep pressure and subjective sleepiness could be quantitatively evaluated on behavioral performance in each session.

Cognitive lapses were defined as the trials contained in the exponential part of the distribution. To define the boundary between the Gaussian and Exponential parts, we simulated 10,000 values using the Gaussian component (mu (μ) and sigma (σ)) and computed the RT cutoff at 99.9% of the simulated values. RTs above this threshold value were therefore considered as belonging to the Exponential tail. In certain cases, the tail of the ExGaussian distribution contained a large proportion of all RTs. To avoid highly heterogeneous numbers of cognitive lapses across sessions, in those cases we limited cognitive lapses to a maximum of 20% of the slowest trials. "Fast" trials (trials with lowest RTs) were defined as the N fastest trials, N being the number of cognitive lapses for the same experimental session. Only correct trials were considered in this analysis.

Time on task effects ([Supp. Fig. 2](#SD2){ref-type="supplementary-material"}) were evaluated for statistical significance by dividing each session (n=31) into four equal parts according to the trial order. In each part, we computed the average response time for all correct trials as well as the proportion of fast trials and slow trials as defined above. To overcome inter-session variability and compare RTs across sessions in this context, each RT (for each quartile and per session) was normalized by the value for the first quartile (100%). [Supp. Fig. 2](#SD2){ref-type="supplementary-material"} shows the gradual increase in the mean RT and the proportion of slow trials in the course of face/non-face categorization PVT experimental blocks.

Analysis of epileptiform inter-ictal spikes (IIS) {#S7}
-------------------------------------------------

To rule out potential contribution of epileptiform inter-ictal spikes (IIS) around cognitive lapses^[@R47]^, we performed an automated detection of IIS in 10/12 patients in whom the seizure onset zone was determined clinically. IIS detection methodology followed our previous work^[@R35]^ as follows: continuous LFP data for each microwire was band-pass filtered between 50 and 150 Hz (4^th^-order Butterworth filter). The envelope of the band-pass filtered data was then extracted using the Hilbert transform. We extracted the mean and standard deviation of this high-frequency envelope for 10-s-long consecutive intervals. For each such interval, epochs longer than 5ms during which the envelope exceeded 8SD above the mean were marked as IIS. Examples of IIS detections are available in [Supp. Fig. 12](#SD2){ref-type="supplementary-material"}. We then marked, for each LFP channel separately, those trials that were associated with IISs within \[−2, 4\]sec window around trial onset.

Analysis of spiking activity {#S8}
----------------------------

Single- and multi-unit clusters were evaluated for their response to each picture separately. Neurons were declared 'responsive' for a given image if their baseline firing rate exceeded 2 spikes/sec and if the mean firing rate at \[200, 500\]ms post-stimulus onset was significantly greater than its baseline (\[−600, 0\]ms) firing rate (p\<0.005 via paired t-test). We also repeated the main analyses in the paper using different criteria for 'responsiveness' including p\<0.05 and p\<0.001, as well as not discarding neurons with baseline below 2 spikes/sec, and this did not affect the main results. Neurons were declared non-responsive for a given image when this p-value was above 0.2.

[Automatic response detection and quantification:]{.ul} response latency and termination was determined by Poisson spike-train analysis as in ^[@R26],[@R27]^. In this procedure, the inter-spike intervals (ISIs) of a given unit are processed continuously over a \[-600, 1000\]ms window and the onset of a spike-train is detected based on its deviation from a Poisson process, (i.e. exponential distribution of ISIs), where the unit's baseline firing rate is used to estimate the distribution. A response was detected whenever a series of short ISIs represented a significant (p\<0.005) deviation from this exponential distribution (examples in [Supp. Fig. 3](#SD2){ref-type="supplementary-material"}). Variations of the critical p-value defining significant deviations did not significantly alter subsequent results. Only responses with at least 3 spikes were further considered. For each trial we determined the presence of a response given these criteria and, whenever present, we defined its onset latency \[response termination\] as the time between image onset and the first \[last\] spike of the response (green and red dots in [Supp. Fig. 3](#SD2){ref-type="supplementary-material"}). Only latencies within the first 600ms were considered and the overall latency of that neuron was taken as the mean across all trials. Response duration was defined in each trial as the difference between response termination and response onset.

We then quantified ([Fig. 3e](#F3){ref-type="fig"}) differences between fast trials and slow trials in terms of (a) response magnitude, defined as the mean firing rate over a \[200, 500\]ms window normalized by the \[−600, 0\]ms baseline activity for the same trials, (b) response latencies, and (c) response duration, the latter two were defined as explained in previous paragraph. These quantifications were performed separately in both responsive neurons ([Fig. 3e](#F3){ref-type="fig"}) and non-responsive neurons (reported in text). To further compare these differences in responsive units with non-responsive units, we paired each of the conditions (pictures) for which there was a significant response (n=469 conditions in 162 neurons) with an equal number of data randomly selected from non-responsive units recorded simultaneously in the same brain region. Out of the 162 responsive units, 142 could be paired in such a manner and were included in [Fig. 3e](#F3){ref-type="fig"} that shows, for responsive neurons, the comparison between fast and slow trials within each stimulus condition.

For visualization purposes only ([Figure 3b,c,d](#F3){ref-type="fig"}), we opted to go beyond neuron-to-neuron variability in response timing and amplitude to highlight differences between fast and slow trials in the response to each stimulus. To this end, response PSTHs were aligned (x-axis) such that time zero was defined for each stimulus condition as follows. The response PSTH across all trials was computed and smoothed with Gaussian kernel (σ = 50ms), and the moments during the rise and fall slopes at which the response reached 0.3 of its peak magnitude were defined as 'beginning' (time zero, vertical lines in [Figure 3b,c,d](#F3){ref-type="fig"}), and 'end' (diagonal lines in [Figures 3b,c](#F3){ref-type="fig"}), respectively. Furthermore, response amplitude (color scales in [Fig. 3b,c](#F3){ref-type="fig"} and y-axis in [Fig 3d](#F3){ref-type="fig"}) was normalized by dividing the PSTHs of both fast or slow trials by one joint scalar being the maximum of the peak firing rate of the two PSTHs. Finally, [Figure 3c](#F3){ref-type="fig"} shows a joint color representation of slow and fast trial PSTHs within each response (stimulus) where hue (green to orange) represents the difference between the normalized firing rate response in fast and slow trials. Brightness represents the magnitude of the normalized response for fast or slow, depending on which is the greatest.

Analysis of LFP responses {#S9}
-------------------------

Apart for [Supp. Figs. 8 & 12](#SD2){ref-type="supplementary-material"}, all analysis of field potentials is restricted to MTL microwires. Field potentials obtained from locally-referenced microwire LFPs ([Fig. 4](#F4){ref-type="fig"}) were segmented around each picture presentation, and a time-frequency decomposition in individual trials ('induced' power) was performed with the EEGlab toolbox^[@R48]^. An analysis of time-frequency dynamics in the LFP averaged across trials ('evoked' power) is also presented in [Supp. Fig. 10](#SD2){ref-type="supplementary-material"}. Artifact trials were rejected when amplitude in the band-passed signal (\[0.1, 100\]Hz) exceeded 1.5 times the median standard-deviation of the maximal values for all trials of the corresponding session and for the corresponding channel. Such trials (\~8% of data) were excluded from further analyses. Sessions with less than five fast or slow trials were also excluded from further analysis.

Time-frequency decomposition was performed on the unfiltered data by applying a Fast-Fourier Transform and Hanning window tapering (padding ratio of 2). The power for each frequency and time was normalized by the pre-stimulus activity (\[−1500, −500\]ms) to compute the average (median) power modulation, expressed in decibels (dB). A second baseline correction was performed across sessions (\[−500, 0\]ms, subtraction) to compute the power modulation for 'all trials', 'fast trials', or 'slow trials' ([Fig. 4a,c](#F4){ref-type="fig"}).

LFP time-frequency "regions of interest" (ROIs, illustrated by rectangles in [Fig. 4a,c](#F4){ref-type="fig"}) were defined according to the mean response for 'all trials'. ROIs included (i) a broadband increase in the gamma frequency range (\[45--100\]Hz, \[50, 600\]ms after stimulus onset) and (ii) a decrease in slow/theta power (\[2, 10\]Hz, \[300--700\]ms after stimulus onset). Power in these time-frequency ROIs were then quantified and statistically compared ([Fig. 4e--h](#F4){ref-type="fig"}).

We restricted all analysis of LFP time-frequency dynamics to those 468 channels where spike sorting revealed single- or multi-unit clusters (to ensure good signal even in 'non-responsive' channels). LFP 'responsive channels' ([Fig. 4a](#F4){ref-type="fig"}, N=270; about 3/5 of channels) were defined as those channels with significant increases in gamma power (\[45--100\]Hz, \[50, 600\]ms after stimulus onset, p\<0.1 via t-test) OR significant decrease in slow/theta power (\[2, 10\]Hz, \[300--700\]ms after stimulus onset, p\<0.1 via t-test) for all trials. LFP 'non-responsive channels ([Fig 4b](#F4){ref-type="fig"}, N=198; about 2/5 of channels) were defined as those channels where spike sorting revealed neuronal clusters but with no significant increases in gamma power (\[45--100\]Hz, \[50, 600\]ms after stimulus onset, p\>0.1 via t-test) AND no significant decrease in slow/theta power (\[2, 10\]Hz, \[300--700\]ms after stimulus onset, p\>0.1 via t-test) for all trials. Noisy channels (\<5%) with absolute gamma power modulations over 1dB in the baseline (\<−500ms) were discarded.

For comparing LFP power modulations with the neuronal spiking responses ([Fig. 4g,h](#F4){ref-type="fig"}) we extracted, for each responsive units within the MTL (and for each picture this unit responded to), its average response latency ([Fig. 3d](#F3){ref-type="fig"}) for fast and slow trials. We then extracted the LFP from the same microwire, and computed the power in the gamma and slow/theta time-frequency ROIs during the same trials. Correlation between unit and LFP responses was assessed using the Spearman's method across pairs of units/LFP channels (n=255 pairs in 87 units across 21 sessions, [Fig. 4g,h](#F4){ref-type="fig"}).

Analysis of baseline theta activity {#S10}
-----------------------------------

Locally-referenced LFPs in MTL responsive channels (as above) during the pre-stimulus baseline periods (\[−2000 0\]ms) were segmented, and trials with artifacts (as above) or with inter-ictal spikes were excluded from further analysis. Baseline theta power ([Supp. Figure 11a--d](#SD2){ref-type="supplementary-material"}) was calculated as the percent of total power contained within the 6--10Hz band, by applying a Fast-Fourier Transform and Hamming window tapering and normalizing the power spectrum to a distribution (sum = 1). When comparing baseline (\[−2000 0\]ms) theta (6--10Hz) activity to post-stimulus (\[300 700\]ms) slow/theta (2--10Hz) power, as seen in [Supp. Figure 11d/e](#SD2){ref-type="supplementary-material"}, power values were calculated using the EEGlab toolbox^[@R48]^ with parameters (e.g. FFT, tapering, normalization) as described above. Similar results (e.g. R=0.061, p\<10^−30^ for [Supp. Figure 11e](#SD2){ref-type="supplementary-material"}) were obtained when quantifying 6--10Hz power in the response interval (same frequencies as in baseline). The relation between baseline theta and slow/theta power in response intervals was further evaluated in individual LFP channels by computing the correlation coefficient ("R" in [Supp. Figure 11f](#SD2){ref-type="supplementary-material"}) between baseline and response across all trials, and examining the distribution of R values across all LFP channels.

Statistics {#S11}
----------

Error bars in all figures denote standard error of the mean (SEM = SD/√(n−1), where n is the number of data points) unless otherwise stated. Student T-tests were performed after confirming normal distributions via Kolmogorov-Smirnov tests. Non-parametric Mann-Whitney U-tests and Wilcoxon signed-rank tests were used whenever normality was not confirmed. Correlations were examined using the non-parametric Spearman's rank correlation coefficient or Pearson's method for normally distributed pairs of variables. To examine the circadian influence (i.e. time of day) on RTs (see main text), we could not use an ANOVA (circular variable). Instead, we computed the correlation coefficient between the time of the day and RTs using the 'circ_corrcl' function in the Circular Statistics Toolbox for Matlab. A Life Sciences Reporting Summary for can be found here: \#\#

Code availability {#S12}
-----------------

Analysis was performed in Matlab using custom-developed analysis routines and using the publicly available software package EEGLAB.
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![Sleep deprivation (SD) leads to cognitive lapses in a face/non-face categorization Psychomotor Vigilance Task (PVT)\
**(a)** Schematic illustration of the modified PVT where images of people, landmarks, and animals were presented infrequently as participants performed a face/non-face categorization task. **(b)** Distribution of reaction times (RTs) before and after full-night sleep deprivation (SD) in two representative individuals. For each session, an Ex-Gaussian fit (Methods) defines right exponential tail of cognitive lapses (orange, highest RTs) and an equal number of trials with fastest RTs (green) are used for subsequent comparison of neuronal data. **(c)** Left, mean 1/RT (% decrease) in 4 session pairs conducted before/after full-night SD (black) and two sessions conducted before/after normal sleep (red). Note that SD was associated with an increase in mean RT, while normal sleep improved behavioral performance. Right, the tau (τ) parameter (exponential tail in ExGaussian defining cognitive lapses) before/after SD (black, n=4 pairs) and before/after normal sleep (red, n=2 pairs). **(d)** Scatter plot showing significant correlation (Pearson's r=0.39, p\<0.03) between tau (τ, ordinate) and time spent awake (abscissa) across all sessions (n=31, not only those conducted before/after SD).](nihms910982f1){#F1}

![Human single-neuron responses during the face/non-face categorization PVT experiment\
**(a)** Macro-micro depth electrodes with eight 40-μm platinum-iridium microwires protruding 4--5mm from the most distal macro-electrode contact. 6--12 such electrodes were implanted in each patient to simultaneously monitor activity in multiple brain regions **(b)** Overview of 104 depth electrode locations in 12 individuals as seen from medial view. Abbreviations: OF, orbitofrontal cortex; AC, anterior cingulate; SM, supplementary motor; PH, parahippocampal gyrus; HC, hippocampus; E, entorhinal cortex; Am, amygdala; LH, left hemisphere; RH, right hemisphere. Opaque red circles mark more lateral regions such as superior temporal gyrus. **(c)** Four representative examples (raster plots and peri-stimulus-time histograms, PSTH) of single-unit spiking responses to pictures recorded from the Anterior Fusiform Gyrus (top left), Anterior Hippocampus (bottom left), Anterior Cingulate Cortex (top right), and Parahippocampal Gyrus (bottom right). Green boxes mark stimuli eliciting significant responses (red bars) above baseline firing (horizontal red lines) while insets show action potential waveforms. **(d)** Average response (raster plot and PSTH) across all neurons (n=162) tagged as 'responsive', for pictures that were effective in driving a response, reveals a robust increase in spike discharges around 200--500ms after stimulus onset. **(e)** Average response, shown separately for each brain region monitored, reveals an orderly progression of temporal latencies (black arrow, hot-to-cold colors) from high-order visual cortex to hippocampus and frontal lobe (FG, anterior Fusiform Gyrus; PHG, Parahippocampal Gyrus; EC, entorhinal cortex; HP, hippocampus; Am, amygdala; TPO, temporal-parietal-occipital junction; AC, anterior cingulate cortex).](nihms910982f2){#F2}

![Reduced, delayed, and lengthened single-unit responses during cognitive lapses\
**(a)** Spiking responses (raster and PSTH) in fast trials (lowest RTs, green) vs. slow trials (highest RTs, orange) of two representative neurons in the anterior hippocampus and the parahippocampal gyrus (same neurons as bottom rows in [Figure 2C](#F2){ref-type="fig"}). Trials in raster plot are sorted based on RTs in each trial (slowest on top). Black ticks, action potentials; Open red circles, response latency detected automatically; Green/gray/orange circles, behavioral response in fast/other/slow trials, respectively. Orange rectangle shading, slow trials; Green rectangle shading, fast trials. **(b)** Normalized PSTH of all responses (each row represents a response to one of 469 stimuli; 162 responsive neurons) during fast trials (left) and slow trials (right). Responses are aligned to each neuron's response onset across all trials (x-axis), and amplitude (color scale) is normalized to each neuron's peak response to go beyond variability across neurons in response timing and amplitude. Vertical and diagonal blue lines mark average time of response onset, and response termination, respectively, for each neuron (sorted by response duration). Green and orange vertical lines mark mean behavioral RT in fast and slow trials, respectively. **(c)** Color superposition of PSTH responses (each row represents a response to one of 469 stimuli; 162 responsive neurons) in fast and slow trials. Responses are aligned (x-axis) and normalized (y-axis) as in (b). Color brightness (inset legend) represents firing rate magnitude, while hue (green vs. orange) represents stronger responses during fast vs. slow trials at that time (Methods). Vertical and diagonal white lines mark average time of response onset and response termination, respectively, for each neuron (sorted by response duration). Note stronger earlier response in fast trials (green dominance around onset) vs. delayed and lengthened response in slow trials (orange dominating later). **(d)** Grand-mean PSTH of all responses (n=469 responses in 162 neurons) in fast trials (green) and slow trials (orange). Responses are aligned (x-axis) and normalized (y-axis) as in (b). Green and orange arrows mark mean behavioral RT in fast and slow trials, respectively. **(e)** Quantification of response magnitude (left), response latency (middle), and response duration (right) in individual responsive neurons during fast trials vs. slow trials (N=376 pictures in 142 units). Different N values with respect to previous panels stem from single-trial analysis (Methods). Slow trials are associated with statistically significant firing rate reduction (\*\*, p\<0.005, Wilcoxon signed-rank test), increased temporal latency (\*\*\*, p\<0.0005, Wilcoxon signed-rank test), and longer response duration (\*\*, p\<0.005, Wilcoxon signed-rank test). Gray dots/lines depict 16 individual sessions with at least 5 unit responses.](nihms910982f3){#F3}

![Cognitive lapses are associated with weaker gamma power increase and weaker slow/theta power decrease in MTL LFPs\
**(a)** Time-frequency decomposition of induced power changes in local field potentials (LFPs) of MTL responsive channels (n=270 channels in 31 sessions). Columns denote the average power changes for all trials (left), fast trials (lowest RTs, middle), and slow trials (highest RTs, right). In each subpanel, hot and cold colors mark increases and decreases in power, respectively. Black rectangles mark stimulus-induced increase in gamma frequency (\>45Hz) power around 50--600ms after stimulus onset. Pink rectangles mark stimulus-induced decreased power in the slow/theta frequency range (2--10Hz) around 300--700ms after stimulus onset. Slow trials are associated with weaker gamma power increase and weaker slow/theta power decrease. **(b)** Time course of gamma power increase (top) and slow/theta power decrease (bottom) for fast trials (green) vs. slow trials (orange). **(c)** Same as (a) for neighboring MTL non-responsive channels (n=198 channels in 31 sessions). Note the absence of significant power modulations during the same slow trials in neighboring channels. **(d)** Same as (b) for neighboring MTL non-responsive channels. **(e)** Quantification (median) of gamma power increases (45--100Hz; 50--600ms) for responsive (left) and non-responsive MTL channels (right). Asterisks show significant differences (Wilcoxon signed-rank tests comparing fast trials with slow trials; \*\*, p\<0.007). **(f)** Quantification (median) of slow/theta power decrease (2--10Hz; 300--700ms) for responsive (left) and non-responsive MTL channels (right). In panels (e) and (f), error bars denote SEM computed across LFP channels (n=270 and 198 for responsive and non-responsive channels, respectively), and gray dots/lines mark 22 individual sessions (responsive channels) and 17 individual sessions (unresponsive channels) that had at least 5 LFP channels. Asterisks show significant differences (Wilcoxon signed-rank tests comparing fast trials with slow trials; \*\*\*, p\<10^−7^). **(g)** Scatter plot of single-neuron response latency (y-axis) vs. strength of gamma power increase (x-axis) reveals that during slow trials, increased latency in spiking responses is significantly correlated with weaker increase in LFP gamma (Spearman coefficient r=−0.17, p=0.007, n=255 pictures that elicited significant responses across 87 units and 21 sessions, see Methods). **(h)** Scatter plot of single-neuron response latency (y-axis) vs. strength of slow/theta power decrease (x- axis) reveals that during slow trials, increased latency in spiking responses is significantly correlated with increased slow/theta LFP power (Spearman coefficient: r=0.22, p=4.5\*10^−4^ in n=255 pictures that elicited significant responses across 87 units and 21 sessions).](nihms910982f4){#F4}
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