We examine global convergence properties of the Francis shifted QR algorithm on real, normal Hessenberg matrices. It is shown that the algorithm will almost always produce a decoupling. Eigenvalue conditions are identified which assure decoupling. In particular a sufficient condition is that a normal matrix has more than four real eigenvalues.
INTRODUCTION
In both EISPACK and LAPACK the Francis shifted QR algorithm (see [5] and [6] ) is a crucial step in calculating the eigenvalues of a real Hessenberg matrix. This iteration produces a sequence of Hessenberg matrices defined by the following rule:
FRANCIS SHIFTED QR ITERATION. Hi unreduced Hessenberg, and pi the characteristic polynomial of the lower right 2 x 2 submatrix of Hi.
The goal of the iteration is to have a subdiagonal element approach zero. When the element is sufficiently negligible the eigenvalue problem decouples into a problem on two smaller matrices. While in practice Francis shifted QR has been remarkably reliable at producing a rapid decoupling, there is no theoretical foundation or assurance of its success. It is easily seen that the algorithm fails to produce a decoupling on permutation matrices of the form Hi, = 1, Hi+l,i = 1; however, such counterexamples appear to be highly unstable under perturbation.
EXAMPLE.
I 0 0 0 1 0 0 0 10 0 0 1 0 0 0' 1 I A fundamental problem is to determine the likelihood that an n X rr Hessenberg matrix will decouple under Francis. In [l] it was shown that in every orthogonal similarity class of 3 X 3 normal Hessenberg matrices there is precisely one matrix (up to absolute value of the entries) which fails to decouple under Francis. In [3] it was shown that there exist 4 X 4 nonnormal orthogonal similarity classes in which every matrix decouples. The following theorems address the decoupling problem for the simplest classes of n X n matrices for which the algorithm should succeed. After this paper was written, a different proof of Theorem B(a) appeared in [4] .
THEOREM A. For n X n normal Hessenberg matrices under Francis:
(a) in each orthogonal similarity class almost every matrix decouples; (b) in almost all orthogonal similarity classes with four or more eigenvalues (excluding complex conjugates) every matrix decouples; (c) if the matrix has more than four real eigenvalues, then it decouples; (d) if the matrix has exactly four real eigenvalues and the sum of the middle eigenvalues does not equal the sum of the largest and smallest, then it decouples.
THEOREM B. (1) and the sum of the middle eigenvalues does not equal to the sum of the largest and smallest, then it decouples; (2) and the sum of the middle eigenvalues equals the sum of the largest and smallest, then the set of matrices in the orthogonal similarity class which fail to decouple is a set of dimension one. Cc> If n = 3, each orthogonal similarity class contains precisely one matrix (up to absolute value) which fails to decouple.
The theorems validate the numerical experience that failure to decouple is both rare and unstable. The second theorem, though on a class of matrices for which Francis Note that the Francis iteration preserves the orthogonal similarity class of the matrix. This suggests restricting our attention to a fixed orthogonal similarity class and exploiting the structure of the Schur form.
While the Francis shifted QR iteration induces a map on the set of Hessenberg matrices, the complexity of the algorithm makes it difficult to approach the global convergence problem via the map. Furthermore, the Francis iteration does not lend itself to utilization of the Schur form. Our strategy will be to produce a more tractable iteration which is semiconjugate to Francis and involves the Schur form. The motivation for this iteration is provided by the implicit Q theorem (see [6] and [2] ). From the implicit Q theorem it follows that each unreduced Hessenberg matrix in an orthogonal similarity class is essentially determined by the first (or last) column of the orthogonal similarity transformation to the Schur form. This suggests following the iteration on these unit vectors rather than matrices.
Fix an orthogonal similarity class and Schur form C. We will now place The motivation for the definition of I? comes from the association of an unreduced Hessenberg matrix in Y and the orthogonal similarity transformation from C. Normally this is obtained with the unit vector as first column of the transformation, by orthogonalizing the Krylov vectors to determine the remaining columns. Alternatively one can begin with the last vector of the transformation and orthogonalize the Krylov vectors of CT to obtain the columns in reverse order. Since F will be defined in terms of CT, the latter definition is more suited to our needs.
DEFINITION. F : X + X. F(#) = #.
Let 0 be the result of Gram-Schmidt on u and C%. Then
# if CT2 -tCT + dl is singular,
F(u) = (CT2 -tCT + dZ)-'u
otherwise.
II( CT2 -tCr + dZ)-'till THEOREM 1. r is a semiconjugacy for F and G.
Proof.
r(F(#)) = r(#) = * = G(*) = G(T(#)).
If u is a vector in the complement of #, note that o and u are the last two columns of S in the definition of I'(u).
Hence the characteristic polynomial p of the lower right 2 x 2 submatrix of I?(u) is p(x) = x2 -tx
If p(Cr ) is singular, then p(T(u)) is a so 1 singular, since 0 = det p(CT) = det p(I'(u)).
The lower bandwidth of p(I(u)) is 2, and the first n -2 columns of this matrix are linearly independent.
If p(T(u)) = QR, then one of the last two columns of Q is orthogonal to the column space of p(T(u)). It follows that one of the bottom two subdiagonal elements of G(T(u)) is zero.
Thus if p(Cr) is singular, then r(F(u)) = * = G(T(u)).
If p(Cr ) is nonsingular, then there exist orthogonal matrices W and Z such that I( F(u)) = W TCW and G(I(u)) = ZTSTCSZ. To show that these Hessenberg matrices are equal it suffices to show that SZ and W have the same first columns. Letting CT denote (CT)-', the first column of Z is
When S is applied to the above equations, the equality shows that the first column of SZ is the first column of W. 
NOTES,
(1) The theorem and corollary allow us to reduce the issue of decoupling within an orthogonal similarity class to the asymptotic behavior of iterates under F for a Schur form C.
(2) There is a map that is closely related to F which is also semiconjugate to G (see [l] and [2] ). This map has the advantage of avoiding inverses, but the disadvantage of requiring rr Gram-Schmidts.
(3) The construction of F and the semiconjugacy can be applied to any polynomial shift strategy (see [2] >. F or example, if the shift for G is a single shift by the bottom right element of the matrix (Rayleigh shift), then F is Rayleigh quotient iteration. In [lo] it is shown that for a symmetric matrix, Rayleigh quotient iteration always converges to an invariant subspace of dimension one or two. It follows that for n > 2 every symmetric tridiagonal matrix will decouple under Rayleigh shifted QR (compare [9] ).
Our task is to understand the asymptotic behavior of the orbit of a vector under iteration by F. Following the approach of [lo] for Rayleigh quotient iteration, we will monitor the norm of (C?'" -tCT + dZ)u. The following theorem characterizes this quantity as the distance from C'"U to the subspace (u, (2%). diag(a,, . . . , a,,,, B, 
Proof.
If 2 = 0, the result follows from Cauchy-Schwarz:
Note that in the diagonal case the equality statement also follows, and in terms of coordinates the inequality is If an orthogonal similarity class of normal matrices has a repeated eigenvalue, then every Hessenberg element is reduced. Thus it suffices to consider Schur forms A without repeated a, or Bj. Let F be the map from the previous section associated to A ( = C r). Recall that if u does not lie in an A-invariant proper subspace, then t,, = (u.Au)
Define the polynomial pu( x) = x2 -t,x + d,.
If pU(A) is nonsingular, then
The following theorem states that 11 pl,( A)ul\ is monotonically decreasing along orbits of F. F(u) )11 G II p,( Alull, with equality only if there exists c such that for every k andj, c = I p,(ak)l = I pll(aj + /3,i)l.
THEOREM 6. II pFctr)(AX

Proof
Applying Theorem 3 and Lemma 5,
Note that the equality condition requires the existence of a second degree polynomial with real coefficients such that the modulus of its value is independent of all the eigenvalues. With five or more real eigenvalues this is impossible and 11 p,,( Alull is strictly d ecreasing along F-orbits of U. It follows that # is a global attractor, since it is the only possible limit point. In the other direction the values of t and d imply that 1 p(q)1 = a2a3 ; "a4. In exact arithmetic H will not decouple under Francis. However, the set of Francis failure is of dimension one, sitting in a three dimensional space of success. Thus one expects roundoff to push the iteration off the one dimensional set. We tested a double precision representation of H under HQR2, the EISPACK implementation of Francis. HQRi! invokes a sequence of Francis iterations, except for steps 11 and 21, at which the "exceptional shift" step is performed. Under HQR2 a decoupling of H occurred after 16 iterations, with the correct eigenvalues computed in a total of 20 iterations. When the exceptional shift steps were bypassed, 37 Francis iterations were required for decoupling.
The next two lemmas will establish Theorem A(b).
LEMMA 10. Given t, d, r E R, (z E C ) 1.z2 -tz + d12 = r} is a set of measure zero.
Proof.
If z = CY + pi then
The desired set is the level set of an analytic function on R" and is thus a semianalytic set. Such a set has a triangulation [7] . Solving this relation for d in terms of t produces a rational function of t with coefficients in terms of the real and imaginary parts of z1 and z2. The degree of the numerator is two, and the degree of the denominator is one. We may assume that z1 and x2 were selected so that the denominator is not a factor of the numerator. Now equate this rational function with its counterpart for zi and 2s. Each t must satisfy a nontrivial cubic. The functions are analytic functions which extend to the complement of the eigenvectors in the unit sphere. Let z1 be the eigenvalue corresponding to the block B,, and let z2 be any other eigenvalue (real or complex). In the proof of the previous lemma it was seen that for ) ptl( -,>I = I pu( ;;,>I requires that t and d satisfy an analytic relation. Substituting for t and u into this relation produces an analytic function.
The set {u 1 11 pFcuJ A)F(u)ll = II pu( A>ull} is contained in a level set of this function. From [8] the level set has a triangulation. Thus either the relation is satisfied by all u or else the measure of the level set is zero.
To show that there exist u which do not satisfy the relation, assume that u has block coordinates with virtually all of its norm concentrated in the block corresponding to B,. Then P,~ is close to the characteristic polynomial of B,, and 1 p,(el)l is substantially smaller than 1 p,L(z2)(. 
