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緒 言
望ましい医薬品を効率良 く開発するため,ま た薬物の生理活性の本質を理解す
るため,薬 物の生理活性の強度 と化学構造 との関係 を調べ る研究が行われ て来た.
この聞題に関 しては従来か ら統計学お よび多変量解析が用い られ ていたが,最 近
新 しい考 え方,例 えば学習機械法,シ ンプ レックス法,最 近隣法,si叩leCユas-
sificationAlgorithm法,AdaptiveLeast・Squares(適応最小2乗)法 などが提
唱されている.こ れ らの方法は情報科学の観点か らはパ ターン認識技術の一つで
ある.即 ち,化 合物のスペ ク トルデー タ,化 学構造 デー タを一種のパ ター ンとみ
な し,それ らと生物活性強度 との相関関係 を解析す る.
脳における神経細胞の情報処理 についての研究が進展 し,そ れに基づ く学習機
能,分 類機能,及 び予測機能を有するい くっかの神経回路網モデルが提出された.
これ らモデルをニ ューラルネ ッ トワークと呼ぶよ うになった.な お,ニ ューロコ
ンピュー タはニューラルネ ッ トワー クを情報処理の基本素子として具備す る計算
装置である.
当初ニューラルネ ッ トワークは脳の パターン認識機構 との関連についての研究
であった.そ れに平行 し,ニ ュー ラルネ ッ トワー クの情報処理法の数学的 な性質
が研究された結果,非 線形 的な続計処理動作が注 目され るようになった.今 日統
計学は因果関係を手続 き的な関係 で示す ことが困難であ る事象に適用され ている.
特 に重回帰分析法 は有効である.し か し線形の因果関係か ら外れるにしたがい,
また因果関係に内在す る非線形関係が不明の場合,重 回帰法の適用 は困難であ る.
ニューラルネ ッ トワー クはその構成素子 であるニュー.ロンの固有動作に基づい
て動作する。その固有動作 はネ ッ トワークの中で,外 部よ り提示された事例に基
づいて積算され,総 じて原 因と結果の非線形的な因果関係 をネッ トワーク内に形
成す る.そ こでは手続き的 な処理 を記述す る必要が ないため,因 果関係が従来の
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統計的手段で解析困難な場 合に,ニ ューラルネッ トワークによる解析の効果が期
待できる.こ のよ うなニューラル ネ ットワー クの特徴は生物が関係す るデー タの
処理,未 知量の予測 に適す ると考 えられる.
ニューラルネ ッ トワークには種 々の結合方式が可能であ る.こ れ らの うち,最
も単純でかつその数学的な性質が明 らかになっているものは階層型(パ ーセプ ト
ロン型)の ニュー ラルネ ッ トワークである.パ ーセ プ トロン型ニュー ラルネ ット
ワークは複数のニ ューロン層か ら構成され,入 力された情報はこれ らの層 を順次
伝播するうちに変形され,情 報を構成す る特徴が抽出され る.こ の型のネ ットワ
ークの特徴は他の型に比べ効率的 な学習方法が確立 されていることである.す な
わ ち,入 力 した情報を目的 とする表現形に変形する能力を高速学習 によって獲得
す ることができる.
本論文はパーセプ トロン型ニュー ラルネ ッ トワークのパ ター ン認識動作を鰐析
し,薬 物の構造活性相関研究へ適用 し,さ らに目的にそった展開を試みたもので
あ る.
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第1章 ニ ュー ラル ネ ッ トワー クの 概 要
本 章 では ニ ュー ロコン ピコ、一 タの歴 史お よびニ ュー ラル ネ ッ トワー クの動 作 と
方 式 を概説 す る.
1.1ニ ューnロコン ピュー タの歴 史
ニ ュー ラルネ ッ トワー ク はニ ュー ロ コン ピュー タ を構 成 す る演算 素 子 であ り,
神経 細胞(ニ ュー ロン)の 情 報 伝 達機 構 を模 した情 報処 理方 式 であ る.こ こに
そ の発展 史 の概 略 を述べ る.
1943年McCullochとPiしtsはニ ュー ロンの動 作 に関 して次の よ うなモ デル を
提 案 した.ニ ュー ロ ンは興 奮 す る と出力側 の軸 策 に パル ス を出 し,興 奮 して いな
い ときは ほ とん ど 出さ ない.一 つ のニ ュー ロ ンは他 の 多 くの ニ ュー ロンか ら受 け
取 っ た刺激 の総 和 が その細 胞 ごと に決 め られ た闘値 を越 え ると興 奮 し,別 の
ニ ュー ロン にパル スを送 る.Dこ う して記述 され るモ デル は形式 ニ ュー ロ ンと
呼 ばれ て い る.
1949年Hebbはニ ュー ロ ン間 の 結 合部(シ ナ プス)は,刺 激が伝 達 され る程,
そ の結合 強度 が増 加 し,さ らに刺激 が伝 えや す くな り,こ れ が神経 回路 に 可塑性
を もた らして,認 識 や記憶 を形成 して いる と仮 定 した.2)こ の 仮説 はHebbの
シナ プ ス強 化 則(Hebbianrule)と呼 ばれ てい る.Hebbianruleを形式 ニ ュー
ロ ンモデル に適 用 し,ニ ュ ー ロ ン間 の結 合 方式 を吟 味 した ものが今 日の ニ ュー
ラル ネ ッ トワー クの基 本原 理 で あ る.
1962年R。senblattはこれ らの 原 理 に基 づ いてつ ぎの よ うなパ ター ンを識別
す る学 習機 械パ ー セ プ トロ ンをつ くった.e)パ ーセ プ トロンは非常 に 多 くの感 受
素子 か らな る受容 層(sens。ryunit,S層),複数 のモ ヂル ニ ュー ロンか らなる
連 合 層(associati。nunit,A層)および1個 の モ デル ニ ュー ロンか らな る出 力
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層 ま たは反 応層(responseunit,R層)で構成 され てい る.各 層 の細 胞 は0ま た
は1の 値 を とるも の とす る.あ るカテ ゴ リーに属す る図 形 を受 容層 に与 え て出 力
細 胞 を興 奮 させ(値1を 取 らせ る),そ の カテ ゴ リー に属 さない図 形 を与 えた と
き 出力細 胞 の興奮 を抑 え る(値0を 取 らせ る)よ うなデ ー タを与 え てい くと,出
力細 胞 はそ の カテ ゴ リー に属 した もの に対 してのみ 興奮す る よ うに なる.す なわ
ちs.この 機械 は図 形 を識 別す るよ うに な る.Hebbianruleはシナ プ ス結合 が強 化
され る こと のみ を主張 す るが,上 記 のパ ー セプ トロ ンで は,出 力層 の細胞 が興奮
す べ き でな い とき に興 奮 した とき は シナ プ ス間 の結合 を弱 め る働 き も組 み込 まれ
てい る.
この 機械 の提 案 に対 して は大 きな反 響 があ り,そ の後 多 くの研究 者 らに よ り
研究 が 展開 され た.1962年Blockは,Hebbianruleにシナ プス結 合 を弱 め る と
い う逆 の働 きを加 えた場 合,学 習 が正 しい分類 に必 ず収 束 す る とい う,い わ ゆ る
パ ーセ プ トロンの収 束定 理 を得 た.4)こ の定 理 はパ ー セ プ トロン研 究 に拍 車 を
か け るこ とに なっ た.
1969年MinskyとPapertは特 定 の構 造 の パーセ プ トロ ンを用 い,学 習 収束 定
理,収 束速 度,お よ び シナ プ ス結 合 の強 度 の変動 等 につ い て検討 し,実 用 上の 限
界 を示 した.5}人 工 知 能 の分 野 での彼 らの影 響 力は強 く,こ の発 表以 降 パ ーセ プ
トロン研究 は急速 に下 火 に なっ た.し か し,少 数 の 研究者 によ って地 道 な研 究 は
続 け られ,ニ ュー ラル ネ ッ トワー クに関す る基 礎 的 な知識 が確 実 に 蓄積 され てき
た.
1969年中野 は連想 記憶 の 機能 を も つニ ュー ラル ネ ッ トワー クで あ る アソ シ ア ト
ロン を提 案 し,6)同 様 な ネ ッ トワー クは上 坂 と尾 関(1972年),7)Anderson
(1972年),e}やKoh。nen(1972年)からも提 案 され た.9)ま た,文 字 に対 し
て 自己組 織 化機 能 を持 ち,そ れ に よ って教 師 な し学 習 を行 う福 島 の コ グニ トロン
(1975年)も発表 され た.1。)ニ ュー ラル ネ ッ トワー クの性 質 の理 論 的研 究 では,
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甘 利,11」Halsburgの研究 が あ る.12)
1980年代 になっ て,米 国 を中心 にニ ュー ラルネ ッ トワー ク研究 は新 たな展 開 を
見 せ た.Ru皿elhart,Hinton,SejnowskiらはPDP(ParallelDistributedProce
ssing)と称 す る グル ー プ をつ くり,ネ ッ トワs・・…一ク構造 を有 す る並 列分散 情 報処理
装置 の研 究 を始 め た.そ の研 究 の 目指 す もの をニ ュー ロコ ン ピュー タと名付 け た.
こ の間2つ の有 名 な ネ ッ トワー ク構造 が 提 案 され て いる.一 つ は ホ ップフ ィール
ドモデル(1982年),13)他は ボル ツ マ ンマ シ ンモデル(1985年)であ る.14)
1986年Rumelhartら,PDPグル ー プ はバ ックプ ロパ ゲー シ ョン(back-propaga
tion,逆伝播)法 と呼 ばれ るパー セ プ トロ ン型 ニ ュー ラル ネ ッ トワー クに対 す る
画 期 的 な学習 方 法 を提案 し た.15)それ は出 力層 のニ ュ ー ロンに教 師信 号 を提示
し正解 と食 い違 っ た場 合,最 急 降 下法 とい う方 法 に基 づき ニ ュー ロ ン間 の結 合の
強 度 を修 正 し,最 終 的 に入 出力関 係 を満 たす よ うなネ ッ トワー ク とす る方 法 であ
る.こ の 方法 によ り,肚nskyとPapertによ って指 摘 され たパ ー セプ トロンの困
難 の 一部 は解 決 され た.RosenbergとSejnowskiは,英文 を読む こ とをこ の方法
で学習 させNETtalkと名付 け られ た シス テム をつ くった.le)この 成果 に よ り,
バ ックプ ロパ ゲー シ ョ ン法 の応 用 研究 が 開始 され た.
1.2形 式 ニ ュー ロ ンの 動作 とニ コ、一 ラル ネ ッ トワー クの方式
この節 は 形式 ニ ュー ロンの動 作,ニ ュー ロンの結 合方 式 につ い て解説す る.
1.2.1形 式ニューロンとその シミュ レーション
ニュー ロンの構造及び動作は単純ではないが,そ の機能をごく単純化す ると,
(1)シナプス前細胞の出力信号が シナ プス結合をとお してシナプス後細胞の膜
電位 に変化を与 え,(2)多 くの シナプスの出力信号の総和によって膜電位が決
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ま り,そ して(3)膜 電位 が あ る閾 値 を越 えると,シ ナ プ ス後 細胞 は興奮 し軸策
に 出力信 号 を与 える と い う機 能 に集約 でき る.こ の よ うな機能 の み を有す るニ ュ
ー ロ ンを形 式ニ ュー ロンと呼 ぶ .
形 式ニ ュー ロ ンが興 奮 し出力軸 策 に出 力信 号 を与 える状 態 を1,そ うで ない状
態 を0と す る と,形 式 ニ ュー ロンの動 作 は次 式 で示す ことが で きる.
yt=ΣWtjXl一 θ1-1
!
z=f(yt)1-2
f(yi)=={1十sgn(yi)}/21-3
こ こで,θ は閾値,Xlは シナ プ ス前細 胞 の 出力値(Oま た は1)で あ る.Wljは
シナ プス荷 重 あ る いは結 合荷 重(行 列)と よ ばれ,シ ナ プ スの結 合 の強 度 をあ ら
わ す.fは ニ ュー ロンの動 作 を表す 関数 で あ る.以 下動 作 関数 と言 う.
ニ ュー ロ ンの動 作 を数式 処 理す るに は,微 分 出来 る方 が便 利 であ り,か つ生 体
で 実現可 能 な関 数 と して,シ グモ イ ド関 数 が階段 関数 の代 わ りに使 わ れ て い る.
本論 文 でも シグモ イ ド関数 を使用 す る.
f(y)=1/{1十exp(一 αy)}1-4
1.2.2形 式 ニ ュー ロ ンの動 作
いま式1-1にお い てその ニ ュー ロン固有 のw={Wl,w2,..}が 決 定 され てい
る もの とす る.式1-1の 左 辺 を0と お くと,ベ ク トルx={Xl,x2,..}の 張 る
空 間 で,wと 閾値 θによ っ て勾配 と位 置 が定 ま る超 平面 とな る.こ の 空間 内で は
ベ ク トルxは 点 で表 され,超 平 面 を境 に して式1-2の値 は0/1を 与 える.
従 って,形 式 ニ ュ ー ロ ンは結合 してい るニ ュー ロ ンの 出力 をそのニ ュー ロ ン独 自
の 判 断基準(wと θ)を 基 に認 識 ・分 類す る作 用 を有す る.
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1.2.3ニ ュー ロンの結 合方 式
形式 ニ ュ ー ロンの結 合 に よ って ニ ュー ラルネ ッ トワー クが形成 され る.ネ ッ ト
ワー クは大 別 して階層 型 と相互 結 合 型 とが あ る.
図1-1aに示 す よ うに,階 層 型 ネ ッ トワー クは入 力層,単 数 また は複 数 の 中間層
(かくれ 層 とも呼 ばれ る),お よび 出力層 か ら成 り,情 報 は入力層 か ら出 力層 に
向 かっ て伝播 す る.1962年Rosenblattがは じめ て提 案 した形で あ るの で,
本 論文 では パー セ プ トロ ン型(ニ ュー ラル)ネ ッ トワー ク と呼ぶ.パ ーセ プ トロ
ン型 ネ ッ トワー クはバ ックプ ロパ ゲー ショ ン法 と い う学 習 方式 が確 立 され て い る
ため,,5)も っ と も多 く利 用 され てい る構造 であ る.著 者 の研究 も この方式 を基
礎 と した.
相 互結 合 型 のネ ッ トワー クは階 層型 の ネ ッ トワー クの よ うな特 別 な構造 は持 た
ず,ニ ュー ロン は相互 に結 合 され 情報 も双 方 向に伝 達 され る.相 互 結 合型 の
ネ ッ トワー クの 代 表的 な例 と して,ホ ップ フ ィール ド型 ネ ッ トワー ク とボル ツ マ
ン マ シン と呼 ばれ るネ ッ トワー クがあ る.
ホ ップフ ィール ド型 ネ ッ トワー ク(図1・1b)は1982年Hopfieldによ っ て提 案
され た,13}物 質 の電子 ス ピンの相 互作 用 を モデル と した ネ ッ トワー クで あ る.
結 合 は平面 的に隣 接 す るニ ュー ロン間 を相 互結 合 させ た構造 を有 し,ニ ュー ロ ン
の 動作 は非 同期 的 であ る.こ の ネ ッ トワー クの特 徴 は アナ ログ電子 回路 で容 易 に
実 現 でき,収 束 が 高速 であ り,ま た連 想 記憶 装置 に応 用 で き る点 であ る.し か し
ネ ッ トワー クに多 くの結合 の停 留 値(ネ ッ トワー クエネル ギーの極 小値 と い う)
が存 在 し,最 小 値 へ の到達 が 困難 であ る.
一・方 ,ボ ル ツマ ンマ シン(図1-1c)は,1985年Hintonらによ っ て提案 され た
ネ ッ トワー クであ る.,司 この ネ ッ トワー クはすべ てのニ ュー ロンが相 互 結 合 し
た構造 を有 し外 界 と直接情 報 をや りと りしな い隠れ 層 があ る.ま た 学習 則 が定 義
され る.
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ホ ップ フ ィール ドネ ッ トワー クで は,ネ ッ トワー クの状 態 はエ ネ ル ギー を必ず
減 少 させ るよ うな 方 向に変 化 す る が,ボ ル ツマ ンマ シンで はあ る確 率 でエネル ギ
ー を増加す る よ うな変 化 も許 す .こ の拡張 に よって,ホ ップ フ ィール ドネ ッ トワ
ー クで は困 難 であ った系 の 状 態 を最 小値へ 収 束 させ る ことが可能 に なっ た.
ただ し,計 算 に要 す る時 間 は膨 大 であ る.著 者 は,こ のネ ッ トワー クを構 造 活性
相 関の研 究 対象 とは しなか っ た.
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図1-1.ニ ュ ー ラ ル ネ ッ ト ワ ー ク の 結 合 方 式
a・ パ ー セ プ ト ロ ン 型b ・ ホ ッ プ フ ィ ー ル ド 型
c・ ボ ル ツ マ ン マ シ ン 型
第2章 パ 一ーセ プ トロン型 ニ ュー ラル ネ ッ トワー クの理論
本 章はパ ー セ プ トロン型 ニ ュー ラル ネ ッ トワー クの基本 的動作,及 びニ ュー ラ
ル ネ ッ トワー クの 近似 と適 応 最 小2乗(ALS)法 及 び重 回帰分折 法 との 関係 に
つ いて議論 す る.
2.1用 語の定義及び基本的動作
2.1.1学 習
学習とは系が外界か らの入力に応 じてその系 自身の構造 を変形(自 己組織化)
することであると定義できる.生 物の神経系にお いてはニューロン間のシナプス
結合の強さを変化 させることによって学習が行われ るものと理解されてい る.ニ
ューラルネ ットワー クの理論にお いては,学 習はシナプス間の結合荷重 を入力に
応 じて変化 させ ることを意味す る.ま た,入 力 と出力のみに注 目すれば,学 習 と
は入出力関係を変化させることであ り,内 部構造 までは規定され ない.こ のこと
は,同 じ入出力関係でも環境 によってネ ッ トワー クは異なる構造を とることを意
味する.
教師信号の有無 により学習は,教 師あ り学習 と教師なし学習とに分類す ること
ができる.学 習の指針 として,あ る入力に対 しネ ッ トワー クの望ま しい出力が与
え られている場合を教師あ り学習 という.外 部か ら与 えられ る教師信号を教師デ
ー タあるいは教師パ ターンと呼ぶ .教 師なし学習は入力信号の統計 的性質 をネ ッ
トワークに取 り込 み,そ の構造編成 に反映 させ るものである.
薬物の構造活性相関研究 は,既 知の化合物の構造 と生物活性デー タか ら未知化
合物の生物活性を予測す る方法を確立す ることを主 な目的とす る.化 合物の構造
データを入 力信号,生 物活性デー タを教師信号 とみなせば,教 師あ り学習 を適用
することが適切と考 えられ るため,本 研究ではその手法を用いた.
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2.1.2パ ター ン認識
通 常 パ ター ンは 幾何 学的 な 図形 を連 想 させ るが,こ こで は拡大 され た概 念 を
扱 う.す な わ ち,個 々のパ ター ン は数 値 を並 べ たベ ク トル で表現 され る もの と
考 える.こ れ をパ ター ンベ ク トル と呼ぶ.
パ ター ンベ ク トルの うち同 じもの とすべ きパ ター ンの集 合 を カテ ゴ リー と呼 ぶ.
n個 の要 素 を持 っ パ ター ンベ ク トルP={Pl,P2,_P.}が 与 え られ た とき,
要 素 を一 つ一一つの 座 標 に割 当 てたn次 元 の空 間(こ れ をパ ター ン空 間 と呼 ぶ)を
考 える.こ の空間 内で は各 パ ター ンは点 で表 現 され る.同 じカテ ゴ リーに属 す る
パ ター ンは相 互 に近 い ミン コフス キ ー距離 にあ る点 と考 え,図2-1に 示す よ うに
カテ ゴ リー ご とに集 ま って 分布 す ると考 える.こ の 時,パ ター ン認 識 とは パ ター
ン空 間 内の点 を カ テ ゴ リー ご とに分 割 す る こ とであ る.こ の分 割 に はパ ター ン空
間 内 で直線(高 次 の 空 間 で は平 面 ま た は超 平 面 と呼 ぶ)で 分 離す る場 合 と 曲線
(曲面 また は超 曲面)で 分 離す る場 合 とがあ る.前 者 を線 形分 離(分 類)ま た後
者 を非 線形 分 離(分 類)と 呼ぶ.
2.1.3学 習 則 と収 束定 理
式1-1にお い てベ ク トルxを パ ター ンベ ク トルpと みな し,1.2.2節の議 論 を
適 用す れ ば,形 式 ニ ュー ロン は超 平 面 に よ り入 力パ ター ンを2つ の カテ ゴ リー に
線 形 分離す る機 能 を有 す る.
っ ぎ に,教 師信 号付 きの線 形 分離 可能 なパ ター ン分離 間 題が与 え られ た場 合 を
考 える.カ テ ゴ リーに分 類す る超 平 面 の位 置 と傾 き は,出 力が外 部 か らの 教 師ベ
ク トルtに 適 合す るよ うに結 合荷 重wを 調 節 し,試 行錯 誤 的 な反 復 学習 に よ り決
定 す る.こ の学 習 則 を用 いれ ば,形 式 ニ ュー ロンは有 限 回 の反復 学 習 で正 しい認
識 をす るこ とが証 明 され て い る(パ ー セ プ トロンの収 束定 理).4)
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図2-1.パ ター ン空 間 内のパ ター ンベ ク トル の分布
2.1.4単 純パーセプ トロン
線形分離可能な任意のパ ターン分類 問題は有限回の反復 学習で達成でき るが,
現実にはそのまま適用できる問題は少 ない.こ の解決策の一つとして,パ ター ン
ベ ク トルを何 らかの方法で線形分離可能な形に前処理 をす る必要がある.こ れは
ニ ューロンの配列 を階層構造化す ることで達成できる.
一例 として,図2-2Rosenblattによって提出された単純 パーセプ トロンと呼ば
れ る3層 階層構造 を有するネ ッ トワークを示す.3)A層 はS層 の各信号を組 み合
わせて分類 し,中 聞信号を生成 してR層 へ送 り,R層 はA層 か らの信号を組み合
わせて非線 形分離動作を行 う.S層 か らA層 への結合強度 がランダムになってお
り,A層 で ランダム変換 を行う.こ の ランダム変換 回路は入カパ ターンの線形分
離性を高める性質がある.分 離能力の 目安 として,k個 のn次 元パ ターンベク ト
ル を線形分離可能 なように2つ のカテ ゴリーに分ける分け方の個数L(k,n)
は次のように与 えられることが甘利 によって示され た.11)
、imL(k・n)/=1k/n≦22.1
・→ 。。2k/ニOk/・>2
これはA層 の素子数が十分に大 きいとき,2n個 以下の個数の入力パター ンなら
線形分離が可能であることを示す.す なわ ち,単 純 パーセ プ トロンの識別限界は
2nで ある.素 子数が多ければ非線形分類 でも可能であるという単純パーセプ ト
ロンの性質は魅力的であるが,無 数の素子 を必要とす る情報処理方式 は実用的に
は意味がない.し たがって,限 られた数の素子でも有効な学習方式 を考える必要
があ る.
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S A
図2・ ・2.単 純 パ ー セ プ ト ロ ン
S:sensoryunit
A:associationunit
R:unit
γaa.sf,ovL,.n.
2.2バ ックプ ロパー ゲ シ ョン法
単 純 パー セ プ トロンの よ うに 中間層 の結 合強 度 が ラ ン ダムで は分 離の ため必 要
な素 子 数が 多 くな る.一 方,多 層 にす るこ とによ り,線 形 分 離能 力 を高め る こと
が で きるが,処 理 に多 くの 時 間 を要す る.そ こで,有 限の 中間層 の素 子 を用 い,
S,A層 間 の結 合 に積 極的 に学 習 させ,聞 題 に応 じた中間 信号 を出 力 させ る回路
を つ くる必 要 があ る.こ の 学習 を階層 型ネ ッ トワー クにお いて実現 したの が,
Ru皿elhartらによ って提 出され た バ ックプ ロパゲ ー シ ョン法15)であ る.
2.2.1デ ル タル ール
階層型 ネ ッ トワー クにお け る学 習 を想 定 し,形 式 ニ ュー ロ ン素子 の動 作 を次 の
よ うに規 定 す る.あ る素 子jは 前 層 の素 子iの 出 力Xtを 入 力 と して受 け,
結 合 荷重w、1を 掛 けて加 えた もの の総和 をyiと す る.jの 出力O,はy、 に
動 作 関数fを 施 し たもの で表 され る もの と し,0～1間 の値 を とる もの とす る.
O∫ニf(y、),
y∫=ΣWl、X,2-2
た だ し,ニ ュー ロ ンjの 閾 値 は結 合 荷重 に含 まれ て いる もの とす る.
ネ ッ トワー クが あ る入力 ベ ク トル に対 し出 力O」を与 えた とす る.学 習 を評価 す
る ため 次の よ うな 誤差 関数Eを 定 義 す る.
E=(1/2)Σ(Oi-t、)22-3
t」は教 師 ベ ク トル の要 素 であ る.O,は 素 子 間の結 合荷 重Wuで 決 まる ため,
誤 差 関数 はWIIの 陰関数 とな る.Eはw、sの 空 間上 の超 曲 面 とみ なす ことが で き,
この誤差 曲 面 の極 小値 に達 す るに は,w,、をEのw,」 につ いての偏 微 分
DE/Dw,iに 比例 した量(δw、 」)だけ変化 させ れ ばよ い.
DE
δw、、=一ε2-4
DWit
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これは誤差 曲面上 を最 も急 な傾斜方向に進んで行 くことに相当し,こ の学習を最
急 降下 法 とい う.
式2-3にお いて,EをWljで 偏 微分 す る.
DEDEdOjDyj
=Σ
Dw,jDO∫dyiDWSi
こ こ で,Dは 偏 微 分 記 号 を,dは 全 微 分 記 号 を意 味 す る.式2-2よ り,
dO,/dyl=f'(yj),Dyl/Dw、1=xiで あ り,式2-3よ り,
DE/DO」=Oド ーt,で あ る か ら,式2-4は,
δW日=-E(Oj-ti)f'(y、)x,
と な る.こ の 学 習 則 を デ ル タル ー ル と い う.
f,はfが シ グ モ イ ド関 数 で あ る と き,
f,(yi)=f(yi)(1-f(y、)}α
で あ る.し た が っ て,こ の と きWljの 変 化 量 δWljは,
δWll=一 ε(Oi-t、)f(yj){1-f(y、)}αXj
で あ る.
2-5
2-6
2-7
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2.2.2バ ッ クプ ロパ ゲー シ ョン アル ゴ リズム
図2-3にパ ーセ プ トロン型 ニ ュー ラル ネ ッ トワー クの構 造 を示す.O印 はす べ
て形式ニ ュー ロンで,そ の動作 は式2-2に 示す 動作 関数 に規 定 され るもの とす る.
入 力デ ー タはAか ら入 り,Bか ら出力 され る.パ ー セプ トロ ン型 ネ ッ トワー クで
は,ど の素子 も一 つ前 の層 か らの み入 力 を受 け,次 の層 の みへ 出 力す る もの とす
る.こ のよ うなネ ッ トワー クのDE/Dyiは 出力層 よ り逆向 きに計 算 して い くこと
に な る.つ ま り,出 力 の誤 差 を順 に前 の層 へ伝 えて い くの がバ ックプ ロパ ゲー シ
ョン であ る.こ の 考 え方 に デル タル ール を適用 し,次 のアル ゴ リズム を得 る.
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??
パ ー セ プ ト ロ ン 型 ニ ュ ー ラ ル ネ ッ ト ワ ー ク図2-3.
δWii=-djXIε2-9
d,=(Oj-tl)f,(y,)2-10
dJ={Σw'」Id,〕}f,(yi)2-11
1
こ こ で,式2-10は 第2,3層 の 修 正 に,ま た 式2-11は 第1,2層 の 修 正 に 用 い
る.w'i1お よ びd'1は 第3層 で のWltお よ びdsで あ る.
ニ ュ ー ロ ン の 動 作 関 数 の と り得 る 値 は0～1の 範 囲 で あ る た め,入 力 デ ー タ
は 次 式 に よ り ス ケ ー ル す る.
(qmex-qthSn)X十qmhXmex--qm。xXmt.
x=ce】ed=2-12
Xmex-Xmln
こ こで,Xは 入力 デ ー タ,X。 。xとX。,nは入 力 デー タの最 大 値及 び 最 小値,ま た
q_とq、 、、nはスケ ール値 の 最大 お よび最 小 値 であ る.
カテ ゴ リー の表現 方 法 は い くつ か考 え られ る.最 も単純 な一つ は,例 えば,5
段 階 分類 で 等級1お よ び5に 対 しそれ ぞれ,(O,O,O,O,1)および(1,0,0,0,0)の
ベ ク トル で表 す こ とで あ る.こ の表 現 の利 点 は他 の ク ラス の混 入の 程 度 がわ か る
点 であ る.学 習 は誤 差関数E(式2-3>が 十分小 さ くなる まで繰 り返 し行 う.M組
の 入 力 と教 師 ペ ク トル に対 し以上 の よ うな アル ゴ リズム で学 習 させ る と,ニ ュー
ラル ネ ッ トワー クは 入力ベ ク トル を複 数 の カテ ゴ リー に分 類す る能 力 を持 つよ う
に な る.ス ケー リング とカテ ゴ リー表 現 につ い ての 問題点 を付 録4に 示す.
結 合荷 重 行列 に つ いて次 の よ うな特 徴が あ る.同 じ入 出力 関係 で も学習 時の環
境 に よって,結 合 荷重行 列 要素 の値 は異 な る.例 え ば,3層 構 造の ネ ッ トワー ク
にお いて,1,2層 間 の荷重 が 中 聞層 のニ ュー ロンjoに 集 まる もの とす る.ニ ュ
ー ロンj oをj1とj2に 分 離 して同様 の学習 を行 え ば,同 じ結果 が 得 られ る.そ の
と き,ニ ュー ロン を加 える前 の荷 重(w,j(O))と加 えた後 の荷 重 に は,
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Wl、(0)ニλ,W,1(1)+λ2w,i(2)2-13
の 関 係 が あ る.荷 重 値w,i(1)とWli(2)は係 数 λ1及 び λ2の 値 に 依 存 し不 定 であ
る.
2.3パ ーセプ トロン型 ネ ットワー クの動作と従来方法 との関係
薬物の構造活性相関研究 では,等 級分類 を目的と した適応最小2乗(ALS)
法18)また定量的構造活性相関には重回帰分析法が用いられ る.こ れ らの方法は線
形分類及び線形fittingである.一 方,ニ ューラルネ ッ トワー クは基本的には非
線 形動作 を行 う.本 節ではニ ュー ラルネ ッ トワー クの近似 と従来の線形的手法の
との関係 を明確に し,そ れ らの方法の特徴 を検討す る.
2.3.1分 類動 作 と適応 最 小2乗(ALS)法 との関 係
ALS法 での 識別 関数Lは,m個 の記 述 変数X,={Xl1,x、2,...Xlm}
で表現 され る.
L=XW2-14
識 別則 は,Lの 値 がa。<L〈a.tlの とき,そ の グル ー プ をnと す る.・jサイ ク
ル にお け る重 み係 数W(j)は,
W(」)ニ(Xtx)-TX`s(j)2-15
で求 め る.こ こ で,Sは 補 正項Cを 用 い,
S(j+1)=L(j),(分 類 が一 致 した とき)
=L(j)1-C(j)(分 類 が 一・致 しない と き)2-16
で与 え られ る.Wの 次 元がOで あ るの で,SはXと 同 じ数 学 的お よび物 理 的性 質
を有 す る.ALS系 では,Xと 同 じ次 元 を有 す る量 はな いの で,式2-15は 適 切 で
あ る.
パ ーセ プ トロ ン型 ネ ッ トワー クにつ ぎの よ うな構 造上 お よ び動作 上の 制 限 を加
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える ことに よ り,ALS法 の動 作 を実 現 させ る こ とが でき る.
(1)
(2)
(3)
(4)
(5)
2層 のネ ッ トワー クを用 い る.
ニ ュー ロンの動 作 関数 と して線 形 関数 を用 いる.
θをa。に設定 す る.
Wls=w、、(」,kは 第2層 の任 意の ニ ュー ロン)と す る.
ク ラスnに 対 しn個 の 出力 ニ ュー ロンを発 火 させ る よ うな教 師パ ター ン
を与 える.
以 上 の 制 限 に よ り,第2層 の ニ ュ ー ロ ンiへ の 出 力 値Zlは,
Zl=Wo十WIXl1十W2×12十 ・ ・=WO十 ΣW、XIj
と な る.図2-4に 示 す よ う に識 別 関 数L,を,
Ll=Zi一 θi
と 定 義 す る こ と に よ り,ALS法 の 要 件 は 満 た さ れ る.
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2.3.2MR型 ネ ッ トワー ク と重 回帰 分析 法 との関係
出 力層の ニ ュー ロンの種 類 を1種 に し,そ の動 作 関数 を,
f(y」)=yi2-19
と し,0～1の 連続 値 を と らせ るこ とに よ り,ネ ッ トワー クは重 回帰 分析 法 に似 た
動 作 をす る.こ の 型 のネ ッ トワー クをMR型(ニ ュー ラル)ネ ッ トワー ク19)と呼
ぶ.
MR型 ネ ッ トワー クの動 作 と重 回帰 分析 法 との 関係 を示す.議 論 を簡 単 にす る
ため,3層 構 造のMR型 ネ ッ トワー クに っ いて説 明す る.ニ ュー ロ ンの闘 値 θ」
は荷 重行列 の 中に含 め る ことが で きるか ら,
y=wx2-20
と書 ける.こ こで,wは 重 み行列,xは 入 力ベ ク トル であ る.す べ てのニ ュー ロ
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ン の 動 作 関 数 が 式2-19(即 ち線 形 関 数)に よ る とす れ ば,出 力 ベ ク トルzは ,
1・2層 間,2,3層 聞 の 重 み 行 列 をWl,w2と して,
z=(wlw、)x=wx2-21
と 表 わ す こ と が で き る.一 一方,重 回 帰 分 析 法 は 次 の 一 次 方 程 式 の 最 適 係 数al
及 びb目 を 求 め る こ と であ る.
ZIニal十 ΣbSiXj=Σb,ilX,J2-22
た だ し,ji
x',=1,x'、=Xl,x㌔=x、,…
b,Sl=a5,b,t2=biT,b,13=bl2,・ …
と す る.
式2-22を 行 列 と ベ ク トル を 用 い て 書 き 直す と,
z=b'x'2-23
と な る ・ す な わ ち,入 力 デ ー タ に定 数1を 加 え る こ と に よ り,式2-21は 式2-23
と 同等 に な る.MR型 ネ ッ トワ ー クは 特 別 な 場 合(動 作 関 数 が 線 形 関 数 の 場 合)
に 重 回 帰 分 析 法 と 同 じ近 似 レベ ル に な る.ま た入 力 デ ー タ に 定 数1を 加 え る こ と
に よ り第2層 の ニ ュ ー ロ ン の 動 作 関 数(式1-1)の θはwの 要 素 に 置 き 換 え られ る
た め,最 適 値 は 学 習 の 過 程 で 自動 的 に 求 ま る.19)
2.4パ ーセ プ トロン型 ネ ッ トワー クの層 数
パー セ プ トロン型 ネ ッ トワー クの分 類及 びfitting能力 はネ ッ トワー クの 中間
層 の数,そ れ らの 層 のニ ュー ロン数,及 び ニ ュー ロ ンの動 作 関数 に依存 す る.
入 力 層 と出 力層 の2層 のみ か らな るネ ッ トワー クの 分類 能 力 には限 界が あ る.
例 えばexclusiveORのよ うな線形 分 離不 可 能 なパ ター ン群 の学習 が で きな い こ と
が 知 られ て い る,線 形 分離 不可 能 なパ ター ンを学習 す る ため には,ネ ッ トワー
ク内 での入 力情 報 の 内部表 現 が必 要 であ る.そ の ため に は 中間層 が1以 上 必 要 で
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あ る.中 間 層 の数 はニ ュー ロン数 が無 限 に取れ れ ば1で 良 いが,有 限個 な らば2
必 要 な こと もあ る.ニ ュー ロン層数 の増 大 はCPU時 間 を著 し く増 大 させ るの で,
構 造活 性相 関 の分 野 で実用 的 に使 えるネ ッ トワー ク構造 を 決定 す る意 義 は存 在す
る.
本論 文 で は,ま ず3層 の ネ ッ トワー クを用 い,構 造活 性相 関 へ の適 用事 例 を検
討 す る.ニ ュー ラル ネ ッ トワー クの構造 はN(ユ,m,n)で表 記す る.こ こで,
1,m,nはそれ ぞれ 第1層,第2層,お よび 第3層 の ニ ュー ロン数 で ある.
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第3章 パ ー セ プ トロ ン型 ネ ッ トワ …ー一・クの分 類お よびfitting特性
本章では薬物の構造活性相関への応用を念頭においたニューラルネットワークの
分類お よびfitting特性 を述べる.ニューラルネットワークの基本的な動作は非線形
である.線 形動作 と非線形動作の特徴を明確にし,非線形動作に伴う問題点を指摘する.
3.1分 類
ニ ュー ラル ネ ッ トワー クの学習の過程 で,入 出力デー タの関係 に関する情報 はニ ュー
ロン間 の結合 荷重 行列 に蓄 えられ,デ ー タはそれ によって分類され る.こ の機能は未学
習デ ー タで も働 く.こ れ をニューラルネ ッ トの推論機能 と言い,構 造活性相関の研究 に
適 用可 能 であ る.本 節 では その根拠を議論す る.
3.1.1バ ッ クプロパ ゲーションアル ゴリズムの実施方法
バ ックプ ロパゲ ー ション アル ゴ リズム(式2-9,10,11)を適用す る際,決 定 しなけれ
ばな らな い幾 つかの 要素 がある.そ れはパラメー タα,θ,ε 値 の選定,お よび
ニ ュー ラル ネ ッ トワー クの構造 である.ま た式2-3の誤差関数Eの 値を個 々の入力デー
タにつ い て,ど の程度 ま で小 さ くすればネ ッ トワー クの分類機能が実現 されるかを検討
し,学 習 の完 了条 件 を決定す る必要がある.
ニ ュー ロンの パ ラメー タ αとWiJ値は式1-1,1-4より,結 合 してニュー ロンの出力値
を与 える.従 っ て αの 値 によってネ ッ トワークの分類結果が左右 され ることは無 い.た
だ しCPU速 度 が 十分 で ない計算機の場合,α を⑪,7～5の範囲 で可変 にとって効率的な
学 習 を行 うこ とが可 能 であ る.こ れ以外の領域では数値計算精度に関する問題 が発生 し
易 い.
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パ ラメー タ θは第1層 の一つ以上のニュー ロンを0で ない定数値(通 常1)を 出力
す る もの とす ると,第2層 の各ニュー ロンについて θ=0と す ることが出来る.こ の
定数 出力値 を保持 してい るニューロンのことをバイアスと呼ぶ事がある.バ イアスに
よっ て θ=0と 出来 るこ とは,式Hに よ り複数の第1層 のニ ュー ロンの出力値が合成
され て一つ のニ ュー ロン に入力され ることを考 えれ ば明 らかである.
2,3,2節でMRネ ッ トワー クでは θが学習の過程 で 自動的に求 まることを示 したが,
一般 の パーセ プ トロン型 ニ ューラルネ ッ トワークにおいてもそれは成立す る.
第n層 にバ イ アス を置 け ば第n+1層 のニ ュー ロンの θは0に できる.十 分な数のニュ・一
ロン を第1層 以外 の層 に配置すれば,第1層 以外 にバ イアスを導入す る必要がない
ことが経 験的 に知 られ てい る.こ れは必要以上のニ ュー ロンを入出力層以外に置 くと
1な い し複数 のニ ュー ロンに結合 しているwの 要素が0と な り自動的 にバイアスに
相 当す るもの が学習 過程 で生成す るためである.こ の実例が第5章 の再構築学習法の
適用 にお い て見 られ る.
パ ラメー タ εは多 次元空 間をどれだけ極小解の方向に進 ませるかを指示する係数で
あ る.ε はニ ュー ロンの動 作関数に シグモイ ド関数を使用 した場合 は{〕.1～⑪,2に取 られ
るこ とが 多 いが,そ の数学 的根拠は無い.小 さな ε値を採用すれ ば極小解に到達す る
時間 が大 き くな り,大 きい値を使用すれば極小解を飛 び越 し学習が収束せず振動す る.
ニ ュー ラル ネ ッ トワー クの構造決定因子 には,ネ ッ トワー クの層数 とニ ューロンの
個 数 の2つ の要 素 があ る.ネ ッ トワー クの層数は非線形分類 を行 うためには3層 以上が
必 要 であ る.普 通 パ ター ン認識問題 には3層 が多 く使用 されているが,こ れは無限に多
くの 中間層 を有 す るネ ッ トワークでは3層 で任意 の関数が近似 出来 るという証明40)が
あ る こと,お よび4層 以上 では学習時間が長 くなる ことに基 づ く.こ れ らの根拠は積極
的 に3層 構 造 を支持す るものではないが,初 めに3層 で研究 を試行す るとい うことは
合理 的 であ る.薬 物 の構造 活性相関に3層 のニ ューラルネ ッ トワー クを適用 してみ ると,
分 類 不可能 な事 例 は発 生せ ず,4化 合物,6種 の活性,173デー タで81%以上の確率 で
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分 類 が正 し く行 われ た.41)100%の確率 で分類出来 ないのは,用 いているデー タその
もの に矛盾 を含 む ため である.デ ー タの矛盾については3.2.2節で議論する.こ のよ う
な場 合 に4層 以上 の ネ ッ トワー クの振る舞いを検討 しなけれ ばならない必然性 は少ない
よ うに思 われ る.本 論文 では3層 のニュー ラルネ ッ トワー クのみを検討の対象 にす る.
ニ ュー ロンの個数 につい ては第1 ,3層 についてはそれぞれ入力,教 師デー タの種類
数 に よっ て決 ま る.問 題 になるのは第2層 のニュー ロンの個数 であるが,現 在の ところ
そ の個 数決定 法 につ いて研究42,されてはいるが,ま だ決定的なものは知 られ ていない.
判 明 してい るの は次の点 である.
1.必 要 ニ ュー ロ ン数 は入力,教 師デー タの情報量に依存す る.
2・ 必 要 ニ ュー ロン数 はバ ックプロパゲーション学習に付加条件を導入す ると
変 化す る.
3・ ニ ュー ロン数 を必要 以上に多 くしても,ネ ッ トワー クの分類機能 は大き く
向上 した り低下 す る ことが無い.
第2層 のニ ュー ロンの個 数を問題にす るのは過学習 の可能性があるためである.
過学 習 とは,対 象 を表 わす 十分な学習デー タが利用 出来 ない場合,学 習の進行 に伴 って
学習 デ ー タにつ いて の近似精度 は向上 してい くが,未 学習デー タに対す る近似精度 は悪
化 して い く現象 の ことを言 う.こ れ はニューラルネ ッ トワークが学習の進行に伴 って,
学 習 デー タ固有 の構造 の細部 を精密 に近似 して しまうため,対 象が本来持 っているマク
ロな構 造 の再現作 用 が劣化す ることが原 因である.第2層 のニ ューロン数が多 い状況で
は過 学 習の恐 れ があ り,そ れを避 けるために必要最少限のニューロン数 を求める方法が
求 め られ てきた.
第2層 のニ ュー ロ ン数 は第5章 の再構築学習法か ら求め られ る事もあるが,原 始的で
はあ るが,初 期値 と して第1層 のニ ューロン数の2倍 程度の値 か ら,学 習が出来な くな
る まで減少 させ て捜す 方法が確実かつ速い.
以 上述 べ たよ うに,薬 物の構造活性相関に使用出来 るニ ューラルネ ッ トワー クの
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パ ラ メー タ,構 造,収 束 条件を決定す るために,ε 値,第2層 のニ ューロン数,E値
に よ る結果 の変 動 を,学 習 方程式が実用性 を保つ範囲で,数 値計算によ り調べ ることに
は意 味が あ るが,そ の他 の要素については調べ る必要性 は少 ないと考 える.
3.1.2ニ ュー ラル ネ ッ トワークによる分類
代 表的 な非線 形分類 問題 として,n次 元超立方体の各頂点に学習点を置き,そ の学習
点の帰 属 クラス を2種 類 に し,そ の配置をexclusiveOR型にす る.こ れ をn次 元超立方
体のexclusiveOR学習 と呼ぶ.次 の漸化式,
Ll=t(⑪,D,
L　(1::1)
,
で定 義 され る2n行n列 の行列Lnにおいて,L皿の任意の1行 を学習点の座標 とし,
そ の行の 各要素L,に つ いて,mod(ΣL,,2)を帰属 クラス値 とす る.0,1は それぞ
れ0,1ベ ク トル であ る.ニ ュー ラルネ ッ トワー クの入 力は学習点の座標および
バ イア ス であ り,教 師デ 一ータは帰属 クラスとす る.こ のとき式2-3のEがO,00025以下に
な る までに要 したバ ックプ ロパゲーションの計算 回数 を表3-1に示す.
表3-1にお いて,Nは 第2層 のニュー ロン数 であ る.XXXXは学習時間が極めて長時間
に な るこ とを示 し,、,,,,は学習が振動 し収束方 向へ向かわなか った ことを示す.
学習 が収束 す る ために は,n=2,3,4のときそれぞれ,N≧3,6,10が必要であった.
n=2の ときN≧3は 妥 当であるが,n=3の ときN≧4と な らないのは,あ る程度の
広 さの平 面 を区切 るため に2個 のニューロンを必要 とす るためと思われ る.n=4の 時
N≧10も 同様 である.経 験的 に知 られ ているように,学 習 は εが小さい領域では非能
率 に な り,大 き い領 域 では振動的になる.
表3-2に学習 が完 了 した ときのニュー ラルネ ッ トワークの出力値 と教師データの差
の2乗 和 を示す.
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表3-1.n次元 超立 方体 のexctusiveOR学習 におけるバ ックプロパ ゲー ション回数
n=2
ε＼N 3 4 5 6
0.05 1353889422310891390823
0.10 86686 68555 49212 48845
0.15 57429 41042 47772 29254
0.20 36391 44421 30151 32180
0.25 43668 22145 24884 23323
0.30 謄 曹 ■ ● 画 唐 ■ ■ ● 29942 19940
0.35 .暫o■ 畳 30801 22253 18572
n=3
ε＼N 6 7
0.10 37223 67158
0.15 83108 59728
0.20 54227 54366
0.25 40984 45738
0.30 33957 31660
0.35 41574 30879
0.40 ,,■ 噛o 35563
n=4
ε＼N 10 11
0.15 102500 XXXX
0.20 88311 87212
0.25 噛 ■ ■o■ o■ ■9●
0.30 ● 巳 ●6画 47487
0.35 53977 ■ ● ● ● ■
表3-2.n次元超 立方 体 のexclusiveOR学習時のニューラル ネ ットワー クの分類機能
(期待値 との差 の2乗 和)
n=2
ε＼N 3 4 5 6
0.05 0.001660.001690.001520.00132
0.10 0.001390.001150.001590.00186
0.15 0.001320.001370.001060.00156
0.20 0.001490.001240.001250.00142
0.25 0.001460.001360.00110.00113
0.30 噛 ● ■ ■ ● ■5● 0.000970.00109
0.35 幽 ● ●` 0.000980.001030.00105
n=3
ε ＼N 6 7
0.05 0.001960.00170
0.10 0.001350.00176
0.15 0.001620.00153
0.20 0.001610.00141
0.25 0.001140.00188
0.30 0.001160.00141
0.35 ■,,,■ 0.00120
n=4
ε＼N 10 11
0.15 0.00153 XXXX
0.20 0.00140 0.00139
0.25 ,・,■ 弓 6■ ■ ■ ●
0.30 ・ ・ ● 伽 ● 0.00161
0.35 0.00130 巳 ・ ■,■
学習 が完 了すれ ば ε,第2層 のニュー ロン数Nに かかわ らず,同 じ分類機能を持つ解
に収敏す る.期 待 値 との差 の2乗 和 は10-2オー ダであ り,十 分な分類機能が実現され
て い る.式2-3のE値 に対す るネ ッ トワークの分類機能の依存性 はE≦O,15のとき
存在 しない.Nに よ る結 果の依存性が殆ど見 られ ないのは付録1に 示すよ うなニ ュー ラ
ル ネ ッ トワー クの 剛性 のため と考 えられ る.
3.1.3ニ ュー ラル ネ ッ トワー クによる推測
ニ ュー ラルネ ッ トの推 論機能 を議論す るためには,多 次元空間中の学習デー タ
配置点 の近 傍 につ いての知 識が必要であ る.ニ ュー ラルネ ッ トワークの出力値 を
入 力 デー タ値 につ いて偏微 分する.
式1-1をXiにつ いて偏微分すると,δy」=Wt」δXtr式1-4,2-2から,
δOj=f,(yJ)δyj.
これが各 層 で成立 す るの で,3層 のネ ッ トワークでは,
δO」/δXi=Σf'(Yk(2))Wtk(L2}f,(y」(3})Wkj(2・3),
k3-1
であ る.こ こでf'はfをyに ついて微分 した関数,f'(yk(2))は第2層 のf'
関数 のykに お け る値 であ る.Wik(L2)は1,2層間のニ ュー ロン問結合荷重である.
この式 は,δOJ=c。nst,xδXiで あるか ら,学 習点 を中心 にした微小半径の
超球 領域 内 では学 習点 と同 じ分類が行われ ることを示す.学 習操作の差異によって,
同 じ分類 を行 うネ ッ トワー クでも各w藍」は互いに異 なるので,超 球の半径は異なる.
ま た学習点 の位 置 によ って も同 じ分類 が行われ る超球領域の半径 が異なる.こ れ らは
未 学 習点 のニ ュー ラルネ ッ トワー クの予測では,学 習点か ら離れ た点の予測値の信頼性
は低 くな る ことを示 す.
多 次元空 間 にお ける任意 の2点 が同 じ分類に属す る場合,Wik(L2》が異なって同じ
Ojを与 える ために は,f'(Ykく2》)=0,ま たはf'(y」 〈3})=0が成立す るか,
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あ るい は偶然 に式1-L1-2を組み合わせて3層 のネ ッ トワークに適用 した式が等価に
な るかの いずれ かで あ る.前 者の条件が成立す るとき,δO,/δx、 ニO,す なわち
上 記 の2点 を結 ぶ線 分上 の 未学習点に沿 って,学 習点 と同じ分類が行われ る領域が拡が
る.こ の条件 は常 に成立 す るわ けではないが,成 り立つ可能性は高 く,構造活性相関の
等級 分類 に有用 な性質 であ る.こ れは,構 造活性相関に用 いるニューラルネ ットワーク
のニ ュー ロンの動 作 関数 に は,f'=0と なる部分が含まれていることが望 ましいこと
を示す.ニ ュー ラル ネ ッ トワー クの隠れ層のニ ュー ロン数の検討か ら,同 じ結論が
阿倍42)によっ て示 され ている.
3.1.4未 学 習 点 の 分 類 作 用(exclusiveORの場 合)
ニ ュ ー ラル ネ ッ トワー クの 未 学習 点 での分 類 作 用 を数 値 計 算 によ っ て調べ る .
計 算 例 はn次 元 超 立 方 体 のexclusiveORの学 習 とす る.exclusiveOR系に は次 の よ うな
性 質 が あ る.ネ ッ トワ ー クの 入 出 力デ ー タ間 の 変換 を Ω,ク ラ ス!,2に 属す る
入 力 ベ ク トル をXl,x2,ク ラスの表 現 型 をtl,t2,教 師 デ ー タベ ク トルのO,1要素
を 交 換 す る変 換 をRと す る とき,Ωx、=t、tΩx2=t2,Rt、=t2,と い う関係 が
成 立 す る.し た が っ て,
Ωx2=R(Ωx1).3-2
この 式 は,ク ラ ス2に 属 す る入 力デ ー タの 出力 値 は ク ラス1に 属 す るデ ー タの 出 力の
0,1を反 転 し た も の で あ る こ とを示 す.
X、か らApだ けX2の 方 向 に変位 したベ ク トルX。 を次 のよ うに定義 す る .
x。=(1-∠lv)x、+ムx、,4={δ 、,δ 、,...δ 。}.
こ の ベ ク トル を ニ ュ ー ラ ル ネ ッ トワー クに入 力 した ときのXl入 力 に対す る出 力の変 化
ξは,式3-1よ り,演 算 子A。 の1要 素 δ。につ いて,
ξμ=Σf'(yk<2})wik(L2)f'(yj(3>)w、j'(2・3)δu.3-3
式3-3にお い てWik(1・2}等はx1か らt1を 計 算 した とき の結 合荷 重 であ る.
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同様 に,x2か らZFだ けx、の方 向に変位 したペ ク ト兀茂.を ニ ューラル ネ ットワークに
入 力 した ときの出 力の変化 ξ'は,
ξ μ,=Σf,(ykC2})Wik{1・2}f'(y」 《3》)Wkj{2・3)δμ,
式3-3,4に お い て,yj(3}=Ys{3》,
Σf'(ykc2))wtk(1・2)wk』(2・3)=Σf'(yk(2})wiku・2)wkj(2・3},
よ っ て ξ=ξ'.こ の 考 え 方 を0～1の 区 間 に 適 用 し て,式3-1を,
Ω(nA。)x2=R{Ω(nA.)x、},と 書 く こ と が 出 来 る.こ れ は パ ス
rl∠し お よ びn∠Lの 対 応 す る 点 η に つ い て,
Ω ∠ ηx2=R(StA。Xi)
3-4
3-5
が成立す る ことを示す.A。,∠ 。はx、,x2か らx。を生成する演算子 である.式3-5は
式3-2が成立 す る とき,学 習 の完 了したニュー ラルネ ッ トワー クの未学習デー タに対す
る 出力値 の性 質 を記述 している.
n次 元超立 方体 のexclusiveOR学習 の,超 立方体内部 の点のニューラル ネッ トワーク
の 出力値 を表3-3Aに示 す.点 数 はn=2,3,4,5に対 しそれ ぞれ,1002,313,204,205で
あ る.こ の表 は0,1単位 に 区分 された区間 にネ ッ トワー クの出力値が入 る割合を%で 示
した もの であ る.表3-3Aでは学習が完 了 しなかった ε値 については省略 されている.
nは 次元 数,Nは 第2層 の ニュー ロン数 を示す.式3-5によりt2側のニ ュー ロン値 の分
布 はt1側 と反 対称 になる ため省略 した.uは 区分 され た区間の上限値 である.
ニ ュー ロン 出力値の 分布 はntN,ε の値 によって変化する.ま たニ ュー ラルネ ッ ト
ワー クのニ ュー ロ ン間 の結合荷重の初期値によっても変化する.学 習方程式は学習点間
の出力値 分布 に関す る制約 を導入 していないので,こ の変動は当然起 こり得る.
exclusiveOR系で は同 じ クラスの学習点を結ぶ線分 は必ず交わる.こ の線分のことを
以 下 φ線 分 と呼ぶ.2つ の φ線 分が交わっているとき,ど ち らかのクラスに属する φ線
分 に沿 っ て,片 方 の クラ スに分類 され る領域 が優越す る.こ れ を分類機能の非対称性 と
い う.n次 元超 立 方体 のexclusiveOR学習は,φ 線分が必ず交わるようになっている
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表3-3A.n次元超 立方 体 のexc]usiveOR学習の場合の未学習点の
ニ ュー ラルネ ッ トワーク出力値分布(%)
n=2
N=3:
ε ＼ロ
0.05
0.10
0.15
0,20
0.25
0.10.20.30.40.50曹60.70.80・91.0
10・64.43.0
11・64.12.7
63.06.53.6
11.04●12.9
7.13・02.1
2.52.42.53.0
2●22.22。22・6
2.92.32.22.5
2●32・32・32。8
1.71。71.72.0
3.97。3
3.56.2
2.74.1
3.76.7
2.84.9
60.4
62.8
10.3
61.9
73.1
N=・4:
??
?
【
?
?
?
」
?
?
??
??
?
?
?
?
?
??
?
?
?
?
?
??
?
?
8.54.22.8
11.55.33.7
52.99.45.3
63.66.43.7
14.06.04.4
14.45。03.4
2.52.62.23.2
3.23●23.44.0
3。83.33.03.3
2.52.22.22.5
3.93.94.45.6
2.92.82.93.5
4.27.6
5.410.3
3.65.2
2.83.8
8.921.8
4.79.0
62.0
49.9
10.2
10.5
27.3
51.6
N=5:
0.05
0.10
0.15
0.20
0.25
0.30
0.35
60.57.64.8
60.87.94.4
12.05.64.1
12.95.64.1
12.55.84.5
12.45.93.5
13.95.54.0
3.42.92.42.8
3.12.92。73.1
3.73.64.15.0
3.73.74.15.2
4.04.34.96.6
3.12D93.23.8
3.53.53.94.9
3.04.5
3.14.3
7.618.5
7.920.7
12.916.7
5.29.8
7.118.9
8.1
7.6
35.8
32.1
27.9
51.1
34.9
N=6=
0.05
0.10
0.15
0.20
0.25
0。30
0.35
24.1
9.0
26.7
60.9
13.9
14.2
14.3
?
?
??
?
?
?
?
?
?
?
?
?
?
?
??
?
?
??
??
??
?
?
?
?
??
?
?
?
??
?
?
??
?
?
?
?
?
?
??
〔」
?
?
6.5
2.5
6.1
3.2
4.8
4.8
3.9
5.2
2.4
5.0
2.8
5.1
5.1
4.1
?
?
??
?
??
??
?
??
?
?
?
?
?
?
??
?
?
?
4.6
3.0
4.4
2.7
11.1
10.5
5.9
5.1
4.1
4.8
3.1
10.7
10.5
9.8
6.8
7.5
6。4
4.4
12.9
12.6
20.3
12.5
61.6
11.4
8.8
23.4
24,2
26.8
U:区間の最大値
nニ3
N=6:
ε ＼u
0.10
0.15
0.20
0.25
0.30
0.35
0.10.20.30.40.50.60.70.80.91.0
17.0
34.6
34.4
34.4
32.3
34。0
12.310.311.59.2
3.43.23。20.6
6.22.70.83.2
5・52.41.83.0
5.63●11.71.8
4.02.70.93.2
7.0
2.7
3.1
2.0
3.2
0.5
6.36.99.210.2
3.22.84.541.9
0.63.36.639.4
2.03.16.039.8
3.23.06.639.3
2.83.34.044.6
N=7:
0.10
0.15
0.20
0.25
0.30
0.35
0.40
25.6
34.2
34.4
34.4
34.2
34.9
22.2
?
?
??
??
?
?
??
?
?
?
?
?
?
」
?
?
?
?
?
?
?
?
?
?
6.3
2.9
2.3
3.5
3.4
3.1
7.1
4.8
2.4
2.7
2.8
0.6
3.1
6.5
?
?
?
?
?
?
?
?
?
?
」
?
?
?
?
」
?
??
?
?
??
?
?
?
?
?
?
?
?
?
?
」
?
」
?
?
?
?
?
?
?
?
??
?
?
4.8
2.8
2.9
3.2
2.5
2.9
5.8
6.9
3.3
3.3
3.3
1.4
3.2
6.1
11.0
5.5
4.5
4.0
6.4
4.1
7.8
20.7
39.7
41.4
41.9
39.4
41.6
23.7
n=4
N=10:
0.1533。7
0.2036.1
0.3536.3
5.10.54.80.1
2.75.30.05.5
2.55.30.05.5
4.1
0.0
0.0
1.41.14.944.3
0.15.73.041.6
0.25.53.041.7
N=11:
0.20i33.85.05.30.00.74.80.25.60.144.4
0.30i31.74・92.62.72.51.02.91.75.744.4
n=5
N=14:
0.20i41.54.1 3.60.91.72.90.83.23.038.3
U:区間の最大値
単位:%
特 異 な系 であ っ て,分 類 機 能の非対称性が現れ易い.情 報科学の分野でexclusiveOR
の 学習 が代 表 と して選 ばれ ているのは,線 形分類不可能,か つこれ以上分類が困難な
系 は な いため と思わ れ る.
表3-3Aより次 の よ うな傾 向が見 られ る.
1.nが 大 き くな る程分 布が対称形になる.
2.nが 大 き くな る程 未 学習点の出力値が0,1に近付 く.
3.Nが 大 き い程分 布が対 称形になる確率が高い.
表3-3Aから判 断 す る限 り,n≧4,N≧1⑪ では問題な くニ ューラル ネッ トワー クで
推測 が可 能 な領域 であ る といえる.
3.1.5.未 学 習 点 の 分 類作 用(4分 類 系 の場 合)
exclusiveOR系以 外 の 分 類 にお い て,Rt2≠tl,Rt1≠t2と なる場 合 につ いて
検 討 す る.解 析 を 容 易 にす るた め,多 くの 分類 問 題 の 中か ら入 力デ ー タ番 号 に 関 し対 称
性 を 有 し,部 分 的 にexclusiveORの性 質 を持 っ てい る系 を選 ぶ ことにす る.そ の条件 を
満 足 す る 分 類 問 題 の 一 つ と して,次 の様 に定 義 され る入 力,教 師デ ー タ,
xt={(clPc2,c3fc4),Q(c、,c2,c3,c4)},i=1～8,
tk・={δil,δi2,δtヨ,δ 査4},k=1～4,
で 定 義 さ れ る 系 を選 ん だ.ベ ク トルc.kはkと い うク ラス に属す る学 習 点 の座 標 を あ ら
わ す.Ckのz成 分 はOで あ る.δ 重kはデル タ関 数 であ る.Qは{Ck}を{Ck・}と
す る変 換 を 表 わ す.こ こ で は,C、,C2,C3,C4のXty成 分 を,
(O,O),(1,0),(1,1),(0,1)と す る.Qの 具体 的表現 は,
Q、=(1→3,2→4,3→1,4→2;z刊),
Q2=(1→4,2→3,3→2,4→1;z+、),
Q3=(1→3,2→2,3→1,4→4;z"、),
Q4=(1→4,2→1,3→2,4→3;z+1),
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であ る.こ れ ら以 外 のQ。の定義 もあるが,そ れ らはQ、～Q4の どれかに帰属でき独立
では ない.こ こでz+1はCk座標のz成 分 を+1と す ることを表わす.こ れを4分 類系
と呼ぶ ことにす る.上 記の例 は3次 元の場合 である.よ り高次の場合を付録2に 示す.
Xtの中 に含 まれ るQ。変換の種類 によって4分 類系を識別す る.
各分 類 の特徴 は次 の通 りであ る.
Q,:4つ の φ線 分 が一 点で交わ る.
Q,=2つ の φ線 分 が一点 で交わ り,そ れが2組 ある.
Q,:2つ の φ線 分が 一点 で交わる.
Q4:4つ の φ線分 が どれ も交わ らない.
Q,,Q,はexclusiveOR系と同 じように二 つの φ線分が交わる場合であ る.
表3-3Bに,4分類系 の学 習にお ける立方体内部の点のニュー ラルネ ッ トワ 一ー一.クの
での 値 を0,1単位 に 区分 され た区間にネ ッ トワークの出力値が入 る割合を%で 示す.
N=6,ε=0,25,内 部点 数は313であ る.uは 区分された区間の上限値である.1つ
のQ。の 中で はkの 順序 に よって分布が示され ている.
この 表か ら次 の こ とが観測 され る,
Q1:ク ラス2に 属 す る φ線分に沿った領域が他のクラスの領域よ り大きい.
N,ε を6-・7,0、1≦ε≦0,4の範囲で変化させ11種の相異 なる組 み合わせで計算 した
ところ,ク ラス1,2,3,4に属する領域がそれぞれ2,2,4,3回優越 となった.一 つの クラス
に属す る領 域 が競 合 によ り優越 となるが,ク ラス番号は学習条件 により不定になってい
る.こ れ は上記 のQ、 の特 徴 と矛盾 しない.
Q2;ク ラス3,4に 属す る2つ の φ線分 に沿 った領域が他の2ク ラスの領域よ り大 き
い.N,ε を変化 させ て14種の組み合わせ で計算すると,ク ラス対(3,4),(1,2),
(L3),(2,3)がそ れぞれ7,5,Ll回優越 となった.Q,の特徴は φ線分の交わ りが独
立 に2個 存在す る ことであ るか ら,対 番号不定 で2つ の クラスの領域が拡大す る理由が
理 解 出来 る.
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表3-3B.4分類問 題 の場合 の未学習点の
ニ ュー ラル ネ ッ トワー ク出力値分布(%)
N=6,
??
Q1
Q2
Q3
Q4
ε=O,25,
0.10.20。3 0.40.50.60.70.80.91.0
?
?
?
?
?
?
?
?
?
?
?
?
?
?
?
?
?
?
?
?
」
?
?
【
?
?
?
?
?
?
?
?
?
?
?
?
?
?
?
?
?
?
?
?
?
?
?
?
?
?
?
?
?
?
?
?
?
?
?
?
?
」?
?
?
?
?
?
ー
?
?
?
?
?
?
?
?
?
?
?
ー
?
「?
【
?
?
?
?
?
?
?
?
?
?
?
?
?
?
?
?
?
?
?
?
?
?
?
?
?
?
?
?
?
?
?
?
?
?
?
?
?
?
?
?
?
?
?
??
?
?
?
??
?
90,02,21,3
79.25,02,7
62.14.82,9
54,87.14,4
1,00.80,70.7
1.91.6
2.32,1
3,53.0
1.51.5
2.22.0
3.03.2
0.8LO1,4
1,61.92.8
2.84.314,5
3.54,912.5
?
?
?
?
?
?
?
?
?
?」?
?
?」
?
?
?
?
?
?
?
?
?
?
?
?
」
?
?
?
?
?
?
?
?
?
?
?
?
?
?
?
?
?
?
?
?
?
?
?
?
?
ー
??
?
?
?
?
?
【
?
?
ー
?
?
『
?
?
?ー
?
【
?
【
?
「
?
【
?
?
?
?
?
ー
?
?
??
?
?
ー
【
?
【
?
?
?
?
?
?
?
ー
?
?
?
?
?
?
?
?
?
?
?
?
?
?
??
?
??
?
ー
?
【
?
?
ー
?
?
?
?
?
?
?
?
?ー
?
??
?
?
?
?
?
?
?
?
?
??
?
?
?
?
?
?
?
?
?
ー
?
?
?
?
??
?
?
?
?
?
?
?
?」
?
【
「?
??
?
?
ー
?
?
?
?
?
?
?
?
?
?
?
?
?
?
?
?
?
?
ー
ー
?
?
?
?
?
?
?
?
?
?
?
「?
?
?
?
?
?
【
?
?
?
?
?
〕
?
?
??
?
?
?
?
?
?
?
」
?
?
?
?
ー
?
?
?
?
?
?
?
?
?
?
?
?
?
?
?
?
?
?
??
?
?
?
?
【
?
?
?
?
?
?
?
?
?
?
?
?
?
???
?
?
?
?
【
?
?
?
?
?
?
」
?
?
?
?
ー
?
?
》
?
?
?
?
?
「?
ー
【
?
N:第2層 の ニ ュー ロンの個数
U:区 間の最 大値
Q。:置 換 の種類,一 ・つの置換の中ではクラス番号順 に分布(%)が 表示 されている.
Q3:ク ラ ス3に 属 す る φ線分 に沿った領域が大き く,ク ラス1に 属す る領域が小 さ く
なっ てい る・ クラス1と3の φ線分は交わ るので,こ れ は予想 出来る.N,ε を変化 さ
せ て14種の組 み合 わせ で計算 した場合,こ の タイプの分布がll回,全体 に平均化 した
場 合 が3回 であ った.優 越 となるクラスの番 号は1,3がb,5回ずつであった.こ れ らの
結 果 はQ,の 特 徴 と矛盾 しない.
Q4:ク ラス2,3に 属 す る2つ の φ線分 に沿った領域が他の2ク ラスの領域 よ り大き
い.Q2の 特 徴 に類似 して いるが,φ 線分 は交わ ってはいない.N,ε を変化 させた24
種の 組 み合 わせ 計算 の結果,優 越 クラス対は(2,3),(3,4)がそれぞれ23,1回であっ
た.こ の対 番 号の 再現 確率 の高 さはQ2とは異質のものである.従 って複数の クラスの
競 合 に よっ て分布 の偏 りが生 じたのではな く,他 の原因を考 える必要があ る.
4分 類 系の 場合,入 力 デー タを他のデー タと交換す る変換Tに つ いて,
Ω(TXt)=ΩXi,が 成立 しなけれ ばな らないが,表3-3Bからこの関係は明 らかに
成立 しない.こ の現 象 を説明す るには,学 習の効率 という考 えが必要 である(3,3.1節).
4分 類 系 にお い てもニ ューロン出力値の分布には大 きな偏 りがある.φ 線分上の推測
点 以外 の予 想 につ い ては,学 習条件 による多 くの不確定要素が存在する.従 ってニ ュー
ラル ネ ッ トワー クで推測 可能な領域は,φ 線分上の点の他は,学 習点 の近傍の小 さな
領域 であ る とい える.
3.2Fitting
QSAR解 析 に適 したニ ュー ラルネ ッ トワークは,2.3.2節で示 したMR型 ネ ッ ト
ワー クであ る.こ こで はQSARに 頻繁 に用 い られているy=x,y=Ix-al
関数 か らサ ン プ リン グしたデー タを用 いて,MR型 ネ ッ トワー クの動作特性を調べ る.
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3.2.1直 線(y=x)に おけるfitting
MR型 ネ ッ トワー クへ の入力 としてy=xを,教 師データとしてy=xを
それ ぞれ21点で離散化 した デー タを用いた.前 者は測定 の時間間隔に,後 者は測定値に
対 応す る.
MRネ ッ トワー クの ε値 は第L2層間 と2,3層間で異 なる値 を用いた方が学習速度の
面 か ら望 ま しい ことが 経験 的に知 られている.ε{2)～2Xε(3}にとって不都合は
な かっ た.以 下 の研 究 で はそのよ うにとり,第3層 の ε(3}をεと言 うことにする.
εお よ びNを 変 化 させ,E〈0.0001が満足 され るまでに要 したバ ックプ ロパゲーション
の計 算 回数 を表3-4に示 す.XXXXは学習速度が遅 いため計算を途 中で中止させたことを
示 す.学 習完 了後 のニ コ.一ラルネ ットワー クの 出力値 と教師データとの差の2乗 和を
表3-5に示 す.
学習 の完 了 したネ ッ トワー クでは目的 とした関数機能が ε,Nの 値 に依存せず実現
され てい る.ε 値 をO.15以上にす ると学習速度は速 くなるが,生 成す るネ ッ トワークの
機能 は不 十分 であ る.y=xの ような単純 な関数 は εを大き くとることによ り学習速度
は速 くな るが,QSARに 適用するには小 さめの値(～0.05)を設定するのが安全 では
な いか と思 われ る.
MR型 ネ ッ トワー クの内挿機能 を次の様に して調べ た.0,1区間に211点を取 り各点 で
のネ ッ トワー クの 出力値 を計算 し,y=xと の差 を求め た.こ の差の分布を表3-6に
示 す.区 間は(min,max値)*10"3で示 し,kは その区間に入 った差の数である.
差の 分布 は正規 分布 とは異なっている.ニ ュー ラルネ ッ トワー クの内挿精度 は優れ て
いる.こ の精 度 は 目的 とす る関数がy=xnで あっても保たれていた.
次 にMR型 ニ ュー ラル ネ ッ トワークの外揮機能 を調べた.ε=0.⑪5,N=2の とき,
入 力デ ー タ値1,24で一5%,1.43で一10%の誤差 を生 じ,N=5で は,1.29で一5%,
L48で一10%の誤 差 であ った.外 挿の場合は内挿に比べ ると精度 は劣るが,そ れ でも
最 大 の測 定範 囲+20%ま では注意 して使用できる範囲と思われ る.
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表3-4.MR型 ニ ュー ラル ネ ッ トワー クの学習回数(y=x)
ε＼N 2 3 4 5
0,005 XXXX 5441 6673 9999
0.Ol XXXX 17033 3675 7147
0.02 37300 2810 2021 2125
0.05 ll888 244 756 690
0.10 10310 163 llO 350
0.15 9602 5303 7026 191
0.20 6158 6317 127 108
0.25 4824 53 51 69
表3-5.MR型 二a一 ラル ネ ッ トワー クの出力値 と期待値 の差の2乗 和(y=x)
石＼N 2 3 4 5
0,⑪05 XXXX 0.000570.000560.00063
0.01 XXXX 0.000880.000550.00059
0.02 0.001120.000550.000570.00058
0.05 0.000790.000740.000600.00063
0.10 0.000690.000750.⑪0090 0.00088
0.15 0.000640.000650.000610.00146
0.20 0.000630.000600.001950.00243
0.25 0.000610.001680.003720.00349
表3-6.MR型 ニ ュー ラルネ ッ トワー クの出力値 と期待値の差の分布(y=x)
mlnma区 k
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min:区間の 最小 値,単 位 は10『 ㍉
max:区間の 最大 値,単 位 は10-3
k:(min,max)区間 に 入 る差 の数
最 大 の 出 力 値 をOmaxと し,こ れ を与 え る入 力 デ ー タをXiと す る.Xiの 正 方 向の
微 小 変 化 を △ と す る.Xi→Xi+△ ≡x。 。の時 の 式2-2は,
Oex=f(y。x),
yex=Σw、.m。KXex=ΣWLmaK(Xi十 △)=ymaK十(ΣWi.max)△,3-6
と な る.従 っ てex点 で の 偏 微 分 係数 は,
δO。x/δxeK=f'(y。x)Wi.maK
=f'(y m。x)Wt,max+f"(Ymax)Wi.maK(ΣWLmaK)△,3-7
で あ る.f'(yma.)Wi._=f(y。ax)=1に 注 意 し て,次 の 関 係 を 得 る.
δOex/δx。K=f,(ymax)Wi ,max{1十(ΣWi,m。x)△
-2f(Y
m。x)(ΣWi,max)△}～1-(ΣWi..ax)△.3-8
こ こ で,△ は 小 さ い 正 数,ΣWi ,,,a.は正 の 数 で あ る の で,
δ0_/δx,〉 δO。x/δx。 。>>O,3-9
とい う関係 が △の小 さい間 は成 り立つ.従 って外挿にお いてもネ ッ トワー クの出力値 は
単調 増加 であ る.こ の性 質 によってMR型 ニューラルネ ッ トワークを用いてより強い
生物 活性 を有す る未 知化 合物の予測が可能である.
3.2.2y=klx-alに お けるfitting
y=klx-alと い う関数は生物活性 と構造デー タ間 に しば しば現れる関係 である.
kは 定 数 であ る.こ の 関数 はx=aで 微分値 が一義的でない.そ の点 ではニュー ラル
ネ ッ トワー クの学 習方 向が定義できず,ネ ッ トワー クのfitting機能が十分 ではなくな
る.し か しどの程 度不 十分 なのか数値計算で調べる必要がある.
MR型 ニ ュー ラル ネ ッ トワークの入力デー タとしてy=xを,教 師データとして
y=lx-0,51を 用 い(⑪,1)区間を21点でサ ンプ リングした.学 習は ε,Nを 変化
させ,E〈0、005まで行 った.結 果を表3-7および3-8に示す.連 続微分可能 な関数の
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場 合 と異 な り,Eを その値以上小 さ くす るためには大 きなN値 と多 くのCPU時 間を
要す る.
学 習 の完 了 したネ ッ トワー クでは εおよびNの 値に依存せず 目的 とした関数機能が
実 現 され て いる.ε を0,20以上にすると学習速度 は速いが,学 習が振動 し完了しない
こ と もあ る,{),02以下 で は学習速度が極 めて遅 く実用にな らない.
学 習 完 了時 のネ ッ トワー クの内挿機能 を次の様に して調べた.0,1区間に211点を取 り
そ の各点 のネ ッ トワー クの出力値 を計算 し,y=lx-O.51と の差を求めた.
この 差 の分 布 は表3-9であ る.区 間は(min,max値)*10-2で示 され ている.
y=lx-0.51の 場合,y=xの ような全区間学習可能 な関数と異な り,
MR型 ニ ュー ラル ネ ッ トワークのfitting能力は1オ ー ダ程度低 下する.真 の関数値と
の 差 は正規 分布 で は ない.
この型の 関数 を構 造活 性相関研究に使用す る目的 は,最 大お よび最小値を与 える
入 力デ ー タを求 め る ことにあると思われる.ニ ュー ラルネ ッ トワークの出力か ら,
それ らを計算 し表3-10に示 した.関 数域0～1の 範囲にお いて,10-3の精度 で最大
お よび最 小値 を与 える入 力デー タが求めることが出来,MR型 ニューラル ネッ トワーク
の構造 活性 相 関研究 へ の適用には問題がないのではないか と思われ る.
3.3ニ ュー ラル ネ ッ トワーク法の聞題点
3.3.1非 対称性分類の問題
ニュー ラルネッ トワークの分類においてみられる非対称性の問題について検討する.
非対称性は2つ の要 因に由来している.一つは,学習方程式は学習点以外について
は規定がないため,φ 線分の交わ りによる学習点間の分類機能が複数種実現される可能
性 である.こ れはいわゆるローカル ミニマムに収束する問題とは異なる.
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表3-7.MR型 ニ ュ ー ラ ル ネ ッ トワー クの 学 習 回 数(y二Ix-O,5D
ε＼N 6 7 8 9
0.Ol XXXX 45361 XXXX XXXX
0.02 23383 42789 XXXX 26313
0.05 5212 14B7 10705 23768
0.10 19085 6707 6981 18600
0.15 4342 2507 2012 13719?
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表3-8.MR型 ニ ュー ラル ネ ッ トワー クの出力値 と期待値の差の2乗 和(y=lx-O.5D
ε＼N 6 7 8 9
O.01 XXXX 0.0204 XXXX XXXX
0.02 0.01980.0206 XXXX 0.Ol98
0.05 0.02540.01990.01850.0279
0.10 0.01970.01840.01830.0189
0.15 0.03260.03910.04040.0191
0.20 ■ ■ 曾, 0.Ol840.03760.0330
0.25 }, 0.0190 .02210.0192
表3-9.MR型 ニ ュー ラル ネ ッ トワークの出力値 と期待値の差の分布(y=lx-0,5D
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min:区間 の最 小 値,単 位 はlOff2,
max:区間 の最 大 値,単 位 は10-2
k:(mi皿,max)区 間 に入 る差 の 数
表3-10.y=ix-0,51の最 小 値 を与 えるxと
ニ ュー ラル ネ ッ トワー クか ら計 算 され たx値 の 差
ε＼N 6 7 8 9
0.Ol XXXX 一〇,0005 XXXX XXXX
0.02 一〇.0005 一〇,0010 XXXX 一〇。0005
0.05 一〇,0014 一〇,0005 一〇,0005 一〇.0005
0.10 一〇,0005 0.00000.0000一〇,0005
0.15 一〇,0005 一〇,0010 一〇,0014 一〇.0005
0.20 ● ■r幽 ● 0.GOOO一〇,0014 0.0000
0.25 幽 ●, 0.00000.0005 0.0000
N:第2層 のニ ュー ロン数
も う 一 つ は 式2-9に見 られ るデ ル タル ー ル の非 対 称 性 で あ る.す なわ ち,
x、,x2と い う入 力 デ ー タ が ク ラスt、,t2に 属 し,t、 ≠t2か つxl<x2の とき,
x、,x2の 中 間 点Xlを 入 力 した と きニ ュー ラル ネ ッ トワー クがt1!t2の 中間 の値O,
を 出 力 した と す る.こ の と き,d1=(Oi-t、)f'(yt),
d2=(Oi-t2)f'(yi),ゆ えにdl=d2.し たが っ て式2-9より,
δWtj(。tX、)〈 δWij(。tX2)で あ る.こ こでXl入 力時 を。tX、と書 く.
次 の サ イ クル で の 各 変 数 は{2}で識別 す る.
δy1{2)(atx1)=δw畳j(。txl)x1=一 一dlx12ε
==一(Oi-t1)f'(yi)x12ε ,
f'(y重{2))=f'(yi)+f"(yi)δy邑(2)Gtxl)
=f,(yi)[1-f　 (yi)(Oi-tl)xl2ε],
δOl(2)(a, .x1)=f'(y蚤{2})δyi(2》(atx1)
～ 一[f'(yi)]2(○ 、-t1)x12ε,
d1(2)=(OiE2》-t1)f,(yi(2))
=={Oi-tl+δ0、 く2)(atX1)}f'(y藍{2))
～(Oi-t1)f'(y重){1
-x12ε[(O i-tl)f口(yi)+[f,(y1)]2]}
3-10
3-11
3-12
3-13
[]内の値 が～1の よ うな学習の初期 では,δWiJ{2)(。tX、)〉δWiJ(2)(。tXz)
であ るが,Eが 小さ くな ると[]内 が～Oと な り,δWtj(2)(atX、)〈
δWijく2)(。tX2)とな る.す なわち入 力ベ ク トルの大きな値を持 つクラスの方が
効 率 的 な学習 が行わ れ る.
この非対称 性 を除去す る ことは3、1,4節に示 したような問題に対称性が無いと困難で
ある が,軽 微 にす ることは可能である.以 下に述べ る方法 はその一例である.
入 力パ ター ン(ベ ク トル){Pi},及 び教 師パター ン{t且},の 各要素 は0と1の
間 に スケ ール され てい るものとする.こ の とき{Pi}お よび{妖}の 逆ベク トル
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{Pi}={1-pt},{石}={1-ti}を 定 義 す る,
これ らの ベ ク トル を 用 い る と,次 の4組 の バ ックプ ロパ ゲー シ ョン学習 の組 み合 わせ が
考 え られ る.
1:[{x},{t}],2:[{x},{t}],
3:[{x},{t}],4:[{x},{t}]
これ らの うち 入 力 デ ー タの性 質 に よ っ ては等 価 な学習 が あ る.等 価 な学 習 を除 き有効 な
学 習 の 数 をNと す る,N個 のバ ッ クプ ロパ ゲ ー シ ョ ンの 結 果得 られ たネ ッ トワー クの
出 力 を次 の 式 で 合 成 す る.
ε1,2ε3,4
0」,=N一i{ΣO【J十 Σ(1-Oij)}3-14
【jI」
こ こで1は バ ックプ ロパゲー ションの組の番号,O【jはその組に属す るニ ューロン
の 出力値 を表 わす.こ の一連の操作を対称学習2ωと命名す る.
も し入力,教 師デー タ間 にexclusiveORのよ うな対称性 があ るのな らば,3、L4節の
表 記 で(Ωx1+Ωx2)/2,と すればパ スn∠.,rI∠]。の集合で定義される超平面に
つ い て対称 な分類 機能 が実現できる.
3.3.2SARデ ー タの特徴
こ こでSARデ ー タの特徴について議論す る.SARの 教師デー タは生理活性の強度
順 に,t、<tz<...〈t。rの 様に順序づ けられ たデー タであ る.入 力データはi
とい う物理 化学 的 な性 質 について,x。」=f、(t」),な る関数関係 を満足する.
この とき2つ の μ,vに 関す るφ線分が交わ る可能性 は,f。=f。あるいはf。='-fv
であ りかつ,μ,ッ に対 して別 々のスケー リングを行った時であ る.こ の条件が共に成
立す るこ とは無 い.従 ってSARに ニ ュー ラルネ ッ トワー クを適用 した場合,φ 線分
交 叉 による推測 機能 の不確 定性 は考慮 しな くて良い。
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3.1.3節の 議 論 か ら,等 級t、 に帰 属 す べ き入 力デ ー タ μの 範 囲が(x。 .m、n,x。,m。x)
で あ る と き,X。,、 がXμ,min≦X",」≦X" .maxならば,φ 線 分 に沿 っ てt」の 領域 が存
在 す る の で ほ ぼ 正 確 な 推 測 が可能 であ る.X。 .」がX。.j<X。,mt。,X。.man〈X、,.」な
らば,点x。,。t。,x。,m。xの ご く近 傍 で は正 しい推 測 が 出来 るが,そ れ以 外 で は3.3.1
節 の 議 論 か ら,入 力 ベ ク トル の大 きな値 の 等級 側 に片 寄 っ た推測 に なる.
付 録3に 示 し た微 分 バ ッ ク プ ロパ ゲ ー シ ョ ン法 を適 用す る と,或 る特 定 の等 級 間 につ い
て 片 寄 りの 是 正 は 可 能 で あ る.但 しそ の適 用 を行 わ な くともSAR教 師 デ ー タの性質 に
よ り,最 大 誤 差 は+1等 級 であ る.
3.3.3収 束の困 難 な学習の問題
学 習 は設 定 され 誤差 関数値の閾値以内に至 るまで繰 り返され るが,極 端 に小さい
閾値 を設定 す ると学 習 は完 了 しない.パ ーセプ トロンの収束定理 によ り,無 限のニュー
ロ ンを用 いれ ば学習 は理 論的には完了す るが,シ ミュ レー タでは有限のニ ューロン数,
計算 時 間,数 値 計算 誤差 の存在下で学習す るので,閾 値の最小値が存在する,そ れは経
験的 に1⑪一5～1⑪　6であ る.
ニ ューラル ネ ッ トワー クでの学習が困難 な問題がある.こ れ らの問題は しば しば薬物
の構造 活性相 関 に現 れ,誤 差関数Eの 微分値が一義的 でな く学習方 向が一定でな くなる
こ とが原 因であ る.現 象 と して,分 類 と関数fittingでは次の様 に顕れ る.
分 類 にお ける学習不 可能 とは,入 力デー タ(Xi,Xj),教 師デー タ(t、,t2)に
於 いて,Xt=Xj,t、 ≠t2と なるデー タを含む場合であ る.こ の場合,式2-3のEは
～0.5とな り学習 は完 了 しない.こ れ をデー タ関係の矛盾 と呼ぶ.こ の とき,
Xi,x、を除 くデー タ関係の矛盾のない部分集合{x} ,{t}に っいては学習が
行 われ,正 しい分類 が行 われ る,デ ー タ関係の矛盾が存在する場合,
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alIdata
Eav.=N-1ΣE!
1
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を学 習完 了の指 標 とす る ことが可能 である.こ こで,Nは 全デー タ数である.
fitting問題 にお いて学習不可能な場合 は,目 的関数の微分値が一義に定ま らない
場 合 に見 られ る.こ の とき学習不可能点が関数の局所に限定され ていれ ば,ニ ュー
ラル ネ ッ トワー クに よって実用に支障の無 い精度のfittingが実現出来 る.こ のとき学
習 に用 い る閾値 は最 大10-2程度 であ る.こ れ以上の閾値を用 いなけれ ばな らない聞題は,
MR型 ニ ュー ラル ネ ッ トワークで処理 しても有用 な結果は得 られ ない.
3.3.4因 子解析
構造活性相関の研究では入力パラメータの薬物の生物活性の強度に及ぼす程度を知る
必要がある.こ れ は因子解析と呼ばれている.重回帰分析法のような線形解析では相関
係数を解析することによってこの目的は達成できる.しか し,非線形動作をするニュー
ラルネッ トワークでは相関係数の意味はなくなるため,これに代わる何らかの方法を考
える必要がある.こ の間題 は第5章で取 り上げる.
3.3.5ネ ッ トワー ク出力の不変性
構造活 性相 関 のデー タには無視 出来ない誤差が含まれ ている.こ の誤差 を考慮 した
とき,パ ー セ プ トロン型 ニ ューラルネ ッ トワー クの出力値がどのよ うに変化す るのか
を考 察す る必要 があ る.こ の問題の詳細 な議論は付録5に 示すが,結 論は,パ ーセプ
トロ ン型 ニ ュー ラル ネ ッ トワークの分類機能は重 回帰分析法 と比較 して誤差の影響 を
受 けに くい ことが証明 され る.
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3.4ieave-one-Ollt法
分 類 お よ び 関 数fittifi9にお け る予 測の 妥 当性 の尺 度 と して,1eave-one-out法が
しば しば 用 い られ て い る.測 定 デ ー タが ほ ぼ線 形 の 関 係 にあ る とき,そ れ を1次 多項 式
の 識 別 関 数 で予 想 す る場 合,leave-。n芒一⑪ut法は妥 当 な判 定 法の 一 つ であ る.
ニ ュ ー ラル ネ ッ トワ ー ク にお い てleave-one-out法を形 式 的に 実施 す る と,次 の様 に
な る.
除 去 す る学 習 点 の 入 力 デ ー タをXL,教 師 デ ー タをtし とす る.xし が任意 の 他の 学 習
点 の 入 力 デ ー タXKお よ びXMに つい てXK〈XL<XMと な る状況 に あ る場 合,3.1,3
お よ び3,2,1節にお け る 議 論 に よ り,
tK=・tL=tMな ら ば,XK,XM点 を結 ぶ φ線 分 がtK・=tM・ ≠tKを 満 足す る
XK・,XM・点 を 結 ぶ φ線 分 と交わ らな けれ ば,XLを 除去 した学 習結 果 か ら
tしを 予 想 出 来 る確 率 は 高 い.
こ れ 以 外 の 場 合 はXLを 除 去 す ると全 く異 な る学 習 を行 うこ とに な り,予 想 は当然 出来
な い,以 上 の理 由 に よ り,ニ ュ ・ー一ラル ネ ッ トワー ク にお い てleave-。ne-。ut法を形 式的
に実 施 し て も,ニ ュ ー ラル ネ ッ トワー クの 予測 機 能 を判 定す る手段 には なっ てい な い
こ と が 判 る.ニ ュー ラル ネ ッ トワ ・ー一一ク を用 い てleave-ene一⑪ut法を重 回帰 分析 と同 じ
よ うな 意 味 で 予 想 判 定 の 手 段 とす る ため に は,対 象デ ー タが 同一 の カテ ゴ リー に属す る
範 囲 で か つXK<XL<XMを 満 た さ ない集 合 の外 周 に属 す るXLを 除 くleave-one-oロt
操 作 を 行 う必 要 が あ る.
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第4章 ニ ューラルネ ッ トワー ク法の活性相関研究への応用
4.1等 級 活性 分 類へ の応 用
ニ ュー ラル ネ ッ トワー ク法の 分類 動 作の 応 用 と して,ノ ル ボル ネ ン誘導 体 の
13C-MRケミカル シフ トと誘導 体 の2種 の コ ンボ メー シ ョ ン(endo,exo)の
関係21)を学 習 し,未 学習 の誘導 体 の コン ボメー シ ョンを予 測す る 問題 と,マ イ ト
マ イ シン誘導 体22)及び ア リル ア ク リロイル ピペ ラ ジン誘 導 体23)の生 物活 性 の等
級分 類及 び予 測 問題 を研 究 した.
4.1.1ノ ル ボル ネ ンの13C-NHRケミカル シフ トと コ ンボメー ション との
関係
用 いた ノル ボル ネ ン誘 導 体 を図4-1に示 す.表4-1に 誘導 体 の ノル ボル ネ ン
骨 格 の各炭 素原 子(Ci-C7)のi3C・NMRケミカル シ フ トの デー タを示 す.そ こに
示 され た数 値 は対応 す る誘 導体 の 置換 基 の ない基 本 骨格 の 化合物 か らの ケ ミカル
シフ ト差 であ る.
ニ ュー ラル ネ ッ トワー ク構造 はN(7,14,4)とし,第2層 の ニ ュー ロンの α,
ε及 び θの 値 を1.5,0.2,0.0とし,第3層 のそ れ らの値 を3.0,0.2,0.0と
した.(な お,こ れ らの値 を1.0,0.1,0.0として も結 果 は変わ らないこ とを確
認 した.)出 力層 のニ ュー ロ ン数 を4と したの は,出 力へ の無 意味 な数値 の 混入
の 程度 を調 べ るた め であ る.教 師 パ ター ン と して,endoに は(0,1,1,0)を,
ま たexoに 対 して は(1,0,0,Dを提 示 した.表4-2は 学 習の 繰 り返 し回数60で
の 出力結果 であ る.化 合物 番 号1～25は 学 習 に用 い,26～38は 未知 デ ー タ と して
予 測 させ た結果 であ る.こ の程度 の学 習 回 数 にお い ても,出 力ベ ク トル は
(1,0,0,1)また は(O,1,1,0)に十分 近 く,分 類 は完全 に行わ れ て いる.未 知化
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図4-1.パ ター ン認 識 の 対 象 と した ノル ボ ル ネ ン類
表4-1.ノ ル ボ ル ネ ン の13C--NMRケ ミカル シ フ ト値 と コ ンボメ ー シ ョン
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(点線以下は未学習データ)
表4-2.ニ ュ ー ラル ネ ッ トワー クの 出 力値 と コン ボ メ ー シ ョン
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(点線以下 はネ ッ トワー クによる予測値)
合物 デ 一ータに対 す る予 測 で は,数 値の 混入 が み られ るが,endoお よびexoの
教 師 ベ ク トルの 各要 素 の数値 を比 較 して コ ンポ メー シ ョン を判断 した(表 右 端).
その結 果,1つ の 化 合物(No.31)につ い ての み誤 っ た判断 が な され た.し たが っ
て正答 率 は,12/13=0.92であ り,線 形 学 習機械 法 お よび ク ラス ター分析 法 の
11/13=0.85より良 い結 果 が得 られ た.24}
4.1.2マ イ トマ イ シン誘導 体 の等 級活 性分 頚
森 口18)らは 自 ら開発 した等 級分 類 法 で ある適応 最 小2乗(ALS)法 を用 い マイ
トマ イシ ン誘導 体 の等 級活 性分 類 を行 って いる.こ の結 果 と比較 す るため,文 献
よ り同 じデ ー タを引用 し,ニ ュー ラル ネ ッ トワー クに適用 した.ネ ッ トワー ク構
成 をN(6,12,5)とし,第2層 の 二a一 ロンの α値 を2.5,第3層 のそれ を5.0
に設 定 した.ε 及 び θは0.1及 び0.0に 設定 した.入 力 デー タ種 はF.,δm-x,
Vw..,Y。-Me,Y。H,及びE。-zで あ り,そ れ らの値 を0.1と1.0の 間 に ス ケー
ル して用 い た.こ こで,最 小値 を0.1と した理 由 は,0に 設 定す る と,そ の値 を
有 す る第1,2層 間の結 合 荷重 の学 習 が不 可能 に な る こと を避 け る ため で あ る.
抗 ガン活性 の5段 階(3+～ 一)の 等 級 に 対 し5個 の要 素 を有 す る教 師ベ ク トル を
対 応 させ た.例 えば,+2の ラ ン クに対す る教 師パ ター ンを(0,1,0,0,0)とした.
表4-3に入 力デー タお よび 出力ベ ク トル を 示す,表 の右 端 の カ ラム に観 測 され た
生物 活 性等 級 と,ネ ッ トワー クの 等級 分類 を示す,す べ て の誘 導体 は正 し く分 類
され た.ALS法では正 しく分類 され な い化 合 物が1個 あ る.ニ ュー ラル ネ ッ トワー
ク法 は,こ の場 合 よ り高 い認 識能 力 を示 した.
ALS法に比べ て,ニ ュー ラル ネ ッ トワー ク法のす ぐれ た点 は,未 知 デ ー タにっい
て 予測 可能 な点 で あ る.次 に この 能 力 を示 すた め,マ イ トマ イ シン誘 導体1～16
の うち,任 意 の5つ の化 合物(2,4,7,10及 び16)を 除 い て学 習 させ,次 に除
い た化 合物 を未 知 化 合物 と してネ ッ トワー クに与 え,活 性 分 類 を予測 させ た.
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ネ ッ トワー クの構 造 とパ ラメー タは前 と同 じと した.結 果 を表4-4に 示す.正 し
く等級 分類 され て いる未知 化合 物 に対 す る予測 で は化 合物7と10に 対 しそれ ぞ
れ+1,+2等 級 の誤 りがあ るカ㍉ その誤 りは軽 微 であ る とい える.25)
4.1.3ア リル ア ク リロイル ピペ ラジ ンの等 級 活性 分 類
ア リル ア ク リロ イル ピペ ラ ジ ン誘 導体 は抗高血 圧 の生物 活性 を有 す る.関 谷23)
らは,こ れ らの化 合物 に対 しALS法を適応 し等級分 類 を試 み たが,結 果 は良 好 では
なか っ た.こ の 間題 にニ ュー ラル ネ ッ トワー ク法 の適 用 を試 み た.比 較 の ため,
化 合物 番号 及 び入 力デー タは文献 と同 じもの を用 い た.入 力デ ー タ種 は △RI,
Σx,Σ σ,1(2-OR),1(RI),及びHBの6種 であ る.ネ ッ トワー ク構 造 をN(7,14,
4)と した,入 力層 の ニ ュー ロ ン数 を7個 と したの は,常 に定 数1の 要素 を加 える
た め であ る.
予想 され た とお り学 習の 収束 は 困難 であ っ た.784回目の 学習 でのE値 は1.0
で あっ た.中 間層 のニ ュー ロ ン数 を2倍,す なわ ちN(7,28,4)とし,学 習 の 回数
を1410回と してもE値 はLO以 下 にな らなか った.こ れ は 入 力デ ー タの 中に矛盾
を 含 む ため であ る.表4-5に 入力 デ ー タ及 び 出力 デ ー タを示 す.収 束 が完全 でな
か ったが,殆 どの 化 合物 は正 し く等級 分類 され てい る.誤 りは化 合 物番 号34,35,
及 び38に お い てみ られ たが,そ れ らの 出力 ベ ク トル の要 素 は興 味深 い内容 を含
ん で い る.す なわ ち化 合物34及 び35の 出力ベ ク トル は それ ぞれ(O.OO,O.51,
0.54,0.00)及び(0.OO,O.60,0.49,0.OO)であ り,両 者 と もラ ンク2及 び3に 対
す る要素 に大 きな 数値 が入 っ てい る.こ れ は化合物34で は,教 師 パ ター ン は ラン
ク2を 提 示 してい るが,ネ ッ トワー クは,他 のデ ー タの化 合物 か ら得 られ た情報
か らラン ク3を 主張 し,一 方 化合 物35で は,ラ ン ク3の 提 示 に対 し,ネ ッ トワー
ク は ラン ク2を 主張 してい る こと を示唆 してい る.こ の よ うに 出力 ベ ク トル を解
析 す る と,デ ー タの中 にあ る矛盾 あ る いは測定 の誤 りに関 す る情 報 を得 る こ とが
一57一
表4-4.マイ トマイ シ ンのSAR予 測:
学 習 デー タ,未 学習 デー タ(点 線 以 下) の 出力パ ター ンと等級
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で き る.
ア リルア ク リロイル ピペ ラ ジンの生 物 活性 デ ー タには矛 盾 を含む ことがわ か っ
たカ㍉ 同 じデー タを用 い てニ ュー ラル ネ ッ トワー クの予測 能 力 を調 べ た.8個 の
化 合物 に関 す るデ ー タを除 いて学 習 させ,除 いた8個 の化 合物 を未 知 デー タと し
てネ ッ トワー クに与 え予測 させ た.結 果 を 表4-6に示 す.分 類 の正 答率 は19/21
=0.90であ り,未 学 習化 合物 に対す る予 測の 正答 率 は6/8=0・75であ った ・25>
以 上み て きたよ うに,ニ ュー ラル ネ ッ トワー クの基 本的 分類 動作 を薬 物 の等 級
活 性分 類 に適 用 した と ころ,現 在 もっ と も信頼 され て いるALS法よ り優 れ て いる
可能 性 が示 唆 され た.こ れ は第2章 で示 したニ ュー ラル ネ ッ トワー ク法 がALS法
の近 似 を拡張 して いる こ とが原 因 か も しれ ない.ま たALS法に ない利 点 は,未 知
化合 物 の生物 活性 強 度 を予 測 で きる こ とであ る.
4.2定 量 的構造 活 性相 関 研究 へ の応用
第2章 にお い て述べ た よ うに,MR型 ニ ュー ラル ネ ッ トワー クは非線 形重 回帰
分 析法(nonユinearmultiregressionanaユysis)に近 縁の 方法 であ る.そ して特
別 な場合 と して重 回帰 分 析法 の 近似 に変 形 でき る.QSAR研 究 で は重 回帰 分析
法 が用 い られて い る.本 節 で はMR型 ニ ュ ー ラル ネ ッ トワー ク法 をQSARに 適
用 し従 来法 の結果 との比 較 を行 う.
4.2.1カ ル ボ キ ノン誘導 体 のQSAR
カル ボ キノ ン誘導 体 は制 ガ ン抗生 物質 マ イ トマ イ シンCに 基 づ くデザ イ ンか ら,
中尾 ら26・27・35・3。・37)によっ て合 成 され た抗 ガ ン活性 を有 す る一一連 の化 合物 で,
実 際 に 医療 に用 い られ てい る.Hansch法(線形重 回帰 分析 法)2e・29・30)を用 い
一60一
表4-6.アリル ア ク リロイル ピペ ラ ジンのSAR予 測:
学習 デ ー タ,未 学習 デー タ(点 線 以下)の 出力 パ ター ン と等級
No rank1
outputpattern
23 4 class./pred.
?
?
?
?
?
?
?
?
?
?
?
?
?
?
?
?
?
?
?
?
?
?
?
?
?
?
?
?
?
?
?
?
?
?
?
?
?
?
?
?
?
?
?
?
?
?
?
?
?
?
?
?
?
?
?
?
?
?
?
?
?
?
?
?
?
?
?
?
?
?
?
?
?
?
?
?
?
?
?
?
?
?
?
?
?
?
?
?
?
?
?
?
?
?
?
?
?
?
?
?
?
?
?
?
?
?
?
?
?
?
?
?
?
?
?
?
?
?
?
?
?
?
?
?
?
?
?
?
?
?
?
?
?
?
?
?
?
?
?
?
?
?
?
?
?
?
?
?
?
?
?
?
?
?
?
?
?
?
?
?
?
?
?
?
?
?
?
?
?
?
?
?
?
?
?
?
?
?
?
?
?
?
?
?
?
?
?
?
?
?
?
?
?
?
?
?
?
?
?
?
?
?
?
?
?
?
?
?
?
?
?
?
?
?
?
?
?
?
?
?
?
?
?
?
?
?
?
?
?
?
?
?
?
?
?
?
?
?
?
?
?
?
?
?
?
?
?
?
?
?
?
?
?
?
?
?
?
?
?
?
?
?
?
?
?
?
?
?
?
?
?
?
?
?
?
?
?
?
?
?
?
?
?
?
?
?
?
?
?
?
?
?
?
?
?
?
?
?
?
?
?
?
?
?
?
?
?
?
?
?
?
?
?
?
?
?
?
?
?
?
?
?
?
?
?
?
?
?
?
?
?
?
?
?
?
?
?
?
?
?
?
?
?
?
?
?
?
?
?
?
?
?
?
?
?
?
?
?
?
?
?
?
?
?
?
?
?
?
?
?
?
?
?
?
?
?
?
?
?
?
?
?
?
?
?
?
?
?
?
?
?
?
?
?
?
?
?
?
?
?
?
?
?
?
?
?
?
?
?
?
?
?
?
?
?
0.569
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1.000
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0.000
0.000
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0.000
0.002
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0.000
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0.000
0.000
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0.030
0.022
0,017
?
?
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?
た 詳 しいQSAR研 究 は 吉本 ら3Dに よ っ て行わ れ て いる.は じめ に この間 題 に
MR型 ニ ュー ラル ネ ッ トワ ー ク法 を適 用 した.
入 力デー タは分 子屈 折定 数(MR),疎 水 性定数(π),置 換基 定数(F及 びR),
及 び立体 効 果 と疎 水 性 定数 を推 定す るた めのMR】,2及 び π1,2の6種 で あ る.
教 師デ ー タ となる生 物 活性 値 はL-1210白血 病細 胞 を接種 した マウ スの40%延
命効 果 をあ らわす 薬 量(minimumeffectived。se:MED),最大 延命 効果 を表 す 薬
量(opti皿aldose:OD)のmol/kgをCとし,log1/Cを用 い た.投 薬 は 少量 ず
つ連 続 的に投 与す る方 法(chr。nicinjection)と1回だ け投与 す る方 法(
singleinjeetion)が用 い られ て い る.
ネ ッ トワー ク構 造 に よ る結果 の違 いを調 べ る ため,N(7,12,1)及びN(13,26,1)
を 同 じ間題 へ 適用 した.す なわ ち,後 者 の 構造 には構 造 パ ラメー タとそれ らの
2乗 値,MR,、22,π;,22,π2,MR,2,F2及びR2,を 取 り入 れ結 果 に与 える影響
を調 べ た.ネ ッ トワー クパ ラメー タを表4-7に,ま た,構 造 デー タを表4-8に示
す.表4-7Bに お い て,学 習 速度 を 速め るため α値 を5.0と した.結 果 を表4-9
に示 す.表 の 中 で,clcl,2,3,及 び4(そ れ ぞれ,カ ラム3,7,11,及 び
15に対応 す る)は 文 献3Dよ り引用 した従 来方 法 で計 算 され た結果 であ り,
setA及 びsetBは それ ぞれ,ネ ッ トワー クA及 びBに よる結 果 であ る.+,
±,及 び 一 で示 した行 には ニ ュー ラル ネ ッ トワー クの結 果 が従 来法 の結 果 に比 べ
てそ れぞれ,良 か った(測 定 値 に よ り近 い),同 程 度 の,及 び悪 か っ たケ ー スの
数 であ る.ニ ュー ラル ネ ッ トワー ク法 は重 回帰 分析 法 よ り,良 い結 果 を与 える確
率 が 高 い.2乗 項 の 取 り込 み によ り結 果 はよ り改 善 され,入 力デー タ種 の 数が増
え ても不都 合 が生 じな い.
表4-10にニ ユー ラル ネ ッ トワー ク法 と重 回帰 分 析法 との 平均 偏差(MD),分 散
(variance),及び標 準偏 差(SD)を 示す.こ の表 か らわ か るよ うにニ ュ ー ラル
ネ ッ トワー ク法 は全 て の場 合 にお いて重 回帰 分析 法 を凌 い で いる.ニ ュー ラル
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表4-7.ニ ュ ー ラル ネ ッ トワ ー クの 構 造 と パ ラ メ ー タ
1ジnnrb α ε θ
A 17
212
31
20.100
-0 .05一
B 113
226
31
50.050
-0 .05一
c 114
228
31
50.05
-0 .05
0
,Layer
,bNu皿berof neurons.
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CH(OCH3)CH20CONH2
CH(C2H5)CH,OCONH2
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-0.16
0.18
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一〇.26
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-O.26
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.13
-O.26
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-0.26
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-0.13
-0.92
-0.26
-1.05
-0.13
eThedataweretakenfromtheliterature(Ref.31).
表
4
-
9
.
ニュ
ー
ラ
ル
ネ
ッ
ト
ワ
ー
ク
,
重
回
帰
分
析
の
結
果
比
較
c
h
r
o
n
.
i
n
j
.
,
1
0
9
(
1
/
C
)
s
i
n
g
,
i
n
j
.
,
l
o
9
(
1
/
C
)
M
E
D
O
D
M
E
D
O
D
N
o
o
b
s
d
.
'
c
l
c
.
1
b
s
e
t
A
c
s
e
t
B
d
o
b
s
d
.
e
c
l
c
.
2
b
s
e
t
A
c
s
e
t
B
d
o
b
s
d
.
e
c
l
c
.
3
b
s
e
t
A
`
s
e
t
B
d
o
b
s
d
.
。
c
l
c
.
4
b
s
e
t
A
c
s
e
t
B
d
? ? ? ? ? ? ? ? ? ? ? ? ? ? ? ? ? ? ? ? ? ? ? ? ? ? ?? ? ? ? ? ? ? ? ? ? ? ? ? ? ? ? ? ?
4
.
3
3
4
.
4
7
4
.
6
3
4
.
7
7
4
.
8
5
4
.
9
2
5
.
1
5
5
,
1
6
5
.
4
6
5
.
5
7
5
.
5
9
5
.
6
0
5
.
6
3
? ? ? ? ? ? ? ? ? ? ? ?? ? ? ? ? ? ? ? ? ? ? ?
? ? ? ? ? ? ? ? ? ? ? ?
4
.
0
5
4
.
6
1
4
.
3
1
5
.
2
6
5
.
1
8
5
.
1
5
5
.
2
1
5
.
2
1
5
.
5
7
5
,
9
8
5
.
7
4
5
.
5
8
6
.
0
3
5
.
9
9
5
.
5
6
5
.
5
4
5
.
9
6
5
.
5
9
5
.
9
3
5
,
8
7
5
.
4
7
5
.
7
3
6
.
3
3
6
.
1
2
6
.
1
94
.
2
6
0
4
.
6
2
9
4
.
3
2
7
5
,
0
9
7
5
.
1
0
9
4
.
9
7
6
5
,
1
3
2
5
.
1
9
3
5
.
4
6
3
5
.
9
7
7
5
.
7
0
7
5
.
5
3
6
5
.
7
9
7
6
.
0
6
7
5
,
6
5
7
5
.
4
9
8
5
.
7
2
0
5
.
5
6
4
5
.
7
6
3
5
.
8
2
4
5
.
4
3
4
5
.
7
3
2
6
、
3
2
6
6
.
1
0
4
6
.
1
0
0
4
.
3
6
2
4
.
5
4
9
4
.
2
9
7
5
.
1
4
2
5
.
0
8
7
5
.
0
0
6
5
.
2
0
6
5
.
0
4
8
5
,
5
2
5
6
.
0
2
1
5
.
7
2
9
5
.
5
7
9
5
.
8
0
8
6
.
0
8
8
5
.
7
2
8
5
.
6
1
7
5
.
7
3
6
5
.
6
1
1
5
.
8
2
9
5
.
8
7
4
5
.
4
6
8
5
.
7
7
6
6
.
2
7
2
6
.
1
2
5
6
.
1
1
54
.
1
4
4
.
2
1
4
.
5
2
4
.
5
9
4
.
6
9
4
.
4
4
4
.
7
1
4
.
8
5
5
.
0
9
5
.
4
2
5
.
1
7
5
.
2
1
5
.
0
7
5
.
3
6
5
.
3
7
5
.
3
3
5
.
2
3
5
.
3
1
5
.
2
4
5
.
7
8
5
.
3
9
5
.
3
7
5
.
3
9
5
.
7
9
5
,
2
23
.
8
1
4
.
5
7
4
.
2
7
4
.
9
6
4
.
9
2
4
.
8
9
4
.
8
7
4
.
8
3
5
.
2
0
5
.
5
0
5
.
2
7
5
.
2
3
5
.
3
7
5
.
5
1
5
.
1
3
5
.
0
9
5
.
4
3
5
.
1
7
5
.
3
3
5
.
4
3
5
.
1
6
5
.
3
3
5
.
6
2
5
.
6
0
5
.
5
04
。
0
6
2
4
.
5
6
1
4
.
2
1
1
4
.
8
9
9
4
.
9
4
4
4
.
8
0
2
4
.
8
9
3
4
.
8
6
2
5
.
2
2
7
5
.
6
2
1
5
.
2
9
4
5
,
3
2
5
5
.
2
2
9
5
.
7
4
2
5
.
3
9
3
5
.
1
8
6
5
.
2
9
1
5
,
2
4
7
5
.
2
5
3
5
.
4
9
2
5
.
2
5
7
5
.
4
8
5
5
.
6
4
9
5
.
6
6
7
5
.
4
8
84
.
1
5
5
4
.
4
5
2
4
.
1
6
7
4
.
9
2
0
4
.
8
7
4
4
.
8
0
4
4
,
9
1
6
4
.
8
1
5
5
.
2
5
3
5
.
6
5
7
5
.
2
6
4
5
.
3
3
9
5
.
2
3
9
5
.
7
3
0
5
.
3
8
8
5
.
2
3
6
5
.
3
2
9
5
。
2
9
8
5
.
2
9
4
5
.
5
3
9
5
.
2
5
6
5
.
4
9
5
5
.
6
1
3
5
.
7
0
6
5
.
4
9
4
3
.
9
4
4
,
1
2
3
.
9
3
4
.
0
7
4
.
3
6
4
.
7
4
4
.
3
2
4
.
6
8
4
.
9
4
5
.
1
9
4
.
8
1
4
.
9
6
5
.
0
1
5
.
0
9
5
.
3
6
5
.
1
6
5
.
2
6
4
.
9
0
5
.
1
8
5
。
4
0
5
.
1
6
5
.
4
5
5
.
8
6
5
.
6
2
4
.
2
3
3
.
5
8
4
.
7
4
4
.
7
7
4
.
5
5
4
.
6
1
5
,
0
1
5
.
5
1
4
.
7
9
5
.
1
3
5
.
1
8
5
.
5
9
5
.
5
2
5
.
0
2
4
.
9
1
5
.
3
0
5
.
5
1
5
.
1
8
5
.
2
8
5
.
6
5
5
.
6
4
5
.
4
2
4
.
2
6
0
4
.
3
8
7
4
.
2
6
8
3
.
8
2
5
4
.
6
5
8
4
.
7
4
6
4
.
5
3
0
4
.
6
1
1
4
.
9
9
7
5
.
5
2
4
4
.
5
5
9
5
.
1
0
0
5
.
1
9
1
5
.
6
2
6
5
.
5
3
9
5
.
0
2
4
4
.
9
0
7
5
.
2
8
6
5
.
1
5
7
5
.
1
9
5
5
.
2
5
9
5
.
7
5
1
5
.
6
9
0
5
.
4
7
14
.
1
7
8
3
.
8
4
0
4
.
6
2
4
4
.
6
7
2
4
.
4
8
8
4
.
6
9
2
4
.
9
9
2
5
.
5
7
9
4
.
6
2
9
5
.
1
0
8
5
.
1
1
7
5
.
6
8
4
5
.
5
0
5
5
.
0
3
2
5
.
O
l
4
5
.
2
1
4
5
.
0
8
9
5
2
4
1
5
.
2
5
5
5
,
7
3
9
5
.
7
5
9
5
.
4
8
7
? ? ? ? ? ? ? ? ? ? ? ? ? ? ? ? ? ? ? ? ?? ? ? ? ? ? ? ? ? ? ? ? ? ? ? ? ? ? ? ? ?
? ? ? ? ? ? ? ? ? ? ? ? ? ? ? ? ? ? ? ? ?
? ? ? ? ? ? ? ?
【 ? ? ? ー ← ? ?
? ? ? ? ?
? ? ? ? ? ? ? ? ? ? ? ? ? ? ? ? ? ? ? ? ?? ? ? ? ? ? ? ? ? ? ? ? ? ? ? ? ? ? ? ? ?
? ? ? ? ? ? ? ? ? ? ? ? ? ? ? ? ? ? ? ? ? 4
.
7
8
5
.
0
1
5
.
0
5
4
.
8
4
? ? ? ? ? ? ? ? ? ? ? ? ? ? ? ? ? ? ? ? ?? ? ? ? ? ? ? ? ? ? ? ? ? ? ? ? ? ? ? ? ?? ? ? ? ? ? ? ? ? ? ? ? ? ? ? ? ? ? ? ? ?
? ? ? ? ? ? ? ? ? ? ? ? ? ? ? ? ? ? ? ? ? 4
.
8
0
7
5
.
0
9
6
5
.
1
4
0
4
.
8
8
53
.
5
8
2
3
.
4
2
6
3
.
7
1
7
3
.
4
9
1
4
.
1
9
5
4
.
1
6
9
4
.
0
4
7
4
.
1
2
3
4
.
5
3
7
4
.
4
8
9
4
.
9
9
8
4
.
1
9
6
4
.
6
1
6
4
.
4
4
6
5
.
0
2
3
4
.
9
7
1
4
.
5
6
4
4
.
4
2
9
4
.
6
5
0
4
。
7
8
6
4
.
5
1
5
4
.
7
5
5
4
.
8
9
1
5
.
1
0
6
4
.
7
1
2
? ? ? ? ? ? ? ? ? ? ? ?? ? ? ? ? ? ? ? ? ? ? ?
? ? ? ? ? ? ? ? ? ? ? ?? ? ? ? ? ? ? ? ? ? ? ?
? ? ? ? ? ? ? ? ? ? ? ?? ? ? ? ? ? ? ? ? ? ? ?
5
.
8
6
6
.
0
9
6
.
0
2
6
.
2
8
6
.
1
2
6
.
3
4
6
.
1
2
6
.
3
5
6
.
5
4
6
.
1
2
6
.
5
6
6
.
4
0
5
.
7
6
7
6
.
0
6
1
5
.
9
7
7
6
.
3
3
3
6
.
0
1
6
6
.
4
6
6
6
.
1
0
4
6
.
4
2
4
6
.
6
2
3
6
.
3
7
6
6
.
4
6
8
6
.
5
5
95
.
8
0
5
6
.
1
1
3
6
.
0
1
3
6
.
3
2
3
6
.
0
3
8
6
.
4
3
3
6
.
1
2
5
6
.
4
0
4
6
.
5
8
1
6
.
3
3
3
6
.
4
2
6
6
.
5
2
2
? ? ? ? ? ? ? ? ? ? ? ?? ? ? ? ? ? ? ? ? ? ? ?
? ? ? ? ? ? ? ? ? ? ? ?? ? ? ? ? ? ? ? ? ? ? ?
? ? ? ? ? ? ? ? ? ? ? ?? ? ? ? ? ? ? ? ? ? ? ?
? ? ? ? ? ? ? ? ? ? ? ?
? ? ? ? ? ? ? ? ? ? ? ?? ? ? ? ? ? ? ? ? ? ? ?? ? ? ? ? ? ? ? ? ? ? ?
? ? ? ? ? ? ? ? ? ? ? ?? ? ? ? ? ? ? ? ? ? ? ?
5
,
4
6
7
5
.
5
4
1
5
.
6
2
8
5
.
8
5
7
5
.
5
9
6
5
.
9
5
6
5
,
7
0
6
5
.
7
4
4
6
.
3
1
9
5
.
8
7
5
6
.
1
9
4
5
.
8
4
8
6
.
0
3
5
.
5
3
5
。
5
5
5
,
8
3
5
。
9
8
5
.
8
9
5
.
9
3
5
.
8
1
6
.
0
2
5
,
9
3
6
。
5
4
6
.
0
5
5
.
4
0
5
.
4
2
5
.
5
5
5
.
7
9
5
.
5
5
5
。
8
4
5
.
6
4
5
.
6
7
6
.
1
9
6
.
1
6
6
.
3
0
5
.
7
2
5
。
4
0
2
5
.
4
7
2
5
.
5
7
3
5
.
8
7
1
5
.
5
7
1
5
.
9
3
8
5
.
6
9
0
5
.
7
6
7
6
.
2
9
1
5
.
8
9
4
6
.
3
7
6
5
.
8
3
3
? ? ? ? ? ? ? ? ? ? ? ? ? ? ? ? ? ? ? ?
?? ?? ? ?? ? ? ?? ?? ?? ? ?? ?? ??
? ? ? ? ? ? ? ? ? ? ? ?? ? ? ? ? ? ? ? ? ? ? ?
5
、
2
0
4
.
6
2
5
.
4
8
5
.
4
6
4
.
8
8
5
.
2
5
5
.
3
1
5
.
0
3
5
.
7
4
5
.
6
0
5
.
6
9
5
.
2
7
4
.
8
7
4
.
8
4
4
.
9
8
5
.
1
6
4
.
9
8
5
.
2
0
5
.
0
5
5
.
0
3
5
.
6
0
5
.
4
5
5
.
7
2
5
.
0
7
4
.
8
7
7
4
.
8
7
9
5
。
0
3
7
5
.
3
1
3
5
.
0
4
3
5
.
3
9
9
5
.
1
4
0
5
.
1
4
5
5
.
7
5
0
5
.
4
9
4
5
.
8
7
8
5
.
2
2
8
4
。
8
5
0
4
.
8
0
5
5
、
0
1
7
5
,
2
4
9
4
,
9
4
0
5
.
2
8
7
5
.
1
0
6
5
.
0
0
1
5
.
6
6
3
5
.
4
2
9
5
.
6
3
8
5
.
0
6
0
? ?
? ? ? 」 ? ィ
? ? ? ? ? ?
? ? ? ? ? ?
? ? ?
ー ? ー ? ? ?
? ? ー ?
? ? ? ? ? 」
? ? ?
? 」 ? ? ? ?
」 ? ? ? ? ?
? ? ? ?
? ? ?
? ? ? ? ?
? ? ー ?
? ? ← ? ?
? ? ー
幽
D
a
t
a
b
y
Y
o
s
h
i
m
o
し
o
e
t
a
l 。
3
7
)
b
T
h
e
r
e
s
u
l
t
s
c
a
l
c
u
l
a
t
e
d
b
y
e
q
s
8
,
1
0
,
1
2
,
a
n
d
1
4
i
n
R
e
f
.
3
7
.
=
R
e
s
u
l
t
s
b
y
t
h
e
n
e
u
r
a
l
n
e
t
w
o
r
k
w
i
t
h
t
h
e
p
a
r
a
皿
e
t
e
r
s
e
t
A
(
T
a
b
l
e
4
-
7
A
)
.
d
i
R
e
s
l
l
l
t
s
b
y
t
h
e
n
e
u
r
a
l
n
e
t
w
o
r
k
w
i
t
h
t
h
e
p
a
r
a
m
e
t
e
r
s
e
t
B
(
T
a
b
l
e
4
-
7
B
)
.
十
,
±
,
a
n
d
-
s
h
o
w
t
h
e
n
u
m
b
e
r
s
o
f
c
a
s
e
s
i
n
w
h
i
c
h
t
h
e
n
e
u
r
a
l
n
e
t
w
o
r
k
i
s
s
u
p
e
r
i
o
r
,
e
q
u
i
v
a
l
e
n
t
,
a
n
d
i
n
f
e
r
i
o
r
t
o
t
h
e
m
u
l
t
i
-
r
e
g
r
e
s
s
i
o
n
a
n
a
l
y
s
i
s
,
r
e
s
p
e
c
t
i
v
e
l
y
.
表
4
-
1
0
、
平
均
値
,
分
散
,
標
準
偏
差
の
比
較
連
続
投
与
一
回
投
与
M
E
D
O
D
H
E
D
O
D
s
e
t
A
'
s
e
t
B
b
随
R
。
s
e
t
A
。
s
e
t
B
b
M
R
c
s
e
t
A
。
s
e
t
B
b
M
R
。
s
e
t
A
e
s
e
t
B
b
M
R
c
M
D
O
.
1
7
v
a
r
i
a
n
c
e
O
.
0
4
4
S
D
O
.
2
1
O
.
1
6
0
.
0
4
4
0
.
2
1
0
.
2
0
0
.
0
5
9
0
.
2
4
0
.
1
5
0
.
0
3
6
0
.
1
9
?
? ? ? ? ?
→ ? ? ? ? ?
? ? ?? ? ? ? ?
O
.
1
9
0
.
0
5
4
0
,
2
3
0
.
2
0
0
.
0
6
4
0
.
2
5
O
.
1
9
0
.
0
5
8
0
.
2
4
0
.
2
3
0
.
0
7
3
0
.
2
7
O
.
1
6
0
.
0
4
0
0
.
2
0
0
.
1
4
0
.
0
3
0
0
.
1
7
0
.
2
0
0
.
0
5
9
0
.
2
4
e
R
e
s
u
ユ
t
s
b
y
し
h
e
p
a
r
a
m
e
t
e
r
s
e
t
A
(
T
a
b
l
e
4
-
7
A
)
.
b
R
e
s
u
l
t
s
b
y
t
h
e
p
a
r
a
m
e
t
e
r
s
e
t
B
(
T
a
b
l
e
4
-
7
B
)
.
e
R
e
s
u
l
t
s
b
y
t
h
e
m
u
l
t
i
r
e
g
r
e
s
-
s
i
o
n
a
n
a
l
y
s
i
s
.
ネ ッ トワー ク法 に対す る重 回帰 分析 法の分 散比(F)は,setAで1.14≦F≦
1・50・setBでは1・26≦F≦1.97であ った.回 帰 係数 の数 は6で あ るの で,
これ らの比 は有 効 であ る.
つ ぎに,leave-n・out法(nニ1,2,5,10)を用 い てsetAで の学習 の汎 化状況
を調べ た.す なわ ち,37個 のデー タか ら無作 為 にn個 の デー タを除 いた37-n
個 のデ ー タで学習 し,除 い たデー タを予測 され,平 均偏 差 を求め る.こ の操作 を
37回繰 り返 し,偏 差(σ2)を 平 均す る.結 果 を 表4-11に比較 の ため学 習 に用
い たデー タの偏 差(σ 。2)ととも に示す.
未学 習デ ー タに対す る偏差 は学習 デ ー タに対す る それ よ り大 きいが,観 測値 を
よ く再現 して いる と言 える.ま た,分 散値 が小 さい ことか らここに用 い られ てい
る デー タは線 形性 が強 いと言 える.
4.2.2ベ ン ゾ ジアゼ ピン誘 導体 のQSAR
Randallら32・33}はベ ンゾ ジア ゼ ピン誘導体 の 一 つの ク ロロジアゼ ポ キサ イ ド
を マ イナ ー トラン キライザー と しては じめ て用 い た.そ の後1,4・ペ ン ゾジアゼ ピ
ン類 の生物 活性 が 徹底 的に調べ られ,今 日の マイナ ー トラ ンキ ライザー の分野 に
お いて主要 な分野 を 占め るに至 っ た.窪 田 ら94)はこの系列 の化 合物 のQSAR解
析 を行 っ てい る.本 節 ではMR型 ニ ュー ラル ネ ッ トワー クを適用 し,窪 田 ら34)の
結 果 と比較 す る.
構 造 パ ラメー タ及び生物 活性値 は文献 か ら引用 しその ま ま用 いた.入 力 デー タ
はMR-3,π・3,MR・7,σ。-3,F-4,R-4,1-1,及びMR-3,π一3,MR-7,σm-3,
F4,及びR-4の2乗 及 び1の 定 数 項 を用 い た.構 造 パ ラメ ー タに つい た番号
(X-3etc)は表4-12に示 した構 造の位 置番 号 を示 す.入 力デ ー タは0.1～1.0
の 範 囲に,教 師 デ ー タは0.0～1.0にスケ ール した.各 層 の ニ ュー ロン数 及び
バ ックプ ロパゲ ー シ ョンパ ラメー タを表4-7Cに示 す .
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表4-11. カ ル ボ キ ノ ン のLeave-n-out法の 分 散 値 の 平 均s
n σ2 σL2
1b
2
5
10
0.069
0.016
0.044
0.059
0.043
0.043
0.041
0.040
魯AlliedしoMEDofchronicinjection .
bSimplemeanvalueofdifferences(observedvalue 一caユculatedvalue) ,
入力 デー タ,結 果,及 び 文 献値 を表4-12に示 す.ニ ュー ラル ネ ッ トワー ク法 と
重 回帰分析 法 との結 果 を比較 す る と,96の ケー スに つい ては良 く,62の ケー ス
は悪 く,ま た5の ケー スは同等 とな った.表4-12の 信 頼性 を調べ るため,平 均
偏 差,分 散,及 び標準偏 差 を求 め,重 回帰 分析 法 との結 果 と比 較 した.結 果 を
表4-13に示す.サ ンプル 数 は54で あ る.分 散比(F値:ニ ュー ラル ネ ッ トワー
ク/重 回帰分 析)は1.89≦F≦3.75であ っ た.し たが って,ニ ュー ラル ネ ッ ト
ワー ク法 は重 回帰分 析法 を凌 い でい る.
ア ンチペ ンチ レンテ トラ ゾール 効 果 に対 して1eave-n-out法を試 みた.
57個 のデ ー タか ら無作 為 にn個 の デ ー タを除 い た,57-n個の デー タを用 い て
学 習 し,除 い たn個 のデー タを予 測 し分 散 を求 め た.こ の 操作 を57回 繰 り返 し
平 均 し σ2を 求め る.結 果 を学習 に用 いたデ ー タの 分散(σ 、2)とともに表4-14
に示す.
ニ ュー ラル ネ ッ トワー クは非 線形 関係 にあ るデ ー タに対 しては非 線形fitting
を行 う.非 線形 の程度 は与 え られ たデー タに よっ て定 ま る.し たが って,与 え ら
れ たデー タの非線 形性 の度 合 いが強 く,そ れ を表 現 す るデ ー タ数 が 十分多 くな い
と予測 の はず れ る可能性 が大 き くなる.前 例 の カル ボ キ ノ ンの場合 とは異 な り,
ベ ンゾ ジア ゼ ピン類の デー タの非 線形 性 は強 くa2値 は一 桁大 き くなる.そ の結 果
重 回帰分析 の1eave†out法の結 果 を越 え てい ない.
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第5章 ニューラルネッ トワー ク法の活性相関研究 の展開
ニューラルネ ッ トワーク法 は従来法と比較 して,非 線形関係 にある構造デー タ
と生理活性データ間の関係 を付 ける能力に優れているが,等 級分類及びQSAR
で生理活性強度に対す る入力デー タ種の役割 を表現する定量的方法が無い点が不
十分である.本 章ではこの聞題を検討す る.
5.1相 関指数
本節ではニューラルネ ッ トワー クへの線 形性の導入方法及び出力強度に対す る
入力データ種の役割を知るための相関指数の求め方 を提示 し,そ の応用例 を示す.
5.1.1ニ ュー ラルネ ッ トワー クへの 線 形 性動 作 の導 入
4.2.2節で議論 したよ う に,強 い非 線形 性 動作 は不 十分 な測 定デ ー タ数 か ら未
知 デー タの活性 強 度 を推測 す ると きは必ず しも有 効 ではな い.推 測 機能 を強化 す
る ため には,ニ ュー ラルネ ッ トワー クの動 作 に何 らか の制約 を導 入 し,こ の 制約
を測定 デ ー タに含 まれ てい る と予想 され る関 係か ら導 かれ る もの と矛 盾 しな い様
にす る.
QSARに 適用 出来 る制約 は 「測 定 デー タが線形 の関係 に従 う」 と い うことで
あ る.ニ ュー ラル ネ ッ トワー クに この制 約 を導 入す る現実 的 な手段 は,ニ ュー ロ
ンの動 作関 数 をよ り線 形動 作 に適 した関 数 にす る ことであ る.
動 作 関数 と して,式1-4の 代わ り,シ グモ イ ド関 数 と線 形関 数 を一次結 合 させ
た 関数式5-1を用 い る.
Oj=β/{1十exp(一 αyj)}十(1一 β)y」 ≡f(y、),
yi=(ΣWiiXl)一 θi5-1
この式 で,β は0～1の 値 を と り,非 線 形 性 動作 へ の線 形性 動作 の混 入 の割合 を
示す.β 値 を変 える こ とに よっ て任意 の線 形 性の 制 約 をニ ュー ラル ネ ッ トワー ク
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に 課す こ とが でき る.第2,3層 聞 の学習 は式2-9～11に従 い,第1,2層 間の
学 習は第2層 のニ ュー ロ ン値 が0～1の場合 は式2-9～11で行 うことが 出来 る.
O～1領域 を外れ る場 合,後 に述べ る疲 労付 きバ ックプ ロパ ゲー シ ョン学習 にす る
必 要が あ る.し か し β値が ～0の場 合,0～1領 域 を外れ る こ とは殆 ど無 い.
動作 関数 の微分 関数 は,
f,(yj)=α β9(y,){1-9(yl)}+1一 β,
g(y」)=1/{1十exp(一 αy」)}5-2
で ある.式5-1,5-2にお い て,ε,α,及 び β値 は層 ごと に独立 に設定 す る こと
が 可能 であ る.
5.1.2ニ ュー ラルネ ッ トワー クにお け る偏相 関係 数
複数の 入 力デ ー タと出力 強度 との間 に何 らかの 関係 があ るとき,入 力 デー タが
出 力に与 える影響 の程度,す なわ ち偏相 関係数 を求 め る方 法 を検討す る.
入 力,教 師デ ー タ,及 び 出力 ベ ク トル を それ ぞれ,{XK,1},{tI},及 び
{O,}で表す.こ こで添 字K及 びiは デ ー タの種 類及 びデ ー タの番 号 を示す.
偏 相関係 数 は以下 の よ うな手順 で求 め るこ とが でき る.
step1:{tI}及 び デ ー タ種Lを 除 い た入 力デ ー タ{xK〔 ≠L),1}を
用 い て学習 させ る.学 習 が 成立 したの ち,{Xx(ltL),1}をネ ッ トワ 一ークに与 え,
出 力ベ ク トル{O,}を 得 る.そ れ を基 に ベ ク トル 差{△1}=(Ol-t薯)を 求
め る.
step2:教 師パ ター ン{x..1}及 びデー タ種Lに つい てのデー タを除
い た入 力デ ー タ{XK(十L).1}を用 い て学 習 させ,出 力ベ ク トル{O'1}求 め,
ベ ク トル差{d,}=(O',-x。 ,,)を得 る.
step3:(△1}と{dI}と の 相関係数 をっ ぎの 式 で求 め る.
r=Σ(△1-△)(dl-d)/{Σ(△1-△)2Σ(dl-d)2}1/25-3
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なお,△ 及びdは それ ぞ れ{△ 、}及び{d、}の 平均値 であ る.
こ こで,重 回帰 分析 法 の 偏相 関 係数 とニ ュー ラル ネ ッ トワー ク法 の偏相 関 係数
の相違 につ いて考 える.α 及 び β 値 を それぞれ1及 びOに 設定 す る.第1層 に
は必ず1の 値 を と るニ ュー ロン を配置 し,第2層 の ニ ュー ロ ン数 を多 くと った
MR型 ニ ュ ・ーラル ネ ッ トワー クの 動作 を考 え る.極 限 β 〔2)→0(β(2)は 第
2層 の ニ ュー ロンの β値 を示す)で は,3層 の ネ ッ トワー クは2層 のネ ッ トワー
クの動 作 とな り,こ の ネ ッ トワー クの学習 は 「2乗誤差 の和 が極小 にな る よ うな
停 留点 」 を求 め る こ とであ る.重 回帰 分析 法 と類 似 してい るが,重 要 な違 いがあ
る.重 回帰 分析法 は全入 力 デ ー タに対 す る2乗 誤 差 の和 の極 小値 を求 め るの に対
し,ニ ュー ラル ネ ッ トワー クは各 々の入 力 デー タに対す る2乗 誤 差 の和 を求 め て
い る.そ の 結果,停 留点 の 相違 は入 力デ ー タ数 が多 くなる に従 って大 き くなる.
β'2}→1の 極 限 では ネ ッ トワー クの動 作 は非 線 形 にな り,入 力 デー タの 差が
少 な くとも,そ れ を強調 して教師 デ ー タに 対応 づ け る性質 が強 まる.こ の能 力が
大 き いほ ど分類 や 入力 デ ー タの再 現性 に優 れ るが,ベ ク トル{d,}が 次第 に0ベ
ク トル に近 づ くためstep3に お ける偏相 関係 数を求 め る際に困難 が生 じる.
す なわ ち,偏 相 関係 数(r)は ネ ッ トワー クの学 習 の仕方 に依存す る.rを 求 め
るに は2つ の独 立 したネ ッ トワー クを学習 させ る必 要が あ るた め,両 方 に対 し等
価 な学 習 を施 さな いか ぎ り,r値 は大 き く変動す る.こ の性 質 は適切 で は ない.
以 上の 方法 を方 法1と す る.
5.1.3ニ ュー ラル ネ ッ トワー クにお け る相 関 指数
実用 に供 せ られ る偏 相 関係 数 を求 め るた め,一 回の学 習 か ら係 数 を求 め る必 要
があ る.一 手段 と して,入 力デ ー タの微 小 変化 が 出力強度 に与 え る変 化 を求 め る
方 法 が ある.す なわ ち,入 力デ ー タの微 小 変化 δx。は第2層 の ニ ュー ロ ン値 に
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δy」 の 変 化 を 与 え る.
δyi=WLiδXL5-4
Lは 微 小 変 化 δが 起 こ っ た デ ー タ を 示 す.ニ ュ ー ロ ンの 出 力 値 の 変 化 は,
δO,=βg,(y」)δys+(1一 β)δy15-5
で あ る.こ こ で,g'は シ グモ イ ド関 数 の 微 分 関 数(式2-7)で あ る.微 分 関 数 を
代 入 し て,
δOi=β αO(yi){1-O(yt)}δy」 十(1一 β)δyt5-6
を 得 る.し た が っ て,入 力 デ ー タ と 第2層 の ニ ュー ロ ン」の 出 力 強 度 の 微 小 変 化 の
比 は,
δ0、/δx。=[β α0(y」){1-O(yj)}+(1一 β)]WLi
5-7
で 与 え られ る.同 様 に,入 力 デ ー タ の 微 小 変 化 とネ ッ トワ ー クの 出 力 の 微 小 変 化
と の比 は,
δOk/δXL=Σ[β 〔3)α(3)0(Zk){1-O(Zk)}
+(1一 β 〔3))]w、k(2・3)
x[β(2)α(2)O(y」){1-O(y1)}+(1一 β(2))]wL∫`1・2)
5-8
と な る.こ こ で,0(Zk)は 入 力 デ ー タ に 微 小 変 化 が な い と き の 出 力 であ り,
0(y」)は 第2層 の ニ ュ ー ロ ンjの 出 力 で あ る.β,α,及 びwに あ る 添 字 は
層 の 番 号 を示 す.入 出 力 が 非 線 形 の 関 係 に あ る と き は,式5-8で 与 え られ る
δOk/δXLはXLの 値 に よ っ て 異 な る.重 回 帰 分 析 の 結 果 と比 較 す る と き は,
入 出 力 の線 形 関 係 が 想 定 出 来 る場 合 に 限 り,δ0、 値 を各 入 力 デ ー タに っ い て 平 均
化 す る.こ れ を 偏 相 関 指 数 と 呼 ぶ こ と にす る.
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9i}Pettern
(δOk/δXL)=N-1Σ(δOk/δXi),5-9
P
こ こで,Nば 入力 デ ー タの数 を示 す.β →1の とき,偏 相 関指 数(δO、/δx。)
は,出 力値 が0ま たは1付 近 で,0に 近 づ く.こ の 性質 はニ ュー ロ ンの動 作 関数
であ る シグモ イ ド関 数 に由来 す る.QSARに 適用 す るニ ュー ラル ネ ッ トワー ク
では,生 理 活 性の 最 大強度 を1に 設定 す る.そ れゆ え上 記 の性質 は適 切 では ない.
この 間題 は,ニ ュー ロンの動 作 関数 と して,関 数値0あ るい は1に お い て微分 値
が0と な らな いよ うな関数 を用 い る こ とに よっ て軽減 で き る.そ の よ うな 関数の
一つ に ,次 式 で定 義 され る不飽和 シグモ イ ド関数 が ある.
f(y)ニC/{a+exp(一 αy)}5-10
パ ラ メー タC及 びaをf(1)=1及 びf(0)=0.5と な るよ うに決定 す る.
例 えば,α=1,a=0.2642411,及びC=0.6321206に設定 す る と要 求 され て い
る条 件 を満 たす ことが で き る.
この よ う な関数 を用 いバ ックプ ロパゲ ー シ ョン学 習 を行 うと,ニ ュー ロン値が
定義 域(0～1)か ら外 れ る.こ の 間題 を取 り扱 うた めに,ニ ュー ロンの疲 労 とい
う概 念 を導 入す る.す なわ ち,学 習の 過程 でニ ュー ロン値 が1を 越 えたと き,そ
の ニ ュー ロ ン と結 合す る全 てのニ ュ 一ー・ロン との間wiSの学 習 を一 時停 止 し,一 定
時 間 を経過 したの ち,ニ ュー ロン値 が1と な るよ うにw、jに定数 を乗 じ,学 習 に
復帰 させ る.こ の 操作 は ニ コ.一ロ ンが疲れ た とき 「休 ませ る」 こ とであ り,学 習
過 程 でニ ュー ロンの疲 労 を取 り入 れ た こ とに相 当す る.式5-10に 示 した関 数の微
分 関数 は,
f'(y)=Cαh(y){1-ah(y)}5-11
f(y)=C/{a+exp(一 αy)}≡Ch(y)5-12
であ る.
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w,」の学習 の一 時停 止期 間 は,バ ックプ ロパゲー ションの操作 回数 で示 す と,
9～20回が適 切であ った.こ の学 習法 は制約 下の変 分操 作 である ため,学 習 の完 了
が 保証 出来 ない.し か し,実 際QSARに 適 用 した と ころでは,第2層 の ニ ュー
ロ ン数 を通 常 のバ ックプ ロパ ゲー シ ョン時 の2～3倍 以 上 に設定す る と学 習未完
了 の問題 は発生 しなか った.不 飽 和 シグモ イ ド関数 はシ グモイ ド関数 と線形 関数
の 中間のfitting能力 を持 って いるの で,第2層 の ニ ュー ロン数を多 めに取 る必
要 がある.こ の方 法 を方法2と す る.39)
5.1.4カ ル ボ キ ノン翻 導 体 のQSARへ の応 用
[方法1の 適用]4.2.1節 にお い て用 い たQSARデ ー タに適用 した.入 力デ ー
タの種類数 は6で あ るの で,バ イ アス を加 えて,ネ ッ トワー ク構造 をN(7,6,1)
と した.パ ラメー タ α,及 び θ値 をそれ ぞれ,1.O,及び0.0に 設定 し,ε 値 は,
第1,2層 聞 には0.06,また第2,3層 間 には0.03と した.結 果 を表5・1に示
す.
は じめ に αと βの組 み 合わ せ と決定 係 数 との関 係に つい て考察 した.β=1,
α=5と してネ ッ トワー クの非線 形 動作 を強制 的 に強 め る と決定係 数 は大 き く,
計 算値 と観 測値 との一致 が 良 くな る.そ れ に対 し,線 形性 動作 を強 調す る と決 定
係数が下が り,重 回帰分析法 とのそれ に近 くな る(α=1,β=0.2の 場合 を参照).
これ らの結 果 は5.1.1節の議 論 で予 想 され た通 りで ある.一 方,ニ ュー ロ ンの動
作 関数が変 わ る と,π2とFに 関す る相 関指 数が大 き く変 化す る.表5-2に 入 力デ
ー タ間の相 関係数 を示 す .こ の表 か らπ2と π,,2,FとRに 強 い相 関関係 があ る.
したがっ て,動 作 関数及 び 学習 の 方法 が変 わ ること によっ て,π2,πL2,F,
Rの 内少 な くとも2つ の変 数 に大 き な相 関 指数 値 の変動 が計算 され るこ とが理解
出来 る.
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2
[方法2の 適 用]同 じデー タを用 いて方 法2に よ る相関 指数 を求 めた.ネ ッ ト
ワー ク構造 はN(7,18,1)とした.動 作 関 数 は標 準 的 な不飽 和 シグモ イ ド関数,
f(y)=0.6321206/{0.2642411+exp(-y)}5-13
を用 い,ε 及 び θ はそれ ぞれ0.06及 び0に 設 定 し,不 活性 化 の サ イ クル を
9と した.出 力層 のニ ュー ロンの動 作関 数 をf(y)=yと し,ε 及 び θ値 は そ
れ ぞれ0.03及 び0と した.入 力 デー タは0.1～1.0間に ス ケー ル し,学 習 サ イ
クル数 を30000と した.結 果 を表5-3に,標 準 偏 回帰 係 数(SPRC)及び偏 回帰係
数(PRC)と ともに示 す.
MEDでの 決定係 数 の低下 は,不 飽和 シ グモ イ ド関 数 が シ グモ イ ド関数 の一 部分
で あ るため,非 線 形 のfitting能力 が通常 の シ グモ イ ド関 数 に比べ て低下 す る た
め であ る.相 関指 数(δO,/δx。)は 相 対 的 な指 標 であ り,値 及 びその 符号 が
重 要 であ る.こ れ らを重 回帰分析 法 の相 関 係数 と比 較す る と,値 の 傾 向が 良 く一
致 す る.す なわ ち,生 物 活 性 にも っ とも強 く反 映 して いる 入 力ヂー タ種 は両方法
で一致 す る.
方法1と 方法2を 比較 す る と次 の よ うな ことが い える.(1)方 法2に よ って
相 関指 数 を求 め る方法 は方法!に 比べ て1/20程 の計 算量 で済み,し か も2つ の
ネ ッ トワー クを学 習 す る必 要 が な い.(2)方 法2で は相 関指 数 を 求め た ネ ッ ト
ワー クを用 い て決 定係 数 を求 め る ことが で きる.
5.1.5ベ ンゾ ジア ゼ ピン類 のQSARへ の 適 用
方 法2を ベ ン ゾジアゼ ピン類 のQSARへ の適 用 した.ネ ッ トワ ー ク構造 を
N(8,21,1)とし,学 習 サ イ クル 数 を20000に設定 した.結 果 を表5-4に示 す.
す で に述べ た よ うに この 生物 活性 デ ー タ には多 くの誤 差及 び非 線 形 関係 を含 む.
これ は重 回帰分 析 法 によ る決定 係数(O.388～0.493)が低 いこ と よ り判定 で き
る.一 方,ニ ュー ラル ネ ッ トワー ク法 を用 い る と非 線 形fittingが働 き決定 係数
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が大 幅 に改 善 され る.
相 関指数 は重 回帰分析 法 のSPRC及 びPRC値 に 似 た傾 向 を示 す が,前 例 の
カ ル ボキ ノ ン類 のQSARの 場 合 よ り,類 似 性 が少 な い.こ れ はニ ュー ラル
ネ ッ トワー クで は非線形動 作が 強 く働 くた め であ る.39)
5.2再 構築学 習法
バ ックプ ロパ ゲー シ ョンアル ゴ リズム は ニ ュー ラル ネ ッ トワー クの 中に入 力デ
ー タか ら教 師ヂー タを作 り出す 「変 換行 列 を生成す る操作 」 であ る .そ れ ゆ え,
逆の 「変換 行列 を消 去す る操作」 を考 える こ とが 出来 る.多 くの消 去操作 の 中か
ら,ニ ュー ロン聞 の結 合荷重 が最 も学習 容 易 な方 向 に消去 す る操作 が存在 す る.
この操 作 とバ ックプ ロパゲ ー シ ョン操作 を交互 に行 い,教 師 デー タとニ ュー ラル
ネ ッ トワー クの 出力の2乗 誤差 が 一定 に な るよ うに 保 つな らば,そ れ はニ ュー ロ
ン間の結 合荷 重の 中 で上記 の変 換 を実現す る必要 最 小限 の結 合荷重 を強調 す る
状 態 になっ てい る可 能性 があ る.こ の淘汰 状態 を学習 の一 過程 でと ること を再構
築 学習 法38)とい う.
5.2.1再 構 築学習 法 の方法
再構築 学 習法 は学習状態 と淘 汰状 態か ら成 り,学 習状 態 はバ ック プ ロパ ゲー シ
ョン操作 か ら構 成 され る.淘 汰 状態 は学習 と消去 過程 か ら構 成 され る.学 習過 程
は バ ックプ ロパゲ ー ション操作 を行 い,消 去過 程 は式5-14に従 い,ニ ュー ロン聞
の結 合荷重 の絶対 値 を0に 近 ず け るこ とであ る.そ れ は結 合荷 重が 最 も学 習容易
な方 向に消 去す る操作 の一 つであ る.
w,、=w,j-sgn(w,j)ζ{1-D(wl、)}5-14
こ こで,DはlWijl<ζ の とき1,lWi、1>ζ の とき0を 与 える関数
一86一
であ り,w、1を 急 激 に変 化 させ な いよ うに,ζ を εの約1/10程度 に設定 す る.
{}内 はw,」の絶 対値 が非 常 に0に 近 い時,消 去 に よっ てその 符号 が 変化 しない
よ うに追加 された項 であ る.
あ る層 の 」,k番 目のニ ュー ロ ンが 同 じ種 類 の情 報 に関 与 してお り,こ れ らの
ニ ュー ロンに一つ 前 の層 のニ ュー ロ ンiか らW,j,Wlkとい う結 合 を介 して情 報
が伝 幡 して いる とす る.た だ しw、1>Wlk,sgn(WI」)=sgn(Wl、).
バ ックプ ロパゲ ー シ ョン操 作 に よ ってW、j,Wl、が δW,a,δWs、だけ変 化す る.
す る と式2-9によっ て,δw,j/δWlk=w,j/Wlkで あ る.式5-14から本質 的 で
な い{}内 の項 を除 いて,δWl1=-sgn(w,1)ζ.ζ<<δ の 下 で,
(δWli一ζ)/(δWI、 一 ζ)〉 δWI、/δW、k.
す なわち 消去過 程 に よっ て,w,i,w、kの 比 は拡大 す る.こ れ が誤 差 関数E
一定 の ままで繰 り返 され る と,lWi、1>>lWlklと な っ て,「 同種 の情 報 を
生 成す る複 数の ニ ュー ロンが淘 汰 され て1個 のニ ュー ロ ンに集 約 」 され る.
淘汰 状 態 は以上 の機 能 を有す るが,こ れ だ けで は誤差 関数Eを0に 接近 させ る機
能 が無 く学 習完 了 に至 らない ため,学 習 状 態 を時 々取 る必 要 が あ る.こ こでは学
習,淘 汰状 態 を分離 して示 したが,両 状態 を混合 して非 常 にゆ っ く りEを0に 接
近 させ る事 も可 能 であ る.し か し学習 効率 を考 える とE～0.1まで は学習 状態
だけ を取 らせ た方 が良 い よ うであ る.
再構 築学 習法 で学 習す る と情 報 の通 路 関係 にな いニ ュー ロンの孤 立 が起 こ り,
入 出力間 の情報 の 流れ が明 確 にな る.し た が って,結 合 を辿れ ば特 定 の入 力デ ー
タの 出 力へ の役 割 を解析 す るこ とが で きる.
5.2.2ノ ル ポル ネ ン にお け る13C-NMRケ ミカル シフ トと コ ンボ メー シ
ョンの相 関関係 の 聞題 へ の適 用
ノル ボル ネ ンにお け るi3C-NMRケ ミカル シフ トとコ ンポ メー ショ ンの相 関
一87一
関係 の問題 に対 し再構築 学習 法 を適 用す る.ネ ッ トワー ク構造 は4.1.1節と同様
にす る.化 合物1～25を 学習 用に 用 い,29～38を 未知 化合 物 と して推測 す る.
再構 築学 習法 を学習 と淘 汰 の2状 態か ら構 成 し,E～0.1ま で学 習状態 の みを取
り,そ れ 以 下 では2状 態 を交互 に取 るよ うに した.淘 汰状 態 は1回 の学習 過程 に
対 し1回 の 消去過程 か ら構 成 した.こ の と き対 応す る学習 状態 は10～50回のバ ッ
クプ ロパゲ ー ショ ン操作か ら構成 した.こ の回数 はE値 が 前 回のE値 を超 えない
よ うにプ ログ ラム 内部で決定 した.
表5-5に は学 習状態 のみ の通常 学習 を行 った ときの結 合 荷重行 列 と学習 化合物
と未 知化合 物 に対 す る分類結 果 を示 し,表5-6に は上記 の 再構築 学習法 で の結果
を示 す.た だ し,結 合 の強度 を比 較す る ため,結 合 の最 大値 を0.999にスケール
した(ス ケ ール 因子 は各表 の脚 注 に示 した).
4.1.1節で述べ た よ うに,通 常 学 習法 で のニ ュー ラル ネ ッ トワー ク法 の結 果は線
形 学習 機械 法及 び クラス ター分析 法2')より優れ て い る.出 力層 に2個 の ニ ュー ロ
ン を用い た今回の場 合 も分 類,推 測能 力 は4,1,1節の場合 と同 じであ る.各 層 間
の 結合荷 重 行列 をみ ると,通 常学 習法 ではす べ ての ニ ュー ロンが結 合 し,情 報 が
分 散 してい る.一 方表5-5に示す よ うに再 構 築学習 を行 うと,ネ ッ トワー クの分
類,推 測 能 力は通 常の学習 の場合 と同等 であ るが,結 合荷 重行 列に情 報の局 在化
が 起 こ り,情 報の進 行経路 は単純 化 され る.
出力層 の1番 目のニ ュー ロンの 発火 はexoを,2番 目はendoに 対応 し,第2
層 のニ ュー ロン6と8が 出力層 のニ ュー ロン と(a,-a)及び(-b,b)の結 合 で
コン ボメー シ ョンを決定 してい る.ま た,第2層 の ニ ュー ロン6と8は 入 力層
の ニ ュー ロン6と7と 最 も強 く結 合 してい る.入 力層 の ニ ュー ロンの番号 は
ノル ボル ネ ン骨格 の炭素原 子 の番 号に対 応 させ てあ るの で,以 上 の結 果はC6と
C.の ケ ミカル シフ トに関 す る情 報 が,ノ ル ボル ネ ン誘導 体 のendo/exo決定 に 中
心 的役 割 を演 じてい るこ とを示 す.こ れ はC弓 とC7が 置換 基 の近 くにあ り,
88一
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置換 基効 果 がCeとCTで は逆転 す る とい う化学 的 常識 に 一致 す る.第2層 のニ
ュー ロ ン8は 第1層 のニ ュー ロン6及 び7と 結 合 してい る.こ れ は第2層 のニ
ュ ー ロン6に 含まれ るendo/exoに関す る情 報 をニ ュー ロ ン8で 修 正す る こと
を示 す.こ の系 で は,再 構築 学 習法 は必 要 な最 小 限 のニ ュー ロン数 を与 えて い る
よ うであ る.第2層 のニ ュー ロン数 を14と した が,2個 で十分 であ り,第1層 の
ニ ュー ロン1及び3に 対応 す る情 報 はendo/exoの分 離 には関係 な い.構 造 活性
相 関 の研究 では説 明変 数 の数 を最 小 限 にす るこ とが 要請 され て い る.再 構 築 学習
法 は この よ うな要 求 を満 たす 一手 法 と考 え られ る.
5.2.3マ イ トマ イシ ンの等 級分 類へ の応用
表5-7に再構 築 学習 法 に よる結 合荷 重 行列 及び 分類 結 果 を示す.用 い た入 力
デ ー タ,ネ ッ トワー ク構造 は4.1.2節 で用 い たも の と同 じであ る.
表5-7Aの5及 び6番 目の行 に注 目す る.そ れ らは第2層 の ニ ュー ロン5及 び
10と強 く結 合 して いる.表5-7Bか ら,第2層 の ニ ュー ロ ン10と5は 出 力層
の強 度3+と2+に 対応 す るニ ュー ロン に強 く正結 合 し,+/一と 一 に対 応 す る
ニ ュー ロンに は結 合 しない.第2層 に は 出力層 の3+ニ ュー ロン を強 く抑 制 す る
ニ ュー ロン は ないが,2+ニ ュー ロ ンを抑 制す るニ ュー ロンは2と10で あ る.
また,一 ニ ュー ロンを抑制す るため には ニ ュー ロン5を 発火 しな くて はな らない.
これ はニ ュー ロン2+及 び+の 活 性 化 に相 当す る.し たが っ て,出 力層 の3+
ニ ュー ロン を発火 させ る因子 は,置 換 基Zの 大 き なTaftの 立体 定数(Es-z)及
び 置換 基Xの 低 いF、 値 及 びVw-x値 で あ る.以 上 の結果 と入 力デ ー タ種 σ。.x
の 寄与 がほ とん ど ない こと はALS法 に よ る結 果 を支 持す るが,ダ ミー定数,
Y。M。,及びY。、が生 物 活性 に寄 与 しな い とい う結 果 は,ALS法と矛 盾す る.一 方
2+ニ ュー ロンは第2層 の ニ ュー ロ ン5を 通 して発火 す るが,そ の ニ ュー ロンは
E。.z及びY。Meに よ って規定 され る.置 換 基Xの 存 在 は2+ニ ュー ロン をわづ
一91一
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か に抑制 す るが,こ の結 果 はALS法 の結 論 とは矛 盾 しな い.ALS法 はXとYの
変数 を,Xが 小 さ くな るに つれ てYが 大 き くな るよ うに,一 緒 に認識す る が,ニ
ュー ラル ネ ッ トワー クはそれ らを分離 して認 識 して いる.し か し,活 性 値 に対す
る寄 与がOHよ りOMeが 大 き い こ とは両 方 法 と も一・致 す る.
第2層 の ニ ュー ロン2及 び10は2+ニ ュー ロ ンを抑制 す る.ニ ュー ロン10
と2+ニ ュー ロンの結 合及 びニ ュー ロ ン10と ニ ュー ロン+3の 結 合の符 号 は反
対 であ る ことよ り,ネ ッ トワー クはそれ らを別 々 に認識 す る こと を示す.入 力層
か ら出 力層 のニ ュー ロ ン5へ の経 路 はニ ュー ロ ン2へ の それ と符 号 を異 にす る.
す なわ ち,変 数E。.zの 寄 与 は小 さ く,σ 。.x及びV.一、 が大 き い.こ の結果 は
ALS法の それ と一 致す る.
ALS法との 関連 を さ らに詳 し くみ る ため,等 級nに 対 しn個 の 出力層 のニ ュー
ロン を発 火 させ る教師 パ ター ンを ネ ッ トワ ー クに提 示 した.例 えば,等 級 ±,+,
等 に対 し,教 師 パ ター ン(1,1,0,0,0),(1,1,1,0,0),等を提 示 す るの であ る.
(この形 の教 師パ ター ンをALS型 教師 パ ター ンと呼 ぶ).マ イ トマ イ シンのデ ー
タにALS型教 師パ ター ンを与 えて 再構築 学 習 させ た結 果 を表5-8に示 す.
生物 活性 に関 して は第2層 の2,3,及 び5番 目のニ ュー ロンが重要 な役 割 を
果 たす こと が表 か らわ か る.表5-9に 構 造 パ ラメー タとそれ らの ニ ュー ロ ンとの
結 合 を抽 出 して示す.た だ し,抑 制 的 ニ ュー ロンに結 合 した係 数 に は 一1をか け
てあ る.一 ・方,肌S法 によ る認 識 関数 は次 の よ うに報 告 され て いる.18)
L=-4.10σm_x-1.76Vw_x+2.49YoMe+2.29YoH+0.79
5-15
L=-4.33Fx-2.48Vw_x+2.47YoMe+2.28YoH+0.78Es_z+1.42
5-16
これ の式 と表5-9比較 す る と,式5-14はpath2に 対応 し,式5-16はpath3
と5の 和 に対応す る.
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5.2.4ア リル ア ク リロ イル ピペ ラジ ンの等 級分 類へ の応用
標記 聞題 にっ い て,ALS型教 師パ ター ンを与 え学 習 させ,酷S法 と の結 果 と比較
した.結 果 を表5-10に示す.分 類 は完 全 に達 成 でき た.第2層 の ニ ュ 一ーロ ン1,
2,4,6,及び14が 重 要 な役割 を演 じる.そ れ らの うち,出 力層 の最強活 性 に対
応 す るニ ュー ロン4に 正結 合 して い るの は第2層 のニ ュー ロン4と14で あ り,
ニ ュー ロ ン1と2と は負結 合 であ る.こ れ はニ ュー ロン4の 発 火因子 はニ ュー
ロン3の それ と異 な る ことを示す.
表5-11に構造 パ ラ メー タとの結 合値 を示 す.た だ し,抑 制的 ニ ュー ロンに結合
した係 数 に は 一1をか けて いる.一 方,ALS法によ る認識関 数 は次 の よ うに 報告 さ
れ てい る.
Lニ ーLO18△RI-2.357Σσ 一1.8381(2-OR)+0.769
5-17
L=-1.259Σπ 一2.166Σσ 一1.7771(2-OR)
+1.1691(R1)+0.3585-18
しか し,こ れ らの 式 によ る認 識率 は悪 く,そ れ ぞれ,76%及 び65%で あ る.ニ ュ
ー ラルネ ッ トワー クは,入 力デ ー タ種 △RI,Σ σ,及 び Σ π は強 い生 物活性
に重 要な 因子 であ るの に対 しALS法はそれ に加 えて1(2-OR)及び1(R1)の寄与 を
も示 してい る.共 通デ ー タ種 に関 しての役 割 は両方 法で 同 じであ る が,ALS法はパ
変 数 △RIと Σ πを別 々に扱 うため,Σ πに関す る係数 を比 較す る ことが でき ない.
結 論 と して,生 物 活性 を決 め る主 なデ ー タ種 は両 方法 で一致 してい ると結 論 で き
る.
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結 語
パ ター ン認 識 では パ ター ン群 の非線 形 分 離機 能 が要 求 され,そ れ を実 現 す るた
め に ニ ュー ラル ネ ッ トワー クは3層 以 上 の 階層 的構 造 が必 要 とな る.種 々 のニ ュ
ー ラル ネ ッ トワー クの うち この条 件 を満 足 し,有 効 な学 習 則 を持 ち かつ高 速 処理
が期 待 出来 るもの はパ ーセ プ トロ ン型 ニ ュ ー ラル ネ ッ トワー クであ る.
本 論文 で は初め にパ ーセ プ トロ ン型 ニ ュー ラル ネ ッ トワー クの学 習 則 を解析 し,
その 性質 を検 討 した.す なわ ちニ ュー ラル ネ ッ トワー クで 扱 うデー タは0～1区
間 の 実数 値 に限定 され るため,こ の区 間 に薬物 の構 造 活性 デ ー タを スケー ル しな
けれ ば な らない.学 習 デ ー タの数 が少 な くか つ スケ ー リン グにつ いて対 称性 を満
足 してい な い とき には,ニ ュー ラル ネ ッ トワー クの分類 に偏 りが見 られ た.こ の
偏 りは修正 可能 で あ るが,実 際 に薬 物の構 造 活 性相 関 に適 用 す る場 合,学 習 デ ー
タの性 質 に よ り,そ の偏 りは軽微 なこ とを示 した.
構 造活 性 相関へ の 予備実 験 と して,デ ー タに曖 昧 さの 少 な い ノル ボル ネ ン誘 導
体 の13C-NMRケミカル シフ ト値 とendo/exo異性体 の関 係 を用 い て学 習お よ び予
測 能 力 を検 討 した.そ の結 果 ケ ミカル シ フ ト値 とendo/exoの関係 を100%正しく
学 習す る ことが でき,未 学 習デ ー タについ て もほ ぼ正 し く(正 答 率94%)endo/
exo異性体 を予測 し,学 習 機械法 お よび ク ラス ター 分析 法 の85$を超 えた.
この方法 をマ イ トマイ シ ン誘導 体 の制 ガ ン活性,ア リル ア クロイル ピペ ラ ジン
誘 導 体 の抗 高血圧 活 性 と分子 構造 デ ー タの関 係 に適用 した.マ イ トマ イシ ン誘 導
体 で100%,アリル ア クロイル ピペ ラジ ン誘 導 体 で90%の高 率 で相 関 関係 を正 し く認
識 でき た.こ れ らの結 果 は,現 在 もっ とも信頼 性 の高 い と言 わ れ てい る適応 最 小
2乗 法(ALS法)の マ イ トマ イ シン誘導体 に対す る94%,アリル ア ク ロイル ピペ ラ
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ジン誘 導体 に対す る62～76%を凌 ぐもので あ る.18・23)さらに マイ トマイ シン誘
導 体の 一部 のデ ー タを除外 してネ ッ トワー クの学習 を行 い,そ のネ ッ トワー クを
用 いて除外 した未 知デ ー タの生 理活 性強 度 を予測 したと ころ,5段 階分 類 にお い
て75%の正 答率 で生理 活性 等級 が 予測 でき た.
定 量的 な構造活 性相 関 を求 め るため に,パ ーセプ トロン型ニ ュー ラル ネ ッ トワ
ー クの出力層 のニ ュー ロンの数 を一つ に し
,0～1の連続 値 を とらせ た新型 の ニ ュ
ー ラル ネ ッ トワー クを提 案 した .こ の ネ ッ トワー クの動 作 を解析 し,そ の 動作 は
非線 形重 回帰分 析(nonlinear皿ultiregressionanalysis)法に一致す る ことを
示 し,MR型 ニ ュー ラル ネ ッ トワー クと命名 した.
本 法 をカル ボキ ノン誘導 体 の制 ガ ン作用,お よび ベ ンゾ ジアゼ ピン誘導 体 の抗
不 安作 用 と分 子構 造 デー タとの関 係 に適 用 した.分 子 構造 パ ラメー タと生 理 活性
強 度 につい て,ニ ュー ラル ネ ッ トワー クは重 回帰 分析 法に比 べて分散 値 で1.3～
3.8倍強 く関連性 をつ ける こ とがで き た.
leave†。ut法(n・1～10)によ り推 測 機能 を調べ たと ころ,デ ー タ中 に矛盾 の
少 ない場合 に はニ ュー ラル ネ ッ トワー クは重 回帰分 析法 よ りも正 しい推 測 を行 う.
しか し,デ ー タに 自己矛盾 が 多 い場合 は,ネ ッ トワー クが 矛盾 自体 を規 則 と して
学習 に取 り込む ため,未 学 習 デー タに対す る推 測 はデー タの線形性 を仮定 した従
来の重 回帰 分析法 に及 ば ない こ とがあ る.前 者 の場 合が カル ボキノ ン誘導 体 で,
後 者 はベ ンゾ ジアゼ ピン誘導 体 で 見い だ され た.
デー タに実験誤差が多い場合,重 回帰分析法では決定係数が低 く構造活性相関
の結果が信頼出来 ない,そ こでニ ューラル ネッ トワークの特性を用 いて高い決定
係数を保つ相関計算法 を考察 した.
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重回帰分析では因果関係を示す係数 として偏相関係数 を用いる.MR型 ニュー
ラルネッ トワークの処理 は重回帰計算の非線形拡張 であ るため,偏 相関係数 をニ
ューラルネ ットワー クで計算するアルゴ リズムをつ くることが出来る.ニ ューラ
ルネ ットワークを十分に学習させ て教師データとネ ッ トワークの出力を完全に一・
致 させ,か つ非線形パラメータを制御 して線形ネ ッ トワー ク動作に近づけるとき,
重 回帰分析か ら計算 される偏相関係数 とほ とんど一致す る値が得 られることがわ
かった.こ の方法 は重回帰分析法を拡張 したもの で理論的には明快 であるが,数
値的なゆ らぎによる係数の再現性 を保つためには,通 常の学習よ りネ ッ トワーク
の学習 を10倍以上厳密に行わなけれ ばな らず,実 用 的には困難であ る.
そ こでニ ューラルネッ トワークに入力され るデー タの微小変化 を追跡 し,出 力
と入力デー タの比(相 関指数)を 求める新 しい方法 を考案 した.こ の方法に不飽
和型のニュー ロン動作関数を導入 し,学 習方程式 に[ニ コ.一ロンの疲労]と いう
概念 を取 り入れた.こ の方法は前者に比べ,20倍程度高速に計算でき,さ らに学
習 回数の異な りによる計算結果のゆ らぎが無 く,再現性に優れている.こ のよう
に計算され た入力,出 力間の相関指数は重 回帰分析計算の偏相関係数と正 しく対
応する.す なわちニ ューラルネッ トワークを用いた入カ ー出力間の相関計算の新
しいインデ ックスを導入 した.
パ ーセ プ トロン型ニ ュー ラル ネ ッ トワー クに,学 習 とい う 自己組 織 構築 状態 と
同 時 に形成 した 自 己組織 の一 部 を消去 す る(忘 却)状 態 を も取 り入 れ る こ とが で
き る.こ の2つ の 状態 を混 合 し,学 習 も忘 却 も成 立 しな い状態 をニ ュー ロシ ミュ
レー タで実現 す る.す なわ ち,不 十分 に学 習 したニ ュー ラル ネ ッ トワー クに 交互
に学 習 と忘却 の両 状 態 を取 らせ る と,シ ナ プス強 化 則 に従 いニ ュー ラル ネ ッ トワ
ー ク内 のニ ュー ロン間の大 部分 の結 合 は淘 汰 され ,重 要 な結 合 だけ が残 りかつ強
化 され る.こ の結 果,活 性 強度 等 出力 を決 定す る入 力層 のニ ュー ロ ンを定 め る こ
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と ができ る ことが わか った.こ の 方法 を再構 築学習 と命 名 した.
再構築学 習 法 を,ノ ル ボル ネ ン誘導 体のi3C-NMRケミカル シフ ト値 と置 換基 の
endo/exo配向性 の 関係に 適用 した とこ ろ,置 換 基 か ら最 も近 い位 置 にあ る2つ の
炭 素原子 に関す る デー タを受 け入れ てい るニ ュー ロ ンに関 係す る結 合 が置換 基の
配 向性に関 係 して いる ことが示 され た.ま た マイ トマ イシ ンお よび アク リル ア ク
ロイル ピペ ラジン誘導体 の構 造活 性 デ ー タに適用 し,薬 理 作 用発現 の構造 因子 を
抽 出す る ことが でき た.
これ らの 研究 にお い て,ニ ュー ラル ネ ッ トワー クは従来 方法 と比較 して は るか
に優れ た方 法 であ るこ とを確認 した.さ らに,ニ ュー ラル ネ ッ トワ ークに は曖昧
なデ ー タを扱 える ことと ノ ンパ ラ メ トリッ クであ る ことの 利点が あ る.難 点 は学
習 に時 間が かか る ことであ る.こ れ はニ ュー ロコ ン ピュー タを通常 の コン ピュー
タで シ ミュ レー トしている ため で,ニ ュー ロチ ップ等 の利用 で この 間題は 解決 さ
れ るもの と思わ れ る.
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付 録1.MR型 ニュー ラル ネ ッ トワー クの関数fitting機能の限界
第2,3層 の各 々の1個 のニ ューロンの動作関数が直交関数系e.,線 形関数のニ ュー
ラルネ ッ トワー クにお いて,第1,2層 間の結合荷重が δ重jWwとなっている,一 種の
MR型 ニ ュー ラル ネ ッ トワークを考 える.δ はデル タ関数である.こ の型のニ ューラル
ネ ッ トワー クをfuncti。nalnetw。rk43,と呼ぶ.こ のネ ットワー クで或 る関数h(x)
を,近 似す る場 合,h(x)～ ΣW」ke.≡g(x),な る関係が成立 している.こ こ
でWjkは第2,3層 間 の結合荷重 である.こ れを,F(h(x))=g(x)と 書 く.
次 にh(x)-g(x)な る関数 を,同 じニューロン動作関数を有す る別の2つ の
functionalnetw。rkで近 似するとき高 々,
F(h(x)-g(x))=g(x)-0=g(x),A-1
で ある.従 っ て{e.}が 同 じニューロン系でニューロン数を増加させても関数近似能
力 は向上 しな い.
一般 のMR型 ニ ューラル ネ ッ トワー クは,直交関数列{e.}を ベク トル ηで変換 し
て,f=ηe。 と し,こ のfを シグモイ ド関数とすると得 られる。ただ し第1,2層 間
の結合荷 重 は δ1」WiJ→WiJとなっているか ら,そ の 自由度の向上 で,
Ω(h(x)-g(x))=g'(x)一 一〇=g,(x),A-2
∫{g,(x)}2dx〈 ∫{g(x)}2dx,A-3
と なる.こ こで ΩはMR型 ニュー ラルネ ットワー クによる変換作用 をあ らわす.
しか し数 値計 算上 はw重Jの取 り得る範囲が数表現の制限によって限定され るので,
∫{g'(x)}2dx>Oで ある.再 度関数の差 をfitさせようとしても,
Ω(h(x)-g(x)-g,(x))=g'(x),A-4
とな る.従 って任意 の関数 を完全 にfittingすることは出来ない.以 上の議論 で,
Ω(h(x)-g(x)),..と い う変換はWuと い う係数行列の限定範囲内の 自由
度 に よって,新 しい直交関数列{e。}を 作 り出す だけであるか ら,極 めて非効率的な
変換 である こ とが予想 で きる.経 験的には,MR型 ネ ッ トワー クの関数fitting結果 と
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目的関数 の差 を計 算 して,そ の差 を新たにMR型 ニューラルネ ッ トワークでfittingし
ても,誤 差関 数E値 は殆 ど小さ くならなかっ た(0.7倍程度).
この よ うな性質 があ るため,ニ ューラルネ ッ トワー クは剛性 をもち,そ れ によって,
第2層 が必要 最少 限の ニ ュー ロン数でな くとも,あ ま り極端に多 くなければ,誤 差が含
まれ るデー タの 中か ら重 要 な関係 を抽出でき ると考 え られ る.
付 録2.4次 元 以 上 の4分 類 系
3次 元4分 類 系 を,{(C,QC3℃)},と 表 現す る とき,4次 元 は,
[{(C,Q(3)C)}。,Q(4}{(C,Q(3}C)}o],
で あ る.こ こ で,
Q{4}ニ(Q(3),+1),で あ る.+1は4次 元 に な って新 し く増 加 した座 標 に つ
い て1と す る こ と を 意 味 す る.故 に,
(+1)(C,Q(3》C)}。=(C,Q(3℃)}1,で あ る.以 下Q`n}演算 子 を
漸 化 式 で 作 れ ば 良 い.
付 録3.微 分 バ ッ ク プ ロパ ゲ ー シ ョ ン法
ニ ュ ー ロ ン 間 の 結 合 荷 重 の変 化 に対 して,ニ ュ ー ラル ネ ッ トワー クの 入 出力 に関す る
偏 微 分 係 数 は,
各 層 に つ い て,δyj=W,』 δx藍,δ0』=f'(yj)δy」A-5
で あ る か ら,2層 の ネ ッ トワー クでは,
δOJ/δXt=f'(y」)Wij,A-6
3層 で は,
δOJ/δx量=Σf'(Yk)Vik9'(Z」)Wヒ 」A-7
で あ る.た だ しf'(yk),g'(Z」)は そ れ ぞれ2,3層 のニ ュー ロンの動 作 関数 の
微 分 関 数 で あ る.Vtkは1,2層 間 の,W,」 は2,3層 間 の結 合 荷重 であ る.
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ニ ュー ロ ン 間 の 結 合荷 重 の変 化 に対 して式A-7は次 の よ うに変化 す る.
VIKの微 少 変 化 εに 対 し て,YK→yK+ξ と変化す る とす る と,
ξ=xIε,
f'(yK+ξ)=f'(YK)十f'(yK)ξ
ξと い う変 化 に 対 し第2層 のニ ュー ロ ンの 出 力値 の 変化 は,
f(yK)+f'(YK)ξ.こ れ はWK」を介 して9'(Z」)を 変 化 させ る.
z」+η=WKj{f(YK)十f'(yK)ξ},
η=WKJf'(yK)ξ=WK」f'(yK>XIε,
9'(ZJ十 η)ニ9'(Zj)十9.(Z』)η
故 に 式A-7の εに 対 す る 変 化 △IKは,
(δOJ/δxI)+△IK
=Σ9'(ZJ)WヒJf'(yk)Vik
k≠K
+[9'(zJ)+9。(zJ)η]WKJ[f'(yK)+f卿(yK)ξ]
A-8
A-9
(Vl。+ε)
A-10
と な る.こ こ で,
△IK=WKJVIK[9'(z」)ηf'(yK)+9'(z」)f'(yK)ξ]
十WKJ9。(ZJ)f'(yK)ε
A-11
△IK=WKJ[VIK[9'(zJ)WKJ{f'(YK)}2+9'(zJ)f'(yK)]x置
+9'(ZJ)f'(yK)]ε
A・12
一 方
,WK。 の 微 少 変 化 ε に 対 し て,Z」 →ZJ+η と 変 化 す る と す る と,
η=f(yK)ε,
9'(ZJ十 η)=9'(ZJ)十9"(ZJ)η
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(δO、/δx,)+△ 。、
=Σ9'(Z」)WkJf'(Yk)Vlk
k≠K
+[9'(zJ)+9'(zJ)η](WKJ十E)f'(yK)VIKA-13
と な る.こ こ で,
△KJ=[9'(zJ)ε 十9"(zJ)ηWKJ]f'(yK)VIK,
△KJ=[g'(zJ)+g'(zJ)f(YK)WKJ]f'(YK)VIKεA-14
で あ る.入 力,教 師 デ ー タ の 他 に 偏 微 分 係 数 が 与 え ら れ た と き,
E=Σ(O」-t」)2十 λ Σ{(δO」/δx置)一 ρIJ}ロA-15
」(1,J}
を結 合 荷 重V,Wで 偏 微 分 し,そ の式 を=0と 置 いて学 習方 程 式 を作 る ことが で き る.
こ こ で,λ,nは 定 数,ρ ロは偏 微分 係 数 の期 待値 であ る.
n=1の と き 式A-15のλ項 は,
qlJ=(δOJ/δx1)一 ρ 置J,
δVIK=一 λL[ΣqlJ△IK-1{1-d(△IK)}],A-16
δWKJ=一 λL[ΣqI」 △Kゴ1{1-d(△KJ)}],A-17
で あ る.こ こ でd(x)はx=0の とき1,そ れ以外 の とき0と な る関 数,
L[x]はlxl≧ θの と きsg皿(θ,x),そ れ 以外 の ときxと な る関数 であ る.
式A-15は,M
ρIJ("}ニM-iΣ(δO」/δXl){"-1)A・-18
《J.!)
の様 にM個 の デ ー タにつ いて平均 し,次 回の学習の偏微分係数の期待値 ρIJ("〉を巡 回
操作 の 中で計 算す る形 に変形 できる.ま たSARの 適用では相隣合った等級間 で,
ρIJ(μ)=一ρ'IJω の様 に して,ニ ュー ラルネ ッ トワークの非対称性分類問題をなる
べ く極小 化す るよ うな条件 を導入する方 向に変形出来 る.
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実際 の学 習 は次の 様 に行 なう.
1)バ ックプロパ ゲー シ ョン学習でE～0.⑪Olまでニューラルネ ッ トワー クを学習する.
2)式A-16,17でニ ュー ロ ン間結合荷重を補正す る.E値 は大 きくなる.
定数2.,θはそれ ぞれ ⑪.001,0,01程度 にとる.
3)Eの 値 をも との値 よ りも僅かに小さ くなるよ うにバ ックプ ロパゲーション学習を行
な う.
4)2,3の 操 作 をE→0ま で繰 り返す.Eが 小さ くな らない時 λを小さ くす るが,
λ→0となる ときは第2層 のニ ューロンが少ない.
この方法 はバ ックプ ロパ ゲーション学習による結合荷重の補正部と,式A-15のλ項補正
部 が独 立 した操作 に なっ ているため,条 件の導入が容易に出来る.
付 録4.ス ケー リン グ,等 級分類表現にお ける問題点
入力 デー タ種 個 々につ い て独立 した2,2、2節のようなスケー リングは,ニ ューロンの
定義 域 を全部使 用す るよ うに出来 るので数値計算精度上は好都合であるが,φ 線分 の交
点 を変化 させ るため ニ ュー ラルネ ットワー クの推測機能に影響を与える.一 般的には φ
線分 の交点 を不変 とす る様 な入力デー タ種全 てに依存するスケール法が必要である.
但 し薬 物の等 級予 測 の場合,3.3,2節の議論 よりφ線分の交点が存在 しないので,ス ケー
リン グにつ い て間題 にな らないと思われる.
等級分 類表現 ではm個 の カテゴリーをm個 のベク トルVk=(..,δik,..)で
表 現す る ことが一般 的 に行われている.δikはデル タ関数,kは カテゴ リー番号 である.
そ してニ ュー ラル ネ ッ トワークの出力を,S。=Σ(Oi-v、k)2で 計算 し,最 小の
Skを与 えるkを ネ ッ トワー クが認識 したカテゴリー としている.
この方法 は,任 意 のVkベ ク トル を一点 とす る空間で,各Vk点 の周辺で等価 なネ ッ ト
ワー ク出力分布 で なけれ ば正 しくない.3.1節の例でも判るよ うに等価なネ ッ トワーク
出力 分布 が期待 出来 るの は,Vk点 の周 りの小 さい領域であ る.
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付録5.ニ ュー ラル ネ ッ トワークに与えるデー タの変動に対する結果の変化
薬理 活性 デ ー タに は無視 できない量の測定誤差が含 まれている.そ の とき
薬 理活 性 デー タをニ ュー ラルネ ットワー クによって解析す ることの妥当性 を議論
す る.
ニ ュー ラル ネ ッ トワー クに入力す るデー タ及び教師データの変動を次の様に表示
す る.
x#、ニx、+μ 、,
t#i=ti十viA-19
こ こ でx#,t#は 実 際 の 測 定 値,x,tは 誤 差 無 しの 理想 条 件 で測 定す る とき
得 られ る と 予 想 され る 真 の 測 定 値 であ る.μ,ッ は擾 乱項 であ る.
こ の 項 に よ る2-9,10式の 変 化 は次 の様 であ る.ネ ッ トワー クは2層 とす る.
δwu=-djx#iε=-d」xiε 一djμtε,A-20
d」=(Oj-t㌔)f,(y#j)
=(O,-t」){f'(y」)+f,,(Σwijμi)}-vjf,(yj)
従 っ て,A-21
δWtj=(Oj-tj)f,(yj)
一{v」f'(y j)-djμ 量ε一(O,-tj)f　 (ΣWuμ1)}.
{}内 の 項 が 学 習 方 程 式 に加 え られ た擾 乱 であ る.A-22
{'p」f,(YJ)-djμtε 一(Oj-tJ)f"(ΣWijμi)}
=vjf'(y」)一(O」-tj)f'(yJ)μtε
一(O j-tj)f,,(ΣWijPti),A-23
(Oi-tj)は 学 習 が 完 了 す る と0に な るか ら,{}→f'(y」)ッjで あ る.
fが シ グ モ イ ド関 数 な らば,
Z=v」/4,A-24
以 下 の 不 確 定 性 が 学 習 方 程 式 に 存在 す る こ とに な る.
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3層 の 場 合,notationを次 の よ うにす る.
Xi:真 の 入 力 デ ー タ,
yk:真 の 入 力 デ ー タ時 の 第2層 の ニ ュー ロンに入 力され る値,
ZJ:真 の 入 力 デ ー タ時 の 第3層 の ニ ュー ロンに入 力され る値,
t」=真 の 教 師 デ ー タ,
x#,:実 際 の 入 力 デ ー タ,
y㌔:実 際 の 入 力 デ ー タ時 の第2層 の ニ ュー ロンに入 力 され る値,
z#」3実 際 の 入 力 デ ー タ時 の第3層 の ニ ュー ロンに入 力 され る値,
t㌔:実 際 の 教 師 デ ー タ,
Vtk:1,2層 間 の 結 合 荷 重,
Wkj:2,3層 間 の 結 合 荷 重,
f:第2層 の ニ ュ ー ロ ンの 動作 関 数,
g:第3層 の ニ ュ ー ロ ンの 動作 関 数.
次 の 関 係 が 存 在 す る.
X#i=Xi+μ1,
t#j=tj十vゴ,
y#k=yk十 ΣVik(X1十 μt),
Z#J=Zj十 ΣWk」9(ΣVikμi).
学 習 方 程 式 の 揺 ら ぎ は,2,3層 間 で,
δWkj=-dj(2・3)y#kε,
d」{2・3》=(Oj-t#」)f,(z#j),
で あ る.1,2層 間 で は,
δVik=-dk(L2♪x#iε,
dkく1・2,={ΣWkjdj(2・3}}9,(y#k),
で あ る.
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A-19
A-25
A-26
A-27
A-28
A-29
A-30
A-27か ら,
(一 ε 一1)δWkj=(Oj-tj-vj)
X{f,(zj)十f"(Σwkjg(Σvikμi))}{yk十 Σvik(x査 十 μi)}
～(O」-t」)f,(Z」)yk-vjf,(Zj)yk
十(O」-tj)[fJ'(ΣWkJ9(ΣVikμt))yk
十f,(Zj)ΣVik(Xi+μi)〕.A-31
学 習 完 了 時
δWkj=vjf,(Zj)ykε ≦vjykε/4≡Z,A・-32
で あ る.係 数1/4は シ グ モ イ ド関 数 の と き に 限 る.
A-29か ら,
(一 ε 一1)δVik=[ΣWkJ(O」-t」-vj)
X{f'(Z」)十f"(ΣWkj9(Σv虹kμi))}]
X{9,(yk)十9,,(ΣVik(Xi十 μi))}(Xi十 μi)
～[ΣWkj(O」-tj)f,(Zj)]9'(Yk)Xi
-[ΣWkjv」f'(Zj)]9'(yk)Xi
十[Σwkj(0」-tj)f"(Σwkjg(Σvikμ1))]9,(yk)xt
+[Σwk」(O」-tj)f,(zj)]9"(Σvik(xi十 μi))xt
+[ΣWkj(O」-tj)f'(Z」)]g,(yk)μiA-33
こ の 式 は 学 習 完 了 時,
δVik=[ΣWkjvjf,(Z」)]9'(Yk)Xiε
≦[ΣWkjv」]Xiε/16≡Z,A-34
で あ る.係 数1/16は シ グ モ イ ド関 数 の と き に 限 る.
A-24,32,34から 学 習 方 程 式2-9,10,11は教 師 デ ー タ の 変 化 に 対 し て1次 の 依 存 関 係 が
あ る.入 力 デ ー タ の 変 化 に は 関 係 し な い,重 回 帰 分 析 法 で は 共 に1次 の 依 存 関 係 で あ る
が,同 じ1次 依 存 関 係 で も 係 数 は1で あ る.
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従ってパ ーセ プ トロン型 ニュー ラル ネ ットワーク法は重回帰分析 に比べて測定誤差 に
強 い方法 であ る.
教 師デー タの誤差 に対 しては,3.1.2節に示 したよ うにΣ(Oj-t」)2～0,15で
ネ ッ トワー クの機能 は実現 され るので,そ れ より1オ ー ダ小さい擾乱な らば学習は有意
と思 われ る.従 って,v」 ～0.49である.こ れは49%程度の測定誤差があってもパーセ
プ トロン型ニ ュー ラル ネ ッ トワー クで有意 な分類が可能であることを示す.
この ことを次 の よ うな数値実験 で確かめた.
1.入 力デ ー タをyニx,(O,1)区 間か らサ ンプ リングした値,
2.教 師デ ー タにy=sin(x),(O,2π)区 間か らサンプ リングした値 と
(-a,a)区 間の一様 乱数の符号 を1サ ンプリング毎に変えたものを加 えた値,
をMR型 ニ ュー ラル ネ ッ トワー クで学習 させた.サ ンプ リング数は10000である.
学習完 了後 ネ ッ トワー クにy=xを 入力 し,出 力波形 を調べた.そ の結果,
a=⑪.5～1ならばニ ュー ラルネ ッ トワークの出力は正弦波であるが,a=2で は正弦波
の再現 は不可能 であ った.こ の結果は50～100%程度の誤差な らば或る程度の有意な
処理 がニ ュー ラル ネ ッ トワークで可能なことを示 し,上 記の理論的考察 を支持 している.
多 くの測定誤差 が含 まれ る系の学習では,学 習完了時 δE=0で ある必要はなく,
δE～Zで 良 い.す なわち,測 定誤差か ら推測 され るZ以 下に学習方程式を収束させて
も無意 味であ る.そ れ よ りもニュー ロンの動作関数に線形性 を導入 して,学 習の収束点
をZ程 度 に止 め,ネ ッ トワークの汎化作用を強 くすべきである.強 い非線形ニューロン
動作関数 では複 数のデ ー タ間でf'(yj)項 の相違が大 きくな り,測定誤差に対する
結果の変動 が不均 一 になる傾 向が強調される.こ れは望 ましくない.
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