Abstract. Barmah Forest virus (BFV) disease is the second most common mosquito-borne disease in Australia but few data are available on the risk factors. We assessed the impact of spatial climatic, socioeconomic and ecological factors on the transmission of BFV disease in Queensland, Australia, using spatial regression. All our analyses indicate that spatial lag models provide a superior fit to the data compared to spatial error and ordinary least square models. The residuals of the spatial lag models were found to be uncorrelated, indicating that the models adequately account for spatial and temporal autocorrelation. Our results revealed that minimum temperature, distance from coast and low tide were negatively and rainfall was positively associated with BFV disease in coastal areas, whereas minimum temperature and high tide were negatively and rainfall was positively associated with BFV disease (all P-value <0.05). The study demonstrates that BFV disease is more densely distributed in coastal areas and is influenced by climatic and ecological factors. The spatial analytical approach used in this study may have ramifications in the planning and implementation of BFV disease prevention and control programmes.
Introduction
Barmah Forest virus (BFV) disease is a mosquitoborne disease transmitted primarily by Aedes and Culex vector species (Russell, 1995) . Hot spots of BFV disease are mainly found in coastal regions in Australia (Naish et al., 2011b) , where the expansion of urban populations, tropical and sub-tropical temperatures and precipitation create ideal habitats for vector proliferation and consequent spread of the virus (Queensland Health, 2012) . Since 1992, the recorded number of laboratory-confirmed BFV cases in Australia has been highest in the State of Queensland (Queensland Health, 2012) . Large outbreaks occurred in 2003 and 2008, with 869 and 1,243 cases (incidence rates of 22.3 and 28.1 per 100,000 people), respectively in Queensland (Queensland Health, 2009 ).
BFV disease is complex and the transmission dynamics of the disease are affected by biotic (e.g. abundance and distribution of mosquitoes and susceptible vertebrate hosts) and abiotic factors (e.g. temperature and rainfall) (Mc Michael et al., 2008; Russell, 2009) . Previous studies have shown that temperature and rainfall, reservoir host, geography and population demographics are associated with BFV disease epidemics (Lindsay and Mackenzie, 1998; Mackenzie et al., 2000; McMichael et al., 2003) . Some other studies have revealed that human related factors (e.g. behaviour and immunity) are also involved in the disease distribution (McBride, 2008; Russell, 2009 ). However, the exact roles of each of these factors are not yet fully understood (Russell, 2009) . Recently, few studies have explored the relationship between climate variability and the transmission of BFV disease in coastal Queensland in Australia (Naish et al., 2006 (Naish et al., , 2009 .
Recently, the understanding of the transmission dynamics of BFV disease in Queensland has expanded through the use of geographical information system (GIS) tools. However, most of the previous studies have only employed GIS for descriptive analyses (Quinn et al., 2005; Pelecanos et al., 2011) . Few empirical studies have explored the disease risk using spatial pattern analysis, which generates more precise information about high-risk areas of disease transmission (Naish et al., 2011a (Naish et al., , 2011b . As extensively discussed in the geography, spatial statistics and spatial epidemiology, ignoring possible spatial effects (such as spatial dependence and heterogeneity) in data analysis Fig. 1 . Map of Australia with the study area highlighted using dark and light shades. might lead to unreliable estimates and potentially misleading inferences (Cliff and Ord, 1973; Anselin and Getis, 1992; Bailey and Gatrell, 1995; Anselin and Bera, 1998; Griffith, 2006; Yu and Wei, 2008) .
Methods for analysing predictors of disease outbreaks over space and time have advanced substantially over the last decade. The change in approach has been warranted by the fact that traditional application of ordinary least square (OLS) regression for the analysis of outbreaks assumes that there is no spatial dependence/clustering. As evidenced by a number of studies (Quinn et al., 2005; Naish et al., 2011a; Pelecanos et al., 2011) , this assumption is not in accord with the epidemiologic characteristics of BFV disease, because BFV incidence in a specified spatial unit (such as local government area (LGA) or statistical local area (SLA)) is likely to be dependent on location. In other words, units that are close to each other are more likely to have similar BFV incidence rates, depending on the degree of interaction between the populations in neighbouring units and on variations in climatic, socioeconomic and ecological factors that influence BFV disease (Quinn et al., 2005; Naish et al., 2011a; Pelecanos et al., 2011) .
With the recent advances and improvements in GIS applications and the ensuing infusion of other associated statistical packages into geographical software, models have been developed to account for spatial autocorrelation (Cliff and Ord, 1973; Getis, 1992, 1998; Bailey and Gatrell, 1995; Griffith, 2006; Yu and Wei, 2008) . The application of these techniques specifically for studies of mosquito-borne diseases has attracted increasing attention (Li et al., 2008; Feng et al., 2011; Impoinvil et al., 2011) . A second issue associated with spatial regression analyses is spatial heterogeneity i.e. non-stationarity of model parameters as a result of the substantial differences in the variance of the dependent and independent variables across space (Anselin and Bera, 1998) . In order to take into account spatial autocorrelation and heterogeneity, this study examined the potential impact of spatial climatic, socioeconomic and ecological factors on BFV transmission in Queensland, using a spatial modelling approach.
Materials and methods

Study area
Queensland is the second largest state of Australia by area after Western Australia and is located in the north-east of the country with Brisbane as the capital city ( Fig. 1) (Naish et al., 2011b) .
Explanatory variables
To facilitate risk profiling, a multiple-factor database including climatic, sociodemographic and ecological variables was developed for analysis. The following aggregated variables were included: mean maximum annual temperature, mean minimum annual temperature, total annual rainfall, mean annual high tide, mean annual low tide, mean annual SEIFA index, mesh block population and total area of each wetland type.
Grid climate data from across Queensland with complete maximum temperature, minimum temperature and rainfall records for the same period were obtained from Australian Bureau of Meteorology (2011) . Mesh block population data were obtained from Australian Bureau of Statistics (2010) . The data included the number of dwellings and the overall population for the latest national census year, i.e. 2006. The mesh block population data were used in the computation of BFV disease incidence rates. Data were entered into a GIS database format. 
Statistical analysis
Data structure
It was decided for this study that use of arbitrary boundaries, such as LGAs, SLAs and suburbs, would introduce a dislocation between the location of case data and potential BFV mosquito breeding habitats. Therefore the entire study area was divided into 5 × 5 km grid cells. The data analysis included two different datasets, based on selections of the grid cells. The first dataset included the total area of Queensland consisting of 70,968 grids, and the second included only coastal areas in Queensland (grid cells with centroids located ≤100 km to the coastline) consisting of 14,399 grids (Naish et al., 2012a) . Only the grids which were located over mainland were retained (Queensland dataset) and the extraneous grids such as those over islands were discarded (<0.01%).
To account for the spatial proximity of the case site and any nearby habitats or variables contributing to the spread of BFV disease, 10 km circular buffers were developed at the centre of each grid cell (Rushton, 1998) . It is noted that these buffers had considerable overlaps with the adjacent grids, and this is done to ensure that potentially important data located in adjacent grids were not excluded from the attributes on any individual grid cell. As an example, case data were likely to be located in suburbs surrounded by houses, while breeding habitats such as wetlands could be in close proximity but outside the cases' grid cell. Thus if the cases' grid cell polygon was only used to extract data from the wetland polygons, important information would be missed and there would be little difference compared to the use of arbitrary boundaries such as SLAs (Naish et al., 2012a) . The radius size of the circular buffer was chosen to be 10 km as this encompasses the environmental conditions which may contribute to the transmission of BFV disease, namely mosquito breeding habitats (Naish et al., 2012a) and BFV mosquito flight range (Whelan, 1997) . The 10 km radius circle was used to extract or calculate a number of variables such as (i) total number of BFV cases; (ii) the proportion of area of each wetland type falling within the circle; (iii) local climate; (iv) local tides; (v) population (from mesh blocks); and (vi) socioeconomic index (SEIFA). A detailed description of coastal dataset can be found elsewhere (Naish et al., 2012a) .
In order to evaluate temporal changes, analyses were conducted for the entire period 2000-2008, after which separate analyses were conducted for two sepa-rate study periods: an early period comprising data for the years 2000-2004 and a later period comprising remaining data for the years 2005-2008. Exploratory univariate analyses were conducted for each dependent and explanatory variable for each dataset and for each period. Within each grid, the incidence rate of BFV was calculated as follows:
Correlation analyses were performed to assess the associations between incidence rate of BFV disease and explanatory variables. The highly significant (P <0.01) variables were used in modelling analysis. Collinearity between all possible pairs of explanatory variables was assessed, and if a correlation coefficient of ≥0.75 was observed, the best-fit explanatory variable was retained for model fitting.
Spatial regression modelling and analysis
Spatial regression analyses were conducted to examine significant associations between BFV and explanatory variables for each dataset and each period using GeoDa (Anselin, 2004) . Due to the skewed distribution, the dependent variable, BFV disease incidence rate was log transformed whereas explanatory variables were untransformed in the model. A step-wise backward approach was used to identify the final model. Initially, data were fitted with an ordinary least squares (OLS) regression model which is as follows:
where Ŷ is the dependent variable, X is a matrix of observations of explanatory variable, β is the regression coefficient and e is an error term. A classical OLS regression analysis overlooks spatial dependence of spatial problems and cannot effectively describe spatial patterns. The diagnostic tests (e.g. Breusch-Pagan and residual plots) were used to determine the presence of spatial dependence (autocorrelation) and heteroskedasticity in the residuals of each model. We examined two formulations of spatial regression models to account for spatial autocorrelation: a spatial lag model (SLM) and spatial error model (SEM). The SLM includes a spatially lagged dependent variable and allows determination of whether the dependent variable covaries with its geographical neighbours (Anselin, 2004; Ward and Gleditson, 2008 ). In contrast, the SEM incorporates an autocorrelation term as an explanatory variable, thus splitting the error term into spatially structured and spatially unstructured terms (Anselin et al., 2006) . The SLM can be expressed as:
where ρ is the spatial regression coefficient, WY is the spatially lagged dependent variable and c is the random error term. The SEM can be written as:
where λ is the spatial autoregression coefficient, W is the row-standardised spatial weights matrix, Wc is the spatially lagged error term, and ξ is the independent error term. A Moran's I was calculated to check if the residuals of the selected final models for the dataset were spatially correlated (Anselin, 1998; Anselin et al., 2006) . The distance weights matrix created by GeoDa was used in this analysis which is acceptable because the data points are systematically spread into a grid and also in this way, every point will have at least one neighbouring point. We ran several models using OLS, SLM and SEM analyses and these were compared to determine the best-fit model based on Akaike Information Criterion (AIC) (Anselin, 2004) and this was considered as the most parsimonious model. All the parameters were significant at the 0.01 probability level.
Results
Study characteristics
BFV incidence rates varied by space (Table 1) ; generally, higher rates were observed in the coastal areas and lower rates in the total area of Queensland. All the variables showed distinct differences for each dataset and for each period. Spearman correlation analyses indicate that the BFV incidence rates were negatively and significantly associated with minimum and maximum temperature, and tides, and positively and significantly associated with rainfall and SEIFA (Table 2) . Table 3 shows the results of each best-fit spatial regression model (OLS, SLM and SEM) for the total area of Queensland for each period. All OLS models Incidence rate = x 100,000 total number of BFV cases population ( ) achieved a multicollinearity number for each of the model (ranging from 10 to 19), much smaller than the typical threshold value of over 30. However, the regression diagnostics revealed that the data had violated a number of OLS regression assumptions, with the characteristics of non-normality, heteroskedasticity and high spatial autocorrelation (Anselin, 2006) . The Moran's I statistic for the OLS residuals ranged from 0.674 to 0.719 (Fig. 2) . The results of each best-fit SLM and SEM suggest that there was a statistically significant, negative association between minimum temperature and BFV incidence rate and a significant positive association between rainfall and BFV incidence rate, after controlling for the other factors in the model (Table 3 ). The SLM residuals were not spatially correlated. The Moran's I statistic for the SLM residuals ranged from 0.001 to 0.003 (Fig. 2) . Table 4 shows the results of each best-fit OLS, SLM and SEM model for the coastal areas during each period. A multicollinearity number of below 30 was obtained from each of the OLS models (ranging from 7 to 17). However, the regression diagnostics suggested that the data had violated OLS assumptions. All OLS residuals were spatially autocorrelated and the Moran's I values ranged from 0.687 to 0.701 (Fig. 3) .
Regression models
The results of each best-fit SLM and SEM show that there was a statistically significant, negative association of minimum temperature, low tide and distance to coast, with BFV incidence rate and positive significant association between rainfall and BFV incidence rate. The SLM residuals were analysed by Moran's I scatter plots (Fig. 3) . The Moran's I values ranged from 0.001 to 0.005.
Overall, the Moran's I statistic for spatial lag residuals ranged from 0.001 to 0.005 for coastal areas and total area of Queensland. This indicates that the inclusion of the spatially lagged dependent variable term in the model substantially eliminated the spatial autocorrelation. The spatial lag models also show improved model fit through an increase of R 2 values for each model. The maximum temperature and SEIFA were not identified as significant factors in any of the models.
There were noticeable differences in the regression coefficients obtained under the OLS and spatial regression models in both datasets for each period. Since, the SLM has a pseudo-R 2 that cannot be directly compared with the R 2 of the OLS model, goodness of fit was eval- Table 2 . Spearman correlation coefficients between incidence rates of BFV disease and explanatory variables.
Tmin, minimum temperature; Tmax, maximum temperature. Table 3 . Risk factors of BFV disease transmission for the total area in Queensland. Table 4 . Risk factors of BFV disease transmission for the coastal areas of Queensland. Fig. 3 . Moran's I scatter plot for OLS and SLM residuals using the data from coastal areas in Queensland, Australia.
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Adj.R uated by comparing log-likelihood and Akaike Information Criterion (AIC). Compared to the SLM, the AICs were substantially larger for the OLS models, suggesting an improved fit for the spatial lag specification. The spatial error model revealed similar results to spatial lag model with similar coefficients (Tables 3  and 4) . However, in all our analyses, the spatial lag models better satisfied the regression assumptions compared with the spatial error models. Moreover, the SLMs models had higher R 2 and log-likelihood values, as well as lower AIC values than the spatial error models.
Discussion
This study applied a spatial analytical approach for assessing the association between BFV incidence rates and the climatic, socioeconomic and ecological factors in Queensland, Australia. Spatial regression analysis has been increasingly used to determine the predictors of mosquito-borne diseases (Wu et al., 2009; Feng et al., 2011; Impoinvil et al., 2011) . However, this is the first study to demonstrate the application of spatial regression analysis to BFV transmission.
The results of the study suggest that minimum temperature, rainfall, low tide and distance to coast were potential risk factors for the coastal areas, whereas minimum temperature and rainfall were significant determinants of BFV disease for total area of Queensland. Hence, these variables may be useful for predicting the transmission of BFV disease in Queensland.
Our results support notion that climate variables (such as minimum temperature and rainfall) play an important role in the transmission of BFV disease. Temperature influences the length and efficiency of incubation periods of mosquitoes and the survival of adult mosquitoes (Reeves et al., 1994; Russell, 1995; McMichael, 2003) . However, minimum temperature has been found to be the most critical in most regions for the threshold of mosquito survival and development. It has also been reported to lower the feeding rate, therefore reduce the chance for host contact on mosquito, and eventually affect the rate of viral transmission (Russell, 1998b; Gubler et al., 2001) . Furthermore, previous research has shown that the extrinsic incubation period and viral development rate can be shortened with higher temperature, through which the greater proportions of mosquitoes becoming infectious at a given time will be expected (Kramer et al., 1983; Turell, 1993; Russell, 1998a; Kay and Jennings, 2002; Mourya et al., 2004) .
Our results suggest that minimum rather than maximum temperature plays a significant role in the BFV transmission and these results are consistent with other studies (Tong and Hu, 2002; Hu et al., 2004; Naish et al., 2006; Woodruff et al., 2006; Jacups et al., 2008; Wu et al., 2009) . Since some species of mosquitoes are temperature-specific in their breeding (Hardy, 1988; Mackenzie et al., 1994; Russell, 1995) , the dominant species of mosquitoes in the study area may be more sensitive to minimum temperature than maximum temperature because the latter changes little in Queensland (a tropical/ sub-tropical state) particularly in summer.
Results of the spatial lag regression models reveal that BFV incidence was significantly and negatively associated with the distance from coast variable. While this is in agreement with previous analyses indicating higher BFV incidences along coastal areas (Naish et al., 2006 (Naish et al., , 2009 (Naish et al., , 2011a (Naish et al., , 2011b , distance from the coast has not been previously identified as a significant risk factor. Perhaps, those areas which are closer to coast had more BFV cases, more BFV vectors, higher population density and more outdoor activities, on average (Australian Bureau of Statistics, 2011). Moreover, the inverse relationship suggests that as the distance increases towards inlands or away from coastal areas (e.g. 100 km) (Naish et al., 2012b) , people may be indirectly protected from BFV disease because mosquitoes cannot fly/travel beyond certain distance (Whelan, 1997) .
All the coastal models indicate that rainfall and tides were significant risk factors of BFV disease. Previous studies have shown that rainfall and tides have a significant impact on freshwater and salt-marsh mosquitoes, respectively as mosquito development and survival, and breeding habitats depend largely on rainfall and tides (Weinstein, 1997; Lindsay and Mackenzie, 1998; Russell, 1998a; Tong and Wu, 2001; Tong et al., 2004 Tong et al., , 2008 . Our results suggest that rainfall was positively and significantly associated with BFV disease. Rainfall is one of the important elements for the breeding and development of the mosquitoes (Lindsay et al., 1993; Liehne, 1998) . All mosquitoes have aquatic larval and papal stages and therefore require water for breeding (Weinstein, 1997) . Considerable evidence has accrued to show that heavy rainfall and flooding can lead to increased mosquito breeding and outbreaks of mosquito-borne diseases in Australia (Lindsay et al., 1993; Tong and Wu, 2001; McMichael et al., 2003) . Thus, it could be stated that rainfall may be a strong risk determinant for BFV vectors distribution. Tidal inundation of salt-marshes is a major source of water for breeding of the coastal salt-marsh mosquitoes, Ochlerotatus vigilax and O. camptorhyncus. Adult females of these mosquitoes lay their eggs on soil, moist mud and the bases of plants around the margins of their breeding sites. Our results confirm findings from previous research about tidal influence on mosquito-borne disease transmission (Kelly-Hope et al., 2004; Naish et al., 2006; Dale and Knight, 2008; Jacups et al., 2008; Kurucz et al., 2009) . Spatial interaction analysis is not feasible in this study as GeoDa does not incorporate spatial interaction. However, future analysis could use more focused spatial interaction modelling techniques to disentangle these associations.
This study has two key strengths. To our knowledge, this is the first attempt to examine the potential spatial risk factors of BFV transmission, using spatial regression models. Moreover, by focussing on the entire Queensland state (relatively wider geographical area), our analysis considered spatial effects from neighbouring areas, and thus took into account spatial autocorrelation and spatial heterogeneity. Thus, this study has been able to produce more reliable estimates (by considering spatial effects and using spatial models) in determining the relationships between BFV disease and explanatory variables.
There are two major limitations. First, data on other confounding factors such as human immunity, behaviour and travel were unavailable for this study. Additionally, this study did not consider analysing age and gender differences as it was out of the study scope. Second, there could be issues in monitoring and reporting BFV disease notification data and these were discussed in our previous study (Naish et al., 2011a) . Moreover, the location of infection site where BFV cases were notified may differ from those where they contracted the disease, particularly during holidays, and misclassification bias is inevitable to some extent. However, this would be very difficult to assess. Hence, qualitative surveys (e.g. interviews) could possibly give some evidences for further research on human behaviour and movement, and transmission dynamics of BFV disease.
Conclusion
The study demonstrates that climatic factors, distance to coast and tides are potential risk factors for BFV transmission in Queensland. The spatial, analytical approach used in this study could be applicable to other mosquito-borne diseases. Our study extends the knowledge base for improving BFV disease control and prevention programs in Queensland.
