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The Procrustes method is a very effective method for determining the Helmert’s datum transformation param-
eters since it requires neither initial starting values nor iteration. Due to these attractive attributes, the ABC-
Procrustes algorithm is extended to solve the 3D affine transformation problem where scale factors are different
in the 3 principal directions X, Y, Z . In this study, it is shown that such a direct extension is restricted to cases of
mild anisotropy in scaling. For strong anisotropy, however, the procedure fails. The PZ-method is proposed as
an extension of the ABC algorithm for this special case. The procedures are applied to determine transformation
parameters for; (i) transforming the Australian Geodetic Datum (AGD 84) to the Geocentric Datum Australia
(GDA 94), i.e., mild anisotropy and (ii) synthetic data for strong anisotropy. The results indicate that the PZ-
algorithm leads to a local multivariate minimization as opposed to the ABC-algorithm, thus requiring slightly
longer computational time. However, the ABC-method is found to be useful for computing proper initial values
for the PZ-method, thereby increasing its efficiency.
Key words: Procrustes, coordinate transformation, anisotropy scaling, Helmert transformation, singular value
decomposition, global minimization.
1. Introduction
Three-dimensional coordinate transformations play a
central role in contemporary Euclidean point positioning.
In precise positioning using the Global Positioning System
(GPS), coordinates given in the World Geodetic System
1984 (WGS84) often have to be transformed into local
geodetic coordinate systems. The transformation between
the traditional terrestrial coordinate system and the satellite
derived network can be a daunting task due to the hetero-
geneity of the data.
The 3D affine transformation problem arises when the
scale is not uniform within two or more configurations of
points such that they vary within given dimensions. It
means that beside the parameters of the rotation matrix (3)
and the translation vector (3), an additional 3 scale param-
eters should also be computed, thus leading to 9 parame-
ters instead of the usual 7. In order to determine the 9 pa-
rameters using the traditional iterative methods, good ini-
tial starting values are essential. In practise, however, it
is sometimes difficult to have good starting values thereby
enhancing the complexity of the problem (e.g., Pala´ncz et
al., 2008). Realizing this difficulty, and in order to cir-
cumvent the need for initial starting values and iterations,
Awange et al. (2008) proposed the extension of the con-
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ventional 7-parameter Procrustean algorithm (e.g., Awange
and Grafarend, 2005) to solve the 3D affine transformation
problem by the application of what we here refer to as the
ABC-Procrustes Algorithm.
As we demonstrate in this study, however, the ABC-
Procrustes algorithm proved to be successful only in cases
of very mild anisotropy in scaling. For strong anisotropy in
scaling, we propose an extension of the ABC-Procrustes al-
gorithm to give a more generally valid solution of the prob-
lem. The new extended version of the ABC-algorithm, ref-
ereed to as the PZ-algorithm, is tested to solve the 3D affine
problem under both mild and strong anisotropy conditions.
This study is organized as follows: In Section 2, we pro-
vide a brief introduction to the Procrustes problem and illus-
trate how it is used to solve the Helmert’s 3D datum trans-
formation problem in Section 3. Section 4 defines the 3D
affine transformation problem while Section 5 revisits the
ABC procrustes algorithm that is presented in Awange et
al. (2008) for solving the 3D affine transformation prob-
lem. Section 6 then suggests the PZ-algorithms as an exten-
sion of the ABC-algorithm and provides examples of solv-
ing both mild and strong anisotropy problems. The study is
concluded in Section 7.
2. Procrustes Problems
The Procrustean approach for solving the least squares
problem which appeared nearly 45 years ago (see
Scho¨nemann, 1966), is a very fast method that needs nei-
ther initial starting values nor iteration. The Procrustes ap-
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proach matches one configuration to another and produces
a measure of match, while seeking the isotropic dilation and
the rigid translation, reflection and rotation needed to best
match one configuration to another (Cox and Cox, 1994).
In the application of the original Procrustes method, the
geodetic pioneer was F. Crosilla, while for photogrammetry
they were F. Crosilla and A. Beinat (e.g., Crosilla, 1983a, b,
2003; Crosilla and Beinat, 2002).
The Procrustes problem is concerned with fitting a con-
figuration B to A as close as possible. The simplest
Procrustes case is one in which both configurations have the
same dimensionality and the same number of points, which
can be brought into a 1-1 correspondence by substantive
considerations (Borg and Groenen, 1997). Let us consider
the case where both A and B are of the same dimension.
The partial Procrustes problem is then formulated as
A = BT (1)
The rotation matrix T is then solved by measuring the
distances between corresponding points in both configura-
tions, squaring these values, and adding them to obtain the
root of the sum of squares ‖ A− B T‖, which is then mini-
mized. One proceeds via Frobenius norm as follows
‖A− BT ‖ =
√
tr




where T T T = I . This partial Procrustes problem can be
extended for additional translation and scaling, in addition
to the rotation (e.g., Gower and Dijksterhuis, 2004)
A = sBT +D (3)
Then, the objective function to be minimized is written
as
‖A− s(BT +D)‖W =√
tr





where W is a weight matrix, s is the scaling parameter
and D is the translation vector. This Procrustes problem
is referred to as the general Procrustes problem.
These Procrustes problems arise in applications related
to, e.g., rigid body movement and psychometrics, factor
analysis, multivariate analysis, multidimensional scaling
and GPS locations (see for example, Gower (1984) and
Meridith (1977)). The solution of the general Procrustes
problem provides the solution of the parameter estimation
problem of the Helmert transformation with 7 parameters.
3. Procrustean Solution of the Helmert’s Trans-
formation Problem
The original Procrustes method with weighting can be
applied to the parameter estimation problem of Helmert
transformation with 7 parameters (e.g., Awange and
Grafarend, 2005). Given coordinates in two systems
{x, y, z} and {X, Y, Z}, the form of the general Procrustes



























where s is a scalar valued unknown for the scale factor,
R ∈ R3×3 unknown orthonormal matrix for the rotation
matrix, and E = ei, j is the error matrix, i = 1, . . . , N , j =
1, . . . , 3. One may also use a more compact form

























X N YN Z N
⎞








with length of N. Let us express the error matrix explicitly,
E = xyz − XYZ ∗ RT ∗ s − 1 ∗ XYZT0 , (7)
then, introducing W, a positive definite weight matrix,
W = diag (w1, ..., wN ) , (8)
the square of the Frobenius norm of the weighted error
matrix becomes





The problem therefore is to minimize,
‖ E (s, XYZ0, R) ‖2w→ min (10)
under the condition
RT R = I3 and ‖ R ‖= +1 (11)
This means, that, in case of C7(3, 3), one has to solve a
constrained minimization problem, where the scale factor s
corresponds to s ∈ R. The translation vector (X0, Y0, Z0)
corresponds to {X, Y, Z}0 ∈ R3, and the rotation matrix
R ∈ R3×3.
The algorithm for solving this problem can be found
in Gower and Dijksterhuis (2004), and is summarized as
follows:
1) Compute the centering matrix C
C=IN − 1
N
∗ 1 ∗ 1T , (12)
where (IN ) is the N dimensional unit matrix.
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2) Compute the A matrix
A = xyzT ∗ CT ∗ W ∗ C ∗ XYZ (13)
3) Employing singular value decomposition (SVD) of
A, we obtain the matrices U, V and diag(λ1, λ2, λ3),
where
A = U ∗ diag (λ1, λ2, λ3) ∗ VT (14)
4) The rotation matrix can then be computed as (15)
R = U ∗ VT (15)
5) The rotation matrix in general is given by using 3 axial
rotation angles (α, β, γ ), but can also be expressed by
the skew matrix as
R = (I3 − )−1(I3 + ) (16)
Consequently, the skew matrix is
 = (R − I3)(R + I3) (17)










6) The scale parameter can then be expressed as
s = tr
(
xyzT ∗ CT ∗ W ∗ C ∗ XYZ ∗ RT )
tr
(
XYZT ∗ CT ∗ W ∗ C ∗ XYZ) , (19)
where {tr} is the trace of a matrix.
7) Since the translation vector satisfies the following nor-
mal equation
1T ∗ W ∗ 1 ∗ XYZ0 =
(





1T W ∗ 1)−1 (xyz − XYZ ∗ RT s)T W ∗ 1
(21)
For the purpose of this study, the algorithm has been
implemented in Mathematica.
4. The 3D Affine Transformation Problem
The 3D affine transformation is one possible generaliza-
tion of the C7(3, 3) Helmert transformation, using three dif-
ferent scale (s1, s2, s3) parameters instead of a single one.
































is the scale matrix, X0, Y0, Z0 are the 3 translation param-
eters and R is the rotation matrix. The rotation matrix can
be expressed by the skew-symmetric matrix () as in (18)


























for which the restriction satisfy
RT R = I3. (25)
5. ABC Procrustean Algorithm
In order to solve the 3D affine transformation problem
outlined in (22), the ABC (Awange, Bae and Claessens)
algorithm is implemented as follows (Awange et al., 2008):













2) Translate the systems into the center of the coordinate
system
xyzT ∗ C = (xyz − 1 ∗ a0)T (28)
XYZT ∗ C = (XYZ − 1 ∗ b0)T (29)
3) Compute the matrix A
A = (XYZT ∗ C)T ∗ xyzT ∗ C (30)
4) Compute the rotation matrix R via (15)
5) The first approximation of the scale matrix (S0) only
considers the diagonal elements of,
S =
(
RT ∗ (XYZT ∗ C)T ∗ XYZT ∗ C ∗ R
)−1
∗RT ∗ (XYZT ∗ C)T ∗ xyzT ∗ C (31)
i.e.,
S0 = diag(S) (32)
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6) Iterate to improve the scale matrix




RT ∗ XYZT ∗ XYZ ∗ R)−1
∗RT ∗ XYZT ∗ w
)
(34)
then after the first iteration step
S1 = S0 + dS (35)
7) After the iteration, the scale matrix is
S = diag (S0) (36)
8) Then the translational vector
XYZ0 = a0 − b0 ∗ R ∗ S (37)
6. Extension of the ABC Method via the PZ Algo-
rithm
The ABC method is very fast, and the computation effort
for iteration to improve the S scale matrix is negligible. The
main problem with the ABC method, however, is that after
shifting the two systems onto the origin of the coordinate
system, the rotation matrix is computed via SVD. This
means that the physical rotation, as well as the deformation
(distortion) caused by the different scaling in the different
directions of the 3 different principal axes, will also be
involved in the computation of the rotation matrix. This
can be approximately allowed only when these scale factors
do not differ from each other considerably. In addition, the
necessary condition for obtaining the optimal scale matrix
is restricted to the diagonal matrix (e.g., Eq. (36)), where the
off-diagonal elements are simply deleted in every iteration
step thereby leading to solutions that do not ensure a true
global minimum for the trace of the error matrix.
The PZ (Pala´ncz-Zaletnyik) method can cure these prob-
lems, but there is a price for it! This method starts with
an initially diagonal S scale matrix, and uses the inverse of
this matrix to eliminate the deformation caused by scaling.
Only after the elimination of this “distortion” will SVD be
applied to compute the rotation matrix itself. It goes with-
out saying that in this way, the computation of the rotation
matrix should be repeated in an iterative way in order to
decrease the error. That is why this method is precise and
correct for any ratio of scale parameters, but takes longer to
achieve the results than in the case of the ABC method.
The algorithm can be summarized as it follows:
1) Use the elements of the diagonal scale matrix S in (23).
The function for computing the error for the case of a
given scale matrix S is the following:
2) Using Eqs. (26) and (27), compute the center of gravity
of the two systems.
3) Translate the systems using (28) and (29).
4) Eliminate rotation (distortion) caused by scaling with
different values in different directions in the computa-
tion of matrix A using
A = (XYZT ∗ C)T ∗ xyzT ∗ C ∗ S−1 (38)
5) Compute the rotation matrix using (15).
6) Compute the translation vector using (37).
7) Using the error matrix
E = xyz − XYZ ∗ RT S − 1 ∗ XYZT0 , (39)
compute the error matrix using (9). If this error is too
high, then modify the scale matrix S, and repeat the
computation. In the case of the 7-parameter similarity
transformation (Helmert), the scale value (s) can be es-
timated by dividing the sum of length in both systems
from the centre of gravity (see, Albertz and Kreiling,
1975).
















The estimated scale parameter according to Albertz and






(xi − xs)2 + (yi − ys)2 + (zi − zs)2∑N
i=1
√
(Xi − Xs)2 + (Yi − Ys)2 + (Zi − Zs)2
(41)
For the case of the 9 parameter affine transformation where
3 different scale values (s1, s2, s3) are applied to the 3 coor-
dinate axes, a good approach for the scale parameters can be
given by modifying the Albertz and Kreiling (1975) expres-
sion. Instead of the quotient of the two lengths in the centre
of gravity system, we can use the quotients of the sum of
the lengths in the corresponding coordinate axes directions.
The estimated scale parameters according to the modified
Albertz and Kreiling (1975) expression for the 9 parameter




























where (s01, s02, s03) are the initial elements in (23).
Example 1: Application to a network with mild
anisotropy
For the determination of the 9 transformation parameters
(a, b, c, X0, Y0, Z0, s1, s2, s3), we need N≥3 non-collinear
points with known positions in both coordinate systems. In
the case of N stations, we have 3 N nonlinear equations, a
system of multivariable polynomial to solve.
First, we consider the transformation problem of the Aus-
tralian Geodetic Datum (AGD 84) to Geocentric Datum
Australia (GDA 94) with 82 points (e.g., Awange et al.,
2008). This problem is solved using (see results in Table 1):
1) Direct Numerical Solution via Global Minimization
(GM). This approach solves a system of 246 equations
for the unknown parameters a, b, c, s1, s2, s3, X0, Y0,
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Table 1. Results of the different methods for the case of a network with mild anisotropy.
Method Time Error Scale Translation Rotation angles
(sec) (m) s1, s2, s3 (m) α, β, γ (seconds)





































Table 2. Results of the different methods for the case of a network with strong anisotropy.
Method Time Error Scale Translation Rotation angles



















































Table 3. Running times of the PZ method with initial values (s1, s2, s3) estimated by different methods for the case of a network with strong anisotropy.
Time (sec) s1 s2 s3 Method used for initial values
1.11 1 1 1 —
0.86 0.509 0.712 2.150 modified Albertz-Kreiling
0.70 0.538 1.291 1.627 ABC without iteration
1.00 1.100 1.287 1.136 ABC solution
Z0. In order to use directly the least squares method,
we can define the objective function as the sum of the
square of the errors, which should be minimized (e.g.,
Pala´ncz et al., 2008). To carry out the global mini-
mization via a genetic algorithm, the built-in function
NMinimize in Mathematica is employed. As this is
the direct least squares solution of the problem, we ac-
cepted this result as reference solution.
2) Application of the Helmert transformation using the
original Procrustes approach.
3) Application of the ABC method.
4) Application of the PZ method.
The error in Table 1 and Table 2 is defined as the sum
of the square of the residuals of the coordinates after the
transformation.
Example 2: Application to a network with strong
anisotropy
For this test, a synthetic dataset was generated from 81
Hungarian Datum points. In this case, in order to test the ef-
ficiency of the different methods, the angles of rotations are
not small and the values of the 3 scale parameters are con-
siderably different from each other. A 9-parameter trans-
formation was applied on the original dataset, with α =
6◦, β = 11.1◦, γ = 16.3◦, s1 = 0.62, s2 = 1.30, s3 = 1.87,
and X0 = 1345.34 m, Y0 = −233.23 m, Z0 = 121.11 m.
After the transformation, a normal distributed noise was
added to the generated coordinate set with zero means and
standard deviation of σx = 0.07 m, σy = 0.08 m, σz =
0.10 m. This synthetic data was then used to estimate the
original transformation parameters.
Using the four approaches defined above leads to the
results of Table 2. For comparison, the second row of
Table 2 contains the original data used for creating the syn-
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thetic dataset. Comparing the results, it can be seen that
the Procrustes solution of the 7-parameter transformation,
and the ABC method differ totally from the correct ones,
whereas the PZ method has a good solution according to
the residual error, since it returned the same scale parame-
ters as the original ones, although both the translation and
rotation parameters differ somewhat. The best results are
achieved with the global minimization, but this calculation
took the longest time. In this case, both the scale and ro-
tation parameters are equal to the original values, but the
translation parameters differ. This is because of the added
normal distributed noise. The translation parameters are al-
most the same in case of PZ method and global minimiza-
tion, and the residual error has the same magnitude. The
most sensitive parameter according to the chosen method
are the rotation parameters.
Example 3: Testing different initial values for the PZ
algorithm
In this example, we are interested in testing the PZ-
algorithm with different starting values. We consider four
scenarios: (i) using an identity matrix I3 as the starting val-
ues in which case (s01 = 1, s02 = 1, s03 = 1); (ii) the
modified Albertz-Kreiling expression (see Eq. (42)); (iii)
the ABC-method without iteration (i.e., the results of the
first run); and (iv) The ABC-method with the solutions af-
ter iterations. The results are presented in Table 3. The
different initial values give the same solutions, but with dif-
ferent processing times, the ABC method without iteration
provided the best initial value for S.
7. Conclusions
For the case of mild anisotropy in the network, the ABC
method using 3D affine transformation gives a better ap-
proximation than the general Procrustes method employing
Helmert transformation model, while, the PZ method pro-
vides a precise, geometrically correct solution. The ABC
method is about 2 times faster than the PZ method, and the
later is roughly 5 times faster than the global optimization
method when applied to the 3D affine model (see Table 1).
For the case of strong anisotropy, use of the ABC method
to solve the 3D affine transformation completely fails, as
does the general Procrustes method for Helmert tarnsfor-
mation. The PZ method provides a good solution, and it is
about 5 times faster than the global minimization. However,
even in the case of strong anisotropy, the ABC method is
useful for computing proper initial values for the PZ method
in order to increase its efficiency (see Table 3). The differ-
ent initial values give the same solutions, but with different
processing times. The fastest version was that using the re-
sults of the first run of the ABC method as the initial values.
In the case of strong anisotropy, a synthetic dataset was
used with known transformation parameters with added
normally distributed noise. The results show that the scale
factors are quite robust and insensitive to the added noise,
with both the PZ method and global minimization giving
back exactly the original values of the scale. The cal-
culated translation parameters were more sensitive to the
noise and differ from the original values in both cases (with
0.5%, 0.3% and 20.4%). The rotation angles were the same
for global minimization, but slightly greater differences are
noted with the PZ method. However, this method had the
same error magnitude as the global minimization. The PZ
method can be extended for a 12 parameter model, as well
as for the general affine model.
The results of the computations have also been verified
with the original MATLAB code of the ABC method.
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