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Un algoritmo genético que reúne y 
optimiza criterios médicos mundiales en el 
diagnóstico del síndrome metabólico 
 
RESUMEN 
Según los últimos estudios de la OMS, la diabetes mellitus está en aumento. Ha superado 
los 422 millones de pacientes diabéticos que existía en el 2014. Considerando que hasta el 
noventa por ciento de pacientes que tienen diabetes mellitus tipo 2, es muy probable que 
ellos tengan síndrome metabólico. Existen diferentes instituciones mundiales que indican 
acerca de este síndrome, entre ellas la OMS, Grupo de Estudio de Colesterol de los EE. UU., 
Grupo de Estudio del Síndrome Metabólico de México, Asociación Americana del Corazón, 
Federación Internacional de Diabetes, cada una con un conocimiento establecido pero con 
ciertas diferencias, es decir, no hay un estándar de conocimiento para este síndrome. En vista 
de que es un problema donde no existe conocimiento estándar, se propone un algoritmo 
genético para reunir, optimizar y generar un conocimiento asociado al síndrome metabólico. 
De tal manera que se elige una población inicial de cromosomas conocimientos, se pregunta 
por el máximo número de generaciones para finalizar o continuar, se halla la función de 
aptitud (fitness) de cada cromosoma y aleatoriamente, usando reglas de ruleta o ranking, se 
selecciona dos cromosomas padres para aplicar crossover, mutación y generar hijos 
(cromosomas), hasta que el número de hijos sea mayor que la población inicial. Luego, se 
selecciona la nueva población de mayor fitness para la siguiente generación. Se repite el 
proceso para verificar si llegó al total del máximo número de generaciones. Cuando alcance 
el máximo número de generaciones, se habrá llegado al final y se entregará el cromosoma 
conocimiento. Este es el conjunto de reglas que mejor se adapte para simular un buen criterio 
de diagnóstico presuntivo del síndrome metabólico. 
Se realizó las pruebas numéricas con cien historias clínicas hasta quinientas generaciones, 
alcanzando un fitness de 79%. 
Palabras clave: síndrome metabólico, algoritmo genético, hallazgos.  
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According to the latest WHO studies, diabetes mellitus is increasing. Currently, it is 
estimated that there are more the than 422 millions of patients with diabetes that existed in 
2014. The ninety percent of patients with diabetes mellitus, is likely to has metabolic 
syndrome. There are several global institutions that study this syndrome, including WHO, 
Cholesterol Study Group USA, Study Group of Metabolic Syndrome Mexico, American 
Heart Association, International Diabetes Federation; each one with established knowledge 
but with certain differences, so there is no an standard knowledge for this syndrome. Given 
that there is a problem to standarize knowledge, we propose a genetic algorithm to assemble, 
optimize and generate associated knowledge with metabolic syndrome. Therefore an initial 
population of chromosome knowledge is chosen, questions are proposed about the maximum 
generations to end or continue; function evaluation (fitness) of each chromosome is 
randomly selected using rules of roulette or ranking. Two parents of chromosomes are 
selected to apply crossover, mutation and generate children, until the number of children is 
greater than the initial population. Then the new population of greater fitness is selected for 
the next generation. The process is repeated to check if the total maximum number of 
generations is reached. When the maximum number of generations is reached, the process 
will end and chromosome knowledge will be ready. This is the set of rules that best suits for 
a good criterion for the presumptive diagnosis of metabolic syndrome.  
Numeric tests using 100 medical files considering 500 generations were performed, reaching 
a fitness of 79%. 
Keywords: metabolic syndrome, genetic algorithm, findings. 
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Capítulo 1 : INTRODUCCIÓN 
El presente trabajo de tesis desarrolla un algoritmo meta heurístico genético para reconocer el 
síndrome metabólico en un proceso donde se reúne algunas organizaciones médicas mundiales 
que identifican el síndrome metabólico, se genera una población inicial a través del algoritmo 
genético codificando los criterios de diagnóstico o hallazgos con ceros o unos en un cromosoma 
para luego con el proceso del algoritmo encontrar buenas reglas de diagnóstico presuntivo 
utilizando como fitness la función de exactitud, la cual en medicina es útil para evaluar sistemas 
inteligentes.  
Tan et al. [Tan+02] han utilizado algoritmo genético (AG) y programación genética (PG) para 
descubrir “conocimiento” en el diagnóstico médico. Tan et al. [Tan+02] aplicaron sus 
propuestas en el diagnóstico de enfermedades, como, por ejemplo, la hepatitis y el cáncer de 
mama.  
El modelo usado para el diagnóstico de hepatitis y cáncer de mama, abordado por Tan et al. 
[Tan+02] permitirá servirnos de inspiración parcial para construir el algoritmo genético en el 
proceso inteligente de generación de conocimiento en el diagnóstico para el caso síndrome 
metabólico (SM), el cual estará explicado en las siguientes secciones y que es caracterizado, 
entre otros, por la resistencia a la insulina, factores de riesgo cardiovascular, diabetes mellitus 
tipo 2, hipertensión arterial, dislipidemia y la obesidad [GruEstSM02]. 
En la presente sección se da un conocimiento general acerca del diagnóstico del síndrome 
metabólico, objetivos, justificación, alcances, motivación, propuesta, organización de la tesis. 
1.1 Conocimiento general acerca del diagnóstico inteligente del síndrome 
metabólico (SM) 
Instituciones médicas mundiales, tales como: la Organización Mundial de la Salud (OMS), la 
Asociación Americana del Corazón (AHA), la Federación Internacional de Diabetes (IDF), el 
Grupo de Educación sobre Colesterol de Estados Unidos para el diagnóstico del SM y el Grupo 
de Estudio del SM de México, tratan acerca del SM. Asimismo, hoy en día usando técnicas 
computacionales se trata de simular y generar conocimiento para el diagnóstico médico, por 
ejemplo de SM, usando sistemas expertos, sistemas difusos y algoritmos genéticos, este último 
es motivo del proyecto de la presente tesis. 
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A continuación se describe breves antecedentes en el diagnóstico del SM y la definición del 
problema.  
1.1.1 Antecedentes de conocimiento en el diagnóstico del síndrome metabólico 
Para la generación de conocimiento en el diagnóstico inteligente del síndrome metabólico, 
desde hace varios años y con otros nombres evolucionarios se describe al actual síndrome 
metabólico, que aún sigue en estudio. Sus componentes incluyen entre otros factores: de riesgo 
cardiovascular a la diabetes Mellitus tipo 2, hipertensión arterial, dislipidemia y obesidad.  
En 1923, Kylin [GruEstSM02] describió la asociación de hipertensión arterial, hiperglucemia 
y gota. En 1936, Himsworth [GruEstSM02] propuso la existencia de dos tipos de diabetes, la 
sensible y la insensible a la insulina. En 1956, Vague [GruEstSM02] describió un tipo de 
obesidad androide asociada a hiperuricemia y riesgo cardiovascular. Estudios epidemiológicos, 
como el realizado por el estudio Framinghan [KannelMcgee97], han demostrado que los 
factores de riesgo cardiovascular en la mayoría de las ocasiones se encuentran asociados. 
En 1988, Reaven [Reaven88], profesor de Medicina de la Universidad de Stanford Escuela de 
Medicina, describió la agrupación de intolerancia a la glucosa, hipertensión, 
hipertrigliceridemia y disminución del colesterol HDL con el nombre de síndrome X, 
destacando su asociación con la morbilidad y mortalidad cardiovascular. Recientemente se han 
agregado otros componentes como microalbuminuria, alteraciones procoagulantes, entre otros. 
El síndrome metabólico ha recibido diferentes nombres: síndrome de resistencia a la insulina, 
síndrome plurimetabólico, cuarteto de la muerte, síndrome dismetabólico cardiovascular y más 
recientemente, propuesto por la OMS: síndrome metabólico [AlbertZimmet98]. 
En 1998, la Organización Mundial de la Salud (OMS) propuso una definición de la unificación 
para el síndrome y eligió llamarlo síndrome metabólico en lugar de síndrome de resistencia a 
la insulina, nombre elegido porque no estaba demostrado que la resistencia a la insulina era la 
causa de todos los componentes del síndrome. 
La diabetes mellitus está en aumento afirma la OMS, y llegaría a una cantidad mayor de los 
422 millones que existían en el 2014 [WHO16], por consiguiente el síndrome metabólico 




En el Perú, se ha estimado en promedio que 5 de cada 100 peruanos son diabéticos, en 
consecuencia 4 de cada 100 tendrían síndrome metabólico y, de estos, la mitad aún no lo sabe 
[SocPerEndo03]. 
Respecto a los sistemas computacionales, existe en España el RCV-SEMG 2.0, Riesgo Cardi 
Vascular de la Sociedad Española de Medicina General, herramienta informática que con base 
al conocimiento del experto médico y de diagnóstico permite ingresar parámetros clínicos para 
orientar en el diagnóstico y tratamiento de factores de riesgo cardiovascular (FRCV), infarto de 
miocardio, infarto cerebral y síndrome metabólico [SocEspMedGrl06]. 
En Brasil, el Sistema difuso de Identificación del Síndrome Metabólico de la Universidad 
Federal de Santa Catarina, que utiliza el software UNFUZZY 1.2 de la Universidad Nacional 
de Colombia, realiza en cinco etapas la identificación del síndrome: en la primera, cuantifica 
términos lingüísticos (alto, bajo); en la segunda, define grados de pertenencia para un valor 
lingüístico, definiendo las entradas y salidas; en la siguiente etapa, elabora las reglas de 
inferencia del sistema; en la cuarta, evalúa el motor de inferencia y, finalmente, en la última 
etapa, valida las reglas, permitiendo que el médico interprete los resultados e identifique o no 
el síndrome metabólico [Pinheiro+04]. 
En China, el trabajo de Aplicación de la propagación hacia atrás de errores de red neuronal 
artificial (BPANN) sobre las variantes genéticas en el PPAR-γ y el gen RXR-α y el riesgo 
de SM en una población china Han, los autores establecieron el modelo basado en datos 
recogidos de los pacientes con síndrome metabólico y los controles normales por BPANN. Calculan 
un valor medio de impacto(MIV) para cada variable de entrada y la secuencia de factores lo ordenan 
de acuerdo a sus VIM absolutos. Aplican Reducción de dimensionalidad multifactorial 
generalizada(GMDR) con lo cual confirman un efecto conjunto de PPAR-γ y RXR-α sobre la base 
de los resultados de BPANN. Mediante el análisis BPANN, las secuencias de acuerdo con la 
importancia de los factores de riesgo de síndrome metabólico fueron del orden de índice de masa 
corporal(IMC), la adiponectina sérica, rs4240711, género, rs4842194,antecedentes familiares de 
diabetes tipo 2,rs2920502,la actividad física, el consumo de alcohol, rs3856806,los antecedentes 
familiares de hipertensión, rs1045570,rs6537944,edad,rs17817276,antecedentes familiares de 
hiperlipidemia, el tabaquismo,rs1801282 y rs3132291. Sin embargo, no hay polimorfismo que fue 
estadísticamente significativo en el análisis de regresión logística múltiple. Después de controlar 
los factores ambientales, A1, A2, B1, y B2 ( rs4240711 , rs4842194 , rs2920502 y rs3856806 ) 
modelos fueron los mejores modelos ( validación cruzada coherencia 10/10, p = 0,0107 ) con 
el método GMDR . En conclusión, según los investigadores la interacción del PPAR - γ y el 
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gen RXR - α podrían desempeñar un papel en la susceptibilidad al síndrome metabólico y no 
ser trascendentes.  [Xu+14]. 
1.1.2 Definición del problema 
Dado que existen varias organizaciones médicas mundiales, técnicas informáticas que han 
considerado el diagnóstico del síndrome metabólico con ciertas similitudes y ciertas variantes, 
se plantea el siguiente problema:  
Identificar el conocimiento presuntivo para el diagnóstico del síndrome metabólico a partir 
de criterios médicos. 
1.2 Objetivos 
1.2.1.  General 
 Desarrollar un algoritmo genético que permita generar conocimiento, para el 
diagnóstico del síndrome metabólico. 
1.2.2. Específicos 
 Reunir criterios médicos de organizaciones mundiales que consideran el diagnóstico del 
síndrome metabólico. 
 Diseñar un algoritmo genético que permita reunir criterios, reglas, cromosomas para el 
diagnóstico del síndrome metabólico. 
 Alcanzar una precisión del diagnóstico de al menos 78%. 
1.3. Justificación 
Seguidamente se indica las razones que justifican el presente trabajo de investigación: 
a) Considerando que en el mundo la diabetes mellitus sigue en aumento [WHO16]  y que 
hasta el noventa por ciento de pacientes que tienen diabetes es probable que tengan 
síndrome metabólico [GruEstSM02], en la presente tesis veremos, entre otros criterios 
de diagnóstico del síndrome mencionado, los siguientes: obesidad, glicemia, 
dislipidemia, hipertensión arterial, microalbuminuria, antecedentes familiares, 
sedentarismo, hígado graso, y alteración tiroidea, para una mayor difusión y 




b) Una de las meta heurísticas son los algoritmos genéticos que constituyen un paradigma 
de optimización basado en la explotación sistemática de conocimiento acerca del 
problema que se desea resolver, teniendo muchas variables y, en consecuencia, varias 
soluciones [WanAdj15] [Zhu+15]. 
Se utiliza el algoritmo genético en la presente tesis porque permite construir un 
cromosoma conocimiento como un conjunto de reglas codificadas mediante ceros y 
unos, generar otros cromosomas, y obtener luego una buena solución dada una función 
objetivo o fitness. 
1.4. Alcances 
En este estudio se pretende diseñar, desarrollar un algoritmo genético que permita generar 
conocimiento, para el diagnóstico del síndrome metabólico, para poder llegar al área médica 
con una herramienta informática de apoyo y llegar a la población con una mayor información 
acerca del reconocimiento y diagnóstico presuntivo del síndrome metabólico. 
1.5. Motivación 
No hay conocimiento estándar en el reconocimiento del síndrome metabólico. Entre las 
revisiones realizadas hasta la fecha, no existe un sistema de información que genere 
conocimiento en el diagnóstico del síndrome metabólico.  
1.6. La propuesta 
Se propone desarrollar un algoritmo genético aplicado al área médica, que pueda entregar una 
buena solución de simulación de diagnóstico presuntivo del síndrome metabólico, mediante la 
construcción de un cromosoma conocimiento con alta función objetiva próxima al 80%. 
1.7. Organización de la tesis 
El presente trabajo está organizado de la siguiente manera: en el capítulo 2 se describe el 
síndrome metabólico, en el capítulo 3 se describe el algoritmo genético, en el capítulo 4 se 
presenta el Estado del arte del diagnóstico médico, en el capítulo 5 se muestra el algoritmo 
genético propuesto, en el capítulo 6 se presenta la validación, pruebas y resultados. Finalmente, 
en el capítulo 7 se dan las conclusiones y trabajos futuros. 
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Capítulo 2 : EL SÍNDROME METABÓLICO 
En el presente capítulo se define y describe el síndrome metabólico, además, se presenta una 
revisión hecha por algunas instituciones médicas mundiales que tratan este síndrome.  
2.1 Definición del síndrome metabólico 
De acuerdo con la OMS (1988), el síndrome metabólico está compuesto por características clínicas, 
antropométricas y bioquímicas, dadas en la Tabla 2.1, que comprende hipertensión arterial, 
dislipidemia, obesidad, micro albuminuria, trastornos en la homeostasis de la glucosa, y resistencia 
a la insulina [GruEstSM02]. 
El síndrome metabólico es la asociación de varios factores de riesgo cardiovascular, tal como 
















Tabla 2.1  Concepto del síndrome metabólico [GruEstSM02] 
De acuerdo con la OMS  (1998), el síndrome metabólico está compuesto por las siguientes características 
clínicas, antropométricas y bioquímicas. 
 
Hipertensión arterial:  
Presión sistólica   140 mm Hg 
Presión diastólica 90 mm Hg o bien 
Si tiene tratamiento antihipertensivo 
 
Dislipidemia:  Triglicéridos  150 mg/dL 
 Colesterol HDL: hombres <35 mg/dL, mujeres < 45 mg/dL 
Obesidad:  Índice de masa corporal  30 kg/m2 
 Relación cintura cadera: hombres  0.90, mujeres  0.85 
 
Microalbuminuria > 20 g/minuto 
 
Trastornos en la homeostasis de la glucosa: 
 En la glucemia en ayunas: 
 Glucemia en ayunas alterada (GAA): 111 a 125 mg/dL 
 Diabetes mellitus (ADA):  126 mg/dL 
En la curva de tolerancia a la glucosa: 
Intolerancia a la glucosa (ITG): 140 a 199 mg/dL a las 2 horas 
Diabetes mellitus (OMS):  200 mg/dL 
 
Resistencia a la insulina: definida por el modelo homeostático para valorar resistencia a la insulina (HOMA) 
y se calcula con la fórmula siguiente [Gonzales+98] : 
 
HOMA IR = (Insulina en ayunas (en mU por mL) x  (glucemia en ayunas (en mg/dL)/18 )) / 22.5 
 
Criterios diagnósticos: se considera que una persona con glucemia en ayunas normal, con intolerancia a la 
glucosa o con diabetes mellitus tipo 2 tiene síndrome metabólico si se establece asociación con dos de los 
componentes anotados. Una persona con homeostasis normal a la glucosa (glucemia en ayunas de 70 a 110 
mg/dl; glucemia postprandial< 140mg/dl a las dos horas en la curva de tolerancia oral a la glucosa) tendrá 
síndrome metabólico si se confirma el diagnóstico de resistencia a la insulina por el modelo HOMA, además 
de dos de los otros componentes señalados. 
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2.2 Descripción del síndrome metabólico 
La resistencia a la insulina puede ser un denominador común, pero no es la causa de todos los 
componentes. En la resistencia a la insulina se tiene una respuesta disminuida de los tejidos 
periféricos a la acción de esta hormona. La insulina tiene varias acciones: participa en el 
desarrollo y diferenciación celular; regula el metabolismo de los hidratos de carbono, lípidos y 
proteínas; influye en el equilibrio hidroelectrolítico, en la función endotelial, así como en la 
sobrevida celular o en su apoptosis [GruEstSM02]. 
Se ha confirmado la presencia del síndrome metabólico en diferentes grupos étnicos incluyendo 
la población latinoamericana. La prevalencia del síndrome metabólico varía según la definición 
que se tenga para los diferentes componentes que lo integran. Hasta el 90% de los pacientes 
con diabetes mellitus tipo 2 tienen síndrome metabólico. En algunas revisiones se 
responsabiliza a la resistencia a la insulina del 6% de los casos de enfermedad arterial coronaria 
no asociada a diabetes y hasta en un 45% en los casos de diabetes. Al momento del diagnóstico 
de diabetes mellitus tipo 2, ya existen anormalidades vasculares en 50% de los pacientes 
[Isomaa+01] [Gonzales+95] [Rantala +99] [Wannamethee+98] [Vanhala+97] 
[TreLiuBahMen98] [GruEstSM02].  
En la fisiopatología, diversos mecanismos fisiopatológicos con la participación de factores 
genéticos y ambientales (ver Tabla 2.2) explican el desarrollo de resistencia a la insulina en una 
persona [ReviewADA01] [DerkYehiel01] [DeFronzo95] [Khan95] [Bjorntorp97] [Despres et 
al 96] [ZimO´Dea93] [AssociationAD98]. 
La hiperinsulinemia compensatoria, resultante de la resistencia a la insulina, es considerada como 
un posible factor de riesgo para el desarrollo de hipertensión arterial, tal como se ilustra en la Figura 
2.1, la hiperinsulinemia actúa sobre: el riñón, vasos sanguíneos, sistema renina angiotensina, 
sistema nervioso autónomo; alterándose así las siguientes funciones de ellos, tales como: 
reabsorción de sodio, disfunción endotelial, proliferación del músculo liso vascular, incremento del 
angiotensinógeno, aumento de la actividad simpática, produciéndose aumento del volumen 
intravascular, vasoconstricción, aumento del gasto cardiaco;  desarrollándose así la hipertensión 
arterial. 
Debido a factores genéticos y ambientales que predisponen la aparición de las enfermedades como 
obesidad central o abdominal, resistencia a la insulina, intolerancia a la glucosa, diabetes, e 
hipertensión arterial, da como resultado las enfermedades indicadas: disfunción endotelial, 




Tabla 2.2  Factores que participan en la fisiopatología de la resistencia a la insulina en los diferentes 
componentes del síndrome metabólico [GruEstSM02] 
la complicación común del síndrome metabólico, como son las complicaciones macro 
vasculares - enfermedades cardiovasculares [Bjorntorp97] [GrupoEstSM99], mostrada en la 
Figura 2.2. 
El síndrome metabólico es una entidad clínica caracterizada por la asociación de varias 
enfermedades vinculadas fisiopatológicamente a través de resistencia a la insulina e 
hiperinsulinemia, cuya expresión clínica puede cambiar con el tiempo, según la magnitud (si la 
hay) de la resistencia a la insulina, habiendo al inicio una serie de trastornos metabólicos 
anormales que no cumplen con los criterios para definir la presencia de enfermedad (por 
ejemplo, algunos marcadores tempranos), pero que su  presencia  traduce la existencia de la 
resistencia a la insulina e hiperinsulinemia y que habitualmente precede a la expresión clínica 
de los componentes del síndrome metabólico que son la manifestación más tardía de la 
evolución natural del mismo [Aresh+01]. 
El síndrome metabólico referenciado como “síndrome de resistencia a la insulina”, según 
Reaven y otros autores [Reaven+00] es diagnosticado cuando una persona tiene tres o más de 
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Figura 2.2  Interrelación de los componentes del síndrome metabólico, que dan como resultado en un 
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las siguientes condiciones: obesidad abdominal, altos niveles de triglicéridos, baja y alta 
densidad de niveles de lípidos y proteínas en HDL, alta presión arterial y altos niveles de 
glucosa en la sangre en ayunas. Juntos todos los síntomas del síndrome metabólico, dan lugar 
en una persona al desarrollo de un alto riesgo de diabetes tipo 2 y enfermedades 
cardiovasculares. 
El Dr. Gerald Reaven indica que en los pacientes con síndrome metabólico cerca del 50% de 
personas tiene un grado de resistencia a la insulina que puede ser genético, y el 50% puede ser 
atribuido a factores de estilos de vida [Reaven+00]. Un estudio conducido por la Universidad 
Nacional de Taiwán, en el Hospital de Taipei se encontró que el síndrome metabólico es 
hereditario entre los chinos y japoneses en familias hipertensas [Wu+02]. Además, están en 
riesgo aquellos que presentan obesidad, inactividad física, y a medida que la edad avanza. Un 
estudio en los Estados Unidos acerca de la edad y el síndrome metabólico reveló que este se 
incrementa significativamente desde 6.7% en los 20 a 29 años, al 43.5% desde los 60 a 69 años 
[ForGilDiet02]. 
La forma de presentación clínica del síndrome metabólico tiene una variación fenotípica. Por 
ejemplo, puede manifestarse inicialmente con hipertensión u obesidad y en otros como 
alteración de la regulación de la glucosa o de los lípidos u otros trastornos, como por ejemplo 
la asociación de hipertrigliceridemia y el perímetro de la cintura (con un punto de corte de 102 
cm en el hombre y de 88 cm en la mujer) [WHO97] [Lean95] puede identificar tempranamente 
a los individuos portadores de una tríada metabólica aterogénica – hiperinsulinemia en ayuno, 
incremento de apolipoproteína B e incremento de la LDL pequeñas y densas que está asociado 
con un marcado incremento en el riesgo de enfermedad coronaria [WHO97] [Lean95] [Lean98] 
[Han95] [JeanPier01] [Lemi00].  
Según la Revista Mexicana de Cardiología, de enero - marzo del 2002, [GruEstSM02] y el 
Consenso Mexicano sobre el Tratamiento Integral del Síndrome Metabólico, el diagnóstico 
clínico evidente del síndrome metabólico se basa en los criterios propuestos por la OMS (ver 
Tabla 2.1), además en los diagnósticos de sospecha (ver Tabla 2.3) y de portador de dicho 
síndrome (ver Tabla 2.4), ya que de acuerdo a la evidencia, los individuos de estos dos últimos 
grupos tienen un alto riesgo de desarrollar en el futuro diabetes y enfermedades 
























Tabla 2.4  Marcadores tempranos del síndrome metabólico [GruEstSM02] 
2.3 Instituciones médicas mundiales y el síndrome metabólico 
2.3.1 OMS 
Considerando las características clínicas dadas en la Tabla 2.1 según la OMS, el SM se presenta 
en el 15% de los hombres y en el 10% de las mujeres que tienen metabolismo de la glucosa 
La presencia de las siguientes características justifica el escrutinio en la 
población para determinar si el individuo es portador del síndrome 
metabólico:   
 Sedentarismo ( menos de 30 minutos de actividad física, 5 días por semana) 
 Tabaquismo 
 Multiparidad y menopausia precoz 
 Hiperinsulinemia 
 Tensión arterial normal a alta 130-134/85-89 mmHg. 
 Edad > 45 años o < 45 años con otras características del síndrome 
 Sobrepeso IMC>= 25 kg/m2 
 Triglicéridos en ayunas  >150 mg/dL 
 Perímetro cintura en hombres >=102 cm, en mujeres>=88cm 
 Anovulación crónica e hiperandrogenismo 
 Antecedentes familiares de diabetes: padres y hermanos 
 Hiperglucemia postprandial aislada 140-199 mg/dL 
La presencia de las siguientes características debe hacer sospechar la 
existencia del síndrome metabólico y orientar estudios que lo 
confirmen: 
Hipertensión arterial sistémica 
Obesidad, sobre todo de distribución central 
Dislipidemia (hipertrigliceridemia, colesterol HDL bajo) 
Acantosis nigricans 
Intolerancia a la glucosa 
Diabetes mellitus gestacional. Productos macrosómicos 





normal, y en el 64% de los varones y el 42% de mujeres que presentan alteración en la glucosa 
de ayuno o intolerancia a la glucosa [GruEstSM02].  
2.3.2 Grupo de Educación sobre Colesterol de EE. UU. 
El Grupo de Educación sobre Colesterol de Estados Unidos para el Diagnóstico del Síndrome 
Metabólico consideró los mismos componentes que la OMS, pero no incluye la determinación 
de resistencia a la insulina y la micro albuminuria [GruEstSM02].  
2.3.3 Grupo de Estudio del Síndrome Metabólico de México (GESM) 
El Grupo de Estudio del Síndrome Metabólico - Consenso Mexicano sobre el Tratamiento 
Integral del Síndrome Metabólico recomienda evaluar integralmente a los pacientes aplicando 
la metodología de estudio por etapas señalada en la Figura 2.3 [GruEstSM02]. 
2.3.4 Asociación Americana del Corazón (AHA) 
La Asociación Americana del Corazón (American Heart Association) indica que el síndrome 
metabólico es caracterizado por un grupo de factores de riesgo metabólicos en una persona, que 
incluyen:  
 Obesidad central (tejido fino gordo excesivo en y alrededor del abdomen) 
 Dislipidemia de Atherogenic (triglicéridos altos, bajo colesterol HDL que fomentan 
acumulaciones de placa en las paredes de la arteria) 
 Presión arterial elevada (130/85 mmHg o más) 
 Resistencia de insulina o intolerancia de la glucosa  
 Estado de Prothrombotic (fibrinógeno alto o inhibidor plasminógeno del activador en 
la sangre) y 
 Estado Proinflammatory (proteína C-reactiva elevada de la alta-sensibilidad en la 
sangre). 
2.3.5 Federación Internacional de Diabetes (IDF) 
La Federación Internacional de Diabetes (IDF-International Diabetes Federation), en su 
definición del síndrome metabólico para pacientes de América Central y América del Sur del 
14 de abril del 2005, indica lo siguiente: obesidad abdominal, cuando el hombre tiene una 
cintura igual o mayor que 90 cm, y la mujer, mayor o igual a 80 cm en el nivel del ombligo, 
























Figura 2.3  Estudio por etapas del síndrome metabólico [GruEstSM02] 
 Triglicéridos > 150 mg/dl 
 HDL-colesterol (colesterol bueno) < 40 mg/dl en los hombres, y, < 50 mg/dl en las 
mujeres 
 Presión arterial ≥ 130 x 85 mmHg 
 Glucosa (azúcar en la sangre) > 100 mg/dl, en ayunas. 
Síndrome metabólico
Evaluación clínica integral Escrutinio en personas en riesgo con 
antecedentes familiares de diabetes tipo 2 
(padres, hermanos)
Presencia de uno o más factores de riesgo
cardiovascular o de diabetes (componentes
clínicos)
*Hipertensión arterial >=140/90 mmHg
*Obesidad central (ICC>=0.90 cm en hombres y 
0.85 en mujeres y/o IMC>=27 kg/m2
*Dislipidemia (triglicéridos>=200 mg/dL)
*HDL <35 en hombres y <45 mg/dL en mujeres
• Acantosis nigricans
• Poliquistosis ovárica
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Después de revisar en el presente capítulo al síndrome metabólico podemos afirmar que 
éste síndrome tiene características clínicas, antropométricas y bioquímicas debido a factores 
de estilos de vida, genéticos; asimismo que entre unas y otras instituciones médicas 
mundiales que caracterizan al síndrome metabólico hay ciertas variantes, es decir no hay un 
estándar. 
En el siguiente capítulo se describe el algoritmo genético. 
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Capítulo 3 : DESCRIPCIÓN DE UN ALGORITMO 
GENÉTICO 
En el presente capítulo daremos algunos conceptos de algoritmo genético, el esquema general 
de su funcionamiento, se describirá los módulos y se mencionará los parámetros que intervienen 
en el algoritmo genético. 
3.1 Concepto de algoritmo genético 
Los algoritmos genéticos constituyen una técnica de búsqueda y optimización, altamente 
paralela, inspirada en el principio darwiniano de selección natural y reproducción genética 
[Goldberg89]. Los principios de la naturaleza en los cuales están inspirados los AGs son 
simples, de acuerdo con la teoría de Carlos Darwin, el principio de selección privilegia a los 
individuos más aptos con mayor longevidad y, por lo tanto, con mayor probabilidad de 
reproducción. Los individuos con más descendientes tienen más chance de transferir sus 
códigos genéticos en las próximas generaciones. Tales códigos genéticos constituyen la 
identidad de cada individuo y están representados en los cromosomas. Estos principios son 
imitados en la construcción de algoritmos computacionales que buscan la mejor solución para 
un determinado problema, a través de la evolución de poblaciones de soluciones codificadas a 
través de cromosomas artificiales [Pacheco99].  
En los algoritmos genéticos, cada cromosoma es una estructura de datos que representa una de 
las posibles soluciones del espacio de búsqueda del problema. Los cromosomas son sometidos 
a un proceso de evolución, que incluye: evaluación, selección, recombinación sexual 
(crossover) y mutación. Después de varios ciclos de evolución, la población deberá contener 
individuos más aptos.  
Los algoritmos genéticos son capaces de ir creando soluciones para problemas del mundo real. 
La evolución de dichas soluciones hacia valores óptimos del problema depende en buena 
medida de una adecuada codificación de las mismas. 
La principal ventaja de los algoritmos genéticos es que trabajan con una codificación de un 
conjunto de parámetros, no con los parámetros mismos. Trabajan con un conjunto de puntos, 
no con un único punto y su entorno (su técnica de búsqueda es global). Utilizan un subconjunto 
del espacio total, para obtener información sobre el universo de búsqueda, a través de 
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evaluaciones de la función a optimizar. No están sujetos a restricciones, es decir, no necesitan 
conocimientos específicos sobre el problema a resolver. Usan operadores probabilísticos en vez 
de los típicos operadores determinísticos de las técnicas tradicionales. Resulta fácil ejecutarlos 
en arquitecturas masivas en paralelo. Cuando son usados para problemas de optimización, 
resultan menos afectados por los máximos locales [Pacheco99]. 
3.2 Esquema general de un algoritmo genético 
Presentamos un esquema de funcionamiento general de un algoritmo genético. 
o Crear la población inicial 
o Evaluar el fitness 
o Iterar hasta un criterio de parada o condición de finalización 
o Seleccionar los progenitores 
o Aplicar el operador de cruce y mutación a estos progenitores 
o Incluir una nueva descendencia para formar una nueva generación 
En la Figura 3.1 se muestra el esquema de funcionamiento general de un algoritmo genético. 










Figura 3.1  Esquema de funcionamiento general de un algoritmo genético 
 
2.2.1 Descripción modular de un algoritmo genético  
Generar la población inicial: Generalmente la población inicial se escoge al azar. La 
población inicial estará constituida por un conjunto de cromosomas o cadenas de caracteres que 
representarán las soluciones posibles del problema. A cada uno de estos cromosomas de la 
Generación de la población inicial 
While No se  cumpla la condición de parada   Do 







población se le aplicará la función de aptitud, a fin de saber cuán buena es la solución que está 
codificando. 
Algunas veces los individuos de la población inicial se obtienen como resultado de técnicas 
estadísticas, pero esta iniciación no aleatoria de la población inicial puede acelerar la 
convergencia del algoritmo genético, lo que llevaría a llegar a una convergencia prematura 
hacia óptimos locales, lo cual es una desventaja para el funcionamiento del algoritmo genético. 
La población estará codificada en este caso en forma binaria.  
La Figura 3.2 muestra la estructura de un cromosoma. 
 
Figura 3.2  Estructura de un cromosoma 
Evaluación de los nuevos individuos - Fitness: Para el correcto funcionamiento de un 
algoritmo genético se debe poseer un método que indique si los individuos de la población 
representan o no buenas soluciones al problema planteado. La que se encargará de esto será la 
función de aptitud, evaluación o función objetivo (fitness) que establecerá una medida numérica 
de la bondad de la solución. En la naturaleza este ajuste está dado como la probabilidad de que 
un individuo sobreviva hasta su edad de reproducción y se reproduzca. En los algoritmos 
genéticos, esta medición controlará el número de selecciones, cruces, mutaciones llevadas a 
cabo. Para esto, a cada individuo de la población se le crea explícitamente una medida de ajuste. 
Esta función objetivo debe tener una característica que es la de encontrar el mejor conjunto de 
reglas, eliminando las peores reglas y quedando las mejores reglas o soluciones halladas.  
Condición de parada: Generalmente se usan dos criterios principales de parada, uno es correr 
el algoritmo genético durante un número máximo de generaciones o detenerlo cuando la 
población se haya estabilizado, es decir, cuando todos o la mayoría de los individuos tengan la 
misma aptitud. 
Selección: Sabiendo la aptitud de  cada cromosoma, se procederá a la selección de los que se 
cruzarán en la siguiente generación (se escogerá a los mejores). Para la selección de los mejores 




Mediante la selección, se determinará qué miembros de la población sobrevivirán para poder 
reproducirse. 
Reproducción (cruce y mutación) - Cruce: Una vez realizada la selección, se procede a la 
reproducción sexual o cruce de los individuos seleccionados. Aquí, los que sobreviven 
intercambiarán material cromosómico y sus descendientes formarán la población de la siguiente 
generación. Las formas más comunes de reproducción sexual son cruce de un único punto y 
cruce de n puntos. En otras palabras, el cruce combina los genes de dos cromosomas padres 
para formar dos descendientes mezclando segmentos de los dos padres. 
Cruce de un único punto: Este punto se escogerá de manera aleatoria sobre la longitud de la 
cadena que representa al cromosoma y, a partir de él, se realizará el intercambio de material de 
los dos individuos. Se realiza de la siguiente manera: se selecciona una posición en las cadenas 
de los progenitores y se intercambian los genes a la izquierda de esta posición.   
En la Figura 3.3 se aprecia cómo trabaja el operador de cruce, a partir de dos cromosomas 
padres, que realizan el intercambio de parte de su material genético. 
 
Figura 3.3  Operadores de cruce – Intercambio de material genético 
Cruce de n puntos: Es una generalización del cruce de un único punto, se seleccionan “n” 
posiciones en las cadenas de los progenitores y se intercambian los genes a ambos lados de 
estas posiciones. 
Se debe indicar que no todas las parejas de cromosomas se cruzarán, sino que habrá algunas 
parejas que pasarán intactas a la siguiente generación. Existe la técnica del ELITISMO, en la 
cual el individuo más apto a lo largo de las distintas generaciones no se cruza con nadie y se 
mantiene intacto hasta que surge otro individuo mejor que él, que lo desplazará [Pacheco99]. 
El operador de cruce es el responsable de efectuar la búsqueda a lo largo del espacio de posibles 
soluciones. El cruce es la parte más importante de la evolución.  
Mutación: Existe otro operador llamado mutación, que se encarga de realizar un cambio a uno 
de los genes de un cromosoma elegido aleatoriamente. 
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Mediante este operador de mutación, se permitirá la introducción de nuevo material 
cromosómico en la población. La mutación se usa de manera conjunta con el operador de cruce. 
Primero se seleccionan dos individuos de la población para realizar el cruce. Si el cruce tiene 
éxito, entonces uno de los descendientes o ambos se muta con una cierta probabilidad muy baja, 
imitando de esta manera el comportamiento de generar la descendencia en la naturaleza, pues 
cuando se genera la descendencia se produce algún error sin trascendencia al pasar la carga 
genética de los padres a los hijos. La probabilidad baja se debe a que los individuos tienen un 
ajuste menor después de mutados.  
Cabe agregar que se realizan mutaciones para garantizar que ningún punto del espacio de 
búsqueda tenga una probabilidad nula de ser examinado. La mutación más usual consiste en el 
reemplazo aleatorio, es decir, la variación aleatoria de un cromosoma. El objetivo principal del 
operador de mutación es producir nuevas soluciones a partir de la modificación de un cierto 
número de genes en una solución existente. En la siguiente figura se muestra cómo trabaja el 
operador de mutación, el cual introduce una diversidad de los descendientes con respecto a los 
progenitores [Pacheco99]. 
 
Figura 3.4  Mutación – Intercambio de genes de un cromosoma a otro 
Sustituir la población: En este caso, reemplazamos la última población con los individuos y 
vamos otra vez a evaluar el fitness. 
3.3 Parámetros de un algoritmo genético 
Los parámetros que controlan el proceso de evolución del algoritmo genético son [Pacheco99]: 
a. Tamaño de la población: Es el número de puntos del espacio de búsqueda que son 




b. Tasa de crossover: Es la probabilidad de un individuo de ser combinado con otro. 
c. Tasa de mutación: Es la probabilidad de que el contenido de cada posición/gen del 
cromosoma sea alterado. 
d. Número de generaciones: Es el número total de ciclos de evolución de un AG. 
e. Total de individuos: Es el número total de tentativas (tamaño de la población x número de 
generaciones). 
Los parámetros d y e se emplean generalmente como criterios de parada de un algoritmo 
genético. 
3.4 Resumen 
Al describir el algoritmo genético se halla los individuos aptos probables para reproducir, en 
donde la identidad de cada individuo se representa en el cromosoma. 
Los algoritmos genéticos computacionales buscan la mejor solución para un problema a través 
de evolución de poblaciones codificadas en cromosomas artificiales sometidos a procesos de 
evaluación, selección, crossover, mutación y parámetros como criterios de condición de 
término del algoritmo genético. 
Revisado el síndrome metabólico, algoritmo genético seguidamente se verá casos de estudio 
que consideran algoritmo genético, en el estado del arte. 
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Capítulo 4 : ESTADO DEL ARTE DEL DIAGNÓSTICO 
MÉDICO 
En este capítulo se hace una breve descripción de técnicas de inteligencia artificial (IA) 
existentes para algunos diagnósticos médicos, se definen los sistemas inteligentes con algunos 
métodos utilizados y precisión del método, casos de estudio que consideran algoritmos 
genéticos, y resumen. 
4.1 Técnicas de IA existentes para diagnósticos médicos 
Dentro de las técnicas de inteligencia artificial para diagnósticos médicos, en la referencia 
[TsaDou00] existen: 
o Lógica difusa 
o Las redes neuronales artificiales 
o Los algoritmos genéticos 
o La programación genética y 
o Las combinaciones entre ellas mismas llamadas “técnicas hibridas”. 
Lógica difusa  
Es una generalización de la lógica tradicional. Las variables no se toman como dos valores 
antagónicos, negativo - positivo, sino que hay una graduación: muy negativo, medio negativo, 
poco negativo, aproximadamente cero, poco positivo, medio positivo, muy positivo. Es una 
forma de razonamiento que permite incorporar a la máquina esquemas de pensamiento 
típicamente humanos. 
A manera de ejemplo, podemos ver un sistema difuso de identificación del síndrome metabólico 
propuesto por Pinheiro [Pinheiro+04]. 
Sistema difuso de identificación del síndrome metabólico 
Propone conjuntos “nebulosos” formados cada uno de ellos por variables lingüísticas, las cuales 
están asociadas a informaciones de obesidad abdominal, nivel de triglicéridos, HDL colesterol, 
presión sanguínea y glucosa en ayunas. Estas constituyen las variables fundamentales para la 
identificación del síndrome metabólico, y puedan asumir valores que tienen correspondencia con 
los términos usados en el lenguaje natural, como por ejemplo alto, bajo [Pinheiro+04].  
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El sistema se caracteriza por una función de pertenencia, la cual mide la intensidad con que un  
objeto pertenece a un conjunto difuso, utilizando cierto conjunto difuso normalizado, o sea, un 
grado de pertenencia en el intervalo entre “0” y “1” [Pinheiro+04]. 
La implementación del sistema difuso ha sido realizada en cinco etapas. 
La primera fase consiste en la determinación de una curva que mejor cuantifique el término 
lingüístico. En este caso, se utiliza una función trapezoidal. 
La segunda etapa define los puntos de control denominado “fuzzificación”, no igual a valores 
numéricos pero transformados en grados de pertenencia para un valor lingüístico. En esta etapa 
fueron definidas las entradas y salidas. 
La tercera fase es la elaboración de reglas de inferencia del sistema, donde cada una de las reglas 
tiene la siguiente forma: SI < variables lingüísticas de entrada > ENTONCES < una variable 
lingüística de salida >.  Como las sentencias SI-ENTONCES establecidas en esta fase definen el 
proceso decisorio del sistema, siendo SI el antecedente y ENTONCES el consecuente, cada 
antecedente tiene un grado de pertenencia como resultado del proceso de “fuzzificación”. 
El penúltimo paso consiste en el cálculo de las salidas (a partir de los valores de los antecedentes), 
para lo cual se evalúan las reglas de inferencia (motor de inferencia). 
Al finalizar se validan las reglas como valores difusos de salida que serán convertidos a sus valores 
precisos correspondientes, constituyendo así el proceso de “defuzzificación”. Se obtiene valores 
precisos pertenecientes al universo, resultado de un modelamiento difuso, y relacionando los 
resultados numéricos con los términos lingüísticos que conoce el médico, dando la interpretación 
de resultados [Pinheiro+04]. 
El sistema ha sido probado realizando ciclos de simulaciones e identificando el síndrome 
metabólico a través de casos propuestos [Pinheiro+04]. 
Redes neuronales   
Son modelos computacionales que simulan el funcionamiento de porciones del cerebro 
humano. El procesamiento se realiza en forma paralela y distribuida mediante muchos 
procesadores conectados entre sí.  Aprenden a reconocer patrones a través de un proceso de 
entrenamiento basado en varios ejemplos diferentes, incompletos y hasta contradictorios. 
Encontramos un ejemplo en redes neurales jerárquicas para el conocimiento parcial de síntomas 
en medicina, propuesto por [OhMar93]. 
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Redes neurales jerárquicas para el conocimiento parcial de síntomas en medicina  
Aplicado especialmente para el conjunto de casos de enfermedades de tiroides, con datos 
proporcionados por Quinlan [Quinlan87] y distribuido por la Universidad de California at Irving 
[MurAha92], consiste en más de 9000 casos, cada uno con 29 atributos. Una primera versión de 
esta base de datos fue usada por Quinlan para implementar el árbol de decisiones en 1986 con 
valores continuos y discretos, para luego ser implementado en una red neuronal por [Schiffmann92]. 
Posteriormente, Ohno y Mark usan dos niveles de redes para determinar el conocimiento parcial de 
síntomas, por ejemplo para el caso de hipertiroidismo [OhMar93], consiste de 
Multilayeredperceptrons (MLPs), con entradas de un conjunto reducido de atributos de datos, 20 
entradas en el caso de la primera red parcial y 23 entradas en el caso de la otra red neuronal. Las 
tres entradas adicionales determinan el conocimiento parcial de los síntomas para el diagnóstico del 
hipertiroidismo como T3, T4 y TBG, obteniéndose el  diagnóstico final: normal, hipertiroides, 
hipertiroides primaria, hipertiroides compensada, hipertiroides secundaria, y otras condiciones 
[OhMar93]. 
Algoritmos genéticos  
Consisten en métodos generalizados de búsqueda, diseño y optimización que simulan el proceso 
natural de evolución. Su objetivo principal es el de evolucionar a partir de una población de 
soluciones para un determinado problema, intentando producir nuevas generaciones de soluciones 
que sean mejores que las anteriores. Se utilizan mucho en problemas complejos de optimización 
que poseen un gran número de parámetros, asimismo en inteligencia artificial en medicina, un caso 
que veremos más adelante: A Genetic Algorithm Driven Intelligent System for Medical Diagnosis 
[Beligiannis+06]. 
Programación genética  
Extiende los principios de los algoritmos genéticos para evolucionar programas informáticos. Así 
como la evolución conduce al predominio de los individuos más aptos para un ambiente dado, la 
programación genética conduce al predominio de los programas más aptos para la solución de un 
problema dado. Se utiliza una "población" donde los "individuos" son programas. Cada nueva 
generación se obtiene por la reproducción de los programas de mejor desempeño, con un pequeño 
factor de mutaciones aleatorias. 
Un caso ejemplo que utiliza AG y PG, es el de Evolutionary computing for knowledge discovery 
in medical diagnosis [Tan+02]. 
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A continuación presentamos una breve descripción comparativa de las cuatro primeras técnicas 
de inteligencia artificial en casos de diagnósticos médicos vistos anteriormente, ver Tabla 4.1. 







Sistema difuso de identificación 
del síndrome metabólico  
Lógica difusa. Hace uso de la generalización de la 
lógica tradicional: muy negativo, medio negativo, 
poco negativo, aproximadamente cero, poco positivo, 
medio positivo, muy positivo el síndrome metabólico 
en cinco etapas, en la última fase relaciona a los 









Redes neurales jerárquicas para el 
conocimiento parcial de síntomas 




Redes neuronales. Usan dos niveles de redes 
neuronales para determinar el conocimiento parcial 
de síntomas de hipertiroidismo, con percepciones 
multicapas, 20 entradas en la 1ª. Red, 23 entradas en 









Sistema inteligente que utiliza 
algoritmos genéticos para 
diagnósticos médicos    
Algoritmos genéticos. Utilizan el método de 
búsqueda, optimización que simula el proceso natural 
de evolución (genética). El sistema GADIS 
construido utiliza AG en base a una extracción de 
reglas de una base de datos de pacientes y es visto su 
performance con respecto a la experiencia médica en 
exactitud, sensibilidad y especificidad al diagnosticar 









Computación evolutiva para 
descubrimiento de conocimiento 
en diagnósticos médicos 
 
Algoritmos genéticos, Programación genética. 
Utiliza un clasificador evolutivo de 2 fases (“EvoC”), 
en la 1ª fase AE (Algoritmo Evolutivo) utilizando 
AG, PG para buscar y encontrar reglas candidatas, 
luego en la 2ª fase optimizar las reglas que serían 




Cáncer de mama. 
Tabla 4.1 Técnicas de Inteligencia artificial en diagnósticos médicos 
4.2 Sistemas inteligentes, métodos utilizados, precisión del método 
Un sistema inteligente es un programa de computación que reúne características y 
comportamientos asimilables al de la inteligencia humana. Puede aprender de la experiencia, 
aprende para cada situación que se le presente y puede tomar una acción que le permita alcanzar 
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sus objetivos. El sistema inteligente recibe información de su entorno, actúa y tiene una 
memoria para archivar el resultado de sus acciones, tiene un objetivo, e inspeccionando su 
memoria puede aprender de su experiencia, aprende cómo lograr mejorar su rendimiento y 
eficiencia [Dounias02]. 
Los sistemas inteligentes pueden clasificarse en: 
o Sistemas inteligentes simples o estándares y 
o Sistemas inteligentes híbridos 
Los sistemas inteligentes simples o estándares son los que están compuestos de una sola técnica 
de IA, como algunos vistos en la sección anterior.  
Los sistemas inteligentes híbridos son los que están compuestos de una o más técnicas de IA, a 
continuación se mencionan algunos ejemplos: 
o Redes neuronales y algoritmos evolutivos 
An evolutionary artificial neural networks approach for breast cancer diagnosis 
[Hussein02]. 
El algoritmo evolutivo pareto-diferencial memético realiza una búsqueda local en imágenes de 
mamografía al diagnosticar cáncer de mama, crea una población inicial, aplica selección, 
crossover, mutación, y aplica red neuronal a las poblaciones hijas de resultados, si la población 
hija domina la población padre, reemplaza. El proceso se repite hasta encontrar resultados 
satisfactorios. [Hussein02]. 
En el método utilizado el autor compara resultados del algoritmo propuesto MPANN (Memetic 
Pareto artificial neural network) frente a: Programación evolutiva y redes neuronales de Fogel et 
al., y también frente a Evolutivo diferencial Pareto de Abbast et al., al hallar precisión media y 
desviaciones estándar en el error de prueba promedio para el conjunto de datos de cáncer de mama, 
donde se observa que MPANN entregó mejores resultados [Hussein02]. 
o Aprendizaje automático y lógica difusa 
Hybrid intelligence system for diagnosing coronary stenosis. Combining fuzzy 
generalized operators with decision rules generated by machine learning algorithms 
[Cios+94]. 
En el presente trabajo toman primero un conjunto de reglas de decisión nítidas de imágenes 
generadas por un algoritmo de aprendizaje automático y las convierten en reglas difusas, las 
  
26 
reglas difusas utilizan treinta conjunto difusos previamente especificados. Luego, los 
conjuntos difusos se derivan para representar la estenosis coronaria mayor, utilizando 
operadores difusos generalizados. Obtuvieron cuatro conjuntos difusos para representar 
obstrucciones en las tres arterias coronarias principales: arteria descendente anterior 
izquierda, arteria coronaria derecha, y arteria circunfleja [Cios+94]. 
Respecto al método utilizado los autores aplicaron a tres conjuntos de reglas previamente 
generados, utilizando los conjuntos de reglas  EXP fuzzy para diagnosticar la estenosis de la 
arteria coronaria, arteria descendente anterior izquierda (LAD), arteria coronaria derecha 
(RCA), y arteria circunfleja (CCX), CLILP 2 un algoritmo de aprendizaje mecánico 
mediante programación lineal entera y, ALFS un algoritmo de aprendizaje inductivo. 
Cada conjunto de reglas se aplicó a los datos de los ensayos de 27 pacientes, diagnosticados 
como tales por arteriografía. El rendimiento del método para los tres conjuntos de reglas de 
diagnóstico se muestra en las Tablas 4.2, 4.3, 4.4 utilizando las medidas de sensibilidad, 
especificidad y exactitud.  
De las tablas se observa que EXP algorithm en especificidad al reconocer pacientes con 
obstrucciones en la arteria descendente anterior izquierda (LAD) fue menor o igual, en los 
otros casos tanto en sensibilidad, especificidad, exactitud fue igual o de mejores resultados.  
 
 NORMAL RCA CCX LAD 
Sensitivity 100% (7/7) 57% (4/7) 33% (1/3) 100% (10/10) 
Specificity 95% (19/20) 100% (20/20) 100% (24/24) 76% (13/17) 
Accuracy 96% (26/27) 89% (24/27) 93% (25/27) 85% (23/27) 
Tabla 4.2 Resultados usando reglas generadas por el algoritmo EXP [ Cios+94]. 
 
 
NORMAL RCA CCX LAD 
Specificity 100% (20/20) 100% (20/20) 46% (11/24) 100% (17/17) 
Accuracy 100% (27/27) 89% (24/27) 52% (14/27) 63% (17/27) 




NORMAL RCA CCX LAD 
Sensitivity 100% (7/7) 57% (4/7) 33% (1/3) 100% (10/10) 
Specificity 100% (20/20) 100% (20/20) 96% (23/24) 76% (13/17) 
Accuracy 100% (27/27) 89% (24/27) 89% (24/27) 85% (23/27) 
Tabla 4.4 Resultados usando reglas generadas por el algoritmo ALFS [ Cios+94]. 
o Redes neuronales, algoritmos evolutivos con conjuntos ásperos y algoritmo ID3  
Evolutionary Modular MLP with Rough Sets and ID3 Algorithm for Staging of Cervical 
Cancer [Mitra+01]. 
Perceptron multicapa evolutivo modular con conjuntos ásperos y el algoritmo ID3 para las 
fases I, II, III, IV del cáncer de cuello uterino. 
Los autores describen una forma de diseñar un sistema híbrido para detectar las diferentes 
etapas del cáncer de cuello uterino. La hibridación incluye la evolución de módulos de subred 
basados en redes neuronales en el conocimiento con algoritmos genéticos usando teoría de 
conjuntos aproximados y el algoritmo ID3. 
Las subredes brutas para cada módulo se obtienen inicialmente mediante la teoría de conjuntos 
aproximados y el algoritmo ID3. 
Estas subredes se combinan y la red final se desarrolla utilizando algoritmos genéticos. 
Las entradas son síntomas, y señales o signos observados en la examinación física. 
La propuesta metodológica de los autores es un modelo S, el cual extrae reglas y son 
codificadas al generar el perceptron multicapa usando conjuntos ásperos y algoritmo ID3 al 
determinar cáncer de cuello uterino en las fases I, II, III, IV. 
El modelo S, es comparado con un modelo O, el cual es un común perceptron multicapa 
usando retro propagación. 
El modelo S propuesto por los autores entrego mejores resultados en el entrenamiento y 
validación. 
o Programación genética, algoritmo genético  
Evolutionary computing for knowledge discovery in medical diagnosis [Tan+02]. 
Utiliza un clasificador evolutivo de 2 fases (“EvoC”), en la 1ª fase AE (Algoritmo Evolutivo) 
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para el espacio de búsqueda con la PG para desarrollar atributos nominales, y luego AG para 
optimizar atributos numéricos, en la 2ª fase optimizar número de reglas en la evolución para 
formar reglas precisas, comprensibles que serían buenas para el diagnóstico de hepatitis, 
cáncer de mama. 
En relación al método los autores aplican un algoritmo llamado Evolutionary Classifier (EvoC) 
que utiliza PG y AG en la 1ª fase y optimiza reglas tomando el mejor conjunto de reglas en las 
subpoblaciones en la 2ª fase, a los datos de bases de datos médicas de repositorios de la universidad 
de California para el cáncer de mama, y de la universidad de Carnegie-Mellon para el conjunto de 
datos de hepatitis, utilizando como fitnees la función de exactitud en la 2ª fase aplicada en casos 
médicos y luego de comparar EvoC con C4.5,  PART, y Naïve Bayes; EvoC entregó mejores 








 accuracy (%) 
  Best 
 Accuracy (%) 
(Mejor exactitud) 
EvoC 2.93 4.84 x 10
5
 83.92 94.34 
C4.5 (Quinlan) 5.85 < 1 78.94 90.57 
PART (Clasif. Reglas) 6.64 < 1 80.02 94.34 
Naïve Bayes - < 1 83.62 94.34 









 accuracy (%) 
  Best 
 Accuracy (%) 
(Mejor exactitud) 
EvoC 9.74 4.5 x 10
5
 93.04 96.37 
C4.5 (Quinlan) 10.06 < 1 92.61 97.93 
PART (Clasif. Reglas) 6.23 < 1 92.35 97.41 
Naïve Bayes - < 1 91.56 95.37 
Tabla 4.6 Comparación de resultados para el conjunto de datos de cáncer de mama [Tan+02]. 
 
Seguidamente se presenta una tabla resumen de los sistemas inteligentes híbridos vistos 
anteriormente con las técnicas utilizadas, ver Tabla 4.7 
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Caso Título del artículo Técnicas utilizadas 
 
1 
An evolutionary artificial neural networks 
approach for breast cancer diagnosis. 
 




Hybrid intelligence system for diagnosing 
coronary stenosis. Combining fuzzy 
generalized operators with decision rules 
generated by machine learning algorithms. 
 




Evolutionary Modular MLP with Rough Sets 
and ID3 Algorithm for Staging of Cervical 
Cancer. 




Evolutionary computing for knowledge 
discovery in medical diagnosis. 
Programación genética, 
algoritmos genéticos. 
Tabla 4.7 Sistemas inteligentes híbridos con las técnicas utilizadas. 
Asimismo se presenta una tabla que indica de los sistemas inteligentes híbridos vistos 
anteriormente el método utilizado, y la precisión del método, ver Tabla 4.8 
 
Caso Título artículo Método(s) utilizado(s) Precisión del método 
1 An evolutionary artificial neural 
networks approach for breast 
cancer diagnosis 
Algoritmo memetic Pareto 
artificial neural network  
98%  ± 0.5% 
2 Hybrid intelligence system for 
diagnosing coronary stenosis. 
Combining fuzzy generalized 
operators with decision rules 
generated by machine learning 
algorithms 
Algoritmo EXP  Exactitud CCX (93%), 
LAD (85%) 
3 Evolutionary Modular MLP with 
Rough Sets and ID3 Algorithm 
for Staging of Cervical Cancer 
Modelo S Validación: Fase I 




4 Evolutionary computing for 
knowledge discovery in medical 
diagnosis 
EvoC Exactitud: Hepatitis 
(83.92%), Cancer de 
mama (93.04%) 
Tabla 4.8 Sistemas inteligentes híbridos con el método utilizado y precisión del método 
4.3 Casos de estudio que consideran algoritmos genéticos 
Caso 1: A Genetic Algorithm Driven Intelligent System for Medical Diagnosis 
[Beligiannis+06].  
En este trabajo se empleó un algoritmo genético simple. Cada parámetro fue codificado usando 
cadenas binarias de 31 bits. 
Los autores emplearon el método de la ruleta para la selección de los cromosomas que se 
cruzaran en la siguiente generación. Las reglas extraídas de las bases de datos médicas tuvieron 
resultados satisfactorios. Se empleó el análisis de Pearson, que es un método estadístico, para 
la selección de los parámetros y se seleccionó 22 parámetros. Los datos de entrenamiento fueron 
dados como datos de entrada, los cuales fueron codificados para crear la población inicial del 
algoritmo genético. Luego de varias generaciones, el algoritmo genético obtuvo cadenas 
binarias diferentes, las cuales corresponden a cada uno de los 04 posibles diagnósticos  
[Beligiannis+06]. 
Cada cadena binaria es un clasificador diagnóstico, el cual contiene la información necesaria 
necesitada por una regla. Finalmente, esto resulta en 04 reglas de producción extraídas, donde 
cada regla corresponde a una categoría de diagnóstico diferente. Luego, el sistema identificará 
para cada clasificador diferente y los parámetros más importantes para cada categoría de 
diagnóstico. Se representaron los cromosomas mediante cadenas binarias. Utilizaron un 
crossover uniforme (con probabilidad de 0.9), con probabilidad de mutación de 0.001. El 
tamaño de la población fue de 50. El algoritmo genético es escalable lineal y emplearon el 
elitismo. Los resultados mostraron un buen rendimiento en el diagnóstico en términos de 
exactitud, especificidad y sensibilidad del sistema inteligente al identificar impotencia sexual 
masculina [Beligiannis+06]. 
Caso 2: Magnetic Resonance Based Ventricle System Classification by Multi-Species 
Genetic Algorithm [Levman+00].  
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En este trabajo emplearon un método multi especies del algoritmo genético para aislar el 
sistema ventricular de las imágenes de resonancia magnética cerebral para poder detectar 
tumores o malformaciones. Se emplearon tres tipos de cromosomas, los cuales se basaron en la 
simbiosis cerebral, cada cromosoma tiene la tarea de detectar los bordes de un componente 
cerebral localizado en las imágenes de resonancia magnética y un tercer cromosoma se encarga 
de aislar la información basada en la localidad. Se empleó la técnica de crossover de tres puntos 
para la generación de hijos. Lo que más destaca según los autores, es que la función objetivo 
incorpora una interactividad con los otros cromosomas diferentes [Levman+00].  
Mediante la aplicación del algoritmo genético, aislaron estructuras cerebrales en las imágenes 
de resonancia magnética, para la optimización de los diagnósticos efectuados por los 
neurólogos y permitir la detección temprana de anormalidades cerebrales como tumores, 
hidrocefalia u otros daños cerebrales ocasionados por golpes [Levman+00]. 
El enfoque del algoritmo genético simbiótico multi especies se basa en la simbiosis cerebral, 
en la cual individuos asociados de diferentes especies sacan provecho de la vida en común 
[Levman+00].  
Dicho algoritmo trabaja de la siguiente manera: los datos de entrada son las imágenes de 
resonancia magnética (MRI). Seleccionaron 03 tipos de cromosomas para que detecten los 
bordes de las imágenes, debido a que los bordes marcan los límites entre el sistema ventricular 
y los tejidos cerebrales vecinos. Cada cromosoma realiza una determinada tarea. El primer 
cromosoma detecta el borde vertical de la imagen, el segundo detecta el borde horizontal y el 
tercer cromosoma es utilizado para suprimir información basada en la localidad [Levman+00].  
El algoritmo diseñaron para que acepte un conjunto de datos de entrenamiento de múltiples 
individuos [Levman+00].  
Como los ventrículos cerebrales son simétricos con respecto al eje vertical, entonces para 
desarrollar localizaciones basadas en suprimir bordes, definieron un cromosoma que  divide la 
región central de una imagen en 16 columnas, donde cada columna contiene 4 valores, un valor 
máximo y un valor mínimo, para el borde superior y el borde inferior, respectivamente. 
Cualquier valor generado en el borde del mapa que cae entre el máximo y el mínimo no es 
afectado, de esta manera este valor es suprimido. Debido a la simetría del sistema ventricular, 




Figura 4.1  Supresión de la localidad - cromosoma 
Entrenamiento: Inicializan la población para cada uno de los tres cromosomas. En la Figura 
4.2 se observa un ejemplo de un par de datos de entrenamiento, donde podemos observar que 
la parte izquierda muestra la imagen de resonancia magnética escaneada estándar, mientras que 
la imagen de la parte derecha muestra la salida deseada donde el sistema ventricular ya ha sido 
aislado correctamente [Levman+00]. 
 
Figura 4.2  Ejemplo de entrenamiento genético 
 
Emplearon la técnica de crossover de 3 puntos, para la generación de hijos. Seleccionaron tres 
ubicaciones en el cromosoma aleatoriamente para marcar la separación entre el cromosoma de 




Figura 4.3  Crossover de 3 puntos 
 
En la mutación usaron un número de valores pequeño que define la probabilidad de que un bit 
en un cromosoma dado pueda ser rotado. En la población final, el algoritmo evalúa cada fitness 
de cada cromosoma simbiótico y selecciona el mejor para usarlo al identificar el sistema 
ventricular [Levman+00]. Después de ejecutar el algoritmo genético, llevaron a cabo un simple 
post procesamiento para poder mejorar la claridad de las imágenes de salida. Llevaron a cabo 
una simple redistribución de la sustancia gris para realzar los bordes oscuros en la imagen. Para 
eliminar alguna información sin importancia en el borde del sistema ventricular, aplicaron 
heurística [Levman+00]. El tamaño de la población y el número de generaciones es variable de  
acuerdo al usuario. En este enfoque, el tamaño de la población varió entre 21 a 66 y el número 
de generaciones entre 7 a 35. La implementación del algoritmo lo realizaron en C++. El tiempo 
de entrenamiento fue de 6 minutos a 1 hora y 20 minutos. Los resultados se muestran en las 
Figuras 4.4 y 4.5. Finalmente, el algoritmo genético simbiótico multiespecies aisló muy bien el 
sistema ventricular. En este enfoque, los 03 cromosomas son responsables de realizar tareas 
diferentes, identificar el borde horizontal, identificar el borde vertical y suprimir información 
basada en su localización. El estudio se enfocó en cómo estos cromosomas, siendo diferentes, 
son capaces de identificar el sistema ventricular en cooperación con el resto de cromosomas de 
otro grupo de genes [Levman+00]. 
 





Figura 4.5  Pares de entrada/salida 
Finalmente, mediante la aplicación del algoritmo genético multi especies, aislaron estructuras 
cerebrales en las imágenes de resonancia magnética y poder permitir ver con mayor claridad en 
las radiografías, anormalidades cerebrales que son muy difíciles de poder detectarlas sin 
emplear ninguna técnica de IA, y de esta manera ayudar a los neurólogos en la detección 
temprana de tales anormalidades [Levman+00]. 
Caso 3: A Distributed Genetic Algorithm for Parameters Optimization to Detect 
Microcalcification in Digital Mammograms [Bevilacqua+03].  
En este trabajo emplearon un algoritmo genético para una selección óptima de los parámetros 
que influyen en un diagnóstico de detección de micro calcificaciones mamarias en los mamo 
gramas. Dado que existen demasiados parámetros y es muy complicado el poder seleccionarlos, 
con el empleo del algoritmo genético, seleccionan de manera automática. Implementaron el 
algoritmo genético distribuido sobre una pequeña red de estaciones de trabajo, realizando un 
algoritmo genético paralelizado global, pues sino el tiempo empleado para la corrida de 
algoritmo era muy largo y no se ejecutaba sobre una arquitectura secuencial (algoritmo genético 
simple) [Bevilacqua+03]. 
Aquí, la función fitness maximiza el número de detecciones verdaderas – positivas mientras se 
minimiza el número de detecciones falsos – positivos.  
Emplearon 40 mamo gramas digitalizadas de la base de datos de la Universidad de Nijmegen, 
Holanda. El rendimiento del sistema se muestra en la Figura 4.6: curva FROC (Free Response 
Operating Characteristic), estas curvas muestran el número de grupos de micro calcificaciones 





Figura 4.6   FROC: Métodos de detección sobre las 40 imágenes de la base de datos [Bevilacqua+03] 
Emplearon 29 parámetros para optimizar el proceso con el AG, parámetros reales o números 
enteros. El objetivo o propósito de la optimización del sistema, averiguar un conjunto de 
parámetros con los cuales consiguieron un alto número de grupos de micro calcificaciones de 
“verdaderos positivos” con una baja proporción de grupos de “falsos positivos”, es decir, hallar 
una compensación entre sensibilidad y especificidad [Bevilacqua+03]. 
Emplearon “elitismo”, tomaron el 10% de la población, sin ninguna alteración para la próxima 
generación a fin de garantizar que los buenos individuos no se pierdan durante una corrida. El 
criterio de parada del AG fue hasta que el promedio del fitness de los mejores 06 individuos 
alcanzó la meseta [Bevilacqua+03]. 
Para implementar el algoritmo genético paralelo, tuvieron que hacer una paralelizacion global, 
en la cual cualquier individuo puede aparearse con algún otro individuo. En este tipo, los 
operadores y la evaluación de los individuos están paralelizados explícitamente por un 
“procesador maestro”. Este “procesador maestro” envía individuos a otros procesadores para 
su evaluación. El programa maestro almacena toda la población y realiza una descomposición 
iterativa: en cada generación, el programa maestro envía una fracción de la población (uno o 
más individuos) a cada proceso esclavo y espera que los esclavos le devuelvan resultados. Los 
esclavos (se programan a sí mismos) preguntan al maestro por más trabajo cuando ya terminan 
su labor [Bevilacqua+03].  
El algoritmo se comporta de una manera sincrónica, desde que el maestro espera recibir los 
valores de los fitness de toda la población, antes del procedimiento de la próxima generación. 
Una vez que todos los individuos han sido calculados, el maestro realiza el reemplazo, el 
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crossover y las operaciones de mutación [Bevilacqua+03].  
En la implementación distribuida, un individuo procesa secuencialmente el conjunto completo 
de imágenes, de esta manera para cada generación el programa espera al esclavo más lento a 
que termine su tarea de cálculo; en el peor de los casos, este tiempo es el necesario para procesar 
una base de datos. Crearon un ítem nuevo, el cual está constituido por un identificador de 
imagen y por un individuo; de esta manera, no es necesario que un esclavo calcule toda la base 
de datos, y esta tarea puede ser asignada a diferentes esclavos. Así, el programa maestro envía 
el nuevo identificador en vez de un individuo en todas las generaciones para cada proceso 
esclavo; luego los esclavos envían de regreso resultados y el identificador del individuo. De 
esta manera, el máximo tiempo ocioso necesario del programa se reduce del tiempo necesitado 
para calcular toda una base de datos, al tiempo para calcular una imagen [Bevilacqua+03]. 
Cada población fue de 30 individuos. Cada generación requirió 27 individuos a ser calculados. 
Las imágenes localizaron en una estación de trabajo. Cada imagen (mamo grama) de 8 MB, 
para leer cada imagen emplearon un tiempo de 1.5 segundos y para cada generación fue de 27 
x 40 imágenes. Los datos no se dividieron para ser tomados un grupo para el entrenamiento y 
otro grupo para los datos de prueba; usaron todos los datos (las imágenes) para el entrenamiento 
y para la prueba [Bevilacqua+03].  
La mejor solución que obtuvieron por el AG fue un individuo con un fitness de 0.827 que 
corresponde a un 94.3% de grupos “verdaderos positivos” con un 0.47 de falsos positivos por 
imágenes. Para obtener estos resultados, usaron el crossover igual a 0.8, con una mutación de 
0.1. La convergencia del algoritmo genético requirió el cálculo de 1.974 individuos, 
correspondiente a 73 generaciones [Bevilacqua+03]. 
Caso 4: Automatic registration of FDG_CT and FLT_CT images integrating Genetic 
Algorithm, Powell method and wavelet decomposition [WanAdj15].  
Este trabajo describe un método de registro basado en la información mutua que integra el uso 
de un Algoritmo Genético (GA), el método de Powell (PM) y la descomposición de Wavelet 
para registrar de manera óptima la fluorodeoxiglucosa (FDG) _CT y la fluorodesoxitimidina 
FLT) _CT modalidades de imagen. [WanAdj15]. 
Los autores describen un método de registro basado en la información mutua que integra el uso 
de un Algoritmo Genético (GA), el método de Powell (PM) y la descomposición de Wavelet 
para registrar de manera óptima la fluorodeoxiglucosa (FDG) _CT y la fluorodesoxitimidina 
  
37 
(FLT) _CT modalidades de imagen. Al registrar estas dos modalidades de tomografía 
computarizada (TC), combinan las fuerzas de los dos radios tractores sabiendo que la captación 
de FDG es mayor en lesiones cancerosas, mientras que la captación de FLT está estrechamente 
correlacionada con la proliferación celular. El registro a través de estos trazadores, FDG y FLT, 
aumenta la sensibilidad y especificidad para el cáncer de imagen, y es esencial para optimizar 
los resultados del diagnóstico. En el estudio, enfocan la resolución de tres problemas: (1) 
Reducir el tiempo computacional de AG cuando se busca la mejor solución global; (2) Evitar 
que el método PM caiga en una solución local para el registro de imágenes; (3) Proporcionar 
los pasos de preprocesamiento de imagen necesarios para el análisis de características 
mejoradas de imágenes FDG_CT y FLT_CT. Después del registro, la ubicación de las lesiones 
cancerosas en el hígado observaron directamente en la imagen FLT_CT. Cuando se registran 
imágenes de descomposición de wavelet, el GA se aplica para determinar el valor máximo de 
la información mutua normalizada entre una imagen de referencia y una imagen en movimiento. 
El método Powell (PM) se implementa en la búsqueda de la mejor solución a partir de un 
conjunto inicial de puntos de registro. [WanAdj15]. 
Caso 5: Upper limb rehabilitation trajectory optimization based on artificial immune 
genetic algorithm [Zhu+15].  
El presente trabajo, se centra en la optimización de la trayectoria de multi-articulaciones de las 
extremidades superiores humanas bajo las limitaciones de los pacientes con derrame cerebral 
con hemiplejía y utiliza algoritmo genético inmune artificial. [Zhu+15]. 
Los autores se centran en la optimización de la trayectoria de multi-articulaciones de las 
extremidades superiores humanas bajo las limitaciones de los pacientes con derrame cerebral 
con hemiplejía. Presentan un método tridimensional de planificación de la trayectoria de 
movimiento basado en el algoritmo genético inmune artificial. Combinan el criterio de esfuerzo 
mínimo con el modelo tridimensional de dinámica de movimiento para resolver la función 
objetivo de la trayectoria de movimiento multi-articular. Así, convierten la optimización de la 
trayectoria de movimiento punto a punto en la resolución del valor del ángulo de la junta. 
Usando la idea inmune artificial, diseñan un algoritmo de optimización para resolver la 
trayectoria óptima del movimiento de la extremidad superior. Las simulaciones revelan que el 
algoritmo inmune tiene una convergencia más rápida a óptimo global, y la trayectoria es suave. 
Las curvas de velocidad y aceleración son estables y sin salta ton evitando los arranques y 
paradas rápidos, que cumplen con los estándares de las características del movimiento de las 
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extremidades superiores. El método en este trabajo optimiza la trayectoria de rehabilitación de 
la extremidad superior más eficaz y más rápido [Zhu+15].  
Caso 6: Evolutionary computing for knowledge discovery in medical diagnosis [Tan+02]. 
El presente trabajo empleó una técnica de clasificación evolutiva híbrida de 02 fases, empleó 
un EA (Evolutive Algorithm) para limitar el espacio de búsqueda por un grupo de buenas reglas 
candidatas mejoradas, y, luego aplicó programación genética. 
Para la extracción de la clasificación de las reglas para usarlas en el diagnóstico médico, 
emplearon una técnica de clasificación evolutiva híbrida de 02 fases.  Emplean un EA Evolutive 
Algorithm para limitar el espacio de búsqueda por un grupo de buenas reglas candidatas 
mejoradas, luego aplicaron la programación genética para desarrollar atributos nominales para 
reglas estructuradas libres y el algoritmo genético se usó para optimizar los atributos numéricos 
para la clasificación de reglas concisas sin la necesidad de “discretizarla”. La programación 
genética empleó un cromosoma en forma de árboles y el algoritmo genético empleó un 
cromosoma binario. La aplicación de este método híbrido es el que tuvo mejor rendimiento con 
respecto a otros algoritmos empleados para el diagnóstico del cáncer al seno, y, el método 
también tuvo buen rendimiento al identificar hepatitis. Finalmente, los resultados de la 
simulación mostraron que el clasificador evolutivo híbrido produjo reglas claras y 
comprensibles para las bases de datos médicas [Tan+02]. 
A continuación presentamos una breve descripción de los seis casos anteriores y cada propuesta 
en la aplicación de algoritmos genéticos, ver Tabla 4.9. 




A Genetic Algorithm 
Driven Intelligent System 
for Medical Diagnosis 
 
AG simple 
Método de la ruleta para la selección de los 
cromosomas, 22 parámetros, crossover uniforme (con 
probabilidad de 0.9), mutación con una probabilidad de 








Magnetic Resonance Based 
Ventricle System 
Classification by Multi-







El algoritmo utiliza simbiosis cerebral (individuos de 
diferentes especies). Los datos de entrada, imágenes de 
resonancia magnética, seleccionan 03 tipos de 
cromosomas para que detecten los bordes de las 
imágenes, límites entre el sistema ventricular y los 
tejidos cerebrales vecinos. Crossover de tres puntos. 
Fitness selecciona el mejor cromosoma. Detecta 






Algorithm for Parameters 
Optimization to Detect 





Cualquier individuo cromosoma puede aparearse con 
algún otro individuo, los operadores y la evaluación de 
los individuos están paralelizados explícitamente por 
un “procesador maestro”. Este “procesador maestro” 
envía individuos a otros procesadores para su 
evaluación. Detecta micro calcificaciones mamarias en 





Automatic registration of 
FDG_CT and FLT_CT 
images integrating Genetic 
Algorithm, Powell method 




(GA), método de 
Powell (PM) y la 
descomposición de 
Wavelet 
Reducen el tiempo computacional de AG al buscar la 
mejor solución global; (2) Evitan que el método PM 
caiga en una solución local para el registro de 
imágenes; (3) Proporcionan los pasos de pre 
procesamiento de imagen necesarios para el análisis de 
características mejoradas de imágenes FDG_CT y 
FLT_CT. Registra de manera óptima 
fluorodeoxiglucosa, fluorodesoxitimidina al reconocer 
cáncer de hígado. 
 
5 
Optimización de la 
trayectoria de 
rehabilitación de miembros 





Optimizan la trayectoria de multi-articulaciones de las 
extremidades superiores humanas bajo las limitaciones 
de los pacientes con derrame cerebral con hemiplejía. 
Usando la idea inmune artificial, diseñan un algoritmo 
de optimización. Optimiza trayectoria de multi 






Evolutionary computing for 
knowledge discovery in 
medical diagnosis 
 
Algoritmo genético y 
programación 
genética 
Realiza clasificación evolutiva híbrida de 02 fases 
EvoC (Evolution Clasiffier) para limitar el espacio 
de búsqueda por un grupo de buenas reglas candidatas 
mejoradas, aplica fitness de exactitud (utilizado en 
medicina), identifica hepatitis, cáncer de mama. 




En resumen de lo expuesto en el presente capítulo, concluimos que hay trabajos que utilizan 
algoritmo genético para diagnósticos diferentes al síndrome metabólico, hasta el momento no 
hemos encontrado para el síndrome indicado, además hemos visto “EvoC” que utiliza AG, PG y 
entregó muy buenos resultados frente a C4.5, PART, Naive Bayes al diagnosticar hepatitis y cáncer 
de mama, el fitness utilizado fue el de exactitud utilizado en sistemas inteligentes para el área 
médica. De lo anteriormente expuesto, en el presente trabajo proponemos utilizar el algoritmo 
genético para reunir y optimizar criterios médicos mundiales en el diagnóstico del síndrome 
metabólico. 
El siguiente capítulo presenta el algoritmo propuesto. 
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Capítulo 5 : ALGORITMO PROPUESTO 
En este capítulo presentamos el algoritmo, teniendo en cuenta algunas consideraciones 
generales: los hallazgos en una enfermedad, conocimiento de instituciones médicas mundiales 
que identifican las características de una enfermedad, parámetros de entrada, y variables de 
decisión, la función fitness y los operadores. 
Asimismo, hacemos presente que parte del algoritmo propuesto fue publicado en el I Congreso 
Peruano de Investigación de Operaciones y de Sistemas en el mes de noviembre de 2009. 
5.1 Consideraciones generales 
5.1.1 Hallazgos para el síndrome metabólico 
De acuerdo al diccionario de la Real Academia Española “hallazgo” es la acción y efecto de 
hallar. Según el diccionario Océano, hallar es encontrar lo que se busca, observar, notar; estar 
alegre, enfermo, etcétera. Desde el punto de vista médico, hallazgo es lo que se encuentra en 
un análisis clínico.  
Un hallazgo o conjunto de hallazgos presumen e identifican entonces una enfermedad. Así, por 
ejemplo, para el síndrome metabólico existen diversos hallazgos, como: obesidad abdominal, 
altos niveles de triglicéridos, bajos niveles de HDL, hipertensión arterial, altos niveles de 
glucosa en la sangre. Estos hallazgos son reconocidos por varios organismos como: la OMS, el 
Grupo de Estudio del Síndrome Metabólico de México, la Asociación Americana del Corazón 
[Reaven+00] y la Federación Internacional de Diabetes. 
Criterios de diagnóstico por la OMS (WHO) 
 Hipertensión arterial:  
Presión sistólica   140 mm Hg 
Presión diastólica 90 mm Hg o bien 
Si tiene tratamiento antihipertensivo 
 Dislipidemia: Triglicéridos  150 mg/dL 
 Colesterol HDL: Hombres <35 mg/dL, Mujeres < 45 mg/dL 
 Obesidad:  Índice de masa corporal  30 kg/m2 
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 Relación cintura cadera: Hombres  0.90, Mujeres  0.85 
 Microalbuminuria > 20 g/minuto 
 Trastornos en la homeostasis de la glucosa: 
En la glucemia en ayunas: 
Glucemia en ayunas alterada (GAA): 111 a 125 mg/dL 
Diabetes mellitus (ADA):  126 mg/dL 
En la curva de tolerancia a la glucosa: 
Intolerancia a la glucosa (ITG): 140 a 199 mg/dL a las 2 horas 
Diabetes mellitus (OMS):  200 mg/dL 
 Resistencia a la insulina: definida por el modelo homeostático para valorar resistencia a la 
insulina (HOMA) y se calcula con la fórmula siguiente [Gonzales+98] : 
HOMA IR = (Insulina en ayunas (en mU por mL) x  (glucemia en ayunas (en mg/dL)/18)) / 22.5 
Criterios diagnósticos: Se considera que una persona con glucemia en ayunas normal, con 
intolerancia a la glucosa o con diabetes mellitus tipo 2, tiene síndrome metabólico si se establece 
asociación con dos de los componentes anotados. Una persona con homeostasis normal a la glucosa 
(glucemia en ayunas de 70 a 110 mg/dl; glucemia postprandial< 140mg/dl a las dos horas en la 
curva de tolerancia oral a la glucosa) tendrá síndrome metabólico si se confirma el diagnóstico de 
resistencia a la insulina por el modelo HOMA, además de dos de los otros componentes señalados. 
Criterios del Grupo de Estudio del Síndrome Metabólico de México (GESM) 
Personas con antecedentes familiares de diabetes tipo 2 (padres, hermanos) 
 Sedentarismo 
 Tabaquismo 
 Multiparidad o menopausia precoz 
 Triglicéridos en ayuno > 150 mg/dl 
 Hiperinsulinemia 
 Tensión arterial normal alta 130-134/85-89 mmHg 
 Edad > 45 años o menor 45 años + otros marcadores 
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 Sobrepeso: IMC ≥ 25 kg/m2 
 ICC en hombres > 0.85 
 ICC en mujeres > 0.80 
 Diámetro cintura hombres ≥ 102 cm; mujeres ≥ 88 cm 
 Anovulación crónica y/o hiperandrogenismo 
 Menos de 30 minutos de actividad física x 5 días por semana 
Evaluación clínica integral 
 HDL < 35 mg/dl en hombres  
 HDL < 45 mg/dl en mujeres  
 Acantosis nigricans 
 Poliquistosis ovárica 
 Antecedentes de diabetes gestacional 
 Productos macrosómicos 
 Hiperuricemia 
 Hiperinsulinemia 
Ambos: personas con antecedentes y evaluación integral 
 Glucemia capilar en ayuno > 95 mg/dl 
 Curva de tolerancia a la glucosa oral 140-199 mg/dl a las 2 hrs 
 Intolerancia a la glucosa 
 Niveles séricos de insulina HOMA 
Criterios de la Asociación Americana del Corazón (AHA) 
 Obesidad central (tejido fino gordo excesivo en y alrededor del abdomen) 
 Dislipidemia de Atherogenic (triglicéridos altos > 150 mg/dl, bajo colesterol HDL que 
fomentan acumulaciones de placa en las paredes de la arteria) 
 Presión arterial elevada (130/85 mmHg o más) 
 Resistencia de insulina o intolerancia de la glucosa  
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 Estado de Prothrombotic (fibrinógeno alto o inhibidor plasminógeno del activador en 
la sangre). 
 Estado Proinflammatory (proteína C-reactiva elevada de la alta-sensibilidad en la 
sangre). 
Criterios, definición mundial propuesta por la Federación Internacional de Diabetes (IDF) 
Obesidad central 
Perímetro de la cintura: Si IMC >30Kg /m 2, se puede asumir presencia de obesidad central y 
no es necesario medir el perímetro de la cintura (♂  ≥ ϵϬ cm.; ♀  ≥ ϴϱ cm.) 
Se puede también, ser específico con respecto a los diferentes grupos 
étnicos. 
Más dos cualquiera de los factores siguientes: 
Aumento de los triglicéridos ≥1,7 mmol/l (150 mg/dl) o tratamiento específico de 
esta alteración lipídica. 
Disminución del cHDL <1,03 mmol/l (40 mg/dl) en los varones 
 <1,29 mmol/l (50 mg/dl) en las mujeres 
 o tratamiento específico de esta alteración lipídica 
Aumento de la presión arterial Sistólica: ≥ 130 mmHg, o bien 
 diastólica: ≥85 mmHg, o bien 
tratamiento de hipertensión diagnosticada 
previamente 
Incremento de la glucemia Glucemia en ayunas ≥ 5,6mmol/l (100 mg/dl) 
  o bien 
  diabetes tipo 2 diagnosticada previamente 
 Si la glucemia en ayunas es > 5,6 mmol/l, o, > 
100mg/dl, se recomienda fuertemente la realización 
de una PTGO, aunque no es necesaria para definir la 
presencia del síndrome.   
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5.1.2 Variables de entrada 
Para la presente tesis consideramos hallazgos criterios de diagnóstico de la Organización 
Mundial de la Salud (WHO), la Asociación Americana del Corazón (AHA), la Federación 
Internacional de Diabetes (IDF), otros. En la Tabla 5.1 trabajando con otros autores, se muestra 
las variables de entrada, que pueden tomar valores diferentes para el síndrome metabólico, 
identificados por las organizaciones médicas anteriormente mencionadas en la segunda 
columna, además, se considera un total de treinta y dos hallazgos, codificados como: h1, …,h32 
en la primera columna, los cuales son descritos en la tercera columna, referenciados por la 
institución determinada en la cuarta columna, y sinónimo en la quinta columna. 
5.2 Construcción del criterio-conocimiento para el síndrome metabólico 
5.2.1 Cromosoma 
En los algoritmos genéticos, un cromosoma es la representación de un individuo y es una 
solución (viable o no) al problema. En nuestro caso, un cromosoma estará dado por un 
conocimiento que permite diagnosticar el síndrome metabólico. En ese sentido, algunos 
individuos para nuestro problema son dados por los conocimientos establecidos por las diversas 
instituciones que investiga este síndrome. 
A su vez, el conocimiento para el diagnóstico médico en general se puede colocar como un 
conjunto de reglas de inferencia donde los antecedentes están conectados por operadores “and” 
y donde cada regla corresponde a un conocimiento suficiente para el diagnóstico (esto es, no 
hay encadenamiento de reglas). Por otro lado, es fácil observar que una regla definida por 
antecedentes conectados por operadores “and” es equivalente a una lista de dígitos binarios, en 
donde cada dígito corresponde a un antecedente del conjunto de todos los posibles antecedentes,  
y cuyo valor es “1” o “0” si dicho antecedente se encuentra presente o no en la regla 
respectivamente; en ese sentido una regla se verifica (esto es, todos sus antecedentes se 
verifican) es equivalente a decir que todos los dígitos correspondiente a los  antecedentes de 






ID VARIABLE DESCRIPCIÓN REFERENCIA SINÓNIMO 
.h1 PresióŶ sistóliĐa≥ϭϰϬ ŵŵHg, diastólica ≥ 90  mmHg Hipertensión arterial(HTA) WHO ( W) Pres.alta140/90 
.h2 Presión sistólica ≥130 mmHg y, diastóliĐa ≥ 85 mmHg HTA AHA (A), IDF Pres. alta 130/85 
.h3 Tratamiento antihipertensivo  Tto para HTA (previa) WHO, IDF (I )  
.h4 TrigliĐéridos ≥ ϭϱϬ ŵg /Dl Dislipidemia WHO, AHA,  
IDF 
Triglicéridos 
.h5 TrigliĐéridos ≥ ϭ80 mg /dL Dislipidemia   W, A, I Triglicéridos 
.h6 Tratamiento específico para la alteración lipídica Dislipidemia IDF  
.h7 Colesterol HDL ♂ 35 mg /dL, ♀ < 45 mg / dL Dislipidemia WHO Col. bueno bajo  
.h8 Colesterol HDL ♂ 40 mg /dL  ♀  50 mg / dL Dislipidemia AHA, IDF Col. bueno bajo  
.h9 IMC ≥ ϯϬ  Kg /ŵ 2 Obesidad WHO, IDF  
.h10 IMC ≥ 25  Kg /m 2 Obesidad GESM  
.h11 RCC  ♂  ≥ ϵϬ Đŵs. ♀  ≥ ϴϱĐŵs  Obesidad WHO Gordura 
.h12 CC  ♂  ≥ 102 cms.  ♀  ≥ ϴ8cms. Obesidad AHA Gordura 
.h13 CC ♂  ≥ 94 cms.  ♀  ≥ ϴ0 cms Obesidad IDF  
.h14 Micro albuminuria > 20 ug/minuto, relación albumina-
creatinina >= 30 mg / g 
Micro albuminuria WHO  
.h15 Glucemia en ayunas alterada: 111 a 125 mg/dL Trastornos en la homeostasis 
de la glucosa 
WHO Glicemia basal 
.h16 Glucemia en ayunas > 100 mg/dL  Trastornos en la homeostasis 
de la glucosa 
AHA, IDF Glicemia basal 
.h17 Diaďetes ŵellitus  ≥ Ϯ00 mg / dL    Trastornos en la homeostasis 
de la glucosa 
WHO DM2 
.h18 Tratamiento de diabetes mellitus, diabetes previa Trastornos en la homeostasis 
de la glucosa 
WHO Diabetes previa 
.h19 Intolerancia a la glucosa: 140-199 mg / dL   a las 2 hrs. Trastornos en la homeostasis 
de la glucosa 
WHO, AHA ITG 
.h20 Historia de diabetes gestacional Historia  GESM Historia DMG 
.h21 Historia de AGA y/o IC Historia IDF Historia AGA 
.h22 Resistencia a la insulina (RI) Resistencia a la insulina WHO, AHA RI 
.h23 Antecedentes familiares con diabetes tipo 2 Antecedentes con diabet. GESM Antec. con DM2 
.h24 Antecedentes familiares con HTA Antecedentes con hipert.  Antec. con HTA 
.h25 Antecedentes familiares con enfermed. cerebro vascular   Antecedentes con ECV  Antec. con ECV 
.h26 Diagnóstico de enfermedad cerebro vascular (ECV) Diagnóstico de ECV  Diag. de ECV 
.h27 Diagnóstico de HTA Diagnóstico de HTA W,A,I Diag. de HTA 
.h28 Diagnóstico Acantosis Nigricans Diagnóstico Nigricans GESM Nigricans 
.h29 Hígado graso no alcohólico Hígado graso WHO Hígado graso 
.h30 Síndrome de ovario poliquístico en mujeres Síndrome ovario poliquíst. GESM SOP 
.h31 Sedentarismo Sedentarismo GESM Sedentarismo 
.h32 Edad avanzada > 40 años > 40 años GESM > 40 años 
Tabla 5.1  Hallazgos para el síndrome metabólico [QuispeSaldaña14][Elaboración Propia] 
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Por lo expuesto, podemos representar el conocimiento asociado al síndrome metabólico como  
un conjunto de listas de dígitos binarios, donde cada lista corresponde a una regla de dicho 
conocimiento; y cada dígito corresponde a un hallazgo, cuyo valor es “1” o “0” si dicho hallazgo 
se encuentra presente o no respectivamente en dicha regla.  
En la Figura 5.1 se muestra un cromosoma conformado por 30 reglas. 
Consideremos que el conocimiento es dado por un conjunto de “k” reglas ܴଵ, ܴଶ, … , ܴ௞, 
entonces el cromosoma puede estar dado por una matriz ܥ = [ܿ௜௝]ଷଶ×௞ , donde: ܿ௜௝ = {ͳ,   ݏ� �௜  ݏ݁ ݁݊ܿݑ݁݊ݐݎܽ ݁݊ ௝ܴͲ,              ݁݊ ܿܽݏ݋ ܿ݋݊ݐݎܽݎ�݋  
                                        R1    R2 ……     R30 
H1 0 1 … 0 
H2    1 1 … 1 
H3 1 0 … 0 
H4 1 0 … 0 
H5 0 1 … 1 
H6 1 1 … 0 
… … … … … 
H32 0 1 … 0 
 







En la presente tesis tomamos las reglas de la OMS (WHO), la Asociación Americana del 
Corazón y la Federación Internacional de Diabetes, que consisten en un conocimiento 
cromosoma  formado por treinta reglas. 
5.3 Función objetivo – fitness 
Denotemos por n el número de pacientes (experiencias) ܧଵ, ܧଶ, … , ܧ௡, m el número de hallazgos, 
y por  ܧ = [݁]௡×௠ la matriz de ocurrencias de hallazgos en los pacientes (historia clínica), en 
donde: ݁௜௝ = {ͳ,     ݏ� ݈݁ ݌ܽܿ�݁݊ݐ݁ ܧ௝  ݌ݎ݁ݏ݁݊ݐܽ ݈݁ ℎ݈݈ܽܽ�݃݋ �௜Ͳ,                                               ݁݊ ܿܽݏ݋ ܿ݋݊ݐݎܽݎ�݋    
Denotemos también por ܦ = [݀]௡  y  ܵ = [ݏ]௡  el vector de diagnóstico del experto y vector de 
diagnóstico del sistema respectivamente asociado a los n pacientes, en donde: 
௝݀ = {ͳ,     ݏ� ݈݁ ݉é݀�ܿ݋ ݀�ܽ݃݊݋ݏݐ�ܿܽ ݏí݊݀ݎ݋݉݁ ݉݁ݐܾܽó݈�ܿ݋ ݌ܽݎܽ ܧ௝Ͳ,                                                                             ݁݊ ܿܽݏ݋ ܿ݋݊ݐݎܽݎ�݋    ݏ௝ = {ͳ     ݏ� ݈݁ ݏ�ݏݐ݁݉ܽ ݀�ܽ݃݊óݏݐ�ܿܽ ݏ�݊݀ݎ݋݉݁ ݉݁ݐܾܽó݈�ܿ݋ ݌ܽݎܽ ܧ௝Ͳ                                                                              ݁݊ ܿܽݏ݋ ܿ݋݊ݐݎܽݎ�݋    
Una función muy usada para evaluar sistemas inteligentes para el área médica es el índice de 
exactitud (ver, por ejemplo, [Beligiannis+06], [Espejo+10], [Tan+02]), usaremos esta función 
para evaluar el conocimiento generado por el sistema. En ese sentido deseamos que el sistema 
presente la mayor tasa de aciertos. Este indicador es conocido en la literatura como índice de 
exactitud y se obtiene como: �݊݀�ܿ݁ ݀݁ ݁�ܽܿݐ�ݐݑ݀ = ã + đã + þ + č + đ 
Donde: 
ã: número de verdaderos positivos  
þ: número de falsos positivos  
č: número de falsos negativos 
đ: número de verdadero negativos 
Para nuestro caso en particular, los valores ã, þ, č, y đ se pueden obtener como sigue: ã = ∑ ௝݀ݏ௝௡௝=ଵ  
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þ = ∑ (ͳ − ௝݀)ݏ௝௡௝=ଵ  č = ∑ ௝݀ሺͳ − ݏ௝ሻ௡௝=ଵ  đ = ∑ (ͳ − ௝݀)ሺͳ − ݏ௝ሻ௡௝=ଵ  
Observe que ã + þ + č + đ  es el número total de instancias de pruebas, esto es n, por lo que la 
función fitness es dada por: ݂ሺܥ, ܧ, ܦሻ = ݊ + ∑ ሺʹ ௝݀ݏ௝ − ௝݀ − ݏ௝ሻ௡௝=ଵ ݊  
Observe que D es el vector de diagnóstico del experto y es conocido, y S es el vector de 
diagnóstico obtenido por el sistema y depende de C y E. Observe también que el sistema 
diagnóstica que un paciente  ܧ௜  tiene síndrome metabólico si alguna regla de C se verifica, esto 
es, si existe ∃݈ ∈ {ͳ,… , ݇} tal que ܿ௜௟ = ݁௜௟   ∀� ∈ {ͳ,… ,݉} ݀݋݊݀݁ ܿ௜௟ = ͳ, en otras palabras: ݏ௜ሺܥ, ܧ௜ሻ = {ͳ, ܵ� ∃݈ ∈ {ͳ,… , ݇} ݐ݈ܽ ݍݑ݁ ܿ௜௟ = ݁௜௟   ∀� ∈ {ͳ,… ,݉} ݀݋݊݀݁ ܿ௜௟ = ͳ Ͳ,    ܿܽݏ݋ ܿ݋݊ݐݎܽݎ�݋  
Entonces el problema de optimización correspondiente consiste en encontrar un conocimiento 
C que maximice el índice de exactitud. Observe también que Ͳ ≤ ݂ሺܦ, ܵሻ ≤ ͳ, y que valores 
próximos a 1 significa conocimiento muy bueno. 
5.4 Algoritmo genético 
A continuación proponemos un algoritmo genético para generar conocimiento sobre el diagnóstico 
del síndrome metabólico (ver Figura 5.2). 
El algoritmo inicia con la lectura de parámetros (paso 1). En el paso 2 se elige una población inicial 
de cromosomas. El proceso evolutivo se realiza en los pasos 3-14 hasta que determinada condición 
de parada sea verificada (paso 3). Cada iteración del proceso de evolución consiste en la posible 
aplicación de los operadores de crossover (casamiento y generación de dos hijos – pasos 5-7) y 
mutación (mutación de algunos códigos de un cromosoma seleccionado – pasos 8-10); este proceso 
se repite hasta que el tamaño de la población de hijos tenga el tamaño de la población inicial (paso 
12). El último paso del proceso evolutivo consiste en determinar la nueva población, desde la 














Figura 5.2  Algoritmo para la generación de conocimiento de Síndrome Metabólico 
obtenida en la presente iteración (paso 13). El algoritmo termina retornando la mejor solución 
obtenida (paso 15). 
A seguir describiremos las condiciones y los operadores mostrados en el algoritmo propuesto. 
5.5 Descripción del algoritmo 
5.5.1 Parámetros ݐ: Tamaño de la población ݉: Número de hallazgos ݊: Número de pacientes ݇: Número de reglas para cada conocimiento �: Probabilidad para aplicar crossover � Probabilidad para aplicar mutación 
5.5.2 Escoger población inicial 
Considerando que existe un conocimiento establecido por diversas organizaciones 
internacionales (WHO, AHA, IDF), se construirá una población inicial a partir de estos 
conocimientos, como se observa en la Figura 5.3. 
Comenzamos con la lectura del tamaño de la población (paso 1). Luego, inicializamos el 
Algoritmo GCSM 
1. Leer(parametros) 
2. Escoger una población inicial  
3. while ¬ (Stop condition) 
4.  repeat 
5.  if (crossover condicion satisfecha) then 
6.  Select  
7.   Crossover  
8. if (mutacion condicion satisfecha) then 
9.  Select  
10.  Mutation ; 
11.  Evaluar fitness descendencia creada  
12.  until suficiente descendencia creada; 
13.    Select new population 
14.  end-while 
15.   return (mejor solucion) 
  
51 



















Figura 5.3  Población inicial considerando: WHO, AHA, IDF 
reglas y lo registramos en ܴ  (pasos 3-6). Seleccionamos al azar sin reposición k reglas de 
R y con ellos conformamos un conocimiento (pasos 8-12), y repetimos este proceso hasta 
completar la población requerida (pasos 7). Observe que ܥ௝௜ corresponde a una regla del 
conocimiento ܥ௜. 
Con el fin de cubrir el espacio de búsqueda, usaremos el principio de Reeves [Reeves93], 
que se expresa para nuestro estudio como: la probabilidad ݌∗ que al menos un alelo gen está 
presente en cada locus (esto es, que en el proceso de búsqueda todos los posibles valores 
genéticos puedan ser encontrados), y es dado por: ݌∗ = ሺͳ − ሺͳ/ʹሻ௧−ଵሻ௞×௠ 
 
de donde basta considerar una población de tamaño ݐ = ͳͲ, y ݇ = ͵ para garantizar una 
cobertura del espacio de búsqueda con probabilidad al menos del 82.88%. 
5.5.3 Condiciones de parada 
Existen varias condiciones de parada para los algoritmos genéticos que bien se pueden 
aplicar en forma combinada para nuestra propuesta, ellos son: 
Máximo número de iteraciones ejecutadas 
Tiempo de procesamiento límite 
Escoger una población inicial  
1. read  
2.  
3. for each organization of WHO, AHA, IDF 
4. Compute rules 
5.  
6. end-for; 
7. for  
8. for (j=1, …, k) 
9.  
10.   
11. end-for; 
12. Ci←(Ci1,Ci2,…,Cik)  
13. end-for; 
14. return  
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Diversidad de la población inferior a un límite establecido 
 
5.5.4 Crossover y mutación condición satisfecha 
El algoritmo presentado en la Figura 5.4 considera en cada iteración la aplicación de los 












Figura 5.4  Aplicación de los operadores crossover y mutación 
Es deseable que el parámetro � presente un valor próximo a 1 al inicio y que su valor 
disminuya progresivamente a medida que se llegue a las últimas iteraciones. Al contrario, 
el parámetro � debe presentar un valor próximo a cero al inicio y debe aumentar 
progresivamente a medida que se llegue a las última iteraciones. Los valores de 
convergencia de los parámetros � y �  deberán ser mayor y menor a 0.5, respectivamente. 
5.5.5 Selección ሺ�࢛, �࢜ሻ 
Existen varias estrategias para la selección de dos individuos de la población, entre ellas 
destacan las estrategias: (1) la regla de la ruleta (ver Figura 5.5), y (2) el ranking (ver Figura 
5.6). La selección de una de estas estrategias dependerá de los resultados de las pruebas 
numéricas. Si los resultados numéricos muestran sustancial diferencias en los valores fitness de 
los individuos de la población, entonces es recomendable el uso de la primera estrategia; de lo 
contario, deberá aplicarse la segunda estrategia. 
[Goldberg89] propone un simple algoritmo de ranking aplicable cuando la variación del fitness 
para los individuos de una población es pequeña respecto a la escala de sus valores. 
Al desarrollar el programa del algoritmo propuesto en la tesis y al seleccionar los dos primeros 
cromosomas conocimientos, se utiliza la regla de la ruleta. En las siguientes generaciones 
se empleará aleatoriamente la regla de ruleta o ranking. 
Condiciones de Crossover y mutación 
1.  
2. If     then 
3.      then crossover condition is satisfied;  
4. If     then 




































Figura 5.6  Algoritmo de ranking 
5.5.6 Crossover ሺ�࢛, �࢜, �࢛̅, �̅࢜ሻ 
Usaremos cruzamiento de dos puntos, uno relacionado al corte de la regla y otro relacionado 
al corte de las reglas, como se muestra en el siguiente ejemplo (ver Figura 5.7). 
 
Considerando ܥ௨ y ܥ௩como los cromosomas padres, el cruzamiento de dos puntos que estamos 
adoptando generará dos cromosomas hijos ܥ௨̅̅̅̅  y ܥ௩̅̅̅̅ , que se obtendrá combinando parte de las 
reglas de los cromosomas padres, como sigue en la Figura 5.8. 
Roulette-wheel (Rueda de la ruleta) 
1.  
2. for  
3.   
4. end-for 
5. for  
6.   
7.   
8. end-for 
9.  
10.  while  
11.   
12. end-while 
13. return  
Ranking 
1.  
2. for   
3.  
4. end-for 
5. for   
6.  
7. end-for 





13. return  
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Los puntos de corte se podrán obtener en forma probabilística y a través de experimentos 
computacionales. 
  corte de reglas 
 
 
  ܥ௨ܥ௩        ܴଵ ܴଶ ܴଷ  ܴସ     ܴହ ܴ଺  ܴ଻   ଼ܴ  ܴଽ ܴଵ଴ܴଵଵܴଵଶ 
     corte de regla  
[   
   ͳ ͳ ͲͲ ͳ ͳͳ Ͳ ͲͲ Ͳ ͳͳ ͳ ͲͲ Ͳ ͳ
   ͳ ͳ Ͳ   ͳ Ͳ Ͳ   Ͳ Ͳ ͳ   Ͳ ͳ Ͳ   ͳ Ͳ ͳ   Ͳ ͳ ͳͲ ͳ Ͳ   ͳ ͳ Ͳ]   
   
[   
   Ͳ Ͳ ͳͳ ͳ ͲͲ Ͳ ͳͳ Ͳ ͳͲ ͳ Ͳͳ Ͳ ͳ
   ͳ Ͳ ͳ   ͳ ͳ ͳ   Ͳ ͳ ͳ   Ͳ ͳ Ͳ   ͳ Ͳ ͳ   Ͳ ͳ ͳͳ ͳ ͳ   Ͳ ͳ Ͳ]   
   
 
 
Figura 5.7  Cortes de regla en el punto 3 y de reglas en el punto 2 para dos cromosomas �࢛ y �࢜ ܥ௨ܥ௩                                 ܴଵ ܴଶ   ܴଷ  ܴସ  ܴହ  ܴ଺  ܴ଻  ଼ܴ  ܴଽ  ܴଵ଴ ܴଵଵܴଵଶ 
[   
   ͳ ͳ ͲͲ ͳ ͳͳ Ͳ ͲͲ Ͳ ͳͳ ͳ ͲͲ Ͳ ͳ
   ͳ ͳ Ͳ   ͳ Ͳ Ͳ   Ͳ Ͳ ͳ   Ͳ ͳ Ͳ   ͳ Ͳ ͳ   Ͳ ͳ ͳͲ ͳ Ͳ   ͳ ͳ Ͳ]   
   
[   
   Ͳ Ͳ ͳͳ ͳ ͲͲ Ͳ ͳͳ Ͳ ͳͲ ͳ Ͳͳ Ͳ ͳ
   ͳ Ͳ ͳ   ͳ ͳ ͳ   Ͳ ͳ ͳ   Ͳ ͳ Ͳ   ͳ Ͳ ͳ   Ͳ ͳ ͳͳ ͳ ͳ   Ͳ ͳ Ͳ]   
   
 
 
 ܥ௨̅̅̅̅ ܥ௩̅̅̅̅  
 
[   
   ͳ ͳ ͳͲ ͳ Ͳͳ Ͳ ͳͳ Ͳ ͳͲ ͳ Ͳͳ Ͳ ͳ
   ͳ Ͳ ͳ   ͳ ͳ ͳ   Ͳ ͳ ͳ   Ͳ ͳ Ͳ   ͳ Ͳ ͳ   Ͳ ͳ ͳͳ ͳ Ͳ   ͳ ͳ Ͳ]   
   
[   
   Ͳ Ͳ Ͳͳ ͳ ͳͲ Ͳ ͲͲ Ͳ ͳͳ ͳ ͲͲ Ͳ ͳ
   ͳ ͳ Ͳ   ͳ Ͳ Ͳ   Ͳ Ͳ ͳ   Ͳ ͳ Ͳ   ͳ Ͳ ͳ   Ͳ ͳ ͳͲ ͳ ͳ   Ͳ ͳ Ͳ]   
   
 
 
Figura 5.8  Crossover de dos puntos con padres �࢛ y �࢜ e hijos �࢛̅̅̅̅  y�࢜̅̅ ̅ 
5.5.7 Mutación ሺ�ሻ 
Usaremos la tasa de mutación óptima propuesta por [Bremermann+64], esto es � = ͳ/݉ × ݇ 
para la aplicación del operador de mutación. Sea ܥ un cromosoma al cual se le aplicará el 
operador mutación, el procedimiento consiste en seleccionar en forma aleatoria una posición 
de ܥ y cambiar el bit de dicha posición de 0 por 1 o 1 por 0, esto se hace con la finalidad de 












Figura 5.9  Mutación 
Suficientes hijos creados 
Limitaremos el número de hijos creados en cada iteración (evolución) del algoritmo por el 
tamaño de la población de la población inicial, esto es por ݐ. 
5.5.8 Selección de nueva población 
Consideraremos la estrategia usada por [Reeves95] para resolver problemas combinatorios, 
esto es, la nueva población estará dada por el 50% de los mejores individuos de la población 
obtenida en la población anterior y de los individuos recientemente creados en la presente 
iteración. 
5.6 Resumen 
Identificado el cromosoma como el conjunto de reglas dadas por organizaciones médicas que 
reconocen el síndrome metabólico y, codificados los hallazgos como ceros o unos, el algoritmo 
genético inicia dando lectura a los parámetros del algoritmo genético, condición de parada, 
valores de condición para crossover, mutación. 
Selección de la nueva población utilizando método de la ruleta al tomar los dos primeros 
cromosomas y luego ruleta o ranking en las siguientes generaciones. 
Al darse la condición de parada con el número de generaciones (iteraciones) el algoritmo 
entrega el cromosoma con mayor fitness como mejor solución. 








Capítulo 6 : VALIDACIÓN 
En esta sección describiremos el desarrollo del programa que utiliza el algoritmo genético 
propuesto en el Capítulo 5, el cual se implementa en la tesis de pregrado titulada “Sistema 
inteligente basado en algoritmo genético para el diagnóstico del síndrome metabólico”, que 
tiene como autores a Jhon Quispe y Jhonattan Saldaña [QuispeSaldaña14], el hardware, 
software utilizado, instancias de prueba, parámetros, y la validación con las pruebas y 
resultados. 
6.1 Programa que utiliza algoritmo genético, que reúne y optimiza criterios 
médicos mundiales en el diagnóstico presuntivo del síndrome 
metabólico 
El programa inicia con la lectura de parámetros, población inicial.  
Parámetros de entrada: 
- Tamaño de población 
La cantidad de cromosomas inicial y para cada nueva generación. 
- Número de pacientes 
El número de pacientes considerados para que, con base de sus historias clínicas y 
diagnósticos, el sistema aprenda y genere mejores conocimientos. 
- Número de reglas para la OMS, la AHA y la IDF, número de reglas que se 
considerarán dentro del total que toman en cuenta cada una de ellas. 
- Número de hallazgos 
Es el número de hallazgos a considerar del total de 32 hallazgos descubiertos y 
analizados en el Capítulo 5. 
- Número de generaciones 
Es el número de generaciones para el algoritmo. 
- Probabilidad para aplicar crossover 
Es la probabilidad con la cual los individuos podrán cruzarse, mientras sea más alta 
habrá mayor cruce en la iteración de las generaciones. 
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- Probabilidad para aplicar mutación 
Es la probabilidad con la cual un individuo puede llegar a nacer mutado. Esta 
probabilidad, por lo general, es baja. 
El programa inicializa la población de cromosomas con matrices codificadas con ceros y unos 
de los conocimientos dados por las entidades médicas reconocidas mundialmente a través de 
reglas definidas por las entidades para el diagnóstico del síndrome metabólico. Para la presente 
tesis hemos considerado tres instituciones: la OMS, la Asociación Americana del Corazón y la 
Federación Internacional de Diabetes.  
Seguidamente, el algoritmo genético lee los parámetros iniciales, como son: número de 
generaciones, tamaño de la población, número de reglas de las organizaciones mundiales, 
número de hallazgos, probabilidad del crossover y porcentaje de mutación. 
Carga o lee los cromosomas (conjunto de reglas) iniciales, pregunta por el máximo número de 
generaciones, para finalizar o continuar, halla las funciones de evaluación (fitness) de cada 
cromosoma y, aleatoriamente usando las reglas de ruleta o ranking, selecciona dos cromosomas 
padres para aplicar crossover, mutación y generar hijos (cromosomas), hasta que el número de 
hijos sea mayor que la población inicial. Luego, se selecciona la nueva población de mayor 
fitness para la siguiente generación. Se repite el proceso para verificar si llegó al total del 
máximo número de generaciones. Cuando alcance el máximo número de generaciones, se habrá 
llegado al final y se entregará el cromosoma conocimiento que es el conjunto de reglas que 
mejor se adapte. El cromosoma servirá para el diagnóstico presuntivo del síndrome metabólico, 
simulando así, el criterio médico de diagnóstico en el computador.  
Un diagrama de actividades para el sistema se muestra en el Anexo A. 




Figura 6.1  Parámetros del sistema [QuispeSaldaña14] 
Población inicial 
Considerando que existe un conocimiento establecido por diversas organizaciones 
internacionales, como la OMS, la AHA y la IDF, se construirá una población inicial a partir de 
estos conocimientos. Tenemos como dato ingresado la cantidad de individuos (conocimientos) 
que tendrá nuestra población, el número de hallazgos, el número de reglas que tomaremos por 
cada organización participante, entonces con los datos obtenidos generamos la cantidad de 
conocimientos. 
Condiciones de parada 
Existen varias condiciones de parada para los algoritmos genéticos que bien se pueden aplicar 
en forma combinada para nuestra propuesta, ellos son: 
Máximo número de iteraciones ejecutadas 
Tiempo de procesamiento límite 




Nosotros aplicamos  la diversidad de la población inferior a un límite establecido, que es el 
número de generaciones. 
Condición de Crossover y mutación 
En la condición de la aplicación de los operadores crossover y/o mutación es deseable que el 
parámetro x (descrito en el Capítulo 5, probabilidad para aplicar crossover) presente un valor 
próximo a 1 al inicio y que su valor disminuya progresivamente a medida que se llegue a las 
últimas iteraciones. Al contrario, el parámetro µ debe presentar un valor próximo a cero al inicio 
y debe aumentar progresivamente a medida que se llegue a las última iteraciones. Los valores 
de convergencia de los parámetros deberán ser mayor y menor a 0.5, respectivamente. 
Selección 
Existen varias estrategias para la selección de dos individuos de la población, entre ellas 
destacan las estrategias: (1) la regla de la ruleta, y (2) el ranking. La selección de una de estas 
estrategias dependerá de los resultados de las pruebas numéricas. Si los resultados numéricos 
muestran sustancial diferencia en los valores fitness de los individuos de la población, entonces 
es recomendable el uso de la primera estrategia, de lo contrario deberá aplicarse la segunda 
estrategia, para nuestro caso hacemos uso aleatorio de las dos estrategias. 
Crossover 
Se usa cruzamiento de dos puntos, uno relacionado al corte de la regla y otro relacionado al corte 
de los hallazgos. 
Para el caso de la Figura 6.2, 
considerando c1 y c2 como los 
cromosomas padres, el cruzamiento de 
dos puntos que estamos adoptando 
generará dos cromosomas hijos, que se 
obtendrá combinando parte de las reglas 
de los cromosomas padres, como se 
observa en la Figura 6.2. 
 






Para un cromosoma al cual se le aplica el operador mutación, el procedimiento consiste en 
seleccionar en forma aleatoria una posición y cambiar el bit de dicha posición de 0 por 1 o 1 por 0, 
esto se hace con la finalidad de generar diversidad en la población. 
Cantidad de descendencias creadas 
Limitaremos el número de hijos creados en cada iteración (evolución) del algoritmo por el 
tamaño de la población inicial, esto es por t. 
Seleccionar una nueva población 
Al resolver problemas combinatorios, esto es, la nueva población estará dada por el 50% de los 
mejores individuos de la población obtenida en la población anterior y de los individuos 
recientemente creados en la presente iteración, para el presente proyecto se entrega un 
cromosoma conocimiento con 90 reglas con un porcentaje de evaluación fitness del 80%. 
6.2 Hardware y software 
El sistema es una aplicación web implementado usando el lenguaje de programación Java 1.6, 
IDE Eclipse Juno, frameworks: JSF 2.0 con Primefaces 3.4.1 e Hibernate 3.6; servidor Apache 
Tomcat 7.0, Google Chrome como navegador y Windows como sistema operativo. 
Las simulaciones usaron un procesador Intel, con 2Gb de RAM, disco duro 200Gb. 
6.3 Instancia de pruebas 
6.3.1 Historias clínicas 
En total se recogieron datos de 152 historias clínicas de dos centros de salud importantes en los 
distritos de Lima Metropolitana y El Agustino, como son: el Hospital Dos de Mayo y el Hospital 
Hipólito Unanue (Bravo Chico). 






Fase/ Historias Cantidad Porcentaje 
Entrenamiento del sistema 100 66% 
Validación del sistema 52 34% 
Total 152 100% 
Tabla 6.1  Distribución de historias clínicas  
6.3.2  Plantillas 
La plantilla para la recolección de historias clínicas fue diseñada según la información que se 
quería recopilar, bajo la supervisión y aprobación del médico experto. En la Figura 6.3 se 
muestra la plantilla dividida en secciones para una mejor recolección de la información. 
6.3.3  Ejemplos de plantillas con información de historias clínicas 
A continuación, en la Figura 6.4 y 6.5 mostramos dos plantillas llenas con datos tomados de 
historias clínicas, las 150 restantes se  adjuntan en el Anexo B. 
6.3.4  Codificación de la información de historias clínicas 
La representación de los hallazgos de los pacientes para las pruebas es según la condición: si el 
Hallazgo Hi está presente en el paciente Pj, entonces lo representamos con 1, si no está, lo 
representamos con 0. La representación total de los pacientes lo mostramos a continuación en 














Plantilla de Historia Clínica  
 




Plantilla de Historia Clínica  
 
Figura 6.5  Muestra de Historia Clínica. Sí tiene SM. 
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Tabla 6.2  Codificación de información de pacientes  
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6.4 Parámetros del software 
Los parámetros de entrada utilizados para las pruebas son: 
- Tamaño de la población 
- Número de pacientes 
- Número de reglas para la OMS 
- Número de reglas para la AHA 
- Número de reglas para la IDF 
- Número de hallazgos 
- Número de generaciones 
- Probabilidad para aplicar crossover 
- Probabilidad para aplicar mutación 
 
- Tamaño de la población: La cantidad de cromosomas inicial y para cada nueva 
generación. 
- Número de pacientes: El número de pacientes considerados, que con base a sus historias 
clínicas y diagnósticos, el sistema aprenda y genere mejores conocimientos. 
- Número de reglas para la OMS (Organización Mundial de la Salud): Número de reglas 
consideradas dentro del total que toma en cuenta la OMS. 
- Número de reglas para la AHA (American Heart Association): Número de reglas 
consideradas dentro del total que toma en cuenta la AHA. 
- Número de reglas para la IDF (Internacional Diabetes Federation): Número de reglas 
consideradas dentro del total que toma en cuenta la IDF. 
- Número de hallazgos: Número de hallazgos a considerar 32. 
- Número de generaciones: Número de generaciones para el algoritmo. 
- Probabilidad para aplicar crossover: Porcentaje a compararse con un aleatorio entre 0 
y 1, de preferencia mayor a 0.5. 
- Probabilidad para aplicar mutación: Porcentaje a compararse con un aleatorio entre 0  






Luego de varias pruebas y ejecuciones, uno de los ejemplos de valores de parámetros de 
prueba y ejecución, lo mostramos en la interfaz de la Figura 6.6. 
 
 
Figura 6.6  Ejemplo de valores de parámetros de prueba del sistema [QuispeSaldaña14] 
Y, como resultado de ejecución del sistema con 90 reglas, observamos: 
FITNESS en función: 0.8 (80%) 
Hallazgo 1 en 90 reglas  
1 , 0 , 1 , 0 , 1 , 0 , 0 , 1 , 0 , 1 , 0 , 1 , 1 , 1 , 0 , 1 , 1 , 1 , 1 , 1 , 0 , 
0 , 1 , 1 , 1 , 0 , 1 , 0 , 1 , 0 , 0 , 1 , 0 , 1 , 0 , 0 , 0 , 1 , 1 , 1 , 0 , 0 , 
1 , 1 , 0 , 1 , 0 , 1 , 0 , 1 , 0 , 1 , 0 , 0 , 1 , 0 , 1 , 0 , 0 , 1 , 1 , 0 , 1 , 
1 , 1 , 1 , 1 , 0 , 0 , 0 , 0 , 0 , 0 , 1 , 1 , 0 , 0 , 1 , 0 , 1 , 0 , 0 , 0 , 1 , 
0 , 1 , 1 , 0 , 1 , 1 , 
Hallazgo 2 en 90 reglas  
0 , 1 , 1 , 0 , 1 , 0 , 0 , 0 , 1 , 1 , 0 , 1 , 1 , 0 , 0 , 0 , 0 , 0 , 0 , 1 , 1 , 
1 , 0 , 0 , 1 , 0 , 1 , 1 , 0 , 0 , 0 , 0 , 1 , 1 , 1 , 1 , 1 , 0 , 0 , 0 , 0 , 1 , 
1 , 1 , 0 , 1 , 1 , 1 , 1 , 1 , 1 , 0 , 0 , 1 , 1 , 1 , 1 , 0 , 0 , 0 , 1 , 0 , 0 , 
1 , 0 , 1 , 0 , 0 , 1 , 1 , 0 , 1 , 1 , 1 , 1 , 1 , 0 , 0 , 0 , 1 , 1 , 1 , 1 , 0 , 
1 , 0 , 0 , 0 , 0 , 1 ,  
  
68 
Hallazgo 3 en 90 reglas 
0 , 0 , 1 , 0 , 0 , 1 , 0 , 1 , 0 , 1 , 1 , 1 , 1 , 1 , 1 , 1 , 0 , 0 , 0 , 1 , 1 , 
0 , 0 , 0 , 1 , 0 , 0 , 0 , 0 , 0 , 1 , 0 , 0 , 1 , 1 , 0 , 0 , 1 , 1 , 0 , 0 , 1 , 
0 , 0 , 1 , 1 , 0 , 1 , 1 , 0 , 1 , 0 , 1 , 1 , 1 , 1 , 0 , 0 , 1 , 1 , 0 , 1 , 1 , 
1 , 0 , 0 , 1 , 1 , 0 , 0 , 1 , 0 , 1 , 0 , 1 , 0 , 1 , 1 , 0 , 0 , 0 , 1 , 1 , 0 , 
0 , 1 , 1 , 1 , 1 , 1 ,  
 
Hallazgo 4 en 90 reglas 
1 , 1 , 1 , 1 , 1 , 0 , 1 , 0 , 0 , 0 , 1 , 1 , 1 , 0 , 1 , 1 , 1 , 0 , 0 , 0 , 1 , 
1 , 0 , 1 , 1 , 1 , 0 , 1 , 1 , 1 , 0 , 1 , 1 , 1 , 0 , 1 , 0 , 0 , 1 , 1 , 1 , 0 , 
0 , 1 , 0 , 0 , 1 , 1 , 1 , 1 , 0 , 1 , 1 , 0 , 1 , 1 , 1 , 1 , 1 , 1 , 0 , 0 , 0 , 
1 , 1 , 0 , 1 , 1 , 1 , 0 , 0 , 1 , 0 , 0 , 0 , 0 , 0 , 0 , 0 , 0 , 1 , 0 , 1 , 0 , 
0 , 1 , 0 , 0 , 1 , 0 ,  
 
Hallazgo 5 en 90 reglas 
1 , 1 , 0 , 0 , 0 , 0 , 1 , 1 , 1 , 1 , 1 , 1 , 0 , 0 , 1 , 0 , 0 , 1 , 0 , 0 , 1 , 
0 , 1 , 1 , 1 , 0 , 0 , 1 , 1 , 1 , 0 , 0 , 0 , 1 , 0 , 1 , 0 , 0 , 1 , 0 , 0 , 1 , 
0 , 1 , 0 , 1 , 1 , 1 , 1 , 0 , 0 , 0 , 0 , 1 , 1 , 0 , 1 , 0 , 1 , 1 , 0 , 1 , 1 , 
1 , 0 , 1 , 1 , 0 , 0 , 0 , 0 , 0 , 1 , 1 , 0 , 1 , 0 , 1 , 0 , 0 , 0 , 1 , 0 , 1 , 
1 , 1 , 1 , 1 , 0 , 0 ,  
 
Hallazgo 6 en 90 reglas 
1 , 1 , 0 , 0 , 0 , 1 , 0 , 1 , 0 , 0 , 0 , 0 , 1 , 0 , 1 , 1 , 1 , 1 , 0 , 1 , 1 , 
1 , 0 , 1 , 1 , 1 , 1 , 0 , 1 , 0 , 0 , 0 , 0 , 1 , 1 , 1 , 1 , 1 , 0 , 0 , 0 , 1 , 
0 , 1 , 0 , 1 , 1 , 1 , 0 , 0 , 0 , 1 , 1 , 0 , 0 , 0 , 1 , 0 , 1 , 1 , 0 , 0 , 0 , 
1 , 1 , 1 , 1 , 1 , 0 , 1 , 1 , 0 , 1 , 0 , 1 , 1 , 0 , 1 , 1 , 1 , 1 , 1 , 1 , 1 , 
1 , 0 , 0 , 0 , 1 , 1 ,  
 
Hallazgo 7 en 90 reglas 
0 , 1 , 0 , 0 , 1 , 1 , 0 , 0 , 1 , 1 , 1 , 0 , 0 , 0 , 1 , 1 , 0 , 0 , 0 , 1 , 0 , 
0 , 0 , 1 , 1 , 0 , 0 , 1 , 1 , 0 , 1 , 1 , 1 , 1 , 1 , 0 , 1 , 1 , 1 , 0 , 1 , 0 , 
0 , 0 , 1 , 0 , 0 , 0 , 0 , 1 , 0 , 0 , 0 , 1 , 1 , 0 , 1 , 0 , 0 , 1 , 1 , 0 , 0 , 
1 , 0 , 0 , 1 , 0 , 1 , 1 , 1 , 1 , 0 , 1 , 0 , 0 , 0 , 1 , 0 , 0 , 1 , 1 , 0 , 0 , 
1 , 0 , 0 , 1 , 1 , 1 ,  
 
Hallazgo 8 en 90 reglas 
1 , 0 , 0 , 1 , 1 , 0 , 0 , 0 , 1 , 0 , 1 , 0 , 1 , 1 , 0 , 0 , 1 , 1 , 1 , 1 , 1 , 
1 , 1 , 0 , 0 , 0 , 1 , 0 , 1 , 0 , 0 , 1 , 0 , 1 , 0 , 1 , 0 , 0 , 0 , 0 , 1 , 0 , 
1 , 0 , 1 , 0 , 1 , 1 , 0 , 1 , 0 , 0 , 0 , 0 , 0 , 0 , 1 , 0 , 0 , 0 , 0 , 0 , 1 , 
1 , 0 , 0 , 0 , 0 , 1 , 0 , 1 , 1 , 1 , 0 , 0 , 0 , 1 , 0 , 0 , 0 , 1 , 1 , 1 , 1 , 
1 , 1 , 0 , 1 , 1 , 1 ,  
 
Hallazgo 9 en 90 reglas 
1 , 1 , 0 , 0 , 0 , 1 , 0 , 0 , 0 , 1 , 1 , 0 , 0 , 0 , 0 , 1 , 1 , 0 , 0 , 0 , 1 , 
1 , 0 , 0 , 0 , 1 , 0 , 1 , 0 , 1 , 1 , 0 , 1 , 1 , 1 , 1 , 1 , 0 , 0 , 1 , 0 , 1 , 
1 , 0 , 1 , 1 , 0 , 0 , 0 , 0 , 0 , 0 , 1 , 0 , 0 , 0 , 1 , 1 , 1 , 0 , 0 , 1 , 1 , 
0 , 1 , 0 , 0 , 1 , 0 , 1 , 0 , 1 , 0 , 0 , 0 , 0 , 1 , 1 , 0 , 0 , 1 , 0 , 1 , 0 , 
0 , 0 , 0 , 0 , 1 , 0 ,  
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Hallazgo 10 en 90 reglas 
1 , 1 , 0 , 1 , 1 , 0 , 0 , 1 , 0 , 1 , 1 , 1 , 1 , 1 , 0 , 1 , 0 , 1 , 1 , 0 , 0 , 
1 , 0 , 0 , 0 , 0 , 1 , 1 , 0 , 0 , 0 , 1 , 0 , 1 , 1 , 1 , 1 , 0 , 0 , 0 , 1 , 0 , 
1 , 1 , 1 , 0 , 1 , 1 , 0 , 0 , 1 , 1 , 0 , 0 , 1 , 1 , 0 , 0 , 0 , 1 , 1 , 1 , 0 , 
0 , 0 , 1 , 0 , 0 , 1 , 0 , 1 , 0 , 0 , 1 , 1 , 0 , 0 , 0 , 1 , 1 , 1 , 1 , 1 , 1 , 
1 , 1 , 0 , 1 , 0 , 0 ,  
Hallazgo 11 en 90 reglas 
0 , 1 , 1 , 1 , 0 , 1 , 0 , 0 , 1 , 1 , 0 , 1 , 0 , 0 , 1 , 1 , 1 , 0 , 1 , 1 , 1 , 
0 , 1 , 1 , 0 , 0 , 1 , 0 , 0 , 1 , 1 , 1 , 0 , 0 , 1 , 0 , 0 , 0 , 0 , 0 , 0 , 1 , 
0 , 1 , 1 , 0 , 0 , 1 , 1 , 0 , 1 , 0 , 0 , 0 , 1 , 1 , 0 , 1 , 1 , 1 , 0 , 1 , 1 , 
1 , 1 , 1 , 1 , 1 , 0 , 1 , 0 , 1 , 0 , 1 , 1 , 1 , 0 , 1 , 1 , 0 , 0 , 1 , 0 , 1 , 
0 , 0 , 0 , 0 , 1 , 0 ,  
 
Hallazgo 12 en 90 reglas 
0 , 0 , 1 , 0 , 0 , 0 , 1 , 0 , 0 , 0 , 1 , 0 , 1 , 0 , 1 , 0 , 0 , 1 , 1 , 1 , 0 , 
1 , 1 , 1 , 1 , 1 , 1 , 1 , 0 , 1 , 0 , 0 , 1 , 0 , 1 , 0 , 1 , 1 , 0 , 0 , 1 , 1 , 
1 , 0 , 1 , 1 , 0 , 1 , 1 , 1 , 1 , 1 , 0 , 1 , 0 , 1 , 1 , 1 , 1 , 1 , 1 , 1 , 1 , 
0 , 1 , 0 , 1 , 1 , 1 , 0 , 0 , 0 , 0 , 0 , 0 , 1 , 1 , 0 , 0 , 1 , 0 , 0 , 0 , 0 , 
0 , 1 , 1 , 1 , 0 , 1 ,  
 
Hallazgo 13 en 90 reglas 
1 , 0 , 1 , 1 , 1 , 1 , 1 , 0 , 1 , 1 , 0 , 1 , 1 , 0 , 0 , 1 , 1 , 0 , 0 , 0 , 0 , 
0 , 0 , 1 , 0 , 1 , 1 , 0 , 1 , 0 , 1 , 1 , 0 , 1 , 1 , 1 , 1 , 0 , 1 , 0 , 0 , 1 , 
1 , 0 , 1 , 1 , 0 , 1 , 0 , 1 , 0 , 1 , 1 , 0 , 1 , 0 , 0 , 1 , 0 , 1 , 0 , 1 , 1 , 
1 , 1 , 0 , 1 , 1 , 1 , 1 , 1 , 1 , 0 , 1 , 1 , 1 , 0 , 1 , 0 , 1 , 1 , 1 , 0 , 1 , 
1 , 0 , 0 , 1 , 1 , 0 ,  
 
Hallazgo 14 en 90 reglas 
1 , 1 , 0 , 0 , 0 , 1 , 0 , 0 , 0 , 1 , 1 , 0 , 0 , 0 , 0 , 1 , 1 , 0 , 0 , 0 , 1 , 
1 , 0 , 0 , 0 , 1 , 0 , 1 , 0 , 1 , 1 , 0 , 1 , 1 , 1 , 1 , 1 , 0 , 0 , 1 , 0 , 1 , 
1 , 0 , 1 , 1 , 0 , 0 , 0 , 0 , 0 , 0 , 1 , 0 , 0 , 0 , 1 , 1 , 1 , 0 , 0 , 1 , 1 , 
0 , 1 , 0 , 0 , 1 , 0 , 1 , 0 , 1 , 0 , 0 , 0 , 0 , 1 , 1 , 0 , 0 , 1 , 0 , 1 , 0 , 
0 , 0 , 0 , 0 , 1 , 0 ,  
 
Hallazgo 15 en 90 reglas 
0 , 0 , 0 , 1 , 1 , 0 , 1 , 0 , 1 , 1 , 0 , 0 , 1 , 1 , 0 , 0 , 0 , 1 , 1 , 1 , 1 , 
1 , 1 , 0 , 1 , 1 , 1 , 0 , 1 , 1 , 1 , 0 , 1 , 1 , 0 , 0 , 1 , 1 , 0 , 0 , 0 , 0 , 
1 , 1 , 1 , 1 , 0 , 1 , 0 , 0 , 1 , 1 , 1 , 0 , 0 , 0 , 1 , 1 , 1 , 1 , 1 , 0 , 1 , 
1 , 1 , 1 , 1 , 0 , 1 , 1 , 0 , 1 , 0 , 0 , 0 , 1 , 0 , 0 , 1 , 0 , 1 , 1 , 0 , 0 , 
0 , 0 , 1 , 0 , 1 , 1 ,  
 
Hallazgo 16 en 90 reglas 
1 , 1 , 1 , 1 , 0 , 0 , 0 , 0 , 1 , 0 , 0 , 1 , 1 , 1 , 0 , 0 , 0 , 1 , 0 , 1 , 1 , 
1 , 1 , 1 , 1 , 0 , 0 , 1 , 0 , 1 , 0 , 0 , 0 , 1 , 0 , 1 , 0 , 0 , 1 , 1 , 0 , 0 , 
0 , 0 , 0 , 0 , 0 , 1 , 1 , 1 , 0 , 1 , 0 , 1 , 0 , 0 , 0 , 0 , 0 , 0 , 0 , 0 , 0 , 
0 , 0 , 0 , 1 , 1 , 0 , 1 , 0 , 1 , 0 , 0 , 1 , 0 , 1 , 0 , 1 , 1 , 1 , 0 , 1 , 1 , 




Hallazgo 17 en 90 reglas 
0 , 0 , 0 , 0 , 0 , 1 , 0 , 0 , 1 , 0 , 0 , 1 , 0 , 0 , 1 , 1 , 1 , 0 , 0 , 1 , 1 , 
1 , 0 , 1 , 0 , 0 , 1 , 1 , 1 , 1 , 1 , 0 , 1 , 0 , 0 , 0 , 0 , 0 , 1 , 0 , 0 , 1 , 
0 , 1 , 1 , 1 , 1 , 0 , 0 , 0 , 1 , 1 , 0 , 1 , 1 , 0 , 0 , 1 , 1 , 0 , 1 , 1 , 1 , 
1 , 1 , 1 , 1 , 0 , 0 , 1 , 1 , 1 , 0 , 0 , 1 , 0 , 0 , 1 , 1 , 1 , 1 , 1 , 0 , 1 , 
1 , 1 , 0 , 0 , 0 , 0 ,  
 
Hallazgo 18 en 90 reglas 
1 , 0 , 0 , 1 , 0 , 1 , 1 , 0 , 0 , 1 , 1 , 1 , 0 , 0 , 1 , 0 , 0 , 0 , 1 , 0 , 0 , 
0 , 1 , 0 , 1 , 1 , 0 , 1 , 0 , 1 , 0 , 1 , 0 , 1 , 1 , 0 , 0 , 0 , 0 , 1 , 1 , 1 , 
1 , 1 , 0 , 1 , 1 , 0 , 1 , 1 , 1 , 1 , 1 , 1 , 1 , 1 , 0 , 1 , 1 , 1 , 0 , 0 , 1 , 
1 , 1 , 0 , 0 , 1 , 1 , 1 , 0 , 0 , 1 , 0 , 0 , 1 , 1 , 1 , 0 , 0 , 0 , 0 , 0 , 1 , 
0 , 1 , 0 , 0 , 0 , 1 ,  
 
Hallazgo 19 en 90 reglas 
0 , 1 , 0 , 0 , 0 , 0 , 1 , 1 , 0 , 1 , 0 , 1 , 0 , 1 , 1 , 1 , 0 , 0 , 1 , 0 , 0 , 
1 , 0 , 1 , 0 , 0 , 1 , 1 , 1 , 1 , 0 , 1 , 0 , 0 , 0 , 0 , 1 , 0 , 1 , 1 , 0 , 0 , 
1 , 0 , 0 , 1 , 1 , 1 , 1 , 1 , 1 , 1 , 0 , 1 , 0 , 0 , 0 , 0 , 1 , 0 , 1 , 1 , 0 , 
1 , 0 , 1 , 0 , 1 , 0 , 1 , 1 , 0 , 0 , 1 , 1 , 0 , 0 , 0 , 0 , 0 , 1 , 1 , 1 , 0 , 
1 , 1 , 0 , 0 , 1 , 0 ,  
 
Hallazgo 20 en 90 reglas 
1 , 0 , 1 , 1 , 0 , 0 , 1 , 0 , 1 , 0 , 1 , 1 , 0 , 0 , 1 , 1 , 1 , 1 , 0 , 0 , 1 , 
0 , 0 , 0 , 1 , 0 , 0 , 0 , 1 , 0 , 1 , 0 , 1 , 0 , 0 , 1 , 1 , 1 , 1 , 1 , 1 , 1 , 
0 , 1 , 0 , 1 , 0 , 0 , 1 , 1 , 1 , 0 , 0 , 1 , 1 , 0 , 1 , 0 , 1 , 1 , 0 , 1 , 0 , 
1 , 1 , 0 , 1 , 0 , 0 , 1 , 1 , 0 , 1 , 0 , 1 , 0 , 1 , 0 , 1 , 0 , 0 , 0 , 0 , 1 , 
0 , 1 , 0 , 1 , 1 , 1 ,  
 
Hallazgo 21 en 90 reglas 
0 , 1 , 0 , 1 , 0 , 0 , 1 , 0 , 0 , 1 , 0 , 0 , 1 , 1 , 0 , 1 , 1 , 1 , 1 , 0 , 0 , 
0 , 0 , 1 , 0 , 1 , 1 , 1 , 1 , 0 , 0 , 0 , 1 , 1 , 1 , 0 , 0 , 1 , 0 , 0 , 0 , 0 , 
0 , 1 , 0 , 0 , 0 , 1 , 1 , 0 , 0 , 0 , 1 , 0 , 0 , 0 , 1 , 1 , 0 , 0 , 0 , 0 , 1 , 
1 , 0 , 0 , 1 , 0 , 1 , 0 , 0 , 0 , 0 , 1 , 1 , 1 , 0 , 1 , 0 , 0 , 0 , 0 , 1 , 0 , 
1 , 0 , 1 , 0 , 0 , 1 ,  
 
Hallazgo 22 en 90 reglas 
0 , 1 , 1 , 0 , 0 , 1 , 1 , 0 , 0 , 1 , 0 , 0 , 0 , 1 , 0 , 0 , 1 , 0 , 0 , 1 , 1 , 
1 , 1 , 0 , 1 , 1 , 0 , 0 , 0 , 1 , 1 , 0 , 1 , 0 , 0 , 1 , 1 , 1 , 1 , 1 , 1 , 1 , 
1 , 0 , 0 , 1 , 1 , 1 , 0 , 0 , 0 , 1 , 0 , 0 , 0 , 0 , 1 , 1 , 1 , 0 , 1 , 1 , 1 , 
1 , 1 , 1 , 0 , 0 , 1 , 1 , 0 , 1 , 0 , 0 , 1 , 1 , 1 , 0 , 0 , 1 , 0 , 1 , 0 , 1 , 
0 , 0 , 0 , 0 , 0 , 1 ,  
 
Hallazgo 23 en 90 reglas 
1 , 1 , 0 , 1 , 1 , 1 , 1 , 1 , 1 , 1 , 0 , 0 , 0 , 1 , 1 , 0 , 0 , 0 , 0 , 0 , 0 , 
1 , 0 , 0 , 1 , 1 , 0 , 0 , 0 , 0 , 1 , 1 , 1 , 1 , 1 , 0 , 0 , 0 , 0 , 1 , 1 , 1 , 
1 , 0 , 1 , 1 , 1 , 1 , 1 , 0 , 1 , 0 , 0 , 0 , 1 , 1 , 1 , 0 , 1 , 0 , 0 , 1 , 0 , 
0 , 1 , 0 , 0 , 0 , 0 , 1 , 0 , 0 , 0 , 1 , 0 , 1 , 1 , 0 , 1 , 0 , 1 , 1 , 1 , 0 , 
1 , 1 , 0 , 1 , 1 , 0 ,  
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Hallazgo 24 en 90 reglas 
1 , 1 , 1 , 1 , 1 , 1 , 0 , 1 , 1 , 1 , 0 , 1 , 0 , 1 , 1 , 1 , 1 , 0 , 1 , 1 , 0 , 
1 , 0 , 1 , 0 , 0 , 0 , 0 , 1 , 0 , 0 , 1 , 1 , 1 , 1 , 0 , 1 , 1 , 0 , 0 , 1 , 1 , 
0 , 1 , 0 , 0 , 0 , 0 , 0 , 0 , 0 , 1 , 0 , 0 , 0 , 0 , 1 , 0 , 1 , 0 , 0 , 1 , 0 , 
1 , 0 , 1 , 0 , 0 , 1 , 0 , 1 , 1 , 1 , 0 , 1 , 0 , 0 , 1 , 0 , 1 , 0 , 0 , 0 , 0 , 
1 , 0 , 1 , 1 , 0 , 0 ,  
Hallazgo 25 en 90 reglas 
1 , 0 , 0 , 0 , 0 , 0 , 1 , 1 , 1 , 0 , 1 , 0 , 1 , 1 , 1 , 0 , 0 , 1 , 1 , 1 , 1 , 
1 , 1 , 0 , 1 , 0 , 0 , 0 , 1 , 1 , 0 , 0 , 0 , 1 , 1 , 1 , 0 , 1 , 1 , 1 , 1 , 1 , 
1 , 1 , 0 , 0 , 0 , 1 , 0 , 0 , 0 , 1 , 0 , 1 , 0 , 1 , 1 , 1 , 0 , 1 , 0 , 1 , 0 , 
0 , 1 , 0 , 0 , 1 , 1 , 1 , 1 , 1 , 1 , 1 , 0 , 1 , 1 , 1 , 0 , 0 , 0 , 1 , 0 , 0 , 
0 , 1 , 1 , 1 , 1 , 1 ,  
 
Hallazgo 26 en 90 reglas 
1 , 1 , 1 , 1 , 0 , 0 , 0 , 1 , 1 , 0 , 0 , 0 , 1 , 0 , 0 , 1 , 1 , 0 , 0 , 0 , 0 , 
0 , 1 , 1 , 1 , 0 , 0 , 0 , 0 , 1 , 1 , 1 , 1 , 0 , 1 , 0 , 1 , 0 , 0 , 1 , 0 , 1 , 
0 , 0 , 1 , 1 , 1 , 1 , 0 , 0 , 1 , 0 , 1 , 0 , 1 , 1 , 1 , 1 , 0 , 0 , 0 , 1 , 0 , 
0 , 0 , 0 , 1 , 0 , 1 , 0 , 1 , 1 , 0 , 0 , 0 , 0 , 1 , 0 , 1 , 1 , 0 , 0 , 1 , 1 , 
1 , 0 , 1 , 0 , 0 , 1 ,  
 
Hallazgo 27 en 90 reglas 
1 , 1 , 0 , 0 , 0 , 1 , 1 , 0 , 0 , 0 , 1 , 1 , 0 , 1 , 0 , 0 , 0 , 1 , 1 , 1 , 1 , 
1 , 0 , 1 , 0 , 0 , 1 , 1 , 1 , 1 , 0 , 1 , 0 , 1 , 1 , 1 , 1 , 0 , 1 , 1 , 0 , 1 , 
0 , 1 , 1 , 1 , 0 , 1 , 0 , 1 , 1 , 1 , 1 , 0 , 1 , 0 , 1 , 0 , 0 , 1 , 1 , 0 , 1 , 
0 , 1 , 0 , 0 , 0 , 1 , 0 , 0 , 1 , 1 , 0 , 0 , 1 , 1 , 0 , 0 , 1 , 0 , 0 , 1 , 1 , 
1 , 0 , 1 , 1 , 0 , 1 ,  
 
Hallazgo 28 en 90 reglas 
0 , 0 , 1 , 0 , 0 , 0 , 1 , 1 , 0 , 0 , 1 , 0 , 1 , 0 , 0 , 0 , 0 , 0 , 1 , 0 , 1 , 
1 , 1 , 1 , 1 , 0 , 1 , 1 , 0 , 0 , 1 , 1 , 1 , 0 , 0 , 0 , 1 , 1 , 1 , 0 , 1 , 1 , 
0 , 1 , 1 , 1 , 0 , 0 , 1 , 0 , 0 , 0 , 0 , 1 , 1 , 1 , 1 , 1 , 1 , 0 , 0 , 1 , 1 , 
1 , 1 , 0 , 0 , 0 , 0 , 0 , 1 , 0 , 0 , 1 , 1 , 0 , 1 , 1 , 1 , 0 , 0 , 0 , 0 , 0 , 
1 , 0 , 1 , 0 , 0 , 1 ,  
 
Hallazgo 29 en 90 reglas 
1 , 1 , 0 , 1 , 1 , 1 , 0 , 1 , 1 , 1 , 1 , 0 , 1 , 0 , 1 , 0 , 1 , 1 , 0 , 0 , 1 , 
1 , 1 , 0 , 1 , 0 , 1 , 0 , 0 , 0 , 1 , 1 , 1 , 0 , 0 , 0 , 1 , 0 , 0 , 1 , 1 , 0 , 
0 , 0 , 0 , 0 , 1 , 1 , 1 , 0 , 0 , 0 , 1 , 1 , 1 , 0 , 1 , 0 , 0 , 0 , 1 , 1 , 1 , 
0 , 0 , 1 , 1 , 0 , 1 , 1 , 1 , 0 , 1 , 1 , 0 , 1 , 1 , 0 , 1 , 1 , 0 , 1 , 0 , 0 , 
1 , 1 , 1 , 1 , 1 , 0 ,  
 
Hallazgo 30 en 90 reglas 
1 , 1 , 0 , 1 , 1 , 0 , 1 , 0 , 0 , 0 , 1 , 0 , 0 , 1 , 0 , 0 , 0 , 1 , 1 , 1 , 1 , 
1 , 1 , 1 , 1 , 1 , 0 , 0 , 1 , 0 , 1 , 1 , 0 , 1 , 1 , 1 , 0 , 1 , 1 , 0 , 1 , 0 , 
1 , 0 , 0 , 1 , 0 , 0 , 1 , 0 , 1 , 1 , 0 , 1 , 0 , 1 , 1 , 0 , 0 , 1 , 1 , 0 , 1 , 
1 , 1 , 0 , 1 , 0 , 0 , 1 , 0 , 0 , 0 , 0 , 0 , 0 , 0 , 0 , 1 , 1 , 1 , 1 , 1 , 0 , 




Hallazgo 31 en 90 reglas 
0 , 1 , 0 , 0 , 0 , 0 , 1 , 1 , 1 , 0 , 1 , 1 , 0 , 1 , 0 , 0 , 1 , 1 , 0 , 0 , 0 , 
0 , 0 , 0 , 0 , 0 , 0 , 0 , 0 , 1 , 1 , 0 , 0 , 0 , 1 , 0 , 0 , 1 , 0 , 1 , 0 , 1 , 
1 , 1 , 0 , 0 , 1 , 1 , 0 , 1 , 1 , 1 , 1 , 0 , 1 , 1 , 0 , 1 , 1 , 0 , 0 , 0 , 1 , 
1 , 0 , 1 , 1 , 0 , 1 , 1 , 1 , 0 , 0 , 0 , 0 , 0 , 0 , 0 , 1 , 1 , 0 , 1 , 0 , 0 , 
0 , 0 , 0 , 1 , 1 , 0 ,  
 
Hallazgo 32 en 90 reglas 
0 , 0 , 1 , 1 , 1 , 1 , 1 , 0 , 1 , 0 , 0 , 0 , 1 , 0 , 1 , 1 , 1 , 1 , 0 , 0 ,0 , 
1 , 1 , 1 , 0 , 1 , 0 , 1 , 1 , 0 , 0 , 1 , 1 , 1 , 1 , 1 , 1 , 1 , 0 , 0 , 0 ,0 , 
1 , 1 , 1 , 1 , 0 , 0 , 0 , 0 , 0 , 0 , 1 , 0 , 1 , 1 , 1 , 0 , 1 , 0 , 1 , 1 ,1 , 
1 , 1 , 1 , 1 , 1 , 1 , 1 , 1 , 1 , 1 , 1 , 1 , 1 , 1 , 1 , 1 , 1 , 1 , 1 , 1 ,1 , 
1 , 1 , 1 , 1 , 1 , 1 , 
6.5 Experimentos para entrenar el sistema 
Los experimentos que realizamos con Saldaña y Quispe quiénes me ayudaron en el desarrollo 
y entrenamiento del Software en total fueron 65. En la siguiente tabla se visualiza una muestra 
de 65 experiencias de entrenamiento, con sus respectivos valores en los parámetros para 100 
pacientes. Se observa que los parámetros:   
 Tamaño de la población  
 Número de reglas  
 Número de generaciones  
 El crossover  
son las que más varían, entonces a una mayor población, en mayor tiempo (generaciones) y con 
mayor diversidad en los individuos (gracias al crossover), el sistema logra mejorar, para así 
converger (ver Tabla 6.3). 
N° Población Pacientes N° Reglas Generaciones Crossover Mutación Fitness 
65 40 100 90 500 0.98 0.02 0.8 
65 40 100 120 400 0.98 0.02 0.8 
64 40 100 49 500 0.92 0.05 0.76 
63 40 100 70 500 0.92 0.05 0.81 
59 35 100 70 500 0.92 0.05 0.82 
59 35 100 70 500 0.92 0.05 0.82 
  
73 
59 35 100 70 500 0.92 0.05 0.82 
59 35 100 70 500 0.92 0.05 0.82 
58 35 100 140 500 0.92 0.05 0.81 
57 25 100 140 500 0.92 0.05 0.8 
53 25 100 105 500 0.92 0.05 0.81 
53 25 100 105 500 0.92 0.05 0.81 
53 25 100 105 500 0.92 0.05 0.81 
53 25 100 105 500 0.92 0.05 0.81 
52 40 100 105 400 0.98 0.01 0.81 
51 40 100 63 500 0.98 0.03 0.81 
50 35 100 42 400 0.98 0.05 0.73 
49 40 100 56 500 0.98 0.05 0.81 
48 40 100 56 400 0.98 0.05 0.8 
47 50 100 126 400 0.98 0.5 0.79 
46 20 100 126 500 0.98 0.03 0.8 
45 40 100 119 400 0.98 0.05 0.82 
44 40 100 105 400 0.98 0.02 0.83 
43 40 100 105 500 0.98 0.02 0.69 
41 30 100 140 450 0.95 0.07 0.61 
40 20 100 140 400 0.95 0.07 0.61 
39 25 100 140 400 0.94 0.05 0.62 
38 28 100 140 450 0.95 0.05 0.62 
37 25 100 70 400 0.94 0.05 0.6 
34 30 100 75 400 0.92 0.05 0.64 
34 30 100 75 400 0.92 0.05 0.64 
34 30 100 75 400 0.92 0.05 0.64 
33 30 100 70 400 0.92 0.05 0.63 
32 25 100 70 400 0.87 0.05 0.61 
31 10 100 70 400 0.91 0.05 0.62 
  
74 
30 15 100 70 400 0.91 0.05 0.62 
29 15 100 49 400 0.91 0.05 0.56 
28 20 100 280 400 0.91 0.05 0.61 
24 40 100 70 400 0.91 0.05 0.62 
23 20 100 140 400 0.91 0.05 0.62 
22 20 100 140 100 0.91 0.05 0.62 
20 20 100 70 100 0.91 0.05 0.6 
20 20 100 70 100 0.91 0.05 0.6 
18 45 100 85 400 0.98 0.07 0.64 
18 45 100 85 400 0.98 0.07 0.64 
17 35 100 210 400 0.98 0.07 0.61 
16 35 100 120 400 0.98 0.07 0.63 
15 50 100 140 400 0.95 0.05 0.62 
14 50 100 70 400 0.95 0.05 0.63 
13 35 100 105 500 0.95 0.05 0.63 
12 35 100 105 100 0.95 0.05 0.64 
11 40 100 140 400 0.95 0.05 0.62 
10 40 100 75 400 0.95 0.05 0.62 
9 40 100 105 400 0.95 0.05 0.64 
8 50 100 105 400 0.98 0.02 0.64 
7 30 100 70 400 0.98 0.05 0.63 
6 40 100 70 400 0.89 0.05 0.65 
5 40 100 70 400 0.89 0.05 0.61 
4 40 10 70 100 0.89 0.05 0.6 
3 30 100 70 400 0.89 0.005 0.61 
2 30 100 70 400 0.89 0.05 0.61 
1 30 100 35 400 0.89 0.05 0.63 
 




6.6 Pruebas de validación 
Se validó el sistema usando 52 plantillas de historias clínicas de pacientes para su evaluación (cada 
paciente se acompañó por el diagnóstico del experto, se presentaron a dos médicos especialistas 
para que hicieran su propio diagnóstico), los datos se muestran en la Tabla 6.4 y las historias de 











































el Sist. ? 
















































































































































































































Tabla 6.4 Pruebas numéricas de validación 
6.7 Resultados 
Los resultados del sistema se compararon con el diagnóstico de 02 médicos vía tres métricas: 
exactitud, sensibilidad y especificidad (Acc, Sen y Spec), respectivamente, definidos de la 
siguiente manera: Acc = ሺa + dሻ/ሺa + b + c + dሻ Sen = a/ሺa + cሻ Spec = d/ሺb + dሻ 
Donde “a” es el número de casos positivos clasificados correctamente, “b” es el número de 
casos positivos que fueron mal clasificados, “d” es el número de casos negativos clasificados 
correctamente, y “c” es el número de casos negativos que son mal clasificados. 
Entendemos por “positivo”, que un caso, pertenece a un grupo de un correspondiente 
diagnóstico, y por “negativo” que no pertenece. 


















































La comparación resultante es representada en la siguiente Tabla 6.5. 
 
Métricas 2Médicos SISDSM 
Exactitud 79% 80% 
Sensibilidad 97% 84% 
Especificidad 57% 74% 
 
Tabla 6.5   Resultados de la evaluación 
 
En la Tabla 6.5 se muestra una clara semejanza o acercamiento del rendimiento del sistema  
respecto a los resultados de los médicos, e incluso superándolo en unos porcentajes, siendo 
buenas en las métricas de exactitud y especificidad, pero baja en la sensibilidad, lo cual indica 
que para los casos negativos correctamente clasificados, es decir, para los que no fueron 
diagnosticados con el síndrome metabólico, el sistema fue mejor; mientras que para los casos 
positivos correctamente clasificados, es decir, para los que fueron diagnosticados con el 










Capítulo 7 : CONCLUSIONES Y TRABAJOS FUTUROS 
Al término de la presente tesis podemos concluir que como no existe un conocimiento unificado 
para el diagnóstico del síndrome metabólico dado por las diversas organizaciones 
internacionales, se presenta una alternativa no convencional para generar conocimiento en el 
área médica, es decir, aprendizaje de máquina (machine learning). 
La alternativa está basada en la técnica de optimización a través de un algoritmo genético que 
entrega como resultado un cromosoma conocimiento, como una reunión de reglas de criterios 
de diagnóstico del síndrome metabólico, codificando los criterios hallazgos como unos y ceros 
cuando se da o no dicho criterio en la regla. 
Después de las pruebas con un total de 100 historias clínicas en el entrenamiento, se ha logrado 
que el algoritmo propuesto e implementado, logre que el cromosoma conocimiento resultante 
alcance una función objetivo (fitness) del 80% en el diagnóstico presuntivo del síndrome 
metabólico. 
Finalmente, podemos afirmar que el presente algoritmo puede ser aplicado a otras 
enfermedades, y se puede realizar otros trabajos como minimización de hallazgos criterios, en 
el diagnóstico presuntivo de una enfermedad. También considerar organizaciones no tomadas 
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ANEXO A – Diagrama de actividades en el 
diagnóstico del síndrome metabólico 
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ANEXO C – Historias clínicas de validación 
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