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Résumé
La modélisation de la dépendance dans des vecteurs aléatoires à l'aide de copules a connu
un essor fulgurant au cours des dernières années. Notamment, des avancées importantes
ont été eectuées au niveau de l'estimation de paramètres et de la sélection de modèles.
Alors que les premières contributions se situaient généralement dans un cadre standard
d'observations i.i.d., les copules ont depuis prouvé leur utilité dans des applications telles
la statistique spatiale, l'analyse de séries chronologiques et la classication.
Pour expliquer un phénomène dans lequel d variables aléatoires sont en jeu, on s'intéresse
souvent à construire une loi multidimensionnelle. Pour que le choix nal soit bien justié
au niveau théorique, on procède à l'aide de tests statistiques formels. Une façon de faire
consiste à employer un test d'adéquation. De telles procédures ont été proposées par
Genest et al. (2006) et Mesoui et al. (2009). Ces deux travaux sont similaires au sens où
ils sont basés sur des projections fournies par les fonctions de dépendance de Kendall et
de Spearman, respectivement. L'article de Genest et al. (2009) est devenu une référence
dans le domaine dans la mesure où il eectue un tour d'horizon assez exhaustif sur les
méthodes qui étaient alors disponibles et qu'il propose quelques nouveaux tests. D'autres
contributions ont été eectuées depuis, par exemple Bahraoui and Quessy (2014), dont
les tests sont basés sur les C-puisssances que l'on peut associer à une copule.
Une branche relativement récente de la modélisation par copules consiste à considérer
iv
des hypothèses de forme. Dans ce type d'hypothèses, on ne s'intéresse pas à tester une
forme paramétrique particulière de la copule, mais plutôt à une caractéristique qui est
relative à sa forme. Par exemple, on pourrait vouloir tester que la copule d'une population
multidimensionnelle fait partie de la famille générale des extrêmes, ou encore qu'elle est
symétrique. Beaucoup d'autres hypothèses de ce type appartiennent à cette catégorie.
Dans cette thèse, de nouvelles procédures de test pour les copules multidimensionnelles
sont proposées. D'une part, des d'adéquation seront développées, ce qui constituera une
famille de procédures concurrentes aux tests populaires basés sur la copule empirique.
D'autre part, quelques procédures pour tester des hypothèses de forme relatives à di-
verses propriétés de symétrie de copule sont suggérées. Ce qui lie ces contributions est
l'utilisation de la fonction caractéristique de copule; cette dernière est simplement la fonc-
tion caractéristique usuelle, mais calculée à partir de la fonction de dépendance d'une
loi multidimensionnelle. On verra que les outils statistiques ainsi proposés mènent à des
tests puissants et ecaces du point de vue computationnel. Ils sont ainsi des alternatives
intéressantes aux méthodologies basées sur la copule empirique.
Le Chapitre 1 est un article accepté dans le Scandinavian Journal of Statistics dans lequel
de nouveaux tests d'adéquation pour des familles paramétriques de copules bivariées et
multidimensionnelles sont proposés. Les statistiques de test utilisées à cette n s'écrivent
comme des distances fonctionnelles de type L2 entre des estimateurs non-paramétrique
et semi-paramétrique de la fonction caractéristique de copule. Leur comportement limite
est ensuite établi en montrant, dans un premier lieu, qu'elles sont asymptotiquement
équivalentes à des V -statistiques d'ordre quatre, et ensuite en faisant appel à la théorie
standard que l'on retrouve par exemple dans Lee (1990). La validité d'une procédure de
bootstrap paramétrique pour l'obtention de p-valeurs est également formellement établie.
Enn, la pertinence et l'ecacité de ces tests sont démontrées à l'aide d'une étude de
simulations exhaustive et par l'analyse d'un jeu de données multidimensionnelles.
v
Le Chapitre 2 est un article accepté dans le Electronic Journal of Statistics. Cette
contribution s'attarde à l'hypothèse nulle qu'une copule possède la propriété de symétrie
radiale. Formellement, on s'intéresse à tester l'hypothèse nulle que si la loi de pU1, . . . , Udq
est une certaine copule C, alors le vecteur p1 ´ U1, . . . , 1 ´ Udq suit également la loi C.
Cette propriété est partagée, entre autres, par les copules elliptiques, donc en particulier
par les copules Normale et Student. Les tests proposés s'appuient sur le fait que la partie
imaginaire de la fonction caractéristique associée à la copule est nulle sous l'hypothèse
de symétrie radiale. À l'instar des tests proposés au Chapitre 1, les statistiques utilisées
ont un comportement asymptotique équivalent à des V -statistiques d'ordre quatre. Une
contribution de cette article qui, d'une certaine manière, est d'un intérêt indépendant, est
la façon d'eectuer un ré-échantillonnage judicieux; en eet, le bootstrap paramétrique ne
peut plus être employé ici dans le cadre d'une hypothèse de forme. L'étude de simulations
est assez convaincante quant à la qualité des nouveaux tests, notamment leur supériorité
par rapport aux tests de Genest and Ne²lehová (2014) basés sur la copule empirique.
Enn, le Chapitre 3 propose de tester l'hypothèse qu'une copule bivariée C est symétrique
au sens où Cpu1, u2q “ Cpu2, u1q pour tout pu1, u2q P p0, 1q2. Ces tests visent donc à con-
currencer ceux proposés par Genest et al. (2012) basés sur la copule empirique. Les outils
pour parvenir à identier les lois limites des statistiques et à faire du ré-échantillonnage
sont similaires à ceux utilisés au Chapitre 2 de la thèse. Ainsi, on montre que les statis-
tiques de test appartenant à une famille de fonctionnelles L2 de la fonction caractéristique
empirique de copule sont asymptotiquement assimilables à des V -statistiques dégénérées.
Ensuite, l'identication explicite de la forme de la limite permet de construire des ver-
sions multiplicateurs des statistiques de test pour le calcul de p-valeurs. À l'instar du
Chapitre 2, l'étude de simulations montrent clairement la supériorité de l'approche par
la fonction caractéristique de copule sur celles fondées sur la copule empirique.
vi
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INTRODUCTION
1. Copules
La modélisation de la dépendance est un sujet de recherche qui a attiré et qui continue de
susciter la curiosité de plusieurs chercheurs, et ce dans diérents domaines. En eet, on
se demande souvent la question si deux ou plusieurs variables aléatoires ont de l'inuence
les unes sur les autres. Dans les cas où il y a des liens signicatifs entre ces variables, on
cherche à mesurer et à identier cette dépendance et surtout, à déterminer sa forme. Par
exemple, on pourrait se demander si cette dépendance est forte ou faible, si elle a tendance
à être plus marquée pour de grandes valeurs des variables en questions, et ainsi de suite.
À titre d'exemple, les analystes nanciers étudient souvent la relation entre le prix de
certains indices et le taux de change, alors qu'en hydrologie, on s'intéresse parfois à l'eet
de la température sur les niveaux de précipitations. Une façon populaire de mesurer la
force de la dépendance entre des variables consiste à considérer des paramètres réels tels
le coecient de corrélation, le coecient de corrélation de rangs, ou encore le tau de
Kendall. Ceux-ci sont facilement interprétables. Cependant, ils ne fournissent qu'une
information fragmentaire sur la dépendance, car ils ne renseigne pas sur sa forme.
Durant les quelque trente dernières années, les copules se sont imposées comme un outil
très pratique et, par le fait même très populaire, pour étudier la dépendance entre des
variables aléatoires. Non seulement les copules permettent-elles de quantier le niveau
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de dépendance entre des variables, mais elles caractérisent également la structure de
cette dépendance. Le point de départ de cette théorie est un célèbre théorème dû à
Sklar (1959), qui indique que toute fonction de répartition multidimensionnelle peut
être décomposée selon ses distributions marginales et une fonction appelée copule qui
contient toute l'information sur la dépendance. Formellement, supposons un vecteur de
variables aléatoiresX “ pX1, . . . , Xdq dont la loi conjointe s'écrit F px1, . . . , xdq “ PpX1 ď
x1, . . . , Xd ď xdq pour tout px1, . . . , xdq P Rd. Alors un résultat maintenant reconnu
comme très important en statistique mathématique indique qu'il existe une fonction
C : r0, 1sd Ñ r0, 1s appellée copule telle que
F px1, . . . , xdq “ C tPpX1 ď x1q, . . . ,PpXd ď xdqu . (1)
Quand les variables X1, . . . , Xd sont continues, ce qui est souvent le cas en pratique, alors
C est unique. Ainsi, l'écriture à l'équation (1) met en relief le fait que le comportement
aléatoire de X est constitué, d'une part, des comportements marginaux de X1, . . . , Xd, et
d'autre part des liens d'interdépendance entre les diérentes composantes deX, expliqués
par C. Autrement dit, C contient toute la dépendance, sans égard aux comportements
stochastiques marginaux. On peut dégager deux grands avantages quant à l'utilisation
des copules en analyse multidimensionnelle:
(i) La possibilité de construire des modèles multivariés de façon exible, car on peut
choisir une structure de dépendance C et des marges désirées F1, . . . , Fd de telle
sorte que F px1, . . . , xdq “ CtF1px1q, . . . , Fdpxdqu. On peut ainsi s'aranchir des
modèles usuels comme la loi Normale, la loi de Student, etc.
(ii) La possibilité de mesurer le niveau dépendance en se concentrant uniquement sur
la copule C d'un vecteur aléatoire, indépendamment de ses marges. Par exemple,
les versions théoriques du tau de Kendall et du coecient de corrélation de rangs
de Spearman s'expriment comme des fonctionnelles de C.
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En pratique, la copule d'une population multidimensionnelle est généralement inconnue.
Pour l'estimer, on peut adopter une approche semi-paramétrique ou non-paramétrique.
Cette dernière méthode ne requiert pas de modèle prédéterminé, mais que sa performance
diminue en fonction du nombre de variables à étudier. En revanche, la première approche
suppose au préalable une certaine famille de copules paramétriques, et donc une étape
cruciale consiste à valider formellement ce choix de modèle. Dans cette thèse, de nouveaux
outils méthodologiques pour le choix d'un modèle adéquat de copules seront développés.
Plus spéciquement, on proposera de nouvelles approches pour tester l'adéquation d'une
copule, la symétrie radiale, ainsi que la symétrie diagonale. Les méthodes proposées sont
novatrices dans la mesure où elles se basent sur la fonction caractéristique de copule.
2. Fonctions caractéristiques et V-statistiques
Les méthodologies développées dans cette thèse reposent principalement sur l'utilisation
d'une fonction caractéristique basée sur les rangs des observations. Dans ce cadre, on
constatera que la notion de V-statistiques apparaît de manière naturelle. Il convient donc
d'orir un bref rappel sur les fonctions caractéristiques ainsi que sur les V-statistiques.
De façon générale, les fonctions caractéristiques jouent un rôle fondamental en théorie
des probabilités. En pratique, ces fonctions peuvent être estimées par les fonctions carac-
téristiques empiriques, voir par exemple Parzen (1962). Leurs propriétés asymptotiques
ont été étudiées, entre autres, par Feuerverger and Mureika (1977) et Csörg® (1981); on
peut également consulter les ouvrages de Lukacs (1970) et Ushakov (1999). Formelle-
ment, la fonction caractéristique d'un vecteur aléatoire X “ pX1, . . . , Xdq de loi P est la
fonction à valeurs complexes dénie pour tout t P Rd par
φXptq “ E
`
ei tX
˘ “ ż
Rd
ei tX dPpxq.
Si X1, . . . ,Xn sont des copies indépendantes de X, alors φX peut être estimée à l'aide de
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la fonction caractéristique empirique dénie par
φnptq “ 1
n
nÿ
j“1
ei tXj .
Un grand nombre de méthodes d'inférence basées sur la fonction caractéristiques ont
été proposées. Par exemple, Baringhaus and Henze (1988) l'ont utilisée pour tester la
normalité multidimensionnelle. Dans cette lignée, des tests d'adéquation applicables dans
un cadre plus général ont été proposés, par exemple, par Koutrouvelis and Kellermeier
(1981), Jiménez-Gamero et al. (2009) et Meintanis et al. (2015). Des tests d'indépendance
multidimensionnelle basés sur la fonction caractéristique ont été étudiés, entre autres,
par Bakirov et al. (2006) et plus récemment par Fan et al. (2017). On retrouve aussi
de tels tests dans les travaux de Bilodeau and Lafaye de Micheaux (2005) et Meintanis
and Iliopoulos (2008). Enn, des tests de symétrie ont été considérés, entre autres, par
Neuhaus and Zhu (1998), Henze et al. (2003) et Henze et al. (2014).
Soit maintenant hpx1, . . . ,xkq, une fonction measurable et symétrique selon toutes ses
composantes, où x1, . . . ,xk P Rd. Si X1, . . . ,Xn est un échantillon de données dans Rd,
alors la V-statistique d'ordre k basée sur le noyau h est dénie par
Vnphq “ 1
nk
nÿ
i1,...,ik“1
h pXi1 , . . . , Xikq .
En fait, cette V-statistique est intimement liée à la U-statistique de noyau h, à savoir
Unphq “
ˆ
n
k
˙´1 ÿ
1ďi1ă¨¨¨ăikďn
h pXi1, . . . , Xikq .
Lorsque la projection de h dénie par Hpxq “ Ethpx,X2, . . . ,Xdqu est non-dégénérée au
sens où VartHpXqu P p0,8q, alors?npUn´EUnq et
?
npVn´EVnq sont asymptotiquement
normales. Autrement, dans le cas où H est dégénérée, les comportements limites sont
plutôt caractérisés par une somme pondérée de variables aléatoires de loi khi-deux. Ce
dernier cas de gure est celui qui sera rencontré fréquemment dans cette thèse. Pour
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plus de détails sur la théorie des U-statistiques et des V-statistiques, on peut consulter
les monographies de Lee (1990) et Koroljuk and Borovskich (1994). On peut citer aussi
les récentes avancées de Yoshihara (2014), Leucht (2012) et Dehling et al. (2017).
3. Tests d'adéquation pour les copules
Soit F “ tCθ, θ P Θ Ď Rpu une famille paramétrique de copules. Sur la base d'un échan-
tillon X1, . . . ,Xn provenant d'une certaine population d-dimensionnelle, on s'intéresse à
savoir si leur stucture de dépendance, c'est-à-dire leur copule commune C, appartient
ou non à F. Autrement dit, on souhaite confronter les hypothèses nulle et alternative
H0 : C P F et H1 : C R F. Pour ce faire, on emploie généralement un test d'adéquation.
Un certain nombre de procédures de ce type ont été proposées dans la littérature.
Le premier pas dans cette direction a été eectué par Genest and Rivest (1993). Ceux-ci
se sont basés sur la transformation intégrale de probabilité que l'on peut associer à une
copule C, à savoir KCptq “ PtCpUq ď tu, où U „ C. Cette procédure a été formalisée
plus tard par Wang and Wells (2000) et Genest et al. (2006); ces derniers ont obtenu le
comportement asymptotique de statistiques de tests d'adéquation et mis au point une
méthode de ré-échantillonnage, à savoir le bootstrap paramétrique, qui contrairement
à la méthode proposée par Wang and Wells (2000), est valide. Une autre contribution
notable est celle de Genest et al. (2009), dont plusieurs des tests décrits sont basés sur
la copule empirique, à savoir,
Cnpuq “ 1
n
nÿ
j“1
I
ˆ
Rj1
n ` 1 , . . . ,
Rjd
n` 1
˙
,
où Rjk est le rang de l'observations Xjk parmi l'échantillonX1k, . . . , Xnk. Des procédures
d'adéquation ont été proposées par Fermanian (2005), Dobri¢ and Schmid (2005), Berg
(2009), Mesoui et al. (2009) et Kojadinovic and Yan (2012).
Une contribution de cette thèse est la confection de nouveaux tests d'adéquation qui
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constituent une classe pouvant être vue comme une alternative naturelle aux procédures
basées sur la copule empirique. En eet, les tests proposés adopterons une approche
de type fonction caractéristique, à l'opposé de la façon usuelle basée sur la distribution,
c'est-à-dire la copule. Cette façon de faire est originale, dans la mesure où elle n'a pas,
ou très peu, été abordée dans un contexte de modélisation par copules.
Formellement, on dénit la famille paramétrique de fonctions caractéristiques associées
à F “ tCθ, θ P Θ Ă Rpu, à savoir Ψ “ tψθ : θ P O Ă Rpu, où ψθ est la fonction carac-
téristique de Cθ. En raison de la bijection qui existe entre une fonction caractéristique
et une fonction de répartition (fdr), et parce qu'une copule est en fait une fdr, on peut
reformuler les hypothèses nulle et alternative par H0 : ψC P Ψ et H1 : ψC R Ψ, où ψC
est la fonction caractéristique de copule associée à la copule C de la population. Pour
tester ces hypothèses, on dénit d'abord un estimateur non-paramétrique ψn de C, qui à
l'instar de la copule empirique est basé sur les rangs des observations. Ensuite, on dénit
une classe générale de statistiques de la forme
Sωn “ n
ż
Rd
|ψnptq ´ ψθnptq|2 ωptq dt,
où ω : Rd Ñ R` est une certaine fonction de poids.
Le Chapitre 1 est un article consacré au traitement complet de cette famille de statis-
tiques d'adéquation. Dans un premier temps, des formules explicites et utiles pour Sωn
sont obtenues. Ensuite, il est démontré que Sωn se comporte asymptotiquement comme
une V-statistique dégénérée dont le noyau possède quatre composantes; ceci permet de
déduire qu'à la limite, les statistiques de test proposées se représentent par une somme
pondérée de variables khi-deux. En outre, on démontre la validité d'une méthode de
ré-échantillonnage de type bootstrap paramétrique.
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4. Tests de symétrie radiale et d'échangeabilité pour les copules
Dans une optique de modélisation par copules, on s'intéresse parfois à tester des hy-
pothèses dites de forme. Vérier formellement de telles hypothèses avant des étapes de
modélisation plus ranées peut être très utile. Ainsi, si on arrive à exclure certains type
de structures de dépendance, on peut plus facilement cibler de bons modèles potentiels.
Dans d'autres situations, l'objectif est simplement de mieux saisir certaines caractériques
inhérentes à un jeu de données. Aux Chapitres 2 et 3, on se concentre sur deux hypothèses
de forme, à savoir
(i) la symétrie radiale multidimensionnelle;
(ii) la symétrie diagonale, habituellement appelée simplement la symétrie de copule.
La symétrie radiale d'une copule est intimement liée à la notion de symétrie d'un vecteur
aléatoire. D'abord, on rappelle qu'un vecteur X “ pX1, . . . , Xdq est symétrique autour
d'un point µ P Rd si la loi deX´µ est la même que celle de µ´X. De là, on peut montrer
que X est symétrique si et seulement les d lois marginales sont symétriques autour de
µ1, . . . , µd et que la copule possède la propriété de symétrie radiale. Cette dernière notion
veut dire que C est telle que si U „ C, alors 1´U „ C. Dans le cas bivarié, cela revient
à Cpu1, u2q “ u1 ` u2 ´ 1` Cp1´ u1, 1´ u2q pour tout pu1, u2q P p0, 1q2.
Au Chapitre 2, on développpe des tests pour vérier si la copule C d'une population
possède la propriété de symétrie radiale. Les statistiques de tests comparent les fonc-
tions caractériques empiriques associées respectivement à la copule et à sa version survie.
Tout comme au Chapitre 1, les statistiques se comportement asymptotiquement comme
des sommes de khi-deux pondérées. Par contre, une distinction importante est à sig-
naler: comme le modèle de copules n'est pas spécié sous l'hypothèse nulle, le bootstrap
paramétrique ne peut pas être utilisé ici. Pour s'en sortir, on propose de baser le calcul
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de P-valeurs sur une adaptation de la méthode de ré-échantillonnage du multiplicateur,
dont la validité est démontrée. Enn, les simulations qui sont rapportées sont assez con-
vaincantes quant à l'ecacité des nouveaux tests, notamment concernant leur supériorité
face à des procédures récemment proposées par Genest and Ne²lehová (2014).
Le troisième chapitre de la thèse est un peu semblable au Chapitre 2 au sens où il
s'intéresse également à une caractéristique de symétrie d'une copule. D'abord, on rappelle
qu'une paire pX1, X2q est échangeable si sa loi est la même que celle de pX2, X1q. À l'instar
de la symétrie usuelle, l'échangeabilité fait apparaître une notion de symétrie concernant
la copule C de pX1, X2q. En eet, dire que pX1, X2q est échangeable est équivalente à
l'égalité en loi de X1 et X2, et à Cpu1, u2q “ Cpu2, u1q. Le Chapitre 3 développe donc
des tests pour vérier qu'une copule C possède cette dernière propriété. Pour ce faire,
on emprunte un chemin semblable à celui du Chapitre 2 en ce sens que les statistiques
sont basées sur la fonction caractéristique empirique et que le calcul de P-valeurs utilise
la méthode du multiplicateur. Les tests proposés sont des concurrents à ceux de Genest
et al. (2012) fondés sur la copule empirique.
Avant de conclure, quelques remarques s'imposent concernant l'utilisation de la métho-
de du multiplicateur dans un contexte de fonctions caractéristiques de copules. À nos
yeux, cet apport de la thèse est d'un intérêt indépendant, car il montre comment on
peut faire du ré-échantillonnage en présence de V-statistiques calculées sur les rangs
des observations. En outre, contrairement aux méthodes très populaires basées sur la
copule empirique, notre approche ne nécessite pas l'estimation des dérivées partielles de la
copules. Cet aspect mérite d'être souligné, car cette estimation est validée sous certaines
hypothèses et qu'en plus, elle nécessite le choix pas toujours évident d'un paramètre de
lissage. Pour plus de détails, voir par exemple Bücher and Dette (2010) et Segers (2012).
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CHAPITRE 1
A family of goodness-of-t tests for
copulas based on characteristic
functions
T. Bahraoui, T. Bouezmarni & J.-F. Quessy (2017)
Scandinavian Journal of Statistics, sous presse
Résumé: Une classe générale de statistiques de rangs basées sur la fonction caractéris-
tique est introduite an de tester l'hypothèse composite d'appartenance à une famille
de copules multidimensionnelles. Ces statistiques d'adéquation sont dénies comme des
distances fonctionnelles de type L2 pondérées entre une version nonparamétrique et une
version semi-paramétrique de la fonction caractéristique que l'on peut associer à une
copule. Il est démontré que ces statistiques de test se comportent asymptotiquement
comme des V -statistiques dégénérées d'ordre quatre et que leurs lois limites s'expriment
en termes de sommes pondérées de variables khi-deux indépendantes. La convergence
des tests sous des alternatives générales est établie, de même que la validité du bootstrap
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paramétrique pour le calcul de valeurs critiques. Le comportement des nouveaux tests
sous des tailles d'échantillons faibles et modérées est étudié à l'aide de simulations et est
comparé à celui d'un test concurrent fondé sur la copule empirique. La méthodologie est
nalement illustrée sur un jeu de données à cinq dimensions.
Abstract: A general class of rank statistics based on the characteristic function is in-
troduced for testing goodness-of-t hypotheses about the copula of a continuous random
vector. These statistics are dened as L2 weighted functional distances between a non-
parametric estimator and a semi-parametric estimator of the characteristic function asso-
ciated to a copula. It is shown that these statistics behave asymptotically as degenerate
V -statistics of order four and that the limit distributions have representations in terms of
weighted sums of independent chi-square variables. The consistency of the tests against
general alternatives is established and an asymptotically valid parametric bootstrap is
suggested for the computation of the critical values of the tests. The behavior of the new
tests in small and moderate sample sizes is investigated with the help of simulations and
compared to a competing test based on the empirical copula. Finally, the methodology
is illustrated on a ve-dimensional data set.
1.1 Introduction
Let X “ pX1, . . . , Xdq be a d-variate random vector with joint distribution function
F pxq “ PpX ď xq, where x “ px1, . . . , xdq P Rd. If the marginal distributions Fjpxq “
PpXj ď xq, j P t1, . . . , du, are continuous, then Sklar's Theorem ensures that there exists
a unique copula C : r0, 1sd Ñ r0, 1s such that for all x P Rd, F pxq “ CtF1px1q, . . . , Fdpxdqu.
In fact, C corresponds to the joint distribution of U “ pU1, . . . , Udq, where for all
` P t1, . . . , du, U` “ F`pX`q. Therefore, C is a distribution function on r0, 1sd with
uniform margins. See the books by Nelsen (2006), Salvadori et al. (2007) and Mai and
10
Scherer (2012) for details on the theory of copulas.
An important step in copula modeling based on i.i.d. copies X1, . . . ,Xn of X is the
selection of an appropriate copula that ts the dependence structure properly. Usually,
one assumes a parametric family tCθ : θ P O Ă Rpu, where θ “ pθ1, . . . , θpqJ is a vector
of unknown parameters. A goodness-of-t test is a thorough statistical procedure for
choosing between the composite null hypothesis H0 : C P tCθ : θ P O Ă Rpu and its
alternative H1 : C R tCθ : θ P O Ă Rpu. Many strategies have been proposed for
that purpose. For example, Genest et al. (2006) based their test on the probability
integral transformation Kθptq “ PtCθpUq ď tu, where U „ Cθ. A similar approach
using the Spearman dependence function Sθptq “ PpU1 ˆ ¨ ¨ ¨ ˆ Ud ď tq was proposed
by Mesoui et al. (2009). Tests based on kernel estimation of copula densities were
considered by Fermanian (2005), Scaillet (2007) and Omelka et al. (2009). In their review
and simulation study of many goodness-of-t tests for copulas, Genest et al. (2009) put
a particular attention to omnibus procedures based on the empirical copula
Cnpu1, . . . , udq “ 1
n
nÿ
j“1
dź
`“1
I
´pUj` ď u`¯ ,
where for each j P t1, . . . , nu, pUj “ ppUj1, . . . , pUjdq is the vector of pseudo-observations
such that for ` P t1, . . . , du, pUj` “ Fn`pXj`q in terms of the univariate empirical dis-
tribution function Fn` of the `-th variable. Test statistics based on functionals of Cn
are therefore distribution-oriented in the sense that they focus on an estimation of the
distribution function C. A particular case is the Cramérvon Mises statistic
SCn “ n
ż
r0,1sd
tCnpuq ´ Cθnpuqu2 du,
where θn “ pθn1, . . . , θnpqJ is a consistent estimator of θ. When θ is real-valued, θn can
be based on the inversion of an association measure like Kendall's tau or Spearman's
rho, while a semi-parametric maximum-likelihood may be used in the general case of a
p-dimensional parameter.
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Instead of taking an approach based on C, one could alternatively work with its associated
characteristic function. In standard univariate and multivariate modeling, this avenue
has been used extensively; see, for instance, the early contributions by Feuerverger and
Mureika (1977) and Epps and Pulley (1983), and more recently those of Fan (1994), Fan
(1997) and Jiménez-Gamero et al. (2009). However, this approach has been ignored in
the case of copula modeling, except maybe by Quessy (2016), where tests for bivariate
and multivariate symmetry hypotheses, as well as various types of equality of copulas
are considered. As was pointed out in this work, tests based on the copula characteristic
function are generally more powerful than those based on the copula.
This paper investigates a general class of goodness-of-t tests based on the copula charac-
teristic function for the choice of an appropriate dependence structure. Letting i2 “ ´1
and dening xt,uy “ t1u1` ¨ ¨ ¨` tdud as the usual inner product between t “ pt1, . . . , tdq
and u “ pu1, . . . , udq, the copula characteristic function is dened by
ψCptq “ E texp pixt,Uyqu “
ż
r0,1sd
exp pixt,uyqdCpuq.
Because ψC characterizes the distribution of U, the null and alternative goodness-of-t
hypotheses can be equivalently reformulated as
H0 : ψC P tψθ : θ P O Ă Rpu and H1 : ψC R tψθ : θ P O Ă Rpu , (1.1)
where ψθ is the characteristic function of Cθ. An empirical version of ψC is
ψnptq “
ż
r0,1sd
exp pixt,uyqdCnpuq “ 1
n
nÿ
j“1
exp
´
ixt, pUjy¯ .
A natural testing procedure would consist in rejecting the null hypothesis H0 for large
values of some distance between the complex-valued empirical functions ψn and ψθn . This
work focuses on statistics of the general form
Sωn “ n
ż
Rd
|ψnptq ´ ψθnptq|2 ωptq dt, (1.2)
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where ω : Rd Ñ R` is an integrable weight function and | ¨ | denotes the modulus of a
complex number. The test statistics in (1.2) are common for those familiar with char-
acteristic function based procedures. However, their investigation here is non-standard
since Sωn is based on the ranks instead of the observations themselves. Since the focus is
put on L2-functionals of the empirical process Znptq “
?
npψnptq ´ ψθnptqq, t P Rd, one
can avoid the non-trivial investigation of the asymptotic behavior of Zn in a complex-
valued space of functions. Indeed, the asymptotic behavior of Sωn as well as that of
parametric bootstrap versions will be established using tools in the theory of V -statistics
adapted to rank statistics.
The remaining of the article is organized as follows. In Section 2, explicit expressions for
the test statistics that are convenient for their computer implementation are derived. In
Section 3, the asymptotic behavior of Sωn under H0 is obtained; the consistency of the
test based on Sωn under general alternatives and the validity of a parametric bootstrap
procedure are established as well. Section 4 investigates the size and power of the newly
introduced tests and compare their performance to the test based on SCn . In Section 5,
the procedure is illustrated on a multivariate data set, where the t to the multivariate
Normal, Student and chi-square copula families is considered.
1.2 Explicit expressions for the test statistics
1.2.1 General formula
Consider X1, . . . ,Xn i.i.d. from some d-dimensional distribution function F whose mar-
ginal distributions F1, . . . , Fd are continuous and whose unique copula is C. The goal is
to formally test that C belongs to a given parametric family of copulas. The test statistic
Sωn dened in Equation (1.2) will be used for that purpose. An interesting feature of this
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statistic is that it can be explicit expressed in terms of the vectors of pseudo-observationspU1, . . . , pUn dened in the Introduction; this is the subject of the next lemma. Before
stating it, dene for a “ pa1, . . . , adq P Rd the function
βωpaq “
ż
Rd
cos pxt, ayqωptq dt.
Lemma 1 For U „ Cθn and U‹ „ Cθn independent, one has
Sωn “
1
n
nÿ
j,j1“1
βω
´pUj ´ pUj1¯` nEU,U‹ tβω pU‹ ´Uqu ´ 2 nÿ
j“1
EU
!
βω
´pUj ´U¯) .
1.2.2 Product weight functions
In the literature about characteristic function tests, popular choices for ω are those that
can be expressed as a product of univariate densities. As will be shown in Lemma 2,
easily computable formulas arise in that case. Specically, let g be a univariate density
that is symmetric around zero and let λ ą 0 be a scale parameter. Then, dene the
product weight function
ωλptq “
dź
`“1
"
g
ˆ
t`
λ
˙*2
. (1.3)
In view of Lemma 1, the computation of the statistic Sωλn associated to ωλ necessitates
evaluating βωλ , for which a simple formula is provided next.
Lemma 2 If ω “ ωλ is a product weight function based on a symmetric density g and a
scale parameter λ ą 0, then
βωλpaq “
dź
`“1
rβgλpa`q,
where for a P R, rβgλpaq “ şR cosptaqtgpt{λqu2dt.
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When g is the standard normal (N) and double-exponential (DE) density, an application
of Lemma 2 yields
rβNλ paq “ λ2?pi exp
ˆ
´λ
2a2
4
˙
and
rβDEλ paq “ λ4` λ2a2 . (1.4)
1.2.3 Link with copula density estimators
A relationship can be derived between the test statistic Sωn and a Cramérvon Mises
statistic based on copula density estimators. To see this, consider a kernel K : Rd Ñ R
that is symmetric around zero and square integrable. Following, for instance, Gijbels and
Mielniczuk (1990), a kernel estimator of the copula density is given by
pcKn puq “ 1n
nÿ
j“1
1
|H | K
"
H´1
´
u´ pUj¯J* , (1.5)
where H P Rdˆd is a xed and non-singular symmetric matrix of smoothing parameters
and |H | is its determinant. Now assume that K admits a Fourier transform that vanishes
on a set of null Lebesgue measure, namely
Gptq “ 1p2piqd{2
ż
Rd
exp pixt, zyqKpzq dz. (1.6)
The next lemma shows that the test statistic Srωn , with rωptq “ tGpHtqu2, can be written
as a Cramérvon Mises statistic based on copula density estimators.
Lemma 3 The test statistic Srωn with weight function rωptq “ tGpHtqu2, where G is
dened in Equation (1.6), can be written as
Srωn “ n
ż
r0,1sd
 pcKn puq ´ cKθnpuq(2 du,
where cKθn is the convolution of the density cθn of Cθn with respect to K, i.e.
cKθnpuq “
1
|H |
ż
r0,1sd
K
 
H´1pu ´ vqJ( cθnpvq dv.
15
In other words, Lemma 3 indicates that the class of statistics based on kernel copula
density estimators is a subset of the newly introduced family of rank-based characteristic
function statistics Sωn . Note that if g is a univariate density that can be written as the
Laplace transform of some symmetric function κ, then from a simple calculation, one has
for Kpzq “ śd`“1 κpz`{λq that
ωλptq “
dź
`“1
"
g
ˆ
t`
λ
˙*2
“ 1p2piqd
"ż
Rd
exp pixt, zyqKpzq dz
*2
.
It is the case, in particular, when g is the standard Normal distribution.
1.3 Asymptotic results
Again, let X1, . . . ,Xn be i.i.d. from a d-dimensional distribution function F with contin-
uous marginal distributions F1, . . . , Fd and copula C. In Subsection 1.3.1, the asymptotic
behavior of Sωn is characterized. The assumptions leading to this large-sample result are
discussed in Subsection 1.3.2. In Subsection 1.3.3, the validity of a parametric boot-
strap method is derived, while the consistency of the test based on Sωn under general
alternatives is established in Subsection 1.3.4.
1.3.1 Large-sample behavior of Sωn under H0
The following two propositions concern the asymptotic behavior of Sωn under the null
hypothesis that C belongs to the parametric family tCθ; θ P O Ă Rpu of copulas. The
arguments leading to these results are in some sense similar to those of de Wet and
Randles (1987) and Jiménez-Gamero et al. (2003), except that here, the test statistic Sωn
is computed from the ranks of the observations, which adds another level of complexity
compared to their derivation.
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In the sequel, θ0 P O is the true value of the parameter under H0 and for each j P
t1, . . . , nu, Uj “ pF1pXj1q, . . . , FdpXjdqq. In addition, ∇ψθ is the gradient of ψθ, i.e.
p∇ψθptqq` “ B ψθptq{Bθ`, and DRθ “ pDRθ,1, . . . , DRθ,pq, DIθ “ pDIθ,1, . . . , DIθ,pq are the real
and imaginary parts of ∇ψθ, respectively. Now consider the following assumptions:
A1. There exists a score function Jθ0 “ pJθ0,1, . . . , Jθ0,pqJ such that for U „ Cθ0 , one
has for each ` P t1, . . . , pu that EtJθ0,`pUqu “ 0, VartJθ0,`pUqu ă 8, p∇Jθ0q` “
BJθ0,`{Bu` exists and is continuous on p0, 1qd and E t}p∇Jθ0qpUq}2u ă 8, and such
that
Θn “
?
n pθn ´ θ0q “ 1?
n
#
nÿ
j“1
Jθ0pUjq `
´pUj ´Uj¯∇Jθ0pUjq
+
` oPp1q.
A2. D
R
θ and D
I
θ are such thatż
Rd
´››DRθ0ptq››2 ` ››DIθ0ptq››2¯ωptq dt ă 8.
In addition, for any  ą 0, one can nd a neighborhood N of θ0 and functions γR, γI
satisfying
ş
Rd
tγRptqu2 ωptq dt ă , ş
Rd
tγIptqu2 ωptq dt ă  such that for any θ P N,››DRθ ptq ´DRθ0ptq›› ď γRptq and ››DIθptq ´DIθ0ptq›› ď γIptq.
A3. The weight function ω is such that tt P Rd : ωptq “ 0u has Lebesgue measure zero,ż
Rd
ωptq dt ă 8 and
ż
Rd
pxt, tyq2 ωptq dt ă 8.
The next result states that Sωn is asymptotically equivalent to a V -statistic of order four.
Before stating it, dene for each pu1,u2, tq P r0, 1s2d ˆ Rd the function Υθ0pu1,u2, tq “rΥθ0pu1,u2, tq ` rΥθ0pu2,u1, tq, where for Ipu2 ď u1q “ pIpu21 ď u11q, . . . , Ipu2d ď u1dqq,
rΥθ0pu1,u2, tq “ exppixt,u1yq ´ ψθ0ptq ` i exppixt,u1yq xt, Ipu2 ď u1q ´ u1y
´∇ψθ0ptq tJθ0pu1q ` pIpu2 ď u1q ´ u1q∇Jθ0pu1qu .
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Proposition 1 If Assumptions A1A3 hold, then S
ω
n “ V ωn ` oPp1q, where
V ωn “
1
n3
nÿ
j,j1,k,k1“1
Φθ0 pUj ,Uj1,Uk,Uk1q
is a V-statistic with symmetric kernel of degree four given by
Φθ0pu1,u2,u3,u4q “
1
12
ż
Rd
Υθ0pu1,u2, tqΥθ0pu3,u4,´tqωptq dt
` 1
12
ż
Rd
Υθ0pu1,u3, tqΥθ0pu2,u4,´tqωptq dt
` 1
12
ż
Rd
Υθ0pu1,u4, tqΥθ0pu2,u3,´tqωptq dt. (1.7)
One can now invoke classical arguments on V -statistics that one can nd in Sering
(1980) and Lee (1990) in order to obtain an explicit expression for the limit of Sωn . This
is the subject of the next proposition. Before stating it, let U „ Cθ0 and dene, for
γθ0pu, tq “ EtΥθ0pu,U, tqu,
Ψθ0pu1,u2q “
ż
Rd
γθ0pu1, tq γθ0pu2,´tqωptq dt.
Proposition 2 If Assumptions A1A3 hold, then S
ω
n converges in distribution under H0
to a random variable S
ω
that admits the representation
S
ω “ E tΨθ0pU,Uqu `
8ÿ
κ“1
λκ
`
Z2κ ´ 1
˘
,
where tZκu8κ“1 are i.i.d. Np0, 1q and tλκu8κ“1 are the eigenvalues of η ÞÑ EtΨθ0pu,Uq ηpUqu.
1.3.2 Discussion on the assumptions
Assumption A1 holds for the most commonly-used estimators. In particular, it is satised
by the pseudo maximum-likelihood estimator under general conditions on the copula
Cθ that one can nd in Genest et al. (1995). It also holds for estimators based on
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an inversion of Kendall's tau and Spearman's rho. While explicit expressions for ψθ
may rarely be available, Assumption A2 holds if the gradient ∇cθ of the copula density
cθpuq “ BdCθpuq{Bu1 ¨ ¨ ¨ Bud, provided that the latter exists, satises some conditions.
Specically, if one can nd functions ρ1, . . . , ρp : r0, 1sd Ñ R such that |p∇cθpuqq`| ď
ρ`puq and
ş
r0,1sd
ρ`puq du “ K` ă 8, then the rst part of Assumption A2 holds with
ρR “ ρI “ K “ pK1, . . . , Kpq becauseˇˇ
DRθ0,`ptq
ˇˇ “ ˇˇˇˇż
r0,1sd
cos pxt,uyq p∇cθ0puqq` du
ˇˇˇˇ
ď
ż
r0,1sd
|p∇cθ0puqq`|du ď
ż
r0,1sd
ρ`puq du “ K`
and
ş
Rd
}K}2 ωptq dt ă 8. The second part ofA2 will be satised as long as ω is integrable
and for any  ą 0, there is a neighborhood N of θ0 such that for any θ P N,
}∇cθpuq ´∇cθ0puq} ď ρpuq and
ż
r0,1sd
ρpuq du ă ?
Odż
Rd
ωptq dt .
In that case,››DRθ ptq ´DRθ0ptq›› “ ››››ż
r0,1sd
cos pxt,uyq t∇cθpuq ´∇cθ0puqu du
››››
ď
ż
r0,1sd
}t∇cθpuq ´∇cθ0puqu} du
ď
ż
r0,1sd
ρpuq du
ă ?
Odż
Rd
ωptq dt .
Letting γRptq :“ ?{
bş
Rd
ωptq dt, one has ş
Rd
tγRptqu2ωptq dt “ , as required by As-
sumption A2; the same arguments hold for the imaginary part. Finally note that As-
sumption A3 is satised by product weight functions involving a non-vanishing density
on R with nite moment of order four. This is obviously the case for weight functions
based on the standard normal, double-exponential and double-gamma densities.
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1.3.3 Validity of a parametric bootstrap
The asymptotic distribution of Sωn described in Proposition 2 reects the fact that the
parameter θ0 P O and the marginal distributions F1, . . . , Fd must be estimated, resulting
in a large-sample distribution that is cumbersome. Therefore, the use of the asymptotic
representation of Sωn is not realistic and it is proposed to rely on the parametric bootstrap.
Specically, starting from the original data set X1, . . . ,Xn, the method rst consists in
computing the estimator θn and the test statistic S
ω
n . Then, for each ` P t1, . . . , Bu, where
B is an integer taken suciently large, one generates a random sampleU
p`q
1
, . . . ,U
p`q
n i.i.d.
Cθn. Finally, one estimates θ with θ
p`q
n and one computes the bootstrap test statistic S
ω,p`q
n .
The validity of the parametric bootstrap procedure for parameter estimated degenerate
V-statistics has been established by Jiménez-Gamero et al. (2003) in the i.i.d. case and
further generalized to other bootstrap strategies by Leucht and Neumann (2009). In the
context of goodness-of-t tests for copula models, the parametric bootstrap described
above has been employed by Genest et al. (2006) and Mesoui et al. (2009), among
others. Its validity has been established by Genest and Rémillard (2008) for procedures
based on the empirical copula and on the multivariate probability integral transformation.
The validity of the parametric bootstrap for Sωn is now formally stated.
Proposition 3 Under Assumptions A1A3, the bootstrap statistic S
ω,p`q
n converges to a
random variable that has the same representation as Sω in Proposition 2. Moreover,
sup
sPR`
ˇˇ
P
‹
`
Sω,p`qn ď s
˘´ P pSωn ď sqˇˇ PÝÑ 0.
A consequence of Proposition 3 is that an asymptotically valid critical value for a test
based on Sωn is given by the p1´αq-th percentile of Sω,p1qn , . . . , Sω,pBqn . Another consequence
that can be deduced from the proof of Proposition 3 is that under H1, S
ω,p`q
n converges
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in distribution to a random variable of the form Sω, but where θ0 is replaced by some
θ‹ such that θ
p`q
n Ñ θ‹ P Θ and where expectations that lead to the denition of Ψθ‹ is
taken with respect to the copula under H1.
1.3.4 Consistency
A test for the null and alternative hypotheses H0 and H1 dened in (1.1) consists in
rejecting H0 for large values of S
ω
n . It will be shown that this test is universally consistent
in the sense that the probability of rejecting H0 when it is false tends to 1 as nÑ8. To
this end, rst note that Assumption A3 ensures that
δpC,Dq “
ż
Rd
|ψCptq ´ ψDptq|2 ωptq dt
is a distance between two arbitrary copulas C and D. Hence, δpC,Dq “ 0 if and only
if C “ D, and δpC,Dq ą 0 otherwise. Under the alternative hypothesis H1, the true
model is some copula D such that ψD ‰ ψθ for every θ P O Ă Rp. As a consequence,
δpD,Cθq ą 0 for all θ P O. If one denes ψn1 “ ψD ´ ψθn and ψn2 “ ψD ´ ψn, one can
then write
Sωn
n
“
ż
Rd
|ψn1ptq ´ ψn2ptq|2 ωptq dt.
Upon noting that |ψn1ptq ´ ψn2ptq|2 “ |ψn1ptq|2 ` |ψn2ptq|2 ´ 2Retψn1ptqψn2ptqu,
Sωn
n
“ δpD,Cθnq `
ż
Rd
|ψn2ptq|2 ωptq dt´ 2
ż
Rd
Retψn1ptqψn2ptquωptq dt.
Using arguments similar as those in the proof of Proposition 1, one concludes that
T ωn “ n
ż
Rd
|ψn2ptq|2 ωptq dt
behaves asymptotically as a degenerate V -statistic, so it converges in distribution; conse-
quently, the second summand is OPp1{nq “ oPp1q. For the third summand, the Cauchy
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Schwarz inequality entailsˇˇˇˇż
Rd
Retψn1ptqψn2ptquωptq dt
ˇˇˇˇ
ď
ż
Rd
|ψn1ptqψn2ptq|ωptq dt
ď
dż
Rd
|ψn1ptq|2 ωptq dt
dż
Rd
|ψn2ptq|2 ωptq dt
“
a
δpD,Cθnq
c
T ωn
n
“ oPp1q.
Thus, Sωn {n “ δpD,Cθnq` oPp1q. Since δpD,Cθnq ą 0, one concludes that the probability
that Sωn exceeds its critical value under H1 tends to one as nÑ 8. Since Sω,p`qn “ OPp1q,
the test based on Sωn is therefore consistent against general alternatives to H0.
1.4 Sampling properties of the tests
1.4.1 Generalities on the simulations
In this section, the properties in small and moderate sample sizes of the newly introduced
characteristic function goodness-of-t tests are investigated via Monte Carlo simulations.
Because the computation of Sωn using the explicit formula in Lemma 1 involves expec-
tations with respect to Cθn that are dicult to compute, one will consider an estimated
version instead. Specically, generate
pU‹1, . . . , pU‹N i.i.d. Cθn and replace Sωn with
Sωn,N “
1
n
nÿ
j,j1“1
βω
´pUj ´ pUj1¯` n
N2
Nÿ
j,j1“1
βω
´pU‹j ´ pU‹j1¯´ 2N
nÿ
j“1
Nÿ
j1“1
βω
´pUj ´ pU‹j1¯ .
This corresponds to the denition of Sωn given in Equation (1.2), with ψθn replaced by
ψN ptq “ 1
N
Nÿ
j“1
exp
´
ixt, pU‹jy¯ .
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Parametric bootstrap replicates S
ω,p1q
n,N , . . . , S
ω,pMq
n,N of S
ω
n,N are then obtained following the
same steps as those described in subsection 3.3. A formal proof of the validity of this
procedure is not straightforward, however. In fact, as the idea is similar as that suggested
by Genest and Rémillard (2008) in the case of empirical copulas, it would probably
deserve a thorough investigation adapting their arguments to the current context.
The weight functions that have been considered are based either on a product of normal
or double-exponential densities; the corresponding functions
rβgλ necessary for their com-
putation are given in (1.4). In the sequel, these test statistics will be referred respectively
to SNn,N,λ and S
DE
n,N,λ. The weight function based on a product of double-gamma densities
has also been considered in the simulations; however, the results were very similar to
those of SDEn,N,λ, so they will not be presented.
The copula families that will be considered under the null hypothesis are the one-
parameter Clayton, Gumbel and Normal classes of models. It can be shown, following
the arguments in subsection 3.2, that the densities associated to these copulas satisfy
Assumption A2. In addition to these models under H0, the Plackett, Frank and Student
parametric copulas have also been included in the investigation. Details on these mod-
els can be found in the monographs by Nelsen (2006) and Mai and Scherer (2012). In
order to ease the interpretation of the results, all models are parameterized in terms of
Kendall's tau, which for a given copula C is dened by
τpCq “ 4
ż
r0,1s2
Cpu1, u2q dCpu1, u2q ´ 1.
The graphs of the real and imaginary parts of ΨCptq are to be found in Figure A.1 of the
Supporting information for the Clayton, Gumbel and Normal copulas when τpCθq “ .6,
and in Figure A.2 for the Plackett, Student and Frank copulas. Looking at these gures,
one can say that the characteristic functions associated to these copulas are very similar
for values of t “ pt1, t2q close to p0, 0q. More signicant dierences tend to occur for
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values of t1 and t2 away from the origin. This is an indication that one should choose
a weight function ω that gives sucient mass away from p0, 0q in order to discriminate
between these models.
In order to speed-up the very time-consuming simulations due to the use of the para-
metric bootstrap, tables of critical values have been created for each model under H0.
Specically, for each value of τ “ p2j ´ 1q{100, j P t1, . . . , 50u, the 95-th percentile of
the test statistic have been estimated from 1000 replicates. Then, when performing the
tests, the estimated p-value is obtained via a linear interpolation based on the empirical
value of Kendall's tau. This method is equivalent in using the estimation of θ based on
the inversion of Kendall's tau and the parametric bootstrap with B “ 1000 replicates.
1.4.2 Size, power, and choice of the smoothing parameter
The estimated percentages of rejection of the null hypothesis when testing for a Clayton,
Gumbel and Normal copula family are reported respectively in Table 1.1, Table 1.2 and
Table 1.3 when n “ 150; the number of articial samples has been set to N “ 500.
Complementary simulation results for the case n “ 300 are given in Tables A.1A.3
of the Supporting information. Various values of the smoothing parameter have been
studied as well, namely λ P t2, 4, 6, 8u; experiences not reported here show that the tests
are not very powerful when using smaller values of λ.
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Table 1.1: Percentages of rejection, as estimated from 1000 replicates, of the null hypoth-
esis of a Clayton copula under Clayton (C`), Gumbel (Gu), Normal (N), Plackett (P`),
Student (T3) and Frank (Fr) alternatives when n “ 150 for the tests based on SNn,N,λ and
SDEn,N,λ
Normal weights Double-exponential weights
C τ SNn,N,2 S
N
n,N,4 S
N
n,N,6 S
N
n,N,8 S
DE
n,N,2 S
DE
n,N,4 S
DE
n,N,6 S
DE
n,N,8
.2 5.4 5.3 5.2 5.0 5.5 5.1 5.6 5.4
C` .4 5.4 5.7 5.5 5.1 6.2 5.4 5.6 5.0
.6 4.5 3.7 3.8 4.5 4.0 3.6 3.7 4.5
.2 39.0 45.7 39.2 34.3 45.1 44.3 41.0 38.7
Gu .4 89.7 90.0 86.6 84.5 91.8 90.1 88.5 87.4
.6 98.8 98.0 96.8 97.7 98.9 98.3 97.7 98.1
.2 15.3 21.5 18.8 16.0 19.7 20.4 20.0 17.9
N .4 54.9 60.3 52.2 48.1 62.3 59.7 55.8 52.1
.6 73.9 73.5 64.8 65.8 77.3 73.1 69.3 69.2
.2 16.1 22.6 19.5 17.0 20.1 22.1 20.4 19.2
P` .4 52.6 59.6 55.0 51.5 60.1 60.4 57.5 54.3
.6 78.0 76.3 72.9 74.7 80.1 78.1 76.0 76.4
.2 19.9 30.6 29.2 27.4 24.9 28.8 28.9 28.1
T3 .4 59.3 66.4 59.3 54.2 66.2 65.6 61.6 57.0
.6 85.0 83.4 75.4 75.7 87.0 83.4 79.2 77.7
.2 15.3 22.7 20.6 18.4 20.6 22.8 21.6 20.2
Fr .4 51.1 59.7 52.5 49.8 59.0 59.0 55.6 53.7
.6 72.1 73.4 67.4 69.4 76.0 74.2 71.8 72.1
In the light of these results, one can claim that all the tests are very good at keeping their
5% nominal level. Hence, even if the parametric bootstrap is only valid asymptotically,
it performs well for the replication of the test statistics under the null hypothesis in
moderately small sample sizes. As expected, the power of the tests is higher when
n “ 300 compared to n “ 150, as a consequence of the consistency of the tests. Also
note that all the families considered under H1, except the Student copula, contain the
independence copula Πpu, vq “ uv as a special case when τ “ 0. Hence, the models tend
to be similar for small values of τ . When testing for a Clayton copula family, the more
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Table 1.2: Percentages of rejection, as estimated from 1000 replicates, of the null hypoth-
esis of a Gumbel copula under Clayton (C`), Gumbel (Gu), Normal (N), Plackett (P`),
Student (T3) and Frank (Fr) alternatives when n “ 150 for the tests based on SNn,N,λ and
SDEn,N,λ
Normal weights Double-exponential weights
C τ SNn,N,2 S
N
n,N,4 S
N
n,N,6 S
N
n,N,8 S
DE
n,N,2 S
DE
n,N,4 S
DE
n,N,6 S
DE
n,N,8
.2 42.4 51.7 43.6 38.3 48.8 51.5 46.6 43.3
C` .4 90.4 91.2 85.8 83.4 93.4 90.3 87.6 87.3
.6 98.7 97.8 97.0 97.1 98.8 98.2 98.4 97.9
.2 6.5 6.3 6.1 6.5 6.1 6.2 5.8 6.4
Gu .4 5.4 5.1 5.4 5.2 4.6 5.0 5.6 5.2
.6 3.5 4.1 4.0 3.8 3.9 3.4 4.2 3.6
.2 9.5 11.1 9.2 8.6 10.8 10.6 9.2 10.0
N .4 13.7 18.2 16.5 15.8 17.2 17.1 17.1 17.0
.6 13.4 19.1 15.3 14.4 17.2 18.0 16.4 15.8
.2 8.3 11.1 10.4 9.6 8.6 11.2 10.7 10.1
P` .4 15.3 22.9 21.5 20.5 19.9 22.8 23.3 22.8
.6 18.6 24.8 24.4 26.6 22.9 25.5 25.9 25.9
.2 11.8 15.5 15.4 15.4 13.7 15.0 14.7 15.1
T3 .4 18.7 21.1 19.2 18.2 20.6 20.1 20.1 20.5
.6 24.2 23.0 18.9 18.2 25.6 21.5 20.0 19.2
.2 8.8 13.4 13.4 12.8 10.0 13.2 13.9 13.4
Fr .4 19.4 25.7 25.1 23.5 22.7 25.4 25.6 25.7
.6 20.4 33.2 28.2 27.2 26.6 33.2 31.0 29.9
easily detected departure from H0 is the Gumbel alternative; the other models are also
well detected. When testing for a Gumbel or a Normal copula family, the percentages
of rejection are lower compared to the results in Table 1.1 for the null hypothesis of a
Clayton copula, except when the alternative belongs to the Clayton family.
When the weight function is based on a product of Normal densities, it is quite clear
that the test based on SNn,N,λ that is globally the most powerful is when λ “ 4; this is
especially true when n “ 300. The choice λ “ 2 is also good when the level of dependence
is high, i.e. when τ “ .6. For the tests based on double-exponential densities, i.e. SDEn,N,λ,
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Table 1.3: Percentages of rejection, as estimated from 1000 replicates, of the null hypoth-
esis of a Normal copula under Clayton (C`), Gumbel (Gu), Normal (N), Plackett (P`),
Student (T3) and Frank (Fr) alternatives when n “ 150 for the tests based on SNn,N,λ and
SDEn,N,λ
Normal weights Double-exponential weights
C τ SNn,N,2 S
N
n,N,4 S
N
n,N,6 S
N
n,N,8 S
DE
n,N,2 S
DE
n,N,4 S
DE
n,N,6 S
DE
n,N,8
.2 17.1 22.7 18.3 16.0 21.4 22.1 18.6 17.5
C` .4 52.3 55.2 46.8 42.0 55.8 53.9 49.6 46.9
.6 81.5 77.8 73.5 71.1 83.5 78.2 76.2 74.6
.2 10.0 9.3 8.0 7.8 10.3 9.6 8.4 8.5
Gu .4 16.3 16.7 15.4 14.3 17.4 16.4 15.7 14.5
.6 19.9 18.9 15.6 14.9 21.3 18.7 16.6 15.9
.2 7.3 7.1 6.6 6.8 7.2 7.1 6.6 6.7
N .4 5.0 4.4 4.9 4.7 4.1 4.6 5.0 5.1
.6 4.1 5.0 4.8 5.1 4.3 5.4 5.0 5.2
.2 5.5 6.9 7.8 8.4 5.7 7.1 7.4 8.5
P` .4 6.1 8.1 11.7 13.3 6.0 8.8 11.4 12.4
.6 7.9 8.8 14.9 19.2 7.3 9.4 13.7 18.0
.2 8.2 13.8 16.9 18.4 8.9 13.1 14.7 16.2
T3 .4 10.0 9.5 12.5 13.2 9.0 9.0 10.8 11.9
.6 16.8 9.0 8.5 9.2 12.7 7.9 7.6 8.5
.2 6.0 5.9 6.4 7.5 5.8 6.2 6.4 7.0
Fr .4 6.0 9.9 11.2 11.7 6.9 10.0 11.7 12.2
.6 5.4 15.8 17.9 17.6 8.8 18.3 18.1 19.3
the power tend to vary less according to the value of λ compared to SNn,N,λ. Nevertheless,
SDEn,N,2 and S
DE
n,N,4 are slightly more powerful when n “ 150, while it is mainly SDEn,N,4, SDEn,N,6
and SDEn,N,8 that provide the best power when n “ 300. Hence, one could consider SNn,N,4
and SDEn,N,4 as reliable choices, globally.
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1.4.3 Comparisons with the test based on SCn
According to the simulation results presented in Section 4.2, the best tests are those using
the Normal and Double-exponential weights with λ “ 4. The performance of these two
test statistics will now be compared to an estimated version of the Cramérvon Mises
test statistic SCn , namely
SCn,N “ n
ż
r0,1sd
tCnpuq ´ CNpuqu2 du,
where CN is the empirical copula of an articial random sample from Cθn. The results
comparing SCn,N with the Normal weights test statistic S
N
n,N,4 when n “ 150 are reported
in Table 1.4 for N “ 500 and in Table 1.6 for N “ 1000; here again, simulation results
when n “ 300 are to be found in the Supporting information (Tables A.4A.5). Note
that the results for the Double-exponential weights test statistic SDEn,N,4 are not reported
since the results were almost identical to those of SNn,N,4. The same copula models under
H0 and H1 that were used for the results reported in Tables 1.11.3 have been considered.
While the global performance of the two tests is quite similar, some notable dierences
occur. When testing for a Clayton copula family, the test based on SCn,N is systematically
more powerful than its competitor when n “ 150; this superiority disappears when
n “ 300, the power of the two tests being quite equivalent. A somewhat opposite
conclusion occurs when the null hypothesis is the Gumbel family, since SNn,N,4 is more
powerful than SCn,N when n “ 150; this is especially true when the alternative is either a
Plackett, Student or Frank copula. Here again, the tests perform similarly when n “ 300.
When testing for a Normal copula, the characteristic function test based on SNn,N,4 is
more powerful than the test based on SCn,N when the alternative belongs to the Clayton
or Student family; SCn,N is slightly more powerful than S
N
n,N,4 under Gumbel alternatives.
Finally note that for a given scenario, the power is generally higher when N “ 1000
compared to N “ 500, but the relative performance of the two tests is similar.
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Table 1.4: Percentages of rejection, as estimated from 1000 replicates, of the tests based
on SNn,N,4 and S
C
n,N when n “ 150 for the null hypotheses of Clayton (C`), Gumbel (Gu)
and Normal (N) copula families when N “ 1000
H0: C` H0: Gu H0: N
C τ SNn,N,4 S
C
n,N S
N
n,N,4 S
C
n,N S
N
n,N,4 S
C
n,N
.2 5.3 5.3 51.7 44.6 22.7 16.4
C` .4 5.7 5.6 91.2 88.8 55.2 47.8
.6 3.7 3.7 97.8 98.0 77.8 73.3
.2 45.7 52.2 6.3 6.0 9.3 12.4
Gu .4 90.0 94.2 5.1 5.7 16.7 19.7
.6 98.0 99.5 4.1 3.1 18.9 21.4
.2 21.5 25.9 11.1 8.6 7.1 8.0
N .4 60.3 68.6 18.2 14.9 4.4 4.6
.6 73.5 83.3 19.1 13.0 5.0 5.1
.2 22.6 26.4 11.1 9.0 6.9 7.1
P` .4 59.6 68.8 22.9 19.0 8.1 8.3
.6 76.3 85.6 24.8 19.9 8.8 9.9
.2 30.6 32.0 15.5 12.0 13.8 10.9
T3 .4 66.4 71.6 21.1 16.7 9.5 7.7
.6 83.4 89.8 23.0 16.0 9.0 6.7
.2 22.7 27.8 13.4 11.1 5.9 6.4
Fr .4 59.7 68.1 25.7 23.5 9.9 10.4
.6 73.4 84.0 33.2 28.7 15.8 18.0
1.5 Illustration on a multivariate data set
1.5.1 Some copula models suitable for multivariate modeling
When the interest is in the modeling of a d-dimensional random vector, one is generally
seeking for models that are exible enough to deal with high values of d. One also wants
to have parameters that can easily be estimated and interpreted. In addition, applications
like spatial statistics require a specic parametrization for each of the possible pairs of
variables. From this perspective, the Archimedean copulas are not suitable since in these
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Table 1.5: Percentages of rejection, as estimated from 1000 replicates, of the tests based
on SNn,N,4 and S
C
n,N when n “ 150 for the null hypotheses of Clayton (C`), Gumbel (Gu)
and Normal (N) copula families when N “ 1000
H0: C` H0: Gu H0: N
C τ SNn,N,4 S
C
n,N S
N
n,N,4 S
C
n,N S
N
n,N,4 S
C
n,N
.2 3.5 4.4 58.3 48.3 28.0 20.7
C` .4 4.2 4.3 95.7 94.8 65.1 54.8
.6 3.5 3.3 98.5 98.5 84.1 77.8
.2 53.6 62.5 5.5 5.7 11.9 14.9
Gu .4 93.5 96.8 4.9 4.1 20.1 26.0
.6 99.4 99.9 4.3 4.5 22.7 28.8
.2 25.5 30.2 12.4 8.8 4.0 4.8
N .4 64.6 72.8 20.2 15.3 6.4 6.0
.6 81.4 90.3 22.0 15.7 4.8 5.1
.2 25.8 32.2 12.8 10.6 6.2 6.8
P` .4 62.8 71.6 25.5 21.5 6.7 8.2
.6 81.1 90.3 28.3 26.3 10.7 14.1
.2 39.3 42.0 19.2 13.2 17.7 11.8
T3 .4 75.5 81.6 27.2 20.1 13.2 10.3
.6 90.5 93.5 25.6 18.6 15.1 11.0
.2 25.6 30.8 13.4 11.3 6.5 6.8
Fr .4 68.2 79.5 31.5 28.2 11.1 11.4
.6 81.1 89.9 39.3 36.3 22.5 24.2
models, each pair of variables has the same the level of dependence as managed by θ P Rp.
Among the models that meet the above requirements, one has the multivariate Normal
copula dened for u “ pu1, . . . , udq P r0, 1sd by CNΣ puq “ ΦdΣ tΦ´1pu1q, . . . ,Φ´1pudqu,
where Φd
Σ
is the distribution function of the d-variate standard Normal distribution with
correlation matrix Σ and Φ is the cdf of the standard univariate Normal. Alternatives
to the Normal dependence structure are given by the general family of elliptical copu-
las. One of its members is the Student copula with ν P N degrees of freedom dened
by CT
Σ,νpuq “ T dΣ,ν tT´1ν pu1q, . . . , T´1ν pudqu, where T dΣ,ν is the cdf of the multivariate Stu-
dent distribution with correlation matrix Σ and Tν is the cdf of the univariate Student
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distribution. Another model described by Bàrdossy (2006) is the chi-square copula de-
ned as the dependence structure of X “ ppZ1 ` µq2, . . . , pZd ` µq2q, where µ P R and
pZ1, . . . , Zdq „ ΦdΣ. As shown by Quessy et al. (2016), the chi-square copula can be
written for Ξ “ t´1,`1ud in the form
C
χ
Σ,µpuq “
ÿ
PΞ
˜
dź
j“1
j
¸
ΦΣ thµp1u1q, . . . , hµpdudqu ,
where hµpuq “ signpuq
b
G´1µ p|u|q ´ µ and Gµpxq “ Φp
?
x ´ µq ` Φp?x ` µq ´ 1. Note
that µÑ8 corresponds to the Normal copula CN
Σ
.
For the Normal and Student copulas, it is well known that the bivariate Kendall's tau
are given by τNjj1 “ τTjj1 “ p2{piq sin´1pΣjj1q. From Quessy et al. (2016), Kendall's tau for
the bivariate chi-square copula expresses as
τ
χ
jj1 “ τNjj1
!
4ΦΣjj1
´?
2µ,
?
2µ
¯
´ 4Φ
´?
2µ
¯
` 1
)
. (1.8)
In the case of the centered chi-square copula, i.e. when µ “ 0, the formula reduces to
τ
χ
jj1 “ pτNjj1q2. In practice, assuming that ν and µ are xed values, the entries of Σ can
be estimated using a method-of-moment estimator based on Kendall's tau. Specically,
letting τjj1,n be the empirical version of Kendall's tau for the pair pXj , Xj1q, an estimator
of Σjj1 in the case of the Normal and Student copulas is given by Σjj1,n “ sinppi τjj1,n{2q.
The entries of Σ in the chi-square copula model are estimated by solving (1.8) numerically.
1.5.2 Analysis of the Australian Institute of Sport data set
This data set consists of 13 biometric measures taken on n “ 202 Australian athletes (102
males and 100 females); it is available in R. These data were rst analyzed by Telford
and Cunningham (1991) in order to see if blood hemoglobin concentrations of athletes in
endurance-related events dier from those in power-related events. They have been used
to illustrate new statistical methodologies, for instance by Cook and Weisberg (1994).
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The data that will be analyzed here concern d “ 5 of these biological characteristics,
namely X1: Red cell count, X2: Hematocrit, X3: Hemoglobin, X4: Lean body mass and
X5 Height. As required, these ve variables are continuous. Figure 1.1 provides the pair
plots for each of the ten pairs of variables, both for the original data X1, . . . ,X202 (upper
triangle) and the pseudo-observations
pU1, . . . , pU202 (lower triangle); histograms are on
the diagonal. It can be seen that some of the marginal distributions are asymmetric;
moreover, while the dependence structure in the pairs looks symmetric with respect
to the main diagonal, some pairs show some sort of radial asymmetry, i.e. they have
dierent lower and upper tails. These features strongly suggest that the Normal and
Student distributions would not be appropriate choices for these data.
In order to select a suitable multivariate copula for the dependence structure of these
data, the goodness-of-t tests developed in this work will be performed. Specically, the
null hypotheses of multivariate Normal, Student and chi-square copulas will be formally
tested. The degrees of freedom that have been considered for the Student copula are
ν P t1, 3, 5, 7, 10u, while the non-centrality parameter for the chi-square copula has been
set to µ P t0, 1, 2u. The results are presented in Table 1.6, where the P-values of the
tests based on SNn,N,4 and S
DE
n,N,4 have been computed from B “ 1000 replicates of the
parametric bootstrap method. For comparison purposes, the tests have been performed
both with N “ 500 and N “ 1000.
First observe that all models are clearly rejected at the 5% nominal level, except the chi-
square copula with non-centrality parameter µ “ 1. This conclusion is in accordance with
the pair plots of pseudo-observations given in the lower triangle of Figure 1.1. Indeed,
the only model among those considered under the null hypothesis that allow for radial
asymmetry is the family of chi-square copulas. Note that the results are very similar for
both weight functions and the two values of N . A similar analysis has been performed
on the male and female data sets taken separately. This time, none of the models was
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Figure 1.1: Pair plots of ve variables in the Australian Institute of Sport data set; upper
triangle: original observations; lower triangle: standardized ranks
rejected at the 5% level. This conclusion is not surprising since it is hard to discriminate
between models with such small data sets, especially in dimension d “ 5.
33
Table 1.6: P-values (in %) as estimated from B “ 1000 parametric bootstrap samples
for the goodness-of-t tests based on SNn,N,4 and S
DE
n,N,4 for d “ 5 continuous variables in
the Australian Institute of Sport data set; the models under the null hypothesis are the
Normal (N), Student (Tν) and chi-square (χ
2
µ) copulas
Test Null hypotheses
statistics H0 : N H0 : T1 H0 : T3 H0 : T5 H0 : T7 H0 : T10 H0 : χ
2
0 H0 : χ
2
1 H0 : χ
2
2
SNn,500,4 1.2 0.6 0.2 1.9 0.0 0.3 0.3 19.9 0.0
SDEn,500,4 1.0 0.4 0.2 1.7 0.0 0.2 0.2 19.8 0.0
SNn,1000,4 0.0 0.0 1.0 0.7 0.2 0.7 0.1 22.9 0.0
SDEn,1000,4 0.0 0.0 0.6 0.4 0.1 0.6 0.1 24.8 0.0
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CHAPITRE 2
Tests of radial symmetry for
multivariate copulas based on the
copula characteristic function
T. Bahraoui & J.-F. Quessy (2017)
Electronic Journal of Statistics, 11, 11851197
Résumé: Une nouvelle classe de statistiques de rangs est proposée an de vérier si
la copule d'une population multidimensionnelle possède la propriété de symétrie radiale.
Les statistiques proposées à cette n peuvent être vues comme des distances fonctionnelles
pondérées de type L2 entre une version non-paramétrique de la fonction caractéristique
de copule et son complexe conjugué. Il est montré que ces statistiques se comportent
asymptotiquement comme des V -statistiques dégénérées d'ordre quatre et que leurs lois
limites s'expriment comme des sommes pondérées de variables khi-deux indépendantes.
Une adaptation asymptotiquement valide de la méthode de ré-échantillonnage du multi-
plicateur est proposée pour le calcul de p-valeurs. Un avantage de l'approche suggérée est
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que contrairement aux méthodes basées sur la copule empirique, les dérivées partielles de
la copule n'ont pas à être estimées. Les propriétés enviables des nouveaux tests sous des
tailles d'échantillons nies sont démontrées par simulations. En outre, leur supériorité
par rapport à des tests concurrents étudiés par Genest and Ne²lehová (2014) dans le cas
bidimensionnel est clairement démontrée.
Abstract: A new class of rank statistics is proposed to assess that the copula of a
multivariate population is radially symmetric. The proposed test statistics are weighted
L2 functional distances between a nonparametric estimator of the characteristic function
that one can associate to a copula and its complex conjugate. It will be shown that these
statistics behave asymptotically as degenerate V -statistics of order four and that the
limit distributions have expressions in terms of weighted sums of independent chi-square
random variables. A suitably adapted and asymptotically valid multiplier bootstrap
procedure is proposed for the computation of p-values. One advantage of the proposed
approach is that unlike methods based on the empirical copula, the partial derivatives
of the copula need not be estimated. The desirable properties of the tests in nite
samples are shown via simulations. In particular, the superiority of the proposed tests
over competing ones based on the empirical copula investigated by Genest and Ne²lehová
(2014) in the bivariate case is clearly demonstrated.
2.1 Introduction
A random vector X “ pX1, . . . , Xdq is symmetric around µ “ pµ1, . . . , µdq P Rd if X ´
µ and µ ´ X have the same distribution. In particular when µ “ p0, . . . , 0q, this is
called central symmetry in standard books like Dharmadhikari and Joag-Dev (1988). Of
interest in this work is the relationship that exists between this notion of multivariate
symmetry and the copula that can be extracted from the distribution of a random vector.
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The starting point is that when the marginal distributions of X are continuous, Sklar's
Theorem ensures that there exists a unique copula C : r0, 1sd Ñ r0, 1s such that for all
x “ px1, . . . , xdq P Rd,
PpX ď xq “ C tPpX1 ď x1q, . . . ,PpXd ď xdqu . (2.1)
Of course, the symmetry of X around µ entails the symmetry of X` around µ` for
each ` P t1, . . . , du. In addition, it also entails the so-called radial symmetry of C. In
other words, the radial symmetry of C means that U „ C and 1d ´ U have the same
distribution, where 1d “ p1, . . . , 1q P Rd. Hence, X is symmetric about µ if and only if
X1, . . . , Xd are marginally symmetric and the copula C of X is radially symmetric; for
more details, see Joe (2015).
From a model-building perspective using copulas, it may be of interest to check if the
dependence structure of a random vector is radially symmetric. In other words, it is a
good idea to test the radial symmetry hypothesis before trying to t a specic copula
model to multivariate observations. It is only in the case of its acceptance that the use
of a family of radially symmetric copulas would be justied, e.g. the well-known Normal
and Student copulas, or more generally the models in the elliptical class. However, if
the null hypothesis of radial symmetry is rejected, one would have to seek for radially
asymmetric models, e.g. the skew-elliptical or chi-square copulas.
Letting Uj “ FjpXjq for j P t1, . . . , du, the radial symmetry of X is equivalent to the
equality in distribution of U and 1d ´U. This can be conveniently expressed in terms
of the random vector
W “ U ´ 1
2
1d “
ˆ
F1pX1q ´ 1
2
, . . . , FdpXdq ´ 1
2
˙
(2.2)
that takes value in r´1{2, 1{2sd. Namely, the interest in this work is to test for the central
symmetry of W, i.e.
H0 :W
d“ ´W against H1 :W
d‰ ´W. (2.3)
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Tests of radial symmetry based on empirical copulas have been proposed by Bouzebda
and Cher (2012) and Genest and Ne²lehová (2014) when d “ 2; see also Rosco and Joe
(2013) for the denition of measures of bivariate radial asymmetry. Essentially, these
authors adopt a distribution-oriented perspective based on the comparison of nonpara-
metric estimators of the copulas of pU1, U2q and p1´ U1, 1´ U2q, respectively.
As noted by Quessy (2016), one can derive powerful and easy-to-implement tests by
using the characteristic function associated to C. The latter arises as a natural version
of the usual multivariate characteristic function. To be more specic, let ψC be the
characteristic function of W, i.e. for i2 “ ´1 and t P Rd,
ψCptq “ Epei tWJq.
Under the null hypothesis of radial symmetry described in (2.3), it is clear that ψCptq “
ψCp´tq for all t P Rd. Using the identity eix “ cosx ` i sin x, it can be seen to be
equivalent to LCptq “ 0 for all t P Rd, where
LCptq “ E
 
sin
`
tW
J
˘(
. (2.4)
In fact, as noted e.g. by Henze et al. (2003), H0 holds if and only if LCptq “ 0 for each
t P Rd, so that the null and alternative hypotheses of interest can be reformulated as
H0 : LCptq “ 0 @t P Rd and H1 : LCptq ‰ 0 for some t P Rd.
From a practical point-of-view, it will be seen in this work that this characterization of
radial symmetry has many advantages:
(i) nice and easy-to-implement formulas are available for test statistics based on weighted
L2-functionals of LC ;
(ii) p-values can be computed from the multiplier bootstrap adapted to V-statistics
and avoids the task of estimating the partial derivatives of the copula necessary
when dealing with empirical copulas;
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(iii) in the bivariate case, the tests based on these statistics are more powerful than the
only available tests investigated by Genest and Ne²lehová (2014).
The paper is organized as follows. Section 2 introduces the new class of test statistics
and provides explicit formulas for their computation. Section 3 derives the asymptotic
behavior of these test statistics under the null hypothesis of radial symmetry. Section 4
describes and validates a resampling procedure based on the multiplier bootstrap adapted
to the context of rank-based V-statistics; the consistency of the tests against general
radially asymmetric alternatives is established as well. In Section 5, the eciency of the
tests in terms of size and power is investigated with the help of MonteCarlo simulations
and the results are compared to the test statistics studied by Genest and Ne²lehová
(2014) in the bivariate case.
2.2 Test statistics
Let X1, . . . ,Xn, where Xj “ pXj1, . . . , Xjdq, be independent copies of a random vector
X “ pX1, . . . , Xdq „ F . In the sequel, it is assumed that the marginal distributions
F1, . . . , Fd are continuous, so that there is a unique copula C that satises (2.1). Usually,
the marginal distributions are unknown, in which case the vector W dened in (2.2) is
not observable. For that reason, one has to rely on the vectors of pseudo-observationsxW1, . . . ,xWn, where for each j P t1, . . . , nu,
xWj “ ˆpF1pXj1q ´ 1
2
, . . . , pFdpXjdq ´ 1
2
˙
,
with
pF` being the `-th re-scaled marginal empirical distribution function, i.e.
pF`pxq “ 1
n` 1
nÿ
k“1
I pXk` ď xq .
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An empirical version of LC based on its denition in Equation (2.4) is given by
Lnptq “ 1
n
nÿ
j“1
sin
´
txWJj ¯ .
For some weight function ω : Rd Ñ R, a test statistic for radial symmetry is
Rn,ω “ n
ż
Rd
tLnptqu2 ωptq dt. (2.5)
As will be seen later, it is usually assumed that ω is strictly positive, except maybe on
a subset of Rd of Lebesgue measure zero. This requirement ensures that a test based on
Rn,ω is consistent against all alternatives to H0.
An explicit formula for Rn,ω arises easily upon dening for a,b P Rd the function
Bωpa,bq “
ż
Rd
sinpt aJq sinpt bJqωptq dt. (2.6)
It is then a routine exercise to show that
Rn,ω “ 1
n
nÿ
j,j1“1
Bω
´xWj,xWj1¯ .
It is usual in characteristic-function testing to assume that ω is a probability density.
The next lemma provides a formula for Bω in that case.
Lemma 4 If ω is a probability density on Rd, then
Bωpa,bq “ tAω pa´ bq ´ Aω pa` bqu {2, (2.7)
where Aω is the real part of the characteristic function of ω, i.e.
Aωpaq “
ż
Rd
cospt aJqωptq dt.
It is worth noting that Aω “ Arω, where the function rωptq “ tωptq ` ωp´tqu{2 is radially
symmetric in the sense that rωptq “ rωp´tq for all t P Rd; therefore, Bω “ Brω. Hence, it
may be assumed without loss of generality that ω in Lemma 4 is a radially symmetric
density around p0, . . . , 0q P Rd.
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Example 1 A special case of Lemma 4 occurs when ω is a product of densities that are
symmetric around zero, i.e. ωptq “ g1pt1q ˆ ¨ ¨ ¨ ˆ gdptdq, where for each ` P t1, . . . , du,
g`p´xq “ g`pxq for all x P R. Since in this situation, the characteristic function of
ω factorizes into the product of the marginal characteristic functions, one has for a “
pa1, . . . , adq and b “ pb1, . . . , bdq that
Bωpa,bq “ 1
2
#
dź
`“1
α`pa` ´ b`q ´
dź
`“1
α`pa` ` b`q
+
,
where α`paq “
ş
R
cospx aq g`pxq dx. In order to accomplish some sort of smoothing, one
can substitute g`ptq with g`pt{σq for some σ ą 0, so that
Bωpa,bq9
dź
`“1
α` tσpa` ´ b`qu ´
dź
`“1
α` tσpa` ` b`qu . (2.8)
Example 2 Suppose that ω is the density of a standardized bivariate elliptical distribu-
tion. In that case, for some ϕω : R
` Ñ R` and positive-denite correlation matrix R, the
characteristic function of ω is of the form Aωpaq “ ϕωpaR aJq, where a “ pa1, . . . , adq.
By considering ωpt{σq instead of ωptq, where σ ą 0 is a real-valued smoothing parameter,
the characteristic function becomes Aωpaq “ σ2 ϕωpσ2 aR aJq and then
Bωpa,bq9ϕω
 
σ2pa´ bqR pa´ bqJ(´ ϕω  σ2pa` bqR pa` bqJ( .
One recovers the standard Normal distribution when ϕωpxq “ e´x{2, and then
Bωpa,bq9φR tσpa´ bqu ´ φR tσpa` bqu , (2.9)
where φR is the d-variate standard Normal density with correlation matrix R.
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2.3 Large-sample behavior of Rn,ω under the null hy-
pothesis of radial symmetry
The large-sample behavior of Rn,ω under radial symmetry is derived in this section. It
will rst be shown that Rn,ω is asymptotically equivalent to a V-statistic of degree four.
The reader is referred to the excellent monograph by Lee (1990) for further details on the
theory of U- and V-statistics. Before stating the result, dene for w1 “ pw11, . . . , w1dq P
r´1{2, 1{2sd, w2 “ pw21, . . . , w2dq P r´1{2, 1{2sd and t P Rd the function
Λtpw1,w2q “ sinptwJ1 q `
dÿ
`“1
"
Ipw2` ď w1`q ´ w1` ´ 1
2
*
t` cosptwJ1 q. (2.10)
Also, let Φω be such that
12Φωpw1,w2,w3,w4q
“
ż
Rd
tΛtpw1,w2q ` Λtpw2,w1qu tΛtpw3,w4q ` Λtpw4,w3quωptq dt
`
ż
Rd
tΛtpw1,w3q ` Λtpw3,w1qu tΛtpw2,w4q ` Λtpw4,w2quωptq dt
`
ż
Rd
tΛtpw1,w4q ` Λtpw4,w1qu tΛtpw2,w3q ` Λtpw3,w2quωptq dt.
Proposition 4 Suppose that X1, . . . ,Xn are i.i.d. from a multivariate distribution func-
tion having continuous marginal distributions and whose unique copula C is radially sym-
metric. Then as long as the weight function ω satisesż
Rd
ωptq dt ă 8 and
ż
Rd
pt1 ` ¨ ¨ ¨ ` tdq4 ωptq dt ă 8,
one has
Rn,ω “ 1
n3
nÿ
j,j1,k,k1“1
Φω pWj,Wj1,Wk,Wk1q ` oPp1q,
where for U1, . . . ,Un i.i.d. C, Wj “ Uj ´ 1d{2 for each j P t1, . . . , nu.
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One can now invoke results in the theory of V-statistics to obtain an asymptotic repre-
sentation for Rn,ω. Before stating it, dene the bivariate degenerate kernel
Ψωpw1,w2q “
ż
Rd
λtpw1qλtpw2qωptq dt,
where λtpwq “ EW tΛtpw,Wq ` ΛtpW,wqu. Under the null hypothesis, W d“ ´W and
then one can show from the denition of Λt in Equation (3.3) that
λtpwq “ sinptwJq `
dÿ
`“1
EW
"ˆ
Ipw` ďW`q ´ 1
2
˙
t` cosptWJq
*
. (2.11)
Proposition 5 Under the conditions of Proposition 4,
Rn,ω “ 1
n
nÿ
j,j1“1
Ψω pWj,Wj1q ` oPp1q. (2.12)
Hence, Rn,ω converges in distribution to a random variable having representation
Rω “ EW tΨωpW,Wqu `
8ÿ
j“1
κj
`
Z2j ´ 1
˘
, (2.13)
where tZju8j“1 is a sequence of i.i.d. Np0, 1q random variables and tκju8j“1 are the eigen-
values of η ÞÑ EWtΨωpw,Wq ηpWqu.
2.4 Computation of p-values
2.4.1 Multiplier versions of the test statistics
The asymptotic representation of the test statistic Rn,ω under the null hypothesis, as
described in Equation (2.13) of Proposition 5, can hardly be used for the computation of
p-values. On one hand, this representation depends on eigenvalues that are dicult to
compute, and on another hand, the latter depend on a radially symmetric copula C that is
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not specied under the null hypothesis. For these reasons, it will rather be representation
(2.12) that will be exploited in conjunction with a nonparametric approach based on
the multiplier bootstrap. This resampling method is described in details in a general
empirical process context by van der Vaart and Wellner (1996) and Kosorok (2008).
Versions suitably adapted to U- and V-statistics are considered by Dehling and Mikosch
(1994) in the i.i.d. case and by Leucht and Neumann (2013) under serial dependence.
Proposition 5 has established that Rn,ω is asymptotically equivalent to a rst-order degen-
erate V-statistic. One can therefore, at least in principle, adapt results on the multiplier
bootstrap of degenerate U and V-statistics that one can nd in Dehling and Mikosch
(1994). To this end, start with independent multiplier random variables ξ1, . . . , ξn, where
for each j P t1, . . . , nu, Epξjq “ Varpξjq “ 1. In view of the asymptotic representation
in Equation (2.12) and recalling that Ψωpw1,w2q “
ş
Rd
λtpw1qλtpw2qωptq dt, with λt
dened in Equation (2.11), a multiplier version of Rn,ω would be given by
pR1n,ω “ 1n
nÿ
j,j1“1
∆j ∆j1 Ψω pWj,Wj1q ,
where ∆j “ pξj{ξ¯q ´ 1 and ξ¯ “ pξ1 ` ¨ ¨ ¨ ` ξnq{n. However, since the random vectors
W1, . . . ,Wn are unobservable, the latter will be replaced, in a rather natural way, byxW1, . . . ,xWn in the above expression. Moreover, the computation of λt, and at the same
time of Ψω, involves an expectation with respect to the unspecied distribution of W
under the null hypothesis. For that reason, Ψω will be estimated by
pΨωpw1,w2q “ ż
Rd
pλtpw1q pλtpw2qωptq dt,
where pλtpwq “ sinptwJq ` dÿ
`“1
#
1
n
nÿ
k“1
ˆ
Ipw` ď xWk`q ´ 1
2
˙
t` cosptxWJk q
+
.
The proposed multiplier version of Rn,ω is then
pRn,ω “ 1
n
nÿ
j,j1“1
∆j ∆j1 pΨω ´xWj,xWj1¯ .
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2.4.2 Asymptotic validity of the multiplier bootstrap and consis-
tency tests
The following result characterizes the asymptotic behavior of
pRn,ω conditional on the
data, both under H0 and under xed alternatives.
Proposition 6 Let P‹ be the probability measure conditional on X1, . . . ,Xn i.i.d. F
whose marginal distributions F1, . . . , Fd are continuous and whose unique copula is C. If
ω is integrable and satises
ş
Rd
pt1 ` ¨ ¨ ¨ ` tdq4 ωptq dt ă 8, then
sup
rPR`
ˇˇˇ
P
‹
´ pRn,ω ď r¯´ P´rRω ď r¯ˇˇˇ PÝÑ 0,
where
rRω has the same limit as the rst-order degenerate V-statistic
rRn,ω “ 1
n
nÿ
j,j1“1
rΨωpWj,Wj1q “ 1
n
nÿ
j,j1“1
ż
Rd
rλtpWjq rλtpWj1qωptq dt,
with Wj “ pF1pXj1q ´ 1{2, . . . , FdpXjdq ´ 1{2q for each j P t1, . . . , nu and for W “
U´ 1d{2 with U „ C,
rλtpwq “ sinptwJq ` dÿ
`“1
EW
"ˆ
Ipw` ďW`q ´ 1
2
˙
t` cosptWJq
*
.
Note that under H0,
rλt “ λt. Hence, a consequence of Proposition 6 is that the asymp-
totic distribution of
pRn,ω matches that of Rn,ω stated in Proposition 5. In other words,pRn,ω replicates Rn,ω properly under the null hypothesis as n goes to innity. Another
consequence of the result is the consistency of the test based on Rn,ω. On one hand, sincerRω has a non-degenerate distribution, pRn,ω “ OPp1q, while under the assumption that
the set tt P Rd : ωptq “ 0u has Lebesgue measure zero and since LC vanishes on Rd if
and only if H0 holds true, Rn,ω{n converges in probability to a positive constant. Thus,
Rn,ω goes to innity under general alternatives, so the test based on Rn,ω is consistent.
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In practice, one proceeds a large number M of times to obtain asymptotically valid
replicates
pRp1qn,ω, . . . , pRpMqn,ω of Rn,ω. Considering independent vectors ∆p1q, . . . ,∆pMq of
standardized multipliers, where ∆
pmq “ p∆pmq
1
, . . . ,∆
pmq
n q, one can write
pRpmqn,ω “ 1n∆pmqDω p∆pmqqJ,
where the entries of Dω P Rnˆn are pDωqjj1 “ pΨωpxWj,xWj1q. Since Dω needs to be
computed only once from the data, these multiplier bootstrap replicates obtain very
quickly. An approximate and asymptotically valid p-value for the test of radial symmetry
based on Rn,ω is then xPVω “ 1
M
Mÿ
m“1
I
´ pRpmqn,ω ą Rn,ω¯ .
2.4.3 Implementation issues
An easy-to-implement procedure for the computation ofDω will be derived in this section.
To this end, the following lemma will prove useful as it provides an expression for
pΨω in
terms of Bω and some of its partial derivatives.
Lemma 5 For Bω given in equation (2.6), dene for `, `
1 P t1, . . . , du the partial deriva-
tives B
r`s
ω pa,bq “ BBωpa,bq{Ba` and Br`,`
1s
ω pa,bq “ B2Bωpa,bq{Ba` Bb`1. For Ipa, bq “
Ipa ď bq ´ 1{2, one has
pΨωpw1,w2q “ Bωpw1,w2q
`
dÿ
`“1
#
1
n
nÿ
k“1
Ipw2`,xWk`qBr`sω pxWk,w1q
+
`
dÿ
`“1
#
1
n
nÿ
k“1
Ipw1`,xWk`qBr`sω pxWk,w2q
+
`
dÿ
`,`1“1
#
1
n2
nÿ
k,k1“1
Ipw1`,xWk`q Ipw2`1,xWk1`1qBr`,`1sω pxWk,xWk1q
+
.
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Lemma 5 can now be exploited in order to derive a compact formula for the computation
of Dω based on products of matrices. To this end, dene D0 P Rnˆn whose entries are
pD0qjj1 “ BωpxWj,xWj1q, and D1, . . . , Dd P Rnˆn such that pD`qjj1 “ Br`sω pxWj ,xWj1q. Also
dene D11, . . . , Ddd such that pD``1qjj1 “ Br`,`
1s
ω pxWj,xWj1q. Finally, letting I1, . . . , Id P
Rnˆn be such that pI`qjj1 “ IpxWj`,xWj1`q for each ` P t1, . . . , du, one can show that
Dω “ D0 ` 1
n
dÿ
`“1
 
I`D` ` pI`D`qJ
(` 1
n2
dÿ
`,`1“1
I`D``1 I
J
`1 .
Explicit formulas for the computation of the partial derivatives of Bω when the weight
functions are those considered in Examples 12 are given in Appendix B.
2.5 Investigation of the size and power of the tests
2.5.1 The bivariate case
The aim of the section is to study the sampling properties of the tests of bivariate radial
symmetry based on Rn,ω when ω is the product of standard Normal, double-exponential
and double-gamma densities. The computation of Bω is then based on formula (2.8) in
the special case when α1 “ α2 “ α. For the three above-mentioned densities,
αpaq 9 e´a2{2, αpaq 9 1
a2 ` 4 and αpaq 9
4´ a2
pa2 ` 4q2 .
The standard bivariate Normal weight function with R12 “ R21 “ .5 has also been
considered; the formula for the computation of Bω is given in equation (2.9). It is clear
that these weight functions are integrable and satisfy the requirement
ş
Rd
pt1 ` ¨ ¨ ¨ `
tdq4 ωptq d t ă 8. In the sequel, these test statistics are noted respectively to RNn , RDEn ,
RDGn and R
bivN
n . The formulas for the computation of their multiplier versions are given in
Appendix B.1 and Appendix B.2. The multiplier variables ξ1, . . . , ξn are i.i.d. exponential
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with mean one. The number of bootstrap replicates has been set to M “ 1 000 and the
estimated probabilities of rejection are based on 1 000 MonteCarlo repetitions.
A rst step is to investigate how well the multiplier method succeeds in the replica-
tion of the distribution of the test statistics under the null hypothesis for small and
moderate sample sizes. To this end, the bivariate Frank, Normal, Plackett and Student
one-parameter families of radially symmetric copulas have been considered. Their expres-
sions are given in Table 2.1, together with the parameter space Θ; more details on these
models can be found in the monographs by Nelsen (2006) and Salvadori et al. (2007).
The value of the parameter for each model has been chosen in such a way that Kendall's
measure of association takes values in t.25, .50, .75u. Recall that for a given copula C,
Kendall's tau is dened by
τpCq “ 4
ż
r0,1s2
Cpu, vq dCpu, vq ´ 1.
The simulation results are reported in Table 2.2 for n “ 125 and in Table 2.3 for n “ 250,
where the value of the smoothing parameter σ lies in t.5, 1, 3, 5, 7u. The number of degrees
of freedom of the Student copula has been set to ν “ 4.
Generally speaking, all the tests are quite good at keeping their 5% nominal level when
n “ 250. The only notable exception is for σ “ .5 when C is either the Normal or the
Student copula with a high level of dependence, i.e. τpCq “ .75. A similar phenomenon,
though less marked, occurs when σ “ 7. Experiments not shown here indicate that this
issue is resolved when the sample size increases to n “ 500. When n “ 125, the tests
are conservative, especially for high values of τpCq. This behavior is typical of methods
based on the multiplier bootstrap.
In order to study the power of the tests based on RNn , R
DE
n , R
DG
n and R
bivN
n , the radially
asymmetric Gumbel, Clayton, chi-square and skew-Student copulas have been considered.
The Gumbel and Clayton models are described in standard books like Nelsen (2006) and
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Salvadori et al. (2007). A special case of the bivariate skew-Student copula with ν degrees
of freedom as dened by Demarta and McNeil (2005) is the dependence structure of
pX1, X2q “
c
ν
Y
pZ1, Z2q ` pγ1, γ2q ν
Y
,
where pZ1, Z2q is standard bivariate Normal with correlation θ and Y is a chi-square
random variable with ν degrees of freedom that is independent of pZ1, Z2q. When
γ1 “ γ2 “ 0, one recovers the radially symmetric Student copula, while otherwise, the
construction yields a radially asymmetric copula. In the current simulation study, the
case when pγ1, γ2q “ p1, 1q and ν “ 4 has been considered.
The multivariate chi-square copula family was introduced by Bàrdossy (2006) in the
context of spatial statistics and formally investigated by Quessy et al. (2016). A partic-
ular case is the centered bivariate chi-square copula dened as the dependence structure
of pZ21 , Z22q when pZ1, Z2q is standard Normal with correlation θ ą 0. Scatterplots of
n “ 10 000 simulated pairs from these four radially asymmetric copulas are provided
in Figure 2.1; the corresponding plots of LCpt1, t2q as a function of t1 P r´40, 40s when
t2 P t10, 20, 30u are given in Figure 2.2. Explicit expressions for the Gumbel, Clayton
and chi-square copulas are given in Table 2.4.
Figure 2.3 reports the power of the tests based on RNn , R
DE
n , R
DG
n and R
bivN
n as a function
of the smoothing parameter σ P r.5, 7s, both when n “ 125 and n “ 250. Three levels of
dependence have been considered, namely τpCq P t.25, .50, .75u. An overall look at these
curves leads to the conclusion that for the tests based on RNn , R
DE
n and R
DG
n , the best
choice seems to be σ “ 1 under the four alternatives, whatever the value of τpCq. Things
are a little less clear for the test based on RbivNn , since in that case the inuence of σ on
the power is less obvious. Nevertheless, σ “ 5 seems to be an appropriate choice.
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2.5.2 Comparisons with a test by Genest and Ne²lehová (2014)
Now the power of RNn , R
DE
n and R
DG
n when σ “ 1, and of RbivNn when σ “ 5, will be
compared to the procedures based on the empirical copula investigated by Genest and
Ne²lehová (2014). Letting
pUj1 “ pF1pXj1q and pUj2 “ pF2pXj2q, dene
Cnpu1, u2q “ 1
n
nÿ
j“1
I
´pUj1 ď u1, pUj2 ď u2¯ ,
Dnpu1, u2q “ 1
n
nÿ
j“1
I
´
1´ pUj1 ď u1, 1´ pUj2 ď u2¯ .
Three statistics based on functional distances between Cn and Dn were investigated by
Genest and Ne²lehová (2014). In the sequel, only the statistic that has been identied
by Genest and Ne²lehová (2014) as the most powerful will be considered, namely the
Cramérvon Mises statistic
Sn “ n
ż
r0,1s2
tCnpu1, u2q ´Dnpu1, u2qu2 dCnpu1, u2q
“
nÿ
k“1
!
Cn
´pUk1, pUk2¯´Dn ´pUk1, pUk2¯)2 .
The computation of p-values is based on the multiplier method adapted to empirical cop-
ulas; see for instance Segers (2012) and requires the estimation of the partial derivatives
of C. Full details are given in Appendix B.3. The simulation results are reported in
Table 2.5, where the power obtained by Genest and Ne²lehová (2014) under the Gumbel,
Clayton and Skew-Student have been indicated as well.
It can rst be seen that the results of Genest and Ne²lehová (2014), obtained with
M “ 250multiplier bootstrap replicates, are accurately reproduced here withM “ 1 000.
Otherwise, some expected conclusions can be made, namely that the power of each test
increases with the sample size, as a consequence of their consistency. Note also that the
power of the tests is smaller under Gumbel alternatives, since as noted by Genest and
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Ne²lehová (2014), the radial asymmetry is quite weak for the members of this family; this
conclusion can also be reached upon looking at Figures 2.12.2. In addition, the power
generally increases with the level of dependence, as the asymmetry tends to increase as
a function of τpCq. An exception is the skew-Student copula, where the asymmetry is
lower when τpCq “ .75. These features are in accordance with Figures 2.12.2.
The test based on RbivNn is always much less powerful than the three other characteristic
function tests based on RNn , R
DE
n and R
DG
n , the performance of these three statistics
being quite similar. Now comparing the newly introduced tests with that based on Sn,
the following comments can be made:
(i) Under Gumbel, chi-square and skew-Student alternatives, the performance of RNn ,
RDEn and R
DG
n is clearly better than that of Sn;
(ii) Under Clayton alternatives, the power of RNn , R
DE
n and R
DG
n is similar to Sn;
The above conclusions hold both for n “ 125 and n “ 250. Hence, overall, one could
warmly recommend the use of the characteristic function tests with a product weight
function and a smoothing parameter set to σ “ 1.
2.5.3 More on the bivariate Normal weight function
The test statistic RbivNn based on the bivariate Normal density with ρ “ .5 is systemati-
cally less powerful than its competitors. However, this family of weight functions oers
an additional exibility by allowing to select an optimal value of ρ‹ P p´1, 1q. Since
RbivNn “ RNn when ρ “ 0, the power of the test when using ρ‹ cannot be less than that of
the test based on the product of Normal densities.
In order to investigate the inuence of ρ on the power of the test based on RbivNn , a
complementary simulation study has been conducted under the same twelve models of
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asymmetric copulas. The results are presented in Figure 2.4 when n “ 125 (in blue) and
n “ 250 (in black); the value of the smoothing parameter has been set to σ “ 5. Overall,
the inuence of ρ seems to depend heavily on the kind of alternatives at hand, preventing
from a general recommendation on a universal value to be chosen. Nevertheless, the
advantage of taking a value of ρ dierent from zero is more obvious when τpCq takes
high values. While a negative value for ρ would clearly be a bad decision in that case,
taking ρ ą 0 signicantly improves the power, especially when n “ 125.
This little investigation opens the door to a more formal study on the optimal choice of
a weight function. Noting that the bivariate Normal weight function can be written in
terms of the density cθ of the Normal copula as
ωptq “ cNρ
"
Φ
ˆ
t1
σ
˙
,Φ
ˆ
t2
σ
˙*
φ
ˆ
t1
σ
˙
φ
ˆ
t2
σ
˙
,
one could consider a general family of weight functions of the form
ωptq “ cθ
"
G
ˆ
t1
σ
˙
, G
ˆ
t2
σ
˙*
g
ˆ
t1
σ
˙
g
ˆ
t2
σ
˙
,
where cθ is some copula density and G is a cdf on R whose associated density g “ G1
is symmetric around zero. This would allow for a lot of exibility, as one could choose
among many copula families, levels of dependence as controlled by θ, and smoothing
parameter σ ą 0. It raises at the same time the issue of basing this choice on a formal
criteria, which even in standard characteristic function testing, remains an open question.
2.5.4 Performance of the tests in higher dimensions
This section reports the results of an investigation on the size and power of the character-
istic function statistic Sn,ω when d P t3, 5u and the weight function is based on a product
of Normal densities. The models that have been considered under H0 are the Normal
and Student copulas with ν “ 4 degrees of freedom and correlation matrix R. Radially
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asymmetric alternatives have been generated from the multivariate skew-Student copula
with ν degrees of freedom. The latter is a straightforward extension of the model already
introduced in the bivariate case, namely the dependence structure of
X “
c
ν
Y
Z` γ ν
Y
,
where Z is standard multivariate Normal with correlation matrix R, Y is a chi-square
random variable with ν degrees of freedom that is independent of Z and γ P Rd controls
the degree of asymmetry. In the sequel, γ “ p1, . . . , 1q and ν “ 4. In addition, the mul-
tivariate centered chi-square copula dened as the dependence structure of pZ21 , . . . , Z2dq
when pZ1, . . . , Zdq is standard Normal with correlation R, has been considered. The cor-
relation matrix R has been taken equicorrelated, i.e. Rjj1 “ ρ for each j ‰ j1 P t1, . . . , du.
The values of ρ for each model have been selected in order that the pairwise kendall's
tau τ is in the set t.25, .50, .75u. The results are to be found in Table 2.6.
One can rst say that the tests are generally good at keeping their 5% nominal level under
the null hypothesis when n “ 250, while they are rather conservative when n “ 125; this
is particularly true when τ “ .75. This behavior was also observed in the bivariate case.
Globally, the tests are very good at distinguishing departures from H0. In particular,
the chi-square alternatives are always well detected, the power of the tests being at its
best when τ “ .5. Under the skew-Student alternatives, the probabilities of rejection are
also good, but this time they are inversely proportional to the value of τ . For a given
alternative, the power of the tests tend to be higher when d “ 5 compared to d “ 3.
Finally note that the best choice for the smoothing parameter is σ P t.5, 1u.
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Table 2.1: Families of radially symmetric bivariate copulas
Family Cθpu1, u2q Θ
Frank ´
1
θ
ln
#
1`
`
e´θu1 ´ 1
˘ `
e´θu2 ´ 1
˘
e´θ ´ 1
+
Rzt0u
Normal
ż Φ´1pu1q
´8
ż Φ´1pu2q
´8
ϕθpx1, x2qdx2 dx1 p´1, 1q
Plackett
ζθpu1, u2q ´
a
tζθpu1, u2qu2 ´ 4θpθ ´ 1qu1u2
2pθ ´ 1q
r0,8q
Student
ż t´1
ν
pu1q
´8
ż t´1
ν
pu2q
´8
ϕν,θpx1, x2qdx2 dx1 p´1, 1q
1 Φ and tν are the univariate cdf's, respectively, of the standard normal and Student
with ν degrees of freedom
2 ϕθ and ϕν,θ are the bivariate densities, respectively, of the standard normal and
Student with ν degrees of freedom
3 ζθpu1, u2q “ 1` pθ ´ 1qpu1 ` u2q
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Figure 2.1: Scatterplots of n “ 10 000 simulated pairs from the radially asymmetric
Gumbel, Clayton, chi-square and skew-T4 bivariate copulas for three levels of dependence
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Figure 2.2: Curves of LCpt1, 10q (in blue), LCpt1, 20q (in black) and LCpt1, 30q (in red) as
a function of t1 P r´40, 40s for the radially asymmetric Gumbel, Clayton, chi-square and
skew-T4 bivariate copulas for three levels of dependence
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Figure 2.3: Power of the tests based on RNn (line), R
DE
n (dashed line), R
DG
n (dotted lime)
and RbivNn (dots) as a function of the smoothing parameter σ P r.5, 7s for the radially
asymmetric Gumbel, Clayton, chi-square and skew-T4 bivariate copulas for three levels
of dependence; blue curves: n “ 125; black curves: n “ 250
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Figure 2.4: Power of the test based on RbivNn as a function of ρ P p´1, 1q for the radially
asymmetric Gumbel, Clayton, chi-square and skew-T4 bivariate copulas for three levels
of dependence; blue curve: n “ 125; black curve: n “ 250
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Table 2.2: Percentages of rejection, as estimated from 1 000 replicates, for the tests based
on RNn , R
DE
n , R
DG
n and R
bivN
n under the bivariate Frank (Fr), Normal (N), Plackett (P`)
and Student (T4) copulas when n “ 125
Test τpCq “ .25 τpCq “ .50 τpCq “ .75
statistic σ Fr N P` T4 Fr N P` T4 Fr N P` T4
RNn
.5 2.8 2.6 3.3 2.4 3.2 1.5 1.9 0.8 0.3 0.0 0.1 0.0
1 5.3 5.2 4.3 5.2 4.3 4.0 3.1 3.8 4.6 2.2 2.1 2.7
3 4.9 5.0 2.9 3.6 4.0 4.2 3.1 4.9 2.7 3.3 1.7 1.6
5 4.0 4.6 3.8 3.2 2.9 3.9 2.5 2.9 1.0 1.9 0.9 1.0
7 2.0 2.5 2.2 2.1 1.4 1.9 2.4 2.2 0.6 1.0 0.6 0.7
RDEn
.5 3.0 2.7 1.5 1.9 1.5 1.5 0.6 1.1 0.0 0.0 0.0 0.0
1 5.1 3.4 3.9 3.7 4.8 3.7 3.8 4.6 4.1 2.0 2.2 1.3
3 4.0 3.9 3.7 5.1 3.4 3.4 3.7 4.3 2.6 2.3 1.3 1.7
5 3.8 3.7 4.6 3.5 3.2 4.2 4.1 3.5 1.6 2.3 1.1 1.9
7 3.9 3.1 3.3 3.4 2.8 3.0 1.7 2.0 1.4 1.9 0.9 1.1
RDGn
.5 4.1 4.5 3.4 2.9 4.7 3.6 2.7 2.4 1.6 0.5 0.9 0.4
1 4.3 3.7 5.8 4.9 6.0 4.6 4.8 4.7 4.1 2.0 2.9 1.4
3 3.1 4.2 4.3 4.6 4.2 3.8 3.0 4.4 1.6 1.4 1.3 2.5
5 2.5 3.9 4.4 4.0 2.4 2.9 2.4 3.1 1.3 0.8 1.2 2.3
7 1.3 1.8 2.0 2.4 1.0 1.5 1.5 1.7 0.4 0.8 0.3 0.4
RbivNn
.5 3.7 3.4 4.2 4.2 2.1 1.8 2.1 2.7 0.0 0.0 0.0 0.0
1 4.3 4.9 5.7 4.3 4.0 3.5 3.9 3.6 1.1 1.6 0.5 1.0
3 3.8 4.4 3.6 4.4 4.1 3.4 4.9 4.2 1.7 2.1 1.8 1.1
5 3.1 3.9 3.7 3.1 3.5 3.0 3.0 4.0 2.5 2.3 2.8 2.2
7 2.1 2.7 1.7 1.6 2.1 2.0 3.3 1.6 2.1 2.3 2.2 1.5
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Table 2.3: Percentages of rejection, as estimated from 1 000 replicates, for the tests based
on RNn , R
DE
n , R
DG
n and R
bivN
n under the bivariate Frank (Fr), Normal (N), Plackett (P`)
and Student (T4) copulas when n “ 250
Test τpCq “ .25 τpCq “ .50 τpCq “ .75
statistic σ Fr N P` T4 Fr N P` T4 Fr N P` T4
RNn
.5 4.5 4.9 3.8 3.8 6.1 4.4 3.5 3.7 5.9 1.9 1.6 0.8
1 5.7 5.2 5.5 4.0 5.4 3.4 4.0 4.0 5.0 4.4 3.4 3.4
3 5.2 5.0 3.8 5.1 4.2 4.7 3.8 4.7 3.9 4.5 2.8 2.7
5 5.2 3.7 3.7 3.3 4.1 4.8 4.1 4.2 2.7 1.8 3.0 1.3
7 2.9 4.2 3.3 3.7 3.2 3.7 2.5 2.7 2.6 2.7 1.6 2.3
RDEn
.5 5.0 3.0 4.3 3.1 6.5 3.7 4.5 2.9 1.8 0.1 0.4 0.5
1 5.7 5.8 4.5 5.6 3.7 4.7 4.3 5.8 4.2 3.4 2.2 3.3
3 4.7 4.0 5.8 4.9 5.3 5.5 4.0 5.4 3.8 2.9 3.3 4.0
5 4.2 4.0 4.9 3.8 4.6 4.2 3.3 3.8 3.7 3.0 2.4 2.3
7 4.1 3.5 3.7 4.1 3.7 3.3 3.0 3.2 1.6 1.9 2.1 2.9
RDGn
.5 4.3 3.5 5.1 4.6 5.8 4.5 4.7 4.0 5.8 3.5 3.0 2.7
1 6.1 4.4 4.0 3.8 5.3 5.2 4.5 4.8 5.6 3.6 2.3 4.3
3 5.7 4.9 4.3 4.6 5.4 4.1 3.5 5.5 3.2 3.8 3.4 2.0
5 3.8 3.6 4.4 4.9 3.2 3.5 4.4 3.8 2.1 3.0 2.1 2.6
7 3.3 2.6 2.1 2.4 2.2 2.9 2.7 3.0 1.4 2.2 1.6 1.1
RbivNn
.5 4.2 5.2 4.8 5.7 2.9 4.4 3.6 4.3 1.5 0.3 0.7 0.2
1 6.1 4.5 4.3 4.2 4.7 3.8 5.8 4.8 1.8 2.8 2.4 1.5
3 4.6 3.5 4.8 4.0 3.2 3.3 5.0 4.1 2.6 2.7 2.8 2.7
5 3.5 3.5 3.3 3.9 4.1 4.1 4.5 4.7 2.8 3.8 3.5 2.2
7 3.0 3.8 2.0 3.2 3.8 3.5 3.1 3.0 3.0 3.0 2.4 3.0
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Table 2.4: Families of radially asymmetric bivariate copulas
Family Cθpu1, u2q Θ
Gumbel exp
"
´
´
| lnu1|
1{p1´θq ` | lnu2|
1{p1´θq
¯1´θ*
r0, 1s
Clayton
`
u´θ
1
` u´θ
2
´ 1
˘´1{θ
p0,8q
chi-square 2
"
CNθ
ˆ
1` u1
2
,
1` u2
2
˙
´ CNθ
ˆ
1` u1
2
,
1´ u2
2
˙*
´ u2 r0, 1q
1 CNθ is the bivariate Normal copula (see Table 2.1)
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Table 2.5: Percentages of rejection, as estimated from 1 000 replicates, for the tests
based on RNn , R
DE
n , R
DG
n (σ “ 1q, RbivNn (σ “ 5) and Sn under the bivariate Gumbel (Gu),
Clayton (C`), chi-square (χ
2
) and skew-T4 (ST4) copulas; upper panel: n “ 125; middle
panel: n “ 250; bottom panel: n “ 500
Test τpCq “ .25 τpCq “ .50 τpCq “ .75
statistic Gu C` χ
2
ST4 Gu C` χ
2
ST4 Gu C` χ
2
ST4
RNn 18.7 47.0 41.3 94.9 28.2 86.6 81.5 68.4 26.7 97.0 85.9 31.5
RDEn 16.8 47.3 39.6 95.1 28.5 88.1 80.5 68.8 23.3 94.3 79.7 26.0
RDGn 18.0 43.5 38.9 93.9 30.1 86.6 79.2 68.7 25.4 95.7 79.5 30.4
RbivNn 6.3 17.7 11.0 69.3 14.3 64.1 48.1 41.4 18.7 91.5 69.3 21.0
Sn 10.2 45.2 23.5 88.5 17.3 87.0 62.4 53.4 7.7 93.1 65.2 12.4
RNn 29.4 78.6 70.2 100.0 57.1 99.7 98.7 95.1 57.1 100.0 98.2 69.5
RDEn 31.9 78.4 68.0 99.9 55.2 99.7 97.5 96.1 53.9 99.9 98.9 70.5
RDGn 30.0 75.6 68.6 100.0 56.6 99.1 98.4 95.2 54.0 100.0 98.0 67.7
RbivNn 15.0 42.0 34.2 96.9 34.5 96.0 86.9 79.6 43.1 100.0 96.8 54.8
Sn 22.3 74.6 53.2 99.8 43.7 99.1 95.8 91.6 37.3 99.9 97.1 50.3
Sn (GN) 19.2 72.3 - 100.0 42.9 99.5 - 92.9 36.4 100.0 - 49.0
RNn 57.2 97.0 94.1 100.0 83.3 100.0 100.0 100.0 89.0 100.0 100.0 95.4
RDEn 58.7 97.7 94.2 100.0 86.0 100.0 100.0 99.9 86.5 100.0 100.0 94.4
RDGn 54.7 97.2 95.3 100.0 85.7 100.0 100.0 100.0 84.9 100.0 100.0 94.0
RbivNn 30.7 81.2 68.2 100.0 67.4 100.0 100.0 98.6 81.3 100.0 100.0 90.0
Sn 45.1 95.8 88.4 100.0 79.9 100.0 100.0 99.9 79.7 100.0 100.0 90.6
Sn (GN) 46.5 94.9 - 100.0 76.3 100.0 - 99.9 78.7 100.0 - 89.1
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Table 2.6: Percentages of rejection, as estimated from 1 000 replicates, for the tests based
on RNn under the d-variate Normal (N), Student (T4), chi-square (χ
2
) and skew-T4 (ST4)
copulas; upper panel: n “ 125; bottom panel: n “ 250
d “ 3 d “ 5
Copula τ σ “ .5 σ “ 1 σ “ 3 σ “ .5 σ “ 1 σ “ 3
.25 3.6 4.8 3.0 2.6 3.4 1.8
N .50 4.8 4.2 3.0 5.2 4.2 2.4
.75 0.6 2.8 1.6 2.4 3.2 1.0
.25 2.6 3.6 3.2 2.2 2.0 1.4
T4 .50 3.8 4.0 3.8 3.0 4.0 1.6
.75 0.4 1.8 1.8 1.6 1.2 1.6
.25 62.8 67.8 51.8 91.6 93.0 64.2
χ2 .50 97.4 93.8 81.0 99.2 99.0 85.2
.75 93.6 90.4 59.8 97.4 92.8 65.4
.25 99.6 99.6 97.2 100.0 100.0 100.0
ST4 .50 84.2 81.4 60.4 93.6 93.4 56.0
.75 24.0 41.6 18.4 54.4 47.4 8.0
.25 5.0 4.6 2.8 3.2 3.0 3.2
N .50 4.8 5.4 3.0 5.0 4.8 4.0
.75 3.2 4.6 3.8 3.2 4.6 4.0
.25 2.6 5.6 5.2 3.2 2.6 1.2
T4 .50 4.0 3.6 4.0 4.6 4.2 2.6
.75 2.6 4.2 1.8 3.0 2.6 2.0
.25 95.2 95.8 85.2 100.0 99.8 98.2
χ2 .50 100.0 100.0 97.8 100.0 100.0 99.8
.75 100.0 99.6 96.4 100.0 100.0 98.6
.25 100.0 100.0 100.0 100.0 100.0 100.0
ST4 .50 99.6 98.6 90.2 99.8 100.0 95.2
.75 81.2 81.0 40.2 91.4 82.2 35.6
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CHAPITRE 3
Characteristic-function tests of
bivariate copula symmetry
T. Bahraoui, T. Bouezmarni & J.-F. Quessy (2017)
Soumis au Journal of Nonparametric Statistics, juillet 2017.
Résumé: Ce papier étudie des procédures concurrentes aux tests de symétrie de cop-
ules bivariées de Genest et al. (2012). À cette n, l'hypothèse nulle de symétrie d'une
copule est exprimée avec une fonction caractéristique qui détermine de façon unique la
copule d'une population bidimensionnelle. Ensuite, des statistiques de test basées sur des
fonctionnelles de type L2 calculées sur des versions empiriques de la fonction caractéris-
tique de copule sont introduites. Il est établi formellement que ces statistiques de rangs
sont asymptotiquement équivalentes à des V -statistiques dégénérées et la forme de leurs
limites est judicieusement exploitée pour obtenir des versions multiplicateurs utiles au
calcul de p-valeurs. Une étude par simulations démontrera que les nouveaux tests sont
supérieurs à ceux de Genest et al. (2012) fondés sur la copule empirique.
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Abstract: This paper proposes competing procedures to the tests of symmetry for bi-
variate copula of Genest et al. (2012). To this end, the null hypothesis of symmetry
is expressed in terms of the copula characteristic function that uniquely determines the
copula of a given bivariate population with continuous marginal distributions. Then,
test statistics based on L2 weighted distances computed from the empirical version of the
copula characteristic function are proposed. It is established that these rank statistics
behave asymptotically as rst-order degenerate V-statistics and the form of the limit
distributions is exploited in order to provide suitably adapted multiplier bootstrap ver-
sions for the computation of p-values. The simulations that are reported show that the
new tests compare favorably to the competing methods based on the empirical copula
introduced by Genest et al. (2012).
3.1 Introduction
As is well known, a random pair pX1, X2q is said to be exchangeable if pX1, X2q and
pX2, X1q have the same joint distribution. In other words, PpX1 ď x1, X2 ď x2q “
PpX2 ď x1, X1 ď x2q for all px1, x2q P R2. More generally, a random vector pX1, . . . , Xdq
is exchangeable if for any permutation pi1, . . . , pid of the rst d integers, pX1, . . . , Xdq and
pXpi1, . . . , Xpidq have the same distribution. When the interest is to nd an appropriate
model for multivariate data, the hypothesis of exchangeability can be used as a simplifying
assumption. Hence, if one can reasonably assume that the distribution of a population of
interest is exchangeable, one can avoid to rely on complex models having typically several
parameters to estimate. In practice, a formal way to assess this hypothesis is to perform
a test of exchangeability. In the bivariate case, such procedures have been proposed by
Bell and Haller (1969), Hollander (1971) and Hilton and Gee (1997).
Of interest in this work is the intrinsic relationship that exists between the above def-
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inition of exchangeability and the copula that can be associated to a random vector.
According to a celebrated Theorem by Sklar (1959), as long as the marginal distributions
of a pair pX1, X2q are continuous, there exists a unique copula C : r0, 1s2 Ñ r0, 1s such
that for all px1, x2q P R2,
PpX1 ď x1, X2 ď x2q “ C tPpX1 ď x1q,PpX2 ď x2qu .
The multivariate version of this result is straightforward; see Nelsen (2006). From Sklar's
Theorem, it can be deduced that a pair pX1, X2q of continuous random variables is
exchangeable if and only if X1 and X2 are identically distributed and if its unique copula
C is symmetric in the sense that Cpu1, u2q “ Cpu2, u1q for all pu1, u2q P p0, 1q2.
From a dependence modeling point-of-view, it may be of interest to check whether the
copula of a given bivariate population is symmetric without assuming equal marginal
distributions. Formally, the null hypothesis of copula symmetry can be expressed as
H0 : Cpu1, u2q “ Cpu2, u1q, @pu1, u2q P p0, 1q2.
The latter can be tested against the alternative H1 that there exists A Ď p0, 1q2 such
that Cpu1, u2q ‰ Cpu2, u1q for all pu1, u2q P A. Tests for H0 based on empirical copulas
have been proposed by Genest et al. (2012), while extensions of these tests have been
explored by Harder and Stadtmüller (2016).
The copula characteristic function has recently been proposed as a well-performing al-
ternative to inference procedures based on empirical copulas; see Bahraoui and Quessy
(2017) for radial symmetry tests, Bahraoui et al. (2017) for goodness-of-t procedures and
Quessy (2016) for general homogeneity hypotheses. Formally, the copula characteristic
function of a copula C is dened for i2 “ ´1 and pU1, U2q „ C by
ΨCpt1, t2q “ E
 
eipt1U1`t2U2q
(
, pt1, t2q P R2.
Because the copula characteristic function completely characterizes C, i.e. C can be
recovered from the knowledge of ΨC , competing procedures to the distribution-oriented
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methodologies of Genest et al. (2012) could be based on ΨC . It is indeed the goal of this
work to develop tests for H0 using a rank-based empirical version of ΨC . The latter will
exploit a reformulation of the null hypothesis as
H0 : ΨCpt1, t2q “ ΨCpt2, t1q @pt1, t2q P R2.
Then, test statistics based on an empirical version of the dierence ΨCpt1, t2q´ΨCpt2, t1q
will be proposed and formally investigated.
The remaining of the paper is organized as follows. In Section 2, test statistics for the
bivariate copula symmetry hypothesis are introduced and their asymptotic equivalence
with some degenerate V-statistics is established. The validity of a multiplier bootstrap
methodology and the consistency of the tests are established in Section 3, and compact
formulas for their implementation are provided as well. The results of a simulation study
on the size and power of the newly proposed tests are presented in Section 4; comparisons
are also made with the competing tests of Genest et al. (2012). Finally, Section 5 discusses
on possible extensions of the presented methodology. The proofs of the main results and
complementary material are postponed to two appendices.
3.2 New statistics for bivariate copula symmetry
3.2.1 A general class of test statistics
Let pX11, X12q, . . . , pXn1, Xn2q be independent copies of a random pair pX1, X2q whose
marginal distributions F1pxq “ PpX1 ď xq and F2pxq “ PpX2 ď xq are continuous and
whose unique copula is C. If F1 and F2 were completely specied, one could work with
independent copies pU11, U12q, . . . , pUn1, Un2q of pU1, U2q „ C, where Uj1 “ F1pXj1q and
Uj2 “ F2pXj2q for all j P t1, . . . , nu. In most of the applications, however, F1 and F2 are
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unknown, so that the pair pU1, U2q is indeed unobservable. In order to estimate ΨC , one
then relies on the pairs of pseudo-observations ppU11, pU12q, . . . , ppUn1, pUn2q, where
pUj1 “ 1
n` 1
nÿ
k“1
I pXk1 ď Xj1q and pUj2 “ 1
n` 1
nÿ
k“1
I pXk2 ď Xj2q .
A natural empirical version of ΨC is then given for pt1, t2q P R2 by
Ψnpt1, t2q “ 1
n
nÿ
j“1
eipt1
pUj1`t2 pUj2q.
Since under the null hypothesis of copula symmetry, ΨCpt1, t2q “ ΨCpt2, t1q for all
pt1, t2q P R2, it seems natural to base tests of H0 against H1 on some functional dis-
tance between ΨCpt1, t2q and ΨCpt2, t1q. To this end, take a nonnegative and integrable
weight function ω : R2 Ñ R and dene the statistic
Sn,ω “ n
ż
R2
|Ψnpt1, t2q ´Ψnpt2, t1q|2 ωpt1, t2q dt1dt2,
where |z| “
a
x2 ` y2 is the modulus of the complex number z “ x ` iy. Note that
the fact that ω is integrable ensures that the above integral exists. Also observe that
because the integrand in the denition of Sn,ω is symmetric, one can assume without
loss of generality that the weight function is symmetric, i.e. ωpt1, t2q “ ωpt2, t1q for all
pt1, t2q P R2. Indeed, if an asymmetric weight function ω is used, then it is easy to show
that Sn,ω “ Sn,rω, where rωpt1, t2q “ tωpt1, t2q ` ωpt2, t1qu{2 is symmetric.
The following lemma provides an explicit formula for Sn,ω. Before stating it, dene for
a “ pa1, a2q P r0, 1s2 and b “ pb1, b2q P r0, 1s2 the function
Bωpa,bq “ 2 rBωpa1 ´ b1, a2 ´ b2q ´ 2 rBωpa2 ´ b1, a1 ´ b2q, (3.1)
where
rBωpa1, a2q “ şR2 cospt1a1 ` t2a2qωpt1, t2q dt1dt2.
Lemma 6 For Bω dened in Equation (3.1), one has
Sn,ω “ 1
n
nÿ
j,j1“1
Bω
´pUj , pUj1¯ .
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In the statistical literature on characteristic function tests, it is common to consider a
weight function that is based on a product of densities, i.e. ωpt1, t2q “ gpt1q gpt2q, where
g is a density on R; see Jiménez-Gamero et al. (2009), for instance. In that case, one
obtains using the trigonometric identity cospx` yq “ cosx cos y ´ sin x sin y that
rBωpa1, a2q “ ż
R2
cospt1a1 ` t2a2q gpt1q gpt2q dt1dt2
“
ż
R2
tcospt1a1q cospt2a2q ´ sinpt1a1q sinpt2a2qu gpt1q gpt2q dt1dt2
“
ż
R
cospt1a1q gpt1q dt1
ż
R
cospt2a2q gpt2q dt2
´
ż
R
sinpt1a1q gpt1q dt1
ż
R
sinpt2a2q gpt2q dt2
“ βReg pa1q βReg pa2q ´ βImg pa1q βImg pa2q,
where βReg and β
Im
g are the real and imaginary parts, respectively, of the characteristic
function βg of g. If one further assumes that g is symmetric around zero, then rBωpa1, a2q “
βgpa1q βgpa2q and Equation (3.1) entails that
Bgpa,bq9βgpa1 ´ b1q βgpa2 ´ b2q ´ βgpa2 ´ b1q βgpa1 ´ b2q. (3.2)
3.2.2 Large-sample distribution under the null hypothesis
As will be seen, the fact that the pairs of pseudo-observations ppU11, pU12q, . . . , ppUn1, pUn2q are
used instead of the unobservable pU11, U12q, . . . , pUn1, Un2q inuences the limit behavior
of Sn,ω. Indeed, as one can see from the proof of Proposition 7, the derivation of the
large-sample behavior of Sn,ω proceeds in two steps. First, the asymptotic equivalence
between Sn,ω and a V-statistic of degree four is established. Then, classical theory on U-
and V-statistics that one can nd for instance in the monograph by Lee (1990) allows
for the characterization of the limit. Before stating the result, let u “ pu1, u2q P r0, 1s2
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and dene for each t “ pt1, t2q P R2 the function
Λtpuq “ Ltpuq ` E
!
IpU1 ě u1qLr1st pUq
)
` E
!
IpU2 ě u2qLr2st pUq
)
, (3.3)
where Ltpuq “ eipt1u1`t2u2q´eipt2u1`t1u2q and Lr1st puq “ BLtpuq{Bu1, Lr2st puq “ BLtpuq{Bu2
are its partial derivatives.
Proposition 7 Let pX11, X12q, . . . , pXn1, Xn2q be i.i.d. from a bivariate distribution func-
tion with continuous marginal distributions F1 and F2 and symmetric copula C. If the
weight function ω satises
ş
R2
pt1 ` t2q4 ωpt1, t2q dt1dt2 ă 8, then
Sn,ω “ 1
n
nÿ
j,j1“1
Υω pUj ,Uj1q ` oPp1q, (3.4)
where Uj “ pF1pXj1q, F2pXj2qq for each j P t1, . . . , nu and for u1,u2 P r0, 1s2,
Υωpu1,u2q “
ż
R2
Λtpu1qΛ´tpu2qωptq dt. (3.5)
While it will not be further exploited in this work, Proposition 7 can help deduce an
asymptotic representation for Sn,ω. Specically, combining Corollary 1, p. 83 of Lee
(1990) and Slutsky's lemma entails that Sn,ω converges in distribution to a random vari-
able that admits the stochastic representation
Sω “ E tΥωpU,Uqu `
8ÿ
κ“1
ηκ
`
Z2κ ´ 1
˘
,
where U “ pU1, U2q „ C, tZκu8κ“1 are i.i.d. Np0, 1q and tηκu8κ“1 are the eigenvalues of
the operator ηpuq ÞÑ EtΥωpu,Uq ηpUqu.
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3.3 Performing the tests
3.3.1 Multiplier bootstrap versions
The limit distribution of Sn,ω under the null hypothesis as stated in Proposition 7 has
a complicated expression that depends on an unspecied symmetric copula C. Hence,
one must rely on some re-sampling strategy for the computation of valid p-values for
a test based on Sn,ω. The method that is proposed here is based on the multiplier
bootstrap. In the sequel, a multiplier bootstrap sample consists of independent and
positive random variables ξ1, . . . , ξn such that for each j P t1, . . . , nu, Epξjq “ Varpξjq “ 1.
Following Dehling and Mikosch (1994), as long as the pair pU1, U2q is observable from
pU11, U12q, . . . , pUn1, Un2q i.i.d. C, a multiplier version of Sn,ω would be given by
pS 1n,ω “ 1n
nÿ
j,j1“1
ˆ
ξj
ξ¯
´ 1
˙ˆ
ξj1
ξ¯
´ 1
˙
Υω pUj,Uj1q ,
where ξ¯ “ pξ1 ` ¨ ¨ ¨ ` ξnq{n and Υω is dened in (3.5).
However, pU1, U2q is unobservable since the marginal distributions F1 and F2 are un-
known. Moreover, the kernel Υω depends on an expectation with respect to the unspec-
ied copula C through the function Λt dened in (3.3). For these reasons, an alternate
version of
pS 1n,ω will be proposed around an estimation of Υω, namely
pΥωpu1,u2q “ ż
R2
pΛtpu1q pΛ´tpu2qωptq dt,
where for u “ pu1, u2q and t P R2, an estimation of Λt is provided by
pΛtpuq “ Ltpuq ` 1
n
nÿ
k“1
I
´pUk1 ě u1¯Lr1st ppUkq ` 1n
nÿ
k“1
I
´pUk2 ě u2¯Lr2st ppUkq.
The proposed multiplier version of Sn,ω is then
pSn,ω “ 1
n
nÿ
j,j1“1
ˆ
ξj
ξ¯
´ 1
˙ˆ
ξj1
ξ¯
´ 1
˙ pΥω ´pUj, pUj1¯ . (3.6)
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The next proposition establishes the asymptotic bootstrap consistency of
pSn,ω.
Proposition 8 Let P‹ be the probability measure conditional on pX11, X12q, . . . , pXn1, Xn2q
i.i.d. from a joint distribution with continuous marginal distributions F1 and F2 and cop-
ula C. If the weight function ω satises
ş
R2
pt1 ` t2q4 ωpt1, t2q dt1dt2 ă 8, then
sup
rPR`
ˇˇˇ
P
‹
´pSn,ω ď r¯´ P´rSω ď r¯ˇˇˇ PÝÑ 0,
where for
rΥωpu1,u2q “ şR2 rΛtpu1q rΛtpu2qωptq dt and rΛt being the version of Λt in (3.3)
when the expectations are taken with respect to C, rSω is the limit in law of
rSn,ω “ 1
n
nÿ
j,j1“1
rΥωpUj ,Uj1q,
with Uj “ pF1pXj1q, F2pXj2qq for each j P t1, . . . , nu.
It is worth noting that Proposition 8 holds both under H0 and H1. Indeed, the kernel
rΥω
is similar to Υω, with the dierence that the expectation in the denition of Λt in (3.3)
is taken with respect to a copula C that is not necessarily symmetric. Hence, under the
null hypothesis of bivariate copula symmetry,
rΥω “ Υω, so that Sn,ω and pSn,ω have the
same limit. In other words,
pSn,ω succeeds in replicating the behavior of Sn,ω under H0 as
n Ñ 8. In practice, one considers N multiplier replicates pSp1qn,ω, . . . , pSpNqn,ω of Sn,ω and an
asymptotically valid p-value is therefore given by
xPVω “ 1
N
Nÿ
`“1
I
´pSp`qn,ω ą Sn,ω¯ .
Another consequence of Proposition 8 is the consistency of the test based on Sn,ω. Specif-
ically, as long as the weight function ω is strictly positive, except maybe on a subset of
R
2
of Lebesgue measure zero, Sn,ω{n Ñ K P p0,8q in probability under H1. SincerSn,ω “ OPp1q, the test based on Sn,ω is consistent against any alternative to H0.
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3.3.2 Formulas for the implementation of the tests
First of all, let Dω P Rnˆn be such that
pDωqjj1 “ pΥωppUj , pUj1q “ ż
R2
pΛtppUjq pΛ´tppUj1qωptq dt.
Letting ∆
p`q “ p∆p`q
1
, . . . ,∆p`qn q, ` P t1, . . . , Nu, be independent vectors of multiplier
variables, where ∆
p`q
j “ pξp`qj {ξ¯p`qq ´ 1, one derives from equation (3.6) the formula
pSp`qn,ω “ 1n∆p`qDω p∆p`qqJ.
The main computational eorts concern the matrix Dω, since once it is computed from
the data, the multiplier versions
pSp1qn,ω, . . . , pSpNqn,ω obtains very quickly. This allows for the
choice of a large value of the number N of replicates, which improves the estimation of
the p-value. The following lemma provides a useful formula for the computation of Dω.
Lemma 7 Let I1, I2 P Rnˆn be such that pI1qjk “ IppUj1 ď pUk1q and pI2qjk “ IppUj2 ď pUk2q.
Also, for B
r`s
ω pu1,u2q “ BBωpu1,u2q{Bu1` and Br``
1s
ω pu1,u2q “ B2Bωpu1,u2q{Bu1` Bu2`1,
dene Dω,0, Dω,`, Dω,``1 P Rnˆn whose entries are pDω,0qjj1 “ BωppUj , pUj1q, pDω,`qjj1 “
B
r`s
ω ppUj, pUj1q and pDω,``1qjj1 “ Br``1sω ppUj , pUj1q. Then,
Dω “ Dω,0 ` 1
n
`
I1Dω,1 ` I2Dω,2 ` pI1Dω,1qJ ` pI2Dω,2qJ
˘
` 1
n2
`
I1Dω,11 I
J
1 ` I1Dω,12 IJ2 ` I2Dω,21 IJ1 ` I2Dω,22 IJ2
˘
.
When the weight function is a product of densities, i.e. ωpt1, t2q “ gpt1q gpt2q, it fol-
lows easily from (3.2) that B
r1s
ω pa,bq “ β 1gpa1 ´ b1q βgpa2 ´ b2q ´ β 1gpa1 ´ b2q βgpa2 ´ b1q
and B
r2s
ω pa,bq “ Br1sω paJ,bJq, where aJ “ pa2, a1q. Moreover, Br11sω pa,bq “ ´β2g pa1 ´
b1q βgpa2´b2q`β 1gpa1´b2q β 1gpa2´b1q and Br12sω pa,bq “ ´β 1gpa1´b1q β 1gpa2´b2q`β2g pa1´
b2q βgpa2 ´ b1q, while Br21sω pa,bq “ Br12sω paJ,bJq and Br22sω pa,bq “ Br11sω paJ,bJq.
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3.4 Simulation study
3.4.1 General considerations
This section investigates the sampling properties of the tests based on Sn,ω when the
weight function ω is a product of standard normal and double-exponential densities, i.e.
ωNσ pt1, t2q “ e´pt
2
1
`t2
2
q{p2σ2q
and ωDEσ pt1, t2q “ e´p|t1|`|t2|q{σ,
where σ ą 0 acts as a smoothing parameter. These weight functions are integrable and
satisfy
ş
R2
pt1` t2q4 ωpt1, t2q dt1 dt2 ă 8, as required by the asymptotic theory. Moreover,
since these densities are symmetric, Bω can be computed from the formula in (3.2). In
the case of the normal density, i.e. g “ φ, one has βgpaq “ φpaq, β 1gpaq “ ´aφpaq and
β2paq “ pa2 ´ 1qφpaq, while in the case of the double-exponential density,
βgpaq “ 1
4` a2 , β
1
gpaq “ ´
2a
p4` a2q2 and β
2
g paq “
6a2 ´ 8
p4` a2q3 .
The test statistics corresponding to ωNσ and ω
DE
σ will be referred respectively to S
N
n,σ
and SDEn,σ . For the computation of p-values, the multiplier variables ξ1, . . . , ξn are taken
exponential with mean one; this version of the multiplier method is called the Bayesian
bootstrap; see Kosorok (2008). Of course, other choices of distributions for the multipliers
are possible, but it has a negligible inuence on the results. The number of bootstrap
replicates has been set to N “ 1000 and the estimated probabilities of rejection are based
on 1000 MonteCarlo replicates. All tests have been performed at the 5% level.
3.4.2 Size of the tests
An important step before the study of the power of the tests is to assess their ability
to keep their nominal level under H0. In our context, this is equivalent in checking the
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performance of the multiplier bootstrap method outside the asymptotic framework. To
this end, the models that will be considered under H0 are the Clayton, Gumbel, Normal
and centered chi-square copulas. Their expressions are given respectively by
CC`θ pu1, u2q “
`
u´θ
1
` u´θ
2
´ 1˘´1{θ , θ ą 0,
CGuθ pu1, u2q “ exp
"
´
´
|ln u1|1{p1´θq ` |ln u2|1{p1´θq
¯1´θ*
, θ P r0, 1s,
CNθ pu1, u2q “ Φθ
 
Φ´1pu1q,Φ´1pu2q
(
, θ P r´1, 1s,
C
χ
θ pu1, u2q “ 2
"
CNθ
ˆ
1` u1
2
,
1` u2
2
˙
´ CNθ
ˆ
1` u1
2
,
1´ u2
2
˙*
´ u2,
where Φθ is the cumulative distribution function (cdf) of the standard bivariate Normal
distribution with correlation θ and Φ´1 is the inverse of the standard univariate normal
cdf. The reader is referred to the books by Nelsen (2006) and Mai and Scherer (2012)
for more details on the rst three of these models. For the construction and properties
of the general family of chi-square copulas, see Quessy et al. (2016).
The results on the estimated probabilities of rejection are to be found in Table 3.1 for
n P t100, 250u and σ P t1, 3, 5u. In order to ease the interpretation of the results, the
models have been parameterized in terms of their associated Kendall's tau, dened for a
given copula C by τC “ 4
ş
1
0
ş
1
0
Cpu1, u2q dCpu1, u2q´1. Looking at Table 3.1, one can say
that the tests are generally good at keeping their nominal level both when n “ 100 and
n “ 250; this is also true whatever the copula model considered, as well as the value of σ.
An exception is when τC “ .75, where the tests are rather conservative. This behavior is
typical of the multiplier method in a copula context under strong dependence; see Bücher
and Dette (2010). In the light of the additional simulation results that can be found in
Table 3.2 for n “ 500, this underestimation of the theoretical probabilities of rejection
reduces gradually as the sample size increases.
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3.4.3 Choosing the smoothing parameter
As observed by Bahraoui and Quessy (2017) in the case of tests of multivariate radial
symmetry, the value of the parameter σ may have a signicant inuence on the power
of tests based on the copula characteristic function. As it may well be the case here, the
power of the tests based on SNn,σ and S
DE
n,σ as a function of σ will rst be investigated in
order to identify some optimal value σ‹ that provides, overall, the highest probabilities
of rejection of the null hypothesis.
A rst class of alternatives to the null hypothesis of symmetry will follow a general idea
proposed by Khoudraji (1995) to obtain asymmetric copula models. Starting with a
symmetric copula C, one of the suggested constructions is to let
Kδpu1, u2q “ uδ1C
`
u1´δ1 , u2
˘
,
for some δ P r0, 1s. One recovers the symmetric copula C by letting δ “ 0, while the in-
dependence copula occurs when δ “ 1. Otherwise, Kδ is generally an asymmetric copula;
see Quessy and Kortbi (2016) for identiability issues in these models and for compos-
ite goodness-of-t tests. When C belongs to the Clayton, Gumbel and Normal classes
of copulas, this construction yields what will be referred to the asymmetric Khoudraji
Clayton, KhoudrajiGumbel and KhoudrajiNormal copulas in the sequel. Instead of
taking the Khoudraji version of the chi-square copula, one could rely on a special case of
the general construction by considering the dependence structure C
χ
a,θ of ppZ1` aq2, Z22q,
where pZ1, Z2q is standard normal with correlation θ.
Scatterplots of n “ 5000 simulated pairs from the Khoudraji copulas when δ “ .5 and
τC P t.6, .7, .8u are to be found in Figure 3.1, as well as for the asymmetric chi-square
copula when a P t.5, .75, 1u and θ “ .9. The curves of the estimated power of SNn,σ and
SDEn,σ as a function of σ are in Figure 3.2. A rst look convinces that σ “ .5 is not a good
choice. Otherwise, any value of σ between 1 and 5 correspond to estimated powers that
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are very similar among the twelve models considered. Hence, in the sequel, σ‹ “ 3 will
be used as a universally good choice for the smoothing parameter. Note that for a given
value of τC , the behavior of the tests are very similar under the three Khoudraji-type
models. It can be explained by the fact that these dependence structures are similar with
respect to the kind of asymmetry that they generate, as one can notice from Figure 3.1.
3.4.4 Power comparison with a test of Genest et al. (2012)
The power of SNn,σ‹ and S
DE
n,σ‹ when σ
‹ “ 3 will now be compared to a Cramérvon Mises
test statistic for copula symmetry suggested by Genest et al. (2012), namely
SCvMn “ n
ż
r0,1s2
tCnpu1, u2q ´ Cnpu2, u1qu2 dCnpu1, u2q
“
nÿ
k“1
!
Cn
´pUk1, pUk2¯´ Cn ´pUk2, pUk1¯)2 ,
where Cn “ p1{nq
řn
j“1 IppUj1 ď u1, pUj2 ď u2q is the empirical copula. Two other statistics
based on Cn were also introduced by Genest et al. (2012), but they were generally much
less powerful than SCvMn . Full details on the computation of S
CvM
n and its multiplier
bootstrap versions are in Appendix C.2. Note that the multiplier method for empirical
copulas necessitates the nonparametric estimation of the partial derivatives of the copula
(see Equation (C.4)), which itself requires the choice of a smoothing parameter that was
set to `n “ 1{
?
n by Genest et al. (2012). The results are in Table 3.3, where the same
twelve asymmetric models as those considered in Figures 3.13.2 have been used.
First of all, as expected, the power of the tests increases as the sample size increases;
it also increases as the level of dependence increases, a consequence of the fact that
the level of asymmetric of the models under consideration increases as a function of
τC . Among the Khoudrajitype models, the asymmetric Gumbel copula is the most
easily detected departure from H0, as one could expect from Figure 3.1. The asymmetry
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provided by the chi-square copula is well detected when a P t.75, 1u, but hardly detected
when a “ .5; if one looks at Figure 3.1, this latter case corresponds to a dependence
structure that is somewhat close to symmetry. Overall, SNn,σ‹ is systematically slightly
more powerful than SDEn,σ‹ , except under the KhoudrajiClayton copula when τC “ .6 and
n P t175, 250u. Interestingly, the two characteristic function statistics SNn,σ‹ and SDEn,σ‹ are
signicantly more powerful than SCvMn under all the considered scenarios.
For their tests of radial symmetry for bivariate copulas, Genest and Ne²lehová (2014)
observed that the choice of `n entering in the estimation of the partial derivatives may
have a signicant impact on the power. Hence, in order to be as fair as possible when
comparing SNn,σ‹ and S
DE
n,σ‹ with S
CvM
n , additional simulations have been run for three
choices of `n, namely `n “ k{
?
n for k P t1, 2, 3u; the results on the estimated power of
SCvMn are to be found in Table 3.4. The conclusion is that while the power is generally
higher when k P t2, 3u compared to k “ 1, the copula characteristic function tests are
still signicantly more powerful than SCvMn . One can thus recommend the use of S
N
n,σ‹
and SDEn,σ‹ for testing bivariate copula symmetry.
3.5 Discussion
New statistical tests for the symmetry of bivariate copulas have been proposed around
a formulation of the null hypothesis in term of the characteristic function that can be
associated to a copula. A general class of test statistics based on nonparametric empirical
versions of the copula characteristic function has been dened and the asymptotic equiv-
alence of these statistics with degenerate V-statistics of order two has been established.
The form of the limit distributions has then been exploited to provide suitably adapted
multiplier versions for the computation of valid p-values. The simulation results that are
reported are quite convincing on the superiority of the new tests over the procedures of
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Genest et al. (2012) based on the empirical copula.
Generally speaking, inference methods based on the characteristic function are widely
recognized as competing approaches to those adopting a distribution-oriented philosophy.
However, the use of the characteristic function is just starting to emerge in the context of
copula inference. The asymptotic behavior of the test statistics introduced in this work
is typical of weighted L2 functionals computed from a rank-based version of the copula
characteristic function. In the light of the simulation results presented in this work, but
also in Bahraoui and Quessy (2017) and Bahraoui et al. (2017), this approach deserves
to be considered as a viable alternative to methods based on the empirical copula.
In future investigations, it would be possible to extend the proposed tests of bivariate
copula symmetry to the general d-dimensional case, hence providing competing methods
to those of Harder and Stadtmüller (2016). Also, allowing for weak dependence in the
data, e.g. α-mixing, would be a signicant step further; this could be done by adapting
results of Leucht and Neumann (2013) on the serial multiplier method for standard (no
ranks) V-statistics under weakly-dependent data. Finally, being able to choose an optimal
weight function and smoothing parameter with a formal criteria would be of interest.
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Table 3.1: Percentages of rejection, as estimated from 1000 replicates, for the tests of
bivariate copula symmetry based on the characteristic function statistics SNn,σ and S
DE
n,σ
when σ P t1, 3, 5u under the symmetric Clayton, Gumbel, Normal and chi-square copulas
n “ 100 n “ 250
Copula τC S
N
n,1 S
N
n,3 S
N
n,5 S
DE
n,1 S
DE
n,3 S
DE
n,5 S
N
n,1 S
N
n,3 S
N
n,5 S
DE
n,1 S
DE
n,3 S
DE
n,5
Clayton
.25 3.9 4.3 2.5 4.0 3.9 3.5 5.7 5.3 4.6 5.7 5.6 4.2
.50 3.0 3.5 2.9 2.2 3.6 1.9 3.3 3.8 3.5 3.6 4.1 3.9
.75 0.1 0.5 0.5 0.0 0.7 0.3 2.1 2.7 2.8 1.9 3.3 2.5
Gumbel
.25 4.3 4.1 3.6 4.2 3.9 4.0 4.6 5.2 4.6 3.6 4.4 4.6
.50 1.9 3.3 2.8 2.1 2.3 2.2 3.4 5.5 3.4 4.0 4.5 4.0
.75 0.4 0.9 0.5 0.0 0.3 0.6 2.2 1.8 3.0 2.0 2.1 1.6
Normal
.25 4.9 4.7 3.5 3.1 4.1 4.0 5.5 4.7 4.0 4.0 4.1 4.2
.50 2.6 3.2 2.2 2.1 3.0 2.9 6.0 4.4 3.4 5.6 3.2 3.8
.75 0.1 0.6 0.5 0.0 0.2 0.3 3.1 2.7 2.3 1.6 0.8 1.0
Chi-square
.25 5.9 5.1 2.6 4.0 4.2 4.3 4.8 5.2 4.1 5.0 4.9 3.6
.50 2.8 2.9 1.8 1.5 3.0 2.1 4.0 3.6 3.5 2.9 3.2 2.8
.75 0.1 0.6 0.4 0.0 0.0 0.1 1.9 2.4 2.4 1.5 1.9 0.7
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Table 3.2: Percentages of rejection, as estimated from 1000 replicates, for the tests of
bivariate copula symmetry based on the characteristic function statistics SNn,σ and S
DE
n,σ
when σ P t1, 3, 5u and n “ 500 under the symmetric Clayton, Gumbel, Normal and
chi-square copulas
Copula τC S
N
n,1 S
N
n,3 S
N
n,5 S
DE
n,1 S
DE
n,3 S
DE
n,5
Clayton
.25 5.2 5.7 4.5 4.7 4.7 4.6
.50 4.5 4.9 2.6 5.2 5.6 3.6
.75 4.4 5.3 4.2 2.2 3.4 2.9
Gumbel
.25 4.9 5.5 3.5 4.0 5.2 5.0
.50 4.1 5.3 4.8 4.1 4.3 4.1
.75 2.9 4.2 3.1 3.5 2.9 4.5
Normal
.25 4.6 5.5 6.0 4.5 5.0 3.4
.50 4.4 4.5 4.3 5.0 5.2 3.7
.75 3.2 4.0 4.0 2.7 2.7 2.8
Chi-square
.25 5.7 4.9 5.3 5.0 5.1 4.4
.50 4.5 4.0 4.8 3.5 4.2 4.4
.75 3.4 3.2 2.9 4.1 4.5 3.0
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Table 3.3: Percentages of rejection, as estimated from 1000 replicates, of the tests of
bivariate copula symmetry based on the characteristic function statistics SNn,σ‹ and S
DE
n,σ‹
when σ‹ “ 3 and the Cramérvon Mises statistic SCvMn under the asymmetric Khoudraji
Clayton, KhoudrajiGumbel, KhoudrajiNormal and chi-square copulas
n “ 100 n “ 175 n “ 250
Copula Parameters SNn,σ‹ S
DE
n,σ‹ S
CvM
n S
N
n,σ‹ S
DE
n,σ‹ S
CvM
n S
N
n,σ‹ S
DE
n,σ‹ S
CvM
n
K.Clayton
pτC , δq “ p.6, .5q 38.4 35.2 28.7 66.5 68.1 55.3 80.0 83.2 74.0
pτC , δq “ p.7, .5q 73.8 71.7 62.9 95.4 94.6 92.2 99.2 99.4 98.8
pτC , δq “ p.8, .5q 97.3 96.8 94.1 100.0 100.0 100.0 100.0 100.0 100.0
K.Gumbel
pτC , δq “ p.6, .5q 67.9 66.1 52.6 92.0 90.8 83.4 98.1 98.4 96.8
pτC , δq “ p.7, .5q 93.7 90.1 84.4 99.6 99.4 98.9 100.0 100.0 100.0
pτC , δq “ p.8, .5q 99.9 99.2 98.9 100.0 100.0 100.0 100.0 100.0 100.0
K.Normal
pτC , δq “ p.6, .5q 55.5 53.1 37.4 85.1 83.5 70.3 96.5 95.1 87.8
pτC , δq “ p.7, .5q 90.0 87.1 73.9 99.0 99.2 97.0 99.8 100.0 100.0
pτC , δq “ p.8, .5q 99.4 99.7 97.1 100.0 100.0 100.0 100.0 100.0 100.0
Chi-square
pa, θq “ p.50, .9q 6.7 7.9 5.2 11.9 11.1 5.9 13.8 13.0 9.7
pa, θq “ p.75, .9q 38.2 38.4 23.7 65.3 63.4 47.8 81.7 80.5 69.2
pa, θq “ p1.0, .9q 88.1 85.6 69.1 98.8 98.2 96.1 99.9 100.0 99.7
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Table 3.4: Percentages of rejection, as estimated from 1000 replicates, of the tests of
bivariate copula symmetry based on the Cramérvon Mises statistic SCvMn when `n “
k{?n with k P t1, 2, 3u under the asymmetric KhoudrajiClayton, KhoudrajiGumbel,
KhoudrajiNormal and chi-square copulas
n “ 100 n “ 175 n “ 250
Copula Parameters k “ 1 k “ 2 k “ 3 k “ 1 k “ 2 k “ 3 k “ 1 k “ 2 k “ 3
K.Clayton
pτC , δq “ p.6, .5q 28.7 34.8 31.7 55.3 57.7 58.5 74.0 80.7 76.1
pτC , δq “ p.7, .5q 62.9 66.7 64.9 92.2 91.3 91.8 98.8 99.3 99.3
pτC , δq “ p.8, .5q 94.1 94.4 93.5 100.0 99.9 99.8 100.0 100.0 100.0
K.Gumbel
pτC , δq “ p.6, .5q 52.6 56.9 54.3 83.4 86.4 86.8 96.8 96.9 96.4
pτC , δq “ p.7, .5q 84.4 87.3 86.7 98.9 99.2 99.2 100.0 100.0 100.0
pτC , δq “ p.8, .5q 98.9 98.9 98.5 100.0 100.0 99.9 100.0 100.0 100.0
K.Normal
pτC , δq “ p.6, .5q 37.4 42.7 42.8 70.3 71.3 70.5 87.8 90.4 90.1
pτC , δq “ p.7, .5q 73.9 77.4 78.2 97.0 98.0 97.8 100.0 99.9 99.7
pτC , δq “ p.8, .5q 97.1 98.7 98.2 100.0 100.0 100.0 100.0 100.0 100.0
Chi-square
pa, θq “ p.50, .9q 5.2 4.5 5.4 5.9 9.6 6.2 9.7 10.8 11.4
pa, θq “ p.75, .9q 23.7 29.0 30.1 47.8 51.8 56.3 69.2 72.5 71.7
pa, θq “ p1.0, .9q 69.1 78.8 79.4 96.1 96.2 97.8 99.7 99.6 99.7
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Figure 3.1: Scatterplots of n “ 5000 simulated pairs from the asymmetric Khoudraji
Clayton, KhoudrajiGumbel, KhoudrajiNormal and chi-square copulas
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Figure 3.2: Probabilities of rejection, as estimated from 1000 replicates, of the tests
of bivariate copula symmetry based on the characteristic function statistics SNn,σ (line)
and SDEn,σ (dashed line) as a function of σ P t.5, 1, . . . , 5u, when n “ 100 for the twelve
asymmetric copula models of Figure 3.1
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CONCLUSION
Cette thèse a développé des tests pour des hypothèses composites relatives à des modèles
de copules. Plus spéciquement, des procédures de test ont été conçues pour vérier si
la copule d'une loi multidimensionnelle
(i) appartient à une certaine famille paramétrique;
(ii) possède la propriété de symétrie radiale;
(iii) possède la propriété d'échangeabilité.
Le point central de ces contributions est l'utilisation de la fonction caractéristique de
copule. Bien que la littérature sur les procédures d'inférence basées sur la fonction
caractéristique classique sont très bien développées dans le cas standard, cet outil a été
presque totalement ignoré dans un contexte de modélisation par copules. Selon nous,
cette thèse constitue donc un grand pas en avant quant à son usage.
Tel que vu tout au long de ce travail, la fonction caractéristique de copule donne naissance
à des méthodes inférentielles qui constituent des alternatives intéressantes à celles, très
en vogue, basées sur la copule empirique. Typiquement, les statistiques de test proposées
dans les trois contributions ci-haut mentionnées se comportement asymptotiquement
comme des V -statistique dégénérées. Un apport de cette thèse qui est particulièrement
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intéressant fut de montrer de quelle façon on peut faire du ré-échantillonnage dans le
cas d'hypothèses de forme. Par dénition, ces hypothèses ne spécient pas de modèle
paramétrique précis, ce qui rend dicile l'obtention de p-valeurs. Dans les Chapitres 2
et 3, on a ainsi vu comment exploiter la représentation de la limite des statistiques pour
fournir des versions bootstrap multiplicateur pour le calcul de p-valeurs. À la lumière des
résultats de simulation présentés, cette stratégie fonctionne très bien.
Lors de travaux futurs, il serait intéressant d'explorer les aspects suivants:
(i) Sur la base des résultats asymptotiques du Chapitre 1, on pourrait proposer des
versions multiplicateurs des tests, ce qui serait à la jonction du travail de Kojadi-
novic et al. (2011) pour des tests basés sur la copule empirique, et de celui de
Jiménez-Gamero and Kim (2015) pour des tests de fonction caractéristique;
(ii) Généraliser la test de symétrie du Chapitre 3 au cas à d ą 2 variables, ce qui
fournirait des tests concurrents à ceux de Harder and Stadtmüller (2016) basés sur
la copule empirique;
(iii) Considérer d'autres types d'hypothèses composites, par exemple la détection de
changements dans la copule de séries chronologiques multidimensionnelles;
(iv) Étendre la portée des tests au cas de données sérielles.
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ANNEXE A
Matériel supplémentaire pour le
Chapitre 1
A.1 Proof of Lemma 1
From the formula eit “ cos t` i sin t, one deduces
Re tψnptq ´ ψθnptqu “
1
n
nÿ
j“1
cos
´
xt, pUjy¯´ EU tcos pxt,Uyqu ,
Im tψnptq ´ ψθnptqu “
1
n
nÿ
j“1
sin
´
xt, pUjy¯´ EU tsin pxt,Uyqu .
From there, dening Repzq and Impzq as the real and imaginary parts, respectively, of
the complex number z, one obtains
Re
2 tψnptq ´ ψθnptqu “
1
n2
nÿ
j,j1“1
cos
´
xt, pUjy¯ cos´xt, pUj1y¯
`EU,U‹ tcos pxt,Uyq cos pxt,U‹yqu
´ 2
n
nÿ
j“1
EU
!
cos
´
xt, pUjy¯ cos pxt,Uyq) ,
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and similarly for Im
2 tψnptq ´ ψθnptqu, except that cosines are replaced by sines in the
above expression. Using the trigonometric identity cos a cos b ` sin a sin b “ cospa ´ bq,
one can write
|ψnptq ´ ψθnptq|2 “ Re2 tψnptq ´ ψθnptqu ` Im2 tψnptq ´ ψθnptqu
“ 1
n2
nÿ
j,j1“1
cos
´
xt, pUj ´ pUj1y¯
`EU,U‹ tcos pxt,U´U‹yqu
´ 2
n
nÿ
j“1
EU
!
cos
´
xt, pUj ´Uy¯) .
Integrating this last expression on Rd with respect to ωptq dt yields the result.
A.2 Proof of Lemma 2
Consider the following trigonometric identity that one can nd in Meintanis and Iliopou-
los (2008):
cos
˜
dÿ
`“0
x`
¸
“
rd{2sÿ
m“0
p´1qm
ÿ
1ďj1ăj2...ăj2mďd
2mź
k“1
sinpxjkq
dź
`‰j1,...,j2m
cospx`q.
In particular,
cos pxt, ayq “
rd{2sÿ
m“0
p´1qm
ÿ
1ďj1ăj2...ăj2mďd
2mź
k“1
sinptjkajkq
dź
`‰j1,...,j2m
cospt` a`q,
where the product
ś
0
k“1 is set to 1 by convention. By the denition of βλ,
βλpaq “
ż
Rd
cos pxt, ayq
dź
`“1
"
g
ˆ
t`
λ
˙*2
dt
“
rd{2sÿ
m“0
p´1qm
ÿ
1ďj1ăj2...ăj2mďd
2mź
k“1
βsinλ pajkq
dź
`‰j1,...,j2m
rβλpa`q,
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where
βsinλ paq “
ż
R
sinptaq
"
g
ˆ
t
λ
˙*2
dt and rβλpaq “ ż
R
cosptaq
"
g
ˆ
t
λ
˙*2
dt.
Since g is symmetric around zero, βsinλ paq “ 0 for all a P R. As a consequence, the only
non-vanishing summand in βλpaq occurs when m “ 0, so that
βλpaq “
dź
`“1
rβλpa`q.
A.3 Proof of Lemma 3
First recall that
cKθnpuq “
1
|H |
ż
r0,1sd
K
 
H´1pu´ vqJ( cθnpvq dv
and note that pcKn can be equivalently written as
pcKn puq “ 1|H |
ż
r0,1sd
K
!
H´1 pu ´ vqJ
)
dCnpvq,
where dCn gives mass 1{n at each pU1, . . . , pUn. Letting `n “ dpCn ´ Cθnq, the Fourier
transform of pcKn ´ cKθn is given by
F
`pcKn ´ cKθn˘ ptq “ 1p2piqd{2
ż
r0,1sd
eixt,uy
 pcKn puq ´ cKθnpuq( du
“ 1p2piqd{2
ż
r0,1sd
eixt,uy
„
1
|H |
ż
r0,1sd
K
 
H´1pu´ vqJ( `npvqdu
“ 1p2piqd{2
ż
r0,1sd
„ż
r0,1sd
1
|H |e
ixt,uyK
 
H´1pu ´ vqJ( du `npvq,
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where the last equality follows from Fubini's Theorem. Now using the change of variable
z “ H´1pu´ vqJ, one obtains
F
`pcKn ´ cKθn˘ ptq “ 1p2piqd{2
ż
r0,1sd
"ż
Rd
eixt,Hz`vyKpzq d z
*
`npvq
“
ż
r0,1sd
eixt,vy
"
1
p2piqd{2
ż
Rd
eixHt,zyKpzq d z
*
`npvq
“ GpHtq
ż
r0,1sd
eixt,vy `npvq.
Hence,
Srωn “ n
ż
Rd
|ψnptq ´ cθnptq|2 tGpHtqu2 dt
“ n
ż
Rd
ˇˇˇˇż
r0,1sd
eixt,vy `npvq
ˇˇˇˇ
2
tGpHtqu2 dt
“ n
ż
Rd
ˇˇˇˇ
GpHtq
ż
r0,1sd
eixt,vy `npvq
ˇˇˇˇ
2
dt
“ n
ż
Rd
ˇˇ
F
`pcKn ´ cKθn˘ ptqˇˇ2 dt.
From Parseval's identity, one nally deduces that
Srωn “ n
ż
r0,1sd
 pcKn puq ´ cKθnpuq(2 du.
A.4 Proof of Proposition 1
First dene
Anptq “ 1?
n
nÿ
j“1
!
exppixt,Ujyq ´ ψθ0ptq ` i exppixt,Ujyq
A
t, pUj ´UjE) ,
Bnptq “ ∇ψθ0ptq
1?
n
nÿ
j“1
!
Jθ0pUjq ` ppUj ´Ujq∇Jθ0pUjq) .
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By a Taylor expansion, one has
?
npψn´ψθ0q “ An´Rn1, where for rUj that lies betweenpUj and Uj for each j P t1, . . . , nu,
Rn1ptq “ 1
2
?
n
nÿ
j“1
´A
t, pUj ´UjE¯2 exppixt, rUjyq.
Similarly,
?
npψθn ´ ψθ0q “ Bn `Rn2 `Rn3, where
Rn2ptq “ ∇ψθ0ptq
#
Θn ´ 1?
n
nÿ
j“1
!
Jθ0pUjq ` ppUj ´Ujq∇Jθ0pUjq)
+
and for
rθn that lies between θn and θ0, Rn3ptq “  ∇ψrθnptq ´∇ψθ0ptq(Θn. Because
pUj “ 1
n
nÿ
j1“1
I pXj1 ď Xjq “ 1
n
nÿ
j1“1
I pUj1 ď Ujq ,
one can write
Anptq ´Bnptq “ 1
n
?
n
nÿ
j,j1“1
Υθ0pUj,Uj1, tq.
Hence,
Sωn “
ż
Rd
ˇˇˇˇ
ˇ 1n?n
nÿ
j,j1“1
Υθ0pUj,Uj1, tq ´
3ÿ
`“1
Rn`ptq
ˇˇˇˇ
ˇ
2
ωptq dt “ V ωn `∆n1 ´ 2∆n2,
where
V ωn “
ż
Rd
ˇˇˇˇ
ˇ 1n?n
nÿ
j,j1“1
Υθ0pUj ,Uj1, tq
ˇˇˇˇ
ˇ
2
ωptq dt and ∆n1 “
ż
Rd
ˇˇˇˇ
ˇ 3ÿ
`“1
Rn`ptq
ˇˇˇˇ
ˇ
2
ωptq dt,
while for Repzq being the real part of the complex number z,
∆n2 “
ż
Rd
Re
#
1
n
?
n
nÿ
j,j1“1
Υθ0pUj,Uj1, tq
3ÿ
`“1
Rn`ptq
+
ωptq dt.
One then has
|∆n2| ď
ż
Rd
ˇˇˇˇ
ˇRe
#
1
n
?
n
nÿ
j,j1“1
Υθ0pUj,Uj1, tq
3ÿ
`“1
Rn`ptq
+ˇˇˇˇ
ˇωptq dt
ď
ż
Rd
ˇˇˇˇ
ˇ 1n?n
nÿ
j,j1“1
Υθ0pUj ,Uj1, tq
3ÿ
`“1
Rn`ptq
ˇˇˇˇ
ˇωptq dt
ď
a
V ωn ∆n1 ,
92
where the last inequality is a consequence of the CauchySchwarz inequality. In what
follows, it will be shown that ∆n1 “ oPp1q, which will also entail that ∆n2 “ oPp1q, since
as is established in Proposition 2, V ωn “ OPp1q. To this end, note that
∆n1 “
ż
Rd
|Rn1ptq|2 ωptq dt`
ż
Rd
|Rn2ptq|2 ωptq dt`
ż
Rd
|Rn3ptq|2 ωptq dt
` 2
ż
Rd
Re tRn1ptqRn2ptq `Rn1ptqRn3ptq `Rn2ptqRn3ptquωptq dt. (A.1)
First writeż
Rd
|Rn1ptq|2 ωptq dt “
ż
Rd
ˇˇˇˇ
ˇ 12?n
nÿ
j“1
!
xt, pUj ´Ujy)2 exppixt, rUjyq
ˇˇˇˇ
ˇ
2
ωptq dt
ď 1
4
˜
1?
n
nÿ
j“1
xpUj ´Uj , pUj ´Ujy¸2 ż
Rd
pxt, tyq2 ωptq dt.
Letting Fnpxq “
?
ntFnpxq ´ F pxqu, where Fn is the d-variate empirical distribution
function, one can write
pUj ´ Uj “ pFn1pXj1q, . . . ,FndpXjdqq{?n, where Fn`pxq is the
process Fn evaluated at 8, except x` “ x. Hence,
1?
n
nÿ
j“1
xpUj ´Uj, pUj ´Ujy ď ?n max
1ďjďn
xpUj ´Uj, pUj ´Ujy
“ ?n max
1ďjďn
dÿ
`“1
"
Fn`pXj`q?
n
*2
ď 1?
n
sup
xPRd
dÿ
`“1
tFn`px`qu2
ď d?
n
sup
xPRd
tFnpxqu2
“ OPpn´1{2q,
since supxPRd Fnpxq “ OPp1q; see Shorack and Wellner (1986). As a consequence,ż
Rd
|Rn1ptq|2 ωptq dt “ OPp1{nq
ż
Rd
pxt, tyq2 ωptq dt “ oPp1q,
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since Assumption A3 ensures that
ş
Rd
pxt, tyq2 ωptq dt ă 8. Next, let
Ln “ Θn ´ 1?
n
nÿ
j“1
!
Jθ0pUjq ` ppUj ´Ujq∇Jθ0pUjq)
and dene I P Rpˆp as a matrix of ones. From Assumptions A1A2 and since Ln “ oPp1q,
ż
Rd
|Rn2ptq|2 ωptq dt “
ż
Rd
|∇ψθ0ptqLn|2 ωptq dt
“ LJn
"ż
Rd
`
DRθ0ptqJDRθ0ptq `DIθ0ptqJDIθ0ptq
˘
ωptq dt
*
Ln
ď LJn ILn
"ż
Rd
´››DRθ0ptq››2 ` ››DIθ0ptq››2¯ωptq dt*
“ oPp1q.
Next, because Θn “ OPp1q and rθn is in a neighborhood of θ0, Assumption A2 entails
ż
Rd
|Rn3ptq|2 ωptq dt “
ż
Rd
ˇˇ 
∇ψrθnptq ´∇ψθ0ptq(Θn ˇˇ2 ωptq dt
“
ż
Rd
ˇˇˇ!
DRrθnptq ´DRθ0ptq
)
Θn ` i
!
DIrθnptq ´DIθ0ptq
)
Θn
ˇˇˇ
2
ωptq dt
ď ΘJn IΘn
ż
Rd
"›››DRrθnptq ´DRθ0ptq›››2 ` ›››DIrθnptq ´DIθ0ptq›››2
*
ωptq dt
ď ΘJn IΘn
ż
Rd
“tγRptqu2 ` tγIptqu2‰ωptq dt
ď OPp1q.
Since  can be chosen arbitrarily small, one concludes that
ş
Rd
|Rn3ptq|2 ωptq dt “ oPp1q.
The remaining terms in the expression of ∆n1 in (A.1) can be shown to be oPp1q, by
another application of the CauchySchwarz inequality. Thus, ∆n1 “ oPp1q, ∆n2 “ oPp1q
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and Sωn “ V ωn ` oPp1q, where for Φθ0 dened in (1.7),
V ωn “
ż
Rd
ˇˇˇˇ
ˇ 1n?n
nÿ
j,j1“1
Υθ0pUj,Uj1, tq
ˇˇˇˇ
ˇ
2
ωptq dt
“
ż
Rd
˜
1
n
?
n
nÿ
j,j1“1
Υθ0pUj,Uj1, tq
¸˜
1
n
?
n
nÿ
k,k1“1
Υθ0pUk,Uk1,´tq
¸
ωptq dt
“ 1
n3
nÿ
j,j1,k,k1“1
ż
Rd
Υθ0pUj ,Uj1, tqΥθ0pUk,Uk1,´tqωptq dt
“ 1
n3
nÿ
j,j1,k,k1“1
1
3
ż
Rd
tΥθ0pUj,Uj1, tqΥθ0pUk,Uk1,´tq
`Υθ0pUj,Uk, tqΥθ0pUj1,Uk1,´tq
`Υθ0pUj,Uk1, tqΥθ0pUj1,Uk,´tquωptq dt
“ 1
n3
nÿ
j,j1,k,k1“1
Φθ0 pUj,Uj1,Uk,Uk1q .
A.5 Proof of Proposition 2
First dene the U-statistics
U p3qn “
ˆ
n
3
˙´1 ÿ
1ďjăj1ăkďn
Φ
p3q
θ0
pUj ,Uj1,Ukq ,
U p4qn “
ˆ
n
4
˙´1 ÿ
1ďjăj1ăkăk1ďn
Φθ0 pUj ,Uj1,Uk,Uk1q ,
where Φ
p3q
θ0
pu1,u2,u3q “ Φθ0pu1,u1,u2,u3q`Φθ0pu2,u2,u1,u3q`Φθ0pu3,u3,u1,u2q. From
Theorem 1, p. 183 in Lee (1990), one deduces that
V ωn “ 6
ˆ
n ´ 1
n
˙ˆ
n´ 2
n
˙
U p3qn `
ˆ
n´ 1
n
˙ˆ
n ´ 2
n
˙ˆ
n´ 3
n
˙
nU p4qn ` oPp1q
“ 6U p3qn ` nU p4qn ` oPp1q. (A.2)
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From a direct computation, one can show that EtΥθ0pU1,U2, tqu “ 0 for all t P Rd. This
entails E tΦθ0pU1,U2,U3,U4qu “ 0 and
E tΦθ0pu,U2,U3,U4qu “
1
12
ż
Rd
E tΥθ0pu,U2, tquE tΥθ0pU3,U4,´tquωptq dt
` 1
12
ż
Rd
E tΥθ0pu,U3, tquE tΥθ0pU2,U4,´tquωptq dt
` 1
12
ż
Rd
E tΥθ0pu,U4, tquE tΥθ0pU2,U3,´tquωptq dt
“ 0.
In other words, Φθ0 has a degeneracy of order one. Now for γθ0pu, tq “ EtΥθ0pu,U, tqu,
one obtains after straightforward computations that
Ψθ0pu1,u2q “ 6 E tΦθ0pu1,u2,U3,U4qu “
ż
Rd
γθ0pu1, tq γθ0pu2,´tqωptq dt.
Since Ψθ0pu1,u2q ‰ 0 and VartΨθ0pU1,U2qu ą 0, Corollary 1, p. 83 in Lee (1990) entails
that nU
p4q
n converges in distribution to
8ÿ
κ“1
λκ
`
Z2κ ´ 1
˘
,
where tZκu8κ“1 are i.i.d. Np0, 1q and tλκu8κ“1 are the eigenvalues of η ÞÑ EtΨθ0pu,Uq ηpUqu,
where U „ Cθ0 . Finally, from Theorem 3, p. 122 in Lee (1990), 6U p3qn converges al-
most surely to E tΨθ0pU1,U1qu. Hence, one concludes in view of Equation (B.2) that
Sωn “ 6U p3qn ` nU p4qn ` oPp1q converges in distribution to
S
ω “ E tΨθ0pU1,U1qu `
8ÿ
κ“1
λκ
`
Z2κ ´ 1
˘
.
A.6 Proof of Proposition 3
First note that
Θp`qn “
?
n
`
θp`qn ´ θn
˘ “ 1?
n
#
nÿ
j“1
JθnpUp`qj q `
´pUp`qj ´Up`qj ¯∇Jθ0pUp`qj q
+
` oP‹p1q,
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where Jθ and ∇Jθ are dened in Assumption A1, U
p`q
1 , . . . ,U
p`q
n are i.i.d. Cθn and P
‹
is
the probability measure conditional on the sample X “ pX1, . . . ,Xnq. From exactly the
same arguments as in the proof of the Proposition 1 and Proposition 2, but conditional
on X, one can show that S
ω,p`q
n “ V ω,p`qn ` oP‹p1q, where for U‹j and U‹j1 i.i.d Cθn,
V ω,p`qn “
1
n
nÿ
j,j1“1
ΨθnpU‹j ,U‹j1q.
From there, one can invoke Theorem 2.2 of Leucht and Neumann (2009) in order to
ensure that V
ω,p`q
n converges to the same limiting random variable as that in statement
of Proposition 2. The fact that VarpSωq “ 2řκ λ2κ ą 0 entails that the limit distribution
of Sωn is continuous and one can nally conclude that
sup
sPR`
ˇˇ
P
‹
`
Sω,p`qn ď s
˘´ P pSωn ď sqˇˇ PÝÑ 0.
A.7 Supporting information: additional tables and g-
ures
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Table A.1: Percentages of rejection, as estimated from 1000 replicates, of the null hy-
pothesis of a Clayton copula under Clayton (C`), Gumbel (Gu), Normal (N), Plackett
(P`), Student (T3) and Frank (Fr) alternatives when n “ 300 for the tests based on SNn,N,λ
and SDEn,N,λ
Normal weights Double-exponential weights
C τ SNn,N,2 S
N
n,N,4 S
N
n,N,6 S
N
n,N,8 S
DE
n,N,2 S
DE
n,N,4 S
DE
n,N,6 S
DE
n,N,8
.2 5.4 5.5 5.4 5.1 5.2 5.4 5.1 5.3
C` .4 5.7 5.7 5.8 4.8 5.6 6.2 6.3 4.9
.6 4.0 4.0 4.8 5.6 3.9 4.3 4.6 5.5
.2 46.4 65.3 60.9 56.4 57.2 65.9 63.3 60.9
Gu .4 96.4 98.6 97.7 96.8 98.1 98.6 98.3 97.8
.6 100.0 99.9 100.0 100.0 100.0 100.0 100.0 100.0
.2 16.8 27.8 27.5 23.9 22.7 28.6 27.6 26.5
N .4 63.3 77.1 73.1 70.9 72.9 77.3 75.9 73.9
.6 88.4 91.5 91.0 92.3 92.6 92.6 92.5 93.8
.2 16.9 28.6 29.9 27.2 22.8 30.1 31.1 29.4
P` .4 61.5 78.4 75.5 74.6 71.7 79.4 78.5 78.0
.6 88.5 92.0 92.8 94.5 92.9 93.8 94.1 95.4
.2 19.2 40.0 44.9 43.7 27.2 39.7 42.8 44.8
T3 .4 67.8 82.4 80.2 78.4 77.5 82.7 82.3 81.0
.6 93.2 96.2 95.3 95.1 96.0 96.5 96.5 96.8
.2 16.0 30.0 31.3 28.1 22.4 31.5 32.0 30.3
Fr .4 63.0 79.2 77.0 75.6 72.6 80.7 81.1 79.2
.6 86.4 90.6 89.5 90.9 91.2 91.7 91.6 93.1
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Table A.2: Percentages of rejection, as estimated from 1000 replicates, of the null hy-
pothesis of a Gumbel copula under Clayton (C`), Gumbel (Gu), Normal (N), Plackett
(P`), Student (T3) and Frank (Fr) alternatives when n “ 300 for the tests based on SNn,N,λ
and SDEn,N,λ
Normal weights Double-exponential weights
C τ SNn,N,2 S
N
n,N,4 S
N
n,N,6 S
N
n,N,8 S
DE
n,N,2 S
DE
n,N,4 S
DE
n,N,6 S
DE
n,N,8
.2 40.7 62.8 58.1 52.9 54.1 62.2 61.3 57.8
C` .4 98.1 99.0 98.6 98.0 98.9 99.2 99.0 99.1
.6 100.0 100.0 99.9 99.9 100.0 100.0 99.9 99.9
.2 4.9 4.5 4.6 3.9 4.7 4.3 4.3 4.2
Gu .4 6.0 6.8 4.9 5.1 6.2 5.4 4.7 5.3
.6 4.9 6.9 6.9 6.0 5.7 6.7 6.7 6.3
.2 7.1 12.3 12.0 11.1 9.6 12.3 12.2 12.2
N .4 16.8 25.5 20.5 20.7 22.3 24.7 21.7 21.9
.6 21.7 26.1 24.1 24.6 26.2 27.2 25.2 26.5
.2 6.9 12.2 13.1 12.1 8.8 13.2 13.0 13.1
P` .4 15.6 29.7 28.5 29.1 23.1 29.7 30.1 30.4
.6 21.0 31.5 37.9 44.2 27.5 35.0 40.3 44.4
.2 8.5 20.0 25.0 24.4 11.6 20.0 23.7 24.2
T3 .4 19.5 28.3 26.5 26.7 24.4 27.2 26.9 26.9
.6 26.2 30.1 27.5 26.5 28.9 30.4 29.1 28.6
.2 7.6 15.7 15.9 15.3 10.7 15.7 16.9 16.6
Fr .4 19.3 36.9 33.9 33.3 27.7 35.7 35.2 36.4
.6 34.0 49.6 48.1 46.4 43.2 50.7 50.3 50.7
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Table A.3: Percentages of rejection, as estimated from 1000 replicates, of the null hy-
pothesis of a Normal copula under Clayton (C`), Gumbel (Gu), Normal (N), Plackett
(P`), Student (T3) and Frank (Fr) alternatives when n “ 300 for the tests based on SNn,N,λ
and SDEn,N,λ
Normal weights Double-exponential weights
C τ SNn,N,2 S
N
n,N,4 S
N
n,N,6 S
N
n,N,8 S
DE
n,N,2 S
DE
n,N,4 S
DE
n,N,6 S
DE
n,N,8
.2 16.5 29.1 25.2 21.7 24.1 28.7 26.0 24.2
C` .4 68.4 76.6 71.5 69.3 75.6 76.4 74.5 72.2
.6 93.2 92.7 91.2 90.7 94.7 93.4 92.5 92.0
.2 6.8 11.5 10.4 9.9 9.4 11.5 10.9 11.2
Gu .4 17.3 26.1 23.2 23.2 22.1 25.4 24.1 25.2
.6 25.4 27.1 23.2 23.8 27.9 27.0 24.4 24.9
.2 5.0 4.4 3.6 3.8 5.4 4.3 3.5 4.1
N .4 4.9 4.4 4.8 5.1 5.1 4.3 4.7 4.9
.6 4.5 5.2 5.0 4.8 4.9 5.1 4.8 4.9
.2 5.9 7.6 7.7 7.4 7.0 7.5 7.6 7.4
P` .4 4.4 9.5 15.6 19.5 5.8 10.7 14.7 17.6
.6 7.4 10.0 20.0 31.2 7.4 12.8 21.2 26.7
.2 6.3 13.6 21.5 22.9 8.5 13.8 17.3 21.0
T3 .4 11.3 15.2 20.3 25.3 11.4 14.4 17.4 20.7
.6 19.4 13.0 13.7 15.9 16.7 12.5 12.5 14.3
.2 5.0 6.5 7.4 7.5 5.6 6.5 7.3 7.7
Fr .4 6.9 13.1 14.5 15.3 9.0 13.2 14.3 15.8
.6 11.2 25.3 27.2 27.0 16.4 26.7 28.8 28.9
100
Table A.4: Percentages of rejection, as estimated from 1000 replicates, of the tests based
on SNn,N,4 and S
C
n,N when n “ 300 for the null hypotheses of Clayton (C`), Gumbel (Gu)
and Normal (N) copula families when N “ 500
H0: C` H0: Gu H0: N
C τ SNn,N,4 S
C
n,N S
N
n,N,4 S
C
n,N S
N
n,N,4 S
C
n,N
.2 5.5 4.9 62.8 61.5 29.1 25.5
C` .4 5.7 6.0 99.0 99.3 76.6 76.0
.6 4.0 4.7 100.0 100.0 92.7 94.4
.2 65.3 68.6 4.5 5.4 11.5 10.9
Gu .4 98.6 99.0 6.8 5.7 26.1 26.5
.6 99.9 100.0 6.9 6.4 27.1 29.8
.2 27.8 29.2 12.3 12.1 4.4 4.9
N .4 77.1 81.6 25.5 22.8 4.4 4.8
.6 91.5 95.4 26.1 25.6 5.2 5.3
.2 28.6 32.0 12.2 12.6 7.6 7.3
P` .4 78.4 84.2 29.7 30.1 9.5 10.0
.6 92.0 96.3 31.5 35.8 10.0 15.7
.2 40.0 36.4 20.0 17.1 13.6 10.1
T3 .4 82.4 84.9 28.3 23.8 15.2 12.5
.6 96.2 97.7 30.1 28.4 13.0 12.1
.2 30.0 32.1 15.7 15.4 6.5 6.3
Fr .4 79.2 84.5 36.9 34.9 13.1 13.5
.6 90.6 95.3 49.6 51.4 25.3 29.6
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Table A.5: Percentages of rejection, as estimated from 1000 replicates, of the tests based
on SNn,N,4 and S
C
n,N when n “ 300 for the null hypotheses of Clayton (C`), Gumbel (Gu)
and Normal (N) copula families when N “ 1000
H0: C` H0: Gu H0: N
C τ SNn,N,4 S
C
n,N S
N
n,N,4 S
C
n,N S
N
n,N,4 S
C
n,N
.2 6.2 6.2 77.7 75.9 42.6 35.3
C` .4 4.9 4.3 99.9 100.0 86.9 85.5
.6 4.6 4.2 100.0 100.0 97.8 98.1
.2 74.6 78.6 5.9 5.8 19.0 20.1
Gu .4 99.5 99.9 4.8 4.4 32.3 36.3
.6 100.0 100.0 5.0 4.3 33.9 40.3
.2 40.3 42.2 16.3 13.8 6.1 6.1
N .4 87.0 90.9 28.3 25.4 4.8 4.1
.6 97.8 99.0 33.1 27.9 4.4 4.4
.2 40.6 44.8 19.4 18.5 6.9 7.6
P` .4 89.5 93.5 34.4 33.7 10.0 12.8
.6 98.5 99.9 46.9 49.3 11.9 22.5
.2 57.0 55.2 28.2 21.7 25.4 17.4
T3 .4 93.0 94.4 36.7 30.3 18.8 14.1
.6 99.6 99.8 45.4 40.7 14.5 13.6
.2 41.5 45.6 22.5 22.0 9.1 9.4
Fr .4 90.8 94.4 49.1 47.6 17.0 17.0
.6 98.3 99.2 66.2 66.5 34.7 40.6
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Figure A.1: Real part (left) and imaginary part (right) of ψCptq for the bivariate Clayton
(top panels), Gumbel (middle panels) and Normal (bottom panels) copulas when τpCq “
.6
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Figure A.2: Real part (left) and imaginary part (right) of ψCptq for the bivariate Plackett
(top panels), Student with ν “ 3 degrees of freedom (middle panels) and Frank (bottom
panels) copulas when τpCq “ .6
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ANNEXE B
Matériel supplémentaire pour le
Chapitre 2
B.1 Proofs
B.1.1 Proof of Lemma 4
Making use of the product-to-sum trigonometric identity, i.e.
2 sin
˜
dÿ
`“1
x`
¸
sin
˜
dÿ
`“1
y`
¸
“ cos
#
dÿ
`“1
px` ´ y`q
+
´ cos
#
dÿ
`“1
px` ` y`q
+
,
one deduces from the denition of Bω in Equation (2.6) that
2Bωpa,bq “
ż
Rd
cos
 
tpa´ bqJ(ωptq dt´ ż
Rd
cos
 
tpa` bqJ(ωptq dt
“ Aωpa´ bq ´ Aωpa` bq,
where Aω is the real part of the characteristic function of ω.
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B.1.2 Proof of Proposition 4
By the mean-value Theorem, one has for each j P t1, . . . , nu that
sinptxWJj q “ sinptWJj q ` dÿ
`“1
t` cosptWJj q
´xWj` ´Wj`¯` Anjptq,
where for
ĂWj “ δxWj ` p1´ δqWj for some δ P r0, 1s,
Anjptq “ ´1
2
sinptĂWJj q
#
dÿ
`“1
t`
´xWj` ´Wj`¯+2 . (B.1)
Upon noting that for each ` P t1, . . . , du,
xWj` “ 1
n
nÿ
k“1
"
I pWk` ďWj`q ´ 1
2
*
,
one can write for ∆nptq “
řn
j“1Anjptq{
?
n that
Lnptq “ 1
n
nÿ
j“1
#
sinptWJj q `
dÿ
`“1
t` cosptWJj q
´xWj` ´Wj`¯` Anjptq+
“ 1
n2
nÿ
j,k“1
#
sinptWJj q `
dÿ
`“1
ˆ
IpWk` ď Wj`q ´Wj` ´ 1
2
˙
t` cosptWJj q
+
` 1?
n
∆nptq.
Hence, in view of the denition of Λt,
Lnptq “ 1
n2
nÿ
j,k“1
ΛtpWj ,Wkq ` 1?
n
∆nptq.
One then has
Rn,ω “
ż
Rd
#
1
n3{2
nÿ
j,k“1
ΛtpWj,Wkq `∆nptq
+2
ωptq dt
“ Vn,ω `∆n1,ω ` 2∆n2,ω,
106
where
Vn,ω “ 1
n3
nÿ
j,j1,k,k1“1
ż
Rd
ΛtpWj,WkqΛtpWj1,Wk1qωptq dt,
∆n1,ω “
ż
Rd
t∆nptqu2 ωptq dt,
∆n2,ω “
ż
Rd
1
n3{2
nÿ
j,k“1
ΛtpWj,Wkq∆nptqωptq dt.
At this point, it is worth noting that from the CauchySchwarz inequality,
∆n2,ω ď
$&%
ż
Rd
˜
1
n3{2
nÿ
j,k“1
ΛtpWj,Wkq
¸2
ωptq dt
,.-
1{2ˆż
Rd
t∆nptqu2 ωptq dt
˙1{2
“ aVn,ω∆n1,ω.
Proposition 5 establishes the convergence in distribution of Vn,ω, so that Vn,ω “ OPp1q. It
then remains to show that ∆n1,ω “ oPp1q in order to conclude that Rn,ω “ Vn,ω ` oPp1q.
To this end, one deduces from Equation (B.1) that
|Anjptq| ď 1
2
#
dÿ
`“1
t`
´xWj` ´Wj`¯+2 .
Since for each ` P t1, . . . , du, xWj` ´ Wj` “ pF`pXj`q ´ F`pXj`q and ?nt pF`pxq ´ F`pxqu
converges uniformly in x P R to a brownian bridge (see Shorack and Wellner (1986), for
instance),
max
1ďjďn
|Anjptq| “ pt1 ` ¨ ¨ ¨ ` tdq2OPpn´1q.
One can then conclude that
|∆nptq| ď 1?
n
nÿ
j“1
|Anjptq| ď
?
n max
1ďjďn
|Anjptq| “ pt1 ` ¨ ¨ ¨ ` tdq2OPpn´1{2q.
In view of the assumption
ş
Rd
pt1 ` ¨ ¨ ¨ ` tdq4 ωptq dt ă 8, one deduces
∆n1,ω “ OPpn´1q
ż
Rd
pt1 ` ¨ ¨ ¨ ` tdq4 ωptq dt “ oPp1q.
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Finally, simple calculations allow to show that
Vn,ω “ 1
n3
nÿ
j,j1,k,k1“1
Φω pWj,Wj1,Wk,Wk1q ,
where Φω is the symmetrization ofż
Rd
Λtpw1,w2qΛtpw3,w4qωptq dt.
B.1.3 Proof of Proposition 5
Upon noting that |Λtpw1,w2q ` Λtpw2,w1q| ď 2 p1` |t1| ` ¨ ¨ ¨ ` |td|q, one has in view of
the assumption
ş
Rd
pt1 ` ¨ ¨ ¨ ` tdq4ωptq d t ă 8 that
Φωpw1,w2,w3,w4q ď 3
144
ż
Rd
t2 p1` |t1| ` ¨ ¨ ¨ ` |td|qu4 ωptq d t ă 8.
Now dene Φ
p3q
ω pw1,w2,w3q “ tΦωpw1,w1,w2,w3q`Φωpw2,w2,w1,w3q`Φωpw3,w3,w1,w2qu{3.
From Theorem 1, p. 183 in Lee (1990), one deduces that
Vn,ω “ U p3qn ` nU p4qn ` oPp1q, (B.2)
where U
p3q
n and U
p4q
n are the U-statistics
U p3qn “
ˆ
n
3
˙´1 ÿ
1ďjăj1ăkďn
6Φp3qω pWj,Wj1,Wkq ,
U p4qn “
ˆ
n
4
˙´1 ÿ
1ďjăj1ăkăk1ďn
Φω pWj ,Wj1,Wk,Wk1q .
From Theorem 3, p. 122 in Lee (1990), U
p3q
n converges almost surely to
6 E
 
Φp3qω pW1,W2,W3q
( “ 6 E tΦωpW1,W1,W2,W3qu .
From the denition of Φω and the fact that EtΛtpW3,W4q ` ΛtpW4,W3qu “ 0,
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6 E tΦωpW1,W1,W2,W3qu
“
ż
Rd
E rtΛtpW1,W2q ` ΛtpW2,W1qu tΛtpW1,W3q ` ΛtpW3,W1qusωptq dt
“
ż
Rd
E
 
λ2
t
pW1q
(
ωptq dt
“ E
"ż
Rd
λ2
t
pW1qωptq dt
*
“ E tΨωpW1,W1qu .
Next, since E tΦωpw,W2,W3,W4qu “ 0, Φω has a rst-order degeneracy and U p4qn is
asymptotically equivalent to the U-statistic with bivariate kernel
6 E tΦωpw1,w2,W3,W4qu
“ 1
2
ż
Rd
tΛtpw1,w2q ` Λtpw2,w1quE tΛtpW3,W4q ` ΛtpW4,W3quωptq dt
` 1
2
ż
Rd
E tΛtpw1,W3q ` ΛtpW3,w1quE tΛtpw2,W4q ` ΛtpW4,w2quωptq dt
` 1
2
ż
Rd
E tΛtpw1,W4q ` ΛtpW4,w1quE tΛtpw2,W3q ` ΛtpW3,w2quωptq dt
“
ż
Rd
E tΛtpw1,W3q ` ΛtpW3,w1quE tΛtpw2,W4q ` ΛtpW4,w2quωptq dt
“
ż
Rd
λtpw1qλtpw2qωptq dt
“ Ψωpw1,w2q,
where the fact that EtΛtpW3,W4q ` ΛtpW4,W3qu “ 0 has been used again. In view of
Equation (B.2), it follows that
Vn,ω “ 1
n
nÿ
j,j1“1
Ψω pWj,Wj1q ` oPp1q,
and then because Rn,ω “ Vn,ω ` oPp1q,
Rn,ω “ 1
n
nÿ
j,j1“1
Ψω pWj,Wj1q ` oPp1q.
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Since EtΨωpw1,W2qu “ 0, the kernel Ψω has a rst-order degeneracy. Because in addi-
tion, the fact that Φω is bounded entails ErtΨωpW1,W2qu2s ă 8, Corollary 1, p. 83 in
Lee (1990) ensures that Rn,ω converges in distribution to
Rω “ E tΨωpW1,W1qu `
8ÿ
j“1
κj
`
Z2j ´ 1
˘
.
B.1.4 Proof of Proposition 6
First note that
pRn,ω “ 1
n
nÿ
j,j1“1
∆j ∆j1
ż
Rd
pλtpxWjq pλtpxWj1qωptq d t
“
ż
Rd
#
1?
n
nÿ
j“1
∆j pλtpWjq
+2
ωptq d t.
From there, one can write
pRn,ω “ ż
Rd
«
1?
n
nÿ
j“1
∆j rλtpWjq ` 1?
n
nÿ
j“1
∆j
!pλtpxWjq ´ rλtpWjq)ff2 ωptq dt
“ rRn,ω ` p∆n1,ω ` 2 p∆n2,ω,
where
rRn,ω “ ż
Rd
#
1?
n
nÿ
j“1
∆j rλtpWjq
+2
ωptq dt,
p∆n1,ω “ ż
Rd
#
1?
n
nÿ
j“1
∆j
!pλtpxWjq ´ rλtpWjq)+2 ωptq dt,
p∆n2,ω “ ż
Rd
#
1?
n
nÿ
j“1
∆j rλtpWjq
+#
1?
n
nÿ
j“1
∆j
!pλtpxWjq ´ rλtpWjq)
+
ωptq dt.
It will be shown that
p∆n1,ω “ oP‹p1q, which will also entail that p∆n2,ω “ oP‹p1q, in view
of that fact that
p∆n2,ω ď brRn,ω p∆n1,ω, from the CauchySchwarz inequality. To this end,
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note that p∆n1,ω “ ż
Rd
#
dÿ
`“0
pZn`ptq
+2
ωptq dt,
where pZn0ptq “ 1?
n
nÿ
j“1
∆j
!
sinptxWJj q ´ sinptWJj q)
and for each ` P t1, . . . , du,
pZn`ptq “ 1?
n
nÿ
j“1
∆j
«
1
n
nÿ
k“1
ˆ
I
´xWj` ď xWk`¯´ 1
2
˙
t` cosptxWJk q
´EW
"ˆ
I
´xWj` ďW`¯´ 1
2
˙
t` cosptWJq
*
.
In the sequel, it will be shown that for each ` P t0, . . . , du,ż
Rd
!pZn`ptq)2 ωptq d t “ oP‹p1q.
By the CauchySchwarz inequality, this will entail
p∆n1,ω “ oP‹p1q. By the mean-value
Theorem, one has for
ĂWJj “ δxWj ` p1´ δqWj for some δ P r0, 1s that
sinptxWJj q ´ sinptWJj q “ cosptĂWJj q
#
dÿ
`“1
t`
´xWj` ´Wj`¯+ .
Letting Var‹p¨q be the variance conditional on the data, one has in view of the fact that
Varp∆jq « 1 that
Var‹
!pZn0ptq) « 1
n
nÿ
j“1
cos2ptĂWJj q
#
dÿ
`“1
t`
´xWj` ´Wj`¯
+2
ď 1
n
nÿ
j“1
#
dÿ
`“1
t`
´xWj` ´Wj`¯+2
ď max
1ďjďn
#
dÿ
`“1
t`
´xWj` ´Wj`¯+2
“ OPpn´1qpt1 ` ¨ ¨ ¨ ` tdq2,
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the last equality being a consequence of the fact that for each ` P t1, . . . , du,
max
1ďjďn
ˇˇˇxWj` ´Wj` ˇˇˇ “ OPpn´1{2q.
It follows that t pZn0ptqu2 “ oP‹p1qpt1 ` ¨ ¨ ¨ ` tdq2, so that
ż
Rd
!pZn0ptq)2 ωptq d t “ oP‹p1q ż
Rd
pt1 ` ¨ ¨ ¨ ` tdq2 ωptq d t “ oP‹p1q.
Next, making use of the fact that IpxWj` ď xWk`q “ IpWj` ď Wk`q, one has for each
` P t1, . . . , du that
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Var‹
!pZn`ptq)
« 1
n
nÿ
j“1
«
1
n
nÿ
k“1
ˆ
I pWj` ďWk`q ´ 1
2
˙
t` cosptxWJk q
´EW
"ˆ
I
´xWj` ď W`¯´ 1
2
˙
t` cosptWJq
*2
ď t2` max
1ďjďn
«
1
n
nÿ
k“1
ˆ
I pWj` ďWk`q ´ 1
2
˙
cosptxWJk q
´EW
"ˆ
I
´xWj` ď W`¯´ 1
2
˙
cosptWJq
*2
“ t2` max
1ďjďn
«
1
n
nÿ
k“1
ˆ
I pWj` ďWk`q ´ 1
2
˙
cosptWJk q
´EW
"ˆ
I pWj` ďW`q ´ 1
2
˙
cosptWJq
*
´ 1
n
nÿ
k“1
ˆ
I pWj` ďWk`q ´ 1
2
˙
sinptĂWJk q
#
dÿ
`“1
t`
´xWk` ´Wk`¯+
`EW
!´
I pWj` ďW`q ´ I
´xWj` ď W`¯¯ cosptWJq)ı2
ď t2` max
1ďjďn
«ˇˇˇˇ
ˇ1n
nÿ
k“1
ˆ
I pWj` ď Wk`q ´ 1
2
˙
cosptWJk q
´EW
"ˆ
I pWj` ďW`q ´ 1
2
˙
cosptWJq
*ˇˇˇˇ
`
ˇˇˇˇ
ˇ 1n
nÿ
k“1
ˆ
I pWj` ďWk`q ´ 1
2
˙
sinptĂWJk q
#
dÿ
`“1
t`
´xWk` ´Wk`¯
+ˇˇˇˇ
ˇ
`
ˇˇˇ
EW
!´
I pWj` ďW`q ´ I
´xWj` ďW`¯¯ cosptWJq)ˇˇˇı2 .
The rst summand into the brackets of the righthand side of the last equation is oPp1q,
uniformly in Wj`. The second summand is bounded above by p|t1| ` ¨ ¨ ¨ ` |td|qOPpn´1{2q,
while the third summand is OPpn´1{2q. One can then conclude that Var‹t pZn`ptqu “
t2`p|t1| ` ¨ ¨ ¨ ` |td| ` 1q2OPpn´1q, so that t pZn`ptqu2 “ oP‹p1q t2`p|t1| ` ¨ ¨ ¨ ` |td| ` 1q2. As a
113
consequence,
ż
Rd
! pZn`ptq)2 ωptq d t “ oP‹p1q ż
Rd
t2` p|t1| ` ¨ ¨ ¨ ` |td| ` 1q2 ωptq d t “ oP‹p1q.
It follows that
p∆n1,ω “ oP‹p1q, and consequently, p∆n2,ω “ oP‹p1q. Hence, pRn,ω “ rRn,ω `
oP‹p1q, where
rRn,ω “ 1
n
nÿ
j,j1“1
∆j ∆j1 rΨωpWj,Wj1q.
On can deduce from Theorem 3.4 in Dehling and Mikosch (1994) that
sup
rPR`
ˇˇˇ
P
‹
´ rRn,ω ď r¯´ P´rRω ď r¯ˇˇˇ PÝÑ 0.
One can nally conclude that
sup
rPR`
ˇˇˇ
P
‹
´ pRn,ω ď r¯´ P´rRω ď r¯ˇˇˇ PÝÑ 0.
B.1.5 Proof of Lemma 5
First dene htpwq “ sinptwJq and hr`st pwq “ Bhtpwq{Bw` “ t` cosptwJq for each ` P
t1, . . . , du. With this notation, one can write
pλtpwq “ htpwq ` dÿ
`“1
#
1
n
nÿ
k“1
I
´
w`,xWk`¯hr`st pxWJk q
+
.
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Integrating
pλtpw1q pλtpw2q with respect to ω yields
pΨωpw1,w2q “ ż
Rd
htpw1q htpw2qωptq dt
`
dÿ
`“1
#
1
n
nÿ
k“1
Ipw2`,xWk`q ż
Rd
h
r`s
t
pxWkq htpw1qωptq dt
+
`
dÿ
`“1
#
1
n
nÿ
k“1
Ipw1`,xWk`q ż
Rd
h
r`s
t
pxWkq htpw2qωptq dt+
`
dÿ
`,`1“1
#
1
n2
nÿ
k,k1“1
Ipw1`,xWk`q Ipw2`1,xWk1`1q
ˆ
ż
Rd
h
r`s
t
pxWkq hr`1st pxWk1qωptq dt* .
The rst expression on the righthand side isż
Rd
htpw1q htpw2qωptq dt “ Bωpw1,w2q.
For the second and third summand, one has for w P r´1{2, 1{2sd thatż
Rd
h
r`s
t
pxWkq htpwqωptq dt “ BBxWk`
ż
Rd
htpxWkq htpwqωptq dt
“ B
BxWk` BωpxWk,wq
“ Br`sω pxWk,wq,
while for the fourth summand,ż
Rd
h
r`s
t
pxWkq hr`1st pxWk1qωptq dt “ B2BxWk` BxWk1`1
ż
Rd
htpxWkq htpxWk1qωptq dt
“ B
2
BxWk` BxWk1`1 BωpxWk,xWk1q
“ Br`,`1sω pxWk,xWk1q.
Collecting the four expressions yields the announced formula.
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B.2 Complementary computations
B.2.1 Example 1 continued
When ωptq “ g1pt1{σq ˆ ¨ ¨ ¨ ˆ gdptd{σq, the form of Bω has been derived in Example 1
in terms of the characteristic functions α1, . . . , αd. Now let α
1
` and α
2
` be the rst two
derivatives of α` and dene
Qpaq “
dź
`“1
α`pa`q.
By straightforward computations, one can show that
Brksω pa,bq “ σ
"
α1k tσpak ´ bkqu
αk tσpak ´ bkqu Q tσpa´ bqu ´
α1k tσpak ` bkqu
αk tσpak ` bkqu Q tσpa` bqu
*
.
Also,
Brk,ksω pa,bq “ ´σ2
"
α2k tσpak ´ bkqu
αk tσpak ´ bkqu Q tσpa´ bqu `
α2k tσpak ` bkqu
αk tσpak ` bkqu Q tσpa` bqu
*
,
while for k ‰ k1,
Brk,k
1s
ω pa,bq “ ´σ2
α1k tσpak ´ bkqu
αk tσpak ´ bkqu
α1k1 tσpak1 ´ bk1qu
αk1 tσpak1 ´ bk1qu Q tσpa´ bqu
´ σ2 α
1
k tσpak ` bkqu
αk tσpak ` bkqu
α1k1 tσpak1 ` bk1qu
αk1 tσpak1 ` bk1qu Q tσpa` bqu .
In the case of the standard Normal density, one can show that
α1paq
αpaq “ ´a and
α2paq
αpaq “ a
2 ´ 1.
For the double-exponential density,
α1paq
αpaq “ ´
2a
a2 ` 4 and
α2paq
αpaq “
2p3a2 ´ 4q
pa2 ` 4q2 ,
while for the double-Gamma density,
α1paq
αpaq “
´2apa2 ´ 12q
a4 ´ 16 and
α2paq
αpaq “
6pa4 ´ 24a2 ` 16q
pa2 ´ 4qpa2 ` 4q2 .
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B.2.2 Example 2 continued
When d “ 2 and ω is the bivariate Normal density φρ with correlation coecient ρ P
p´1, 1q, formula (2.9) entails that Bωpa,bq “ φρtσpa´bqu´φρtσpa`bqu. Before giving
the partial derivatives of Bω, note that
φr1sρ px1, x2q “
ˆ
ρx2 ´ x1
1´ ρ2
˙
φρpx1, x2q,
φr1,1sρ px1, x2q “
#ˆ
ρx2 ´ x1
1´ ρ2
˙2
´ 1
1´ ρ2
+
φρpx1, x2q,
φr1,2sρ px1, x2q “
"
ρ
1´ ρ2 `
ˆ
ρx2 ´ x1
1´ ρ2
˙ˆ
ρx1 ´ x2
1´ ρ2
˙*
φρpx1, x2q.
With this notation, one can show that
Br1sω pa,bq “ σ
 
φr1sρ pa´ bq ´ φr1sρ pa` bq
(
and B
r2s
ω pa,bq “ Br1sω papi,bpiq, where api “ pa2, a1q and bpi “ pb2, b1q. Also,
Br1,1sω pa,bq “ ´σ2
 
φr1,1sρ pa´ bq ` φr1,1sρ pa` bq
(
and B
r2,2s
ω pa,bq “ Br1,3sω papi,bpiq. Finally,
Br1,2sω pa,bq “ Br2,1sω pa,bq “ ´σ2
 
φr1,2sρ pa´ bq ` φr1,2sρ pa` bq
(
.
B.2.3 Details on a test of symmetry by Genest and Ne²lehová
(2014)
Dening A P Rnˆn such that for each j, k P t1, . . . , nu,
Ajk “ I
´pUj1 ď pUk1, pUj2 ď pUk2¯´ I´1´ pUj1 ď pUk1, 1´ pUj2 ď pUk2¯ ,
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one can write for 1 “ p1, . . . , 1q P Rn,
Sn “
nÿ
k“1
˜
1
n
nÿ
j“1
Ajk
¸2
“ 1
n2
nÿ
k“1
nÿ
j,j1“1
Ajk Aj1k
“ 1
n2
nÿ
j,j1“1
`
AAJ
˘
jj1
“ 1
n2
1AAJ 1J.
It was shown by Genest and Ne²lehová (2014) that Sn converges in distribution under
H0 to a random variable having representation
S “
ż
r0,1s2
tEpu1, u2qu2 dCpu1, u2q,
where in terms of a C-Brownian sheet BC on r0, 1s2 and for 9C1pu1, u2q “ BCpu1, u2q{Bu1
and
9C2pu1, u2q “ BCpu1, u2q{Bu2,
Epu1, u2q “ rBCpu1, u2q ` 9C1pu1, u2q rBCpu1, 1q ` 9C2pu1, u2q rBCp1, u2q,
where
rBCpu1, u2q “ BCpu1, u2q ´ BCp1´ u1, 1´ u2q. Letting
pBCpu1, u2q “ 1?
n
nÿ
j“1
∆j
!
I
´pUj1 ď u1, pUj2 ď u2¯´ I´pUj1 ą 1´ u1, pUj2 ą 1´ u2¯) ,
the multiplier version of E is given by
pEpu1, u2q “ pBCpu1, u2q ` 9C1npu1, u2q pBCpu1, 1q ` 9C2npu1, u2q pBCp1, u2q.
In the last expression,
9C1npu1, u2q “ Cn pu1 ` `n, u2q ´ Cn pu1 ´ `n, u2q
2 `n
is an estimator of the partial derivative
9C1 in term of `n P p0, 1{2q; 9C2 is estimated
similarly. Note that as recommended by Genest and Ne²lehová (2014), one uses `n “
118
3{?n when n “ 125, `n “ 2{
?
n when n “ 250 and `n “ 1{
?
n when n “ 500 for the
simulation results that are reported. The multiplier version of Sn is given by
pSn “ ż
r0,1s2
!pEpu1, u2q)2 dCnpu1, u2q “ 1
n
nÿ
k“1
!pE´pUk1, pUk2¯)2 .
Now dene
rA P Rnˆn such that for each j, k P t1, . . . , nu,
rAjk “ I´pUj1 ď pUk1, pUj2 ď pUk2¯´ I´pUj1 ą 1´ pUk1, pUj2 ą 1´ pUk2¯
` 9C1n
´pUk1, pUk2¯!I´pUj1 ď pUk1¯´ I´pUj1 ą 1´ pUk1¯)
` 9C2n
´pUk1, pUk2¯!I´pUj2 ď pUk2¯´ I´pUj2 ą 1´ pUk2¯) .
With this notation, one can write
pSn “ 1
n
nÿ
k“1
˜
1?
n
nÿ
j“1
∆j rAjk
¸2
“ 1
n2
nÿ
j,j1“1
∆j ∆j1
˜
nÿ
k“1
rAjk rAj1k
¸
“ 1
n2
nÿ
j,j1“1
∆j ∆j1
´ rA rAJ¯
jj1
“ 1
n2
∆
´ rA rAJ¯∆J.
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ANNEXE C
Matériel supplémentaire pour le
Chapitre 3
C.1 Proofs of the main results
In order to ease the upcoming proofs, dene for each t “ pt1, t2q P R2,
Ltpu1, u2q “ eipt1u1`t2u2q ´ eipt2u1`t1u2q. (C.1)
C.1.1 Proof of Lemma 6
Using the denition of Lt in (C.1), one can write
Ψnpt1, t2q ´Ψnpt2, t1q “ 1
n
nÿ
j“1
LtppUjq.
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Since the complex conjugate of Lt is L´t, one then has
Sn,ω “
ż
R2
ˇˇˇˇ
ˇ 1?n
nÿ
j“1
LtppUjq
ˇˇˇˇ
ˇ
2
ωptq dt
“
ż
R2
˜
1?
n
nÿ
j“1
LtppUjq¸˜ 1?
n
nÿ
j1“1
L´tppUj1q¸ωptq dt
“ 1
n
nÿ
j,j1“1
ż
R2
LtppUjqL´tppUj1qωptq dt
“ 1
n
nÿ
j,j1“1
BωpUj,Uj1q,
where
Bωpa,bq “
ż
R2
LtpaqL´tpbqωptq dt. (C.2)
Letting LRe
t
paq “ cospt1a1 ` t2a2q ´ cospt2a1 ` t1a2q and LImt paq “ sinpt1a1 ` t2a2q ´
sinpt2a1 ` t1a2q be the real and imaginary parts of Ltpaq, respectively, one obtains
LtpaqL´tpbq “ tcospt1a1 ` t2a2q ´ cospt2a1 ` t1a2qu tcospt1b1 ` t2b2q ´ cospt2b1 ` t1b2qu
` tsinpt1a1 ` t2a2q ´ sinpt2a1 ` t1a2qu tsinpt1b1 ` t2b2q ´ sinpt2b1 ` t1b2qu
“ cos tt1 pa1 ´ b1q ` t2 pa2 ´ b2qu
´ cos tt1 pa1 ´ b2q ` t2 pa2 ´ b1qu
´ cos tt1 pa2 ´ b1q ` t2 pa1 ´ b2qu
` cos tt1 pa2 ´ b2q ` t2 pa1 ´ b1qu ,
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where the last equality is a consequence of the trigonometric identity cospxq cospyq `
sinpxq sinpyq “ cospx´ yq. Using the fact that ω is symmetric, one nally computes
Bωpa,bq “
ż
R2
LtpaqL´tpbqωptq dt
“ 2
ż
R2
cos tt1 pa1 ´ b1q ` t2 pa2 ´ b2quωpt1, t2q dt1dt2
´ 2
ż
R2
cos tt1 pa1 ´ b2q ` t2 pa2 ´ b1quωpt1, t2q dt1dt2
“ 2 rBωpa1 ´ b1, a2 ´ b2q ´ 2 rBωpa2 ´ b1, a1 ´ b2q.
C.1.2 Proof of Proposition 7
Part (i): Asymptotic equivalence with a V-statistic of degree four
For Ltpu1, u2q dened in (C.1), let Lr1st pu1, u2q “ BLtpu1, u2q{Bu1 and Lr2st pu1, u2q “
BLtpu1, u2q{Bu2. Starting with the representation of the test statistic as
Sn,ω “
ż
R2
ˇˇˇˇ
ˇ 1?n
nÿ
j“1
LtppUjq
ˇˇˇˇ
ˇ
2
ωptq dt,
and invoking the mean-value Theorem,
1?
n
nÿ
j“1
LtppUjq “ 1?
n
nÿ
j“1
!
LtpUjq ` ppUj1 ´ Uj1qLr1st pUjq ` ppUj2 ´ Uj2qLr2st pUjq)
`∆nptq,
where for
rUj “ δ pUj ` p1´ δqUj for some δ P r0, 1s,
∆nptq “ 1
2
?
n
nÿ
j“1
ppUj ´Ujq∇2LtprUjqppUj ´UjqJ.
In the last expression, ∇
2Lt is the Hessian matrix of Lt, which from some straightforward
computations can be seen to be
∇
2Ltpuq “ eipt2u1`t1u2q
ˆ
t2
2
t1t2
t1t2 t
2
1
˙
´ eipt1u1`t2u2q
ˆ
t2
1
t1t2
t1t2 t
2
2
˙
. (C.3)
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Now let Ωtpu1,u2q “ rΩtpu1,u2q ` rΩtpu2,u1q, where
rΩtpu1,u2q “ Ltpu1q ` tIpu21 ď u11q ´ u11uLr1st pu1q ` tIpu22 ď u12q ´ u12uLr2st pu1q.
Upon noting that
pUj1 “ 1
n` 1
nÿ
k“1
I pUk1 ď Uj1q and pUj2 “ 1
n` 1
nÿ
k“1
I pUk2 ď Uj2q ,
one can then write
1?
n
nÿ
j“1
LtppUjq “ 1
n
?
n
nÿ
j,k“1
rΩtpUj,Ukq `∆nptq
“ 1
2n
?
n
nÿ
j,k“1
ΩtpUj,Ukq `∆nptq.
It follows that
Sn,ω “
ż
R2
ˇˇˇˇ
ˇ 12n?n
nÿ
j,k“1
ΩtpUj,Ukq `∆nptq
ˇˇˇˇ
ˇ
2
ωptq dt “Wn,ω `∆n1,ω ` 2∆n2,ω,
where
Wn,ω “
ż
R2
ˇˇˇˇ
ˇ 12n?n
nÿ
j,k“1
ΩtpUj ,Ukq
ˇˇˇˇ
ˇ
2
ωptq dt, ∆n1,ω “
ż
R2
|∆nptq|2 ωptq dt,
and ∆n2,ω is such that
|∆n2,ω| “
ˇˇˇˇ
ˇ
ż
R2
Re
#
1
2n
?
n
nÿ
j,k“1
ΩtpUj ,Ukq∆nptq
+
ωptq dt
ˇˇˇˇ
ˇ
ď
ż
R2
ˇˇˇˇ
ˇ 12n?n
nÿ
j,k“1
ΩtpUj ,Ukq∆nptq
ˇˇˇˇ
ˇωptq dt
ď aWn,ω∆n1,ω ,
where the last inequality is a consequence of the CauchySchwarz inequality. To establish
that Sn,ω “ Wn,ω ` oPp1q, it therefore remains to show that ∆n1,ω “ oPp1q, since from
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Part (ii) of the proof, Wn,ω converges in distribution. To this end, one obtains from
Equation (C.3) and a straightforward computation that for x “ px1, x2q,
ˇˇ
x∇
2LtpuqxJ
ˇˇ “ ˇˇeipt2u1`t1u2qpt2x1 ` t1x2q2 ´ eipt1u1`t2u2qpt1x1 ` t2x2q2 ˇˇ
ď pt2x1 ` t1x2q2 ` pt1x1 ` t2x2q2.
One can then write
∆n1,ω “
ż
R2
ˇˇˇˇ
ˇ 12?n
nÿ
j“1
ppUj ´Ujq∇2LtprUjqppUj ´UjqJ
ˇˇˇˇ
ˇ
2
ωptq dt
ď 1
4n
nÿ
j“1
ż
R2
ˇˇˇ
ppUj ´Ujq∇2LtprUjqppUj ´UjqJ ˇˇˇ2 ωptq dt
ď 1
4n
nÿ
j“1
ż
R2
„!
t2
´pUj1 ´ Uj1¯` t1 ´pUj2 ´ Uj2¯)2
`
!
t1
´pUj1 ´ Uj1¯` t2 ´pUj2 ´ Uj2¯)22 ωptq dt
ď 1
4n
nÿ
j“1
ż
R2
„
2
!
t2
´pUj1 ´ Uj1¯` t1 ´pUj2 ´ Uj2¯)4
`2
!
t1
´pUj1 ´ Uj1¯` t2 ´pUj2 ´ Uj2¯)4ωptq dt
“ 1
n
nÿ
j“1
ż
R2
!
t1
´pUj1 ´ Uj1¯` t2 ´pUj2 ´ Uj2¯)4 ωptq dt.
Next, if one denes the re-scaled empirical distribution function
Hnpx1, x2q “ 1
n ` 1
nÿ
k“1
I pXk1 ď x1, Xk2 ď x2q ,
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one can write
pUj1 ´ Uj1 “ HnpXj1,8q{?n and pUj2 ´ Uj2 “ Hnp8, Xj2q{?n, where
Hnpx1, x2q “ Hnpx1, x2q ´ CtF1px1q, F2px2qu. One then has
∆n1,ω ď 1
n3
nÿ
j“1
ż
R2
tt1HnpXj1,8q ` t2Hnp8, Xj2qu4 ωptq dt
ď 1
n2
max
1ďjďn
ż
R2
tt1HnpXj1,8q ` t2Hnp8, Xj2qu4 ωptq dt
ď 1
n2
sup
px1,x2qPR2
ż
R2
tt1Hnpx1,8q ` t2Hnp8, x2qu4 ωptq dt
ď 1
n2
˜
sup
px1,x2qPR2
|Hnpx1, x2q|
¸4 ż
R2
pt1 ` t2q4 ωptq dt.
From Shorack and Wellner (1986), for instance, one knows that suppx1,x2qPR2 |Hnpx1, x2q| “
OPp1q. This fact, combined with the requirement that
ş
R2
pt1 ` t2q4 ωptqdt ă 8, allows
to conclude that ∆n1,ω “ oPp1q. This entails that ∆n2,ω “ oPp1q, and therefore Sn,ω “
Wn,ω ` oPp1q.
Part (ii): Approximation with a degenerate V-statistic of order two
First note that since the complex conjugate of Lt is L´t, one has L
r1s
t
“ Lr1s´t and Lr2st “
L
r2s
´t; this entails Ωt “ Ω´t. As a consequence,
Wn,ω “
ż
R2
ˇˇˇˇ
ˇ 12n?n
nÿ
j,k“1
ΩtpUj ,Ukq
ˇˇˇˇ
ˇ
2
ωptq dt
“ 1
4n3
nÿ
j,j1,k,k1“1
ż
R2
ΩtpUj ,UkqΩ´tpUj1,Uk1qωptq dt
“ 1
n3
nÿ
j,j1,k,k1“1
ΦωpUj,Uk,Uj1,Uk1q,
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where for u` “ pu`1, u`2q, ` P t1, 2, 3, 4u,
Φωpu1,u2,u3,u4q “ 1
12
ż
R2
Ωtpu1,u2qΩ´tpu3,u4qωptq dt
` 1
12
ż
R2
Ωtpu1,u3qΩ´tpu2,u4qωptq dt
` 1
12
ż
R2
Ωtpu1,u4qΩ´tpu2,u3qωptq dt.
Note that from the denition of Ωt and the fact that |Lr`st puq| ď |t`|, the above integrals
can be shown to exist under the assumption
ş
R2
pt1 ` t2q4 ωptq dt ă 8. Hence, Wn,ω is
equivalent to n times a V -statistic with symmetric kernel Φω of order four. Now for
U1,U2,U3 i.i.d. C, EtΦωpu1,U2,U3,U4qu “ 0, as a consequence of the fact that from
the denition of
rΩt, one obtains easily
E tΩtpU1,U2qu “ E
!rΩtpU1,U2q)` E!rΩtpU2,U1q) “ 0.
Thus, Φω is rst-order degenerate and from Corollary 1, p. 83 in Lee (1990), one deduces
that Wn,ω is asymptotically equivalent to a degenerate V -statistic with kernel
Υωpu1,u2q “ 6 E tΦωpu1,u2,U1,U2qu
“
ż
R2
E tΩtpU1,u1quE tΩ´tpU2,u2quωptq dt
“
ż
R2
Λtpu1qΛ´tpu2qωptq dt,
where a simple calculation yields, for U “ pU1, U2q „ C,
Λtpuq “ Ltpuq ` E
!
IpU1 ě u1qLr1st pUq
)
` E
!
IpU2 ě u2qLr2st pUq
)
.
One nally obtains that
Sn,ω “Wn,ω ` oPp1q “ 1
n
nÿ
j,j1“1
Υω pUj ,Uj1q ` oPp1q.
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C.1.3 Proof of Proposition 8
Let
rΛt be the version of Λt dened in Equation (3.3) when the expectations are taken
with respect to C, which is not necessarily symmetric. Then, note that
pSn,ω “ ż
R2
ˇˇˇˇ
ˇ 1?n
nÿ
j“1
∆j pΛtppUjq
ˇˇˇˇ
ˇ
2
ωptq dt
“
ż
R2
ˇˇˇˇ
ˇ 1?n
nÿ
j“1
∆j rΛtpUjq ` 1?
n
nÿ
j“1
∆j
!pΛtppUjq ´ rΛtpUjq)
ˇˇˇˇ
ˇ
2
ωptq dt
“ rSn,ω ` p∆n1,ω ` 2 p∆n2,ω,
where for
rΥωpu1,u2q “ şR2 rΛtpu1q rΛtpu2qωptq dt,
rSn,ω “ ż
R2
ˇˇˇˇ
ˇ 1?n
nÿ
j“1
∆j rΛtpUjq
ˇˇˇˇ
ˇ
2
ωptq dt “ 1
n
nÿ
j,j1“1
∆j ∆j1 rΥωpUj ,Uj1q,
p∆n1,ω “ ż
R2
ˇˇˇˇ
ˇ 1?n
nÿ
j“1
∆j
!pΛtppUjq ´ rΛtpUjq)
ˇˇˇˇ
ˇ
2
ωptq dt,
and from arguments similar as those in the proof of Proposition 7,
p∆n2,ω is such thatˇˇˇ p∆n2,ω ˇˇˇ ďbrSn,ω p∆n1,ω .
In the sequel, it will be shown that
p∆n1,ω “ oP‹p1q, which will entail that p∆n2,ω “ oP‹p1q.
To this end, let Var‹p¨q be the variance conditional on the data and note that since
Varp∆jq « 1 for each j P t1, . . . , nu,
V ‹n ptq “ Var‹
«
1?
n
nÿ
j“1
∆j
!pΛtppUjq ´ rΛtpUjq)ff
« 1
n
nÿ
j“1
!pΛtppUjq ´ rΛtpUjq)2
“ 1
n
nÿ
j“1
!
LtppUjq ´ LtpUjq ` pLt,1ppUjq ` pLt,2ppUjq)2 ,
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where for ` P t1, 2u,
pLt,`puq “ 1
n
nÿ
k“1
I
´pUk` ě u¯Lr`st ppUkq ´ E!IpU` ě uqLr`st pUq) .
By the mean-value Theorem, one has for
rUj “ δ pUj ` p1´ δqUj for some δ P r0, 1s that
LtppUjq ´ LtpUjq “ ppUj1 ´ Uj1qLr1st prUjq ` ppUj2 ´ Uj2qLr2st prUjq,
and then
V ‹n ptq «
1
n
nÿ
j“1
!
ppUj1 ´ Uj1qLr1st prUjq ` ppUj2 ´ Uj2qLr2st prUjq ` pLt,1ppUjq ` pLt,2ppUjq)2
ď max
1ďjďn
!
ppUj1 ´ Uj1qLr1st prUjq ` ppUj2 ´ Uj2qLr2st prUjq ` pLt,1ppUjq ` pLt,2ppUjq)2
ď 4 tV ‹n1ptq ` V ‹n2ptq ` V ‹n3ptq ` V ‹n4ptqu ,
where
V ‹n1ptq “ max
1ďjďn
ppUj1 ´ Uj1q2 ´Lr1st prUjq¯2 , V ‹n2ptq “ max
1ďjďn
ppUj2 ´ Uj2q2 ´Lr2st prUjq¯2 ,
V ‹n3ptq “ max
1ďjďn
´pLt,1ppUjq¯2 and V ‹n4ptq “ max
1ďjďn
´pLt,2ppUjq¯2 .
Because |Lr1st puq| ď |t1| and |Lr2st puq| ď |t2|, one has
V ‹n1ptq ď t21 max
1ďjďn
ppUj1 ´ Uj1q2 “ t21 max
1ďjďn
ˆ
HnpXj1,8q?
n
˙2
ď t21 sup
xPR
ˆ
Hnpx,8q?
n
˙2
“ t21OPp1{nq.
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Similarly, V ‹n2ptq “ t22OPp1{nq. Next, let Lr11st puq “ B2Ltpuq{B2u1 and Lr12st puq “
B2Ltpuq{Bu1Bu2. Using the fact that IppUk1 ě pUj1q “ IpUk1 ě Uj1q,
V ‹n3ptq “ max
1ďjďn
«
1
n
nÿ
k“1
I pUk1 ě Uj1qLr1st ppUkq ´ E!IpU1 ě pUj1qLr1st pUq)
ff2
“ max
1ďjďn
«
1
n
nÿ
k“1
I pUk1 ě Uj1qLr1st pUkq ´ E
!
IpU1 ě Uj1qLr1st pUq
)
` I pUk1 ě Uj1q
!
ppUk1 ´ Uk1qLr11st prUkq ` ppUk2 ´ Uk2qLr12st prUkq)
`E
!´
IpU1 ě Uj1q ´ IpU1 ě pUj1q¯Lr1st pUq)ı2
ď max
1ďjďn
«
1
n
nÿ
k“1
I pUk1 ě Uj1qLr1st pUkq ´ E
!
IpU1 ě Uj1qLr1st pUq
)ff2
` max
1ďjďn
!
ppUk1 ´ Uk1qLr11st prUkq ` ppUk2 ´ Uk2qLr12st prUkq)2
` t21 max
1ďjďn
E2
!
IpU1 ě Uj1q ´ IpU1 ě pUj1q) .
The rst summand is oPp1q, uniformly in Uj1. Because |Lr11st puq| ď t21`t22 and |Lr12st puq| ď
2|t1t2|, the second summand is pt21 ` t22 ` 2|t1t2|qOPp1{nq “ p|t1| ` |t2|q2OPp1{nq. Finally,
the third summand is t2
1
OPp1q, and therefore V ‹n3ptq “ OPp1{nqtp|t1| ` |t2|q2` t21u. By the
same arguments, one can conclude that V ‹n4ptq “ OPp1{nqtp|t1| ` |t2|q2 ` t22u. Hence,
V ‹n ptq “ OPp1{nq
 
t21 ` t22 ` p|t1| ` |t2|q2 ` t21 ` p|t1| ` |t2|q2 ` t22
(
“ OPp1{nq
`
t21 ` t22 ` |t1 t2|
˘
.
Since by assumption,
ş
R2
pt1 ` t2q4 ωptqdt ă 8,
p∆n1,ω “ ż
R2
OP‹p1{nq
`
t2
1
` t2
2
` |t1 t2|
˘
ωptq dt “ oP‹p1q.
It follows that
pSn,ω “ rSn,ω ` oP‹p1q. Finally, from Dehling and Mikosch (1994),
sup
rPR`
ˇˇˇ
P
‹
´rSn,ω ď r¯´ P´rSω ď r¯ˇˇˇ PÝÑ 0
as nÑ8, so that
sup
rPR`
ˇˇˇ
P
‹
´pSn,ω ď r¯´ P´rSω ď r¯ˇˇˇ PÝÑ 0.
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C.1.4 Proof of Lemma 7
With pI1qjk “ IppUj1 ď pUk1q and pI2qjk “ IppUj2 ď pUk2q, one can write
pΛtppUjq “ LtppUjq ` 1
n
nÿ
k“1
pI1qjk Lr1st ppUkq ` 1n
nÿ
k“1
pI2qjkLr2st ppUkq.
Hence,
pΛtppUjq pΛ´tppUj1q “ LtppUjqL´tppUj1q
` 1
n
nÿ
k“1
pI1qjkLr1st ppUkqL´tppUj1q
` 1
n
nÿ
k“1
pI2qjkLr2st ppUkqL´tppUj1q
` 1
n
nÿ
k“1
pI1qj1k Lr1s´tppUkqLtppUjq
` 1
n
nÿ
k“1
pI2qj1k Lr2s´tppUkqLtppUjq
` 1
n2
nÿ
k,k1“1
pI1qjk pI1qj1k1 Lr1st ppUkqLr1s´tppUk1q
` 1
n2
nÿ
k,k1“1
pI1qjk pI2qj1k1 Lr1st ppUkqLr2s´tppUk1q
` 1
n2
nÿ
k,k1“1
pI2qjk pI1qj1k1 Lr2st ppUkqLr1s´tppUk1q
` 1
n2
nÿ
k,k1“1
pI2qjk pI2qj1k1 Lr2st ppUkqLr2s´tppUk1q.
From the expression of Bω in Equation (C.2), one has for ` P t1, 2u thatż
R2
L
r`s
t pu1qL´tpu2qωptq dt “
B
Bu1`
ż
R2
Ltpu1qL´tpu2qωptq dt
“ BBu1` Bωpu1,u2q
“ Br`sω pu1,u2q,
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where the fact that L
r`s
t pu1qL´tpu2q is bounded, in conjunction with Lebesgue's domi-
nated convergence theorem, have been used. Similarly, for `, `1 P t1, 2u, one obtainsż
R2
L
r`s
t
pu1qLr`
1s
´t pu2qωptq dt “
B2
Bu1` Bu2`1 Bωpu1,u2q “ B
r``1s
ω pu1,u2q.
It follows that
pDωqjj1 “
ż
R2
pΛtppUjq pΛ´tppUj1qωptq dt
“ pDω,0qjj1
` 1
n
nÿ
k“1
!
pI1qjk pDω,1qkj1 ` pI2qjk pDω,2qkj1 ` pI1qj1k pDω,1qkj ` pI2qj1k pDω,2qkj
)
` 1
n2
nÿ
k,k1“1
 pI1qjk pDω,11qkk1 pI1qk1j1 ` pI1qjk pDω,12qkk1 pI2qk1j1(
` 1
n2
nÿ
k,k1“1
 pI2qjk pDω,21qkk1 pI1qk1j1 ` pI2qjk pDω,22qkk1 pI2qk1j1(
“ pDω,0qjj1 `
1
n
tpI1Dω,1qjj1 ` pI2Dω,2qjj1 ` pI1Dω,1qj1j ` pI2Dω,2qj1ju
` 1
n2
 pI1Dω,11IJ1 qjj1 ` pI1Dω,12IJ2 qjj1 ` pI2Dω,21IJ1 qjj1 ` pI2Dω,22IJ2 qjj1( .
Finally,
Dω “ Dω,0 ` 1
n
`
I1Dω,1 ` I2Dω,2 ` pI1Dω,1qJ ` pI2Dω,2qJ
˘
` 1
n2
`
I1Dω,11 I
J
1 ` I1Dω,12 IJ2 ` I2Dω,21 IJ1 ` I2Dω,22 IJ2
˘
.
C.2 Details on a test by Genest et al. (2012)
Let B P Rnˆn such that for each j, k P t1, . . . , nu,
Bjk “ I
´pUj1 ď pUk1, pUj2 ď pUk2¯´ I´pUj1 ď pUk2, pUj2 ď pUk1¯ .
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One can then write for 1 “ p1, . . . , 1q P Rn that
SCvMn “
nÿ
k“1
˜
1
n
nÿ
j“1
Bjk
¸2
“ 1
n2
nÿ
k“1
nÿ
j,j1“1
BjkB
J
kj1
“ 1
n2
nÿ
j,j1“1
pBBJqjj1 “ 1
n2
1 pBBJq 1J.
It was shown by Genest et al. (2012) that SCvMn converges in distribution under H0 to a
random variable having representation
S
CvM “
ż
r0,1s2
tEpu1, u2qu2 dCpu1, u2q,
where in terms of a C-Brownian sheet BC on r0, 1s2 and for 9C1pu1, u2q “ BCpu1, u2q{Bu1
and
9C2pu1, u2q “ BCpu1, u2q{Bu2,
Epu1, u2q “ rBCpu1, u2q ´ 9C1pu1, u2q rBCpu1, 1q ´ 9C2pu1, u2q rBCp1, u2q,
where
rBCpu1, u2q “ BCpu1, u2q ´ BCpu2, u1q. Letting
pBCpu1, u2q “ 1?
n
nÿ
j“1
∆j
!
I
´pUj1 ď u1, pUj2 ď u2¯´ I´pUj1 ă u2, pUj2 ă u1¯) ,
the multiplier version of E is given by
pEpu1, u2q “ pBCpu1, u2q ´ 9C1npu1, u2q pBCpu1, 1q ´ 9C2npu1, u2q pBCp1, u2q.
In the last expression,
9C1npu1, u2q “
$’’’’’’’’&’’’’’’’’%
Cnp2`n, u2q
2 `n
, if u1 P r0, `nq,
Cn pu1 ` `n, u2q ´ Cn pu1 ´ `n, u2q
2 `n
, if u1 P r`n, 1´ `ns,
Cnp1, u2q ´ Cnp1´ 2`n, u2q
2 `n
, if u1 P p1´ `n, 1s.
(C.4)
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is a nite-dierence estimator of the partial derivative
9C1 in term of `n P p0, 1{2q; 9C2 is
estimated similarly. Finally, the multiplier version of SCvMn is given by
pSCvMn “ ż
r0,1s2
!pEpu1, u2q)2 dCnpu1, u2q “ 1
n
nÿ
k“1
!pE´pUk1, pUk2¯)2 .
Now dene
rB P Rnˆn such that for each j, k P t1, . . . , nu,
rBjk “ I´pUj1 ď pUk1, pUj2 ď pUk2¯´ I´pUj1 ď pUk2, pUj2 ď pUk1¯
´ 9C1n
´pUk1, pUk2¯!I´pUj1 ď pUk1¯´ I´pUj2 ď pUk1¯)
´ 9C2n
´pUk1, pUk2¯!I´pUj2 ď pUk2¯´ I´pUj1 ď pUk2¯) .
With this notation, one can show that
pSCvMn “ 1n
nÿ
k“1
˜
1?
n
nÿ
j“1
∆j rBjk
¸2
“ 1
n2
∆
´ rB rBJ¯∆J.
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