We present a method for unsupervised discovery of abnormal occurrences of activities in multi-dimensional time series data. Unsupervised activity discovery approaches differ from traditional supervised methods in that there is no requirement for manually labeled training datasets. In addition, they minimize the need for field experts' knowledge during the setup phases, which makes the deployment phase faster and simpler. We focus our attention on wearable computing systems and their applications in human activity monitoring for health care and medicine. The developed method constructs activity models in multi-dimensional time series based on the frequency and coincidence of activity perceptual primitives in single-dimensional time series data. We study the frequent variations exposed in human activity time series data and leverage physical attributes of the data to classify the activity primitives. A graph clustering approach is used to construct the frequent activity structures. Such structures are used to locate normal and abnormal occurrences of activities in time series. A method is presented to distinguish the abnormal activity occurrences from the normal occurrences. Two state-of-theart wearable embedded systems (Smartcane and Smartshoe) are used to perform empirical evaluation of the developed methods.
Introduction
In this paper, we are interested in the discovery of the abnormalities in frequent activities performed by human subjects. Unsupervised discovery of actions and anomalies is specially in the interest of research community for wearable computing applications, where due to the high variety of activities and meaningful patterns, it is difficult (and even impossible) to define all proper activity patterns a priori. There are three main reasons why unsupervised activity discovery might be leveraged in different applications:
• Activity structure models for unconstrained and unknown environments are generally not known a priori. In order to design supervised methods for activity detection, training data has to be used in the training phase, which is not available in such scenarios. In addition, in many applications, the same activity may be performed differently by the subjects. Hence, a supervised method should be separately tuned for all the subjects, by a field expert, which requires collecting sample training data from the subjects individually. In contrast, one advantage of unsupervised methods is that the discovery and detection can be performed without any training and algorithm tuning phase.
• Field expert knowledge is required for processing and analysis in many critical applications (especially in medicine), however, due to the limited availability of the field experts and high cost of their time, it is desired to accelerate the process. Transforming the low level input to mid level abstraction is one of the major reasons to use unsupervised methods in discovering events, activities, and abnormalities in time series data. Such transformation can be leveraged in visualization, storage, and high level evaluation of the data by the human experts.
• With the expansion of data generation and monitoring applications, unsupervised methods can be used concurrently with supervised methods for validation of the experts' knowledge and also to let them explore the data to expand their understanding of various phenomena in time series.
We have previously studied the problem of unsupervised discovery of frequent activities in multidimensional time series data in the presence of noise, scaling, and temporal variation [18] . It has been shown that although using unsupervised methods can lead to highly accurate discovery of frequent activities, depending on the application, supervised methods can achieve better accuracy, since they can be tuned for specific patterns, users, and application conditions. In addition, beside the lower accuracy of activity detection, the notion of activity abnormality is not addressed in unsupervised method.
It should be noted that unlike the most of the current work in unsupervised anomaly and outlier discovery in time series, activity abnormality discovery is not the practice of locating the most different subsequence in a longer time series or a set of short time series. As it will be formally defined later, an abnormal occurrence of an activity is not any subsequence with maximal difference to the activity occurrences subsequences, and it has to follow the general patterns related to legitimate activity models.
It is relatively straight forward to define abnormal activities in supervised methods. As an example, a field expert can define possible abnormalities he/she anticipates to happen during an activity, and based on the defined patterns and features such abnormalities can be detected. For example, it may be defined that if the pressure on toes becomes less than a certain threshold during the walking activity, the activity occurrence is considered as abnormal. However, in an unsupervised activity discovery method, since the action patterns are unknown a priori, the notion of abnormalities is also not clear. In comparison to detection of predefined abnormalities, unsupervised abnormality discovery in activities is interesting in wearable and personalized devices for two main reasons:
• Since activity structures are not known in unconstrained environments, abnormality is also not defined for them. In addition, for each subject, abnormal activity is defined based on the specific normal behavior of the same subject. For example, people tend to walk differently to the point that [6] has used the gait characteristics of people as a method for authentication. Consequently, while a pattern may show abnormality for one subjects walking, it can be the regular gait model of another subject (hence, an application for fall detection should not consider it as a dangerous situation for the subject). Such abnormalities are distinguishable by considering the history of subjects activities and their temporal variation, and cannot be defined a priori by field experts, unless the methods are customized for each subject specifically. On the other hand, the unsupervised abnormality method we develop in this study uses the overall history and trends in activities to distinguish abnormal and normal activities.
• Supervised abnormality detection helps field experts accelerate the data analysis process, especially in very large databases. Experts have to usually setup the abnormality models and determine the patterns for regular and irregular actions, either from a prior knowledge or by using training data sets and the abnormality detection method is then applied to the data to extract interesting patterns. However, a unique advantage of using unsupervised methods is to extend the current knowledge of the experts. More specifically, with the increasing trend in use of medical data collection systems and electronic health record systems, there is the potential to study the variation of known patterns and discover abnormal patterns that were not noticed by experts before. As an example, consider the scenario where the vital signs of numerous subjects performing daily tasks is collected, and based on the activity models which are constructed dynamically, abnormal subjects are discovered.
During the recent years several studies have been conducted to discover both activities and anomalies (discords) in time series. We focus our study on wearable sensing systems that has two main characteristics:
• With the advances in the sensing technology, modern wearable systems usually consist of numerous sensing nodes, and hence generate a set of multidimensional time series. Depending on the location and the type of the sensors, most of the actions are projected on a subset of the sensors, and any data analysis method should consider all the time series together to extract information from the data.
• Wearable sensing systems are mostly used to monitor human motions, which naturally show high variability and uncertainty. In addition, since sensing nodes are worn on the body, they are posed to various noise and external forces. As a result, several preprocessing and optimizations should be done on the data and the algorithms respectively, to improve the applicability of well-known time series analysis methods to this application domain.
We present our method for unsupervised discovery of abnormalities along the description the method for activity discovery in multi-dimensional time series in this study. In order to demonstrate the applicability of the methods in real applications, we apply them to the data collected from two state-of-the-art wearable devices, Smartcane [19] and Smartshoe [5] . The structure of the paper is as of the following: in Section 2 we briefly review the related work in the literature and highlight the difference between this study and the state-of-theart literature in the field. In Section 3 notations and the problem is formally defined. Section 4 introduces the overall approach. In Section 5, we introduce the unsupervised method for activity model extraction and detection of normal and abnormal activity occurrences in multi-dimensional time series. To present the empirical evaluation of the methods, we first introduce two main testbed systems we used for experiments in Section 6, and then the experimental results will be presented. Finally, we conclude the paper and present the future work in Section 7.
Background and related work
Design and development of methods for locating anomalies in time series data have been studied widely in the last years. The main purpose of anomaly detection in time series is to locate events and time instances where irregular actions or patterns have happened. Depending on the specifications of different applications, several definitions for anomaly have been proposed in the literature. As an example, [7] defines discord in time series to be subsequences (with predefined length) that are maximally different to all the rest of the time series subsequences. The authors suggest a method based on SAX [10] symbolization technique to locate such subsequences. They also present the applications of their discord detection method in analyzing electrocardiogram (ECG) in [9] . A number of other studies address different notions of anomaly in time series. [11] has developed an on-line algorithm for detecting novelty in temporal sequences. [3] has defined anomaly as the most infrequent time series pattern and proposed two algorithms for detecting them. In addition, [8] defines a pattern to be surprising if the frequency of its occurrences differs substantially from what is expected according to the previous experience. The study takes advantage of linear characteristics of suffix trees to extract such patterns from long time series.
In this study, we are considering the problem of unsupervised discovery of anomalies in activity occurrences discovered in a time series. We consider two main differences between this work and the related work in the literature. First, we are interested in locating abnormalities in frequent activities, meaning that in contrast to previous methods which consider any irregular subsequence as a potential anomaly, we restrict the anomaly candidates to subsequences which are sufficiently similar to the activity model discovered in the time series. Second, due to our applications, we focus on multi-dimensional time series (aka., multivariate time series), and the projection of abnormalities and activities among a set of related time series. Finally, it is worth to mention that unlike some related studies (e.g. [8] ), this study doesn't leverage a priori information about the sequences.
Unsupervised discovery of activities has got attention from research community in the recent years. Studies in [14, 18, 13] have explored the use of time series motif detection algorithms in discovering frequent activity occurrences in multi-dimensional time series. Time series motifs are approximately repeated subsequences in a longer time series data [4] . Furthermore, [13] has shown the deficiency of directly applying motif detection algorithms to time series data collected from wearable sensing systems, and has proposed an approach for efficient discovery of meaningful actions from sensor data representing human activity. In this paper, we apply a new method to single-dimensional time series in order to discover perceptual primitives of activities in the time series and leverage physical attributes of data to cluster these primitives.
Problem Definition
In this section, first we demonstrate an example of abnormality in frequent activities using a synthetic set of time series and then present the problem formulation.
Illustrative example
Since the notion of abnormal activity is broad and undefined, first we depict a synthetic example in Figure 1 to illustrate the general concept of abnormal activity we study in this paper. Assume that time t 1 contains a normal occurrence of an activity which is projected in all four dimensions of the time series. Time instances t 2 and t 3 include two abnormal activity occurrences. At time t 2 similar patterns are projected on the time series, however, the high variation in temporal appearance of the patterns in dimensions denotes an abnormality in the activity occurrence. The activity occurrence at time t 3 is considered an abnormality since the rectangular pattern occurred in second time series has high variation comparing to the pattern in t 1 . Finally, at time t 4 , two of the patterns projected on time series differ than the patterns of t 1 , while two others have similarity. Due to the high variation of the most of the patterns at this time instance, it is unclear whether such occurrence should be considered an abnormality occurrence of the same activity occurred in t 1 or the patterns denote an inherently different activity in the time series. A reasonable solution considers the application and the history of the activity occurrences in the long time series to decide in such situation.
Next we present a formal definition for the problem of finding abnormal activities in multi-dimensional time series, which is applicable to monitoring systems with multiple sensors.
Problem formulation
We start by defining the notations used throughout the paper. Note that we avoid repeating the definition of well-known terms such as time series, subsequence, euclidean distance, etc. and refer the reader to numerous related papers for exact definition of such terms. Note that the members of S are scattered among any subset of dimensions of a multi-dimensional time series M and they can be different in the shape and length. Definition 3.4. Abnormal activity occurrence: a multi-dimensional subsequence R = {r 1 , ..., r y } is an abnormal occurrence of the activity A if:
Here, A is a multi-dimensional subsequence representing an activity. |R ∩ A| is the total number of similar subsequences in A and R. occurrences(S) denotes the total number of occurrences of the multi-dimensional subsequence S in a time series. α < 1 is the abnormality similarity constant associated with the application, and denotes the minimum similarity that should exist between the normal and abnormal occurrences of an activity. In addition, β < 1 is the abnormality frequency constant and is a factor to decide whether a multi-dimensional subsequence is an independent activity or is an abnormal occurrence of another activity. The last two constants are input parameters for our methods, and are discussed later in the paper.
It is clear from the definition that in order to discover abnormalities, it is first desired to discover the common activity occurred in the time series and locate its occurrences. In the next section, we first review our overall approach, and introduce the main phases of the unsupervised activity and abnormality discovery method. Each phase is described in details in the following sections. Figure 2 depicts the general overview of our method for abnormal and normal activity occurrence discovery in multi-dimensional time series. In the first phase, we focus on each dimension of time series separately and extract recurrent patterns and meaningful subsequences from them. These patterns are considered as primitives for activities which are projected in more than one dimensions of a set of time series. We discuss two approaches for this phase; the general time series motif detection, and an activity primitive discovery method based on physical attributes of the data, specifically designed for wearable sensing systems. The singledimensional activity primitives extracted in this phase are analyzed to discover the structure of the dominant multi-dimensional activities in the set of time series (phase 2). We used a graph clustering approach to construct the activity structure. Thereafter, using the activity structure, all the activity occurrences (both normal and abnormal) in the time series are extracted from the time series (phase 3). Finally, the abnormal activity occurrences are discriminated from the normal occurrences, by leveraging the information from all the previous phases (phase 4).
Overall approach

Unsupervised activity and abnormality discovery
We study the use of two methods in extracting important subsequences from each dimension of the multidimensional time series. Motif detection in time series is a general approach to detect recurrent subsequences in a set of subsequences or in long time series. Based on our previous work in [18] , we first study the use of motif detection in activity primitive extraction. While we show the performance of applying this method in the results section, we also developed a domain specific approach for wearable motion sensing systems, that is presented after discussing the motif discovery approach shortcomings in activity discovery applications.
Frequent patterns in single-dimensional time series
The first step in unsupervised activity discovery is to extract recurrent patterns in each dimension of the time series. We consider such recurrent patterns Motif detection is a common approach for discovering recurrent patterns in time series. Time series motifs are approximately repeated subsequences in a longer time series data [4] . Numerous studies have been done to make motif detection faster, more accurate, and applicable to more applications [16, 20, 17] . In this study we used the probabilistic method of [4] for motif discovery. While the same authors have also developed the exact method in [15] , the efficiency of the probabilistic method is observed to be sufficient for our application requirements. The above method has been described in many related literature and here we avoid describing it. Applying the motif detection mechanism to the data collected from our wearable systems, we observed the following shortcomings:
• Motif detection algorithms are generally sensitive to the length of the motif subsequences and require the candidate length of the motif as an input parameter. This requires a priori knowledge of the activity primitives length, which is obviously an undesired situation for unsupervised activity discovery process. In addition, human activities tend to be done with variation in the pace and as a result their length and shape differ in each occurrence. Time series in Figure 3 depicts acceleration data, collected from an accelerometer worn on a wrist of a human subject while he repeated the same action of drinking water from a glass. It is clear that occurrences of the same activity differ in the length. Therefore, the efficiency of directly applying the motif detection algorithm to cluster them together as one motif will be decreased. Note that the effect of such variations can be reduced by using methods such as Dynamic Time Warping [2] , however, the variation in the length of patterns dramatically increases the search space for motif subsequences and decreases the efficiency and the speed of the motif detection process significantly. The figure also depicts the output of applying the motif discovery on the time series with several subsequence lengths as input. Note how due to the sensitivity of the algorithm to the input motif length, different motifs are captured in each execution of the algorithm.
• In many applications, especially those with the purpose of human activity monitoring, the distinctive property of an activity is the deviation it causes in the sensor data comparing to its default or stable value. For example, in the acceleration data of Figure 3 , all of the three drinking actions showing similar minimum and maximum values in their peak and valley patterns, since the final orientation of the wrist is similar in all occurrences of the activity. An indirect approach for applying motif detection is to cluster the subsequences that shows transitions between similar stable minimum and maximum values. However, changing the speed of the motion causes the slopes to vary, and hence the motif detection algorithm fails in clustering such short subsequences efficiently (or a high number of false positives will be detected along the valid motif subsequences).
Observing the above shortcomings of applying the general motif discovery method, we developed a technique considering the specific features of time series data in wearable systems, which mostly consists of motion and pressure sensing devices. Note that the study in [13] has designed a motif based approach to extract activity patterns in wearable applications, and evaluated its efficiency. As stated by the author, the mechanism however relies on many parameters for accurate performance. In the next section, we describe our domain specific method for locating activity primitives in single dimensional time series.
5.2 Activity primitive discovery in singledimensional time series As described earlier, in most of motion monitoring applications, acceleration sensors are the primary source of data. Normally several multidimensional accelerometer sensors are placed on body in order to comprehensively monitor the motions. Observing several applications of human motion monitoring systems, we noticed that human motions are projected on single dimensions of sensors as transitive patterns between two stable levels. Assuming the subsequence a 1 ..a m to be an action primitive, the first and the last points in the subsequence (a 1 and a m ) are the ending point and the staring point of two stable regions (or regions with the sensor's default value) before and after the subsequence in the time series, which generally denote the situation before and after the action. For example, in accelerometer data, the first and the last values of an activity primitive represent the staring and final orientation of the sensor. Therefore, we define an activity primitive to be a subsequence between two consecutive stable regions (or default sensor value) in the time series. Such subsequences are mostly observed as bell shape patterns (with local minimum or maximum points) or linear slopes between two stable values in human actions, which depending on the speed and nature of the activity have different length and frequency. We classify these primitives based on the physical attribute they represent. For example, the noise free acceleration data can be converted to displacement, using the following equation on a subsequence of length m.
where D is the calibration constant factor, which depends on the placement of the sensor and other parameters such as the frequency of data sampling. Algorithm 1 presents the method for extracting primitives of activity subsequences projected on single-dimensional time series. The algorithm extracts the patterns from the time series, classifies them based on the physical attribute of the data and according to the discretization cardinality, and assigns a symbol to them. It also assigns starting time to each symbol. There are variety of methods in literature regarding effective discretization, especially in time series. Here, in order to discretize the calculated displacement and assign symbols to it, we consider using the probability distribution of the calcu- Figure 4 : The result of applying algorithm 1 on the Smartcane's rotation data lated displacements and assigning symbols to primitives such that primitives are classified fairly considering the variation of displacement in the application runtime. Figure 4 depicts the result of applying this algorithm on a sample time series, collected from Smartcane gyro sensor.
Algorithm 1 Single-dimensional activity primitive extraction
Input: Time series T = t 1 ..t n Output: List of activity primitives along with their occurrences location p occurrence(1..j), start(1..j) i ← 1 while true do while t i = def ault value | t i is stable region do increment i end while start(j) ← i while t i = def ault value & t i is not stable region
Note that in contrast to motif discovery method which we have used in [18] for detecting recurrent patterns in time series, this algorithm leverages domain specific attributes of data (here, being the motion sensing data, which used frequently in wearable systems). Regardless of the method used to discover recurrent activity patterns in the single-dimensional time series, the output of this phase is passed to the multi-dimensional activity and abnormality detection algorithm, which is described in the next section.
Activity structure in multi-dimensional time series
This section describes the method we developed for discovering the structure of the recurrent activities in multi-dimensional time series. Later, we extend this algorithm to detect abnormal activity occurrences based on the constructed model for normal activities. As mentioned earlier, the first phase of the algorithm is to extract the action primitives from singledimensional time series. This phase was performed either via using a general approach (motif discovery in single dimensional time series) or via a domain specific method described in the last section. In the second phase, the activity primitives from single-dimensional time series are clustered together, and construct a model for recurrent activities in multi-dimensional time series.
As described earlier, an activity is a recurrent multidimensional subsequence. Figure 5 , depicts an snapshot of three sensors data during the walking activity in Smartcane device. As it is clear, the activity occurrences are projected on the thee presented time series consistently. However, while in the first occurrence of the activity in Figure 5 , s 1 , s 2 , and s 3 (primitives discovered in each dimension) are synchronized, in the second and third occurrences, s 2 and s 3 appear with temporal variation. While in many critical applications such as aerospace, it is crucial to capture such delays, in wearable monitoring applications, such temporal variations are common. Specifically, in monitoring the human motion data using acceleration and gyro sensor, such variations are common [13] , and restricting the activity definition to a set of subsequences with exact temporal relation will result in missing many occurrences. Hence, the general notion of temporal overlap is used to define a set of primitives as an activity structure. We use statistical information from the primitive occurrences in the time series to construct the structure of the most dominant activities in a multi-dimensional time series.
In order to construct the multi-dimensional activity structures, we first convert the list of discovered activity primitives into a weighted directed graph, so that a graph clustering mechanism can be applied to construct model of activities in multi-dimensional data. In the proposed graph, each vertex represents an activity primitive, and the weight on the vertices represents the number of occurrences of the primitive in the corresponding time series. The weight on each directed edge in the graph is calculated by the following equation:
The coincidence(i, j) denotes the number of times there is temporal overlap between occurrences of primitives i and j. As a result, e(i, j) will be at most 1, when all the occurrences of primitive j have overlap with occurrences of primitive i, and it is at least 0, when there is no overlap between occurrences of primitives i and j. Figure 6 .a and 6.b depict an example of three time series from the Smartcane system, their discovered primitives, and the resulting primitive coincidence graph.
In the next phase, a graph clustering approach is used to construct multi-dimensional activities structure from the primitive coincidence graph. Note that according to the definition presented in Section 3.2, several activity structures may be discovered in a time series. In this study we limit ourselves to the activity structures with the highest number of occurrence in the time series and study abnormal occurrences in respect to them. In addition, according to the definition, eliminating a primitive from the set of primitives that resembles an activity, will still result in an activity model, which is a subset of the original activity structure. Here, we focus on extracting maximal sets representing activities (a maximal activity model is a multi-dimensional subsequence that adding a primitive to it doesn't construct another activity model with multiple occurrences in the time series). Algorithm 2 presents our method for constructing the activity structures from the coincidence graph. This method is similar to the clustering mechanisms proposed in [1] . Clustering the primitives starts with sorting the list of vertices based on the number of occurrences of the primitives. Then, the most frequent primitive is selected as a candidate core for activity structure, and the graph is searched for primitives with high occurrence correlation with the candidate core primitive. If there are several primitives with equal frequency, the one with the larger number of highly cor- Figure 6 : (a) Three time series from the Smartcane and the discovered activity primitives, (b) The resulting coincidence graph (c) The graph after eliminating activity primitives clustered in Algorithm 2 related neighbors is selected as the core primitive. The threshold for the correlation is set to 1−β, where β is the abnormality frequency constant. Upon construction of an activity by clustering correlated primitives, selected primitives are removed from the graph, and the algorithm continues for discovering new activity structures by selecting a new core activity primitive.
Algorithm 2 Activity structure construction from the primitives coincidence graph 1: Input: G(V, E) the primitives coincidence graph, total occurrence(v) for all vertices and e(v 1 , v 2 ) for all directed edges 2: Output: S = {S i } The set of most recurrent activity structures in the time series, (each S i is an activity) 3: Sort the vertices list in G in descending order of total occurrence {if some primitives have equal frequency, then the primitive with the highest number of highly correlated neighbors has the highest priority} 4: for each vertex v k in the sorted list of vertices do
5:
Add v k to activity S i 6:
Add v j to activity S i
8:
remove v j from the graph 9: end for 10:
Update the sorted list of vertices 12: end for 13: return S = {S 1 , ..., S i−1 } Figure 6 .c illustrates the results of applying the algorithm to the coincidence graph of previous example in Figure 6 .b, when the β is set to 0.4. As it is denoted in the figure, the activity structure extracted contains primitives A, B, F, and E (F is the activity core primitive, due to its high number of occurrences). Upon eliminating these primitives from the graph, primitives C and G show high correlation, and can be considered as the second activity structure. Note that the effective construction of activity structures highly depends on the frequency of primitives, and in a real world application the frequency and coincidences are significantly higher (β will be set to less than 0.1 in real world applications). The depicted graph is formed from a set of short time series and is selected to be small to better illustrate the logic behind the algorithm.
Abnormality discovery in activities
An abnormality is a multi-dimensional subsequence, which has at least one missing primitive comparing to occurrences of activity A, however, the number of missing primitives is not more than (1 − α) · |A|. Algorithm 3 presents our method for discovering such multidimensional subsequences. The input to the algorithm is the list of all discovered single-dimensional activity primitives in the time series, in addition to the discovered multi-dimensional activity structure. The algorithm first removes the primitive occurrences that are not in the activity structure from the list of primitives (lines 3-7). By scanning the remaining primitives in the list, the algorithm removes primitive occurrences that construct legitimate activity occurrences from the list (lines 9-14). Finally, another scanning is performed on the list of primitive occurrences and any multi-dimensional subsequence with abnormal activity occurrence characteristic of definition 3.4 is returned as output (lines 15-23).
The reason behind the two consecutive scanning iterations of the primitive occurrences list is illustrated in Figure 7 . As it is clear in the figure, a primitive occurrence may construct more than one multi-dimensional subsequences, while only one of them being an activity occurrence. Hence, in the first iteration, all the activ- Remove primitive from p o ccurrences 6: end if 7: end for 8: Sort p occurrences based on start time 9: for all primitive in sorted array p occurrences do 10: temp set = {all the primitive occurrences which have temporal overlap with primitive} Remove temp set members from p occurrences 13: end if 14: end for 15: for all Remained primitive in p occurrences do 16: temp set = {all the primitive occurrences which have temporal overlap with primitive} abnormal i = temp set
19:
Remove temp set members from p occurrences
20:
Increment i
21:
end if 22: end for 23: return Abnormal = {abnormal 1 , ..., abnormal i } Figure 7 : The primitive in t 2 may be detected as abnormality if the activity occurrence in t 3 is not eliminated Figure 8 : Smartcane system and sample data from walking activity ity occurrences are discovered and their corresponding primitives are removed from the primitives list, in order to avoid false positives in detecting abnormal occurrences. In the example of Figure 7 , while in the first iteration the patterns in t 2 are candidate for abnormality, by eliminating the patterns of activity occurrence at time t 3 , the similarity of patterns in t 2 to the activity model (happened in t 1 ) becomes less than α, and hence it is not considered as an abnormal occurrence of the activity.
Empirical evaluation
In this section, we present the empirical evaluation of the presented approach for abnormal activity discovery in multi-dimensional time series. We used two wearable embedded systems for the experimentations. Next, we briefly overview these platforms.
Smartcane
The Smartcane system is developed as a device to monitor and train elders and impairs in their assisted walking behavior. Several sensor systems, including a 3-axis accelerometer, a 3-axis gyro, and 2 force sensors are embedded in a normal cane, in order to let the physicians and care-givers completely evaluate and understand the subjects behavior and habits in using the cane [19] . Figure 8 depicts the general structure of the Smartcane system, the placement of the sensors, and a sample set of data collected during walking.
While several guidelines for proper use of cane are available (such as the maximum force that should be applied on the cane), there is no general criteria to discriminate proper usage of the cane. Therefore, the evaluation of the usage is personalized and experts evaluate each subject behavior separately. On the other hand, early detection of situations that cause irregularity in the walking and cane usage is critical to avoid falls, which are the leading cause of injury and death in elderly. We applied our unsupervised method to discover abnormal occurrences of activities in order to accelerate detection of such conditions.
A great advantage of applying an unsupervised method to this application is that it eliminates training and tuning phase for each subject. Especially, as it was mentioned, the normal walking pattern is subject dependent, and in case of using supervised methods, training and tuning of the system has to be done for each subject individually. In addition, due to variations in users characteristics (e.g. weight), it is anticipated that the same users normal activity patterns vary by time. Hence, a supervised method has to be continuously readjusted.
SmartShoe
The Smartshoe system [5] is a regular shoe, utilized with an electronic insole. The insole consists of several sensory circuits, including several pressure sensors to monitor plantar pressure, 3-axis accelerometers and a 3-axis gyro to monitor feet motion. Discovering temporal abnormality in walking patterns is of great interest for medical experts, since not only does it reveal conditions such as alcohol intoxication, drowsiness, or injury, but also walking anomaly is a sign of many critical health situations such as heart attack and stroke. While people walk differently, individual walking patterns also change based on the environmental characteristics. For example, the slope of the surface and the shoe specifications change the plantar pressure and feet motions significantly. Hence, detecting temporal abnormalities should be performed considering the normal activity occurrences in the same time and for the same person. The unsupervised method is therefore a suitable approach for this application, since not only doesn't it require predefining normal and abnormal patterns, but also it detects abnormal activity occurrences by comparing them to the most frequent activity occurrences in the temporal neighborhood. Figure 9 depicts the structure of the Smartshoe and a sample subset of times series captured during the walking activity.
Experiments
To evaluate the accuracy of the normal and abnormal activity occurrences discovery, we ran several experiments with Smartcane and Smartshoe. Table 1 presents the result of applying the algorithm on the data collected from three subjects, while walking with the assistance of the Smartcane. We asked the users to exhibit abnormal walking behaviors infrequently during the test. It is clear that changing α, the Figure 9 : Smartshoe system and sample data from walking activity abnormality similarity constant, impacts the total number of discovered abnormality occurrences. A greater α denotes that discovered abnormal occurrences have higher similarity to the normal occurrences. On the other side, while a smaller similarity constant results in detecting more abnormal occurrences, it also increases the false positives in abnormality discovery, since some non-activity subsequences will be considered as abnormalities. Table 2 presents the result of abnormal and normal activity occurrences discovery for two different activities, both done on the Smartshoe system. Note that in this table, Normal, Abnormal, and False Positive are calculated in a similar way to the results of Table 1 . In the running activity, not only are the length of activity subsequences shorter, but also the variation of the patterns is higher, which results in less accuracy in activity occurrences discovery and increased number of false positives. However, the relatively higher impacts of steps and easily recognizable activity primitives in the time series results in easier discovery of abnormal occurrences, since even minor abnormalities cause visible variation in single-dimensional primitives. Table 3 compares the results of applying the motif detection approach and the domain specific primitive extraction method (described in algorithm 1) in discovering activity occurrences. As it was discussed earlier, motif detection has been shown to be powerful in discovering the recurrent phenomenon in many application domains [15] , however, the high variation of patterns in these wearable applications makes them an unsuitable area for motif detection. Table 4 contains comparison between our unsupervised abnormality discovery method and two wellknown supervised techniques. The decision tree method uses thresholds defined by a field expert to discriminate normal and abnormal activity occurrences. The thresholds are specific for individuals, and are set during the setup phase. The method achieves almost perfect resolution in detecting abnormalities in the activities of the subject, if the personal setup phase is done carefully. We also used a Naive Bayes classifier in order to discriminate abnormal activities from normal occurrences. The classifier was trained with a manually labeled data set. While the method achieves high accuracy (∼ 95%) in detecting improper usage, the accuracy highly relies on whether the subjects usage patterns are similar to the training data set or not. Our unsupervised method achieves less accuracy in discovering abnormalities, however, it doesn't require any training and setup phase. In addition, unlike the previous work in [13, 18] , the method is not limited to a predefined subsequence length for activity primitives, and activity primitives are extracted dynamically from the time series.
Conclusion and future work
In this paper, we presented the design of an unsupervised technique for discovering abnormal and normal occurrences of activities in multi-dimensional time series data. After discussing several characteristics of abnormal occurrences of activities in multi-dimensional time series, we formally defined the problem and developed a solution to discover abnormalities in frequent activities projected in multi-dimensional time series. We focused our application domain on wearable embedded systems, mainly used for human activity monitoring. By emphasizing the importance of development of unsupervised techniques beside the frequently used supervised methods in such applications, we showed the application of our method in two state-of-the-art wearable systems, Smartcane and Smartshoe. Our technique has lower accuracy comparing to carefully designed and tuned supervised techniques, however, due to the unknown conditions of several real life scenarios, using an unsupervised technique is the only solution. The future work of this study includes extending the evaluation of the methods in more applications. Finally, we are currently leveraging the concept of frequent episodes in event streams [12] to improve the performance of frequent activity discovery in time series. 8 Acknowledgment
