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MODULES OVER QUANTIZED COORDINATE ALGEBRAS
AND PBW-BASES
TOSHIYUKI TANISAKI
Abstract. Around 1990 Soibelman constructed certain irreducible mod-
ules over the quantized coordinate algebra. A. Kuniba, M. Okado, Y. Ya-
mada [8] recently found that the relation among natural bases of Soibel-
man’s irreducible module can be described using the relation among the
PBW-type bases of the positive part of the quantized enveloping alge-
bra, and proved this fact using case-by-case analysis in rank two cases.
In this paper we will give a realization of Soibelman’s module as an
induced module, and give a unified proof of the above result of [8]. We
also verify Conjecture 1 of [8] about certain operators on Soibelman’s
module.
1. Introduction
1.1. Let G be a connected simply-connected simple algebraic group over
the complex number field C with Lie algebra g. The coordinate algebra C[G]
of G is a Hopf algebra which is dual to the enveloping algebra U(g) of g. So
we can naturally define a q-analogue Cq[G] of C[G] as the Hopf algebra dual
to the quantized enveloping algebra Uq(g). This paper is concerned with the
representation theory of the quantized coordinate algebra Cq[G].
Since the ordinary coordinate algebra C[G] is commutative, its irreducible
modules are all one-dimensional and are in one-to-one correspondence with
the points of G; however, the quantized coordinate algebra Cq[G] is non-
commutative, and its representation theory is much more complicated. In
fact, Soibelman [12] already pointed out around 1990 that there are not
so many one-dimensional Cq[G]-modules and that there really exist infinite
dimensional irreducible Cq[G]-modules.
Let us recall Soibelman’s result more precisely. He considered the situa-
tion where the parameter q is a positive real number with q 6= 1. In this case
Cq[G] is endowed with a structure of ∗-algebra, and we have the notion of
unitarizable Cq[G]-modules. Soibelman showed that one-dimensional unita-
rizable Cq[G]-modules are in one-to-one correspondence with the points of
the maximal compact subgroup Hcpt of the maximal torus H of G. Denote
the one-dimensional Cq[G]-module corresponding to h ∈ Hcpt by Ch. On
the other hand infinite-dimensional irreducible unitarizable Cq[G]-modules
are constructed as follows. In the case G = SL2 Vaksman and Soibelman
[14] constructed an irreducible unitarizable Cq[SL2]-modules F with basis
{mn}n∈Z,n≧0 using an explicit description of Cq[SL2]. For general G denote
by I the index set of simple roots. For each i ∈ I we have a natural Hopf
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algebra homomorphism πi : Cq[G]→ Cqi [SL2], where qi is some power of q.
Via πi we can regard F as a Cq[G]-module. Denote this Cq[G]-module by
Fi. LetW be the Weyl group of G. For w ∈W we denote the length of w by
ℓ(w). Take w ∈ W and its reduced expression w = si1 · · · siℓ(w) (ir ∈ I) as
a product of simple reflections. Soibelman proved that the tensor product
Fi1 ⊗ · · · ⊗ Fiℓ(w) is a unitarizable irreducible Cq[G]-module. Moreover, he
showed that Fi1 ⊗ · · · ⊗ Fiℓ(w) depends only on w. So we can denote this
Cq[G]-module by Fw. It is also verified in [12] that any irreducible unitariz-
able Cq[G]-module is isomorphic to the tensor product Fw ⊗Ch for w ∈W ,
h ∈ Hcpt.
As for further development of the theory of Cq[G]-modules we refer to
Joseph [4], Yakimov [15].
Quite recently the above work of Soibelman has been taken up again by
Kuniba, Okado, Yamada [8]. Let w0 ∈W be the longest element. Note that
for each reduced expression w0 = si1 · · · siℓ(w0) of w0 we have a basis
Bi1,...,iℓ(w0) = {mn1 ⊗ · · · ⊗mnℓ(w0) | n1, . . . , nℓ(w0) ≧ 0}
of Fw0 = Fi1⊗· · ·⊗Fiℓ(w0) parametrized by the set of ℓ(w0)-tuples (n1, . . . , nℓ(w0))
of non-negative integers. On the other hand, by Lusztig’s result, for each
reduced expression w0 = si1 · · · siℓ(w0) of w0 we have a PBW-type basis
B′i1,...,iℓ(w0)
of the positive part Uq(n
+) of Uq(g) parametrized by the set of
ℓ(w0)-tuples of non-negative integers. Kuniba, Okado, Yamada observed in
[8] that for two reduced expressions w0 = si1 · · · siℓ(w0)) = sj1 · · · sjℓ(w0) of w0
the transition matrix between Bi1,...,iℓ(w0) and Bj1,...,jℓ(w0) coincides with the
transition matrix between B′i1,...,iℓ(w0)
and B′j1,...,jℓ(w0)
up to a normalization
factor. They proved this fact partly using a case-by-case argument in rank
two cases.
In the present paper we give a new approach to the results of Soibelman
[12] and Kuniba, Okado, Yamada [8]. We work over the rational function
field F = Q(q); however, our arguments also hold in a more general situation
(see Section 8 below). Let g = n+ ⊕ h ⊕ n− be the triangular decomposi-
tion of g. Let N± and B± be the subgroups of G corresponding to n± and
h⊕n± respectively. For each w ∈W we define a Cq[G]-moduleMw as the in-
duced module from a one-dimensional representation of a certain subalgebra
Cq[(N
− ∩ wN+w−1)\G] of Cq[G]. We will show that Mw is an irreducible
Cq[G]-module and that for each reduced expression w = si1 · · · siℓ(w) we have
a decomposition Mw ∼= Fi1 ⊗ · · · ⊗ Fiℓ(w) into tensor product. This gives
a new proof of Soibelman’s result. We will also show that there exists a
natural linear isomorphism
(1.1) Mw ∼= Uq(n
+ ∩ wn−),
where Uq(n
+ ∩ wn−) is a certain subalgebra of Uq(g) defined in terms of
Lusztig’s braid group action (see De Concini, Kac, Procesi [2], Lusztig [10]).
From this we obtain (in the case w = w0) the result of Kuniba, Okado,
Yamada described above. As in [8] a certain localization of Cq[G] plays a
crucial role in the proof. More precisely, for each w ∈ W we consider the
localization Cq[wN
+B−] of Cq[G], which is a q-analogue of C[wN
+B−]. In
addition to it, we use the Drinfeld pairing between the positive and negative
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parts of the quantized enveloping algebra in constructing the isomorphism
(1.1). A crucial difference between Soibelman’s approach and our approach
is that, instead of the decomposition
Cq[G] = Cq[G/N
+]Cq[G/N
−]
used by Soibelman, we utilize the q-analogue of the decomposition
C[B−w0B
−] ∼= C[B−w0B
−/B−]⊗ C[N−\B−w0B
−]
in the case w = w0, and
C[wN+B−] ∼=C[(wN+w−1 ∩N−)]⊗ C[(wN+w−1 ∩N+)wB−]
∼=C[(wN+w−1 ∩N−)]⊗ C[(wN+w−1 ∩N−)\wN+B−],
for general w, which is more natural from geometric point of view. As a
consequence of our approach, we can also show easily a conjecture of Kuniba,
Okado, Yamada [8, Conjecture 1] concerning the action of a certain element
of Cq[wN
+B−] on Mw.
We finally note that our results hold true for any symmetrizable Kac-
Moody algebra (see Section 8 below). We hope this fact will be useful in
the investigation of 3-dimensional integrable systems, which was the original
motivation of [8]. After writing up the first draft of this paper Yoshiyuki
Kimura pointed out to me that Proposition 2.10 below in the Kac-Moody
case is not an obvious fact which is stated as a conjecture in Berenstein and
Greenstein [1, Conjecture 5.5]. In the present manuscript we have included
a proof of Proposition 2.10 which works for the Kac-Moody case. We heard
that Kimura also proved it by a different method (see Kimura [6]).
After finishing this work we heard that Yoshihisa Saito [11] has obtained
similar results by a different method.
1.2. We use the following notation for Hopf algebras throughout the paper.
For a Hopf algebra H over a field K we denote its multiplication, comulti-
plication, counit, antipode by mH : H ⊗K H → H, ∆H : H → H ⊗K H,
εH : H → K, SH : H → H respectively. The subscript H is often omitted.
For left H-modules V0, · · · , Vm we regard V0⊗K · · ·⊗KVm as a left H-module
via the iterated comultiplication ∆m : H → H
⊗m+1. We will occasionally
use Sweedler’s notation for the comultiplication
∆(h) =
∑
(h)
h(0) ⊗ h(1) (h ∈ H),
and the iterated comultiplication
∆m(h) =
∑
(h)m
h(0) ⊗ · · · ⊗ h(m) (h ∈ H).
1.3. I would like to thank Masato Okado and Yoshiyuki Kimura for some
useful discussion.
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2. Quantized enveloping algebras
2.1. Let G be a connected simply-connected simple algebraic group over
the complex number field C. We take Borel subgroups B+ and B− such
that H = B+ ∩B− is a maximal torus of G, and set N± = [B±, B±]. The
Lie algebras of G, B±, H, N± are denoted by g, b±, h, n± respectively. We
denote by P the character group of H. Let ∆+ and ∆− be the subsets of P
consisting of weights of n+ and n− respectively, and set ∆ = ∆+∪∆−. Then
∆ is the set of roots of g with respect to h. We denote by Π = {αi | i ∈ I}
the set of simple roots of ∆ such that ∆+ is the set of positive roots. Let P+
be the set of dominant weights in P with respect to Π, and set P− = −P+.
We set
Q =
∑
i∈I
Zαi, Q
+ =
∑
i∈I
Z≧0αi,
where Z≧0 denotes the set of non-negative integers. The Weyl group W =
NG(H)/H naturally acts on P and Q. By differentiation we will regard P
as a Z-lattice of h∗ in the following. We denote by
( , ) : h∗ × h∗ → C
the W -invariant non-degenerate symmetric bilinear form such that (α,α) =
2 for short roots α. For α ∈ ∆ we set α∨ = 2α/(α,α). As a subgroup of
GL(h∗) the Weyl group W is generated by the simple reflections si (i ∈ I)
given by si(λ) = λ − (λ, α
∨
i )αi (λ ∈ h
∗). We denote by ℓ : W → Z≧0 the
length function with respect to the generating set {si | i ∈ I} of W . The
longest element of W is denoted by w0. For w ∈W we set
Iw = {(i1, . . . , iℓ(w)) ∈ I
ℓ(w) | w = si1 · · · siℓ(w)}.
2.2. For n ∈ Z we set
[n]q =
qn − q−n
q − q−1
∈ Z[q, q−1].
For m ∈ Z≧0 we set
[m]q! = [m]q[m− 1]q · · · [1]q.
For m,n ∈ Z with m ≧ 0 we set
[
n
m
]
q
=
[n]q[n− 1]q · · · [n−m+ 1]q
[m]q[m− 1]q · · · [1]q
∈ Z[q, q−1].
For i ∈ I we set qi = q
(αi,αi)/2, and for i, j ∈ I we further set aij = (α
∨
i , αj).
We denote by U = Uq(g) the quantized enveloping algebra of g. Namely,
it is an associative algebra over F = Q(q) generated by the elements k±1i , ei,
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fi (i ∈ I) satisfying the defining relations
kik
−1
i = k
−1
i ki = 1 (i ∈ I),
kikj = kjki (i, j ∈ I),
kiejk
−1
i = q
aij
i ej (i, j ∈ I),
kifjk
−1
i = q
−aij
i ej (i, j ∈ I),
eifj − fjei = δij
ki − k
−1
i
qi − q
−1
i
(i, j ∈ I),
1−aij∑
m=0
(−1)me
(1−aij−m)
i eje
(m)
i = 0 (i, j ∈ I, i 6= j),
1−aij∑
m=0
(−1)mf
(1−aij−m)
i fjf
(m)
i = 0 (i, j ∈ I, i 6= j),
where
e
(m)
i =
1
[m]qi !
emi , f
(m)
i =
1
[m]qi !
fmi (m ∈ Z≧0).
We endow U with the Hopf algebra structure given by
∆(k±1i ) = k
±1
i ⊗ k
±1
i , ∆(ei) = ei⊗ 1+ ki⊗ ei, ∆(fi) = fi⊗ k
−1
i +1⊗ fi,
ε(k±1i ) = 1, ε(ei) = ε(fi) = 0,
S(k±1i ) = k
∓1
i , S(ei) = −k
−1
i ei, S(fi) = −fiki.
We define subalgebras U0 = Uq(h), U
+ = Uq(n
+), U− = Uq(n
−), U≧0 =
Uq(b
+), U≦0 = Uq(b
−) by
U0 = 〈k±1i | i ∈ I〉, U
+ = 〈ei | i ∈ I〉, U
− = 〈fi | i ∈ I〉,
U≧0 = 〈k±1i , ei | i ∈ I〉, U
≦0 = 〈k±1i , fi | i ∈ I〉,
respectively. Then U0, U≧0, U≦0 are Hopf subalgebras. The multiplication
of U induces isomorphisms
U ∼= U+ ⊗ U0 ⊗ U− ∼= U− ⊗ U0 ⊗ U+,
U≧0 ∼= U0 ⊗ U+ ∼= U+ ⊗ U0, U≦0 ∼= U0 ⊗ U− ∼= U− ⊗ U0.
Remark 2.1. In this paper ⊗F is often written as ⊗.
For γ =
∑
i∈I miαi ∈ Q we set
kγ =
∏
i∈I
kmii ∈ U
0.
Then we have U0 =
⊕
γ∈Q Fkγ , and hence U
0 is isomorphic to the group
algebra of Q. For γ ∈ Q+ we define U±±γ by
U±±γ = {u ∈ U
± | kiuk
−1
i = q
±(α∨i ,γ)
i u (i ∈ I)}.
Then we have U± =
⊕
γ∈Q+ U
±
±γ .
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2.3. There exists a unique bilinear map
(2.1) τ : U≧0 × U≦0 → F
characterized by the properties:
(τ ⊗ τ)(∆(x), y2 ⊗ y1) = τ(x, y1y2) (x ∈ U
≧0, y1, y2 ∈ U
≦0),(2.2)
(τ ⊗ τ)(x1 ⊗ x2,∆(y)) = τ(x1x2, y) (x1, x2 ∈ U
≧0, y ∈ U≦0),(2.3)
τ(ei, kλ) = τ(kλ, fi) = 0 (i ∈ I, λ ∈ Q),(2.4)
τ(kλ, kµ) = q
(λ,µ) (λ, µ ∈ Q),(2.5)
τ(ei, fj) = δij
1
qi − q
−1
i
(i, j ∈ I).(2.6)
We call it the Drinfeld pairing. It also satisfies the following properties:
τ(Sx, Sy) = τ(x, y) (x ∈ U≧0, y ∈ U≦0),(2.7)
τ(kλx, kµy) = τ(x, y)q
(λ,µ) (x ∈ U+, y ∈ U−),(2.8)
γ, δ ∈ Q+, γ 6= δ =⇒ τ |U+γ ×U−−δ
= 0,(2.9)
γ ∈ Q+ =⇒ τ |U+γ ×U−−γ
is non-degenerate.(2.10)
2.4. For a U0-module M and λ ∈ P we set
Mλ = {m ∈M | kim = q
(λ,α∨i )
i m (i ∈ I)}.
We say that a U0-module M is a weight module if M =
⊕
λ∈P Mλ.
For a U -module V we regard V ∗ = HomF(V,F) as a right U -module by
〈v∗u, v〉 = 〈v∗, uv〉 (v ∈ V, v∗ ∈ V ∗, u ∈ U).
Denote by Mod0(U) (resp. Mod
r
0(U)) the category of finite-dimensional left
(resp. right) U -modules which is a weight module as a U0-module. Here, a
right U0-module M is regarded as a left U0-module by
tm := mt (m ∈M, t ∈ U0).
If V ∈ Mod0(U), then we have V
∗ ∈Modr0(U). This gives an anti-equivalence
Mod0(U) ∋ V 7→ V
⋆ ∈Modr0(U) of categories.
For λ ∈ P− we denote by V (λ) the finite-dimensional irreducible (left)
U -module with lowest weight λ. Namely, V (λ) is a finite-dimensional U -
module generated by a non-zero element vλ ∈ V (λ)λ satisfying fivλ = 0 (i ∈
I). Then Mod0(U) is a semisimple category with simple objects V (λ) for
λ ∈ P− (see Lusztig [10]). For λ ∈ P− we set V ∗(λ) = (V (λ))∗, and define
v∗λ ∈ V
∗(λ)λ by 〈v
∗
λ, vλ〉 = 1.
The following well known fact will be used occasionally in this paper (see
e.g. [13, Lemma 2.1]).
Proposition 2.2. Let γ ∈ Q+.
(i) For sufficiently small λ ∈ P− the linear map U+γ ∋ x 7→ xvλ ∈
V (λ)λ+γ is bijective.
(ii) For sufficiently small λ ∈ P− the linear map U−−γ ∋ y 7→ v
∗
λy ∈
V ∗(λ)λ+γ is bijective.
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Remark 2.3. In this paper the expression “for sufficiently small λ ∈ P−...”
means that “ there exists some µ ∈ P− such that for any λ ∈ µ+ P− ...”.
2.5. For i ∈ I and M ∈ Mod0(U) we denote by T˙i, Tˆi ∈ GL(M) the
operators denoted by T ′′i,1 and T
′′
i,−1 respectively in [10]. We have also algebra
automorphisms T˙i, Tˆi of U satisfying
T˙i(um) = T˙i(u)T˙i(m), Tˆi(um) = Tˆi(u)Tˆi(m)
for u ∈ U , m ∈M ∈ Mod0(U). They are given by
T˙i(ej) =


−fiki (j = i)
−aij∑
r=0
(−1)rq−ri e
(−aij−r)
i eje
(r)
i (j 6= i),
T˙i(fj) =


−k−1i ei (j = i)
−aij∑
r=0
(−1)−aij−rq
−aij−r
i f
(−aij−r)
i fjf
(r)
i (j 6= i),
Tˆi(ej) =


−fik
−1
i (j = i)
−aij∑
r=0
(−1)rqri e
(−aij−r)
i eje
(r)
i (j 6= i),
Tˆi(fj) =


−kiei (j = i)
−aij∑
r=0
(−1)−aij−rq
−(−aij−r)
i f
(−aij−r)
i fjf
(r)
i (j 6= i),
T˙i(kγ) =Tˆi(kγ) = ksiγ .
By [10] both {T˙i}i∈I and {Tˆi}i∈I satisfy the braid relation, and hence we
obtain the operators {T˙w}w∈W , {Tˆw}w∈W given by
T˙w = T˙i1 · · · T˙iℓ(w) , Tˆw = Tˆi1 · · · Tˆiℓ(w) (i1, · · · , iℓ(w)) ∈ Iw).
By the description of T˙i, Tˆi as automorphisms of U we have
(2.11) ε(T˙w(u)) = ε(Tˆw(u)) = ε(u) (w ∈W,u ∈ U).
For w ∈ W and M ∈ Modr0(U) we define a right action of T˙w (resp. Tˆw)
on M by
〈mT˙w,m
∗〉 = 〈m, T˙wm
∗〉 (resp. 〈mTˆw,m
∗〉 = 〈m, Tˆwm
∗〉)
for m ∈M , m∗ ∈M∗. We can easily check the following fact.
Lemma 2.4. Let w ∈ W . Then as algebra automorphisms of U we have
Tˆw = S
−1T˙wS.
Let w ∈W and i = (i1, · · · , im) ∈ Iw. For r = 1, . . . ,m set
ki,r = ksi1 ···sir−1αir ,
e˙i,r = T˙i1 · · · T˙ir−1(eir), f˙i,r = T˙i1 · · · T˙ir−1(fir),
e˜i,r = T˙
−1
im
· · · T˙−1ir+1(eir), f˜i,r = T˙
−1
im
· · · T˙−1ir+1(fir),
eˆi,r = Tˆi1 · · · Tˆir−1(eir), fˆi,r = Tˆi1 · · · Tˆir−1(fir).
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By [10] we have e˙i,r, e˜i,r, eˆi,r ∈ U
+, f˙i,r, f˜i,r, fˆi,r ∈ U
−. For n ∈ Z≧0 set
e˙
(n)
i,r = T˙i1 · · · T˙ir−1(e
(n)
ir
), f˜
(n)
i,r = T˙
−1
im
· · · T˙−1ir+1(f
(n)
ir
),
eˆ
(n)
i,r = Tˆi1 · · · Tˆir−1(e
(n)
ir
),
and for n = (n1, . . . , nm) ∈ (Z≧0)
m set
e˙
(n)
i
= e˙
(nm)
i,m · · · e˙
(n1)
i,1 , f˙
n
i = f˙
nm
i,m · · · f˙
n1
i,1,
e˜ni = e˜
n1
i,1 · · · e˜
nm
i,m, f˜
(n)
i = f˜
(n1)
i,1 · · · f˜
(nm)
i,m ,
eˆ
(n)
i = eˆ
(nm)
i,m · · · eˆ
(n1)
i,1 , fˆ
n
i = fˆ
nm
i,m · · · fˆ
n1
i,1.
Proposition 2.5 ([9]). Let w ∈W and i ∈ Iw. Then we have
τ(eˆ
(n)
i
, fˆn
′
i ) = δn,n′
ℓ(w)∏
r=1
cqir (nr),
where
cq(n) = [n]!q
−n(n−1)/2(q − q−1)−n.
The following result will be used frequently in this paper.
Proposition 2.6 ([7], [9], [10]). We have
∆(T˙i) =(T˙i ⊗ T˙i) expqi((qi − q
−1
i )fi ⊗ ei)
= expqi((qi − q
−1
i )k
−1
i ei ⊗ fiki)(T˙i ⊗ T˙i),
where
expq(x) =
∞∑
n=0
qn(n−1)/2
[n]!
xn.
Corollary 2.7. For w ∈W and i = (i1, . . . , im) ∈ Iw we have
∆(T˙w) =(T˙w ⊗ T˙w) expqi1
(X1) · · · expqim (Xm)
= expqi1
(Y1) · · · expqim (Ym)(T˙w ⊗ T˙w),
∆(T˙−1w ) = expq−1im
(−Xm) · · · expq−1i1
(−X1)(T˙
−1
w ⊗ T˙
−1
w )
=(T˙−1w ⊗ T˙
−1
w ) expq−1im
(−Ym) · · · expq−1i1
(−Y1),
where
Xr = (qir − q
−1
ir
)f˜i,r ⊗ e˜i,r, Yr = (qir − q
−1
ir
)k−1i,r e˙i,r ⊗ f˙i,rki,r.
Lemma 2.8. For w ∈W we have
∆(T˙w(U
+)) ⊂ U ⊗ (T˙w(U
+))U0, ∆(T˙−1w (U
+)) ⊂ (T˙−1w (U
+))U0 ⊗ U,
∆(T˙w(U
−)) ⊂ (T˙w(U
−))U0 ⊗ U, ∆(T˙−1w (U
+)) ⊂ U ⊗ (T˙−1w (U
+))U0.
Proof. We only show the first formula since the proof of other formulas
are similar. To show the first formula we need to show that for y ∈ T˙wU
+
we have (T˙−1w ⊗ T˙
−1
w )(∆(y)) ∈ U ⊗ U
≧0.
For each λ ∈ P− take vw0λ ∈ V (λ)w0λ \ {0}. Then for u ∈ U we have
u ∈ U≧0 if and only if u(M ⊗ vw0λ) ⊂ M ⊗ vw0λ for any λ ∈ P
− and
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M ∈ Mod0(U) (see the proof of [3, Proposition 5.11]). By this fact together
with [3, Proposition 5.11] it is sufficient to show that forM1,M2 ∈ Mod0(U)
and λ ∈ P− the element
(id⊗∆){(T˙−1w ⊗ T˙
−1
w )(∆(y))} ∈ U ⊗ U ⊗ U
sends M1⊗M2⊗ vw0λ to itself. As an operator on the tensor product of two
integrable modules we have
(T˙−1w ⊗ T˙
−1
w )(∆(y)) = (T˙
−1
w ⊗ T˙
−1
w ) ◦ (∆(y)) ◦ (T˙w ⊗ T˙w).
Take i = (i1, . . . , im) ∈ Iw. By Corollary 2.7 we have
T˙w ⊗ T˙w = ∆(T˙w) ◦ Z
−1, Z = expqi1
(X1) · · · expqim (Xm),
where X1, . . . ,Xm are as in Corollary 2.7. Hence we have
(T˙−1w ⊗ T˙
−1
w ) ◦ (∆(y)) ◦ (T˙w ⊗ T˙w) = Z ◦∆(T˙
−1
w (y)) ◦ Z
−1.
Therefore, our assertion is a consequence of T˙−1w (y) ∈ U
+, and Xr ∈ U
− ⊗
U+. 
For w ∈W set
U−[T˙w] = U
− ∩ T˙w(U
≧0), U+[T˙w] = U
+ ∩ T˙w(U
≦0),(2.12)
U−[T˙−1w ] = U
− ∩ T˙−1w (U
≧0), U+[T˙−1w ] = U
+ ∩ T˙−1w (U
≦0),(2.13)
U−[Tˆw] = U
− ∩ Tˆw(U
≧0), U+[Tˆw] = U
+ ∩ Tˆw(U
≦0).(2.14)
We can easily show the following using Lemma 2.4.
Lemma 2.9. For w ∈W , i = (i1, · · · , im) ∈ Iw we have
S−1T˙w(e˜
n
i ) = fˆ
n
i .
Hence we have
T˙−1w S(U
−[Tˆw]) = U
+[T˙−1w ].
The following well-known result is an easy consequence of the existence of
the PBW-type base of U±. Here, we give another proof which works for the
quantized enveloping algebra of any symmetrizable Kac-Moody Lie algebra.
Proposition 2.10. The multiplication of U induces the isomorphisms
U± ∼=U±[T˙w]⊗ (U
± ∩ T˙w(U
±))(2.15)
∼=(U± ∩ T˙w(U
±))⊗ U±[T˙w],
U± ∼=U±[T˙−1w ]⊗ (U
± ∩ T˙−1w (U
±))(2.16)
∼=(U± ∩ T˙−1w (U
±))⊗ U±[T˙−1w ],
U± ∼=U±[Tˆw]⊗ (U
± ∩ Tˆw(U
±))(2.17)
∼=(U± ∩ Tˆw(U
±))⊗ U±[Tˆw].
Proof. We first note that (2.17) follows easily from (2.15) and Lemma 2.4.
Consider the ring involution
a : U → U (q 7→ q−1, kλ 7→ k
−1
λ , ei 7→ −k
−1
i ei, fi 7→ −fiki),
and the ring anti-involution
b : U → U (q 7→ q−1, kλ 7→ k
−1
λ , ei 7→ fi, fi 7→ ei).
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By bT˙w = T˙wb and b(U
+) = U− the statements for U− are consequences
of those for U+. By aT˙wa = T˙
−1
w−1
and a(U+γ ) = k
−1
γ U
+
γ (γ ∈ Q
+) the
statements for T˙−1w are consequences of those for T˙w−1 . Hence we have only
to show
U+ ∼=U+[T˙w]⊗ (U
+ ∩ T˙w(U
+)),(2.18)
U+ ∼=(U+ ∩ T˙w(U
+))⊗ U+[T˙w].(2.19)
We first show (2.18). Note that the injectivity of
(2.20) U+[T˙w]⊗ (U
+ ∩ T˙w(U
+))→ U+
is clear from
U+[T˙w]⊗ (U
+ ∩ T˙w(U
+)) ⊂ Tw(U
≦0)⊗ Tw(U
+)
and U≦0 ⊗ U+ ∼= U . Hence we have only to show the surjectivity of (2.20).
For i = (i1, . . . , im) ∈ Iw denote by U
+[T˙w; i] the subalgebra of U
+
generated by e˙i,1,. . . , e˙i,m. By a standard property of T˙i we have U
+[T˙w; i] ⊂
U+[T˙w]. Hence we have only to show
(2.21) U+[T˙w; i](U
+ ∩ T˙w(U
+)) = U+.
We note that our assertion is already known for w = si. Namely, we have
U+ ∼= U+[T˙i]⊗ (U
+ ∩ T˙i(U
+)), U+[T˙i] = F[ei],(2.22)
U− ∼= U−[T˙i]⊗ (U
− ∩ T˙i(U
−)), U−[T˙i] = F[fi](2.23)
(see [10, Chapter 38]).
Now we are going to show (2.21) by induction on ℓ(w). Assume that we
have xsi > x for x ∈ W and i ∈ I. By the above argument we need to
show (2.21) for w = xsi assuming (2.15), (2.16), (2.21) for w ∈ W with
ℓ(w) ≦ ℓ(x). Take i = (i1, . . . , im) ∈ Ix, and set i
′ = (i1, · · · , im, i) ∈ Ixsi.
To show our assertion U+[T˙xsi ; i
′](U+ ∩ T˙xsi(U
+)) = U+, it is sufficient to
show
(2.24) U+ ∩ T˙−1x (U
+) = F[ei](U
+ ∩ T˙i(U
+) ∩ T˙−1x (U
+)).
Indeed assuming (2.24) we have
U+ ∩ T˙x(U
+) =T˙x(U
+ ∩ T˙−1x (U
+)) = F[T˙x(ei)](U
+ ∩ T˙x(U
+) ∩ T˙xsi(U
+))
⊂F[T˙x(ei)](U
+ ∩ T˙xsi(U
+)),
and hence
U+ =U+[T˙x; i](U
+ ∩ T˙x(U
+)) ⊂ U+[T˙x; i]F[T˙x(ei)](U
+ ∩ T˙xsi(U
+))
⊂U+[T˙xsi ; i
′](U+ ∩ T˙xsi(U
+)).
To verify (2.24) we first show the following.
U+ ∩ T˙−1x (U
+)(2.25)
={u ∈ U+ | τ(u,U−(U−[T˙−1x ] ∩Ker(ε : U
− → F))) = {0}},
U− ∩ T˙−1x (U
−)(2.26)
={u ∈ U− | τ(U+(U+[T˙−1x ] ∩Ker(ε : U
+ → F)), u) = {0}}.
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For simplicity set
V + ={u ∈ U+ | τ(u,U−(U−[T˙−1x ] ∩Ker(ε))) = {0}},
V − ={u ∈ U− | τ(U+(U+[T˙−1x ] ∩Ker(ε)), u) = {0}}.
By (2.9) we have
τ(U+ ∩ T˙−1x (U
+), U−[T˙−1x ] ∩Ker(ε)) = {0}.
Hence by Lemma 2.8 and (2.2) We have U+ ∩ T˙−1x (U
+) ⊂ V +. By a similar
argument we have also U− ∩ T˙−1x (U
−) ⊂ V −. On the other hand by the
hypothesis of induction we have U± ∼= U±[T˙−1x ]⊗(U
±∩T˙−1x (U
±)), and hence
U± = (U±∩ T˙−1x (U
±))⊕U±(U±[T˙−1x ]∩Ker(ε)). Since τ is non-degenerate,
we obtain injective linear maps V ± → (U∓ ∩ T˙−1x (U
∓))∗. Comparing the
dimensions of weight spaces we obtain
dim(U±±γ ∩ T˙
−1
x (U
±)) ≦ dimV ±±γ ≦ dim(U
∓
∓γ ∩ T˙
−1
x (U
∓)).
for each γ ∈ Q+. This gives (2.25) and (2.26).
By a similar argument we have also
U+ ∩ T˙x(U
+)(2.27)
={u ∈ U+ | τ(u, (U−[T˙x] ∩Ker(ε : U
− → F))U−) = {0}},
U− ∩ T˙x(U
−)(2.28)
={u ∈ U− | τ((U+[T˙x] ∩Ker(ε : U
+ → F))U+, u) = {0}}.
Now let us show (2.24). Take u ∈ U+ ∩ T˙−1x (U
+), and decompose it as
u =
∑
n
eni un (un ∈ U
+ ∩ T˙i(U
+))
(see (2.22)). Then it is sufficient to show un ∈ T˙
−1
x (U
+), which is equivalent
to
(2.29) τ(un, vz) = 0 (v ∈ U
−, z ∈ U−[T˙−1x ] ∩Ker(ε))
by (2.25). Let v ∈ U−, z ∈ U−[T˙−1x ] ∩ Ker(ε). By our assumption we have
τ(u, vz) = 0. On the other hand we have
τ(u, vz) =
∑
n
τ(eni un, vz) =
∑
n
∑
(z),(v)
τ(eni , v(0)z(0))τ(un, v(1)z(1))
=
∑
n
∑
(v)
τ(eni , v(0))τ(un, v(1)z)
by Lemma 2.8 and (2.9). Consider the case
v = f
(r)
i v
′ (v′ ∈ U− ∩ T˙i(U
−)).
Then we have
τ(u, vz) =
∑
n
r∑
s=0
∑
(v′)
q
−s(r−s)
i τ(e
n
i , f
(r−s)
i v
′
(0))τ(un, k
−(r−s)
i f
(s)
i v
′
(1)z)
=
∑
n
r∑
s=0
q
−s(r−s)
i τ(e
n
i , f
(r−s)
i )τ(un, f
(s)
i v
′z)
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by Lemma 2.8, (2.8), (2.9). By un ∈ U
+ ∩ T˙i(U
+) and (2.27) we have
(2.30) τ(un, fiU
−) = {0}.
Hence
τ(u, vz) =
∑
n
τ(eni , f
(r)
i )τ(un, v
′z) = τ(eri , f
(r)
i )τ(ur, v
′z).
Hence by τ(eri , f
(r)
i ) 6= 0 we obtain
(2.31) τ(un, v
′z) = 0 (z ∈ U−[T˙−1x ] ∩Ker(ε), v
′ ∈ U− ∩ T˙i(U
−))
for any n. By (2.30), (2.31)
τ(un, f
r
i v
′z) = 0 (z ∈ U−[T˙−1x ] ∩Ker(ε), v
′ ∈ U− ∩ T˙i(U
−), r ≧ 0).
The proof of (2.18) is complete.
It remains to show (2.19). Similarly to the above proof of (2.18) it is
sufficient to show
(2.32) U+ ∩ T˙−1x (U
+) = (U+ ∩ T˙i(U
+) ∩ T˙−1x (U
+))F[ei].
This follows from (2.24) as follows. We can easily show
(2.33) γ ∈ Q+, u ∈ U+ ∩ T˙i(U
+
γ ) =⇒ uei − q
(γ,α∨i )
i eiu ∈ U
+ ∩ T˙i(U
+)
using [10, Proposition 38.1.6]. Hence in view of (2.24) it is sufficient to show
that for u ∈ U+ ∩ T˙i(U
+
γ ) ∩ T˙
−1
x (U
+) we have uei − q
(γ,α∨i )
i eiu ∈ T˙
−1
x (U
+).
This is obvious since T˙x(ei) ∈ U
+. 
Remark 2.11. Proposition 2.10 holds true for various Z[q, q−1]-forms of
U±. To show this it is sufficient to verify (2.22) over Z[q, q−1]. In the
case of the De Concini-Kac form UDK,±
Z[q,q−1]
, this follows if we can show that
(UDK,+
Z[q,q−1]
∩U+[T˙i])(U
DK,+
Z[q,q−1]
∩T˙i(U
+)) is stable under the right multiplication
of ej for any j ∈ I. If j 6= i, this is obvious. If j = i, this follows from (2.33).
The argument for the case of the Lusztig form UL,±
Z[q,q−1]
is similar. Finally,
(2.22) over Z[q, q−1] for the De Concini-Procesi form defined by
UDP,+
Z[q,q−1]
={u ∈ U+ | τ(u,UL,−
Z[q,q−1]
) ∈ Z[q, q−1]},
UDP,−
Z[q,q−1]
={u ∈ U− | τ(UL,+
Z[q,q−1]
, u) ∈ Z[q, q−1]},
is a consequence of that for the Lusztig form by duality.
By our proof of Proposition 2.10 we also obtain the following.
Proposition 2.12. Let w ∈W and i ∈ Iw.
(i) The set {f˙ni | n ∈ (Z≧0)
m} (resp. {e˙
(n)
i
| n ∈ (Z≧0)
m}) forms an
F-basis of U−[T˙w] (resp. U
+[T˙w]).
(ii) The set {f˜
(n)
i | n ∈ (Z≧0)
m} (resp. {e˜ni | n ∈ (Z≧0)
m}) forms an
F-basis of U−[T˙−1w ] (resp. U
+[T˙−1w ]).
(iii) The set {fˆni | n ∈ (Z≧0)
m} (resp. {eˆ
(n)
i | n ∈ (Z≧0)
m}) forms an
F-basis of U−[Tˆw] (resp. U
+[Tˆw]).
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For w ∈W and γ ∈ Q+ we have
U±[T˙w] ∩ U
±
±γ = U
± ∩ T˙w(k±w−1γU
∓
±w−1γ
),(2.34)
U±[T˙−1w ] ∩ U
±
±γ = U
± ∩ T˙−1w (k∓wγU
∓
±wγ)(2.35)
by Proposition 2.12 and the explicit description of T˙i.
3. Quantized coordinate algebras
3.1. We denote by Cq[G] the quantized coordinate algebra of U (see, for
example, [4], [5], [13] for the basic facts concerning Cq[G]). It is the F-
subspace of U∗ spanned by the matrix coefficients of U -modules belonging
to Mod0(U). Namely, for V ∈ Mod0(U) define a linear map
(3.1) Φ : V ∗ ⊗ V → U∗ (v∗ ⊗ v 7→ Φv∗⊗v)
by
〈Φv∗⊗v, u〉 = 〈v
∗, uv〉 (u ∈ U).
Then we have
(3.2) Cq[G] =
∑
V ∈Mod0(U)
Im(V ∗ ⊗ V → U∗) ⊂ U∗.
It is endowed with a Hopf algebra structure bymCq [G] =
t∆U , ∆Cq[G] =
tmU .
Moreover, (3.2) induces
(3.3) Cq[G] ∼=
⊕
λ∈P−
V ∗(λ)⊗ V (λ).
We set
Cq[B
+] = Im(Cq[G]→ (U
≧0)∗), Cq[B
−] = Im(Cq[G]→ (U
≦0)∗),
Cq[H] = Im(Cq[G]→ (U
0)∗).
For λ ∈ P we denote by χλ : U
0 → F the algebra homomorphism given by
χλ(kγ) = q
(λ,γ) for γ ∈ Q. Then we have
(3.4) Cq[H] =
⊕
λ∈P
Fχλ.
Note that Cq[G] is a U -bimodule by
〈u1ϕu2, u〉 = 〈ϕ, u2uu1〉 (ϕ ∈ Cq[G], u1, u1, u ∈ U).
For ϕ,ψ ∈ Cq[G] and u ∈ U we have
u(ϕψ) =
∑
(u)
(u(0)ϕ)(u(1)ψ),(3.5)
(ϕψ)u =
∑
(u)
(ϕu(0))(ψu(1)).(3.6)
Example 3.1. Consider the case where g = sl2 and G = SL2. In this case
U = Uq(sl2) is the F-algebra generated by the elements k
±1, e, f satisfying
kk−1 = k−1k = 1, kek−1 = q2e, kfk−1 = q−2f, ef − fe =
k − k−1
q − q−1
.
14 TOSHIYUKI TANISAKI
Let V = Fv0 ⊕ Fv1 be the two-dimensional U -module given by
kv0 = qv0, kv1 = q
−1v1, ev0 = 0, ev1 = v0, fv0 = v1, fv1 = 0,
and define a, b, c, d ∈ Cq[SL2] by
uv0 = 〈a, u〉v0 + 〈c, u〉v1, uv1 = 〈b, u〉v0 + 〈d, u〉v1 (u ∈ U).
Then {a, b, c, d} forms a generator system of the F-algebra Cq[SL2] satisfying
the fundamental relations
ab = qba, cd = qdc, ac = qca, bd = qdb, bc = cb,
1ad− da = (q − q−1)bc, ad− qbc = 1.
Its Hopf algebra structure is given by
∆(a) = a⊗ a+ b⊗ c, ∆(b) = a⊗ b+ b⊗ d,
∆(c) = c⊗ a+ d⊗ c, ∆(d) = c⊗ b+ d⊗ d,
ε(a) = ε(d) = 1, ε(b) = ε(c) = 0,
S(a) = d, S(b) = −q−1b, S(c) = −qc, S(d) = a.
3.2. For w ∈W and λ ∈ P− set
v∗wλ = v
∗
λT˙
−1
w ∈ V
∗(λ)wλ,
and define σwλ ∈ Cq[G] by
〈σwλ , u〉 = 〈v
∗
wλ, uvλ〉 (u ∈ U).
Then we have
(3.7) σw0 = 1, σ
w
λ σ
w
µ = σ
w
µ σ
w
λ = σ
w
λ+µ (λ, µ ∈ P
−).
Set
Sw = {σ
w
λ | λ ∈ P
−} ⊂ Cq[G].
Proposition 3.2 ([4]). The multiplicative subset Sw of Cq[G] satisfies the
left and right Ore conditions.
It follows that we have the localization S−1w Cq[G] = Cq[G]S
−1
w . In the
rest of this section we investigate the structure of the algebra S−1w Cq[G]. In
the course of the arguments we give a new proof of Proposition 3.2.
3.3. In this subsection we consider the case w = 1.
Set
(U±)⋆ =
⊕
γ∈Q+
(U±±γ)
∗ ⊂ U∗.
Lemma 3.3. We have
Cq[G] ⊂ (U
+)⋆ ⊗ Cq[H]⊗ (U
−)⋆ ⊂ (U+)∗ ⊗ (U0)∗ ⊗ (U−)∗ ⊂ U∗,
where the embedding (U+)∗ ⊗ (U0)∗ ⊗ (U−)∗ ⊂ U∗ is given by
〈ψ ⊗ χ⊗ ϕ, xty〉 = 〈ψ, x〉〈χ, t〉〈ϕ, y〉
(ψ ∈ (U+)∗, χ ∈ (U0)∗, ϕ ∈ (U−)∗, x ∈ U+, t ∈ U0, y ∈ U−).
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Proof. It is easily seen that for any ϕ ∈ Cq[G] we have
ϕ|U0 ∈ Cq[H], ϕ|U± ∈ (U
±)⋆.
Hence the assertion is a consequence of
〈ϕ, xty〉 =
∑
(ϕ)2
〈ϕ(0), x〉〈ϕ(1), t〉〈ϕ(2), y〉 (x ∈ U
+, t ∈ U0, y ∈ U−)
for ϕ ∈ Cq[G]. 
Note that U∗ is an F-algebra whose multiplication is given by the com-
posite of U∗ ⊗U∗ ⊂ (U ⊗U)∗
t∆
−−→ U∗ and that Cq[G] is a subalgebra of U
∗.
We will identify (U0)∗, (U±)∗ with subspaces of U∗ by
(U+)∗ → U∗ (ψ 7→ [xty 7→ 〈ψ, x〉ε(t)ε(y)]),
(U0)∗ → U∗ (χ 7→ [xty 7→ ε(x)〈χ, t〉ε(y)]),
(U−)∗ → U∗ (ϕ 7→ [xty 7→ ε(x)ε(t)〈ϕ, y〉]),
where x ∈ U+, t ∈ U0, y ∈ U−. Under this identification we have
(3.8) χλ = σ
1
λ (λ ∈ P
−).
Hence
(3.9) S1 = {χλ | λ ∈ P
−} ⊂ Cq[H] ⊂ (U
0)∗ ⊂ U∗.
Lemma 3.4. For ψ ∈ (U+)∗, χ ∈ (U0)∗, ϕ ∈ (U−)∗ we have
〈ψχϕ, xty〉 = 〈ψ, x〉〈χ, t〉〈ϕ, y〉 (y ∈ U−, t ∈ U0, x ∈ U+).
Proof. By the definition of the comultiplication of U , for x ∈ U+, y ∈ U−
we have
∆(y) = 1⊗ y + y′, (ε⊗ id)(y′) = 0,
∆(x) = x⊗ 1 + x′, (id⊗ε)(x′) = 0.
Hence
〈ψχϕ, xty〉 =
∑
(x)2,(t)2,(y)2
〈ψ, x(0)t(0)y(0)〉〈χ, x(1)t(1)y(1)〉〈ϕ, x(2)t(2)y(2)〉
=
∑
(t)2
〈ψ, xt(0)〉〈χ, t(1)〉〈ϕ, t(2)y〉 = 〈ψ, x〉〈χ, t〉〈ϕ, y〉.

Lemma 3.5. For λ, µ ∈ P we have χλχµ = χλ+µ.
Proof. We have
〈χλχµ, xty〉 =
∑
(x),(t),(y)
〈χλ, x(0)t(0)y(0)〉〈χµ, x(1)t(1)y(1)〉
=ε(x)ε(y)
∑
(t)
〈χλ, t(0)〉〈χµ, t(1)〉
=ε(x)ε(y)〈χλ+µ, t〉 = 〈χλ+µ, xty〉.

Lemma 3.6. The subspaces (U+)⋆, (U−)⋆ of U∗ are subalgebras of U∗.
16 TOSHIYUKI TANISAKI
Proof. For ϕ,ϕ′ ∈ (U−)⋆ we have
〈ϕϕ′, xty〉 =
∑
(x),(t),(y)
〈ϕ, x(0)t(0)y(0)〉〈ϕ
′, x(1)t(1)y(1)〉
=ε(x)
∑
(t),(y)
〈ϕ, t(0)y(0)〉〈ϕ
′, t(1)y(1)〉
=ε(x)ε(t)
∑
(y)
〈ϕ, y(0)〉〈ϕ
′, y(1)〉 = ε(x)ε(t)〈ϕϕ
′ , y〉.
The statement for (U+)⋆ is proved similarly. 
Lemma 3.7. (i) For ψ ∈ (U+γ )
∗, λ ∈ P we have χλψ = q
(λ,γ)ψχλ.
(ii) For ϕ ∈ (U−−γ)
∗, λ ∈ P we have χλϕ = q
(λ,γ)ϕχλ.
Proof. For x ∈ U+γ′ , y ∈ U
−, t ∈ U0 we have
〈χλψ, xty〉 =
∑
(x),(t),(y)
〈χλ, x(0)t(0)y(0)〉〈ψ, x(1)t(1)y(1)〉
=
∑
(t)
〈χλ, kγ′t(0)〉〈ψ, xt(1)y〉 = ε(t(1))ε(y)δγ,γ′
∑
(t)
〈χλ, kγ′t(0)〉〈ψ, x〉
=ε(y)δγ,γ′〈χλ, kγt〉〈ψ, x〉 = q
(λ,γ)ε(y)〈ψ, x〉〈χλ, t〉.
By a similar calculation we have
〈ψχλ, xty〉 = ε(y)〈ψ, x〉〈χλ, t〉.
The statement (i) is proved. The proof of (ii) is similar. 
Lemma 3.8. (i) Let ϕ ∈ (U−)⋆. For sufficiently small λ ∈ P− we have
χλϕ,ϕχλ ∈ Cq[G].
(ii) Let ψ ∈ (U+)⋆. For sufficiently small λ ∈ P− we have χλψ,ψχλ ∈
Cq[G].
Proof. (i) We may assume ϕ ∈ (U−−γ)
∗. By Proposition 2.2 there exists
v ∈ V (λ)λ+γ such that
〈ϕ, y〉 = 〈v∗λy, v〉 (y ∈ U
−).
Then
〈Φv∗
λ
⊗v, xty〉 = 〈v
∗
λxty, v〉 = ε(x)〈χλ, t〉〈ϕ, y〉 = 〈χλϕ, xty〉.
Hence χλϕ = q
(λ,γ)ϕχλ = Φv∗λ⊗v ∈ Cq[G]. The proof of (ii) is similar. 
Corollary 3.9. Let f ∈ (U+)⋆Cq[H](U
−)⋆. Then we have χλf, fχλ ∈
Cq[G] for sufficiently small λ ∈ P
− .
Proof. We may assume f = ψχνϕ (ψ ∈ (U
+
γ )
∗, ν ∈ P,ϕ ∈ (U−−δ)
∗). By
Lemma 3.8 we have χλ1ψ,χλ3ϕ ∈ Cq[G] when λ1, λ3 ∈ P
− are sufficiently
small. Take λ2 ∈ P
− such that λ2+ ν ∈ P
− and set λ = λ1+λ2+λ3. Then
we have
χλf = q
(λ2+λ3,γ)(χλ1ψ)χλ2+µ(χλ3ϕ) ∈ Cq[G].
The proof for fχλ is similar. 
Proposition 3.10. Let f ∈ Cq[G], λ ∈ P
−.
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(i) If σ1λf = 0, then f = 0.
(ii) If fσ1λ = 0, then f = 0.
Proof. In the algebra U∗ the element σ1λ = χλ is invertible, and its inverse
is given by χ−λ. 
We set
Cq[G/N
−] ={f ∈ Cq[G] | yf = ε(y)f (y ∈ U
−)}(3.10)
=Cq[G] ∩ (U
+)⋆Cq[H],
Cq[N
+\G] ={f ∈ Cq[G] | fx = ε(x)f (x ∈ U
+)}(3.11)
=Cq[G] ∩ Cq[H](U
−)⋆.
They are subalgebras of Cq[G].
Proposition 3.11. Assume that λ ∈ P−.
(i) ∀ψ ∈ Cq[G/N
−] ∃µ ∈ P− s.t. σ1µψ ∈ Cq[G/N
−]σ1λ, ψσ
1
µ ∈ σ
1
λCq[G/N
−].
(ii) ∀ϕ ∈ Cq[N
+\G] ∃µ ∈ P− s.t. σ1µϕ ∈ Cq[N
+\G]σ1λ, ϕσ
1
µ ∈ σ
1
λCq[G/N
−].
(iii) ∀f ∈ Cq[G] ∃µ ∈ P
− s.t. σ1µf ∈ Cq[G]σ
1
λ, fσ
1
µ ∈ σ
1
λCq[G].
Proof. (i) By Lemma 3.7 we have
σ1λψ ∈ σ
1
λ(U
+)⋆Cq[H] ⊂ (U
+)⋆Cq[H]σ
1
λ.
By Corollary 3.9 we have σ1λ+νψ ∈ Cq[G/N
−]σ1λ for some ν ∈ P
−. Similarly,
we have ψσ1λ+ν′ ∈ σ
1
λCq[G/N
−] for some ν ′ ∈ P−.
The statements (ii), (iii) are proved similarly. 
By Proposition 3.10 and Proposition 3.11 we have the following.
Corollary 3.12. The multiplicative set S1 satisfies the left and right Ore
conditions in all of the three rings Cq[G/N
−], Cq[N
+\G], Cq[G].
It follows that we have the localizations
S−11 Cq[G/N
−] =Cq[G/N
−]S−11 ,(3.12)
S−11 Cq[N
+\G] =Cq[N
+\G]S−11 ,(3.13)
S−11 Cq[G] =Cq[G]S
−1
1 .(3.14)
The following result is a special case of [15, Theorem 2.6].
Proposition 3.13. (i) The subset (U+)⋆Cq[H](U
−)⋆ of U∗ is a sub-
algebra of U∗, which is isomorphic to S−11 Cq[G].
(ii) The subset (U+)⋆Cq[H] of U
∗ is a subalgebra of U∗, which is iso-
morphic to S−11 Cq[G/N
−].
(iii) The subset Cq[H](U
−)⋆ of U∗ is a subalgebra of U∗, which is iso-
morphic to S−11 Cq[N
+\G].
Proof. (i) Since S1 consists of invertible elements of U
∗, we have a canon-
ical homomorphism Ψ : S−11 Cq[G] → U
∗ of F-algebras. Since Cq[G] → U
∗
is injective, Ψ is injective by Proposition 3.10. Hence it is sufficient to show
that the image of Ψ coincides with (U+)⋆Cq[H](U
−)⋆. For any λ ∈ P we
have
χλCq[G] ⊂ χλ(U
+)⋆Cq[H](U
+)⋆ = (U+)⋆Cq[H](U
−)⋆,
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and hence Im(Ψ) ⊂ (U+)⋆Cq[H](U
−)⋆. Another inclusion Im(Ψ) ⊃ (U+)⋆Cq[H](U
−)⋆
is a consequence of Corollary 3.9.
The proofs of (ii) and (iii) are similar. 
By Proposition 3.13 we obtain the following results.
Proposition 3.14. The multiplication of S−11 Cq[G] induces the isomor-
phism
S−11 Cq[G/N
−]⊗Cq[H] S
−1
1 Cq[N
+\G] ∼= S−11 Cq[G].
Proposition 3.15. For any f ∈ Cq[G] there exists some λ ∈ P
− such that
σ1λf, fσ
1
λ ∈ Cq[G/N
−]Cq[N
+\G].
3.4. In this subsection we investigate the localization of Cq[G] with respect
to Sw for w ∈W .
As a left (resp. right) U -module, Cq[G] is a sum of submodules belonging
to Mod0(U) (resp. Mod
r
0(U)). Hence we have a left (resp. right) action of
T˙w on Cq[G].
Lemma 3.16. For w ∈W we have
〈T˙wϕ, u〉 = 〈ϕT˙w, T˙
−1
w (u)〉, 〈ϕT˙w, u〉 = 〈T˙wϕ, T˙w(u)〉.
for ϕ ∈ Cq[G], u ∈ U .
Proof. We may assume that ϕ = Φv∗⊗v. Then we have
〈T˙wϕ, u〉 = 〈v
∗, uT˙wv〉 = 〈v
∗T˙w, (T˙
−1
w (u))v〉 = 〈ϕT˙w, T˙
−1
w (u)〉.
The second formula follows from the first. 
Setting u = 1 in Lemma 3.16 we obtain the following.
Lemma 3.17. For w ∈W we have
ε(ϕT˙w) = ε(T˙wϕ) (ϕ ∈ Cq[G]).
In the rest of this section we fix w ∈W .
Lemma 3.18. (i) σ1λT˙
−1
w = σ
w
λ for λ ∈ P
−.
(ii) Cq[G/N
−]T˙−1w = Cq[G/N
−].
(iii) Cq[N
+\G]T˙−1w = {ϕ ∈ Cq[G] | ϕu = ε(u)ϕ (u ∈ T˙w(U
+))}.
Proof. The statements (i) and (ii) are obvious. The remaining (iii) is a
consequence of
(fT˙−1w )(T˙w(u)) = (fu)T˙
−1
w (f ∈ Cq[G], u ∈ U)
and (2.11). 
Lemma 3.19. (i) (fh)T˙−1w = (fT˙
−1
w )(hT˙
−1
w ) (h ∈ Cq[N
+\G], f ∈
Cq[G]).
(ii) (fσ1λ)T˙
−1
w = (fT˙
−1
w )σ
w
λ (f ∈ Cq[G]).
(iii) (σ1λf)T˙w−1 ∈ F
×σwλ (fT˙w−1) (f ∈ Cq[G]).
Proof. The statement (i) follows from (3.6) and Corollary 2.7. The state-
ment (ii) is a special case of (i). Since V ∗(λ)wλ is one-dimensional, we have
v∗wλ ∈ F
×v∗λT˙w−1 . Hence (iii) also follows from Corollary 2.7. 
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Corollary 3.20. The linear map Cq[N
+\G] ∋ ϕ 7→ ϕT˙−1w ∈ Cq[G] is an
algebra homomorphism. Hence Cq[N
+\G]T˙−1w is a subalgebra of Cq[G].
Proposition 3.21. Let f ∈ Cq[G] and λ ∈ P
−.
(i) If fσwλ = 0, then f = 0.
(ii) If σwλ f = 0, then f = 0.
Proof. By Lemma 3.19 we have
fσwλ = (fT˙wT˙
−1
w )σ
w
λ = ((fT˙w)σ
1
λ)T˙
−1
w ,
σwλ f = σ
w
λ (fT˙
−1
w−1
T˙w−1) ∈ F
×(σ1λ(fT˙
−1
w−1
))T˙w−1 .
Hence the assertion follows from Proposition 3.11. 
By Proposition 3.11 and Corollary 3.20 we have the following.
Proposition 3.22. For any ϕ ∈ Cq[N
+\G]T˙−1w and λ ∈ P
− there exists
some µ ∈ P− such that σwµϕ ∈ (Cq[N
+\G]T˙−1w )σ
w
λ and ϕσ
w
µ ∈ σ
w
λ (Cq[N
+\G]T˙−1w ).
The following result is proved similarly to [13, Proposition 3.4].
Proposition 3.23. For any ψ ∈ Cq[G/N
−] and λ ∈ P− there exists some
µ ∈ P− such that σwµψ ∈ Cq[G/N
−]σwλ and ψσ
w
µ ∈ σ
w
λCq[G/N
−].
Lemma 3.24. For any f ∈ Cq[G] there exists some λ ∈ P
− such that
fσwλ ∈ Cq[G/N
−](Cq[N
+\G]T˙−1w ).
Proof. By Proposition 3.15 there exists some λ ∈ P− such that (fT˙w)σ
1
λ ∈
Cq[G/N
−]Cq[N
+\G]. Hence by Lemma 3.19 we have
fσwλ = ((fT˙w)σ
1
λ)T˙
−1
w ∈(Cq[G/N
−]Cq[N
+\G])T˙−1w
=Cq[G/N
−](Cq[N
+\G]T˙−1w ).

Proposition 3.25. For any f ∈ Cq[G] and λ ∈ P
− there exists some
µ ∈ P− such that σwµ f ∈ Cq[G]σ
w
λ and fσ
w
µ ∈ σ
w
λCq[G].
Proof. We can take ν ∈ P− with fσwν ∈ Cq[G/N
−](Cq[N
+\G]T˙−1w ) by
Lemma 3.24 . By Proposition 3.22 and Proposition 3.23 we have fσwν+µ′ =
σwλCq[G] when µ
′ ∈ P− is sufficiently small. Similarly we have σwµ′′fσ
w
ν =
Cq[G]σ
w
λ+ν . when µ
′′ ∈ P− is sufficiently small. Then we have σwµ′′f =
Cq[G]σ
w
λ by Proposition 3.21. 
By Proposition 3.21, Proposition 3.22, Proposition 3.23, and Proposition
3.25 we have the following.
Corollary 3.26. The multiplicative set Sw satisfies the left and right Ore
conditions in all of the three rings Cq[G/N
−], Cq[N
+\G]T˙−1w , Cq[G].
It follows that we have the localizations
S−1w Cq[G/N
−] =Cq[G/N
−]S−1w ,(3.15)
S−1w (Cq[N
+\G]T˙−1w ) =(Cq[N
+\G]T˙−1w )S
−1
w ,(3.16)
S−1w Cq[G] =Cq[G]S
−1
w .(3.17)
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For λ ∈ P define σwλ ∈ S
−1
w Cq[G] by
(3.18) σwλ = (σ
w
λ2)
−1σwλ1 (λ1, λ2 ∈ P
−, λ = λ1 − λ2),
and set
(3.19) S˜w = {σ
w
λ | λ ∈ P}, F[S˜w] =
⊕
λ∈P
Fσwλ ⊂ S
−1
w Cq[G].
Note that S˜w is naturally isomorphic to P as a group.
Proposition 3.27. We can define a bijective linear map
(3.20) Fw : S
−1
1 Cq[G]→ S
−1
w Cq[G]
by
Fw(f(σ
1
λ)
−1) = (fT˙−1w )(σ
w
λ )
−1 (λ ∈ P−, f ∈ Cq[G]).
Proof. Assume f(σ1λ)
−1 = f ′(σ1µ)
−1 (λ, µ ∈ P−, f, f ′ ∈ Cq[G]). Then we
have fσ1µ = f
′σ1λ, and hence we have (fT˙
−1
w )σ
w
µ = (f
′T˙−1w )σ
w
λ by Lemma
3.19(ii). It follows that (fT˙−1w )(σ
w
λ )
−1 = (f ′T˙−1w )(σ
w
µ )
−1. The bijectivity is
obvious. 
Lemma 3.28. (i) We have
Fw(S
−1
1 Cq[G/N
−]) =S−1w Cq[G/N
−],
Fw(S
−1
1 Cq[N
+\G]) =S−1w (Cq[N
+\G]T˙−1w ).
(ii) The linear map S−11 Cq[N
+\G] ∋ f 7→ Fw(f) ∈ S
−1
w (Cq[N
+\G]T˙−1w )
is an algebra isomorphism.
(iii) For ϕ ∈ S−11 Cq[G/N
−] and ψ ∈ S−11 Cq[N
+\G] we have Fw(ϕψ) =
Fw(ϕ)Fw(ψ).
Proof. The statements (i) and (ii) are obvious. The statement (iii) is a
consequence of Lemma 3.19. 
By the above arguments we obtain the following results.
Proposition 3.29. The multiplication induces
S−1w Cq[G/N
−]⊗
F[S˜w]
S−1w (Cq[N
+\G]T˙−1w )
∼= S−1w Cq[G].
Proposition 3.30. For any f ∈ Cq[G] there exists some λ ∈ P
− such that
σwλ f, fσ
w
λ ∈ Cq[G/N
−](Cq[N
+\G]T˙−1w ).
3.5. Set
Cq[N
−
w \G] = {ϕ ∈ Cq[G] | ϕy = ε(y)ϕ (y ∈ U
−[T˙w])}.(3.21)
Note that
σwλ ∈ Cq[G/N
−] ∩ Cq[N
−
w \G] (λ ∈ P
+).
Proposition 3.31. The subspace Cq[N
−
w \G] of Cq[G] is a subalgebra of
Cq[G].
Proof. Let ϕ,ψ ∈ Cq[N
−
w \G]. For y ∈ U
−[T˙w]∩U
−
−γ with γ ∈ Q
+ we have
(ϕψ)y =
∑
(y)
(ϕy(0))(ψy(1)) = (ϕy)(ψk−γ ) = ε(y)ϕψ.
by Lemma 2.8. Hence ϕψ ∈ Cq[N
−
w \G]. 
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Lemma 3.32. Let γ ∈ Q+ and y ∈ U−[T˙w] ∩ U
−
−γ. Then for ϕ ∈ Cq[G],
λ ∈ P− we have
(ϕσwλ )y = q
−(wλ,γ)(ϕy)σwλ .
Proof. By Lemma 2.8 we have
(ϕσwλ )y = (ϕy)(σ
w
λ k−γ) = q
−(wλ,γ)(ϕy)σwλ .

By Lemma 3.32 we have the following.
Lemma 3.33. For ϕ ∈ Cq[G], λ ∈ P
− we have ϕ ∈ Cq[N
−
w \G] if and only
if ϕσwλ ∈ Cq[N
−
w \G].
Proposition 3.34. The multiplicative set Sw satisfies the left Ore condition
in Cq[N
−
w \G].
Proof. Let f ∈ Cq[N
−
w \G], λ ∈ P
−. Then we can take f ′ ∈ Cq[G] and
µ ∈ P− satisfying σwµ f = f
′σwλ . Then by Lemma 3.33 we obtain f
′ ∈
Cq[N
−
w \G]. 
We will show later that Sw also satisfies the right Ore condition in Cq[N
−
w \G]
(see Proposition 3.43 below).
By Proposition 3.34 we have the left localizations
S−1w Cq[N
−
w \G], S
−1
w (Cq[G/N
−] ∩ Cq[N
−
w \G]).
Proposition 3.35. The multiplication of S−1w Cq[N
−
w \G] induces the iso-
morphism
S−1w Cq[N
−
w \G]
∼=S−1w (Cq[G/N
−] ∩ Cq[N
−
w \G]) ⊗F[S˜w] S
−1
w (Cq[N
+\G]T˙−1w ).
Proof. We see easily that Cq[N
+\G]T˙−1w ⊂ Cq[N
−
w \G]. Let us show that
S−1w (Cq[N
+\G]T˙−1w ) is a free left F[S˜w]-module. In the case w = 1 this is
a consequence of Proposition 3.13. For general w this follows from the case
w = 1 and Lemma 3.28. Take a basis {ψj}j∈J of the left free F[S˜w]-module
S−1w (Cq[N
+\G]T˙−1w ). We may assume that ψj ∈ Cq[N
+\G]T˙−1w .
Let f ∈ S−1w Cq[G]. By Proposition 3.29 we can uniquely write
f =
∑
j∈J0
ϕjψj (ϕj ∈ S
−1
w Cq[G/N
−]),
where J0 is a finite subset of J . Then we need to show
f ∈ S−1w Cq[N
−
w \G] ⇐⇒ ϕj ∈ S
−1
w (Cq[G/N
−] ∩ Cq[N
−
w \G]) (∀j ∈ J0).
Assume that ϕj ∈ S
−1
w (Cq[G/N
−] ∩ Cq[N
−
w \G]) for any j ∈ J0. We can
take λ ∈ P− such that σwλ ϕj ∈ Cq[G/N
−]∩Cq[N
−
w \G] for any j ∈ J0. Then
from
σwλ f =
∑
j∈J0
(σwλ ϕj)ψj ∈ Cq[N
−
w \G]
we obtain f ∈ S−1w Cq[N
−
w \G].
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Assume that f ∈ S−1w Cq[N
−
w \G]. Taking λ ∈ P
− such that σwλ ϕj ∈
Cq[G/N
−] for any j ∈ J0, we have
σwλ f =
∑
j∈J0
(σwλ ϕj)ψj (σ
w
λ ϕj ∈ Cq[G/N
−]).
By f ∈ S−1w Cq[N
−
w \G] we may assume that σ
w
λ f ∈ Cq[N
−
w \G]. Then by
Lemma 2.8 we have
ε(y)σwλ f = (σ
w
λ f)y =
∑
j∈J0
((σwλ ϕj)y)ψj (y ∈ U
−[T˙w]).
By (σwλ ϕj)y ∈ Cq[G/N
−] we have (σwλ ϕj)y = ε(y)(σ
w
λ ϕj) for any j ∈ J0, and
hence σwλ ϕj ∈ Cq[G/N
−]∩Cq[N
−
w \G]. It follows that ϕj ∈ S
−1
w (Cq[G/N
−]∩
Cq[N
−
w \G]) for any j ∈ J0. 
3.6. By Proposition 3.13 we have
S−11 Cq[G/N
−] ∼= (U+)⋆ ⊗ Cq[H].
Hence the linear isomorphism Fw : S
−1
1 Cq[G/N
−]→ S−1w Cq[G/N
−] induces
an isomorphism
(3.22) S−1w Cq[G/N
−] ∼= Fw((U
+)⋆)⊗F F[S˜w] (fσ
w
λ ↔ f ⊗ σ
w
λ )
of vector spaces.
In this subsection we are going to show the following.
Proposition 3.36. We have
S−1w (Cq[G/N
−] ∩Cq[N
−
w \G])
=
{
Fw((U
+)⋆) ∩ S−1w Cq[N
−
w \G]
}
⊗F F[S˜w].
Let ϕ ∈ (U+)⋆. Then for any sufficiently small λ ∈ P− there a unique
v∗ ∈ V ∗(λ) such that
〈v∗, xvλ〉 = 〈ϕ, x〉 (x ∈ U
+)
by Proposition 2.2. We denote this v∗ by v∗(ϕ, λ).
Lemma 3.37. Let ϕ ∈ (U+)⋆. Then for sufficiently small λ ∈ P− we have
Fw(ϕ) = Φv∗(ϕ,λ)T˙−1w ⊗vλ(σ
w
λ )
−1.
Proof. For x ∈ U+, t ∈ U0, y ∈ U− we have
〈Φv∗(ϕ,λ)⊗vλ , xty〉 =〈v
∗(ϕ, λ), xtyvλ〉 = 〈v
∗(ϕ, λ), xvλ〉χλ(t)ε(y)
=〈ϕ, x〉χλ(t)ε(y).
Hence we obtain Φv∗(ϕ,λ)⊗vλ = ϕχλ, or equivalently, ϕ = Φv∗(ϕ,λ)⊗vλ(χλ)
−1.
It follows that
Fw(ϕ) = {Φv∗(ϕ,λ)⊗vλ T˙
−1
w }(σ
w
λ )
−1 = Φv∗(ϕ,λ)T˙−1w ⊗vλ(σ
w
λ )
−1.

Corollary 3.38. Fw((U
+)⋆) =
⋃
λ∈P−{Φv∗⊗vλ(σ
w
λ )
−1 | v∗ ∈ V ∗(λ)}.
Lemma 3.39. For µ ∈ P we have σwµ Fw((U
+)⋆) = Fw((U
+)⋆)σwµ .
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Proof. We may assume that µ ∈ P−. For λ ∈ P−, v∗ ∈ V ∗(λ) we have
σwµΦv∗⊗vλ = Φv∗wµ⊗vµΦv∗⊗vλ = Φ(v∗wµ⊗v∗)⊗(vµ⊗vλ),
Φv∗⊗vλσ
w
µ = Φv∗⊗vλΦv∗wµ⊗vµ = Φ(v∗⊗v∗wµ)⊗(vλ⊗vµ).
Let
p : V ∗(µ)⊗ V ∗(λ)→ V ∗(λ+ µ), p′ : V ∗(λ)⊗ V ∗(µ)→ V ∗(λ+ µ)
be the homomorphisms of right U -modules such that p(v∗λ ⊗ v
∗
µ) = v
∗
λ+µ,
p′(v∗µ ⊗ v
∗
λ) = v
∗
λ+µ Then by [13, Lemma 3.5] we have
p(v∗wµ ⊗ V
∗(λ)λ+γ) = V
∗(λ+ µ)wµ+λ+γ = p
′(V ∗(λ)λ+γ ⊗ v
∗
wµ)
for γ ∈ Q+ if λ ∈ P− is sufficiently small. Hence the assertion follows from
Corollary 3.38. 
Lemma 3.40. Let γ, δ ∈ Q+, and let ϕ ∈ (U+δ )
∗, y ∈ U−[T˙w] ∩ U
−
−γ. Take
z ∈ U+
−w−1γ
such that y = T˙w(k−w−1γz) (see (2.34)), and define ϕ
z ∈ (U+)⋆
by
〈ϕz , x〉 = 〈ϕ, zx〉 (x ∈ U+).
If λ ∈ P− is sufficiently small, then we have Fw(ϕ)σ
w
λ ∈ Cq[G/N
−], and
(Fw(ϕ)σ
w
λ )y = q
−(w−1γ,λ+δ)Fw(ϕ
z)σwλ .
Proof. If λ ∈ P− is sufficiently small, then we have Fw(ϕ)σ
w
λ = Φv∗(ϕ,λ)T˙−1w ⊗vλ ∈
Cq[G/N
−]. For x ∈ U+ we have
〈v∗(ϕ, λ)z, xvλ〉 = 〈v
∗(ϕ, λ), zxvλ〉 = 〈ϕ, zx〉 = 〈ϕ
z , x〉
and hence v∗(ϕ, λ)z = v∗(ϕz, λ). It follows that
(Fw(ϕ)σ
w
λ )y = Φv∗(ϕ,λ)T˙−1w ⊗vλy = Φv∗(ϕ,λ)k−w−1γzT˙
−1
w ⊗vλ
=q−(w
−1γ,λ+δ)Φv∗(ϕz ,λ)T˙−1w ⊗vλ = q
−(w−1γ,λ+δ)Fw(ϕ
z)σwλ .

Let us give a proof of Proposition 3.36. By (3.22) any f ∈ S−1w Cq[G/N
−]
is uniquely written as
f =
∑
λ∈P
Fw(ϕλ)σ
w
λ ∈ S
−1
w Cq[G/N
−] (ϕλ ∈ (U
+)⋆).
We need to show that f ∈ S−1w (Cq[G/N
−] ∩ Cq[N
−
w \G]) if and only if
Fw(ϕλ) ∈ S
−1
w Cq[N
−
w \G] for any λ ∈ P . By Lemma 3.33 we have
f ∈ S−1w (Cq[G/N
−] ∩ Cq[N
−
w \G])
⇐⇒ ∃ν ∈ P− s.t. σwν f ∈ Cq[G/N
−] ∩ Cq[N
−
w \G]
⇐⇒ ∃ν ∈ P− s.t. σwν f ∈ Cq[G/N
−], σwν fσ
w
µ ∈ Cq[G/N
−] ∩Cq[N
−
w \G]
⇐⇒ fσwµ ∈ S
−1
w (Cq[G/N
−] ∩ Cq[N
−
w \G])
for any µ ∈ P−. Hence we may assume from the beginning that f is written
as
f =
∑
λ∈P−
Fw(ϕλ)σ
w
λ (ϕλ ∈ (U
+)⋆).
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If Fw(ϕλ) ∈ S
−1
w Cq[N
−
w \G] for any λ ∈ P
−, there exists some µ ∈ P−
such that σwµ Fw(ϕλ) ∈ Cq[G/N
−] ∩ Cq[N
−
w \G] for any λ ∈ P
−. It follows
that
σwµ f =
∑
λ∈P−
(σwµ Fw(ϕλ))σ
w
λ ∈ Cq[G/N
−] ∩Cq[N
−
w \G]
by Lemma 3.33, and hence f ∈ S−1w (Cq[G/N
−] ∩ Cq[N
−
w \G]).
It remains to show that if f ∈ S−1w (Cq[G/N
−]∩Cq[N
−
w \G]), then Fw(ϕλ) ∈
S−1w Cq[N
−
w \G] for any λ ∈ P
−. So assume that f ∈ S−1w (Cq[G/N
−] ∩
Cq[N
−
w \G]). Take µ ∈ P
− which is sufficiently small. Then we have σwµ f ∈
Cq[G/N
−] ∩ Cq[N
−
w \G]. By Lemma 3.39 we can write
σwµ Fw(ϕλ) = Fw(ϕ
′
λ)σ
w
µ ∈ Cq[G/N
−] (λ ∈ P−, ϕ′λ ∈ (U
+)⋆),
and hence
σwµ f =
∑
λ∈P−
Fw(ϕ
′
λ)σ
w
µ+λ, Fw(ϕ
′
λ)σ
w
µ+λ ∈ Cq[G/N
−] (λ ∈ P−).
Let γ ∈ Q+ \ {0} and y ∈ U−[T˙w] ∩ U
−
−γ . By σ
w
µ f ∈ Cq[N
−
w \G] we have
(σwµ f)y = 0. On the other hand we have
(σwµ f)y =
∑
λ∈P−
(Fw(ϕ
′
λ)σ
w
λ+µ)y =
∑
λ∈P−
q−(wλ,γ)((Fw(ϕ
′
λ)σ
w
µ )y)σ
w
λ .
By Lemma 3.40 we have
(Fw(ϕ
′
λ)σ
w
µ )y = Fw(ϕ
′′
λ)σ
w
µ
for some ϕ′′λ ∈ (U
+)⋆, and hence∑
λ∈P−
q−(wλ,γ)Fw(ϕ
′′
λ)σ
w
λ+µ = 0
By (3.22) we obtain Fw(ϕ
′′
λ) = 0 for any λ ∈ P
−. It follows that
(σwµ Fw(ϕλ))y = (Fw(ϕ
′
λ)σ
w
µ )y = Fw(ϕ
′′
λ)σ
w
µ = 0.
We obtain Fw(ϕλ) ∈ S
−1
w Cq[N
−
w \G] for any λ ∈ P
−. The proof of Proposi-
tion 3.36 is complete.
3.7. Set
Jw ={ψ ∈ (U
+)⋆ | ψz = ε(z)ψ (z ∈ U+[T˙−1w ])}
={ψ ∈ (U+)⋆ | ψ|Ker(ε:U+[T˙−1w ]→F)U+ = 0}
In this subsection we are going to show the following.
Proposition 3.41. Fw((U
+)⋆) ∩ S−1w Cq[N
−
w \G] = Fw(Jw).
We first show the following result.
Lemma 3.42. Let γ ∈ Q+, ψ ∈ Jw ∩ (U
+
γ )
∗ and µ ∈ P . Then we have
q(µ,γ)Fw(ψ)σ
w
µ = σ
w
µ Fw(ψ).
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Proof. We may assume µ ∈ P−. When λ ∈ P− is sufficiently small, we
have Fw(ψ) = Φv∗(ψ,λ)T˙−1w ⊗vλ(σ
w
λ )
−1, and hence it is sufficient to show
q(µ,γ)Φv∗(ψ,λ)T˙−1w ⊗vλσ
w
µ = σ
w
µΦv∗(ψ,λ)T˙−1w ⊗vλ .
We have
Φv∗(ψ,λ)T˙−1w ⊗vλσ
w
µ =Φv∗(ψ,λ)T˙−1w ⊗vλΦv∗µT˙
−1
w ⊗vµ
= Φ(v∗(ψ,λ)T˙−1w ⊗v∗µT˙
−1
w )⊗(vλ⊗vµ)
,
σwµΦv∗(ψ,λ)T˙−1w ⊗vλ =Φv∗µT˙
−1
w ⊗vµ
Φv∗(ψ,λ)T˙−1w ⊗vλ = Φ(v∗µT˙
−1
w ⊗v∗(ψ,λ)T˙
−1
w )⊗(vµ⊗vλ)
.
Since v∗µ is the lowest weight vector we have
v∗(ψ, λ)T˙−1w ⊗ v
∗
µT˙
−1
w = (v
∗(ψ, λ) ⊗ v∗µ)T˙
−1
w .
On the other hand by ψ ∈ Jw we have
v∗(ψ, λ)z = ε(z)v∗(ψ, λ) (z ∈ U+[T˙−1w ]),
and hence
v∗µT˙
−1
w ⊗ v
∗(ψ, λ)T˙−1w = (v
∗
µ ⊗ v
∗(ψ, λ))T˙−1w .
Therefore, we have only to show
q(µ,γ)Φ(v∗(ψ,λ)⊗v∗µ)T˙
−1
w ⊗(vλ⊗vµ)
= Φ(v∗µ⊗v∗(ψ,λ))T˙
−1
w )⊗(vµ⊗vλ)
.
Let
p : V ∗(λ)⊗ V ∗(µ)→ V ∗(λ+ µ), p′ : V ∗(µ)⊗ V ∗(λ)→ V ∗(λ+ µ)
be the homomorphisms of U -modules such that p(v∗λ ⊗ v
∗
µ) = v
∗
λ+µ and
p′(v∗µ ⊗ v
∗
λ) = v
∗
λ+µ. The our assertion is equivalent to
q(µ,γ)p(v∗(ψ, λ) ⊗ v∗µ) = q
(µ,γ)v∗(ψ, λ + µ) = p′(v∗µ ⊗ v
∗(ψ, λ)).
This follows from
〈(v∗(ψ, λ) ⊗ v∗µ)x, vλ ⊗ vµ〉 =〈v
∗(ψ, λ)x ⊗ v∗µ, vλ ⊗ vµ〉 = 〈ψ, x〉,
〈(v∗µ ⊗ v
∗(ψ, λ))x, vµ ⊗ vλ〉 =〈v
∗
µkγ ⊗ v
∗(ψ, λ)x, vµ ⊗ vλ〉 = q
(µ,γ)〈ψ, x〉
for x ∈ U+. 
Let us give a proof of Proposition 3.41. Assume that ϕ ∈ (U+)⋆ satis-
fies Fw(ϕ) ∈ S
−1
w Cq[N
−
w \G]. When µ ∈ P
− is sufficiently small, we have
σwµ Fw(ϕ) ∈ Cq[N
−
w \G]. By Lemma 3.39 we have
(3.23) σwµ Fw(ϕ) = Fw(ϕ
′)σwµ .
By Lemma 3.40 we have
(ϕ′)z = ε(z)ϕ′ (z ∈ U+[T˙−1w ]),
namely ϕ′ ∈ Jw. Hence (3.23) and Lemma 3.42 implies ϕ ∈ Jw.
Assume conversely that ϕ ∈ Jw. Then by Lemma 3.40 and Lemma 3.42
we have Fw(ϕ) ∈ S
−1
w Cq[N
−
w \G].
The proof of Proposition 3.41 is complete.
26 TOSHIYUKI TANISAKI
3.8. By Proposition 3.35, Corollary 3.26, Proposition 3.36, Proposition
3.41, and Lemma 3.42 we obtain the following.
Proposition 3.43. The multiplicative set Sw satisfies the right Ore condi-
tion in Cq[N
−
w \G].
Set
(3.24) U+[T˙−1w ]
⋆ =
∑
γ∈Q+
(U+[T˙−1w ] ∩ U
+
γ )
∗ ⊂ (U+[T˙−1w ])
∗.
In view of (2.16) we can define an injective linear map
(3.25) i+w : U
+[T˙−1w ]
⋆ → (U+)⋆
by
〈i+w(ϕ), x1x2〉 = 〈ϕ, u1〉ε(u2) (x1 ∈ U
+[T˙−1w ], x2 ∈ U
+ ∩ T˙−1w (U
+)).
Proposition 3.44. (i) The multiplication of (U+)⋆ (as a subalgebra
of U∗) induces an isomorphism
i+w(U
+[T˙−1w ]
⋆)⊗ Jw ∼= (U
+)⋆
of vector spaces.
(ii) For ϕ ∈ U+[T˙−1w ]
⋆, ψ ∈ Jw we have
Fw(i
+
w(ϕ)ψ) = Fw(i
+
w(ϕ))Fw(ψ) (ϕ ∈ U
+[T˙−1w ]
⋆, ψ ∈ Jw).
Proof. (i) For ϕ ∈ U+[T˙−1w ]
⋆, ψ ∈ Jw, x ∈ U
+[T˙−1w ], x
′ ∈ U+ ∩ T˙−1w U
≧0
we have
〈i+w(ϕ)ψ, xx
′〉 =
∑
(x),(x′)
〈i+w(ϕ), x(0)x
′
(0)〉〈ψ, x(1)x
′
(1)〉.
Hence by Lemma 2.8 we obtain
〈i+w(ϕ)ψ, xx
′〉 = 〈i+w(ϕ), x〉〈ψ, x
′〉.
(ii) Take λ ∈ P− such that i+w(ϕ)χλ ∈ Cq[G/N
−]. Then we have χ−1λ ψχλ =
ψ′ ∈ Jw. Take µ ∈ P
− such that ψ′χµ ∈ Cq[G/N
−]. We may assume that
ψ′χµ = Φv∗⊗vν and
v∗z = ε(z)v∗ (z ∈ U+[T˙−1w ]).
Then we have
Fw(i
+
w(ϕ)ψ) = Fw((i
+
w(ϕ)χλ)(ψ
′χµ)χ
−1
λ+µ)
={{(i+w(ϕ)χλ)(ψ
′χµ)}T˙
−1
w }(σ
w
λ+µ)
−1
={(i+w(ϕ)χλ)T˙
−1
w }{(ψ
′χµ)T˙
−1
w }(σ
w
λ+µ)
−1
={Fw(i
+
w(ϕ))σ
w
λ }{Fw(ψ
′)σwµ }(σ
w
λ+µ)
−1 = Fw(i
+
w(ϕ))Fw(ψ
′).
Here, the last equality is a consequence of Lemma 3.42. 
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4. Induced modules
4.1. We fix w ∈W in this section.
By Proposition 2.12, Corollary 2.7 and (3.6) we have
(4.1) (ϕψ)T˙w = (ϕT˙w)(ψT˙w) (ϕ ∈ Cq[G], ψ ∈ Cq[N
−
w \G]).
Define η′w : Cq[N
−
w \G]→ Cq[H] by
〈η′w(ϕ), t〉 = 〈ϕT˙w, t〉(= 〈T˙wϕ, T˙w(t)〉) (t ∈ U
0)
(see Lemma 3.16).
Lemma 4.1. The linear map η′w is an algebra homomorphism. Moreover,
for λ ∈ P− we have η′w(σ
w
λ ) = χλ ∈ Cq[H]
×.
Proof. For ϕ,ψ ∈ Cq[N
−
w \G], t ∈ U
0 we have
〈η′w(ϕψ), t〉 =〈(ϕψ)T˙w, t〉 = 〈(ϕT˙w)(ψT˙w), t〉
=
∑
(t)
〈ϕT˙w, t(0)〉〈ψT˙w, t(1)〉 = 〈η
′
w(ϕ)η
′
w(ψ), t〉.
by (4.1). For λ ∈ P− and t ∈ U0 we have
〈η′w(σ
w
λ ), t〉 = 〈σ
w
λ T˙w, t〉 = 〈v
∗
λ, tvλ〉 = 〈χλ, t〉.

Hence we obtain an algebra homomorphism
(4.2) ηw : S
−1
w Cq[N
−
w \G]→ Cq[H]
by extending η′w.
Definition 4.2. Define an (S−1w Cq[G],Cq[H])-bimodule Mw by
(4.3) Mw = S
−1
w Cq[G] ⊗S−1w Cq [N−w \G] Cq[H],
where S−1w Cq[N
−
w \G]→ Cq[H] is given by ηw.
By
S−1w Cq[G] = Cq[G]⊗Cq[N−w \G] S
−1
w Cq[N
−
w \G]
we have
(4.4) Mw ∼= Cq[G]⊗Cq [N−w \G] Cq[H].
For ϕ ∈ S−1w Cq[G] and χ ∈ Cq[H] we write
(4.5) ϕ ⋆ χ := ϕ⊗ χ ∈Mw.
Then we have
(4.6) ϕσwλ ⋆ χ = ϕ ⋆ χλχ (ϕ ∈ S
−1
w Cq[G], λ ∈ P, χ ∈ Cq[H]).
By (4.4) Mw is generated by {ϕ ⋆ 1 | ϕ ∈ Cq[G]} as a Cq[H]-module.
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4.2. Set
U≧0[T˙−1w ] = (U
+[T˙−1w ])U
0 ⊂ U≧0.
Define an injective linear map
U+[T˙−1w ]
⋆ ⊗ Cq[H]→ HomF(U
≧0[T˙−1w ],F) (f ⊗ χ 7→ cf⊗χ)
by
〈cf⊗χ, xt〉 = 〈f, x〉〈χ, t〉 (x ∈ U
+[T˙−1w ], t ∈ U
0),
and denote its image by U≧0[T˙−1w ]
⋆. Then we have an identification
(4.7) U≧0[T˙−1w ]
⋆ ∼= U+[T˙−1w ]
⋆ ⊗ Cq[H] (cf⊗χ ↔ f ⊗ χ)
of vector spaces. Since U+[T˙−1w ]
⋆⊗Cq[H] is naturally a right Cq[H]-module
by the multiplication of Cq[H], U
≧0[T˙−1w ]
⋆ is also endowed with a right
Cq[H]-module structure via the identification (4.7). Then we have
(4.8) 〈fχ, xt〉 =
∑
(t)
〈f, xt(0)〉〈χ, t(1)〉
(f ∈ U≧0[T˙−1w ]
⋆, χ ∈ Cq[H], x ∈ U
+[T˙−1w ], t ∈ U
0).
4.3. We construct an isomorphism
Θw :Mw → U
≧0[T˙−1w ]
⋆
of right Cq[H]-modules. We first define Θ
′
w : Cq[G]→ U
≧0[T˙−1w ]
⋆ by
〈Θ′w(ϕ), u〉 = 〈ϕT˙w, u〉 (ϕ ∈ Cq[G], u ∈ U
≧0[T˙−1w ]).
Lemma 4.3. Θ′w(ϕψ) = Θ
′
w(ϕ)η
′
w(ψ) (ϕ ∈ Cq[G], ψ ∈ Cq[N
−
w \G]).
Proof. Let γ ∈ Q+, x ∈ U+[T˙−1w ] ∩ U
+
γ , t ∈ U
0. Then we have
〈Θ′w(ϕ), xt〉 = 〈ϕT˙w, xt〉 = 〈ϕT˙w(x)T˙w, t〉.
Similarly,
〈Θ′w(ϕψ), xt〉 = 〈{(ϕψ)T˙w(x)}T˙w, t〉.
By (2.35) we can write T˙w(x) = yk−wγ (y ∈ U
−[T˙w] ∩ U
−
wγ). Thus by
Lemma 2.8 and ψ ∈ Cq[N
−
w \G] we have
(ϕψ)(T˙w(x)) =

∑
(y)
(ϕy(0))(ψy(1))

 k−wγ = {(ϕy)(ψkwγ)} k−wγ
=(ϕ(T˙w(x)))ψ.
Hence by (4.1) we have
〈Θ′w(ϕψ), xt〉 = 〈{(ϕ(T˙w(x)))ψ}T˙w , t〉 = 〈(ϕ(T˙w(x))T˙w)(ψT˙w), t〉
=
∑
(t)
〈ϕ(T˙w(x))T˙w, t(0)〉〈ψT˙w, t(1)〉 =
∑
(t)
〈Θ′w(ϕ), xt(0)〉〈η
′
w(ψ), t(1)〉
=〈Θ′w(ϕ)η
′
w(ψ), xt〉.

MODULES OVER QUANTIZED COORDINATE ALGEBRAS 29
Hence regarding U≧0[T˙−1w ]
⋆ as a right Cq[N
−
w \G]-module via η
′
w : Cq[N
−
w \G]→
Cq[H], Θ
′
w turns out to be a homomorphism of right Cq[N
−
w \G]-modules.
Moreover, the right action of the elements of Sw(⊂ Cq[N
−
w \G]) on U
≧0[T˙−1w ]
⋆
is invertible. Hence Θ′w induces
Θ′′w : S
−1
w Cq[G] = Cq[G]⊗Cq[N−w \G] S
−1
w Cq[N
−
w \G]→ U
≧0[T˙−1w ]
⋆.
Then we have
(4.9) Θ′′w(ϕψ) = Θ
′′
w(ϕ)ηw(ψ) (ϕ ∈ S
−1
w Cq[G], ψ ∈ S
−1
w Cq[N
−
w \G]).
Therefore, we obtain a homomorphism
(4.10) Θw :Mw → U
≧0[T˙−1w ]
⋆
of right Cq[H]-modules by
Θw(ϕ ⋆ χ) = Θ
′′
w(ϕ)χ (ϕ ∈ S
−1
w Cq[G], χ ∈ Cq[H]).
Proposition 4.4. The linear map
Υw : U
+[T˙−1w ]
⋆ ⊗ Cq[H]→Mw (ϕ⊗ χ 7→ Fw(i
+
w(ϕ)) ⋆ χ)
is bijective.
Proof. By Proposition 3.29 and (3.22) we have
S−1w Cq[G]
∼= Fw((U
+)⋆)⊗ S−1w (Cq[N
+\G]T˙−1w ).
On the other hand by Proposition 3.35, Proposition 3.36, Proposition 3.41
we have
S−1w Cq[N
−
w \G]
∼= Fw(Jw)⊗ S
−1
w (Cq[N
+\G]T˙−1w ).
Hence by Proposition 3.44 we have
S−1w Cq[G]
∼= Fw(i
+
w(U
+[T˙−1w ]
⋆))⊗ S−1w Cq[N
−
w \G].
It follows that Mw ∼= U
+[T˙−1w ]
⋆ ⊗Cq[H]. 
Proposition 4.5. We have Θw ◦ Υw = id under the identification (4.7).
Especially, Θw is an isomorphism of right Cq[H]-modules.
Proof. Let ϕ ∈ U+[T˙−1w ]
⋆, χ ∈ Cq[H], x ∈ U
+[T˙−1w ], t ∈ U
0. Then for
λ ∈ P− which is sufficiently small we have
〈(Θw ◦Υw)(ϕ⊗ χ), xt〉 = 〈Θw(Fw(i
+
w(ϕ)) ⋆ χ), xt〉
=〈Θw(Φv∗(i+w(ϕ),λ)T˙−1w ⊗vλ(σ
w
λ )
−1 ⋆ χ), xt〉
=〈Θw(Φv∗(i+w(ϕ),λ)T˙−1w ⊗vλ ⋆ χ−λχ), xt〉
=〈Θ′w(Φv∗(i+w(ϕ),λ)T˙−1w ⊗vλ)(χ−λχ), xt〉
=
∑
(t)
〈Φv∗(i+w(ϕ),λ)⊗vλ , xt(0)〉〈χ−λχ, t(1)〉
=
∑
(t)2
〈i+w(ϕ), x〉〈χλ, t(0)〉〈χ−λ, t(1)〉〈χ, t(2)〉 = 〈ϕ, x〉〈χ, t〉
=〈ϕ⊗ χ, x⊗ t〉.

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4.4. In this subsection we consider the special case where g = sl2 and
G = SL2. We follow the notation of Example 3.1. The Weyl group con-
sists of two elements 1 and s. We give below an explicit description of the
(Cq[G],Cq[H])-bimodule Ms. For n ∈ Z≧0 define m(n) ∈ Ms by
〈Θ(m(n)), en
′
ki〉 = δn,n′ (n
′ ∈ Z≧0, i ∈ Z).
Then we have
Ms =
∞⊕
n=0
Cq[H]m(n).
Lemma 4.6. The action of Cq[G] on Ms is given by
am(n) =χ(q − q−1)qn−1m(n− 1), bm(n) = χ−1qnm(n),
cm(n) =− χqn+1m(n), dm(n) = −χ−1q[n+ 1]m(n + 1).
Proof. By Corollary 2.7 we have
〈(ψϕ)T˙s, e
nki〉
=
n∑
r=0
∞∑
p=0
q−2ric(p, n, r)〈ψT˙sf
(p), kn−r+ier〉〈ϕT˙s, e
n+p−rki〉
for ϕ,ψ ∈ Cq[G], where
c(p, n, r) = qp(p−1)/2−r(n−r)(q − q−1)p
[
n
r
]
.
By a direct calculation we have
aT˙s = c, aT˙sf = a, aT˙sf
(2) = 0.
Hence for ϕ ∈ Cq[G] we have
〈(aϕ)T˙s, e
nki〉
=
n∑
r=0
∞∑
p=0
q−2ric(p, n, r)〈aT˙sf
(p), kn−r+ier〉〈ϕT˙s, e
n+p−rki〉
=
n∑
r=0
q−2ric(0, n, r)〈c, kn−r+ier〉〈ϕT˙s, e
n−rki〉
+
n∑
r=0
q−2ric(1, n, r)〈a, kn−r+ier〉〈ϕT˙s, e
n+1−rki〉
=c(1, n, 0)qn+i〈ϕT˙s, e
n+1ki〉
=qi(q − q−1)qn〈ϕT˙s, e
n+1ki〉.
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Taking ϕj ∈ Cq[SL2] such that m(n) =
∑
j ϕj ⋆ χ
j we have
〈Θ(am(n)), en
′
ki〉 =
∑
j
〈Θ(aϕj ⋆ χj), e
n′ki〉
=
∑
j
〈(aϕj)T˙s, e
n′ki〉qij = qi(q − q−1)qn
′
∑
j
〈ϕj T˙s, e
n′+1ki〉qij
=(q − q−1)qn
′
∑
j
〈Θ(ϕj ⋆ χ
j+1), en
′+1ki〉
=(q − q−1)qn
′
〈Θ(m(n))χ, en
′+1ki〉 = (q − q−1)qn
′
δn,n′+1〈χ, k
i〉
=(q − q−1)qn−1〈Θ(m(n − 1))χ, en
′
ki〉.
Hence am(n + 1) = χ(q − q−1)qnm(n). The proof of other formulas are
similar. 
4.5. Let us return to the general situation where g is any simple Lie algebra.
Proposition 4.7. We have
Mw ∼=S
−1
w Cq[G/N
−]⊗S−1w (Cq [G/N−]∩Cq[N−w \G]) Cq[H]
∼=Cq[G/N
−]⊗
Cq[G/N−]∩Cq[N
−
w \G]
Cq[H].
Proof. By (3.22), Proposition 3.36, Proposition 3.41, Proposition 3.44 we
have
S−1w Cq[G/N
−] ∼= Fw(i
+
w(U
+[T˙−1w ]
⋆))⊗ S−1w (Cq[G/N
−] ∩ Cq[N
−
w \G]).
Hence we obtain
S−1w Cq[G/N
−]⊗S−1w (Cq[G/N−]∩Cq[N−w \G]) Cq[H]
∼=U+[T˙−1w ]
⋆ ⊗ Cq[H] ∼=Mw
by Proposition 4.4. The second isomorphism is a consequence of
S−1w Cq[G/N
−]
∼=Cq[G/N
−]⊗
Cq[G/N−]∩Cq[N
−
w \G]
S−1w (Cq[G/N
−] ∩Cq[N
−
w \G]).

We regard Cq[H] as a subalgebra of Cq[B
−] via the Hopf algebra homo-
morphism U≦0 → U0 given by ty 7→ ε(y)t (t ∈ U0, y ∈ U−). Define an
action of W on Cq[H] by
〈wχ, t〉 = 〈χ, T˙−1w (t)〉 (w ∈W,χ ∈ Cq[H], t ∈ U
0).
For w ∈W we define a twisted right Cq[H]-module structure of Cq[B
−] by
(4.11) ϕ •w χ = (Swχ)ϕ (ϕ ∈ Cq[B
−], χ ∈ Cq[H]).
We denote by Cq[B
−]•w the F-algebra Cq[B
−] equipped with the twisted
right Cq[H]-module structure (4.11).
We are going to construct an embedding
Ξw :Mw →֒ Cq[B
−]•w .
of right Cq[H]-module.
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We first define
Ξ′w : Cq[G/N
−]→ Cq[B
−]
by
〈Ξ′w(ϕ), u〉 = 〈T˙wϕ, Su〉 (ϕ ∈ Cq[G/N
−], u ∈ U≦0).
Lemma 4.8. The linear map Ξ′w is an algebra anti-homomorphism. More-
over, for λ ∈ P− we have Ξ′w(σ
w
λ ) = χ−wλ ∈ Cq[B
−]×.
Proof. For ϕ,ψ ∈ Cq[G/N
−], u ∈ U≦0 we have
〈Ξ′w(ϕψ), u〉 = 〈T˙w(ϕψ), Su〉 = 〈(T˙wϕ)(T˙wψ), Su〉
=
∑
(u)
〈T˙wϕ, Su(1)〉〈T˙wψ, Su(0)〉 =
∑
(u)
〈Ξ′w(ϕ), u(1)〉〈Ξ
′
w(ψ), u(0)〉
=〈Ξ′w(ψ)Ξ
′
w(ϕ), u〉.
Here, the second equality is a consequence of Corollary 2.7. For λ ∈ P−,
t ∈ U0, y ∈ U≦0 we have
〈Ξ′w(σ
w
λ ), ty〉 = 〈T˙wσ
w
λ , (Sy)(St)〉 = 〈v
∗
λT˙
−1
w , ((Sy)(St))T˙wvλ〉
=〈v∗λ, {T˙
−1
w (Sy)}{T˙
−1
w (St)}vλ〉 = ε(T˙
−1
w (Sy))〈χλ, T˙
−1
w (St)〉
=ε(y)〈χ−wλ, t〉 = 〈χ−wλ, ty〉.

Hence Ξ′w induces an algebra anti-homomorphism
(4.12) Ξ′′w : S
−1
w Cq[G/N
−]→ Cq[B
−].
Lemma 4.9. For ϕ ∈ S−1w (Cq[G/N
−]∩Cq[N
−
w \G]) we have Ξ
′′
w(ϕ) = Sw(ηw(ϕ)).
Proof. We may assume ϕ ∈ Cq[G/N
−] ∩ Cq[N
−
w \G]. By (2.15) the multi-
plication of U≦0 induces an isomorphism
U≦0 ∼= S−1(U− ∩ T˙w(U
−))⊗ U0 ⊗ S−1(U−[T˙w])
of vector spaces. Let y1 ∈ U
−[T˙w], y2 ∈ U
− ∩ T˙w(U
−), t ∈ U0. Then we
have
〈Ξ′w(ϕ), (S
−1y2)t(S
−1y1)〉 = 〈T˙wϕ, y1(St)y2〉 = 〈y2T˙wϕy1, St〉
=〈T˙w(T˙
−1
w (y2))ϕy1, St〉 = ε(y1)ε(y2)〈T˙wϕ, St〉
=ε(y1)ε(y2)〈ϕT˙w, T˙
−1
w S(t)〉 = 〈ηw(ϕ), T˙
−1
w (St)〉ε(y1)ε(y2)
=〈Sw(ηw(ϕ)), (S
−1y2)t(S
−1y1)〉.

By Proposition 4.7, Lemma 4.8 and Lemma 4.9 we obtain a homomor-
phism
(4.13) Ξw :Mw → Cq[B
−]•w
of right Cq[H]-modules given by
Ξw(ϕ ⋆ χ) = Ξ
′′
w(ϕ) •w χ (ϕ ∈ S
−1
w Cq[G/N
−], χ ∈ Cq[H]).
Since Ξ′′w is an algebra anti-homomorphism, we have
(4.14) Ξw(ϕψ ⋆ 1) = Ξw(ψ ⋆ 1)Ξw(ϕ ⋆ 1) (ϕ,ψ ∈ S
−1
w Cq[G/N
−]).
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4.6. By (2.17) and Lemma 2.9 we can define an injective linear map
(4.15) Ωw : U
≧0[T˙−1w ]
⋆ → Cq[B
−]•w
by
〈Ωw(f), ty2y1〉 = ε(y2)〈f, T˙
−1
w S(ty1)〉
(f ∈ U≧0[T˙−1w ]
⋆, y1 ∈ U
−[Tˆw], y2 ∈ U
− ∩ TˆwU
−, t ∈ U0).
Lemma 4.10. The linear map Ωw is a homomorphism of right Cq[H]-
modules.
Proof. Let f ∈ U≧0[T˙−1w ]
⋆ and χ ∈ Cq[H]. For y1 ∈ U
−[Tˆw], y2 ∈
U− ∩ TˆwU
−, t ∈ U0 we have
〈Ωw(f) •w χ, ty2y1〉 = 〈(Swχ)Ωw(f), ty2y1〉
=
∑
(y1),(y2),(t)
〈Swχ, t(0)y2(0)y1(0)〉〈Ωw(f), t(1)y2(1)y1(1)〉
=
∑
(t)
〈Swχ, t(0)〉〈Ωw(f), t(1)y2y1〉
=
∑
(t)
ε(y2)〈Swχ, t(0)〉〈f, T˙
−1
w S(t(1)y1)〉
=
∑
(t)
ε(y2)〈χ, T˙
−1
w S(t(0))〉〈f, {T˙
−1
w S(y1)}{T˙
−1
w S(t(1))}〉
=ε(y2)〈fχ, {T˙
−1
w S(y1)}{T˙
−1
w S(t)}〉
=ε(y2)〈fχ, T˙
−1
w S(ty1)〉
=〈Ωw(fχ), ty2ty1〉.

Lemma 4.11. Ωw ◦Θw = Ξw.
Proof. By Proposition 4.7 we have only to show
(Ωw ◦Θw)(ϕ ⋆ χ) = Ξw(ϕ ⋆ χ) (ϕ ∈ Cq[G/N
−], χ ∈ Cq[H]).
By the definitions of Θw, Ξw and Lemma 4.10 it is sufficient to show
(Ωw ◦Θ
′
w)(ϕ) = Ξ
′
w(ϕ) (ϕ ∈ Cq[G/N
−]).
Let y1 ∈ U
−[Tˆw], y2 ∈ U
−
−γ ∩ TˆwU
−, δ ∈ Q. The we have
〈(Ωw ◦Θ
′
w)(ϕ), kδy2y1〉 = ε(y2)〈Θ
′
w(ϕ), T˙
−1
w S(kδy1)〉
=ε(y2)〈ϕT˙w, T˙
−1
w S(kδy1)〉 = ε(y2)〈T˙wϕ, S(kδy1)〉,
〈Ξ′w(ϕ), kδy2y1〉 = 〈T˙wϕ, (Sy1)(Sy2)k−δ〉
=q−(γ,δ)〈T˙wϕ, (Sy1)k−δ(Sy2)〉 = q
−(γ,δ)〈(Sy2)T˙wϕ, (Sy1)k−δ〉
=q−(γ,δ)〈T˙w(T˙
−1
w S(y2))ϕ, S(kδy1)〉
=q−(γ,δ)〈T˙w(STˆ
−1
w (y2))ϕ, S(kδy1)〉 = ε(y2)〈T˙wϕ, S(kδy1)〉.

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We define a Cq[H]-submodule Aw of Cq[B
−]•w by
Aw = {ϕ ∈ Cq[B
−] | ϕy = 0 (y ∈ U− ∩ Tˆw(U
−))}.
Note that we have an isomorphism
(4.16) (U−)⋆ ⊗ Cq[H] ∼= Cq[B
−]•w (f ⊗ χ↔ df⊗χ)
of right Cq[H]-modules given by
〈df⊗χ, ty〉 = 〈Swχ, t〉〈f, y〉 (t ∈ U
0, y ∈ U−)).
Set
(4.17) U−[Tˆw]
⋆ =
⊕
γ∈Q+
(U−[Tˆw] ∩ U
−
−γ)
∗ ⊂ (U−[Tˆw])
∗.
By (2.17) we have an injective linear map
(4.18) i−w : U
−[Tˆw]
⋆ → (U−)⋆
given by
〈i−w(f), y
′y〉 = ε(y′)〈f, y〉 (y ∈ U−[Tˆw], y
′ ∈ U− ∩ Tˆw(U
−)
Under the identification (4.16) we have
i−w(U
−[Tˆw]
⋆)⊗ Cq[H] ∼= Aw.
Proposition 4.12. The linear map Ξw is injective and its image coincides
with Aw.
Proof. Note that Θw is bijective and Ωw is injective. Hence by Lemma 4.11
we see that Ξw is injective and its image coincides with Im(Ωw). Moreover,
by the definition of Ωw the image of Ωw coincides with Aw. 
5. The decomposition into tensor product
5.1. For i ∈ I define a Hopf subalgebra U(i) of U by
U(i) = 〈k±1i , ei, fi〉
∼= F⊗Q(qi) Uqi(sl2) ⊂ U.
Define subalgebras U(i)♭ (♭ = 0,±,≧ 0,≦ 0) by
U(i)0 = 〈k±1i 〉, U(i)
+ = 〈ei〉, U(i)
− = 〈fi〉,
U(i)≧0 = 〈k±1i , ei〉, U(i)
≦0 = 〈k±1i , fi〉.
We denote the quantized coordinate algebra of U(i) by Cq[G(i)] (∼= F⊗Q(qi)
Cqi [SL2]). As an algebra it is generated by elements ai, bi, ci, di satisfying
the fundamental relations
aibi = qibiai, cidi = qidici, aici = qiciai, bidi = qidibi,
bici = cibi, aidi − diai = (qi − q
−1
i )bici, aidi − qibici = 1
(see Example 3.1).
We have a quotient Hopf algebra Cq[H(i)] of Cq[G(i)] corresponding to
U(i)0. Then we have
Cq[H(i)] = F[χ
±1
i ], χi(ki) = qi.
Denote by
(5.1) rGG(i) : Cq[G]→ Cq[G(i)]
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the Hopf algebra homomorphism corresponding to U(i) ⊂ U .
5.2. Consider the (Cq[G(i)],Cq [H(i)])-bimodule
(5.2) Mi = F⊗Q(qi)M
SL2
si ,
where si is the generator of the Weyl group of U(i), andM
SL2
si is the Cq[G]-
module Mw for G = SL2, q = qi, w = si. We have an isomorphism
Θi :Mi → (U(i)
≧0)⋆
of right Cq[H(i)]-modules given by
〈Θi(ϕ ⋆ χ), xt〉 =
∑
(t)
〈ϕT˙i, xt(0)〉〈χ, t(1)〉
(ϕ ∈ Cq[G(i)], χ ∈ Cq[H(i)], x ∈ U(i)
+, t ∈ U(i)0).
Define pi(n) ∈ Mi by
〈Θi(pi(n)), e
n′
i k
j
i 〉 = δnn′(−1)
nqni [n]qi !.
By Lemma 4.6 we obtain the following.
Proposition 5.1. The set {pi(n) | n ∈ Z≧0} forms a basis of the Cq[H(i)]-
module Mi. Moreover, we have
aipi(n) =(1− q
2n
i )χipi(n− 1), bipi(n) = χ
−1
i q
n
i pi(n),
cipi(n) =− χiq
n+1
i pi(n), dipi(n) = χ
−1
i pi(n+ 1).
We will regard Mi as a (Cq[G],Cq[H(i)])-module via r
G
G(i).
5.3. Let w ∈W with ℓ(w) = m. We set
(5.3) zi,r = sir+1sir+2 · · · sim (r = 0, · · · ,m),
(5.4) Cq[H(i)] = Cq[H(i1)]⊗ · · · ⊗ Cq[H(it)].
For i ∈ Iw consider the (Cq[G]
⊗t,Cq[H(i)])-bimodule Mi1 ⊗ · · · ⊗Mim .
Via the iterated comultiplication ∆t−1 : Cq[G] → Cq[G]
⊗t and the algebra
homomorphism
(5.5) ∆i : Cq[H]→ Cq[H(i)]
given by
∆i(χ) =
∑
(χ)m−1
zi,1χ(0)|U(i1)0 ⊗ · · · ⊗ zi,mχ(m−1)|U(im)0 ,
we can regardMi1⊗· · ·⊗Mim as a (Cq[G],Cq[H(i)])-bimodule or a (Cq[G],Cq[H])-
bimodule.
Define a linear map
F ′i :Mw →Mi1 ⊗ · · · ⊗Mim
by
〈(Θi1 ⊗ · · · ⊗Θim)(F
′
i(m)), u1 ⊗ · · · ⊗ um〉
= 〈Θw(m), (T˙
−1
zi,1
(u1)) · · · (T˙
−1
zi,m
(um))〉
(m ∈ Mw, uj ∈ U(ij)
≧0).
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In this subsection we will show the following.
Theorem 5.2. The linear map F ′i is a homomorphism of (Cq[G],Cq[H])-
bimodules, and it induces an isomorphism
(5.6) Fi :Mw ⊗Cq[H] Cq[H(i)]→Mi1 ⊗ · · · ⊗Mim
of (Cq[G],Cq[H(i)])-bimodules, where Cq[H]→ Cq[H(i)] is given by ∆i.
We first note the following.
Lemma 5.3. Let ϕ ∈ Cq[G], w,w1, . . . , wk ∈W . Then we have
∆k(ϕT˙w)
=
∑
(ϕ)k
(T˙−1w1 ϕ(0)T˙w)⊗ (T˙
−1
w2 ϕ(1)T˙w1)⊗ · · · ⊗ (T˙
−1
wk
ϕ(k−1)T˙wk−1)⊗ (ϕ(k)T˙wk).
Proof. By induction we may assume that k = 1. Set x = w1. We may also
assume that ϕ = Φv∗⊗v (v ∈ V, v
∗ ∈ V ∗) for some V ∈ Mod0(U). Let {vj}
be a basis of V and let {v∗j } be its dual basis. Then we have
∆(Φv∗⊗v) =
∑
j
Φv∗⊗vj ⊗Φv∗j⊗v.
Since the dual basis of {T˙−1x vj} is {v
∗
j T˙x}, we have for u0, u1 ∈ U that
〈∆(Φv∗⊗vT˙w), u0 ⊗ u1〉 = 〈v
∗T˙w, u0u1v〉
=
∑
j
〈v∗j T˙x, u1v〉〈v
∗T˙w, u0T˙
−1
x vj〉 =
∑
j
〈Φv∗T˙w⊗T˙−1x vj ⊗ Φv∗j T˙x⊗v
, u0 ⊗ u1〉
=
∑
j
〈(T˙−1x Φv∗⊗vj T˙w)⊗ (Φv∗j⊗vT˙x), u0 ⊗ u1〉

Lemma 5.4. For ϕ ∈ Cq[G] we have
〈Θw(ϕ ⋆ 1), (T˙
−1
zi,1
(u1)) · · · (T˙
−1
zi,m
(um))〉
=
∑
(ϕ)m−1
m∏
r=1
〈Θir(r
G
G(ir)
(ϕ(r−1)) ⋆ 1), ur〉
(ur ∈ U(ir)
≧0).
Proof. By Lemma 5.3 we have
∆m−1(ϕT˙w)
=
∑
(ϕ)m
(T˙−1zi,1ϕ(0)T˙zi,0)⊗ (T˙
−1
zi,2
ϕ(1)T˙zi,1)⊗ · · · ⊗ (T˙
−1
zi,m
ϕ(m−1)T˙zi,m−1).
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Hence
〈Θw(ϕ ⋆ 1), (T˙
−1
zi,1
(u1)) · · · (T˙
−1
zi,m
(um))〉
=〈ϕT˙w, (T˙
−1
zi,1
(u1)) · · · (T˙
−1
zi,m
(um))〉
=〈∆m−1(ϕT˙w), (T˙
−1
zi,1
(u1))⊗ · · · ⊗ (T˙
−1
zi,m
(um))〉
=
∑
(ϕ)m−1
m∏
r=1
〈T˙−1zi,rϕ(r−1)T˙zi,r−1 , T˙
−1
zi,r
(ur)〉
=
∑
(ϕ)m−1
〈
m∏
r=1
ϕ(r−1)T˙ir , ur〉
=
∑
(ϕ)m−1
m∏
r=1
〈Θir(r
G
G(ir)
(ϕ(r−1)) ⋆ 1), ur〉
by Lemma 3.16. 
Now we give a proof of Theorem 5.2.
We first show that F ′i is a homomorphism of right Cq[H]-modules. For
m ∈ Mw, xj ∈ U(ij)
+
cjαij
, χ ∈ Cq[H] we have
〈(Θi1 ⊗ · · · ⊗Θim)(F
′
i(mχ)), x1k
p1
i1
⊗ · · · ⊗ xmk
pm
im
〉
=〈Θw(mχ), (T˙
−1
zi,1
(x1k
p1
i1
)) · · · (T˙−1zi,m(xmk
pm
im
))〉
=qA〈Θw(mχ), (T˙
−1
zi,1
(x1)) · · · (T˙
−1
zi,m
(xm))k
p1
z−1
i,1αi1
· · · kpm
z−1
i,m
αim
〉
=qA〈Θw(m), (T˙
−1
zi,1
(x1)) · · · (T˙
−1
zi,m
(xm))k
p1
z−1
i,1αi1
· · · kpm
z−1
i,m
αim
〉
× 〈χ, kp1
z−1
i,1αi1
· · · kpm
z−1
i,m
αim
〉
=〈Θw(m), (T˙
−1
zi,1
(x1k
p1
i1
)) · · · (T˙−1zi,m(xmk
pm
im
))〉〈χ, kp1
z−1
i,1αi1
· · · kpm
z−1
i,m
αim
〉
=〈(Θi1 ⊗ · · · ⊗Θim)(F
′
i(m)), x1k
p1
i1
⊗ · · · ⊗ xmk
pm
im
〉
× 〈χ, kp1
z−1
i,1αi1
· · · kpm
z−1
i,m
αim
〉
=〈{(Θi1 ⊗ · · · ⊗Θim)(F
′
i(m))}∆i(χ), x1k
p1
i1
⊗ · · · ⊗ xmk
pm
im
〉
=〈(Θi1 ⊗ · · · ⊗Θim)(F
′
i(m)∆i(χ)), x1k
p1
i1
⊗ · · · ⊗ xmk
pm
im
〉,
where
A =
m−1∑
r=1
pr(z
−1
i,r αir , cr+1z
−1
i,r+1αir+1 + · · ·+ cmz
−1
i,mαim).
Hence F ′i is a homomorphism of right Cq[H]-modules.
We next show that F ′i is a homomorphism of left Cq[G]-modules. It is
sufficient to show F ′i(ϕm) = ϕF
′
i(m) for ϕ ∈ Cq[G], m ∈ Mw. Since F
′
i is a
homomorphism of right Cq[H]-module, we may assume that m = ψ ⋆1 (ψ ∈
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Cq[G]). Then we have
〈(Θi1 ⊗ · · · ⊗Θim)(F
′
i(ψ ⋆ 1)), u1 ⊗ · · · ⊗ um〉
=〈Θw(ψ ⋆ 1), (T˙
−1
zi,1
(u1)) · · · (T˙
−1
zi,m
(um))〉
=
∑
(ψ)m−1
m∏
r=1
〈Θir(r
G
G(ir)
(ψ(r−1)) ⋆ 1), ur〉
=
∑
(ψ)m−1
〈(Θi1 ⊗ · · · ⊗Θim)((r
G
G(i1)
(ψ(0)) ⋆ 1)⊗ · · · ⊗ (r
G
G(im−1)
(ψ(m−1)) ⋆ 1))
, u1 ⊗ · · · ⊗ um〉.
Hence
F ′i(ψ ⋆ 1) =
∑
(ψ)m−1
(rGG(i1)(ψ(0)) ⋆ 1)⊗ · · · ⊗ (r
G
G(im)
(ψ(m−1)) ⋆ 1).
It follows that
F ′i(ϕm) = F
′
i(ϕψ ⋆ 1)
=
∑
(ϕ)m−1,(ψ)m−1
(rGG(i1)(ϕ(0)ψ(0)) ⋆ 1)⊗ · · · ⊗ (r
G
G(im)
(ϕ(m−1)ψ(m−1)) ⋆ 1)
=ϕ
∑
(ψ)m−1
(rGG(i1)(ψ(0)) ⋆ 1)⊗ · · · ⊗ (r
G
G(im)
(ψ(m−1)) ⋆ 1) = ϕF
′
i(m).
Therefore, F ′i is a homomorphism of left Cq[G]-modules.
Since F ′i is a homomorphism of (Cq[G],Cq[H])-bimodules, it induces a
homomorphism
Fi :Mw ⊗Cq[H] Cq[H(i)]→Mi1 ⊗ · · · ⊗Mim (a⊗ χ 7→ F
′
i(a)χ)
of (Cq[G],Cq[H(i)])-bimodules. It remains to show that Fi is bijective. Via
Θw we have
Mw ⊗Cq[H] Cq[H(i)]
∼=(U+[T˙−1w ]
⋆ ⊗ Cq[H])⊗Cq[H] Cq[H(i)]
∼=U+[T˙−1w ]
⋆ ⊗ Cq[H(i)],
and via Θi1 ⊗ · · · ⊗Θim we have
Mi1 ⊗ · · · ⊗Mim
∼={(U(i1)
+)⋆ ⊗ Cq[H(i1)]} ⊗ · · · ⊗ {(U(im)
+)⋆ ⊗Cq[H(im)]}
∼={(U(i1)
+)⋆ ⊗ · · · ⊗ (U(im)
+)⋆} ⊗ Cq[H(i)].
Hence the assertion follows from
(U(i1)
+)⋆ ⊗ · · · ⊗ (U(im)
+)⋆ ∼= U+[T˙−1w ]
⋆
(x1 ⊗ · · · xm ↔ T˙
−1
zi,1
(x1)⊗ · · · ⊗ T˙
−1
zi,m
(xm)).
The proof of Theorem 5.2 is complete
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6. Basis elements
6.1. Let w ∈W with ℓ(w) = m, and fix i = (i1, · · · , im) ∈ Iw.
For n = (n1, . . . , nm) ∈ (Z≧0)
m we denote by pi(n) the element of
Mw ⊗Cq[H] Cq[H(i)] corresponding to
pi1(n1)⊗ · · · ⊗ pim(nm) ∈ Mi1 ⊗ · · · ⊗Mim
under the isomorphism (5.6).
By (4.7) we have
U≧0[T˙−1w ]
⋆ ⊗Cq[H] Cq[H(i)]
∼=U+[T˙−1w ]
⋆ ⊗ Cq[H(i)].
Hence Θw induces an isomorphism
(6.1) Θw,i :Mw ⊗Cq[H] Cq[H(i)]→ U
+[T˙−1w ]
⋆ ⊗ Cq[H(i)]
of right Cq[H(i)]-modules. We will regard U
+[T˙−1w ]
⋆⊗Cq[H(i)] as a subset
of HomF(U
+[T˙−1w ],Cq[H(i)]) in the following.
For r = 1, · · · ,m and n ∈ (Z≧0)
m set
(6.2) βi,r = z
−1
i,rαir , γi,n,r = nr+1βi,r+1 + · · ·+ nmβi,m.
Proposition 6.1.
〈Θw,i(pi(n)), e˜
n′
i 〉
=δn,n′
{
m∏
r=1
(−1)nrqnrir [nr]qir !
}
χ
〈β∨
i,1,γi,n,1〉
i1
⊗ · · · ⊗ χ
〈β∨
i,m,γi,n,m〉
im
.
Proof. Define a ∈Mw by
〈Θw(a), e˜
n′
i t〉 = δnn′ε(t) (n
′ ∈ (Z≧0)
m, t ∈ U0).
Then we have
〈(Θi1 ⊗ · · · ⊗Θim)(Fi(a⊗ 1)), e
n′1
i1
kj1i1 ⊗ · · · ⊗ e
n′m
im
kjmim 〉
=〈(Θi1 ⊗ · · · ⊗Θim)(F
′
i(a))), e
n′1
i1
kj1i1 ⊗ · · · ⊗ e
n′m
im
kjmim 〉
=〈Θw(a), T
−1
zi,1
(e
n′1
i1
kj1i1 ) · · · T
−1
zi,m
(e
n′m
im
kjmim )〉
=qA
′
〈Θw(a), e˜
n′
i k
j1
z−1
i,1αi1
· · · kjm
z−1
i,mαim
〉
=δnn′q
A
=δnn′
m∏
r=1
(qjrir )
〈β∨
i,r,γi,n,r〉,
where
A′ =
m−1∑
r=1
〈jrβi,r, γi,n,r+1〉, A =
m−1∑
r=1
〈jrβi,r, γi,n′,r+1〉.
On the other hand we have
〈(Θi1 ⊗ · · · ⊗Θim)(pi1(n1)⊗ · · · ⊗ pim(nm)), e
n′1
i1
kj1i1 ⊗ · · · ⊗ e
n′m
im
kjmim 〉
=
m∏
r=1
δnrn′r(−1)
nrqnrir [nr]qir ! = δnn′
m∏
r=1
(−1)nrqnrir [nr]qir !.
40 TOSHIYUKI TANISAKI

6.2. We rewrite Proposition 6.1 using Ξw instead of Θw. Note that the
isomorphism (4.16) induces
Cq[B
−]•w ⊗Cq[H] Cq[H(i)]
∼= (U−)⋆ ⊗ Cq[H(i)]
(
⊂ HomF(U
−,Cq[H(i)])
)
.
Hence Ξw induces an injection
Ξw,i :Mw ⊗Cq[H] Cq[H(i)]→ (U
−)⋆ ⊗Cq[H(i)]
(
⊂ HomF(U
−,Cq[H(i)])
)
.
Recall that {fˆni }n forms a basis U
−[Tˆw] and the multiplication induces an
isomorphism (U− ∩ TˆwU
−)⊗ U−[Tˆw] ∼= U
−. (see Proposition 2.12, (2.17)).
Proposition 6.2. For y ∈ U− ∩ TˆwU
− we have
〈Ξw,i(pi(n)), yfˆ
n′
i 〉
=ε(y)δn,n′
{
m∏
r=1
(−1)nrqnrir [nr]qir !
}
χ
〈β∨
i,1,γ1〉
i1
⊗ · · · ⊗ χ
〈β∨
i,m,γm〉
im
.
Proof. Let
Ωw,i : U
+[T˙−1w ]
⋆ ⊗ Cq[H(i)]→ (U
−)⋆ ⊗ Cq[H(i)]
be the homomorphism of right Cq[H(i)]-modules induced by Ωw. For f ∈
U+[T˙−1w ]
⋆ the element of U≧0[T˙−1w ]
⋆ ⊗Cq [H] Cq[H(i)] corresponding to f ⊗
1 ∈ U+[T˙−1w ]
⋆⊗Cq[H(i)] is written as f˜ ⊗ 1, where f˜ ∈ U
≧0[T˙−1w ]
⋆ is given
by
〈f˜ , xt〉 = 〈f, x〉ε(t) (x ∈ U+[T˙−1w ], t ∈ U
0).
Then for y1 ∈ U
−[Tˆw], y2 ∈ U
− ∩ TˆwU
−, t ∈ U0 we have
〈Ωw(f˜), ty2y1〉 = ε(y2)〈f˜ , T˙
−1
w S(ty1)〉 = ε(y2t)〈f, T˙
−1
w S(y1)〉
(T˙−1w S(y1) ∈ U
+[T˙−1w ]).
Namely, the element of (U−)⋆ ⊗Cq[H(i)] corresponding to f ⊗ 1 is written
as fˆ ⊗ 1, where fˆ ∈ (U−)⋆ is given by
〈fˆ , y2y1〉 = ε(y2)〈f, T˙
−1
w S(y1)〉 (y1 ∈ U
−[Tˆw], y2 ∈ U
− ∩ TˆwU
−).
Hence for y ∈ U− ∩ TˆwU
− we have
〈Ξw,i(pi(n)), yfˆ
n′
i 〉 = ε(y)〈Θw,i(pi(n)), e˜
n′
i 〉.

6.3. Set
(6.3) U≧0[Tˆw] = U
+[Tˆw]U
0 ⊂ U≧0
and define
(6.4) Ψw : U
≧0[Tˆw]→ Cq[B
−]
by
〈Ψw(x), u〉 = τ(x, u) (x ∈ U
≧0[Tˆw], u ∈ U
≦0).
By Proposition 2.5 Ψw is an injective algebra homomorphism and its image
is contained in Aw. Hence there exists a unique injective linear map
(6.5) Γw : U
≧0[Tˆw]→Mw
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such that Ξw ◦ Γw = Ψw.
Theorem 6.3. We have
pi(n) = di(n)Γw(eˆ
(n)
i )⊗
{
χ
〈β∨
i,1,γ1〉
i1
⊗ · · · ⊗ χ
〈β∨
i,m,γm〉
im
}
,
where
di(n) =
m∏
r=1
dir(nr), di(n) = q
n(n+1)/2(q−1 − q)n.
Proof. For y ∈ U− ∩ TˆwU
− we have
〈Ξw(Γw(eˆ
(n)
i ))⊗ 1, yfˆ
n′
i 〉 =ε(y)〈Ψw(eˆ
(n)
i ), fˆ
n′
i 〉 = ε(y)τ(eˆ
(n)
i , fˆ
n′
i )
=ε(y)δnn′
m∏
t=1
cqit (nt),
where
cq(n) = [n]!q
−n(n−1)/2(q − q−1)−n.

6.4. Set m0 = ℓ(w0). In this subsection we consider the case w = w0.
Lemma 6.4. Let i ∈ I and define i′ ∈ I by w0αi = −αi′. Then we have
Γw0(ei) =
1
1− q2i
(σw0−̟i′ei)(σ
w0
−̟i′
)−1 ⋆ 1.
Proof. It is sufficient to show
Ψw0(ei) =
1
1− q2i
Ξw0((σ
w0
−̟i′
ei)(σ
w0
−̟i′
)−1) ⋆ 1).
Set v∗ = v∗−̟i′ T˙
−1
w0 , v = T˙w0v−̟i′ , so that v
∗ ∈ V ∗(−̟i′)̟i , v ∈ V (−̟i′)̟i
with 〈v∗, v〉 = 1. For t ∈ U0, y ∈ U− ∩ TˆsiU
−, p ≧ 0 we have
〈Ξ′w0(σ
w0
−̟i′
ei), tyf
p
i 〉 = 〈T˙w0(σ
w0
−̟i′
ei), S(tyf
p
i )〉
=〈v∗−̟i′ T˙
−1
w0 ei, S(tyf
p
i )T˙w0v−̟i′ 〉 = 〈v
∗ei, S(tyf
p
i )v〉
=χ−̟i(t)〈v
∗ei, S(f
p
i )S(y)v〉 = −χ−̟i(t)ε(y)δp1〈v
∗ei, fikiv〉
=− χ−̟i(t)ε(y)δp1qi〈v
∗ei, fiv〉
=− χ−̟i(t)ε(y)δp1qi〈v
∗,
ki − k
−1
i
qi − q
−1
i
v〉 = −χ−̟i(t)ε(y)δp1qi.
Hence
〈Ξw0((σ
w0
−̟i′
ei)(σ
w0
−̟i′
)−1) ⋆ 1), tyfpi 〉 = 〈χ̟iΞ
′
w0(σ
w0
−̟i′
ei), tyf
p
i 〉
=
∑
(t)
χ̟i(t(0))(−χ−̟i(t(1))ε(y)δp1qi) = −ε(t)ε(y)δp1qi.
On the other hand by (2.8) and Proposition 2.5 we have
〈Ψw0(ei), , tyf
p
i 〉 = τ(ei, tyf
p
i ) =
1
qi − q
−1
i
ε(t)ε(y)δp1
for t ∈ U0, y ∈ U− ∩ TˆsiU
−, p ≧ 0. 
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Proposition 6.5. For i ∈ Iw0, i ∈ I, n ∈ (Z≧0)
m0 write
eˆ
(n)
i ei =
∑
n′
cnn′ eˆ
(n′)
i .
Then we have{
1
1− q2i
(σw0−̟i′ei)(σ
w0
−̟i′
)−1
}
pi(n)
=
∑
n′
cnn′
di(n)
di(n′)
pi(n
′)
(
χ
〈β∨
i,1,γi,n,1−γi,n′,1〉
i1
⊗ · · · ⊗ χ
〈β∨
i,m0
,γi,n,m0−γi,n′,m0
〉
im0
)
,
where i′ is as in Lemma 6.4.
Proof. Set ϕ = 1
1−q2i
(σw0−̟i′ ei)(σ
w0
−̟i′
)−1 ∈ S−1w0 Cq[G/N
−] so that Γw0(ei) =
ϕ ⋆ 1. For n′ ∈ (Z≧0)
m0 take ϕn′ ∈ S
−1
w0 Cq[G/N
−] such that Γw0(eˆ
(n′)
i
) =
ϕn′ ⋆ 1. Then we have
Ξw0(ϕϕn ⋆ 1) = Ξw0(ϕn ⋆ 1)Ξw0(ϕ ⋆ 1) = Ξw0(Γw0(eˆ
(n)
i ))Ξw0(Γw0(ei))
=Ψw0(eˆ
(n)
i )Ψw0(ei) = Ψw0(eˆ
(n)
i ei) =
∑
n′
cnn′Ψw0(eˆ
(n′)
i )
=
∑
n′
cnn′Ξw0(Γw0(eˆ
(n′)
i )) =
∑
n′
cnn′Ξw0(ϕn′ ⋆ 1).
Hence
ϕϕn ⋆ 1 =
∑
n′
cnn′ϕn′ ⋆ 1.
It follows that
ϕΓw0(eˆ
(n)
i
) =
∑
n′
cnn′Γw0(eˆ
(n′)
i
).
Therefore, the assertion is a consequence of Theorem 6.3. 
7. Specialization
7.1. We denote by Homalg(Cq[H],F) the set of algebra homomorphisms
from Cq[H] to F. It is endowed with a structure of commutative group via
the multiplication
(θ1θ2)(χ) =
∑
(χ)
θ1(χ(0))θ2(χ(1))
(θ1, θ2 ∈ Homalg(Cq[H],F), χ ∈ Cq[H]).
The identity element is given by ε, and the inverse of θ is given by θ ◦ S.
For θ ∈ Homalg(Cq[H],F) we denote by Fθ = F1θ the corresponding
left Cq[H]-module. For θ ∈ Homalg(Cq[H],F) and w ∈ W we define an
S−1w Cq[G]-module M
θ
w by
Mθw =Mw ⊗Cq[H] Fθ.
Set 1θw = (1 ⋆ 1)⊗ 1θ ∈ M
θ
w. We have
Mθw
∼= S−1w Cq[G]⊗S−1w Cq[N−w \G] F
∼= Cq[G]⊗Cq[N−w \G] F,
where S−1w Cq[N
−
w \G]→ F is given by θ ◦ ηw.
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Note that we have a decomposition
Cq[N
−
w \G] =
⊕
λ∈P
Cq[N
−
w \G]λ
with
Cq[N
−
w \G]λ = {ϕ ∈ Cq[N
−
w \G] | tϕ = χλ(t)ϕ (t ∈ U
0)}.
We have
(7.1) (θ ◦ ηw)(ϕ) = ε(ϕT˙w)θ(χλ) (λ ∈ P,ϕ ∈ Cq[N
−
w \G]λ).
Indeed, for t ∈ U0 we have
〈ηw(ϕ), t〉 = 〈ϕT˙w, t〉 = 〈(tϕ)T˙w, 1〉 = χλ(t)ε(ϕT˙w),
and hence ηw(ϕ) = ε(ϕT˙w)χλ. Therefore, (θ ◦ ηw)(ϕ) = ε(ϕT˙w)θ(χλ).
The Cq[H]-module Fθ can also be regarded as a Cq[G]-module via the
canonical Hopf algebra homomorphism rGH : Cq[G] → Cq[H]. We denote
this Cq[G]-module by F
G
θ = F1
G
θ .
Proposition 7.1. Assume that we are given two algebra homomorphisms
θi : Cq[H]→ F (i = 1, 2). Then as a Cq[G]-module we have
Mθ1w
∼=Mθ2w ⊗F F
G
θ1(θ2◦S)
.
Here, the right side is regarded as a Cq[G]-module via the comultiplication
∆ : Cq[G]→ Cq[G]⊗ Cq[G].
Proof. Let λ ∈ P , ϕ ∈ Cq[N
−
w \G]λ. For u ∈ U , t ∈ U
0 we have
〈∆(ϕ), u ⊗ t〉 = 〈ϕ, ut〉 = 〈tϕ, u〉 = χλ(t)〈ϕ, u〉,
and hence (id⊗rGH)(ϕ) = ϕ⊗ χλ. It follows that
ϕ(1θ2w ⊗ 1
G
θ1(θ2◦S)
) = (ϕ1θ2w )⊗ (χλ1
G
θ1(θ2◦S)
)
=ε(ϕT˙w)θ2(χλ)(θ1(θ2 ◦ S))(χλ)1
θ2
w ⊗ 1
G
θ1(θ2◦S)
=ε(ϕT˙w)(θ2θ1(θ2 ◦ S))(χλ)1
θ2
w ⊗ 1
G
θ1(θ2◦S)
=ε(ϕT˙w)θ1(χλ)1
θ2
w ⊗ 1
G
θ1(θ2◦S)
= (θ1 ◦ ηw)(ϕ)1
θ2
w ⊗ 1
G
θ1(θ2◦S)
.
Hence there exists uniquely a homomorphism F θ1θ2 :M
θ1
w →M
θ2
w ⊗FF
G
θ1(θ2◦S)
of Cq[G]-modules sending 1
θ1
w to 1
θ2
w ⊗ 1
G
θ1(θ2◦S)
. Similarly, we have a homo-
morphism F θ2θ1 : M
θ2
w → M
θ1
w ⊗F F
G
θ2(θ1◦S)
of Cq[G]-modules sending 1
θ2
w to
1θ1w ⊗ 1
G
θ2(θ1◦S)
. Applying (•)⊗F F
G
θ1(θ2◦S)
to F θ2θ1 we obtain a homomorphism
F˜ θ2θ1 := F
θ2
θ1
⊗F F
G
θ1(θ2◦S)
:Mθ2w ⊗F F
G
θ1(θ2◦S)
→Mθ1w
of Cq[G]-modules sending 1
θ2
w ⊗1
G
θ1(θ2◦S)
to 1θ1w . It remains to show F˜
θ2
θ1
◦F θ1θ2 =
id and F θ1θ2 ◦F˜
θ2
θ1
= id. The first identity is a consequence of (F˜ θ2θ1 ◦F
θ1
θ2
)(1θ1w ) =
1θ1w . The second one follows by applying (•)⊗FF
G
θ1(θ2◦S)
to F˜ θ1θ2 ◦F
θ2
θ1
= id. 
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7.2. In view of Proposition 7.1 we only consider the S−1w Cq[G]-module
(7.2) Mw =M
ε
w
in the following. For ϕ ∈ S−1w Cq[G] we denote by ϕ ∈ Mw the image of ϕ⋆1
underMw →Mw. Define ηw : S
−1
w Cq[N
−
w \G]→ F as the composite ε ◦ ηw.
Then we have
Mw ∼= S
−1
w Cq[G]⊗S−1w Cq[N−w \G] F
∼= Cq[G]⊗Cq[N−w \G] F,
where S−1w Cq[N
−
w \G] → F is given by ηw. Moreover, Θw induces a linear
isomorphism
Θw :Mw → U
+[T˙−1w ]
⋆
given by
〈Θw(ϕ), x〉 = 〈ϕT˙w, x〉 (ϕ ∈ Cq[G], x ∈ U
+[T˙−1w ]).
By the direct sum decomposition
U+[T˙−1w ]
⋆ =
⊕
γ∈Q+∩(−w−1Q+)
(U+[T˙−1w ] ∩ U
+
γ )
∗
we have a direct sum decomposition
(7.3) Mw =
⊕
γ∈Q+∩(−w−1Q+)
Mw,γ,
where
Mw,γ = (Θw)
−1((U+[T˙−1w ] ∩ U
+
γ )
∗) (γ ∈ Q+ ∩ (−w−1Q+)).
Note that
Mw,0 = F1.
Lemma 7.2. For m ∈ Mw,γ and λ ∈ P we have σ
w
λm = q
−(λ,γ)m.
Proof. We may assume λ ∈ P−. Take ϕ ∈ Cq[G] such that ϕ = m.
By Corollary 2.7 we have T˙w(σ
w
λ ϕ) = (T˙wσ
w
λ )(T˙wϕ), and hence for x ∈
U+[T˙−1w ]
⋆ we have
〈Θw(σ
w
λm), x〉 = 〈T˙w(σ
w
λ ϕ), T˙w(x)〉 = 〈(T˙wσ
w
λ )(T˙wϕ), T˙w(x)〉.
Assume x ∈ U+[T˙−1w ] ∩ U
+
δ with δ ∈ Q
+ ∩ (−w−1Q+), and set y = T˙w(x).
Then we have y ∈ (U−wδ)k−wδ by (2.35). Hence
〈Θw(σ
w
λm), x〉 =
∑
(y)
〈T˙wσ
w
λ , y(0)〉〈T˙wϕ, y(1)〉 = 〈T˙wσ
w
λ , k−wδ〉〈T˙wϕ, y〉
=q−(λ,δ)〈Θw(m), x〉.

Theorem 7.3. The Cq[G]-module Mw is irreducible.
Proof. For any Cq[G]-submodule N of Mw we have
N =
⊕
γ∈Q+∩(−w−1Q+)
(N ∩Mw,γ)
by Lemma 7.2. Since Mw,0 is one-dimensional and generates the Cq[G]-
module Mw, it is sufficient to show N ∩ Mw,0 6= {0} for any non-zero
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Cq[G]-submodule N of Mw. By definition the projection Mw → Mw,0
with respect to (7.3) is given by m 7→ 〈Θw(m), 1〉1, and hence it is sufficient
to show that for any m ∈ Mw \ {0} there exists some ψ ∈ Cq[G] such that
〈Θw(ψm), 1〉 6= 0. Take ϕ ∈ Cq[G] such that ϕ = m. For z ∈ U
+ and
λ ∈ P− we have
〈Θw((zσ
w
λ )m), 1〉 = 〈{(zσ
w
λ )ϕ}T˙w, 1〉.
Write
∆T˙w = (T˙w ⊗ T˙w)
∑
j
u−j ⊗ u
+
j
(see Corollary 2.7). Then we have
〈Θw((zσ
w
λ )m), 1〉 =
∑
j
〈zσwλ T˙wu
−
j , 1〉〈ϕT˙wu
+
j , 1〉
=
∑
j
〈v∗λu
−
j , zvλ〉〈Θw(m), u
+
j 〉 = 〈v
∗
λyz, vλ〉
with y =
∑
j〈Θw(m), u
+
j 〉u
−
j ∈ U
− \ {0}. Hence it is sufficient to show
that for any y ∈ U− there exists some λ ∈ P− and z ∈ U+ such that
〈v∗λyz, vλ〉 6= 0. If λ ∈ P
− is sufficiently small, then we have v∗λy 6= 0.
Then the assertion is a consequence of the irreducibility of V ∗(λ) as a right
U -module. 
7.3. For i ∈ I we define a Cq[G]-module Mi by
(7.4) Mi =Mi ⊗Cq[H(i)] Fε.
It is an irreducible Cq[G]-module with basis {pi(n) | n ∈ Z≧0} satisfying
aipi(n) =(1− q
2n
i )pi(n− 1), bipi(n) = q
n
i pi(n),
cipi(n) =− q
n+1
i pi(n)i, dipi(n) = pi(n+ 1).
Fix w ∈W , and set ℓ(w) = m. For i = (i1, · · · , im) ∈ Iw the isomorphism
(5.6) induces an isomorphism
(7.5) Mw ∼=Mi1 ⊗ · · · ⊗Mim
of Cq[G]-modules. For n = (n1, . . . , nm) ∈ (Z≧0)
m we denote by pi(n) the
element of Mw corresponding to
pi1(n1)⊗ · · · ⊗ pim(nm) ∈ Mi1 ⊗ · · · ⊗Mim
via the isomorphism (7.5).
By Theorem 6.3 we have the following.
Theorem 7.4. For i, j ∈ Iw we have
eˆ
(n)
j
=
∑
n′
an′ eˆ
(n′)
i
=⇒ pj(n) =
∑
n′
an′
dj,n
di,n′
pi(n
′),
where di,n is as in Theorem 6.3.
Remark 7.5. Theorem 7.4 for w = w0 is the main result of Kuniba, Okado,
Yamada ([8, Theorem 5])
By Proposition 6.5 we have the following.
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Proposition 7.6. For i ∈ Iw0, i ∈ I, n ∈ (Z≧0)
m0 write
eˆ
(n)
i
ei =
∑
n′
cnn′ eˆ
(n′)
i
.
Then we have{
1
1− q2i
(σw0−̟i′ ei)(σ
w0
−̟i′
)−1
}
pi(n) =
∑
n′
cnn′
di(n)
di(n′)
pi(n
′),
where i′ is as in Lemma 6.4.
Remark 7.7. Proposition 7.6 is a conjecture of Kuniba, Okado, Yamada
([8, Conjecture 1]).
8. Comments
8.1. In this paper we worked over the base field F = Q(q); however, almost
all of the arguments work equally well after minor modifications even when
F is an arbitrary field of characteristic zero and q2i 6= 1 for any i ∈ I. The
only exception is Theorem 7.3, which states thatMw is irreducible. For this
result we need to assume that q is not a root of 1.
8.2. Let us consider generalization of our results to the case where g is a
symmetrizable Kac-Moody Lie algebra. We take Cq[G] to be the subspace of
Uq(g)
∗ spanned by the matrix coefficients of integrable lowest weight mod-
ules (see [5]). Then Cq[G] is naturally endowed with an algebra structure.
A problem is that the comultiplication ∆ : Cq[G] → Cq[G] ⊗ Cq[G] is not
defined. Indeed ∆(ϕ) for ϕ ∈ Cq[G] turns out to be an infinite sum which
belongs to a completion of Cq[G]⊗ Cq[G]. However, since we only consider
the tensor product modules of typeMi1⊗· · ·⊗Mim , what we actually need
is the homomorphism of of the form
(8.1) (rGG(i1) ⊗ · · · ⊗ r
G
G(im)
) ◦∆m−1 : Cq[G]→ Cq[G(i1)]⊗ · · · ⊗Cq[G(im)].
We can easily check that (8.1) is well-defined even in the Kac-Moody setting
by showing that (rGG(i1)⊗· · ·⊗ r
G
G(im)
)◦∆m−1 sends any element of Cq[G] to
a finite sum inside Cq[G(i1)]⊗· · ·⊗Cq[G(im)]. It is easily seen that all of the
arguments in this paper also work in the setting where g is a symmetrizable
Kac-Moody Lie algebra.
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