In this paper, we study the following operator equation: 
Introduction
Let X be a real Banach space; A : D(A) ⊆ X → 2 X is said to be an accretive mapping if ( f − g, x − y) + ≥ 0 for all x, y ∈ D(A) and f ∈ Ax, g ∈ Ay, where (·, ·) + is the upper inner product in X , and this is equivalent to
for all λ > 0. The mapping A is said to be m-accretive if A is accretive and (λI + A)(D(A)) = X for λ > 0. Let C : D(C) ⊆ X → X be a nonlinear mapping and let p ∈ X . The solvability of the following equation:
p ∈ Ax + Cx for any x ∈ D(A) ∩ D(C) has been studied by many authors under the compact condition or k-set contraction condition (see [2, 3, 5, 8, 10, 13] and the references therein) and fixed point index and degree theory (see [9, 12, [14] [15] [16] ).
In this paper, we study this problem under a countably condensing condition.
Recall that a mapping B : D(B) ⊆ X → X is called countably condensing (respectively, a countably k-set contraction) if α(T (E )) < α(E ) (respectively, α(T (E )) ≤ kα(E )
, where k > 0 is a constant) for any countably bounded subset E of D(B) satisfying α(E ) = 0, where α(·) is the measure of noncompactness. For countably condensing mappings, we refer the reader to [1, 6, 7, 11, 17] . The following result is obvious. 
Main results
In this section, suppose that X is a real Banach space and J : X → 2 X * is the normalized duality mapping, i.e., f ∈ J x if f (x) = x 2 and f = x . We will use the following two results which can be deduced easily from [17] (see also [1] ). 
Theorem 2.2.
Let Ω ⊂ X be an open bounded subset and P ⊂ X be a cone, and let T : Ω ∩ P → P be a continuous countably condensing mapping. Suppose that x = T x for all x ∈ T (∂Ω ∩ P). Then there is a fixed point index ind(T, Ω ∩ P) satisfying the following properties: 
is a continuous countably condensing mapping for some λ > 0 and C(D(A) ∩ Ω) is bounded. Suppose that there exists z
Before going to the proof of Theorem 2.3, we remark that we may assume that p = 0, z = 0 and 0 ∈ A0 to avoid unnecessary complications. Otherwise, take v ∈ Az and let
Proof of Theorem 2.3. First, we may assume that 0 ∈ (A + C)(∂Ω ∩ D(A)).
Otherwise, the conclusion of Theorem 2.3 is true. The claim that 0 ∈ Ax + Cx has a solution is equivalent to the fact that (I − λC)x ∈ (I + λA)x has a solution, i.e., y ∈ (I − λC)(I + λA) −1 y has a fixed point.
and C is a bounded mapping and so the set of fixed points of (I − λC)(I + λA) −1 on U is bounded. Therefore, we may regard the set U as bounded (we may take r sufficiently large such that the fixed points of (I − λC)(
Therefore, there exists u 0 ∈ Ax 0 such that t 0 (I − λC)x 0 = x 0 + λu 0 . Since we assume that 0 ∈ A0, by the weak * compactness of J x 0 , we may pick j 0 ∈ J x 0 such that u 0 , j 0 + = u 0 , x 0 + ≥ 0 and then we infer that
Hence we must have t 0 = 1 and 0 ∈ (A + C)x 0 , which is a contradiction. Thus we have
and so (I − λC)(I + λA) −1 y has a fixed point y ∈ U and 0 ∈ (A + C)x has a solution (I + λA) −1 y ∈ Ω ∩ D(A). This completes the proof. Remark 1. Theorem 2.3 was proved in [10] by assuming that (I + λA) −1 is compact for some λ > 0. The proof used in [10] relies on the Yosida approximation of A.
The following result extends Theorem 2.3 to a more general setting that enables us to include nonexpansive mappings. for any x ∈ ∂Ω and j ∈ J (x − z). Then there exists x n ∈ Ω such that x n − T x n → 0.
Proof. Let A = 0, C = I − T , p = 0 in Theorem 2.3. Then the conclusion follows from Theorem 2.3.
The following result is a variant of Theorem 2.3 which requires a different condition on C on the boundary of Ω.
Theorem 2.6. Let a mapping A : D(A) → 2 X be m-accretive with 0 ∈ A0 and 0 ∈ Ω ⊂ X be open and bounded. Let C : D(A) → X be such that (I − λC)(I + λA) −1 is continuous countably condensing for some λ > 0 and C(Ω ∩ D(A)) is bounded. If also (I − λC)y ≤ y for all y ∈ ∂Ω ∩ D(A), then 0 ∈ (A + C)(Ω ∩ D(A)).

Proof. We may assume that 0 ∈ (A + C)∂Ω ∩ D(A). Otherwise, the theorem is obviously true. Let U = (I + λA)(Ω ∩ D(A)).
Then U is open in X . We may regard the set U as a bounded set. Now, we prove that In the following, we give some generalizations of Theorem 2.3 to accretive operators defined only on a cone in a Banach space X . For operators of this type, we refer the reader to [3] [4] [5] . 
Proof. We may assume that
P → P is also countably condensing. Note that the assumption P = (I + λA)P for all λ > 0 implies that 0 ∈ x 0 + Ax 0 for some x 0 ∈ D(A) ⊆ P, but x 0 ≥ 0 and Ax 0 ⊆ P and so x 0 = 0. Thus we have 0 ∈ A0.
It is easy to check that
Therefore, x = (I − λ 0 C )(I + λ 0 A) −1 has a solution in U and so p ∈ (A + C)x has a solution in Ω ∩ D(A). This completes the proof. 
Proof. We may assume that 0 ∈ (A + C)(∂Ω ∩ D(A)).
Otherwise, the conclusion of Theorem 2.8 is true. The assumption
Then U is relatively open in P. Now, we claim that
However, u + C y ≥ 0 and u ≥ 0 for all u ∈ Ay. This implies that t = 1 and 0 ∈ (A + C)y, which is a contradiction. Thus, by Theorem 2.2, we have the fixed point index 
Proof. We may assume that p ∈ (A + C)(∂Ω ∩ D(A)).
Otherwise, the conclusion of Theorem 2.9 is true.
Then it is easy to check that
Thus, by Theorem 2.2, we have the fixed point index Then it is a routine exercise to check that such an index is well defined and (1)- (4) follows from (1)- (4) of Theorem 2.3.
