Microgrids have been identified as key components of modern electrical systems to facilitate the integration of renewable distributed generation units. Their analysis and controller design requires the development of advanced (typically model-based) techniques naturally posing an interesting challenge to the control community. Although there are widely accepted reduced order models to describe the dynamic behavior of microgrids, they are typically presented without details about the reduction procedure-hampering the understanding of the physical phenomena behind them. Preceded by an introduction to basic notions and definitions in power systems, the present survey reviews key characteristics and main components of a microgrid. We introduce the reader to the basic functionality of DC/AC inverters, as well as to standard operating modes and control schemes of inverter-interfaced power sources in microgrid applications. Based on this exposition and starting from fundamental physics, we present detailed dynamical models of the main microgrid components. Furthermore, we clearly state the underlying assumptions which lead to the standard reduced model with inverters represented by controllable voltage sources, as well as static network and load representations, hence, providing a complete modular model derivation of a three-phase inverter-based microgrid.
1. Introduction
Motivation
It is a widely accepted fact that fossil-fueled thermal power generation highly contributes to greenhouse gas emissions [66, 69, 67] . In addition, a growing stream of scientific results [51, 45, 97] has substantiated claims that these emissions are a key driver for climate change and global warming. As a consequence, many countries have agreed to reduce their greenhouse gas emissions.
Apart from a reduction of energy consumption, e.g., through an increase in efficiency, one possibility to reduce greenhouse gas emissions is to shift the energy production from fossil-fueled plants towards renewable sources [66, 67, 19] . Therefore, the worldwide use of renewable energies has increased significantly in recent years [101] .
Unlike fossil-fueled thermal power plants, the majority of renewable power plants are relatively small in terms of their generation power. An important consequence of this smaller size is that most of them are connected to the low voltage (LV) and medium voltage (MV) levels. Such generation units are commonly denoted as distributed generation (DG) units [1] . In addition, most renewable DG units are interfaced to the network via DC/AC inverters. The physical characteristics of such power electronic devices largely differ from the characteristics of synchronous generators (SGs), which are the standard generating units in existing power systems. Hence, different control and operation strategies are needed in networks with a large amount of renewable DG units [40, 104, 101] .
The microgrid concept
One potential solution to facilitate the integration of large shares of renewable DG units are microgrids [61, 46, 40, 55, 19, 99] . A microgrid gathers a combination of generation units, loads and energy storage elements at distribution or sub-transmission level into a locally controllable system, which can be operated either in grid-connected mode or in islanded mode, i.e., in a completely isolated manner from the main transmission system. The microgrid concept has been identified as a key component in future electrical networks [19, 32, 62, 99] .
Many new control problems arise for this type of networks. Their satisfactory solution requires the development of advanced model-based controller design techniques that often go beyond the classical linearization-based nestedloop proportional-integral (PI) schemes. This situation has, naturally, attracted the attention of the control community as it is confronted with some new challenging control problems of great practical interest.
It is clear that to carry out this task it is necessary to develop a procedure for assembling mathematical models of a microgrid that reliably capture the fundamental aspects of the problem. Such models have been developed by the power systems and electronics communities and their pertinence has been widely validated in simulations and applications [20, 53, 81, 74] . However, these are reduced or simplified, i.e., linearized, models that are typically presented without any reference to the reduction procedure-hampering the understanding of the physical phenomena behind them.
Existing literature
For the purposes of this survey, previous work on microgrid modeling can be broadly categorized into two classes. The first class focusses on modeling and control of inverterinterfaced DG units in microgrid applications, but the model derivation is restricted to individual DG units and the current and power flows between different units are not considered explicitly [40, 81, 53, 112, 84, 41, 10, 11] . The second class discusses models of microgrids including electrical network interactions, but the model derivation is based on linearization (i.e., the so-called smallsignal model) [54, 81, 74] . Furthermore, this class of modeling is often tied to specific network control schemes, such as droop control [20, 81] or to specific test networks [53, 54, 74, 73] . Building on this previous work and in a survey-like manner, the present paper brings both aforementioned classes together to formulate a generic modular model of a microgrid.
Going beyond a mere review of existing microgrid models, we employ model reduction via a time-scale separation together with the subsequent derivation of the well-known power flow equations, which is a standard procedure in SG-based networks [105] . A similar approach has also been employed for microgrids in [72, 71, 83, 68] . However, neither reference provides a detailed model derivation for inverter-interfaced units. Also, the analysis in [72, 71] is restricted to an AC microgrid consisting of two inverters connected via a resistive-inductive line and two local resistive-inductive loads, while the modeling procedure of the present paper applies to networks with generic topology and arbitrary number of units.
About the survey
The present survey is an attempt to provide a guideline for control engineers attracted by this fundamental application for Smart Grids to assess the importance of the main dynamical components of a three-phase inverterbased microgrid as well as the validity of different models used in the power literature. To this end, we at first review some fundamental concepts and definitions in power systems, including a survey on the notion of instantaneous power. Subsequently, we introduce the reader to the microgrid concept and discuss its main components. We illustrate that inverter-interfaced units are the main new elements in future power networks, detail the basic functionality of inverters and review the most common operation modes of inverter-interfaced units together with their corresponding control schemes. This paves the path for-starting from fundamental physics-presenting detailed dynamical models of the individual microgrid components. Subsequently, we clearly state the underlying assumptions which lead to the standard reduced model with inverters represented by controllable voltage sources, as well as static network and load representations. This reduced model is used in most of the available work on microgrid control design and analysis [96, 90, 2, 76, 29] .
We focus on purely inverter-based networks, since inverter-interfaced units are the main new elements in microgrids compared to traditional power systems. However, we remark that the employed modeling and model reduction techniques can equivalently be applied to standard bulk power system models as well as to power systems with mixed generation pool. For modeling of traditional electro-mechanical SG-based units, the reader is referred to standard textbooks on power systems [59, 69, 5] .
The main contributions of the present survey paper are summarized as follows.
• Provide a detailed comprehensive model derivation of a microgrid based on fundamental physics and combined with detailed reviews of the microgrid concept, its components and their main operation modes.
• Answer the question, when an inverter can be modeled as a controllable AC voltage source and depict the necessary underlying model assumptions.
• Show that the usual power flow equations can be obtained from a network with dynamic line models via a suitable coordinate transformation (called dqtransformation) together with a singular perturbation argument.
• By combining the two latter contributions, recover the reduced-order microgrid model currently widely used in the literature.
We emphasize that the aim of the present survey is not to give an overarching justification for the final (simplified) model, but to provide a comprehensive overview of the modeling procedure for main microgrid components together with their dynamics, as well as of the main necessary assumptions, which allow the reduction of model complexity. Which of the presented models (if any) is appropriate for a specific control design and analysis cannot be established in general, but has to be decided by the user. Any model used in simulation and analysis necessarily involves certain assumptions. Therefore, it is of great importance that the user is aware of the pertinence of the employed model to appropriately assess the implications of a model-based analysis. The remainder of this survey is structured as follows. Basic preliminaries, such as definitions and transformations in power systems are given in Section 2. The microgrid concept is reviewed in Section 3. A detailed dynamical model of a microgrid is derived in Section 4. In particular, common operation modes of inverter-interfaced units are discussed therein. The model reduction yielding models of inverters as AC voltage sources and phasorial power flow equations is conducted in Section 5. The survey paper is wrapped-up with some conclusions and a discussion of topics of future research in Section 6.
Notation. We define the sets R ≥0 := {x ∈ R|x ≥ 0}, R >0 := {x ∈ R|x > 0} and S := [0, 2π). For a set V, let |V| denote its cardinality and [V] k denote the set of all subsets of V that contain k elements. For a set of, possibly unordered, positive natural numbers V = {l, k, . . . , n}, the short-hand i ∼ V denotes i = l, k, . . . , n. Given a positive integer n, we use 0 n to denote the vector of all zeros, 1 n the vector with all ones and I n the n × n identity matrix. Let x = col(x 1 , . . . , x n ) ∈ C n denote a column vector with entries x i ∈ C. Whenever clear from the context, we simply write x = col(x i ) ∈ C n . The 2-norm of a vector x ∈ C n is denoted by x 2 = |x 1 | 2 + . . . + |x n | 2 . Let diag(a i ) ∈ C n×n denote a diagonal matrix with entries a i ∈ C. Let j denote the imaginary unit. The conjugate transpose of a matrix A ∈ C n×n is denoted by A * . For a function f : R n → R, ∇f denotes the transpose of its gradient. The operator ⊗ denotes the Kronecker product.
Preliminaries and basic definitions
2.1. Symmetric AC three-phase signals Definition 2.1. [27] A signal x : R ≥0 → R is said to be an AC signal if it satisfies the following conditions 1. it is periodic with period T ∈ R >0 , i.e., x(t) = x(t + nT ), ∀n ∈ N, ∀t ≥ 0, 2. its arithmetic mean is zero, i.e.,
3 is said to be a three-phase AC signal if it is of the form
A special kind of three-phase AC signals are symmetric AC three-phase signals, defined below. Definition 2.3. [4, Chapter 2] A three-phase AC signal x abc : R ≥0 → R 3 is said to be symmetric if it can be described by
where A : R ≥0 → R ≥0 is called the amplitude and δ : R ≥0 → S is called the phase angle of the signal.
Clearly, from the preceding definition, a symmetric three-phase AC signal x abc can be described completely by two signals: its angle δ and its amplitude 1 A. Examples of symmetric and asymmetric three-phase AC signals 2 are given in Fig. 1 . Note that the signal in Fig. 1b satisfies Definition 2.3 and only differs from the signal in Fig. 1a in that it possesses a time-varying periodic amplitude.
Remark 2.7. The terms "balanced" and "unbalanced" are frequently used as synonyms of "symmetric", respectively "asymmetric" in the literature [4, 37] .
Remark 2.8. Three-phase electrical power systems consist of three main conductors in parallel. Each of these conductors carries an AC current. A three-phase system can be arranged in ∆-or Y-configuration, see Fig. 2 . The 
is called dq0-transformation.
Note that the mapping (2.1) is unitary, i.e.,
. From a geometrical point of view, the dq0-transformation is a concatenation of two rotational transformations, see [77] for further details. The variables in the transformed coordinates are often denoted by dq0-variables.
The dq0-transformation offers various advantages when analyzing and working with power systems and is therefore widely used in applications [77, 5, 4, 101, 112] . For example, the dq0-transformation permits, through appropriate choice of , to map three-phase AC signals to constant signals, i.e., to transform periodic orbits into constant equilibria. This simplifies the control design and analysis in power systems, which is the main reason why the transformation (2.2) is introduced in the present case. In addition, the transformation (2.2) exploits the fact that, in a power system operated under symmetric conditions, a three-phase signal can be represented by two quantities. To see this, let x abc : R ≥0 → R 3 be a symmetric threephase signal with amplitude A : R ≥0 → R ≥0 and phase angle θ : R ≥0 → S, as in Definition 2.3. Applying the mapping (2.1) with some angle : R ≥0 → S to x abc yields
Hence, x 0 = 0 for all t ≥ 0. Therefore and as in this work only symmetric three-phase signals are considered, it is convenient to introduce the mapping
which, when applied to the symmetric three-phase signal x abc defined above, yields
In the following, x dq are referred to as the dq-coordinates of x abc . Note that
Remark 2.10. There are several variants of the mapping (2.1) available in the literature. They may differ from the mapping (2.1) in the order of the rows and the sign of the entries in the second row of the matrix given in (2.1), see [5, 6, 112] . However, all representations are equivalent in the sense that they can all be represented by T dq0 as given in (2.1) by choosing an appropriate angle and, possibly, rearranging the row order of the matrix T dq0 . The same applies to the mapping T dq given in (2.3). Since-with a slightly different scaling factor-this transformation was first introduced by Robert H. Park in 1929 [78] it is also often called Park transformation [101, Appendix A].
Instantaneous power
Power is one of the most important quantities in control, monitoring and operation of electrical networks. The first theoretical contributions to the definition of the power flows in an AC network date back to the early 20th century. However, these first definitions are restricted to sinusoidal steady-state conditions and based on the root-meansquare values of currents and voltages. As a consequence, these definitions of electric power are not well-suited for the purposes of network control under time-varying operating conditions [4] .
The extension of the definition of electrical power to time-varying operating conditions is called "instantaneous power theory" in the power system and power electronics community [4, 101] . The development of this theory already begun in the 1930s with the study of active and nonactive components of currents and voltages [35] . Among others, relevant contributions are [15, 22, 3, 109, 23, 79, 57] .
Today, it is widely agreed by researchers and practitioners [109, 79, 101] that the definitions of instantaneous power proposed in [3] and contained in [4] are wellsuited for describing the power flows in three-phase threewire systems and symmetric three-phase four-wire systems. However, a proper definition of instantaneous power in asymmetric three-phase four-wire systems with nonzero neutral current and voltage is still an open (and controversial) field of research [24, 4, 7, 101] . A good overview of the research history on instantaneous power theory is given in [101, Appendix B] .
Consider a symmetric three-phase voltage, respectively current, given by
where θ : R ≥0 → S and ϕ : R ≥0 → S are the phase angles and √ 2V : R ≥0 → R ≥0 , respectively √ 2I : R ≥0 → R ≥0 , the amplitudes of the respective three-phase signal. As shown in Section 2.2, applying the transformation (2.3) to the signals given in (2.4) yields
Based on the preceding discussion, the following definitions of instantaneous active, reactive and apparent power under symmetric, but not necessarily steady-state, conditions are used in this work. The definitions are based on [3, 4] , in which they are given in αβ-coordinates. For the purpose of the present paper, it is more convenient to equivalently define the instantaneous powers in dq-coordinates.
Definition 2.11. Let v dq (t) and i dq (t) be given by (2.5).
The instantaneous three-phase active power is defined as
The instantaneous three-phase reactive power is defined as
Finally, the instantaneous three-phase (complex) apparent power is defined as
S(t) := P (t) + jQ(t).
From the above definition, straightforward calculations together with standard trigonometric identities yield
Q(t) = 3V (t)I(t) sin(θ(t) − ϕ(t)).
It follows that whenever v abc and i abc given in (2.4) possess constant amplitudes, as well as the same frequency, i.e.,θ =φ, all quantities P, Q and S are constant. Moreover, then the given definitions of power are in accordance with the conventional definitions of power in a symmetric steady-state [39, 4, 37] . For further information on definitions and physical interpretations of instantaneous power, also under asymmetric conditions, the reader is referred to [109, 79, 30, 110, 4, 101] .
Since this work is mainly concerned with dynamics of generation units, all powers are expressed in "Generator Convention" [37, Chapter 2] . That is, delivered active power is positive, while absorbed active power is negative. Furthermore, capacitive reactive power is counted positively and inductive reactive power is counted negatively.
Algebraic graph theory
An undirected graph of order n is a tuple G := (V, E), where V := {n 1 , . . . , n n } is the set of nodes and E ⊆ [V]
2 , E := {e 1 , . . . , e m }, is the set of undirected edges, i.e., the elements of E are subsets of V that contain two elements. In the case of multi-agent systems, each node in the graph typically represents an individual agent. For the purpose of the present work, an agent represents a DG or storage unit, respectively a load. The l-th edge connecting nodes i and k is denoted by e l = {i, k}. By associating an arbitrary ordering to the edges, the node-edge incidence matrix B ∈ R |V|×|E| is defined element wise as b il = 1, if node i is the source of the l-th edge e l , b il = −1, if i is the sink of e l and b il = 0 otherwise. For further information on graph theory, the reader is referred to, e.g., [26, 38] and references therein.
The microgrid concept
Microgrids have attracted a wide interest in different research and application communities over the last decade [95, 46, 81, 99] . However, the term "microgrid" is not uniformly defined in the literature [61, 46, 40, 55, 19, 37, 99] . Based on [40, 46, 99] , the following definition of an AC microgrid is employed in this survey paper.
Definition 3.1. An AC electrical network is said to be an AC microgrid if it satisfies the following conditions.
1.
It is a connected subset of the LV or MV distribution system of an AC electrical power system. 2. It possesses a single point of connection to the remaining electrical power system. This point of connection is called point of common coupling (PCC).
It gathers a combination of generation units, loads
and energy storage elements. 4. It possesses enough generation and storage capacity to supply most of its loads autonomously during at least some period of time. 5. It can be operated either connected to the remaining electrical network or as an independent island network. The first operation mode is called gridconnected mode and the second operation mode is called islanded, stand-alone or autonomous mode. 6. In grid-connected mode, it behaves as a single controllable generator or load from the viewpoint of the remaining electrical system. 7. In islanded mode, frequency, voltage and power can be actively controlled within the microgrid.
According to Definition 3.1, the main components in a microgrid are DG units, loads and energy storage elements. Typical DG units in microgrids are renewable DG units, such as photovoltaic (PV) units, wind turbines, fuel cells (FCs), as well as microturbines or reciprocating engines in combination with SGs. The latter two can either be powered with biofuels or fossil fuels [63, 37] .
Typical loads in a microgrid are residential, commercial and industrial loads [61, 55, 63] . It is also foreseen to categorize the loads in a microgrid with respect to their priorities, e.g., critical and non-critical loads. This enables load shedding as a possible operation option in islanded mode [61, 63] .
Finally, storage elements play a key-role in microgrid operation [63, 37] . They are especially useful in balancing the power fluctuations of intermittent renewable sources and, hence, to contribute to network control. Possible storage elements are, e.g., batteries, flywheels or supercapacitors. The combination of renewable DGs and storage elements is also an important assumption for the inverter models derived in this paper. An illustration of an exemplary microgrid is given in Fig. 3 . Most of the named DG and storage units are either DC sources (PV, FC, batteries) or are often operated at variable or high-speed frequency (wind turbines, microturbines, flywheels). Therefore, they have to be connected to an AC network via AC or DC/AC inverters [40, 101] . For ease of notation, such devices are simply called "inverters" in the following. Overviews on existing test-sites and experimental microgrids around the globe are provided in the survey papers [46, 8, 63, 80, 43] . Remark 3.2. While not comprised in Definition 3.1, true island power systems are sometimes also called microgrids in the literature [46] . This can be justified by the fact that island power systems operating with a large share of renewable energy sources face similar technical challenges as microgrids. Nevertheless, an island power system differs from a microgrid in that it cannot be frequently connected to and disconnected from a larger electrical network [40] . Remark 3.3. Microgrids can also be implemented as DC systems [85, 86, 60] . Definition 3.1 can easily be adapted to this scenario by removing the property "frequency control" in point 7. Recent reviews of the main differences and challenges for AC and DC microgrids are given in [107, 80, 52] .
Modeling of inverter-based microgrids
As outlined in the previous section, an AC microgrid is a spatially small power system the main components of which are renewable DG units, loads and energy storage elements interconnected through a network of AC transmission lines and transformers. Furthermore, most renewable DG and storage units are interfaced to the network via inverters. As a consequence, fundamental network control actions, such as frequency or voltage control, have to be performed by inverter-interfaced units. This fact represents a fundamental difference to the operation of conventional power systems, where mainly SG units are responsible for network control. Therefore and since the modeling of SGs is a well-covered topic in the literature [59, 5, 69] , we focus in the following on microgrids with purely inverter-interfaced DG and storage units. Also, it is straightforward to incorporate SG-based units into the microgrid model presented hereafter.
In line with these considerations, an inverter-based microgrid can be represented by an undirected graph G = (N , E), in which-similarly to [34] -nodes represent voltage buses, edges represent dynamic power lines and the topology of the network is fully described by the incidence matrix B. The set of neighbors of node i is denoted by N i and contains all k for which e l = {i, k} ∈ E. Please see Section 2.4 for a brief introduction to algebraic graph theory. In the present case, we further assume that the set of nodes N can be partitioned into two subsets N I and N R , associated to inverter and load nodes respectively. We next proceed as follows. First, we provide a description of the basic functionality and common operation modes of inverters that are instrumental for the modeling. Thereafter, we present models of inverters-depending on their mode of operation-loads, power lines and transformers. The section is concluded by combining the individual models to an overall representation of an inverter-based microgrid. To enhance readability, the subindex i, preceded by a comma when necessary, denotes in the sequel the elements corresponding to the i-th subsystem.
4.1. Basic functionality and common operation modes of inverters Recall that inverters are key components of microgrids. Therefore, this section is dedicated to the model derivation of an inverter in a microgrid. The basic functionality of an inverter is illustrated in Fig. 4 . The main elements of inverters are power semiconductor devices [31, 75] . An exemplary basic hardware topology of the electric circuit of a two-level three-phase inverter constructed with insulatedgate bipolar transistors (IGBTs) and antiparallel diodes is shown in Fig. 5 . The conversion process from DC to AC is usually achieved by adjusting the on-and off-times of the transistors. These on-and off-time sequences are typically determined via a modulation technique, such as pulse-width-modulation [31, 75] . To improve the quality of the AC waveform, e.g., to reduce the harmonics, the Power electronics
Figure 4: Schematic representation of a DC-AC voltage conversion by a DC/AC inverter. The DC signal v DC : R ≥0 → R on the left side is converted into an AC signal via power semiconductor devices. The generated AC signal v AC,1 : R ≥0 → R 3 at the output of the power electronics is not sinusoidal. Therefore, an LC filter is connected in series with the power electronics to obtain an approximately sinusoidal ouput voltage v AC,2 : R ≥0 → R 3 with low harmonic content. 
The components of the output filter are an inductance L f ∈ R >0 , a capacitance C f ∈ R >0 and two resistances R f 1 ∈ R >0 , respectively R f 2 ∈ R >0 . Typically, the resistance Rg ∈ R >0 and the inductance Lg ∈ R >0 represent a transformer or an output impedance. At the open connectors denoted by "o" the circuit can be grounded if desired.
generated AC signal is typically processed through a lowpass filter constructed with LC(L) elements. Further information on the hardware design of inverters and related controls is given in [31, 75, 112] . In microgrids, two main operation modes for inverters can be distinguished [107, 84] : grid-forming and gridfeeding mode. The latter is sometimes also called gridfollowing mode [55] or PQ control [65] , whereas the first is also referred to as voltage source inverter (VSI) control [65] . The main characteristics of these two different operation modes are as follows [65, 55, 107, 84 ].
1. Grid-forming mode (also: VSI control).
The inverter is controlled in such way that its output voltage can be specified by the designer. This is typically achieved via a cascaded control scheme consisting of an inner current control and an outer voltage control as shown in Fig. 6a , based on [84] . The feedback signal of the current control loop is the current through the filter inductance, while the feedback signal of the voltage control loop is the inverter output voltage v abc : R ≥0 → R 3 . The inner loop of the control cascade is not necessary to control the output voltage of the inverter and can hence also be omitted. Nevertheless, it is often included to improve the control performance. 2. Grid-feeding mode (also: grid-following mode, PQ control). The inverter is operated as power source, i.e., it provides a pre-specified amount of active and reactive power to the grid. The active and reactive power setpoints are typically provided by a higher-level control or energy management system, see [84, 13, 44] . Also in this case, a cascaded control scheme is usually implemented to achieve the desired closed-loop behavior of the inverter, as illustrated in Fig. 6b . As in the case of a grid-forming inverter, the inner control loop is a current control the feedback signal of which is the current through the filter inductance. However, the outer control loop is not a voltage, but rather a power (or, sometimes, a current) control. The feedback signals of the power control are the active and reactive power provided by the inverter.
In both aforementioned operation modes, the current and voltage control loops are, in general, designed with the objectives of rejecting high frequency disturbances, enhancing the damping of the output LC(L) filter and providing harmonic compensation [82, 12, 74, 81] . Furthermore, nowadays, most inverter-based DG units, such as PV or wind plants, are operated in grid-feeding mode [84] . However, grid-forming units are essential components in AC power systems, since they are responsible for frequency and voltage regulation in the network. Therefore, in microgrids with a large share of renewable inverter-based DG units, grid-forming capabilities often also have to be provided by inverter-interfaced sources [65, 55] .
Remark 4.1. Some authors [107, 84] also introduce a third operation mode for inverters called grid-supporting mode. Nevertheless, this last category is not necessary to classify typical operation modes of inverters in microgrids in the context of this work, since grid-supporting inverters are grid-forming inverters equipped with an additional outer control-loop to determine the reference output voltage. Such outer control-loops are, e.g., the usual droop controls [17, 41] . Therefore, the term "grid-supporting inverter" is not used in the following. Remark 4.2. In addition to the two control schemes introduced above, there also exist other approaches to operate inverters in microgrid applications. For example, [9, 106, 111] propose to design the inverter control based on the model of an SG with the aim of making the inverter mimic as closely as possible the behavior of an SG.
However, to the best of the authors' knowledge, these approaches are not as commonly used as the control schemes shown in Fig. 6a and Fig. 6b. 
Modeling of grid-forming inverters
A suitable model of a grid-forming inverter for the purpose of control design and stability analysis of microgrids is derived. There are many control schemes available to operate an inverter in grid-forming mode, such as PI control in dq-coordinates [81] , proportional resonant control [36, 100] or repetitive control [108, 50] among others. An overview of the most common control schemes with an emphasis on H ∞ repetitive control is given in [112] . For a comparison of different control schemes, the reader is referred to [64] . The assumption below is key for the subsequent model derivation. Assumption 4.3. Whenever an inverter operated in gridforming mode connects a fluctuating renewable generation source, it is equipped with a fast-reacting storage. Assumption 4.3 implies that the inverter can increase and decrease its power output within a certain range. This is necessary if the inverter should be capable of providing a fully controllable voltage also when interfacing a fluctuating renewable DG unit to the network. Furthermore, since the storage element is assumed to be fast-reacting, the DC-side dynamics can be neglected in the model. The capacity of the required DC storage element depends on the specific source at hand. Generally, the standard capacitive elements of an inverter don't provide sufficient energy storage capacity and an additional storage component, e.g., a battery or flywheel, is required if an inverter is operated in grid-forming mode [101] See [16] for a survey of energy storage technologies in the context of power electronic systems and renewable energy sources.
Due to the large variety of available control schemes, it is difficult to determine a standard closed-loop model of an inverter operated in grid-forming mode together with its inner control and output filter. Therefore, the approach taken in this work is to represent such a system as a generic dynamical system. Note that the operation of the IGBTs of an inverter occurs typically at very high switching frequencies (2-20 kHz) compared to the network frequency (45-65 Hz). It is therefore common practice [65, 40, 81, 74, 18] to model an inverter in network studies with continuous dynamics by using the so-called averaged switch modeling technique [31, 18] , i.e., by averaging the internal inverter voltage and current over a suitably chosen time interval such as one switching period.
It is convenient to partition the set N I into two subsets, i.e., N I = N 1 ∪ N 2 , such that N 1 contains all nodes associated to grid-forming inverters and N 2 contains those associated to grid-feeding inverters. Consider a grid-forming inverter located at the i-th node of a given microgrid, i.e., i ∈ N 1 . Denote its three-phase symmetric output voltage
(a) Schematic representation of an inverter operated in grid-forming mode based on [84] . Bold lines represent electrical connections, while dashed lines represent signal connections. The current through the filter inductance is denoted by i f,abc : R ≥0 → R 3 and the inverter output voltage by v abc : R ≥0 → R 3 . Both quantities are fed back to a cascaded control consisting of an outer voltage and an inner current control. The reference signal v ref : R ≥0 → R 3 for the voltage controller is set by the designer, respectively a higher-level control. The IGBTs of the inverter are then controlled via signals generated by a modulator. The control structure can also be reduced to a pure voltage control.
Power controller
(b) Schematic representation of an inverter operated in grid-feeding mode based on [84] . Bold lines represent electrical connections, while dashed lines represent signal connections. As in Fig. 6a , the current through the filter inductance is denoted by i f,abc : R ≥0 → R 3 and the inverter output voltage by v abc : R ≥0 → R 3 . In grid-feeding mode, both quantities are fed back to a cascaded control consisting of an outer power and an inner current controller. The reference active and reactive powers P ref ∈ R, respectively Q ref ∈ R, are set by the designer or a higher-level control. by v abc,i : R ≥0 → R 3 with phase angle α i : R ≥0 → S and
Furthermore, denote by ω i :=α i the frequency of the voltage v abc,i . Denote the state signal of the inverter with its inner control and output filter by x i : R ≥0 → R m , its input signal by v ref,i : R ≥0 → R 3 and its interconnection port signals by v abc,i and i abc,i : R ≥0 → R 3 , see Fig. 6a .
denote continuously differentiable functions and ν i denote a nonnegative real constant. Then, the closed-loop inverter dynamics with inner control and output filter can be represented in a generic manner as
where the positive real constant γ i denotes the time-drift due to the clock drift of the processor used to operate the inverter, see [91] for further details. Note that i abc,i represents a disturbance for the inner control system. One key objective in microgrid applications is to design suitable higher-level controls to provide a reference voltage v ref,i for the system (4.1) [41] . Within the hierarchical control scheme discussed, e.g., in [42, 41] this next higher control level corresponds to the primary control layer of a microgrid. Let z i : R ≥0 → R p denote the state signal of this higher-level control system, u i : R ≥0 → R q its input signal and v ref,i its output signal. Furthermore, let g i : R p × R q → R p and w i : R p × R q → R 3 be continuously differentiable functions. Then, the outer control system of the inverter can be described by
Combining (4.1) and (4.2) yields the overall inverter dynamics for the i-th node, i ∈ N 1 ,
Modeling of grid-feeding inverters and loads
As discussed in Section 4.1, grid-feeding inverters are typically operated as current or power sources. In order to achieve such behavior, the control methods employed to design the inner control loops of grid-forming inverters (see Section 4.2) can equivalently be applied to operate inverters in grid-feeding mode. The current or power reference values are typically provided by a higher-level control, e.g., a maximum power point tracker (MPPT) [84] .
We define the set N := N 2 ∪ N R that contains the nodes associated to grid-feeding inverters and loads. As done for the model of a grid-forming inverter in (4.3), let
denote continuously differentiable functions and κ i denote a nonnegative real constant. We assume then a generic dynamic model of the form
for any node i ∈ N . In addition to grid-feeding inverters, the model (4.4) can equivalently represent impedance (e.g., R parallel to L), current-or power-controlled loads. Furthermore, a large variety of other load behaviors can be modeled by (4.4). We refer the reader to [59, 103] for further details on load modeling.
Modeling of power lines and transformers
The main purpose of the present paper is to provide a structured modeling procedure for microgrids. For ease of presentation, we make the following assumption. In light of Assumption 4.4 and to ease presentation, we solely use the term power lines to refer to the network interconnections in the following sections. Also, note that it is straightforward to extent the modeling approach presented hereafter to more detailed power line or transformer models, as well as to DG units interfaced to the network via SGs.
Recall that the topology of a microgrid can be conveniently described by an undirected graph G = (N , E) , where E denotes the set of power lines interconnecting the different network nodes i ∼ N . We associate an arbitrary ordering to the power lines e l ∼ E. Likewise, we assign to each power line e l ∈ E a three-phase line current i L,l : R ≥0 → R 3 . With Assumption 4.4, the power line e l ∈ E connecting a pair of nodes {i,
2 is symmetric, i.e., each phase of the power line e l is composed of a constant ohmic resistance R l ∈ R >0 in series with a constant inductance L l ∈ R >0 and R l as well as L l have the same value for each phase. Furthermore, the voltage drop across the line is given by
We denote the state of the l-th line by x L,l := i L,l and its interconnection port variables by v L,l and i L,l . Then, the model of the l-th line e l ∈ E is given by
For a compact derivation of the network dynamics, it is convenient to define the aggregated nodal voltages and currents
the aggregated line voltages and currents
as well as the matrices
Then, the three-phase interconnection laws can be obtained by following the approach used in [34] , where Kirchhoff's current and voltage laws (KCL and KVL) are expressed in relation to the node-edge incidence matrix B, i.e.,
Hence, by combining (4.5) with (4.6) the dynamical system representing the network is given by
We next transform the model (4.7) into dq-coordinates by means of the transformation T dq introduced in (2.3). This coordinate transformation is instrumental for the model reduction carried out in Section 5. Let 8) where the operator 3 mod 2π is added to respect the topology of the torus. Applying the transformation T dq with transformation angle φ to the signals v abc,i and i abc,i , i ∼ N , giveŝ
where the superscript "· " is introduced to denote signals in dq-coordinates with respect to the angle φ. This notation is used in the subsequent section, where a reducedorder model of a microgrid is derived by using several dqtransformation angles. Furthermore, following standard notation in power systems, the constantφ = ω com is referred to as the rotational speed of the common reference frame. Likewise, the signal x L,l in (4.5) becomeŝ
Note thatx
Hence, (4.5) reads in dq-coordinates as
By defining the aggregated nodal voltages and currents in dq-coordinateŝ
the aggregated line voltage and currents in dq-coordinateŝ
as well as the matrix
(4.10)
Overall model
By defining the state vectors z ∈ R p|N1| , x ∈ R m|N1| , x ∈ R r|N | , the input u ∈ R q|N1| , the matrices
and combining (4.3), (4.4) and (4.10), the overall microgrid model (see Fig. 7 ) is given by the differential equations
together with the algebraic relations
Grid-feeding inverters and loads Figure 7 : Port-based representation of an inverter based-microgrid modeled by (4.11), (4.12).
To phasors and voltage sources via time-scale separation
For the purpose of deriving an interconnected network model suitable for network control design and stability analysis, it is customary to make the following assumptions on (4.11), (4.12), where stands for a generic small positive real constant.
Therefore, x ,k (t) = 0 r for all t ≥ 0. Furthermore, the power balance at each node k ∈ N can be described by a ZIP model [59] , i.e.,
where a P,k , b P,k , c P,k , a Q,k , b Q,k and c Q,k are real constants and P k (v dq,k ,î dq,k ) and Q k (v dq,k ,î dq,k ) are calculated as given in Definition 2.11.
Assumption 5.1 is equivalent to the assumption that the inner current and voltage controllers track the voltage and current references instantaneously and exactly. Usually, the current and voltage controllers in (4.1) (see also Fig. 6a ) are designed such that the resulting closed-loop system (4.1) has a very large bandwidth compared to the control system located at the next higher control level represented by (4.2) [65, 20, 74] . If this time-scale separation is followed in the design of the system (4.3), the first part of Assumption 5.1 can be mathematically formalized by invoking singular perturbation theory [56, Chapter 11] , [58] . The second part of Assumption 5.1 expresses the fact that the inner control system (4.1) is assumed to track the reference v ref,i = w i (z i , u i ) exactly, independently of the disturbance i abc,i . Typical values for the bandwidth of (4.1) reported in [74, 81] are in the range of 400 − 600 Hz, while those of (4.2) are in the range of 2 − 10 Hz. Assumption 5.2 implies that the dynamics of loads and grid-feeding units can be neglected. This assumption is also frequently employed in microgrid and power system stability studies, where loads are often modeled as either constant impedance (Z), constant current (I) or constant power loads (P) or a combination of them (ZIP) [59, 103] . Similarly, grid-feeding units with positive active power injection are represented by setting a P,k = a Q k = 0 and b P,k or c P,k to negative values. The values for b Q,k and c Q,k should be chosen in dependency of the reactive power contribution of the unit.
Assumption 5.3 is standard in power system analysis [59, 39, 87, 5, 69, 37] . The usual justification of Assumption 5.3 is that the line dynamics evolve on a much faster time-scale than the dynamics of the generation sources. In the present case, Assumption 5.3 is justified whenever Assumption 5.1 is employed, since the line dynamics (4.10) are typically at least as fast as those of the internal inverter controls (4.1), see, e.g., [81] . Again, Assumption 5.3 can be mathematically formalized by invoking singular perturbation arguments [56, Chapter 11] , [58] .
Under Assumption 5.1, the model of each grid-forming inverter (4.3) reduces to
The model (5.1) represents the inverter as an AC voltage source, the amplitude and frequency of which can be defined by the designer. The system (5.1) is a very commonly used model of a grid-forming inverter in microgrid control design and analysis [65, 40, 55, 90] . Furthermore, often a particular structure of (5.1) is used in the literature [95, 96, 88, 90, 2, 76] . As discussed in Section 2.1, a symmetric three-phase voltage can be completely described by its phase angle and its amplitude. In addition, it is usually preferred to control the frequency of the inverter output voltage, instead of the phase angle.
Hence, a suitable model of the inverter at the i-th node is given by [90, 88] 
Inverter
with LC filter and inner control loops through a filter to obtain the power components corresponding to the fundamental frequency [81, 20, 74] 
Here, P i and Q i are the active and reactive power injections of the inverter, P 
Finally, under Assumption 5.3, the network model (4.10) is also static and given bŷ
The reduced-order model (5.2) -(5.5) is still rather complex to handle, as the variables of (5.2) are expressed in abc-coordinates, while those of (5.4) and (5.5) are expressed in common dq-coordinates. Therefore, a more compact representation of (5.2) -(5.5) is derived in the following. To this end, it is convenient to recall that α i is the angle of the voltage at the i-th node with initial condition α 0i , i ∼ N and to define Figure 9 : Illustration of the different coordinate frames used to derive the model of an electrical network given in (5.15). The signal v abc,i : R ≥0 → R 3 denotes the three-phase voltage at the i-th bus with phase angle α i : R ≥0 → S and amplitude V i : R ≥0 → R ≥0 , i ∼ N . The mappings T dq and T δ are given in (2.3), respectively (5.7). The angle δ i : R ≥0 → S is defined in (5.6). Note that, by construction, α i − δ i = mod 2π (ω com t) = φ, where the real constant ω com denotes the speed of the common dq-reference frame.
Let : R ≥0 → S and consider the mapping
Note that, with δ i defined in (5.6),
and that straightforward algebraic manipulations yield
Hence, by construction,
8) which makes it convenient to define
The variables v dq,i are referred to as local dq-coordinates of v abc,i in the following. The relation between v abc,i ,v dq,i and v dq,i is illustrated in Fig. 9 . It is convenient to represent (5.8) in the complex planê
and definê
Then, with X := diag(X l ) = diag(L l ω com ) ∈ R |E|×|E| , we can rewrite (5.5) aŝ
Note that the reactances X l = L l ω com are calculated at the frequency ω com , which, under the made assumptions, should be chosen as the (constant) synchronous frequency of the network-denoted by ω s ∈ R in the following 4 . Typically, ω s ∈ 2π [45, 65] rad/s.
Remark 5.4. The form (5.12) is a very popular representation and these complex quantities are often denoted as phasors [5, 112] . Furthermore, by using Euler's formula [47] , (5.12) can also be rewritten in polar form. Note, however, that, unlike, e.g., [5, 112] , other authors define a phasor as a complex sinusoidal quantity with a constant frequency [37] .
Define the admittance matrix of the electrical network by
and
Moreover, it follows immediately that
if nodes i and k are not connected
if nodes i and k are connected by line l and
where E i denotes the set of edges associated to node i. Inserting (5.10) and (5.11) into (5.13) yields
Recall that V qd and I qd defined in (5.12) are expressed in local dq-coordinates. By making use of (5.9) and (5.14), (5.15) can be written component-wise as 16) i ∼ N , where, for ease of notation, angle differences are written as δ ik := δ i − δ k . Furthermore, from Definition 2.11 together with (5.9) and (5.16), the power flows in the network are given by
The equations (5.17) are the standard power flow equations used in most recent work on microgrid control design and stability analysis, e.g., [95, 90, 2, 76] .
Remark 5.5. Note that for any other choices of the transformation angle in local dq-coordinates V di = 0. This is usually the case when modeling SGs, since the angle of the internal machine electromagnetic force (EMF) is in general not known. Then, the equations (5.17) become slightly more involved, see [5, Chapter 9] .
Furthermore, in local dq-coordinates, the particular inverter model (5.2), (5.3), is given by
with V qd,i = V i (see (5.9)) and P i and Q i given by (5.17). Finally, recall (5.4) and note that
This completes the reformulation of the model (5.2) -(5.5). The final overall microgrid model is given by (5.4), (5.17), (5.18) and shown in Fig. 10 . This is the standard model employed throughout the literature.
The section is concluded by deriving a vector-based formulation of the microgrid model (5.4), (5.17), (5.18) . To this end, we define the vectors
with P i , P k , Q i , and Q k given by (5.17), as well as the matrix
Grid-feeding inverters and loads Then the system (5.2) -(5.5) can be written equivalently by means of (5.4), (5.17), (5.18) as 19) where the last 2|N | algebraic equations correspond to the power balances at nodes k ∼ N . This section has illustrated the main modeling steps and assumptions, which lead from the detailed microgrid model (4.11), (4.12) to the model (5.19), (5.17), respectively (5.4), (5.17), (5.18) . The model (5.19), (5.17) is frequently used in the analysis and control design of microgrids [95, 96, 14, 89, 90, 2, 76, 92, 93] . Some of the mentioned work is conducted under additional assumptions such as instantaneous power measurements [95, 2, 76] , constant voltage amplitudes [95, 14, 2, 89] or small phase angle differences [96, 92, 93] . In addition, ideal clocks are usually assumed, i.e., Γ = I |N1| . Furthermore, whenever constant impedance or constant current loads are assumed, the algebraic equations in (5.19), (5.17) can be eliminated by an appropriate network reduction. This process is commonly known as Kron reduction and frequently employed in microgrid and power system studies. For further details on Kron reduction, the reader is referred to [59, 28] .
Conclusions and topics of future research

Summary
The present survey paper has introduced the reader to the microgrid concept with the main focus of providing a detailed procedure for the model derivation of a threephase inverter-based microgrid. In particular, it has been shown how-and under which assumptions-the microgrid models usually used in the literature can be obtained from a significantly more complex model derived from fundamental physical laws. The assumptions invoked in the reduction process are often satisfied in standard applications. Therefore, the reduced model represents a valid approximation and may, hence, be useful for control design and system analysis. In addition, the employed model reduction techniques can equivalently be applied to standard bulk power system models.
Nevertheless, it is important to note that the model derived in the present paper neglects effects such as asymmetric operation, DC-side dynamics of DG units or line capacitances. These facts have to be kept in mind, when performing microgrid analysis based on the derived model and assessing the results.
Also, it is worth mentioning that numerical simulation of the introduced microgrid models (4.11), (4.12), respectively (5.19), (5.17), requires careful selection of the numerical integration method to be employed. The main reason for this is that the model (4.11), (4.12) contains dynamics evolving at a wide range of time-scales, i.e., it is a stiff model [49, Chapter 7] , [33, Chapter 8] . As is wellknown, certain (standard) numerical integration methods will lead to numerical instability, when applied to stiff models-unless an extremely small step size is employed [49, Chapter 7] , [33, Chapter 8] . On the contrary, in the reduced model (5.19), (5.17) the fast dynamics have been eliminated and replaced by their corresponding steadystate equations. Hence, this model is not stiff and simpler integration methods can be used. Very similar situations are usually encountered in simulation of large conventional power systems [69, Chapter 13] , [21] .
Future research
To conclude this survey, we very briefly highlight some topics of future research. Following up on the discussion in the introduction, there are numerous challenges related to system and control theory in microgrid applications. To further motivate these, we briefly review control goals in microgrids. At the present, the following are considered to be among the most relevant control objectives in microgrids [32, 61, 40, 46, 55, 37, 41] : frequency stability, voltage stability, operational compatibility of inverterinterfaced and SG-interfaced units, desired power sharing in steady-state, seamless switching from grid-connected to islanded-mode and vice-versa, robustness with respect to uncertainties and optimal dispatch.
Some of these problems have been addressed in recent work within the control community, e.g., frequency and voltage stability [95, 96, 90, 102, 25, 2, 76, 92, 93, 29] , secondary control [10, 95, 11, 29, 94] or optimal dispatch [29, 13, 44] . Compared to the model derived in the present paper, most of the aforementioned work is conducted under certain additional simplifying assumptions, such as constant voltage amplitudes, identical DG unit dynamics, as well as lossless or identical lines.
On the modeling side, one direct extension of the presented modeling framework is to investigate the suitability of the use of more refined modeling techniques such as dynamic phasors [98, 70, 21] or symmetric components [77, 37] , to describe the dynamics of a microgrid in asymmetric operating conditions. In this context, one main challenge is to accurately consider these phenomena while maintaining an analytically tractable model. Another subject of future research is the derivation of more detailed load models for microgrid applications. As in conventional power systems, accurate load modeling is a very important, but also very difficult task [59, 103] . The main reason for this is that there are typically many different kinds of loads connected within one power system or microgrid, see, e.g., [59, Chapter 7] . As a consequence, it is difficult to obtain suitable generically valid abstractions.
In conclusion, there are many challenging open research questions regarding a reliable, safe and efficient operation of microgrids. Therefore, the authors hope that the present survey on modeling of microgrids may serve as a stimulating base for a large variety of future research on both the theoretical and the application side.
