At high energies, the relevant degrees of freedom are Wilson lines -infinite gauge links ordered along straight lines collinear to the velocities of colliding particles. The effective action for these Wilson lines is determined by the scattering of QCD shock waves. I develop the symmetric expansion of the effective action in powers of strength of one of the shock waves and calculate the leading term of the series. The corresponding first-order effective action, symmetric with respect to projectile and target, includes both up and down fan diagrams and pomeron loops.
I. INTRODUCTION
It is widely believed that the relevant degrees of freedom for the description of high-energy scattering in QCD are Wilson lines -infinite straight-line gauge factors. An argument in favor of this goes as follows [1] . As a reslut of a high-energy collision, we have a shower of produced particles in the whole range of rapidity between the target and the spectator. Let us demonstrate that the interaction of gluons with a different rapidity is described in terms of Wilson lines. Consider the fast particle interacting with some slow gluons. This particle moves along its classical trajectory -a straight line collinear to the velocity, and the only effect of the slow gluons is the phase factor P exp{ig dx µ A µ } ordered along the straight-line classical path (here A µ describes the slow gluons). This picture is reciprocal -in the rest frame of fast particles the fast and slow gluons trade places: former slow gluons move very fast so their propagator reduces to a Wilson line made from the (former) fast gluons. We see that the particles with different rapidities perceive each other as Wilson lines and therefore these lines must be the relevant degrees of freedom for high-energy scattering. The goal of this approach is to rewrite the original functional integral over gluons (and quarks) as a 2 + 1 theory with the effective action written in terms of the dynamical Wilson lines.
For a given interval of rapidity, the effective action is an amplitude of scattering of two QCD shock waves, see Fig.  1 . Indeed, let us integrate over the gluons in this interval of rapidity η 1 > η > η 2 leaving the gluons with η > η 1 (the "right-movers') and with η < η 2 (the "left-movers') intact (to be integrated over later). Due to the Lorentz contraction, the left-moving and the right-moving gluons shrink to the two gluon "pancakes" or shock waves. The result of the integration over the rapidities η 1 > η > η 2 is the effective action which depends on the Wilson lines * Electronic address: balitsky@jlab.org made from the left-and right-movers.
Due the parton saturation at high energies [2, 3, 4] , the characteristic scale of the transverse momenta in hadronhadron collisions is Q s ∼ e cη [5, 6, 7, 8] and therefore the collision of QCD shock waves can be treated using semiclassical methods [9] . Within the semiclassical approach, the problem of scatering of two shock waves can be reduced to the solution of classical YM equations with sources being the shock waves [10] (see also [11] ). At present, these equations have not been solved. There are two approaches discussed in current literature: numerical simulations [12] and expansion in the strength of one of the shock waves. The collision of a weak and a strong shock waves corresponds to the deep inelastic scattering from a nucleus (and scattering of two strong shock waves describes a nucleus-nucleus collision). The first term of the expansion of the strength of one of the waves was calculated in a number of papers [13, 14, 15] . Recently, the classical field was calculated up to the second order in a weak source [16] . I will use some formulas of Ref. [16] , although the main result for the effective action will be derived independently. The obtained effective action, symmetric with respect to projectile and target, has a "builtin" projectile-target duality (which is a highly nontrivial property of the light-cone Hamiltonian in the framework of the Hamiltonian approach [17, 18, 19, 20, 21] ). In terms of Feynman diagrams the effective action includes both "up" and "down" fan diagrams and therefore it describes pomeron loops which are a topic of intensive discussion in the current literature [17, 18, 19, 20, 21, 22] .
The paper is organized as follows. Sec. 2 is devoted to the rapidity factorization which is the starting point of the shock-wave approach. In Sect. 3 I define the highenergy effective action as a scattering amplitude of QCD shock waves and develop the expansion in commutators of Wilson lines. In Sec. 4 I find the effective action for a given (infinitesimal) range of rapidity in the leading order in this expansion. The corresponding functional integral over the dynamical Wilson-line variables is constructed in Sec. 5. The explicit form of the first-order classical fields created by the collision of two shock waves is presented in the Appendix.
II. RAPIDITY FACTORIZATION
The main technical tool of the shock-wave approach to the high-energy scattering is the rapidity factorization developed in [11, 23] . Consider a functional integral for the typical scattering amplitude
where the currents J(p A ) and J(p B ) describe the two colliding particles (say, photons).
Throughout the paper, we use Sudakov variables
and the notations
Here p 1 and p 2 are the light-like vectors close to p A and p B :
s p 1 . Let us take some "rapidity divide" η 1 such that η A > η 1 > η B and integrate first over the gluons with the rapidity η > η 1 , see Fig. 2 . From the viewpont of such particles, the fields with η < η 1 shrink to a shock wave so the result of the integration is presented by Feynman diagrams in the shock-wave background. With the LLA accuracy, in the Feynman integrals over the gluons with η > η 1 one can set η 1 → −∞ (replace the "rapidity divide" vector e 1 = p 1 + e −η1 p 2 by the light-like vector p 2 ) so the shock wave is infinitely thin and lightlike. In the covariant gauge, this shock-wave has the only non-vanishing component A • which is concentrated near x * = 0. In order to write down factorization we need to rewrite the shock wave in the temporal gauge A 0 = 0. In such gauge the most general form of a shock-wave background is (see Fig. 3 )
where
are the pure gauge fields (filling the half-spaces x * < 0 and x * < 0 ). There is a redundant gauge symmetry
related to the fact that gauge invariant objects like the color dipole
depend only on the product U 1z U † 2z . In papers [1, 11] this symmetry was used to gauge away U 2 and simplify the shock wave to A i = U i θ(x * ) while in Ref. [16] the opposite case U 1 = 0 (A i = U i θ(−x * )) was considered. In the present paper we keep this gauge freedom -as we shall see below it simplifies the effective action for the Wilson-line integral.
The generating functional for the Green functions in the Eq. (4) has the form (cf. [1] )
(Throughout the paper, the sum over the Latin indices i, j... runs over the two transverse components while the sum over Greek indices runs over the four components as usual).
It is easy to see that the functional integral (8) generates Green functions in the Eq. (4) background. Indeed, let us choose the gauge A * = 0 for simplicity. In this gauge, (0,
Let us now shift the fields A i → A i +Ā i and wherē
The only non-zero components of the classical field strength in our case are
In the A * = 0 gauge the first term in the r.h.s. of Eq. (11) vanishes while the second term cancels with the cor-
ai coming from the source in Eq. (8) . We obtain
which gives the Green functions in the Eq. (4) background.
To complete the factorization formula one needs to integrate over the remaining fields with rapidities η < η 1 :
where the Wilson-line operators (0, F e 1 i , 0) a z and (0, G e 1 i , 0) a z are the operators (9) made from A and B fields, respectively. As discussed in [1, 11, 23, 24] , the slope of Wilson lines is determined by the "rapidity divide" vector e η1 = p 1 + e −η1 p 2 . (From the wiewpoint of A fields, the slope e 1 can be replaced by p 2 with power accuracy so we recover the generating functional (8) with (0, G * i , 0) = U 1i − U 2i ). 
III. SCATTERING OF OCD SHOCK WAVES
A. Efffective action as a shock-wave scattering amplitude
In this section we define the scattering of the shock waves using the rapidity factorization developed above. Applying the factorization formula (13) two times, one gets (see Fig. 4 ):
where the slope is e 1 = p 1 + e −η1 p 2 for the [...] Wilson lines and e 2 = p 1 + e −η2 p 2 for the (...) ones. The functional integral over the central range of rapidity η 1 > η > η 2 is determined by the integral over C field with the sources
made from "external" A and B fields. Since A i (±∞) is a pure gauge these sources can be represented as a difference of a pure-gauge fields (0,
Since there is no field strength F µν at infinite time the direction of e ⊥ does not matter.
The result of the integration over the C field is an effective action for the η 1 > η > η 2 interval of rapidity e iS eff (V1,V2,U1,U2;η1−η2)
One can interpret Eq. (17) as an effective action for scattering of two QCD shock waves defined by the sources (16) . Note that the effective action iS eff (V 1 , V 2 , U 1 , U 2 ; η 1 − η 2 ) defined by Eq. (17) is invariant under the redundant gauge transformations (6)
since this transformation can be absorbed by a gauge rotation of the C fields
where 
The saddle point of the functional integral (20) is determined by the classical equations
At present it is not known how to solve this equations (for the numerical approach see [12] ). In the next section we will develop a "perturbation theory" in powers of the
Note that the conventional perturbation theory corresponds to the case when U i , V i ∼ 1 while the semiclassical QCD is relevant when the fields are large (U i and/or V i ∼ 1 g ).
B. Expansion in commutators of Wilson lines
The effective action is defined by the functional integral (20) (hereafter we switch back to the usual notation A µ for the integration variable and F µν for the field strength) e iS eff (V1,V2,U1,U2;η1−η2)
Taken separately, the sources ∼ U i create a shock wave
In QED, the two sources U i and V i do not interact (in the leading order in α) so the sum of the two shock waves
is a classical solution to the set of equations (21). In QCD, the interaction between these two sources is described by the commutator g[U i , V k ] (the coupling constant g corresponds to the three-gluon vertex). The straightforward approach is to take the trial configuration in the form of a sum of the two shock waves and expand the "deviation" of the full QCD solution from the QED-type ansatz (23) in powers of commutators [U, V ]. This is done rigorously in [16] and the relevant formulas are presented in the Appendix. Here we will use a slightly different zero-order approximation (cf. [1] ) which leads to same results in a more streamlined way at a price of some uncertainties (like θ(0)) which, however, do not contribute to the effective action in the leading order. Let us consider the behavior of the solution of the YM equations at, say, x 0 → ∞, x 3 fixed (in the forward quadrant of the space). Since there is no field strength at t → ∞, the field must be a pure gauge. As demonstrated in Ref. [16] , this pure-gauge field has the form of a sum of the shock waves plus a correction proportional to their commutator. Technically, for a pair of pure gauge fields
In the first order in [U, V ] this field has the form
2 , term of the expansion (24) can be found in [16] but we do not need it with our accuracy.
Throughout the paper, we use Schwinger notations for the propagator in the external field (x| 1 P 2 |y). For the bare propagator it reduces to (x| 1 p 2 |y) and for the twodimensional propagator in the transverse space we use the notation (
and later we will use the nota-
. The zero-order approximation for the solution of the classical equations for the functional integral (22) can be taken as a superposition of pure gauge fields in the forward, backward, left, and right quadrants of the space (see Fig. 5 ):
Pure-gauge ansatz as a zero-order approximation to the classical field created by the collision of shock waves.
and
, and E i B (U 2 , V 2 ) are given by Eq. (24) . For the trial configuration (25)
i in the functional integral (22) and obtains e iS eff (V1,V2,U1,U2;η1−η2)
is a sum of the action and source contributions due to the trial configuration (25) ,
µν is the inverse propagator in the background-Feynman gauge [32] and T µ is the linear term for our trial configuration:
The first line in this equation follows directly from Eq. (29) while the two last lines are obtained by adding Eqs. (28) and the corresponding first derivatives of the sources (21)
We get
, and the condition (i∂ i + [W i , )E i = 0 one easily obtains Eq. (32) . [33] Expansion in powers of T in the functional integral (30) yields the set of Feynman diagrams in the external fields (23) with the sources (32) . The parameter of the expansion is g (5)).
IV. THE EFFECTIVE ACTION
A. The effective action in the lowest order
The effective action (22) in the first nontrivial order in [U, V ] is given by the integration of linear terms (32) with the Green functions in the external field (25) 
It is easy to see that the term
2 comes from the product of two T i 's which has the form
is actually the transverse part of the Lipatov vertex of the gluon emission by the scattering of two shock waves in the first order in [U, V ] (see Appendix). As we shall see below, the main logarithmic contribution to the integral (36) comes from the region z ⊥ → z ′ ⊥ where one can replace the propagator in the background field by the bare propagator. One obtains
The integral (38) is formally divegrent. Within the LLA accuracy, one can cut the integration off at the width of the shock waves λ ∼ and obtain:
where ∆η = η 1 − η 2 is our rapidity interval. In addition, within the LLA approximation the zeroorder term (31) can be simplified tō
Indeed, it is easy to see that in the r.h. 40) is the usual light-cone lattice action [25] in the limit when transverse size of the plaquette vanishes and the longitudinal increases to infinity. Thus, the effective action in the first order can be represented as
We shall see below that L i is the Lipatov vertex of the gluon emission by the scattering of two shock waves in the first order in [U, V ]. Note that S eff given by Eq. (41) is invariant with respect to rotation of the sources
For the first term in the r.h.s. of Eq. (41) it is trivial while for the second it follows from the gauge-invariant form discussed in the next section, see Eq. (56). For future applications we will rewrite the effective action (41) as a Gaussian integration over the auxiliary field λ coupled to Lipatov vertex (A9):
B. Nonlinear evolution equation from the effective action
Let us prove now that the effective action (43) agrees with the non-linear evolution equation. To find the evolution of the dipole U x U † y , we need to consider the effective action for the weak source V . From eq. (24) one sees that at small
and Eq. (22) can be rewritten as
so thatŨ
Gauge-invariant form of the effective action.
where we need only the first term in expansion in λ i in λ.
[34]
To find the evolution of the color dipole (7) we should expand Eq. (45) in powers of V 1i − V 2i and use the formula
which results in
Performing the Gaussian integration over λ one obtains after some algebra
which is the non-linear evolution equation [26, 27] for the Wilson-line operator
C. Gauge-invariant representation of the first-order effective action LiL i Our expression for the ∆η term in the effective action, proportional to the square of the Lipatov vertex (
a , was obtained in the axial-type gauges. It can be rewritten it in the gauge-invariant "diamond" form of trace of four Wilson lines at x •, * = ±∞ (see Fig.  6 ) as suggested in a recent paper [17] . The "diamond"
Wilson loop is defined as follows
where the transverse arguments in all Wilson lines are x ⊥ . Next, define this "diamond" as a function of the sources
In the Appendix we demonstrate that the trace of four Wilson lines
is trivial in the leading order.) Note that ♦(U, V ) is invariant with respect to the rotation of all sources by one gauge matrix Ω(x ⊥ )
since it can be absorbed by gauge transformation of the fields
Eq. (54). Now we can prove that the square of Lipatov vertex can be expressed as the "diamond" Wilson loop:
Indeed, it is easy to see that for the trial configuration (25) the Eq. (53) reduces to
a which coincide with the l.h.s. of the Eq. (57). In the covariant-type gauges where A i → 0 as x → ∞ the r.h.s of the Eq. (53) can be rewritten as
Eq. (58) is the expression obtained recently in [17] in the framework of the Hamiltonian approach (see also [19, 20] ). The corresponding form of our effective action is the following:
The Eq. (57) links the representation in terms of the effective degrees of freedom (Wilson lines in our case) with the representation in terms of gluons of the underlying Yang-Mills theory via Eq. (54). The remarkable feature of the gauge-invariant form (57) is its universality -if one writes the effective action in terms of some other degrees of freedom (say, reggeized gluons [28] ) one should recover Eq. (57) once these new effective degrees of freedom are expressed in terms of gluons.
V. FUNCTIONAL INTEGRAL OVER THE DYNAMICAL WILSON LINES A. Effective action as the integral over the Wilson lines
In this section we will rewrite the functional integral for the effective action (22) in terms of Wilson-line variables. To this end, let us use the factorization formula (13) n times as shown in Fig. 7 . The effective action factorizes then into a product of n independent functional integrals over the gluon fields labeled by index k: e iS eff (U,V ;η) = (60)
where the integrals over x ⊥ and summation over the color indices are implied. As usually, U
and the vectors n k are ordered in rapidity:
2 )] at each "rapidity divide" η k as an integral over the auxiliary group variablesV k+1 1,2 andÛ k 1,2 using the formula
. The determinant gives the perturbative non-logarithmic corrections of the same order as the corrections to the factorization formula (13) . In the LLA they can be ignored, consequently, we obtain e iS eff (U1,U2,V1,V2,η1−η2)
Now we can integrate over the gluon fields A k . Using the results of the previous Section, we get
where at sufficiently small ∆η
Performing the integrations over A k we get
In the continuum limit n → ∞ we obtain the following functional integral for the effective action
where we displayed the color indices explicitly and removed the hat from the notation of the integration variables. This looks like the functional integral over the canonical coordinates U and canonical momenta V with the (non-local) Hamiltonian L 2 (V, U ). The rapidity η serves as the time variable for this system. The above representation of the effective action as an integral over the dynamical Wilson-line variables is the main result of this paper.
Note that the L i L i term in the exponent in (67) is invariant under the rotations (18)
(68) (see. Eq. (56)), but the term ∼ U ∂ ∂η V preserves only the η-independent symmetry The idea how to use the factorization formula to rewrite the functional integral in terms of Wilson lines was formulated in Ref. [1] where the first-order effective action was obtained (the expression in terms of square of Lipatov vertex is given in [16] ). However, the additional redundant gauge symmetry (18) was fixed by the requirement that there is no field at t → −∞ which correspond to the choice U 2 = 0 and V 2 = 0 for the two colliding shock waves. In this case, one obtains the functional integral in terms of only two variables, U and V , at a price of a more complicated form of the effective action [1] .
It should be noted that L 
B. Functional integral for the non-linear evolution
It is instructive do demonstrate that the functional integral (67) reproduces the non-linear evolution in the case of one small source. Basically, we recast the arguments of the Sect. IV B in the language of functional integrals.
First, note that at small V the functional integral over V is Gaussian (see the Eq. (44)). It is convenient to introduce the "gaussian noise" associated with the Lipatov vertex and rewrite the functional integral (67) as:
(When convenient, we use the notation (...) η ≡ (...)(η) for brevity). The integral over V gives the δ-function of the form
which restricts U in a following way
It is convenient to rewrite Eq. (71) in the integral form (cf. Eq. 47):
(72) where T means ordering in rapidity (= our "time"). The remaining integral over λ is gaussian with the "propagator"
(73) The evolution of the dipole can be represented as
whereT denotes the inverse rapidity ordering. Taking the derivative with respect to η we get
Using the contraction
one gets the non-linear evolution equation (52) after some algebra.
The factor 1/2 in the Eq. (75) comes from θ(0) = 1/2. To avoid this uncertainty, one should first calculate the correlations in λ and then differentiate with respect to rapidity (cf. Ref. [29] )
The first line in the above equation should be used to make contractions between different T andT in Eq. (74) while the second line takes care of the contractions within same T orT . It is easy to check that the result is consistent with taking θ(0) = 1/2 in the Eq. (75). Similarly one can demonstrate that all the hierarchy of the evolution equations for Wilson lines [26, 30] (≡ JIMWLK equation [31] ) is reproduced.
C. Classical equations for the Wilson-line functional integral
As we discussed above, the characteristic fields in the functional integral are large but the coupling constant α s (Q s ) is small due to the saturation. In this case, we can try to calculate the functional integral (67) semiclassically. Using the approximate formula
we get the classical equations for the functional integral (67) in the form
with the initial conditions
At small V i these equations reduce to (cf. Eq. (71))
while in the opposite case of small U i they are
It is instructive to rewrite the equations (79) and (80) in terms ofẆ 's.
From the viewpoint of the functional integral (67) the W 's are the (non-local) functions of U and V variables given in the first order by Eq. (24) . It would be very interesting to rewrite the Eq. (22) of the W variables themselves, that is, to construct the functional integral over the W variables with a saddle-point equations given by the Eq. (81).
VI. CONCLUSION
As mentioned in the Introduction, the popular idea of how to solve QCD at high energies is to reformulate it in terms of the relevant high-energy degrees of freedomWilson lines. The functional integral (67) gives an example of such 2 + 1 theory where 2 stands for the transverse coordinates and 1 for d the rapidity serving as a time variable. The structure of the effective action is presented in Fig. 9 . Note that the two terms in the exponent in the effective action, shown in Fig. 9 , are both local in x ⊥ but differ with respect to the longitudinal coordinates: the first (kinetic) term is made from the Wilson lines located at x + = 0 or x − = 0 while the second term is made from the Wilson lines at x ± = ±∞. Unfortunately, the transition between these Wilson lines is nonlocal in x ⊥ (see Eq. (24)) and so the resulting effective action is a non-local function of the dynamical variables U and V .
In should be emphasized that Eq. (67) is only a model -the genuine effective action for the 2 + 1 high-energy theory of Wilson lines must include all the contributions ∼ [U, V ] n (as we mentioned above, an example of a [U, V ] 3 term which is missing in Eq. (22) is presented in Fig. 8) . However, this model is correct in the case of weak projectile fields and strong target fields, and vice versa. In terms of Feynman diagrams, the effective action (67) includes both "up" and "down" fan ladders and the pomeron loops, see Fig. 10 . In the dipole language, it describes both multiplication and recombination of dipoles (see the discussion in [18, 21] ). In conclusion I would like to emphasize that the effective action (67) summarizes all present knowledge about the high-energy evolution of Wilson lines in a way symmetric with respect to projectile and target and hence it may serve as a starting point for future analysis of high-energy scattering in QCD.
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Following Ref. [16] , we take the zero-order approximation in the form of the sum of the two shock waves (23)Ā
We will expand the "deviation" of the full QCD solution from the QED-type ansatz (A1) in powers of commutators [U, V ]. To carry this out, we shift A → A +Ā (0) i in the functional integral (22) and obtain
µν is the inverse propagator in the background-Feynman gauge and T µ is the linear term for the trial configuration (A1). Since the only nonzero component of the field strength for the ansatz (A1) isF
Expanding in powers of T in the functional integral (A2) one gets the set of Feynman diagrams in the external fields (23) 
The Green functions in the background of the Eq. (23) field can be approximated by cluster expansion
where A µ (x)A ν (z) 0 is the perturbative propagator and
is the propagator in the background of the shock wave U (the propagator in the V background is obtained by the replacement U ↔ V , p 2 ↔ p 1 . Substituting Eq. (A7) and (A4) into the above equation, one obtains (the details of the calculations can be found in Ref. [16] and here we present only the the final set of gauge fields):
whereF (1)a,ik is a field strength in the first order in [U, V ]. Using the fields (A8) we obtain Finally, let us demonstrate that the "diamond" trace of four (non-differentiated) Wilson lines is trivial (this is related to the fact that the field strength F +− vanishes in the leading order, see Eqs. (A8) and (A9)). To regularize the corresponding expressions, we consider the "original" tilted Wilson loop shown in Fig. 11 for the finite size L. We need to prove that At this point, we can take the limit L → ∞ in the e 1 direction. We obtain:
sin αL (α + e η2 β − iǫ)(β + e −η1 α − iǫ)
We see now that in the limit L → ∞ the r.h. 
