Abstract. In this article we study the existence and uniqueness of strong solutions of a class of parameterized family of SDEs driven by Lévy noise. These SDEs occurs in connection with a class of stochastic PDEs, which take values in the space of tempered distributions S ′ . This correspondence for diffusion processes was proved in [Rajeev, Translation invariant diffusion in the space of tempered distributions, Indian J. Pure Appl. Math. 44 (2013), no. 2, 231-258].
Introduction
Given a complete filtered probability space Ω, F , {F t } t≥0 , P satisfying the usual conditions, we consider the existence and uniqueness of strong solutions of a class of stochastic differential equations (SDEs) in R d , viz.
dU t =b(U t− ; ξ)dt +σ(U t− ; ξ) · dB t + where (i) {B t } denotes an R d valued standard Brownian motion and N a Poisson random measure driven by a Lévy measure ν. N denotes the corresponding compensated random measure. We also assume that B and N are independent.
(ii) The parameter ξ is an F 0 -measurable random variable and takes values in some specific Hilbert space, viz. the Hermite-Sobolev spaces (see Section 2) . The random variable κ is R d valued and F 0 -measurable. Unless stated otherwise, ξ and κ will be taken to be independent of the noise B and N . (iii) The coefficientsσ,b,F andḠ are defined in terms of σ, b, F and G which are the coefficients of an associated stochastic PDE, see for example [3, p. 524] , [4, p. 170] , [13, p. 237] . Note that the coefficients are allowed to be F 0 measurable. Such SDEs occurs in connection with a class of stochastic PDEs whose solutions take values in the space of tempered distributions S ′ , see for example [2] [3] [4] 13] . We can study the ergodicity/stationarity properties of these stochastic PDEs via the corresponding finite dimensional SDEs. A standard approach in proving the existence and uniqueness results for SDEs is to assume that the coefficients are Lipschitz (see [1, [6] [7] [8] [10] [11] [12] and the references therein). The goal of this article is to describe hypotheses, which include appropriate parameterized versions of Lipschitz regularity of the coefficients and prove in detail the existence and uniqueness results.
We now describe the layout of the paper. In Section 2, we describe the space of Schwartz class functions S and its dual, the space of tempered distributions S ′ . We also recall definitions of the Hermite-Sobolev spaces S p , p ∈ R.
In Section 3, we state the notation and hypotheses followed in the rest of the article. In Theorem 3.4 the existence and uniqueness result is proved for the reduced equation with 'global Lipschitz' coefficients and then in Theorem 3.5 proved for the general case (i.e. involving the large jumps) by an interlacing technique. In Theorem 3.6, we prove the result for 'local Lipschitz' coefficients.
In [5, Proposition 3.7] , it is proved that the 'local Lipschitz' regularity of the coefficientsσ,b,F follow from explicit regularity assumptions on σ, b, F provided other hypotheses are satisfied. Furthermore, the existence and uniqueness problems for the corresponding SPDEs are studied in [5] .
Topology on Schwartz space
Let S be the space of rapidly decreasing smooth functions on R d with dual S ′ , the space of tempered distributions (see [9] ). Let
For p ∈ R, consider the increasing norms · p , defined by the inner products
In the above equation, {h n :
given by the Hermite functions and ·, · is the usual inner product in
, where H n , t ∈ R are the Hermite polynomials (see [9] ).
where the Hermite functions on the right hand side are one-dimensional. We define the Hermite-Sobolev spaces S p , p ∈ R as the completion of S in · p . Note that the dual space S ′ p is isometrically isomorphic with S −p for p ≥ 0. We also have
For x ∈ R d , let τ x denote the translation operators on S defined by (τ x φ)(y) := φ(y −x), ∀y ∈ R d . These operators can be extended to τ x : S ′ → S ′ by τ x φ , ψ := φ , τ −x ψ , ∀ψ ∈ S.
Proposition 2.1. The translation operators τ x , x ∈ R d have the following properties:
(a) ([14, Theorem 2.1]) For x ∈ R d and any p ∈ R, τ x : S p → S p is a bounded linear map. In particular, there exists a real polynomial P k of degree k = 2(⌊|p|⌋ + 1) such that
where |x| denotes the Euclidean norm of x.
3. Finite dimensional SDEs 3.1. setup and notations. We use the following notations throughout the paper.
• The set of positive integers will be denoted by N. Recall that for x ∈ R n , |x| denotes its Euclidean norm. The transpose of any element x ∈ R n×m will be denoted by
• Let Ω, F , {F t } t≥0 , P be a filtered complete probability space satisfying the usual conditions viz. F 0 contains all A ∈ F , s.t. P (A) = 0 and
• Defineσ :
• Let {B t } denote a standard Brownian motion and let N denote a Poisson random measure driven by a Lévy measure ν. N will denote the corresponding compensated random measure. We also assume that B and N are independent. Consider the following SDE in R d ,
where ξ is an S −p valued F 0 -measurable random variable and κ is an R d valued F 0 -measurable random variable. Unless stated otherwise, ξ and κ will be taken to be independent of the noise B and N . Note that the i-th component of
We list some hypotheses.
(F1) For all ω ∈ Ω and x ∈ O(0, 1) there exists a constant C x ≥ 0 s.t.
, ∀y 1 , y 2 ∈ S −p .
We assume C x to depend only on x and independent of ω. Since
(F2) The constant C x mentioned above has the following properties, viz.
Remark 3.1. Examples of coefficients F and G satisfying the above hypotheses can be constructed. See [5, Example 3.1].
Lemma 3.2 ([5, Lemma 3.2])
. Assume (F1), (F2) and (F3). Then, for any bounded set K in S −p the following are true.
Using the continuity result in Proposition 2.1 the next result follows.
3.2. Global Lipschitz coefficients. In this subsection, we establish the existence and uniqueness of strong solutions of (3.1) under 'global Lipschitz' coefficientsσ,b,F . To do this we first study the same problem for the corresponding reduced equation, viz.
with ξ and κ as in (3.1). Later, in Theorem 3.5 we prove the result for equation (3.1).
Theorem 3.4. Let (σb), (F1), (F2) and (F3) hold. Suppose the following conditions are satisfied.
(i) κ, ξ are F 0 measurable, as stated in (3.1).
(ii) (Global Lipschitz in z, locally in y) For every bounded set K in S −p , there exists a constant
Then (3.3) has an (F t ) adapted strong solution {X t } with rcll paths. Pathwise uniqueness of solutions also holds, i.e. if {X 1 t } is another such solution, then P (X t = X 1 t , t ≥ 0) = 1. Proof. We split the proof in the following three steps, depending on assumptions on the random variables κ and ξ.
Step 1: κ, ξ are F 0 measurable with E|κ| 2 < ∞ and sup ω∈Ω ξ(ω) −p < ∞.
Step 2: κ, ξ are F 0 measurable with E|κ| 2 < ∞.
Step 3: κ, ξ are F 0 measurable.
Positive constants appearing in our computations may be written as γ and may change its values from line to line.
Step 1: The existence is established by Picard iterations and the uniqueness by Gronwall inequality arguments. This follows the standard approach as in [11, Theorem 5.2.1], where SDEs driven by Brownian motion were considered. In the present case, we get the linear growth of the coefficients directly from the structure of the coefficients, see (3.9) below.
First we prove the uniqueness. Let {U 1 t } and {U 2 t } be two solutions of (3.3). Define, for ω ∈ Ω Θ(t, ω) :=b(ω,
Using (3.4), Doob's L 2 maximal inequality and Itô isometry, we have for some positive constant γ,
We then obtain the uniqueness of the solutions by a Gronwall inequality argument.
To show the existence of a strong solution, we use Picard iteration. Set U (0) t = κ and define
Therefore, using (3.8), (F2) and (F3), there exists a constant D = D(Range(ξ)) > 0 such that
As in (3.5), using (3.6), Doob's L 2 maximal inequality and Itô isometry and (3.9) we get
Therefore by induction from (3.7), there exists a positive constantC s.t.
For positive integers m, n with m > n, we have
(3.12)
The second series on the right hand side above converges. By (3.11), the first series is bounded, since
: m ∈ N} is Cauchy and hence converges to some
, where λ denotes the Lebesgue measure on [0, M ]. Applying the Chebyshev-Markov inequality in (3.11), we get
By Borel-Cantelli lemma
Therefore, we conclude that {U (k) } is almost surely uniformly convergent on [0, M ] to {X t }, which is adapted and rcll. Using (3.9) and the fact that a.s. {X t } has at most countably many jumps, we have
Similarly, we can show the existence of { t 0σ
By Itô isometry and (3.4), we have the following convergence in L 2 (P ), viz.
Similarly, we conclude that Step 2: We follow the technique given in [7, Theorem 3.3] , where SDEs driven by Brownian motion were considered. For k ∈ N, define χ k := ½ { ξ −p ≤k} and let ξ (k) := χ k ξ. Let U (k) be the solution of (3.3) with the initial condition ξ (k) . Our aim is to show that
and U (k+1) n be the approximations of U (k) and U (k+1) obtained in Step 1 above. Now,
Observe that, for ω ∈ Ω
Similar equalities hold for coefficientsσ andF . Using (3.6) and these equalities, a.s.
(t). Letting n go to infinity and using the generalized Lebesgue DCT (see [7, Theorem 3.4 
It is easy to check that {X t } satisfies (3.3). To prove the uniqueness, let {X t } and {Y t } be two solutions of (3.3). Define F (ω, z, x; y) := ½ {ỹ: ỹ −p ≤k} (y)F (ω, z, x; ½ {ỹ: ỹ −p ≤k} (y)y), and
and
Therefore,
Now, in (3.13) ξ k is norm bounded. Moreover, it is easy to check thatb,σ and F satisfy (3.4). By the uniqueness in Step 1, we conclude that {X k t } is the unique solution of (3.3) with initial condition χ k κ and in particular,
Since k is arbitrary, therefore, a.s. ∀t ∈ [0, T ], X t = Y t . This completes the proof for Step 2.
Step 3: We follow the argument given in [1, Theorem 6.
Step 2, there exists a unique solution,
We first show a.s.
t } both satisfy the reduced equation
(3.14)
It is easy to check thatb,σ, F satisfy (3.4). Then by the uniqueness in Step 2 for all M ≥ L a.s.
Since Ω M increases to Ω, for all ǫ > 0, there exists M ∈ N, such that
Since {Û t } has no large jump in the time interval (η 1 , η 2 ) we have, a.s. for t ∈ (η 1 , η 2 )
(3.15)
We now describe {N η1 s }, which appeared in the last term of (3.15). For any set H ⊂ R d , which is bounded away from 0, i.e. 0 / ∈H and for any stopping time η, define
By strong 
Note that the last equality of (3.15) is written in the reduced equation form. Since {U t } also solves the same reduced equation, by Theorem 3.4 a.s.Û t = U t for η 1 < t < η 2 . In particular, a.s. U η2− = U η2− and hence, a.s.
Continuing this way, we show that a.s. U t =Û t , t ≥ 0. This completes the proof. (i) κ, ξ are F 0 -measurable.
(ii) (Locally Lipschitz in z, locally in y) For every bounded set K in S −p and positive integer n there exists a constant C(K, n) > 0 s.t. for all z 1 , z 2 ∈ O(0, n), y ∈ K and ω ∈ Ω |b(ω,
Then there exists an (F t ) stopping time η and an (F t ) adapted R d valued process {X t } with rcll paths such that {X t } solves (3.1) upto time η and X t = ∞ for t ≥ η. Further η can be identified as follows: η = lim m θ m where {θ m } are (F t ) stopping times defined by θ m := inf{t ≥ 0 : |X t | ≥ m}. This is also pathwise unique in this sense: if ({X
Proof. To prove the existence result, we first obtain a version of the 'global Lipschitz' condition (3.4) forb(ω, z; y),σ(ω, z; y),F (ω, z, x; y) from our assumption on 'local Lipschitz' condition (3.16). Let n, m ∈ N and let R be a positive real number. Let h :
for all x, y with |x|, |y| ≤ R, where C is a positive constant. Define
By [6, Chapter 5, Exercise 3.1], h R is Lipschitz continuous on R n . For every fixed y and ω, we constructσ R (ω, ·; y) forσ(ω, ·; y) in the same way viz.,
(ω, z; y), for |z| ≤ R;
Similarly defineb R (ω, ·; y) andF R (ω, ·, x; y) for every fixed x, y and ω. Then using (3.16) and applying the above exercise, we conclude thatb R (ω, z; y) andσ R (ω, z; y) are globally Lipschitz in z as in (3.4) . We now show (3.4) holds forF R (ω, z, x; y). By (3.16) and Lemma 3.2, for any z ∈ R d with |z| ≤ R and any bounded set K in S −p , we have In the above calculation, we have used (3.17) and two inequalities, viz. z 1 − Similar arguments show that (3.4) holds forF R for all z 1 , z 2 ∈ R d . This shows that the 'global Lipschitz' regularity (3.4) holds forb R ,σ R andF R . Sinceb R (ω, 0; y) =b(ω, 0; y),σ R (ω, 0; y) = σ(ω, 0; y) andF R (ω, 0, x; y) =F (ω, 0, x; y), ∀|x| < 1, y ∈ S −p , the growth condition (3.9) can be established forb R ,σ R andF R as done in Step 1 of Theorem 3.4. Then arguing as in Theorem 3.4 (Steps 1, 2 and 3) and Theorem 3.5, for R ∈ N, we have the existence of a unique process {X 
