One contribution of 16 to a theme issue 'Uncovering brain-heart information through advanced signal and image processing' .
Introduction
The autonomic nervous system (ANS) and the central nervous system (CNS) are strictly interconnected through anatomical and functional links, and influence each other continuously [1] [2] [3] [4] . As an example, cortical and subcortical brain areas including the amygdala, insular cortex and pregenual anterior cingulate cortex play crucial homeostatic-interoceptive functions involving ANS dynamics [1, 5] . Moreover, such cingulate cortex and amygdala activities are involved in regulating the sympathovagal balance [3, 4] . On the other hand, changes in ANS signalling relevantly affect the CNS, both in physiological and in pathological conditions [2, 4, [6] [7] [8] [9] . Dysfunctions of the ANS were found in acute and chronic stressful conditions [10] [11] [12] , insomnia [13, 14] , epilepsy [15, 16] , parkinsonisms [17, 18] , psychosomatic disorders [19] and schizophrenia, anxiety and mood disorders [6, [20] [21] [22] [23] [24] , which are typically considered CNS-related conditions. Moreover, vagal nerve stimulation has been shown as an effective treatment for major depression [25, 26] , while relaxation techniques based on cardio-feedback are used for managing negative emotions and psychological symptoms [27, 28] .
A typical and paradigmatic brain-heart interaction occurs during an emotional experience. Human emotions involve several areas for their perception and processing. The prefrontal cortex and amygdala specifically represent the essence of two specific pathways. The prefrontal cortex encodes the affective elicitations longer than 6 s transmitting the related information to other areas of the Central Autonomic Network [29] , whereas the amygdala encodes the briefly presented stimuli. Indeed, previous studies on emotions were mainly carried out investigating brain and neurovegetative activities [30] [31] [32] [33] . As an example, estimates of vagal activity alone predicted neural responses during subjective rating of fearful faces [33] , whereas heart rate (HR) increases were predicted by the level of activity of interconnected brain regions, including the amygdala, insula, anterior cingulate and brainstem during visual perception of emotional facial expression [34] . Concerning pathological mental states, mood disorders were linked to Takotsubo cardiomyopathy [35] , which is one of the brain-heart disorders, whereas depressive states were associated with a functional disconnection between rostral anterior cingulate cortex and autonomic brainstem nuclei [36] .
The scientific debate on the physiological origin of emotions is still open: whether they originate from the peripheral reactivity of the ANS, or from specific areas of the brain, or from both. As Damasio stated, 'emotions are the most complex expression of homeostatic regulatory systems'. He hypothesized that emotions (or emotional memories) can modify our behaviour through conscious or unconscious signals [37, p. 86] . Note that the latter belongs to ANS signalling whose role is to generate re-entry vegetative information to pre-existing cortical maps [30, 37] . Although it is reasonable to hypothesize that emotions and emotional reactivity strongly affect brain-heart coupling, how such a brain-heart dynamics is further modulated by the specific kind of an emotional stimulus is still unknown.
Considering emotions as continuous traits, each state can be described and mapped in a multidimensional space, portraying different psychophysiological and neurobiological underpinnings [30, 38, 39] . According to the circumplex model of affect (CMA) [40] , emotions can be mapped in two dimensions through a combination of arousal and valence levels [30] . Valence refers to the pleasantness or unpleasantness of an emotion, whereas arousal refers to the intensity of the emotional stimuli, expressed in terms of degree of activation from low to high. Importantly, CMA assumes that these dimensions are orthogonal, thus with no mutual influence (or interaction) among them.
At a peripheral level, the study of emotional responses is especially related to the analysis of heart rate variability (HRV) [30] [31] [32] 41, 42] . This is justified by the fact that oscillations of HRV above 0.15 Hz (i.e. the high-frequency band) are exclusively mediated by vagal activity [41, 42] , and oscillations below 0.15 Hz (i.e. low-frequency band) are mediated by both vagal and sympathetic activities [43] . At a central level, emotions have mainly been studied through functional magnetic resonance imaging, and continuous electroencephalographic (EEG) and evoked related potentials recordings [31, 44, 45] .
Previous studies investigated the coupled brain-heart dynamics during healthy and pathological emotional responses (see reviews in [46, 47] ), highlighting connections in the vagally mediated regulation of physiological, affective and cognitive processes. As a general approach, previous studies have tried to link the EEG power in specific bands to HRV measures. Although significant correlations were found for the α (8-12 Hz) [48] [49] [50] [51] [52] , β (13-30 Hz) [49, 50, 53] and γ (>30 Hz) bands [53, 54] , the psychophysiological meaning of such associations is still ill-defined. For instance, complexity of HRV series was used to predict changes in the EEG α band after stress [48] . However, physiological correlates of HRV complexity are still unknown.
On the other hand, the link between the EEG θ band (4-8 Hz) and ANS activity is quite consistent. Specifically, in healthy controls, both sympathetic-and parasympathetic-related parameters were correlated with EEG θ power in temporal areas [55] . Moreover, the frontal θ power has been demonstrated to be sensitive to emotions [56] [57] [58] [59] [60] . Unpleasant music evoked a significant decrease of HR associated with an increase of frontal midline θ power [61] , whereas θ event-related synchronization were found to occur in frontal regions of the brain during the earliest phases of affective auditory stimuli processing [58] . In response to negative emotional patterns, EEG activity in the θ band was associated with the right prefrontal cortex activity, following an increase in the sympathetic response [62] . Furthermore, a positive correlation between HRV high-frequency power and EEG frontal midline θ power was found during meditation [63] . The same kind of correlation was found between HRV low-frequency power and EEG posterior θ power during biofeedback task [64] . More in general, the EEG θ power was associated with a general emotional response and states of relaxation and internal attention [63] , whereas alterations of EEG dynamics in the θ band were found in case of ANS dysfunctions [55] . Cardiac and brain dynamics were also quantitatively assessed during sleep in the frame of dynamical information theory [65] , highlighting the role of EEG low-frequency bands in the 'from-brain-to-heart' information transfer.
Limitations of the above-mentioned literature can be summarized into two categories: (i) correlation measures quantifying brain-heart coupling were performed at a groupwise level, considering few sample measures for each subject and, thus, totally disregarding intrarecording time-varying brain-heart dynamics; (ii) previously proposed correlation measures have considered only linear couplings, thus disregarding intrinsic nonlinear brain-heart interactions.
To overcome these limitations, in this study we provide a unique insight into the brain-heart dynamics during emotion perception in healthy subjects, showing experimental results using high-resolution EEG signals (128 channels) and instantaneous HR estimates. We present here a novel approach to study brain-heart interactions, quantifying the linear and nonlinear brainheart coupling mechanisms through the calculation of the maximal information coefficient (MIC) index [66] , a statistical method for detecting associations between pairs of variables. Importantly, MIC calculations were performed at a single-subject level, between time-varying estimates of high-resolution EEG power spectra and instantaneous HR, during visual emotional elicitation. Twenty-two healthy volunteers were emotionally elicited through passive viewing of pictures taken from the International Affective Picture System (IAPS) [67] , associated with 25 different combinations of arousal and valence levels, including neutral elicitations.
More in detail, EEG data were processed using short-time Fourier transform representations in order to obtain time-varying maps of cortical activation, whereas the associated instantaneous cardiovascular dynamics was estimated through inhomogeneous point-process models of RR interval series [68] , which were gathered from the electrocardiogram (ECG). The use of inhomogeneous point-process on heartbeat dynamics allows to obtain instantaneous time domain and spectral estimates, which can be considered as covariate measures of brain-heart interaction during emotional processing. Details on the inhomogeneous point-process modelling can be found in [68] [69] [70] . Briefly, we model the probability function of the next heartbeat given the past R-events. The probability function is fully parametrized to model its first-order moment. Importantly, as the probability function is defined at each moment in time, the parameter estimation is performed instantaneously. In particular, the linear terms allow for instantaneous time domain and spectral estimation. Recently, using point-process modelling, we reported on how to recognize emotional valence swings (positive or negative), as well as two levels of arousal (low-medium and medium-high), using heartbeat data only, being also able to instantaneously assess the subject's state even in short-time events (less than 10 s) [70] . In other words, emotional stimuli with high/low arousing and high/low valence levels produce changes in ANS dynamics, through both sympathetic and parasympathetic pathways, that can be tracked by a multidimensional representation estimated in continuous time by the proposed point-process model [70] .
In the rest of the paper, as a proof of concept of the proposed methodology, we particularly focus on the experimental results gathered analysing EEG oscillations in the θ band, and its coupling with instantaneous heartbeat measures. Although we are aware that oscillations in other EEG frequency bands may be coupled with heartbeat dynamics, we focused on these lowfrequency oscillations because the emotional processes consistently elicit changes in the θ band, together with the ANS responses [55] [56] [57] [58] [59] [60] [61] [62] [63] [64] [65] . However, for the sake of completeness, experimental results related to all of the EEG frequency bands, including α, β and γ bands, are reported in the electronic supplementary material.
Material and methods (a) Experimental set-up
The recording paradigm related to this work has been previously described in [70] . As mentioned in the Introduction, we adopted a common dimensional model which uses multiple dimensions to categorize the emotions, the CMAs [40] . The CMA used in our experiment takes into account two main dimensions conceptualized by the terms of valence and arousal. Accordingly, we employed visual stimuli belonging to an international standardized database (IAPS) [67] having a specific emotional rating expressed in terms of valence and arousal. The IAPS is one of the most frequently cited tools in the area of affective stimulation and consists of a set of 944 images with emotional ratings obtained using the self-assessment manikin (the arousal scales ranging from 0 to 10, and valence scales ranging from −2 to 2).
An homogeneous population of 22 healthy subjects (aged from 21 to 24), not suffering from cardiovascular, neurological and mental disorders, was recruited to participate in the experiment. All subjects were naive to the purpose of the experiment. The experimental protocol for this study was approved by the ethics committee of the University of Pisa and informed consent was obtained from all participants involved in the experiment. All participants were screened using the Patient Health Questionnaire TM , and only the ones with a score lower than 5 were included in this study [71] . A general overview of the experimental protocol and analysis is shown in figure 1 . The affective elicitation was performed by visualizing the IAPS pictures onto a PC monitor. 
negative valence positive valence valence ) and an arousal range (min = 3.08, max = 6.99). The overall protocol used 110 images. Each image was presented for 10 s for a whole duration of the experiment of 18 min and 20 s. In order to check for attention lapses throughout the protocol, we used a home-made eye-tracking system [72] that was precise enough to check the sight orientation to the computer monitor during each picture viewing. However, it did not allow to get information about gaze path in exploring pictures. Subjects that did not pay attention to the pictures were excluded from further statistical analyses. For the whole experimental session, high-resolution 128 channels EEG and ECG signals were acquired through the Geodesic EEG Systems 300 from Electrical Geodesics, Inc. The sampling frequency was set at 1 kHz. The average of mastoid signals was used as reference. This monitoring device allowed for a rapid application and comfortable fit of the cuff. All available EEG signals were taken into account for MIC analysis between every HRV time-varying feature. However, for the sake of conciseness, signals exclusively gathered from electrodes placed on the scalp at standardized positions Fp1, Fp2, F7, F3, Fz, F4, F8, T7, C3, C4, Cz, T8, P7, P3, Pz, P4, P8, O1, O2, according to the International Standard System 10-20, were considered for post hoc statistical analyses.
(b) Electroencephalographic signal processing EEG signals were filtered by a sixth-order infinite impulse response bandpass filter with cut-off frequencies of 1-45 Hz. The Matlab toolbox EEGLAB [73] was used for the entire processing of the EEG data. EEG spectral analysis was performed using discrete fast Fourier transform to estimate the power spectra in 4 s moving windows, with 75% overlapping, within the classical frequency bandwidths: θ (4-8 Hz), α (8-14 Hz), β (14-30 Hz), γ (30-40 Hz). Frequency band δ (less than 4 Hz) was not taken into account in this study because its related to deeper stages of sleep.
EEG signal pre-processing consisted in three main steps: removal of head/body movementrelated artefacts; removal of eye movement artefacts; and 'bad' channels identification. Concerning head/body and eye artefacts, we have simply excluded all contaminated epochs from further analyses. This choice was a cautious approach aimed to avoid any effects of artefactrelated residuals following the artefact-removal procedures, which could alter true EEG power and synchronization estimates. Looking for head/body movement-related artefacts, all EEG channels were analysed in order to find synchronous, sudden increases in signal amplitude. We classified EEG epochs with amplitude exceeding the threshold of the 95th percentile of the signal amplitude distribution as epochs likely to contain movement or muscular artefacts. After confirmatory visual inspection, such EEG epochs were discarded. Eye movement artefacts were detected by computing a moving-window cross-correlation between the frontal EEG channels and electro-oculogram: high values of cross-correlation were marked as ocular artefacts. We considered cross-correlation values as significantly high if greater than a specific threshold value. Such a value was derived by computing the same moving-window cross-correlation between phase-randomized surrogated [74] frontal EEG channels and the electro-oculogram. Furthermore, we considered only artefacts producing fluctuations greater than 50 µV on frontal EEG channels, lasting at least 70 ms. Epochs marked as artefact-corrupted were tagged and, after visual inspection, definitively discarded [75] . 'Bad' channels identification refers to the detection of low-quality EEG signal, frequent unexpected events and presence of high-frequency noise [73] . To this aim, for each channel, we calculated the second-, third-and fourth-central moments and identified the 'bad' channels as the outliers present in such a three-dimensional space. Good channels, in fact, usually cluster together, whereas the bad ones drift apart in different directions according to their artefactual nature (for example, channels highly contaminated by the powerline have lower kurtosis than other channels). For each dimension of this space, channels distant more than twice the interquartile range from the cluster centroid were classified as artefactual and, after visual inspection, were discarded.
(c) Instantaneous heart rate variability analysis
The ECG signal was analysed off-line to extract the RR intervals [41] . Firstly, ECG was pre-filtered through a moving average filter in order to extract and subtract the baseline. Then, a QRS complex detection algorithm was used. We adopted the automatic algorithm developed by Pan-Tompkins [76] . This algorithm allowed us to extract each QRS complex and to detect the corresponding R-peak. Erroneous and ectopic beats were corrected by a previously developed algorithm, based on the point-process modelling [77] .
Starting from the RR interval series, instantaneous time and frequency domain features were estimated through point-process modelling [68, 69, 78, 79] . The point-process framework primarily defines the probability of having a heartbeat event at each moment in time. A parametric formulation of the probability function allows for a systematic, parsimonious estimation of the parameter vector in a recursive way and at any desired time resolution. Instantaneous cardiovascular indices can then be derived from the parameters in order to quantify important features as related to cardiovascular control dynamics.
Mathematically, let (0, T] denote the observation interval and 0 ≤ u 1 < · · · < u k < u k+1 < · · · < u K ≤ T the times of the events. For t ∈ (0, T], let N(t) = max{k : u k ≤ t} be the sample path of the associated counting process. Its differential, dN(t), denotes a continuous-time indicator function, where dN(t) = 1, when there is an event (such as the ventricular contraction) or dN(t) = 0, otherwise. Let define also a left continuous functionÑ(t) = lim τ →t − N(τ ) = max{k : u k < t} which will be useful in the following definitions.
Given a set of R-wave events {u j } J j=1 detected from the ECG, let RR j = u j − u j−1 > 0 denote the jth R − R interval, or, equivalently, the waiting time until the next R-wave event. Assuming history dependence, the probability density of the waiting time t − u j until the next R-wave event follows an inverse Gaussian model:
where j =Ñ(t) denotes the index of the previous R-wave event occurred before time t,
is the vector of the time-varying parameters, μ RR (t, H t , ξ (t)) represents the first-moment statistic (mean) of the distribution, and ξ 0 (t) = θ > 0 denotes the shape parameter of the inverse Gaussian distribution. The function f (t|H t , ξ (t)) indicates the probability of having a beat at time t given that a previous beat has occurred at u j and μ RR (t, H t , ξ (t)) can be interpreted as signifying the prediction of the time when the next beat is expected to occur. Of note, the use of an inverse-Gaussian distribution to characterize the R-R intervals occurrences is motivated by both algorithmic and physiological reasons [68, 69] . Here, we model μ RR (t, H t , ξ (t)) as
Since μ RR (t, H t , ξ (t)) is defined in a continuous-time fashion, we can obtain an instantaneous R-R mean estimate at a very fine timescale (with an arbitrarily small bin size ), which requires no interpolation between the arrival times of two beats. Given the proposed parametric model, the indexes of the HR and HRV will be defined as a time-varying function of the parameters g 1 (1, t), . . . , g 1 (p, t) ]. A local maximum-likelihood method [68, 69] was used to estimate the unknown time-varying parameter set ξ (t) within a sliding window of W = 90 s. We used a Newton-Raphson procedure to maximize the local log-likelihood and compute the local maximum-likelihood estimate of ξ (t) [68, 69] within W. Because there is significant overlap between adjacent local likelihood intervals, we started the Newton-Raphson procedure at t with the previous local maximum-likelihood estimate at time t − in which define how much the local likelihood time interval is shifted to compute the next parameter update.
The model goodness-of-fit is based on the Kolmogorov-Smirnov (KS) test and associated KS statistics (see details in [68, 69] ). Autocorrelation plots were considered to test the independence of the model-transformed intervals [68, 69] . Once the order p is determined, the initial model coefficients were estimated by the method of least squares [68, 69] .
(i) Instantaneous indices of heart rate and heart rate variability
Our framework allows for a quantitative characterization of heartbeat dynamics based on instantaneous time-and frequency-domain estimations. The time-domain characterization is based on the first-and the second-order moments of the underlying probability structure. Namely, given the time-varying parameter set ξ (t), the instantaneous estimates of mean μ RR (t, H t , ξ (t)), R-R interval standard deviation σ 2 RR (t, H t , ξ (t)), mean HR μ HR (t, H t , ξ (t)) and HR standard deviation σ HR (t, H t , ξ (t)) can be derived at each moment in time as follows [68, 69] :
3)
The linear power spectrum estimation reveals the linear mechanisms governing the heartbeat dynamics in the frequency domain. In particular, given the model of μ RR (t, H t , ξ (t)), we can compute the time-varying parametric (linear) autospectrum [68, 69] as follows: 6) where H 1 represents the Fourier transform of the γ 1 terms. By integrating equation (2.6) in each frequency band, we compute the indices within the low frequency (LF = 0.04-0.15 Hz) and high frequency (HF = 0.14-0.45 Hz) ranges, along with their ratio (LF/HF).
(d) Maximal information coefficient
In order to quantify the coupling between two variables, we calculated the MIC [66] . This index, in fact, is able to quantify linear and nonlinear couplings occurring between two variables over time, x and y [66] . MIC relies on the fact that, if two variables are somehow coupled, then a grid can be drawn on the scatterplot of the two variables. 
× y grids that are applied to the ordered samples of the two vectors.
MIC is defined as the maximal value of m x×y over the ordered pairs (x, y), with x ≤ n and y ≤ n, where n is the length of the vectors:
In practice, it is possible to compute the estimation as MIC = max xy<B {m x×y } with B empirically defined as B = n 0.6 [66] .
(e) Statistical analysis
Statistical analyses were performed on MIC values, considering data gathered from all of the subjects, in order to perform (i) comparison between resting state sessions; (ii) comparison between neutral sessions; (iii) comparison between (whole) arousal sessions; (iv) comparison between pleasant and unpleasant stimuli of each arousal sessions; and (v) comparison between pleasant/unpleasant stimuli among different arousal levels. These statistical comparisons were performed, for each EEG signal, between each pair of time-varying EEG-PSD, calculated in the θ, α, β and γ frequency bands, and each of the time-varying HRV features. All HRV features were instantaneously calculated with a δ = 5 ms temporal resolution, and then averaged each within a 1 s sliding time window, in order to achieve temporal correspondence with the time-varying EEG-PSD series.
Before performing the statistical analysis, we implemented the Lilliefors (a KS-based approach) test to check whether the data were normally distributed. As most of the samples taken into account did not show a normal distribution, non-parametric rank-based statistical analyses were carried out. Moreover, central tendency and dispersion of samples were expressed in terms of median and median absolute deviation, respectively. In particular, according to the number of sample groups under comparison, non-parametric Wilcoxon and Friedman tests for paired data were applied, considering the null hypothesis of equal medians among samples. Statistical significance was set considering p-values < 0.05. Results from the statistical analysis on MIC values are shown as topographic colourmaps.
Results
After applying the EEG preprocessing steps (see §2b), all recordings showed more than 90% of artefact-free epochs. Moreover, among all subjects, up to eight EEG channels were discarded after the 'bad' channels identification procedure (on average, five channels were removed).
Concerning the application of the point-process modelling on RR series, excellent results were achieved in terms of goodness-of-fit. To this extent, optimal model order was found to be p = 7. KS distances were as low as 0.0328 ± 0.0052 and were never above 0.051. Moreover, the independence test performed through autocorrelation plots was verified for all subjects [69] , showing that in 21 out of 22 recordings, more than 98% of the autocorrelation samples fell within 95% CIs. A total of 16 out of 22 recordings showed KS plots within 95% CIs. Figure 2 shows p-value topographic maps resulting from the statistical comparison of MIC values between resting-state sessions, neutral sessions and arousal sessions, considering each pair of time-varying HRV features and time-varying EEG-PSD calculated in the θ band. Differences between resting-state sessions were found in coupling with μ RR , σ HR and HF only. Differences in all of the couplings between EEG θ band and HRV features, instead, were found between all neutral and between all arousing sessions. In particular, major differences between neutral sessions occurred in the prefrontal cortex, mainly due to significant changes occurring in the neutral session 5, whereas major differences between arousal sessions occurred in the prefrontal (a) Positive versus negative emotion elicitation Results show that, at arousal levels 1, 2 and 3, positive emotional pictures increased the brain-heart coupling with respect to the negative ones, as estimated through MIC values between EEG θ power and time-domain features μ RR , σ RR and σ HR , and the parasympathetic component (HF) of HRV. At arousal level 4, brain-heart dynamics switches to opposite MIC trends, i.e. negative emotional pictures increased the brain-heart coupling with respect to the positive ones, as estimated through MIC values between EEG θ power and HRV time-domain features. Moreover, at arousal levels 1, 2 and 3, negative emotional pictures significantly increased the brain-heart coupling with respect to the positive ones as estimated through MIC values between EEG θ power and HRV frequency-domain features. It is noteworthy that the strong effect of negative pictures at arousal level 3 on of MIC values calculated between EEG θ power and HRV-LF. Interestingly, at arousal level 4, such a EEG θ power and HRV-LF coupling seems to switch to EEG θ power and frequency-domain feature HF, though with less spatial activation. Similar EEG-HRV coupling maps, calculated for the EEG α, β and γ bands, are reported in electronic supplementary material, figures S13-S14. 
Discussion and conclusion
We studied brain-heart dynamics using MIC values calculated between time-varying series of EEG power spectra and instantaneous heartbeat dynamics during visual emotional elicitation. Twenty-two healthy volunteers were emotionally elicited through passive viewing of IAPS pictures, covering 25 different combinations of arousal and valence levels. The proposed methodological approach and experimental protocol are, to our knowledge, of great novelty in the current literature because (i) we considered linear and nonlinear brain-heart couplings, (ii) we considered all possible arousal-, valence-dependent brain-heart couplings, and (iii) such coupling measures were calculated with subject-specific, time-varying features. Furthermore, experimental results were performed using high-resolution EEG signals (128 channels). At a group level, results were shown as p-value topographic maps and related multiple comparisons, highlighting brain regions whose activity significantly correlated with heartbeat dynamics. Importantly, from a methodological point of view, the study of brain-heart dynamics performed on uneven heartbeat samples, taking into account short-time emotional elicitation (less than 10 s), was possible thanks to the use of the point-process paradigm [68] . Through this approach, we obtained instantaneous time domain and spectral cardiovascular estimates, which are known to track ANS changes due to emotional elicitation and mood changes [70, 80] . Accordingly, we hypothesized that different emotional stimuli would differently affect ANS-CNS signalling. As a proof of concept of the proposed methodology, we focused on EEG oscillations in the θ band as emotional processes consistently elicit changes in the EEG θ power, regulating ANS responses accordingly [55] [56] [57] [58] [59] [60] [61] [62] [63] [64] [65] .
As expected, we found that the prefrontal cortex plays a crucial role in brain-heart coupling modulation during visual emotional elicitation. This cortex was involved in the switching mechanisms between neutral and arousing elicitation, especially during negative elicitation sessions. In particular, a strong coupling between prefrontal cortex activity and heartbeat dynamics was found at intermediate arousal (arousal level 3). In such an arousing elicitation, we also found a significant EEG θ-HRV-LF coupling in the left temporal region, especially due to images with negative valence.
Furthermore, MIC differences between negative and positive valence (figure 4), which are visible at the lowest level of arousal (i.e. arousal level 1), changed both in sign and in spatial location at higher levels of arousal (level 2 and 3) and disappear at the highest level of arousal (level 4). Note that this behaviour was consistently found across all EEG frequency bands (see figure 4 and electronic supplementary material, figures S4-S14 ). This suggests the following conclusion: (i) the assumption of having orthogonal dimensions in the CMA model, as associated with arousal and valence dimensions, has to be reconsidered. This is also in agreement with previous findings suggesting that the effect of emotional valence on affective picture perception is modulated by levels of arousal at both early and late stages of brain processing [81] ; (ii) increasing arousing elicitations seems to mitigate, or even to washout, the impact of valence on brain-heart dynamics in response to visual elicitation.
Positive emotions elicited greater MIC than negative ones for the total RR variability (σ RR and σ HR ) and for the HRV parasympathetic component HF across arousal levels 1, 2 and 3. For σ RR despite this behaviour (higher brain-heart coupling for positive emotions) is diffuse over the scalp, the topology of significance involves central regions of the right hemisphere. Concerning HRV-HF, MIC significance shifts from left (arousal 2) to right (arousal 3) hemisphere.
Negative emotions elicited a significantly higher brain-heart reaction with respect to the positive ones, as indicated by a higher MIC over large cortical areas for HRV-LF power. This was especially evident between EEG oscillations in θ band, at arousal 3, in the areas related to visuospatial attention. Interestingly, such a strong interaction vanishes at the highest arousal level (arousal 4), being replaced by a stronger (parasympathetic) HF activity associated with EEG θ power increase in left frontal regions and in right parietal regions. Importantly, this patterns of activations seem in line with a classical attentional-bradicardic reaction to hyper-aroused images with negative emotional content [82] . We believe that the vanishing effect hereby observed at high arousing elicitation has to be related to the processing of emotions at a CNS level exclusively. At a ANS level, in fact, through the same experimental protocol, our previous findings confirm arousal-specific patterns of skin conductance [83, 84] , and HRV and respiratory dynamics [85] , allowing for a four-class discrimination of all of the arousing visual elicitations. Statistically significant differences between sessions of the same type should be linked to the quantification of the effect of (pleasant/unpleasant) arousing stimuli to subsequent neutral elicitations and resting-state sessions. Interestingly, while we found no variations in brainheart dynamics between resting-state sessions, we found significant differences between neutral sessions. In particular, major differences between neutral sessions occurred in the prefrontal cortex, mainly due to significant changes occurring in the neutral session 5. Note that, in the experimental protocol timeline, arousal level 3 (i.e. the elicitation with higher changes in brainheart dynamics) follows neutral session 5. In this view, an early/late effect can be associated to an arousing visual elicitation. We also remark that brain-heart coupling, as estimated through our MIC-based method, is significantly lower during non-elicitation states than the ones with elicitations. This can be easily seen from electronic supplementary material, tables S1-S4, showing MIC values calculated during the first 5 min baseline acquisition of the experimental protocol.
It is worthwhile noting that stronger associations of parasympathetic activity with frontal and parietal cortices could be related to the attentional noradrenergic network, which was previously identified in fMRI studies [86] . This network extends to both hemispheres, whose stronger connectivity is derived from the right posterior parietal cortices [86] as indicated in our results. More in general, at a speculation level, we believe that part of our results may be explained by both noradrenergic and dopaminergic signalling modulating the brain-heart coupling, along with their interaction. Indeed, for the dopaminergic system, the nucleus accumbens integrates affective inputs from the amygdala and the prefrontal cortex, and its role in salience processing, signals novelty and contextual deviance has been previously identified [87] . Moreover, prefrontal feedbacks to limbic structures are able to modulate subcortical excitability and, thus, change the brain-heart coupling in different regions. On the other hand, the noradrenergic modulation on prefrontal feedbacks to the limbic output could explain the observed different levels of brain-heart coupling as a function of arousal [88] .
Our findings are consistent with Scherer's theory, which argues that synchronization of oscillatory physiological systems is fundamental to emotion [89] , and with Porges's polivagal theory [90] , which points out how afferent feedback from the heart to the brain through the vagus nerve and nucleus tractus solitarius could play a regulatory role in emotional response. As this study should be intended is a proof-of-concept of a novel methodology to investigate brain-heart coupling, limitations should also be mentioned. First, although we did check that subjects were actually looking at pictures throughout the experimental protocol, we could not control for attention and habituation effects since the task was a complete passive one. However, although we had a repetition of five neutral sessions throughout the elicitation, we did include different images in such sessions, minimizing the repetition effects on emotional processing. Note that our previous endeavours demonstrate that no significant changes occur in ANS dynamics among neutral IAPS elicitation sessions [72, 91] . Moreover, self-assessment scores of elicited IAPS images after the experiment were not taken into account in this study. We relied on the standardization of the IAPS images, which had been performed on a large number of healthy subjects [67] , ensuring highly consistent results in terms of valence and arousal ratings. However, we cannot exclude that individual differences in valence and arousal perceptions, with respect to the elicited ones, occurred. Furthermore, we are aware that brainheart dynamics might be further mediated by psychological factors like mood, anxiety or personality traits that we did not take into account in this study. Future works should account for all these aspects in order to achieve a more detailed and precise brain-heart model, also accounting for the evaluation of brain-heart coupling directionality, as well as for the brainbrain, and ANS-ANS interactions [65] . MIC, in fact, is unable to assess how much the past samples in one series affect its future values or the future of the other time series (like in Granger causality measures). However, is important to point out that these issues has a limited impact on our results. We were interested in assessing the coupling between EEG oscillations and heartbeat dynamics, tracking their changes despite external elicitation. In other words, despite the individual emotional processing of each subject, we were able to identify significant changes between θ oscillations and HRV metrics. The effect of slight difference between the window duration for the estimation of EEG (4 s) and HRV parameters (about 7 s due to the point-process model order p = 7) on experimental results should also be investigated. Finally, although in this study we performed a high-resolution EEG recording with 128 channels, our conclusion involving the prefrontal cortex activity have limited physiological interpretation due to limits in the spatial resolution. In future studies, precise electrode localization, paired with individual morphological magnetic resonance imaging, would be acquired in order to have a reliable increase of spatial resolution and thus to perform analysis at a cortical surface levels such as Loreta-based approaches.
To conclude, we demonstrated that a point-to-point linear and nonlinear correlation measure between instantaneous heartbeat dynamics and EEG time-varying spectra may be a feasible method to understand the coupling between ANS and CNS. We suggest that EEG oscillations in the θ band are the most promising metrics to be used in such an evaluation, especially because this band have a significant role in monitoring the attentional significance of emotions [92] . However, it is possible to hypothesize that different EEG bands couple with different aspects of ANS dynamics. As a matter of fact, in the electronic supplementary material, we were able to show distinct pattern of coupling between different EEG bands and heartbeat dynamics, although they were less supported by psychological and neurobiological bases. To this extent, further studies should effectively focus on other specific bands than θ, also including a larger number of subjects in order to take into account other covariates such as personality traits and subjective IAPS rating, which may influence central and peripheral signalling. Moreover, quantification of the exact amount of nonlinear coupling occurring in brain-heart dynamics should also be performed. Further studies should also address whether any early/late phenomena as a response of affective stimuli can be identified in brain-heart dynamics. Moreover, it is important to investigate this coupling in psychiatric as well as neurological disorders which have been shown to involve both cognition and ANS dysfunction [93] , and whether its alterations could be a specific marker of mental disorders. According to our findings, we believe that the analysis of EEG θ rhythms will provide a significant decision support tool for managing mental health, also considering the role of insular and pregenual cingulate cortices in psychiatric disorders including mood disorders, panic disorders, obsessive-compulsive disorders, eating disorders and schizophrenia [1, 5, 46, 47, 90, 94] .
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