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ABSTRACT

STUDY OF POST-NECKING HARDENING IDENTIFICATION AND
DEFORMATION-INDUCED SURFACE ROUGHENING OF METALS
by
Paul Knysh
University of New Hampshire

This thesis covers topics at two fundamental scales at which plastic deformation is
occurring – macroscopic and microscopic.
The first topic is related to the localization of deformation and subsequent necking
that happens in metals during deformation, e.g., sheet metal during forming. The open
fundamental question is – what happens to the material properties inside of the
localized region. The localization process is very challenging to analyze, even using a
conventional tension test since several effects such as material hardening as well as
effects of strain-rate and temperature are strongly coupled. In this thesis we propose a
novel approach that allows to decouple these effects and furthermore to identify the true
hardening behavior of material. The solution is based on solving an inverse problem
that involves optimization of an expensive black-box function. The methodology
developed is presented in detail.
In the second topic we consider the microscopic aspects of deformation, namely
grain-scale plasticity. More specifically, we apply a crystal plasticity finite element
framework to analyze the deformation-induced surface roughening effect. This task also
involves a number of challenges. One such challenge is the accurate calibration of the
xii

model, which was tackled here using the black-box optimization procedure developed
earlier. The second challenge is the accurate non-destructive reconstruction of a 3D
texture based on images of several planar sections. The texture reconstruction problem
was solved and presented as a general methodology. Subsequently it was possible to
construct a comprehensive model that accounts for all major effects. It is shown that this
model is able to capture the physics of deformation-induced surface roughening,
however primarily in the average sense.

xiii

CHAPTER 1
INTRODUCTION
1.1. General remarks
The discovery and usage of metals by mankind was a crucial step that enabled creation
of tools and weapons that were harder and more durable than previously possible.
Today, thousands years later, metals and metal alloys are among the most essential
structural materials, that find their applications in a wide range of industries. The
manufacturing of metal parts remains a big challenge that originates from a fundamental
tradeoff between weight, safety, reliability, efficiency and cost of the resultant product.
In the past several decades, owing to rapid development of computational
capabilities and material science, a much better understanding of metal deformation
and forming principles was obtained both on macroscopic and microscopic levels. The
usage of computational modeling allowed to significantly reduce the number of timeconsuming physical experiments and to focus on optimization and cost reduction of
product design and manufacturing processes.
Nowadays a vast majority of modern deformation processes involve non-trivial
geometries, boundary conditions and coupled physical effects that can only be analyzed
numerically. The most widely used numerical technique is finite element analysis (FEA).
While ―kinematics‖ of FEA is more or less studied and established, the most
complicated and challenging part of any FEA code is the material model. In terms of
constructing/choosing proper material model, there exists another fundamental tradeoff
– predictive power of the model versus its computational complexity.
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Generally speaking, all material models can be divided into two large groups –
phenomenological (macroscopic) and physical (microscopic). Phenomenological
models assume the homogeneity of the media and are currently dominant in industry
due to their robustness and significantly lower computational cost. Nevertheless, the
accurate calibration of such models remains a difficult question. The number of model
parameters often can be on the order of 10-20, and each parameter might also evolve
based on deformation history. A significant number of physical experiments, sometimes
non-trivial, needs to be performed in order to identify these parameters. As will be
shown further, even for simplest J2 model that can be calibrated using a single tension
test, the necking formation is a big limitation that needs to be carefully resolved in order
to obtain the correct hardening behavior. The situation becomes much more complex
when the effects of strain-rate and temperature sensitivity are taken into account.
In contrast to phenomenological models, physics-based models attempt to capture
the exact behavior of metal crystals and therefore also often called crystal plasticity
models. Each single crystalline grain is assumed to deform by a set of slip systems
defined by the crystal lattice structure of the material. The crystallographic orientations
of grains, grain shapes and resistances to slip and twinning within the grains completely
determine the mechanical response of the polycrystal. Because the morphology of
every individual grain is involved and the amount of grains present is usually significant,
crystal plasticity models are substantially more complex and computationally expensive
than the phenomenological models. As will be shown further, even simulating a tension
of a mesoscale-size specimen is a complicated task, that causes a set of computational
challenges. One such challenge is an accurate reconstruction of volumetric texture from
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available surface texture data. Another challenge is the accurate calibration of a crystal
plasticity model. On the other hand, crystal plasticity models are valuable as they allow
to better understand the underlying physics of deformation.

1.2. Thesis structure
This dissertation consists of several integral parts. More specifically, there are 3 main
chapters and each chapter is based on a research study presented in a corresponding
journal paper. A brief summary of each chapter is given next, highlighting the
significance and novelty of each study.
Chapter 2 describes a method for identifying the material hardening curves past the
limit of necking in uniaxial tension and across a range of strain-rates and temperatures
in a fully-coupled way. Experiments on microtubes of 304L stainless steel, which is a
rate- and temperature-dependent material, were performed using a custom isothermal
testing setup. Digital Image Correlation and Infrared Thermography provide full-field
measurements of the strain and temperature during testing. The proposed identification
procedure uses a finite element (FE) model of the experiments and the problem is cast
as one of mathematical optimization. The corresponding objective function has input
parameters that control the post-necking shape of the hardening curves and a scalar
output that represents the proximity between the FE predictions of the force-average
axial strain response and the experimental data. Since the objective function is not
available in closed form and is expensive to evaluate, an efficient optimization method
that requires a limited number of function evaluations is developed. The identification
procedure is applied to identifying the post-necking hardening response under different
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assumptions, starting from a single material curve with no rate and temperature effects
included, to a family of curves with both strain-rate and temperature considered in a
coupled way. To validate the family of hardening curves identified for 304L stainless
steel, a fully-coupled FE model is used to simulate a conventional tension test. This
model is shown to be able to reproduce this experiment, including the strain and
temperature fields which develop during testing.
Chapter 3 reports a robust shape interpolation procedure for constructing a voxelbased 3D model from a set of parallel 2D sections. The procedure is based on a
morphing technique and is applicable to compact shapes of grains that appear in at
least two consecutive sections. It relies on a set of images of the same resolution and
containing the same sets of colors that correspond to different grains of the given
volume. A simple demo example is followed by successful application of the procedure
to reconstruct the volumetric grain structure morphology of a thin Al-Mg oligocrystal
specimen from two electron-back-scatter-diffraction scans of two parallel faces. For
verification purposes the same physical specimen is machined down and two interior
sections, parallel to the faces, were scanned. A good matching between reconstructed
and actual grain structures at these two sections is observed. As a further illustration,
the 3D shapes of several grains are extracted and shown. A demonstration of
reconstruction

from

multiple

sections

using

a

dual-phase,

martensite-ferrite

representative volume element is also given. Finally, a quantitative analysis of falsepositive results, as well as a way to decide the applicability of this method for grain
reconstruction for a given material are described.
In Chapter 4 the deformation-induced surface roughening of an Al-Mg alloy is
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analyzed using a combination of experiments and modeling. The behavior of a
mesoscale oligocrystal that contains around 40 grains during uniaxial tension test is
studied. The oligocrystal is obtained by recrystallization annealing of a AA5052-O sheet
and subsequent machining, to contain one layer of grains through the thickness. A laser
confocal microscope is used to measure the surface topography of the deformed
specimen. A finite element model with realistic (non-columnar) shapes of the grains
based on a pair of EBSD scans of a given specimen is constructed using a customdeveloped shape interpolation procedure. A Crystal Plasticity Finite Element (CPFE)
framework is then applied to the voxel model of the tension test of the oligocrystal. The
unknown material parameters are determined inversely using an efficient ‗black-box‘
optimizer. Based on this simulation, the following features are analyzed: deformed
shape of the specimen; surface topography at top and bottom faces; corresponding
elevation derivatives; evolution of the average roughness value; texture and Schmid
factor after deformation; and reorientation of several soft and hard grains. The results
extracted from the model correlate well with the experimental observations in the
average sense, however they do not capture the exact surface elevation patterns. As an
additional verification of the CPFE model, the statistics of surface roughening are
analyzed by simulating uniaxial tension of the AA5052-O polycrystal and comparing it to
experiments. The predictions of average roughness agree well with the experiment.
Finally, using the same polycrystalline specimen, texture-morphology relations are
discovered, using a symbolic Monte Carlo approach.
As can be seen from above description of chapters, the topics of this dissertation are
covering both phenomenological and physics-based approaches to modeling metal
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deformation processes. Two fundamental and related to each other aspects of metal
deformation – strain localization (necking) and deformation-induced surface roughening
– are studied in detail.
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CHAPTER 2
IDENTIFICATION OF THE POST-NECKING HARDENING
RESPONSE OF RATE- AND TEMPERATURE-DEPENDENT
METALS1

2.1. Introduction
The hardening curve of a material is one of the three essential ingredients of an
associated-flow plasticity theory, along with the yield function and the flow-rule. The
uniaxial tension test is perhaps the most common way of identifying the hardening
curve. However, the test is limited by the loss of stability in the form of localization of
deformation and necking. This limits the deformation that is achievable during the test,
often to levels significantly below what is achievable in other deformation processes.
Therefore, the proper identification of the hardening response of materials at large
strains (in comparison to the uniaxial tension test) is of interest. There are two main
approaches to achieve this: a) continuing to use the uniaxial tension test, due to its
simplicity, but extracting additional information beyond the pre-necking stress-strain
response, and b) performing a different kind of experiment that is not limited by the
localization experienced during uniaxial tension. In the latter approach, experiments
such as the hydraulic bulge test (e.g., Chen et al., 2016, Reis et al., 2016), cylinder

1

Published as Knysh, P. and Korkolis, Y.P., 2017. Identification of the post-necking
hardening response of rate-and temperature-dependent metals. International Journal of
Solids and Structures, 115, pp.149-160.
The optimization algorithms is published as Knysh, P. and Korkolis, Y., 2016. Blackbox:
A procedure for parallel optimization of expensive black-box functions. arXiv preprint
arXiv:1605.00998.
7

compression (e.g., Lovato and Stout, 1992) and stacked compression (e.g., Coppieters
et al., 2010) have been used.
Focusing now in the first approach, the first well-known analytical solution of the
post-necking response was obtained by Bridgman for a circular bar (Bridgman, 1944).
This was later extended to a rectangular bar (Aronofski, 1951). Since then a number of
analytical and numerical studies on necking in uniaxial tension have been reported (Hill
1952, Chen 1971, Needleman 1972, Ghosh 1977, Norris et al., 1978, Saje, 1979,
Tvergaard 1993). Furthermore, a variety of optical techniques have been used to probe
the strain fields inside the neck including Moiré (Theocaris and Marketos, 1967, Cordero
et al., 2005) and speckle pattern interferometry (Petit et al., 2014).
To extract post-necking material properties using the uniaxial tension test, a number
of methods were developed. They can be divided into two broad groups – explicit and
implicit. Explicit methods are based on extracting strain fields directly from the necking
region using full-field measurement techniques such as Digital Image Correlation (DIC).
For example, (Coppieters et al., 2011, Coppieters and Kuwabara, 2014) proposed to
equalize the external work (which comes from total force and elongation) and internal
work (which can be quantified from the strain fields obtained from DIC and the adoption
of a material model) and thus determine the stress field in the neck. The Virtual Fields
Method (VFM) used by Kim et al., 2013 (originally proposed in Pierron et al., 2000) and
another explicit technique proposed by Wang and Tong (2015) are based on similar
idea.
Implicit methods are using finite element analysis (FEA) to iteratively update the
post-necking hardening curve, until the FEA results are matching experimental data. In
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most studies, the goal is to match post-necking force-displacement data (Zhang and Li,
1994, Ling, 1996, Zhang et al., 1999, Koc and Stok, 2004, Joun et al., 2008, Peirs et al.,
2011, Tardif and Kyriakides, 2012, Kamaya and Kawakubo, 2014). An alternative goal
is to match the strain distribution in the neck region (measured experimentally) as in the
work of Scheider et al. (2004). The combination of these two goals is considered in
Kajberg and Lindkvist (2004) and Gross and Ravi-Chandar (2015).
Some advantages that the implicit methods appear to have over the explicit ones are
the following. Usage of FEA makes them independent of strain measurements, which
can be performed only at the surface of the specimen. Also, implicit methods don‘t
always require the extraction of full-field strain fields from the neck region, if only forcedisplacement data is to be matched. Finally, advanced yield functions may already be
available in the FE codes.
Since necking is also associated with a rapid change in strain-rate and temperature
due to deformation-induced heating (e.g., Knysh and Korkolis, 2015), both effects
should be addressed, as for example in Johnson and Cook (1983). A specialized
version of such relation for 310 stainless steel was developed in Lin and Wagoner
(1986). More recent studies were done for AL-6XN austenitic stainless steel (NematNasser et al., 2001) and for Ti-modified stainless steel (Mandal et al., 2009). An
experimental study on metal sheets for a variety of strain-rates and temperatures was
reported by Rusinek and Klepaczko (2001).
In this work, a procedure for identifying the material hardening curves in the postnecking range, and across a range of strain-rates and temperatures is proposed. The
experiments on 304L stainless steel are described first, including a simple but very
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efficient method of performing isothermal tension tests. Subsequently, the hardening
identification procedure is described, including a FE model of the experiments and the
objective function and search algorithm used for the optimization. Two examples
illustrate the framework developed. Finally, this is applied to the experiments on the
304L stainless steel. The hardening curves of the material are identified under a variety
of assumptions, starting from the rate- and temperature-independent model and
concluding with the fully-coupled approach.

2.2. Experiments
a. Material properties and experimental setup
The material that was selected for our experiments is 304L stainless steel in the form of
tubes of 2.4 mm outside diameter and 0.16 mm wall thickness. This material is both
rate- and temperature-dependent, as was also revealed in the experiments reported
below. The tubes were drawn-over-mandrel by the manufacturer and where received in
the fully-annealed state. The chemical composition of the material is given in Table 2.1.

Table 2.1. Chemical composition of the SS -304L microtubes ( wt. %)

C

Mn

P

S

Si

Ni

Cr

Al

Fe

0.015

1.43

0.029

0.008

0.4

10.85

18.67

0.003

Balance

The uniaxial tension experiments were performed with the mesoscale tensile stage
manufactured by Psylotech, Inc. (Ripley and Korkolis, 2015). The stage is capable of +/-
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2000 N axial force, with 10 mN resolution, and has 50 mm available stroke. The tubes
were held using a modified hydraulic fitting to grips with self-aligning spherical bearings,
so that no moment was allowed to develop. During testing, the strain was measured
using the full-field 2D Digital Image Correlation (DIC) method. The images were
acquired using a 2.0 MPixel Point Grey Research GRAS-20S4M-C camera with 35 mm
Schneider-Kreuznach Xenoplan lenses. The images were post-processed with the
commercial DIC software VIC-2D. The software includes a virtual extensometer feature,
which was used to determine the engineering strain over a 10 mm gage-length. At the
same time, the temperature field was acquired using a FLIR SC-645 Infrared Camera
with temperature resolution of 0.05 oC and range of -20 to +150 oC. A photograph of the
experimental setup is shown in Fig. 2.1.

Figure 2.1 – Setup f or conventional and isothermal tension experiments and its
components.
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The uniaxial tension experiments were performed under velocity-control. The total
length of the tubes was 64 mm, with the distance between the two grips being 30 mm.
The velocities were varied between 3 μm/s and 3 mm/s, resulting in constant (nominal)
strain-rates in the gage-length of 10−4, 10−3, 10−2 and 10−1 s-1, respectively. Beyond
these ―conventional tension tests‖, isothermal tension tests were performed by
connecting the grips to a Neslab RTE 740 constant-temperature bath and circulating
water through the tubes during tensile loading. This is an evolution of the isothermal
testing method proposed earlier by Cullen and Korkolis (2013), adapted here to tubular
specimens. Isothermal tension tests were performed at 15, 25 and 35 oC, and across
the same range of strain-rates as the conventional tension tests. As will be shown later,
this is a particularly effective and easy method for performing an isothermal test in the
temperature range of interest.

b. Results from conventional tension test
The nominal stress-strain responses obtained during the conventional tension tests at 4
different strain-rates are shown in Fig. 2.2. The 304L stainless steel material of the
microtubes is seen to have very large ductility, with the elongation-to-fracture of the
quasistatic tests (e.g., strain-rate of 10−4 s-1) approaching 70%. At the same time, the
initial parts of the responses cascade as expected, with the flow stress increasing as the
strain-rate is increased. However, at higher strains, the responses are seen to cross
over each other, with the higher strain-rates failing earlier than the rest. This is in
agreement with earlier work by the authors (Cullen and Korkolis, 2013) and is a direct
consequence of deformation-induced heating and the establishment of a temperature
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gradient along the gage-length (e.g., Cullen and Korkolis, 2013 and the references
therein).

Figure 2.2 – A set of convent ional tension tests perf ormed at dif f erent strain rates.

The full-field strain and temperature measurements that the DIC and IR systems
afford illustrate this effect. In Fig. 2.3, both fields are presented vis-a-vis. While the axial
strain is seen to be uniform, a temperature gradient is detected. This is because the
main mechanism of heat-transfer in this problem is conduction to the cold grips (which
are seen to remain at ambient temperature during the test, see Fig. 2.3). The
temperature gradient acts as an imperfection that triggers an earlier localization of
deformation than in the corresponding isothermal case. Increasing the strain-rate
intensifies this gradient, with detrimental effects to the apparent elongation-to-fracture,
as can be seen in Fig. 2.2.
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Figure 2.3 – Axial st rain and temperat ure f ields extracted f rom DIC and IR
cameras.

The net conclusion of the results of Figs. 2.2 and 2.3 is that these tests cannot be
used for material characterization, as the mechanical and thermal effects are
intertwined. This motivated the creation of the isothermal tension tests described in this
and earlier (Cullen and Korkolis, 2013) work.

2.3. Hardening identification procedure
Assuming now that the mechanical and thermal effects are decoupled, the strategy to
identify the post-necking hardening response of the material will be the following: a)
isothermal experiments will be performed at various strain-rates and temperatures, b) a
FE model of these experiments will be created, c) a family of post-necking hardening
curves (i.e., at different strain-rates and for given constant temperatures) will be
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introduced in the FE model, d) since necking is an instability, the post-necking structural
response predicted by the FE model will be compared to the one measured
experimentally, and e) the input hardening curves will be iteratively adjusted through an
optimization procedure, until the agreement of the structural responses is found within a
pre-set tolerance.
While this identification procedure has been used extensively in the past (e.g.,
Korkolis and Kyriakides, 2008a, 2008b, 2009, 2010, 2011, Luo and Wierzbicki, 2010,
Cullen and Korkolis, 2013, Dick and Korkolis, 2014, 2015), because of the rate- and
temperature-dependence of the 304L stainless steel, it has to be performed in a
coupled fashion across the strain-rates and temperatures of interest. In other words, it is
not sufficient to match the experiments one-by-one. Necking involves an increase in the
strain-rate and the temperature gradient, which requires that the entire family of input
hardening curves must be adjusted simultaneously to yield predictions that fit the entire
family of experiments. This an arduous and expensive task, that has not been reported
before, and which led to the development of a computationally effective search
algorithm presented in Knysh and Korkolis (2016) and summarized below.

a. Finite element model
The finite element model of the tube was built in the non-linear code Abaqus/Standard.
An associated flow-rule using the von Mises yield surface as the plastic potential is
adopted in this work:

(2.1)
where

are the plastic strain tensor components,
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are the stress tensor

components,

is the hardening parameter and

is the von Mises plastic potential:

(2.2)
where

is the material constant and

tensor

:

is the second invariant of deviatoric stress

(2.3)
The hardening curves were input either individually (for rate- and temperatureindependent models) or as a cluster across strain-rates and temperatures. When
multiple hardening curves are input to the model, the software interpolates linearly
between them for the current flow stress and tangent modulus per integration point.
The finite element model that was used in this work is shown in Fig. 2.4. Taking
advantage of the symmetries present, an axisymmetric model of half of the tube was
created. Note that at the final moments before rupture the axisymmetry is broken,
however this occurs significantly after the limit-load instability that is associated with the
onset of necking. Beyond that, the model replicates the actual geometry used in the
experiments very accurately, as it will be used to match the post-necking structural
responses. Recall that in the experiments the gage-length from which results are
reported was controlled as accurately as possible.
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Figure 2.4 – Axisymmetric FE model of a tube with boundar y conditions and FE
mesh shown.

An isotropic mesh of 1,500 axisymmetric elements with reduced integration (CAX4R)
was used, after a sensitivity study demonstrated that it captured the physics of the
process at a reasonable computational cost. The end of the tube is clamped so that no
rotation or radial displacement is allowed. At the clamped end, the axial displacement
(velocity in case of rate-dependent simulation) is prescribed, replicating the
displacement-control used in the experiments. A geometric imperfection in the form of a
circular arc that creates a change in the thickness of (10-4 x t) is introduced, to ensure
that necking will happen at the center of the tube.
Because

of

the

nature

of

the

conventional

tension

tests,

a

coupled

thermomechanical FE model (using CAX4RT elements) was also created. In this case,
thermal boundary conditions need to be assigned, as described in Section 2.4b.
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b. Objective function
The objective function used for the optimization represents the proximity between the
FE predictions and the experiments. An outline of how the objective function is
computed is given in Fig. 2.5a. A family of hardening curves at different temperatures
and strain-rates is used as input to isothermal finite element models, described in the
next section. The structural responses of these models, in the form of the force-average
axial strain curves, is compared to the ones from the isothermal experiments. The error
between the two is computed as the integral of the absolute difference between the two
curves and serves as the objective function for the optimization procedure discussed in
Section 2.3c. This environment is created using the Python language.

Figure 2.5a – A schematic of the black -box objective f unction, where
input vector and E is the output error (scalar) .
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is the

Figure 2.5b – A schematic of the procedure f or optimizing expensive black box
f unctions.

c. Optimization procedure
Different techniques can be used for the optimization task. Some common choices are:
Gauss-Newton-like methods (Koc and Stok, 2004), generalizations of simplex method
(Kajberg and Lindkvist, 2004), genetic algorithms (Gross and Ravi-Chandar, 2015) and
others.
Because in this case a FE model is involved, the corresponding objective function is
expensive to evaluate and has an implicit nature (i.e., no information on the function
itself is available a-priori). A class of methods that is designed to efficiently optimize
such expensive black-box functions is based on the response surface methodology
(Box and Wilson, 1951). This methodology replaces the real objective function with a fit
(termed the ―response surface‖) that is built with only few function evaluations, and that
is much cheaper to optimize. Unlike other methods, beyond requiring much fewer
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function evaluations, this methodology does not need information on gradients and is
less likely to be trapped in local optima.
Let

be a response surface that estimates the value of the objective function for

an arbitrary point

using

sampled points. In this work, we modify the Radial Basis

Functions (RBF) with cubic basis (Holmström, 2008) to use as the response surface:
( )

where

∑

(‖ (

)‖)

(2.4)

. In this expression, the difference between an arbitrary point

known vectors

and the

at the sampled points is computed, and then scaled by the linear

operator , which is the modification of RBF that is introduced in this work (see Knysh
and Korkolis, 2016). The Euclidian norm is used to determine the distances. The values
of the function

are calculated, and then weighted with

( ) contains a linear part, controlled by

and summed. In addition,

and .

The optimization procedure consists of 4 main steps:
1) Rescaling of variables. Since it is possible that the components in the input
vector

are of different orders of magnitude, they are scaled to the [0, 1] interval, to

facilitate proper calculation of distances in Eq. (2.4).
2) Initial sampling. The values of the function at an initial set of

are determined.

While a uniform mesh would be a natural option, the number of function evaluations
would grow geometrically with mesh refinement. Instead, we opted to build a Latin
Hypercube (McKay et al., 2000), to fill the parameter space in a uniform way for any
given number of sampled points.
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3) Rescaling of function values. During evaluations of the function, it is possible to
generate outliers. These are removed, and the remaining function values are
normalized into [0, 1] for ease of interpretation.
4) Subsequent iterations. The search for the global optimum is performed using a
modified CORS algorithm (Regis and Shoemaker, 2005). In our approach, at every
iteration we seek the optimum of the current
corresponding

cannot lie within a radius

discovered is then added to the set of
process is repeated, with a radius

( ) , with the constraint that the

of the existing points

, the response model

. The point

thus

( ) is updated and the

that decreases in every iteration (Knysh and

Korkolis, 2016). This prevents the procedure from being trapped in a local optimum.
To further accelerate the procedure, multi-core CPUs are used by dividing the
function evaluations into batches, with the size of the batch equal to number of cores
available. These batches are then evaluated in parallel way.
An outline of the optimization procedure is given in Fig. 2.5b.

d. Application examples
Two examples of the optimization procedure described above are discussed here. In
the first case, the method is applied to a known and simple objective function so that the
result can be easily verified. The following function of two variables is adopted:
(2.5)
Contours of this function on a unit square are shown in the left plot in Fig. 2.6 along
with its global minimum at

identified with a red dot. Assume now that
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the analytical expression (Eq. (2.5)) is not known, but it is possible to evaluate the
function at discrete points (x, y), thus imitating the black-box function. The result of
applying the optimization algorithm to detect the global minimum is shown in the right
plot in Fig. 2.6. Only 10 function evaluations were necessary and are marked in that plot
as black dots. As can be seen from the contours, the RBF model is able to properly
reconstruct a given function and accurately identify its minimum.

Figure 2.6 – Example of applying the opt imization procedure. Lef t f igure shows
original isolines of f (x, y); right f igure shows isolines reconstr ucted using 10
f unction evaluations (black dots). Red dot s show exact and est imated minimum .

In the second example, the proposed method is applied to post-necking hardening
identification, but using a single experiment as input, and neglecting the rate- and
temperature-dependence of the material. An isothermal uniaxial test on a SS-304L tube
performed at 25 oC is used as the experiment. The material hardening curve is known
until necking (plastic strain of 0.3) and is modeled with a cubic function of the form

(where

) in the post-necking region (plastic strain 0.3-1).
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The use of a cubic function guarantees a smooth result without excessive numerical
noise. Alternatively, one can use a linear combination of the Swift and Voce hardening
laws (e.g., Sung et al., 2010, Coppieters and Kuwabara, 2014, Mohr and Marcadet,
2015). In addition to C0-continuity at plastic strain of 0.3, two variables are introduced to
control the shape of post-necking part (see Fig. 2.7a):
plastic strain of 0.3 and

is the slope of the curve at

is the value of stress at plastic strain of 1. Furthermore, it is

assumed that the curvature at plastic strain of 1 is zero, which implies that the curvature
is of the same sign between plastic strains of 0.3 and 1, so that the hardening curve is
either convex or concave in that interval. Figure 2.7 shows the result of applying the
optimization algorithm with 32 function calls. The optimal shape of the post-necking
material curve is shown in Fig. 2.7a and the corresponding matching of the forceaverage axial strain data between experiment and analysis is shown in Fig. 2.7b.
Finally, the estimated error as a function of

and

(normalized) is given in Fig. 2.7c.

It can be seen that the procedure started with scanning (in a Latin Hypercube sense)
the entire solution domain and gradually identified the region of low values of error.
Subsequently, it scanned that region with a higher resolution, until the global minimum
was identified. Finally, note that the variable

was introduced here as a free

parameter only to verify that its optimal value, as found by the identification procedure,
matches its actual value. In other words, that there is no kink present in the hardening
curve identified.
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Figure 2.7a – An identif ie d input cur ve that has its post -necking part
represent ed with 2 shape parameters ( , ).

Figure 2.7b – The matching in f orce -aver age axial strain response bet ween FEA
and experiment. Cor responds to the identif ied input cur ve of Fig. 2.7a.
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Figure 2. 7c – The er ror f unction that corr esponds to Fig. 2.7a and b,
reconstructed with 32 f unction evaluations. Ranges of
,
and error values
are normalized to [0, 1].

In summary, both examples demonstrate that the proposed optimization procedure
accurately identifies the optimum with a limited number of function evaluations.

2.4. Results and discussion
a. Post-necking hardening response of 304L stainless steel
In this section, we apply the procedure described in Section 2.3 to identify the postnecking hardening response of SS-304L under different sets of assumptions.
Assuming at first that the material is rate- and temperature-independent (R&TI), the
corresponding post-necking identification becomes as simple as finding a single
hardening curve that provides an acceptable agreement of the force-average axial
strain data between experiments and FEA for a given conventional test. For a material
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that is rate- and temperature-dependent (R&TD, such as the SS-304L used in this work)
such identification, while it is not physical, can still be mechanistically applied. The
resulting post-necking hardening curve is shown in Fig. 2.8a and the corresponding
matching of the force-average axial strain data from a conventional experiment (at a
strain-rate of 10-3 s-1) is shown in Fig. 2.8b. From these two plots, it can be deduced that
even though the agreement of the structural response between the experiment and the
FEA is excellent, the hardening curve identified has an unnatural inflection point at 0.3
strain, changing from concave-down to convex. We have no physical basis (e.g., a
phase transformation) to substantiate this finding. On the other hand, we can explain
this increased work-hardening rate as follows. During necking, the strain-rate and the
temperature both increase inside the neck, with the former making the material harder
to deform and the latter making it softer. Since the temperature effect here is modest in
comparison to the rate effect, the post-necking part of the response is the result of the
hardening of the material inside the neck due to the increased strain-rate. Since the
R&TI model is only provided with a single input curve, that curve shows an increased
work-hardening rate to allow the matching of the experimental structural response.
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Figure 2.8a – Ident if ied input cur ve f or the case when rat e and temperature
eff ects are not taken into account .

Figure 2.8b – The matching in f orce -aver age axial strain response bet ween FEA
and experiment that corresponds to the identif ied input cur ve in Fig. 2.8a.
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Results that are more meaningful can be obtained if we use the same R&TI model
along with a set of isothermal tests that are performed at fixed temperatures and
different strain-rates. In this case, a different post-necking curve is going to be identified
for each temperature (which essentially takes the temperature effect into account). Still,
usage of the rate-independent model means that we won‘t be able to capture the rapid
change in strain-rate that happens from the onset of necking and onwards. This change
in strain-rate can be substantial (up to 10 times higher than the nominal strain-rate of
the test). Identification for a set of isothermal tests at 25 oC and at different strain-rates
was performed. The resulting post-necking hardening curves are shown in Fig. 2.9a,
corresponding to the force-average axial strain data shown in Fig. 2.9b. The same
conclusions as earlier can be drawn: while the force-average axial strain data has been
matched perfectly, the identified hardening curves still exhibit a steady, if not increasing
rate-of-hardening, that is not supported by physical mechanisms such as stage III
hardening (De Almeida et al., 1984, Meyers and Chawla, 1984) and the absence of a
phase transformation.
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Figure 2.9a – Ident if ied input cur ves f or a constant temperat ure (25 o C). Rate
eff ect is not taken into account .

Figure 2.9b – The matching in f orce -aver age axial strain response bet ween FEA
and experiments that corresponds to the identif ied input cur ves in Fig. 2.9a.
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Finally, we include the both the temperature and rate effects in our model. As was
mentioned above, the strain-rate in the neck region is up to 10 times higher than the
nominal strain-rate of the test. This suggests that the strain-rates used in the
experiments should not be more than an order of magnitude different from each other.
Therefore, a strain-rate sequence of 10-4, 10-3, 10-2 and 10-1 s-1 was used in this work.
The matching of the force-average axial strain data was pursued for all tests except for
the fastest one, because the strain-rate in the neck for this case is even higher, and
therefore not possible to consider. Still, the hardening curve identified for the fastest test
is not ―arbitrary‖, in the sense that it indirectly affects the force-average axial strain
response of the second-fastest test.
In this case, all hardening curves are coupled and therefore must be provided to the
FE model all at once, as well as adjusted simultaneously. From the optimization point of
view, this means that more variables (in comparison to previous analysis) have to be
introduced. Even though only one variable was used in this work to control the shape of
each hardening curve (shown as

in Fig. 2.7a), a 4D optimization problem had to be

solved. However, the procedure described in Section 2.3 is able to find the optimum set
of hardening curves with only about 100 function calls (which are shown as black dots in
Fig. 2.7c, for a simpler problem with only two free variables). The post-necking
hardening curves identified are shown in Figs. 2.10a, 2.10c and 2.10e for 3 different
isothermal testing temperatures. The corresponding force-average axial strain data from
the experiments and the FEA are shown in Figs. 2.10b, 2.10d and 2.10f. In this case,
while the force-average axial strain data continue to show excellent fits, the identified
hardening curves have a continuously dropping hardening-rate, as expected.
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Figure 2.10a – Ident if ied input cur ves f or a constant temperat ure (15 o C). Both
rate and temper ature eff ects are taken into account .

Figure 2.10b – The matching in f orce -average axial strain response bet ween
FEA and exper iment s that corresponds t o the ident if ied input curves in Fig.
2.10a.
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Figure 2.10c – Ident if ied input cur v es f or a constant temperat ure (2 5 o C). Both
rate and temper ature eff ects ar e taken into account .

Figure 2.10d – The matching in f orce -average axial strain response bet ween
FEA and exper iment s that corresponds t o the ident if ied input curves in Fig.
2.10c.
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Figure 2.10e – Ident if ied input cur v es f or a constant temperat ure (3 5 o C). Both
rate and temper ature eff ects are taken into account .

Figure 2.10f – The matching in f orce -aver age axial strain response bet ween
FEA and exper iment s that corresponds t o the ident if ied input curves in Fig.
2.10e.
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The predictions under the R&TI and RI assumptions lead to stiffer hardening curves,
as was explained earlier in this section. The predictions of the fully-coupled analysis
show a monotonic decrease of the hardening rate, as purported by microstructural
considerations.

b. Predictions of conventional tension of 304L stainless steel
The post-necking hardening curves that were identified in Section 2.4a can be used to
model a complex material deformation process that develops large strains and takes
place over a range of strain-rates and temperatures. As a verification of the curve
identified, we now use them to model a conventional tension test, where deformationinduced

heating

occurs

(see

Figs.

2.3

and

2.16),

using

a

fully-coupled

thermomechanical FE model.
The fully-coupled FE model has the same geometry as the one discussed in Section
2.3. All hardening curves identified in Section 2.4a are provided to the model. The
additional physical parameters that are needed for the thermal analysis are listed in
Table 2.2 (Cullen and Korkolis, 2013, Knysh and Korkolis, 2015). Thermal losses
through the gripped areas are modeled using a constant temperature (equal to the
ambient temperature of 22 oC) at the ends of the tube. Radiation heat losses are
included only on the outside surface of the tube, as it is assumed that the inside surface
irradiates on itself and no heat it transferred in this manner. Finally, the heat losses due
to convection are substantial for a thin-walled tube and also have to be taken into
account. However, it‘s not easy to estimate a film coefficient accurately, as it is very
sensitive to a number of parameters such as geometry, local temperature of the tube,
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surface roughness, external airflows, etc. It was decided to determine a value of film
coefficient indirectly, using the optimization procedure described in Section 2.3 and after
all the hardening curves were identified. By setting the film coefficient to be the free
variable, with an initial guess of 25 W/(m2 K) (Cullen and Korkolis, 2013) and applying
the same the objective function as before, the film coefficient of 8.4 W/m2K was found
(Fig. 2.11) to provide the optimal fit.

Figure 2.11 – The matching in f orce -aver age axial strain response bet ween FEA
and experiment f or the convection coeff icient value ident if ied with optim izat ion
procedure (8.4 W /m 2 K). Also included is t he response f rom the initial guess .

Since the force-average axial strain data was already used to identify the
appropriate value of the film coefficient, different metrics should be used for the further
validation of the hardening curves identified. This was accomplished by utilizing the fullfield techniques for measuring strain and temperature during the experiments. In
addition, the predictions of the fully-coupled FE model are compared to those of the
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R&TI FE model.

Table 2.2. Physical and material propert ies used f or the num erical simulations

Mechanical properties
Young‘s modulus

187 GPa

Poisson‘s ratio

0.3

Physical and thermal properties
Density

8000 kg/m3

Thermal conductivity

16.2 W/(m·K)

Inelastic heat fraction

0.8

Specific heat

500 J/(kg·K)

The measured and predicted axial and hoop strain fields are compared between two
models and the conventional tension experiment in Figs. 2.12 and 2.13. It can be seen
that before the localization and necking sets-in at about 50% average strain, both
models agree well with the experiment. However, the R&TI model predicts a much less
diffuse neck than what is observed experimentally, as well as was is predicted by the
fully-coupled model. This is further substantiated in Fig. 2.14, which shows the evolution
of necking in the experiment and the 2 models. This difference is because the increase
in the strain-rate and temperature that is associated with localization spreads the extent
of necking axially more than in the hypothetical R&TI case. Furthermore, the
establishment of a temperature gradient along the specimen (e.g., see Figs. 2.3 and
2.15) implies that the areas of the specimen that are cooler (i.e., towards the ends)
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show less total strain (mechanical + thermal) than the hotter middle ones. This can be
discerned in the strain fields shown in Figs. 2.12 and 2.13. Finally, of interest to observe
is that once the localization sets-in (at an average strain of about 50%), the R&TI model
predicts no further growth of the strains outside of the neck. In contrast, the fullycoupled R&TD model shows a continuous growth, albeit at a slower rate than inside the
neck, as does the experiment.

Figure 2.12 – Evolut ion of axial strain along the specimen in the convent ional
tension test.
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Figure 2.13 – Evolut ion of hoop strain along the specimen in the convent ional
tension test.

Figure 2.14 – Evolut ion of neck prof ile in conventional test .
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As a final validation of the identification procedure, the predicted temperature
gradient along the specimen is compared in Fig. 2.15 to the one measured
experimentally. It can be seen that the model captures the temperature gradient very
accurately, definitely up to the onset of necking.

Figure 2.15 – Evolut ion of temperature along the specimen in conventional test .

2.5. Summary and conclusions
An approach to identify post-necking hardening curves with decoupled rate and
temperature effects was proposed in this work. Isothermal tension experiments were
performed on SS-304L tubes using a custom setup. The problem was tackled as an
optimization task. An objective function was created using parameters that control the
post-necking shape of the hardening curves as input, and a scalar value that represents
the proximity between the predicted (FEA) and experimental structural responses as
output. Because such a function is expensive to evaluate, an optimization procedure
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based on the response surface methodology was implemented in order to reach an
optimum with limited number of function evaluations. The post-necking hardening
curves were identified under different assumptions: without considering rate and
temperature effects; by considering only the temperature effect; and by considering both
rate and temperature effects. The latter case makes the most sense, physically.
The hardening curves identified were verified using fully-coupled thermomechanical
FEA for modeling a conventional tension test. A proper value of the convection
coefficient was found using the optimization procedure to match the experimental forceaverage axial strain curve. Using full-field measuring techniques (DIC and IR) it was
possible to extract the strain and temperature fields along the specimen and compare
them to the FE predictions. These predictions were found to be more accurate for the
case of the fully-coupled curves in comparison to rate- and/or temperature-independent
cases.
The major conclusions are summarized below:


Stainless steel 304L exhibits rate- and temperature-dependent plastic flow. A
simple but very effective isothermal tension test was proposed, to decouple the
mechanical and thermal effects when probing the material response.



This material exhibits strong deformation-induced heating, so that a temperature
gradient is established from the early stages of plastic deformation.



The response surface methodology proposed here for the problem at hand was
found to converge to the global minimum with a limited number of iterations (i.e.,
function evaluations).



The post-necking shapes of the hardening curves depend strongly on the
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consideration of rate and temperature effects.


A thermomechanical simulation of the conventional (i.e., non-isothermal) tension
test, using the hardening curves identified here in a fully-coupled way across the
strain-rate and temperature ranges, provided close predictions of both the strain
and temperature fields measured experimentally. Using hardening curves
identified in a decoupled fashion was seen to be deficient in matching these
measurements.

In the future, the hardening curves identified for the SS-304L microtubes will be used
to probe the plastic flow and fracture under biaxial linear and non-linear paths, as well
as to model microtube hydroforming.
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CHAPTER 3
A SHAPE INTERPOLATION PROCEDURE: APPLICATION TO
CREATING EXPLICIT GRAIN STRUCTURE MODELS BASED
ON PARTIAL DATA SETS2
3.1. Introduction
This chapter switches the topics and also the level of analysis from macroscopic
(Chapter 2) to grain-scale. Namely, it describes the details of general procedure for 3D
reconstruction from a pair/set of parallel 2D images. This procedure is then successfully
used in Chapter 4 for producing a realistic texture of the oligocrystal model.
Modeling of polycrystalline metals often employs spatially resolved computational
techniques especially when attempting to reveal critical aspects of extreme material
behavior such as void nucleation, where knowledge of plasticity processes at grain
scale is necessary. The finite element (FE) numerical method has been extensively
used for calculating mechanical fields (Ardeljan et al. 2015, Barrett et al. 2018, Knezevic
et al. 2014, Zhao et al. 2008). Under uniform macroscopic loading, these models reveal
heterogeneous deformation because they account for the spatial distribution of grain
size and shape of constituent grains and their inherent anisotropy, as well as intergranular interactions. The FE models are constructed based on microstructural
characterization data.

2

Published as Knysh, P., Sasaki, K., Furushima, T., Knezevic, M. and Korkolis, Y.P.,
2019, A shape interpolation procedure: Application to creating explicit grain structure
models based on partial data sets. Computational Materials Science, 167, pp. 42-51.
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A widely use methodology for synthetic voxel-based explicit grain structure
generation is the Voronoi tessellation method, along with various extensions (Aboav
1970, Boots 1982, De Berg et al. 2000, Diard et al. 2005, Shenoy et al. 2008, Zhang et
al. 2012). The digital microstructure analysis environment DREAM.3D has recently been
developed by the U.S. Air Force Research Laboratory and Blue Quartz (Groeber
Jackson 2014) as a more advanced alternative for creating synthetic microstructures.
Reconstructing a synthetic microstructure is often statistical (Fullwood et al. 2008).
Realistic microstructures can be obtained by in-situ experimental techniques such as
focused-ion-beam electron-back-scattered-diffraction (FIB-EBSD) for serial sectioning
and EBSD for obtaining crystallographic map for each section (Calcagnotto et al. 2010,
Khorashadizadeh et al. 2011, Uchic et al. 2006, Yi et al. 2009, Zaafarani et al. 2006,
Zaefferer et al. 2008). However, a disadvantage of sectioning methods is that they are
destructive. Non-destructive near-field high-energy X-ray diffraction microscopy (nfHEDM) (Johnson et al. 2008, Li et al. 2012, Lind et al. 2014, Ludwig et al. 2008, Stein et
al. 2014) has also been developed to acquire voxel-based grain structure data in 3D.
Instead, reconstruction of the 3D microstructure from 2D scans of external faces is nondestructive, and the scanned specimen can then be used for further testing.
The reconstruction of 3D objects from a set of 2D slices is an important task that
finds its primary applications in medical imaging of the brain (Joliot Mazoyer 1993),
heart (Boissonat 1988, Goshtasby et al. 1992), blood vessels (Chen et al. 1990),
skeleton (Bajaj et al. 1996, Raya Udupa 1990), teeth (Bors et al. 2002), and other parts
of human body (Higgins et al. 1996, Luo Hancok 1997). As stated in Bors et al. 2002,
there are two main categories of methods for reconstruction from slices: grey-level
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interpolation and shape-based interpolation. In grey-level interpolation (Higgins et al.
1996) grey intensities of pixels in the reconstructed images are approximated by
corresponding grey intensities of pixels in the input images (using linear, polynomial,
spline functions, etc.). In contrast, shape-based interpolation uses binary input/output
images. One of the successful techniques that is used for shape-based interpolation is
morphing (Bors et al. 2002, Joliot Mazoyer 1993, Luo Hancok 1997, Surazhsky et al.
2001). The idea of the technique is to iteratively ―average‖ pairs of neighboring sections
using the mathematical operations of dilation and erosion, and subsequently stack all
images on top of each other (grain reconstruction by stacking a number of 2D slices
was addressed before in Inkson et al. 2001, Rowenhorst et al. 2006, Ha et al. 2017).
In this work, we propose a shape-based interpolation algorithm that uses a morphing
technique. The method works with a set of images that contain a given number of
colors, each representing a different volumetric phase (Sasaki et al. 2017, Knysh et al.
2018). Due to the way the proposed method works, the scope of the procedure is
limited to compact grain shapes (i.e., those with aspect ratios ―close‖ to 1:1:1) that
appear in at least two consecutive sections. We provide a simple demonstration
example, as well as an example of application for real, explicit grain structure images. In
the latter we reconstruct the topology of the grains in a thin metallic specimen based on
a pair of EBSD scans (Humphreys 2004). It is assumed that the thin specimen contains
one layer of grains through its thickness, so that every grain appears on both scans.
The procedure proposed is then verified by sequentially removing layers from the
specimen, performing EBSD scans and comparing the measurements with the
reconstructed grains. A very good agreement between the two is observed. Therefore,
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the procedure can be applied for explicit grain structure reconstruction, provided that
only a single layer of grains exists through the thickness. We propose a check to
establish that fact, since the destructive method we use here may not always be
applicable. We also demonstrate how the procedure can be used for a reconstruction
from multiple sections using a dual-phase, martensite-ferrite representative volume
element. Furthermore, we assess the probability of false-positive in our procedure, i.e.,
to mistakenly treat two similar but different grains in the pair of EBSD scans as one. For
the material we examined this is limited to 0.7%.
To the authors‘ knowledge, there is no similar procedure available in commercial
codes used for image processing. As supplementary material, a code that generates
nodal coordinates and element connectivity, which can be used for finite element
meshing, is provided.

3.2. Description of the procedure
Below we describe how the reconstruction procedure is applied to a pair of parallel
sections. The procedure can be easily extended to any number of sections (see Section
3.3c).
The procedure aims at reconstructing a 3D voxel model based on images of two
parallel sections of a 3D volume. Both images contain the same sets of colors. Each
color represents its corresponding volumetric phase such as a grain of a metallic
material. The resolution of both images is

pixels and the volume between the

sections needs to contain a given number of voxel layers .
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The desired output is a set of
images, as well as the

images that includes the given top and bottom

intermediate (reconstructed inside of the bulk volume)

images. Such images, if stacked on top of each other, give the desired voxel model.

a. Reconstructing the mid-plane image between two images
We begin by describing the most important part of the procedure - how to reconstruct
the mid-plane image between two images. At this step we need to find an average (in
the sense of Fig. 3.1) of two images.

Figure 3.1 – Constructing the mid -plane image (d) f rom given 2 images (a, b). c
shows the over lap of a and b; the mismat ch areas ar e shown in white. Each
mismatch area is f illed with its neighboring colors it eratively, until image d is
obtained.

Firstly, we overlap the given two images. Areas in which colors in both images are
matching will be called ―match areas‖, otherwise, ―mismatch areas‖. Colors in match
areas are kept as they are (i.e., unchanged), while each mismatch area is assigned with
its own unique color (e.g., white). Next, in order to fill all mismatch areas we colorize
them with neighboring colors from right/top/left/bottom pixels iteratively.
In formal terms, the top and bottom images can be represented by matrices
respectively. Each matrix is of dimension
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and ,

, filled with non-zero integers that

represent colors (phases). The mid-plane image is a matrix

, that is obtained using the

following operation:
{

(3.1)

The iterative procedure can then be written in the following way:
1. Find all

. Assign

.

2. Find all

. Assign

.

3. Find all

. Assign

.

4. Find all

. Assign

.

5. If

contains zeros, repeat steps 1-4.

The procedure is illustrated for a simple case of two binary images in Fig. 3.1 and
works similarly when the images contain more colors.
The order of operations 1-4 is not important and will not cause negligible changes to
the final result (d).
Such process of constructing the ―average‖ between two images can be classified as
one of the morphing techniques. More general cases of morphing are considered in
detail in Bors et al. 2002, Joliot Mazoyer 1993, Luo Hancok 1997.
The procedure has one major limitation - in order to interpolate between two shapes,
those shapes must overlap somewhere. Otherwise there are no match areas for a given
color, so the mismatch areas will be filled with other colors but not with the needed one.
In the context of texture reconstruction, the procedure is generally applicable only to
grains of compact shapes that appear in both images.

47

b. Generation of a desired number of intermediate layers
The procedure described above (reconstruction of a mid-plane image from 2 images) is
initially applied to the top and bottom scans to obtain the first 3 layers - top, middle,
bottom. Subsequently, it can be reapplied to the top-middle and middle-bottom pairs of
images to obtain 2 more layers, and so on. However, due to such bisectional manner of
producing additional layers, their total number is always equal to

, where

is the

number of bisection cycles (each bisection cycle inserts a mid-plane section between
each pair of neighboring sections).
In order to produce the desired number of layers , we can perform a simple indicial
rescaling using the following formula:
(

)

(3.2)

For example, assume we performed three bisection cycles (
resulted in

), which will have

layers. If we need to obtain exactly 6 layers instead (i.e.,

),

we apply Eq. (3.2) to obtain the proper rescaling pattern:
(3.3)
This pattern dictates that in the given example, of the 9 original layers we keep the 6
identified in Eq. (3.3) and equispace them through the thickness.
For a given number of layers

we recommend to pick the minimal value

such that

. This allows to perform a minimal amount of bisection cycles without
repetitions of layers in the obtained set.
Regarding the time to compute the reconstruction, it is linearly proportional to:
1.

, where

is the number of input sections.
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2.
3.

, i.e., the number of pixels in each image.
, where

is the number of bisectional cycles.

3.3. Application examples
a. Simple demonstration example
Here we provide a simple example to demonstrate how the morphing procedure
described works for interpolation between two shapes. With reference to Fig. 3.2, the
input is two images of dimension

pixels, shown in top left and bottom right

corners (i.e., a ―lightning‖ and a ―star‖). We are producing 10 layers (

, therefore

) that interpolate the two given images. As we can see, the images generated
provide a smooth transition between two shapes. By varying the number of layers

it is

possible to control the smoothness of interpolation.

Figure 3.2 – A set of images that inter polates t wo given imag es (―lightning‖ and
―star‖), produced by the morphing procedure descr ibed here .

A corresponding 3D voxel model is constructed and shown in Fig. 3.3. Such a model
can represent the finite element mesh of a given material phase (for example, a grain).
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Figure 3.3 – The 3D voxel model produced by stacking the im ages f rom Fig.
3.2.

b. Application to explicit grain structure reconstruction
The morphing procedure described can be used in multiple applications in order to
construct a voxel model of a given 3D object. In the current work, we use the procedure
for reconstructing the volumetric grain structure of a thin Al-Mg specimen from two
EBSD scans. The gauge area of the specimen is a rectangular block with in-plane
dimensions of 6 mm by 1 mm and thickness of 0.12 mm. To establish that there is
indeed only one grain through the thickness, which is the assumption our procedure
hinges upon (see Section 3.1), we propose to scan a plane perpendicular to the other
two EBSD scans. This scan will reveal the grain size and morphology between the two
base scans. However, in this work we employ a different, more direct but also
destructive technique (see later in this Section), to establish the validity of this
assumption.
The images were acquired using a HITACHI Scanning Electron Microscope with
Nordlys EBSD system. Both scans were pre-processed to eliminate image rotation,
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distortion and noise. Eventually the sets of matching colors appear in both images (see
Fig. 3.4a and b), which is an evidence of the fact, that there is only one layer of grains
through the thickness (with several grains being exceptions and shown in black).

Figure 3.4 – EBSD scans of the gauge section of a micro -scale specimen. (a) –
top, (b) – bottom. Dif f erent colors represent dif f erent grains. The black color is
represent ing grains t hat do not go all the way through the thickness and hence
are incompat ible wit h the reconst ruction procedure .

The procedure is applied to these two images in exactly same way as it was applied
for the two-color example in Section 3.3a. All match areas are kept as they are, and all
mismatch areas (e.g., Fig. 3.1c) are identified. Since the procedure cannot handle
grains that are not visible on both EBSD sections, those grains are excluded from the
analysis. The areas excluded are marked as black in Fig. 3.4 and indicate ―cavities‖.
Then, the iterative procedure (Section 3.2a) is applied in order to fill the mismatch areas
(i.e., the cavities) with their neighboring colors (e.g., Fig. 3.1c and d). During the
procedure, the black color that represents the cavities is treated as any other color and
the procedure is used as is. Subsequently, the mid-plane image from the two EBSD
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sections is obtained. These steps are repeated until the desired amount of layers is
generated.
To verify the accuracy of obtained reconstruction, we perform the following test.
After the top and bottom sides of the specimen were scanned, layers of material were
machined away and additional scans of two interior sections were obtained. The first
interior section (A) is located at 1/6th of the thickness (0.02 mm of 0.12 mm) from the top
of the specimen. The second interior section (B) is located at 1/3rd of the thickness (0.04
mm) from the bottom of the specimen (Fig. 3.5). EBSD scans from both interior sections
were obtained and then compared with the corresponding sections from our
reconstruction.

Figure 3.5 – A schematic drawing of cross -section of the specimen. Inter ior
sections A and B ar e shown wit h dashed lines .

A comparison between measured and reconstructed morphology at these two
interior sections is shown in Fig. 3.6 and Fig. 3.7. For ease of comparison we also
provide ―difference‖ images – match areas between two images are shown as gray and
mismatch areas are shown as white. As we can see, the overall sizes and shapes of the
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grains at both interior sections are predicted well. In Fig. 3.6 we can see that middle
area of the section A (1/6th of the thickness from the top) contains more white color in
comparison to the two side ones, which means less prediction accuracy. This is
happening due to the presence of large ―bad‖ grains (shown as black) in that area.
These grains do not go all the way through the thickness, and therefore significantly
affect the shapes of neighboring grains at the interior sections.

Figure 3.6 – Morphology of grain structure at section A; (a) - measured, (b) reconstruct ed (c) - the dif f erence bet ween (a) and (b) (gray = match, white =
mismatch, 24.2% of the total image) .
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Figure 3.7 – Morphology of grain structure at section B; (a) - measured, (b) reconstructed (c) - the dif f erence bet ween (a) and (b) (gray = match, white =
mismatch, 16.6% of the total image) .

As a further check of the validity of this procedure, we establish the probability of a
false-positive in our example. This procedure is detailed in Appendix C.
For illustration purposes, we also extract and show several individual grains in 3D
(Fig. 3.8). As can be seen, the method works well for grains with compact shapes (left
and right grains), as well as for grains with irregular features (middle grain).

54

Figure 3.8 – Reconst ructed voxel models of severa l grains.

The procedure developed in this work can be directly used to construct explicit grain
structure models for crystal plasticity FE simulations from voxels, where every voxel is a
finite element. Furthermore, the voxel-based models can be further processes into
tetrahedral finite element mesh using a set of tools reported in Knezevic et al. 2014. The
advantage of tetrahedral mesh is in the description of grain boundaries as surfaces
instead of stair-stepped grain boundaries, as a consequence of voxels and brick finite
elements. An inherent advantage of the proposed method is that it generates surfaces
of minimum area (or at least their step-wise approximants), which is consistent with the
thermodynamics of grain growth.

c. Application to a reconstruction from multiple sections
As was mentioned above, reconstruction from 2 sections can be readily extended to
reconstruction from any number of sections. In order to do that we apply the procedure
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to each pair of consecutive sections. To demonstrate how reconstruction from multiple
sections works, we apply it for 25 sections (of resolution

pixels) of a dual-

phase, martensite-ferrite representative volume element (Fig. 3.9) of a DP 780 steel (Ha
et al. 2017). These input sections were obtained by optical microscopy. In Fig. 3.9, the
two phases are identified with different colors (blue for the martensite islands and red
for the ferrite matrix).

Figure 3.9 – Optical micrographs used as input f or the reconst ruction process
of a martensite (red) – f errite (blue) repr esentat ive volume element .

To apply the procedure, we use two bisections in sequence, which results in 3
subsections generated between each pair of the original sections. In this way, the
resultant model contains 97 sections and is shown in Fig. 3.10. The 3D voxel model
obtained in this way can be used for further analysis (such as FE simulation), as well as
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simply for visualization purposes. Indeed, in Fig. 3.10, the reconstructed model is
meshed with solid, hexahedral finite elements.

Figure 3.10 – Reconstructed voxel model martensite -f errite representat ive
volume element and magnif ication showing the f inite element mesh .

3.4. Summary and conclusions
We propose a method that allows the reconstruction of a 3D voxel model from two
images obtained from parallel sections of a physical object. The method is based on a
morphing technique. The input to the method is a pair of images from given parallel
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sections, the output is a sequence of images that interpolate the two given images. The
images produced can be stacked on top of each other in order to obtain a 3D voxel
model. The procedure works well for binary images as well as for images that contain
matching sets of colors.
We first demonstrated the method for a simple artificial input. Also, we showed how
it can be applied to real grain structure scans in order to reconstruct the volumetric grain
structure of a thin metallic specimen. It was possible to verify the accuracy of the texture
reconstruction by looking into how well the prediction is matching the actual structure in
the bulk of the specimen. Finally, we demonstrated the feasibility of reconstruction from
multiple sections using a dual-phase, martensite-ferrite representative volume element.
To the authors‘ knowledge, there is no similar procedure available in commercial
codes used for image processing.
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CHAPTER 4
DEFORMATION-INDUCED SURFACE ROUGHENING OF AN
ALUMINUM-MAGNESIUM ALLOY: EXPERIMENTAL
CHARACTERIZATION AND CRYSTAL PLASTICITY
MODELING3
4.1. Introduction
In this chapter a comprehensive analysis of deformation-induced surface roughening is
described. This chapter unifies other topics of the thesis as it relies on a shape
reconstruction procedure developed in Chapter 3, as well as black-box optimization
procedure developed in Chapter 2.
Deformation-induced surface roughening is a phenomenon of heterogeneous
crystallographic origin, that can affect both the appearance and performance of a
formed part. It manifests itself as a gradual change of the surface topography with
plastic deformation, towards a surface with undulations of increasing amplitude. During
forming, these undulations can act as stress risers, triggering an earlier localization of
deformation in comparison to the same solid but with a smooth surface, hence limiting
the capacity of the solid to stretch in the global sense. During service, the surface
undulations

can

impair

the

fatigue

life,

acting

as

nucleation

sites

for

extrusions/intrusions, etc. But even if premature failure is not an issue, the non-smooth
surface can cause aesthetic concerns whether in the bare or coated form.

3

Submitted for publication as Knysh, P., Sasaki, K., Furushima, T., Knezevic, M. and
Korkolis, Y.P., 2019, Deformation-induced surface roughening of an AluminumMagnesium alloy: Experimental characterization and crystal plasticity modeling.
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The origins of this phenomenon rest with the strong intrinsic anisotropy of grains and
the presence of preferred crystallographic texture in the as-received material. Therefore,
under a macroscopically imposed strain, each deforms by activating its own slip
systems, which are different from those in differently-oriented neighbors. At the same
time, each grain is forced to accommodate the deformation of its neighbors so that the
solid remains a continuum, in the macroscopic sense. However, at a free surface these
constrains are much less, so that the differences in individual grain deformation are
macroscopically seen as surface undulations, i.e., deformation-induced surface
roughening.
A number of authors have previously studied the fundamental physical origins of
deformation-induced surface roughening. In one of the pioneering works by Osakada
and Oyane 1971 several aspects triggering the surface roughening during deformation
processes were studied using 52S aluminum. The average surface roughness was
demonstrated to increase with strain (Fig. 4.1), and the roughening rate was shown to
be affected by the mode of deformation. It was also found that the roughening rate was
affected by grain size and the lattice structure of the metal. Roughening was found to be
much more pronounced in metals with large grain size and small number of slip
systems. Similar observations were obtained in Guangnan and Huan 1990, where the
roughness evolution of the free surface of a steel/aluminum sheet during stretch forming
was investigated with a scanning electronic microscope and a profilometer. The surface
roughness was measured for different strain states and levels. The results showed that
the grain reorientation is the most important source of surface roughening. The
roughening rate was found to be proportional to the initial surface roughness, as well as
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to macroscopically applied strain.

Figure 4.1 – Dependence bet ween roughness and applied strain obser ved in
Osakada and O yane 1971 .

A natural way of studying roughening behavior is by using numerical simulations.
One of the first comprehensive numerical studies was done in Becker 1998 in order to
determine the effect of microstructure and mechanical properties. His model was
applied on Al-6111-T4 sheet and accounted for the grain structure near the sheet
surface, with the behavior of the grains being characterized by a constitutive model that
accounted for deformation by crystallographic slip and for rotation of the crystal lattice
during deformation. In addition to the known dependence of surface roughening on
strain and grain size, it was determined that small scale strain localization at the surface
plays a significant role. A number of other factors (such as strain hardening,
crystallographic texture and material homogeneity), also found to be affecting surface
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roughening. His results also demonstrated the effects of the strain localization induced
by the material inhomogeneity. According to another study on 1100-H14 and 5052-0
aluminum alloys by Wilson and Lee 2001 the predominant mechanism of surface
roughening was associated with the orientation of slip systems in adjacent grains
leading to mismatch strains at the grain boundaries. The emergence of slip planes
played smaller role in the roughening process. A roughening model that assumed a
spatial hardness variation was developed and matched well with theoretical predictions
of the dependence of the surface roughness with bulk strain.
A study on grain-scale micromechanics of polycrystal surfaces during plastic
deformation was done in Raabe et al. 2003 for an aluminum alloy. A relationship
between micro-strain heterogeneity and surface roughness in plastically strained
polycrystals was discovered. Experiments (tensile and bending tests on sheet samples
cut in rolling and transverse directions) were conducted on polycrystals with identical
composition but different processing and microstructures. In Tijum et al. 2007 the
evolution of roughness at the surface of coating that co-deforms with a metal (stainless
steel) under uniaxial strain was considered.
Besides fundamental studies, a number of authors studied surface roughening
effects in context of sheet forming processes. In Yamaguchi and Mellor 1976 an effect
of thickness and grain size on the limit strains in isotropic sheet metals under biaxial
tension was presented. The sheet surface was assumed to contain roughness which
increases proportionally with the equivalent strain and the grain diameter of the material.
Numerical results show that the limit strains decrease in all cases as the thickness-tograin-size ratio decreases. The increase in surface roughness with plastic strain was
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found to vary from material to material. Similar analysis was done in Lee et al. 1998,
Beaudoin et al. 1998, Mahmudi and Mehdizadeh 1998, Tadros and Mellor 1978,
Banovic and Foecke 2003.
As for the choice of the material, pure aluminum and aluminum alloys are
traditionally the most popular choice for performing studies on surface roughening. In
Stoudt et al. 2011 aluminum samples were mechanically polished, and uniaxially
strained in situ under a scanning laser confocal microscope. Prior to deformation,
electron backscatter diffraction was performed on the gauge sections of one specimen
in the rolling direction of the sheet and one in the transverse direction. The effects of
Taylor factors, grain boundary misorientation, largest Schmid factors, grain sizes,
coincident site lattice orientations, and local grain breakup were considered. The largest
surface displacements were observed to be concentrated at junctions where there was
a large difference between the Taylor factors of the individual grains. More studies on
aluminum and aluminum alloys were done in Lo and Horng 1999, Sachtleber et al. 2004,
Stoudt et al. 2011, Turner and Miller 2007, Wittridge and Knutsen 1999, Wu and Lloyd
2004, Zhao et al. 2004, Zhao et al. 2008. A columnar model of aluminum oligocrystal
studied in Zhao et al. 2008 in shown in Fig. 4.2.

Figure 4.2 – A colum nar model of aluminum oligocr ystal studied in Zhao et al.
2008.
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Besides aluminum and aluminum alloys, other materials such as titanium
(Romanova et al. 2016), iron (Shimizu et al. 2001), steel (Baydogan et al. 2003, Kubo et
al. 2017, Kubo et al. 2018) also have been studied. For example, in Baydogan et al.
2003 a study of deformation-induced surface roughening behavior of two austenitic
stainless steel sheets was performed. In the as-received condition, surface roughness
of the fine-grained steel turned out to be higher than that of the coarse-grained steel,
where the roughness increased gradually during plastic deformation. As was observed
before, the rate of roughening was found to be increasing with increasing grain size
(coarse-grained steel exhibited rougher surface in comparison to fine-grained one).
There were also a number of roughening studies on copper. In Meng and Fu 2015 a
uniaxial tensile test on pure copper sheets with different thicknesses and comparable
microstructure was performed. The experimental results reveal that the material flow
stress, fracture stress and strain, and the number of microvoids at the fracture surface
were

reduced

with

the

decreasing

ratio

of

specimen-thickness-to-grain-size.

Furthermore, the observation of fracture morphologies confirmed that the local
deformation caused by the free surface roughening leads to strain localization and a
decreased fracture strain. More studies on copper were done in Furushima et al. 2014,
Luo et al. 2016. Roughening of nickel and tantalum was studied in Guan et al. 2017,
Lim et al. 2014 and Lim et al. 2015.
As for the types of test used by researchers, a uniaxial tension is the most used
experiment for studying the evolution of surface roughening (Stoudt et al. 2011, Wilson
and Lee 2001). In Shimizu et al. 2001 the principal strains of each grain were evaluated.
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Then, the relationship between these strains and surface peaks and valleys was
discussed. It was also found that surface roughening is closely related to the mutual
rotation of crystals. Evolution of roughness during equibiaxial and plane-strain tension
using a Marciniak test was studied by Kubo et al. 2018. The effect of deformation mode
on surface roughening behavior in steels was examined, with the focus on the effect of
texture development. Differences in surface roughness development and changes of
microstructure were examined under equibiaxial and plane-strain tension, using a
macroscopic Marciniak test and microscopic in-situ observations. In addition, the
influence of the distribution of crystal orientations on surface roughness development
was numerically examined using a CPFE analysis. According to their results,
roughening was larger for plane-strain tension than for equibiaxial tension regardless of
the material, which is due to the larger difference in deformation resistance among
crystal grains depending on crystal orientation. They suggested that surface quality after
press forming could be improved by reducing the difference in deformation resistance in
crystals. More specialized types of forming, such as cup drawing (Luo et al. 2016,
Furushima et al. 2014) or drawing through dies (Lo and Horng 1999) have been studied
as well.
Among various numerical approaches to modeling surface roughening, the crystalplasticity models are most commonly used (Appendix F). In Turner and Miller 2007 the
modeling framework was used to study the development of deformation induced surface
roughening in thin sheets machined from an aluminum alloy plate. Electron backscatter
diffraction experiments were used for material structure characterization, which included
crystallographic texture, distributions in grain sizes, and the distribution in intragrain
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misorientation.

These

distributions

in

structure

were

incorporated

in

digital

microstructures which represented virtual specimens composed of finite elementdiscretized crystals. A continuum crystal plasticity model was coupled with the digital
microstructures to study the differences in roughening seen in specimens deformed
along the rolling direction and transverse direction of the plate material. The success of
these simulations built additional insight into how to incorporate material structure into
deformation simulations, and built representative virtual specimens that can be used to
study the complicated processes that underlie the mechanics of plastic deformation.
Similar crystal plasticity approaches were also used in Becker 1998, Romanova et al.
2016, Wu and Lloyd 2004, Zhao et al. 2004, Zhao et al. 2008, Zhang et al. 2018, Guery
et al. 2016.
The majority of the studies use based on synthetic grain texture, generated using
procedures such as Voronoi tessellation (Diard et al. 2005, Shenoy et al. 2008, Zhang
et al. 2012). Only few studies have attempted to reconstruct the exact arrangement of
gains in a given specimen. In (Zhao et al. 2008, Lim et al. 2014, Lim et al. 2015, Guan
et al. 2017, Baudoin et al. 2018) oligocrystal specimens that have one layer of grains
through the thickness are considered; in these works, the grain shapes are, or are
assumed to be, columnar (Appendix E). Thus the 3D grains are obtained by extruding
through the thickness the 2D grain shapes seen on one of the outer faces. In contrast to
these previous efforts, in the present study we also work with an oligocrystal containing
one layer of grains. However, in our specimens we could observe that most of the
grains are strongly non-columnar. To tackle this, a reconstruction procedure that is
based on morphing approach was developed (Knysh et al. 2019). This made it possible
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to incorporate into the model realistic (non-columnar) shapes of the grains based on 2D
scans obtained from the top and bottom faces. Since the oligocrystal specimen
described in the following sections contains only few grains, having realistic geometries
of the grains (in contrast to artificial/simplified geometries) is crucial for capturing the
physics of the deformation accurately. In addition, modeling the behavior of realistic
texture as accurately as possible is one of the main objectives of current study as it
allows assessing predictive capabilities of CPFE our model.
In the following sections we describe the details of the oligocrystal specimen
preparation, experimental setup, formulation and calibration of the crystal-plasticityfinite-element (CPFE) model and the finite element (FE) mesh generation.
Subsequently, we analyze and compare with experimental data the following features:
the deformed shape of the oligocrystal specimen; the surface topographies at the top
and bottom faces; derivatives of the elevation; the evolution of average roughness value;
the texture and Schmid factor after deformation; and the reorientation of several soft
and hard grains of the specimen. In addition, we further validate our CPFE model using
data from a

polycrystal experiment.

Specifically,

we

construct

two

artificial

representative volume elements (RVE) of the same crystallographic texture and grain
size distribution as the actual specimen and simulate the evolution of the average
roughness value. Subsequently, we use the same data for discovering relations
between the local texture and the elevation of a given grain. These relations provide an
alternative interpretation of the surface roughening phenomenon based on the
difference in hardness of neighboring grains and, more specifically, on the difference in
their Schmid factors.
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In comparison to the state-of-art, the present work considers realistic 3D shapes of
the grains: since we model the behavior of an actual, non-columnar oligocrystal, it is
crucial to work with 3D grain morphologies, instead of extruding a surface scan through
the thickness. This accurate volumetric reconstruction is accomplished here by a
procedure described and verified in Knysh et al. 2019. Also, the adopted crystalplasticity model uses a fully-analytical Jacobian guarantying quadratic convergence and
integrates a dislocation density-based hardening law, which was verified to work well for
a number of metals (e.g. Ardeljan et al. 2017, Ardeljan et al. 2015, Zecevic and
Knezevic 2018). The model is evaluated here for the first time for the prediction of
roughness development with plastic strain. The material identification problem was
solved efficiently and accurately (Knysh and Korkolis 2016), with the cost function
explicitly defined and minimized, instead of a tedious manual parameter tuning. Finally,
the texture-morphology relations obtained here for the polycrystal case were not known
previously.

4.2. Experiments
The goals of this work are to study the roughening behavior of an aluminum alloy and to
assess the performance of an advanced computational model by comparing its
predictions to experiments. It is desired to study the simplest possible problem, and to
have a model of as high a fidelity as possible, to be able to highlight its successes and
pinpoint its limitations. Therefore, it was decided to study the (macroscopically) uniaxial
tension on a flat specimen. This geometry enables easy observations of surface
roughening. In selecting the most suitable specimen, a polycrystal could be considered.
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Considering that such specimen is used not only for texture measurements, but also for
subsequent testing and surface topography analysis, some type of non-destructive, 3D
scanning would need to be performed to obtain its exact grain arrangement and texture,
which is a challenging task. In addition, the resulting model would contain a significant
number of finite elements, making it computationally very expensive. Instead, an
oligocrystal specimen that contains relatively few grains arranged in a single layer was
selected, avoiding both of these problems.

a. Specimen preparation
The material of this study is the commercially available aluminum alloy AA5052-O,
which contains 95.7-97.7 wt.% aluminum and 2.2-2.8 wt.% magnesium (ASM 1990).
The as-received sheet shows a typical rolling texture, see Appendix D. In order to obtain
the desired oligocrystal specimen, the following procedure is carried out:
1. An AA5052-O sheet of 0.5 mm thickness is prestrained in uniaxial tension to 10%
nominal strain.
2. The plate is heat-treated at 450 oC for 1 hour.
3. Tensile specimens of the geometry shown in Fig. 4.3 are cut from the plate.
4. The tensile specimen thickness is reduced from 0.5 mm to 0.134 mm by
polishing.
5. The top and bottom faces of the tensile specimen are polished.
The 4th step was deemed necessary as it was not possible to find a combination of
prestraining and heat-treating such that only one layer of grains would appear in the
final specimen of 0.5 mm thickness. Therefore, a cycle of scans (see below) and
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polishing was performed in sequence, until the same grains appeared on both faces. Of
course, this process is limited by the increasing fragility of the resulting specimen with
every grinding iteration, and so it was interrupted when an acceptable compromise
between identical grains and fragility was found.

Figure 4.3 – Geomet ry of the oligocr ystal specim en. (Top) Photo showing the
relat ive size of the dogbone in compar ison to rice grains on the lef t. (Bottom)
Engineering drawing of the dogbone (dim ensions in mm). Thickness is
.

b. Experimental setup
The resultant oligocrystal specimen contains relatively few grains: 38 are those that can
be seen on both top and bottom faces of the specimen. For the purposes of this work, it
is very important that these grains form one thin layer. This allows us to reconstruct the
volumetric grain morphology based only on the planar morphologies visible at the top
and bottom faces, i.e., no 3D scanning is needed. A specialized procedure for
performing such a reconstruction was developed and its accuracy was verified (Knysh
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et al. 2019). To allow scanning of the texture, the specimen was prepared using the
following sequence – #1200 Emery polishing,

diamond grinding, acetone washing,

electrolytic polishing (60% HClO4 : ethanol = 4 : 45 volume ratio). The actual texture
scanning at the top and bottom faces was performed using a HITACHI S-3700N
Scanning Electron Microscope (SEM) with Nordlys NL 04-2201-03 Electron BackScatter Diffraction (EBSD) system. The shapes and orientations of grains obtained from
these scans are shown in Fig. 4.4, and the corresponding Euler angles are provided in
Table 4.1. It can be seen that most of the grains form one layer through the thickness,
except for relatively few grains that appear either only at the top or only at the bottom
and do not go through.

Figure 4.4 – Initial grain structur e of the oligocr ystal specimen with I PF colors
represent ing grain or ientat ions relative to the sample RD direction according to
the colors in the IPF triangle. Scans of top and bottom f aces are shown. Scan
of bottom f ace was f lipped hor izontally f or ease of interpretat ion .
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Table 4.1 – Initial grain or ientations in the oligocr ystal. Bung e Euler angles (
,
) in degrees are list ed.

Grain #
1

343.1

36.2

58.7

2

170.4

7.5

78.5

3

155

30.6

3.6

4

122.1

37.9

0.5

5

37.9

23.7

84.3

6

342.9

20.6

81.4

7

33.1

23.1

56.9

8

44.3

43.6

37.9

9

192

38

80.8

10

235.8

38.7

38.9

11

227.7

32.4

36.1

12

322.2

30.7

46.8

13

82.8

25.7

30.8

14

247.4

26.5

14.3

15

328.5

41.5

54.4

16

215.5

11.4

23.8

17

354.9

42.7

5.6

18

169.4

19.3

83.3

19

258.1

51

45.5

20

340.4

36.1

17.9

21

233.7

48.4

58.1

22

209.9

41.4

7.1

23

38.5

25.7

15

24

185.8

16.9

60.4

25

37.7

14.8

40.8

26

202.9

29.6

76.9

72

,

27

7.3

33.8

83.9

28

89.1

14.4

53.3

29

302.1

19.6

76.5

30

352

10.7

54

31

283.2

24.4

9

32

314.7

33.3

36.4

33

229.9

28.8

84.7

34

181

43.6

53.4

35

77.8

51

53.2

36

337.2

15.8

48.8

37

154.4

10.2

7.2

38

263.7

6.1

6.9

The oligocrystal specimen was plastically deformed in uniaxial tension. A
Zwick/Roell Universal Testing Machine of 5 kN force capacity and equipped with a laser
extensometer laserXtens was used. The specimens were tested under displacementcontrol, at a nominal strain-rate of

. The resultant nominal strain in the

gauge region of the specimen was ~10%. Such value of strain induces a vivid,
observable change in the surface topography. At the same time, this strain is small
enough to avoid necking or fracture.
The surface topography was obtained with a KEYENCE VK-X100 laser confocal
microscope. The lateral resolution of the microscope is

, the vertical resolution is

(KEYENCE VK-X100 Specifications). The data obtained is an array of points
that can be visualized as a 3D or contour plot for further comparison and analysis.
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4.3. Modeling
a. Crystal-plasticity finite element (CPFE) model overview
In order to capture the physics of crystal plasticity, we use the crystal-plasticity-based
constitutive law originally developed in Kalidindi et al., 1992, and later advanced with
dislocation-density-based hardening (Ardeljan et al., 2014). This model represents
purely mechanical effects, e.g., not deformation-induced heating (Knysh and Korkolis
2015) or other effects, which is an acceptable assumption for this aluminum alloy. For
completeness, in this section we summarize this model.
The total deformation gradient
(

can be decomposed into elastic (

) and plastic

) components:
.
The elastic component

is related to stress by Hooke‘s law:
[

or
where

and

(4.1)

]

with

(4.2)

are Piola-Kirchhoff stress tensor and Green-Lagrange finite strain

tensor, respectively (that form work-conjugate stress and strain measures),
order elasticity tensor and

is the 4th-

is the Cauchy stress tensor.

The evolution of plastic component of the deformation gradient due to slip is given
by:
̇
where

,

(4.3)

is the plastic velocity gradient, that can be represented as:
∑

In this equation, the vectors

and

̇

.

(4.4)

indicate the slip-direction and the slip-plane
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normal, for a given slip system . The term ̇ is the shearing-rate of slip system , that
can be expressed with the following power-law relationship:
̇
where ̇

̇ (

|

|

)

(4.5)

,

is a reference slip-rate ,

is a power-law exponent

(Knezevic et al., 2016) ensuring proper selection of active slip systems for
accommodating the imposed plastic strain,

is the resolved shear stress and

is the

characteristic resistance shear stress. The latter is assumed in this work that can be
decomposed into 4 different contributions:
.

(4.6)

The four terms in Eq. (4.6) represent different physical aspects:
also called initial slip resistance,

is a barrier- effect term,

is a friction term
and

are the

contributions from interaction of dislocations. The latter are assumed to involve forest
and substructure interactions. Notice that from the four mechanisms that affect
one is slip-system-dependent. The term

, only

can be expressed using the Hall-Petch

relationship (Hall 1951, Petch 1953):
(4.7)

√ ,

where

is the shear modulus,

vector and

is the Hall-Petch parameter,

is the Burgers

is the average grain diameter calculated using the ASTM

standard E112-13 (ASTM 2013). The terms
following relations:
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and

are obtained from the

(

√

where

(4.8)

,

√

(4.9)

),

√

is a dislocation interaction parameter and

is a parameter

that ensures that Eq. (4.5) recovers the Taylor law at low dislocation densities.
The last two equations contain non-proportional relationships between the
components of the resistance shear stress and the forest and substructure dislocation
densities. The forest density

evolves in the following way:

where

(4.10)

,

√

is a coefficient for the rate of dislocation storage (also called trapping-rate

coefficient, see Table 4.2) and

is the coefficient for the rate of dynamic recovery. In

turn, these two coefficients follow the relation:
̇

*
where

( ̇ )+,

, ̇

,

,

and

(4.11)

are the Boltzmann‘s

constant, a reference strain-rate, an activation barrier, the drag stress and the room
temperature, respectively. The substructure density increase is proportional to the rate
of dynamic recovery of all active dislocations via:
∑
where

|

|,

(4.12)

is a fitting coefficient representing the fraction of -type dislocations that do not

annihilate but form substructures.
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Table 4.2 – Mater ial parameters of A A5052-O alloy.

Parameter

Symbol

Value

Unit

Comment

107,300

MPa

Simmons and
Wang 1970

60,900

MPa

Simmons and
Wang 1970

56,600

MPa

Simmons and
Wang 1970

Initial slip resistance

32.6

MPa

Optimization

Shear modulus

26,100

MPa

Zecevic and
Knezevic 2015

Burgers vector

0.286

nm

Zecevic and
Knezevic 2015

Trapping rate
coefficient

6.376 x 107

m-1

Optimization

Activation barrier

0.005283

-

Optimization

Drag stress

1,535

MPa

Optimization

Dislocation recovery
rate

16

-

Zecevic and
Knezevic 2015

Aluminum crystal
elastic constants

The initial value of forest density
metals. The substructure density
from the value of

is set to

, typical for annealed FCC

theoretically initiates from 0, but numerically starts

. Both densities subsequently evolve according to Eq. (4.10)

and Eq. (4.12).

b. Identification of material properties
The crystal-plasticity framework described above is implemented in a user-material
subroutine (UMAT) that is called within ABAQUS. The UMAT needs access to texture
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information (Euler angles for each individual grain) as well as material properties. Many
of these properties, such as the elastic constants
and dislocation recovery-rate

, shear modulus , Burgers vector

are reported in the literature (Table 4.2). However,

four material constants that enter Eq. (4.6) need to be identified for our specific material
(AA5052-O).
Apart from specialized methods (Guery et al., 2016), the identification of unknown
material parameters is often done manually by trial and error – until the response of the
model (for a chosen loading case) is matching the corresponding experimental
response. Since in our case every trial is associated with running a CPFE simulation,
this could be an acceptable method for identifying one unknown parameter, however it
becomes very tedious and inefficient when we deal with four parameters. Therefore, we
automated the material identification problem by considering it as an optimization
problem. The corresponding objective function is a Python function assembled from
several stages, as illustrated in Fig. 4.5. This function reads a vector

of the four

unknown parameters as an input and runs a FE simulation of uniaxial tension of a
polycrystal block made out of 4096 C3D8 elements, where each element corresponds
to a single crystal. The experimentally measured crystallographic texture of the
polycrystal (see Appendix D) is used in the FE simulation. Subsequently, the objective
function compares how well the corresponding nominal stress-strain curve matches with
the experimental response of the corresponding polycrystal and returns the integral
error (

∫|

|

) between these two curves. The optimization goal is to

minimize the value of .
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Figure 4.5 – A schematic of the objective f unction used in optimizat ion
procedure, where is the vector of input parameters and
is the scalar error
value (output) .

In order to solve this optimization task we use ―blackbox‖ – an optimization method
(Knysh and Korkolis 2016) specifically designed for black-box functions (ones that have
input-output nature) that are expensive to evaluate. The method was successfully used
previously for identification of post-necking hardening behavior of stainless steel across
a range of strain-rates and temperatures in a fully-coupled way (Knysh and Korkolis
2017). Since the method itself is also implemented as a Python module, it can be easily
integrated into the current problem. The values of the four material constants identified
in this way are listed in Table 4.2. The final matching obtained between the experiment
and the FE model prediction with the optimized material parameters is shown in Fig.
4.6. The total number of function evaluations used is 150, i.e., after this number is
reached, the current solution (i.e., the current set of the four material constants) is taken
79

as the optimum. This solution was verified by running the optimization procedure a few
times. Since the procedure involves random numbers, each new run started with
different initial samples. The same result was obtained consistently.

Figure 4.6 – Measur ed and predicted str ess -strain cur ves f or a polycr ystal, that
are used f or calculat ing corresponding error value (
| ). The plot
∫|
shows the match bet ween t wo cur ves af ter the 4 unknown parameters were
identif ied.

c. Mesh construction
As was mentioned before, working with a thin oligocrystal specimen that has essentially
one layer of grains through the thickness allows to not only to lower computational cost,
but also to obtain the exact arrangement of grains without the need to perform a 3D
scan. In this way, the volumetric shape of each grain can be accurately represented
based on its ―footprints‖ at the top and bottom faces of the specimen (Fig. 4.7).
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Figure 4.7 – Prepar ation steps that are applied in order to obt ain clear images
of top and bottom f aces (subsequently used in reconstruction procedur e) .

A simple and robust procedure based on a morphing approach that allows such a
reconstruction has been developed (Knysh et al., subm.). The input to the procedure is
a set (in our case, a pair) of images that contain matching colors. Each color
corresponds to a volumetric phase, e.g., in this case a grain. The output is a set of
intermediate images which, when stacked on top of each other, form the desired 3D
shape. The accuracy of the procedure was successfully verified through destructive
testing, with revealed that the predicted grain outlines at various depths from the outer
faces were indeed close to the observed ones (Knysh et al., subm.).
As can be seen in Fig. 4.7, the EBSD scans of the top and bottom faces of the
specimen contain noise. This is seen as small fluctuations of Red-Green-Blue (RGB)
values within the same grain, black dots, fuzzy grain boundaries, etc. Since the
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reconstruction procedure requires colors in the input images to be ―clean‖, all unwanted
noise is removed by the 2 steps illustrated in Fig. 4.7 and explained below.
The first step consists of two substeps. The first substep is to resize the EBSD
images (Fig. 4.7, top) to the desired resolution (we picked

for our case)

depending on how many finite elements are expected. The second substep is to obtain
binary (black and white) images containing only the grain boundaries (Fig. 4.7, mid).
This is accomplished using the built-in function ―EdgeDetect‖ within the Mathematica
computational environment. Since the binary images obtained in this way are still
polluted by some residual lines and dots, an additional image cleanup is done manually.
The second step is to assign each grain its unique color. A simple fill function of any
raster graphics editor (for example, MS Paint) can be used for that purpose. For further
mesh generation steps it is very convenient to keep the information about grain
numbers within the image itself. In order to do this, the grain number is stored in a red
RGB channel (i.e., green and blue channel values can be chosen randomly). Finally, a
script that removes the grain boundaries is applied. The image obtained after these
steps is clean, as shown in Fig. 4.7, bottom, and can now be used as an input to the
reconstruction procedure proposed in (Knysh et al., subm.).
The result of applying the reconstruction procedure is a 3D voxel model of the
specimen of Fig. 4.4, shown in Fig. 4.8. As can be seen from the perspective view, the
3D shapes of the grains are basically interpolated between their projections at the top
and bottom faces. The resolution of the voxel mesh is
almost 100,000 finite elements (each voxel represents an element).
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, which results in

Figure 4.8 – A reconstructed non -columnar voxel model of the oligocr ystal
specimen and its boundar y conditions, also showing the f inite element mesh .

d. Finite element model
This model is created in the commercial, non-linear, implicit code Abaqus/Standard. The
element type used is linear with full integration, or C3D8 in Abaqus‘ terminology. For the
geometric modeling, part of the specimen shoulders, i.e., not only the gauge region, are
included. This is to enable the enforcement of boundary conditions; due to deformationinduced roughening, in the plastically-deforming regions flat faces do not remain flat; on
the other hand, the material at the shoulders is expected to remain elastic, so this issue
would be minimized. The boundary conditions implemented are shown in Fig. 4.8, as
well. Displacements are prescribed at both ends. In addition, a vertical edge and its
adjacent vertex are fixed (i.e., given zero displacements), in order to prevent rigid body
motion. As mentioned earlier, the crystal-plasticity material model is introduced to the
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simulation through a UMAT. The only difference from the values mentioned in Section
4.3a and/or listed in Table 4.2 is the average grain size
the identification this was set to

used in Eq. (4.7). While for

, appropriate for the as-received polycrystal, for

the surface roughening simulations it was set to

, this time appropriate for the

oligocrystal in hand.

4.4. Comparison between experiment and model
The objective of this work is to assess the predictive capabilities of CPFE by simulating
a specific specimen as realistically as possible and comparing the numerical results to
the experiments. The first feature that can be extracted from the CPFE simulation is the
overall shape of the deformed specimen at 10% nominal strain, shown in Fig. 4.9. In
that figure, a deformation scale factor of 2 is used to illustrate the post-deformation
curvature of the surfaces and edges of the specimen, that initially were flat and straight,
respectively. The equivalent plastic strain field is also shown in that figure, even though
full-field strain measurement techniques (such as Digital Image Correlation) were not
used in the experiment, therefore it is not possible to perform a direct comparison. It is
however interesting to note that the deformation of this oligocrystal specimen is very
inhomogeneous, with some areas having experienced significant deformation and
others not. This will be revisited in more detail later. It also highlights the difficulty of
performing these experiments, as, depending on the grain arrangement, orientation and
proximity to the fillets, in many experiments the deformation was concentrated in a
single grain, and no significant roughening could be observed outside of it, rendering
them useless for this work.
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Figure 4.9 – Prediction of the distribution of equivalent plast ic strain (PEEQ) in
the oligocr ystal specimen. A def ormation scale f actor of 2 is used in order to
exaggerate def ormed shape, f or easier visualizat ion .

Figure 4.10 shows the predicted 3D shape and out-of-plane displacement field of the
deformed specimen at 10% nominal strain, with a deformation scale factor of 2 for
illustration purposes. We also show two cross-sectional cuts along the gauge area, from
which a mild corrugation effect can be observed – thickness remains more or less
constant, while the mid-plane is wavy. While intuition perhaps suggests that the midplane should remain flat and thickness should reduce from grain to grain, it turns out
that in our thin specimen corrugation is more favorable from the equilibrium point of
view.
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Figure 4.10 – Prediction of the def ormed shape of the oligocr ystal specimen
along with the distr ibution of z -displacem ents ( ). Two cross-sectional views
are shown. A def ormation scale f actor of 2 is used in order to exaggerate
def ormed shape, f or easier visualizat ion .

A quantitative comparison of the surface topography of the deformed specimen from
the CPFE model with the experimental results obtained using the laser confocal
microscope is given in Fig. 4.11. The comparisons are given for both the top and bottom
surfaces of the specimen. Included in that figure are the outlines of the grains. The
absolute difference between model and experiment is shown in Fig. 4.11. In addition we
can also introduce the relative error between out-of-plane displacement values

and

based on the following formula:

When both

and

|

|

|

|

|

|

|

|

,

(4.13)

have the same sign (direction of displacement is predicted

86

correctly), the value of
value of

is less than 2. Otherwise (when direction is not predicted) the

is greater than 2. Areas with correctly predicted displacement direction (0-2

error range in Fig 4.12) occupy 71.5% of the top surface area and 57.8% of the bottom
surface area. Meanwhile, areas with error value below 0.5 occupy 28.9% of the top
surface area and 16.6% of the bottom surface area (see 0-0.5 error range in Fig 4.12).
Based on the values provided above, it can be concluded that the predicted and
measured surface morphologies do not agree well. As this study involves many
elaborated steps (both experimentally and numerically), there can be several reasons
why such discrepancy occurs. One possible reason is the fact that several grains
(mostly small, but few larger ones as well) appeared only in one of the two faces and
did not go all the way through the thickness (Fig. 4.4). Since such grains could not be
simply removed from the model (which would result in cavities), the reconstruction
procedure made these areas being occupied with neighboring grains. That affected the
shapes of corresponding grains and therefore also might have affected the predicted
deformation at these local areas. Another possible reason is that very thin specimen
(

) could possibly be bent or twisted while being placed into the scanning area for

surface elevation measurements. In addition, the ability of the model to capture grain
deformation accurately could be further validated by modeling a specimen that contains
very few grains (1-3). Also, cohesive zone elements can potentially be used in order to
model physics of grain boundaries more accurately. Finally, strain gradient crystal
plasticity formulation would help to improve the predictions.
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Figure 4.11 – Surf ace topographies at the top and bottom f aces of the
specimen, extracted f rom simulat ion (marked as ―sim‖) and experiment (marked
as ―exp‖) at 10% nominal strain. The absolute dif f erence plots (marked as
―|exp-sim|‖) are shown, as well .

Figure 4.12 – Relat ive error bet ween simulat ion and exper iment at 10% nominal
strain. Error of less t han 2 indicat es corr ectly predicted displacement direct ion.
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One interesting fact that can be observed from Fig. 4.11 is that peaks and valleys of
the surface normally occur in the areas adjacent to grain boundaries and close to the
free edges of the specimen. This can be explained as follows. Because the specimen is
thin, most of the grains have planar shapes. If we performed a virtual tension test
(holding the ends to be coplanar) on an isolated grain (not considering its interaction
with neighbors), we would observe that the grain is naturally tilting one way or another
due to slip. Once we consider grain interactions, all grain boundaries start acting as
kinematic constraints that cause discontinuities in mechanical fields. It can be expected
that extreme values of these fields (including displacements, and therefore surface
elevation) occur at the grain boundaries, not within the grains. This reasoning further
explains the corrugation effect that can be seen in Fig. 4.10.
As the direct strain fields from the experiment are not available, in order to estimate
the strain-related performance of the CPFE, the surface elevation derivatives
and

are shown in Figs. 4.13 and 4.14, for the top and bottom faces (Baudoin

and Hama 2018). Note that these derivatives are related to the out-of-plane shear
components of the strain tensor.
It is visible from Figs. 4.13 and 4.14 that the elevation derivatives were not predicted
well everywhere, which is because the surface elevation (Fig. 4.11) was not predicted
well in the first place due to the possible reasons addressed above.
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Figure 4.13 – Elevat ion der ivat ives at the top f ace of the specimen, extracted
f rom simulat ion (marked as ―sim‖) and experim ent (marked as ―exp‖) at 10%
nominal strain. The absolute dif f erence plots (marked as ― |exp - sim |‖) are
shown, as well.
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Figure 4.14 – Elevat ion der ivat ives at the bottom f ace of the specimen,
extracted f rom simulation (marked as ―sim‖) and exper iment (marked as ―exp‖)
at 10% nominal strain. The absolute diff erence plots (marked as ―|exp -sim |‖)
are shown, as well .

The average surface roughness can be defined in the following way:
∫ |
where

is the area of interest, and

̅|

,

(4.14)

and ̅ are the current and average elevation

of the surface respectively. Based on this definition, another result that can be
discussed is the evolution of

with the macroscopically-applied axial strain, see Fig.

4.15. Experimental values of

were calculated by converting images of surface profiles
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(along with corresponding color bars) into elevation data sets and subsequently
applying Eq. (4.14). The dependence obtained is very close to linear, which is in
accordance with the previous studies (Osakada and Oyane 1971, Becker 1998, Wilson
and Lee 2001).

Figure 4.15 – Evolut ion of average surf ace roughness ( ) at the top and bottom
f aces of the specimen with nominal strain, extracted f rom simulat ion and
exper iment .

A further assessment of the ability of the CPFE model to represent reality is by
comparing the predicted texture to the EBSD measurements of the specimen after the
test. During the simulation, the Euler angles are stored at each integration point of the
mesh. These Euler angles were visualized with the MTEX toolbox available in MATLAB.
As a result, the corresponding inverse pole figure (IPF) color maps before and after
deformation and at the top and bottom faces (Fig. 4.16 and Fig. 4.17, respectively) were
obtained. Overall, a good agreement between experiment and prediction is observed.
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Some minor local disagreement is primarily caused by the fact that the specimen
prepared contained several small grains that did not go through the thickness and were
only present at one of the faces (as can be seen in Figs. 4.16 and 4.17). Such grains
were not included into the CPFE model and their volume was occupied by neighboring
grains. In the simulation results, some areas adjacent to grain boundaries contain local
regions with random orientations. These random orientations are due to numerical
instabilities and are visible as noisy colors (e.g., at the ―Top, Final‖ and ―Bottom, Final‖
images in Figs. 4.16 and 4.17).

Figure 4.16 – Init ial and f inal (at 10% nominal strain) structur es at the top f ace
of the specimen, ext racted f rom simulation (marked as ―sim‖) and experiment
(marked as ―exp‖) .
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Figure 4.17 – Init ial and f inal (at 10% nominal strain) structur es at the bottom
f ace of the specimen, extracted f rom simulat ion (marked as ― sim‖) and
exper iment (marked as ―exp‖) .

To further illustrate the physics of texture evolution, the reorientation (after 10%
nominal strain) of a few soft and hard grains during deformation is shown in Fig. 4.18.
The texture evolution for each grain is represented by a solid arrow in the IPF. Cubes
that illustrate the orientation of the unit cell of a given grain as well as EBSD scans of
the entire specimen are shown with respect to the same global coordinate system. As
can be observed, soft grains (i.e., those with colors that are close to the center of IPF
color map, here grains 9, 21 and 25) are more prone to reorientation (Hosford 2010),
while hard grains (i.e., those with colors that are further away from the center, here
grains 23 and 27) do not reorient much (Hosford 2010). In addition, to further examine
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how the predicted texture matches the measured one, a reorientation graph (after 10%
nominal strain) for the five softest grains in the specimen is shown in Fig. 4.19. In that
figure, solid arrows correspond to experimental measurements and dashed arrows to
CPFE predictions. An overall agreement between measurements and simulation results
is observed visually. To quantify the level of agreement, we can introduce the following
metric for vectors (arrows) that represents change in IPF colors:

where

and

|⃗

⃗

|

|⃗

⃗

|

,

(4.15)

are vectors representing measured and predicted IPF color change

in Fig. 4.19. When both vectors match perfectly, the value

is going to be 0. When both

vectors are of the same magnitude, but orthogonal to each other (or when one of the
vectors has zero magnitude) the value of
of

is going to be 1. Table 4.3 provides values

calculated for each of 5 pairs, as well as average value.

Table 4.3 – Level of agreement bet ween predicted and measured reorientat ions .

Grain #

(Top)

(Bottom)

9

0.12

0.20

10

0.49

0.26

16

0.13

0.11

21

0.36

0.43

25

0.42

0.42

Average

0.29
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Figure 4.18 – Reorientation of several sof t and hard grains during the
exper iment, in terms of change of corresponding IPF (RD) colors and of crystal
lattice unit cell rot ation (presented as cubes) .
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Figure 4.19 – Reorientation of 5 of the sof test grains in the oligocrystal
specimen, in terms of change of corresponding IPF (RD) color s. Solid arrows
represent exper imental obser vat ions, dashed arrows represent model
predictions .

It was also possible to predict the Schmid factor fields (Fig. 4.20). It can be noticed
that many distinct grains initially form unions that have very similar values of Schmid
factor. These unions separate fully/partially as each individual grain is reorienting in its
unique way. The grain boundaries within these unions become visible eventually. It can
also be seen that initially soft grains that correspond to high initial values of Schmid
factor (i.e., closer to red) become harder (i.e., orange/green) as deformation
progresses. This fact is in accordance with previous observations of grain reorientations
(Figs. 4.18, 4.19).
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Figure 4.20 – Init ial and f inal (at 10% nominal strain ) distributions of Schmid
f actor at the top and bottom f aces of the specimen, extracted f rom simulat ion
(marked as ―sim‖) and exper iment (ma rked as ―exp‖) .

It is interesting to observe that the majority of the grains that have similar initial
orientations (similar initial EBSD colors) reoriented in the same way. This implies that
their reorientation was not affected much by the fact that each of them had quite
different arrangements of neighboring grains. One possible explanation to this is that
grains in our oligocrystal specimen are more planar than volumetric (since they form a
single layer), which means they have more free surface area and therefore they are less
restricted by the deformation of neighboring grains.
We can also observe that the CPFE model is able to capture the fact that
orientations are varying within the grains (visible as change in color shades within
corresponding grains, e.g., see Figs. 4.16 and 4.17), which is also seen in EBSD
images.
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4.5. Analysis of roughness statistics
a. Modeling surface roughening in a polycrystal
In order to further verify the CPFE model, we analyze its performance for a case of
polycrystal AA5052-O. In addition, the polycrystal study reveals statistical patterns that
are hard or impossible to conclude from oligocrystal results. A tensile specimen of the
same geometry as Fig. 4.4 is analyzed, but with no heat-treatment applied, i.e., in the
as-received, polycrystalline state (the pole figures of corresponding texture are shown in
Fig. A1). To assist with data extraction, 19 sets of indentation marks were applied to
one of the faces of the specimen (Fig. 4.21). These marks provide a useful reference as
they appear both in texture and surface elevation scans (after 10% macroscopic
prestrain), see Fig. 4.21. Data from 10 of the 19 areas marked with indentations is
shown in Fig. 4.22.

Figure 4.21 – One of the indentat ion ar eas f rom the surf ace of polycr ystal along
with Schm id f actor and surf ace elevat ion data extracted f rom the same area.
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Figure 4.22 – Schm id f actor and surf ace elevation dat a f rom 10 (out of 19)
marked areas at the surf ace of polycr ystal specimen.

In order to model the roughening behavior of this polycrystalline specimen, two
representative volume elements (RVE) are constructed using the DREAM.3D package,
a digital representation environment for the analysis of 3D microstructures (Groeber and
Jackson 2014). The RVE models are created using Abaqus/Standard. Each RVE
contains

finite elements. The element type is linear with full

integration (C3D8). Each RVE has the same initial texture as the polycrystal (Fig. A1).
Boundary conditions for both RVEs were the same and are shown in Fig. 4.23. The
crystal-plasticity model described above is used in the simulation in form of a UMAT. By
loading the two RVEs in tension, the roughness metric
sides (4 from each one). At the same time,

is extracted from the 8 lateral

is calculated for each of the 19 areas of

the tensile specimen. In order to make a fair comparison between CPFE results and
100

experiment, the initial roughness value of the specimen,
result is divided by the average grain size
linearly proportional to

. The value of

, is subtracted. Also, the

, since the roughness is known to be
was calculated using the ASTM

standard E112-13 (ASTM 2013). Normalized values of surface roughness
from experimental data (19 marked areas) and two RVEs (8 lateral sides) at 10% strain
are shown in Figs. 4.24a and b, respectively. As could be expected, there is quite a bit
of variation between different regions since each one contains relatively limited number
of grains. Nevertheless, average values match well, which is seen in Fig. 4.24c.

Figure 4.23 – Finit e elem ent meshes and boundar y condit ions ( is the side of
the cube) f or two representat ive volume elements ( RVEs) that were used to
model the roughening b ehavior of a polycrystal .
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Figure 4.24 – A com parison bet ween experiment and model f or a polycr ystal:
raw values of normalized roughness parameters extracte d f rom corresponding
regions in experiment (19 areas) and model (8 areas). Averag e values are
shown as well.

b. Texture-morphology relations
Since we have access to a considerable amount of data that can be extracted from the
19 areas of the polycrystalline specimen, we attempt here to find some mathematical
relation between the texture and surface morphology. It is important that indentation
marks appear both on EBSD scans and surface topography maps (Fig. 4.22), which
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ensures a correspondence between texture and surface elevation before and after
deformation. From each individual grain we extract several non-dimensional data sets:
∫

1. Ratio of average elevation within the grain (

, where

is the area of

the given grain) to the average surface roughness of the specimen ( , see Eq.
(4.14)):
(4.16)

.

∫ |

2. Ratio of average roughness within the grain (

̅|

) to the average

surface roughness of the specimen ( ):
(4.17)

.

3. Average Schmid factor of the grain (

) with respect to the loading axis.

4. Relative grain size:
̅

where

(4.18)

,
√

is an effective radius of the given grain

and ̅ is the average effective

radius among all grains.
It is also important to consider the effect of the surrounding grains. Assuming that
the surrounding grains that are located along the loading axis have the greatest effect
on the deformation of a given grain, we construct around each grain a circular or
elliptical neighborhood, from which we extract

,

and

correspondingly. Note that

the quantities with the subscript n are for neighbors while the quantities with no
subscript are for a given grain. One chosen grain and its neighborhood are shown in
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Fig. 4.25. As a result, from each individual grain (about 1300 grains total) we obtain 7
parameters ( ,

, ,

,

,

, ). Our goal is to find some relation between these

parameters in the form:
,
where

is an unknown function. In order to find

(4.19)
we perform a symbolic Monte Carlo

search by generating a very large number of random symbolic expressions and then
pick the ones that show the best fit. We perform the search with the following
parameters: unary operations
constants

, √| |,

| |,

; binary operations

,

,

,

;

and ; maximum number of math operations per expression 10. The total

number of unique generated random relations is around 7 million.

Figure 4.25 – Surf ace topography and Schmid f actor data, ext racted f rom a
grain and its ellipt ical neighborhood. Similar data is extracted f rom each
surf ace grain of the polycr ystalline specimen (e.g., Figs. 4.21 and 4.22).
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Several different shapes of neighborhood are investigated and are shown along with
the corresponding identified relations in Table 4.4. The strongest correlation is obtained
for neighborhoods that are elongated and aligned with the loading axis, specifically for
an elliptical neighborhood with semi-axes

and

(as well as

and ). A comparison

between correlations obtained using elliptical and circular shapes of the neighborhood is
shown in Fig. 4.26. The elliptical neighborhood is seen to offer a better correlation than
the circular one. The texture-morphology relation obtained for elongated neighborhoods
has the following form:
(4.20)
or, in a form similar to Eq. (4.19):
.

(4.20a)

Table 4.4 – Relat ions constructed f or different shapes of the neighborhood .

Shape

Semi-axes
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Relation

Since the Schmid factor characterizes the softness or hardness of a given grain, the
physical meaning of this relation can be understood as follows: the difference between
the elevation of a given grain and its neighborhood is proportional to the difference
between their corresponding Schmid factors. In other words, if a grain and its
surrounding are equally soft or equally hard, a large change in elevation should not be
expected. In contrast, a hard grain embedded into a soft neighborhood (as well as a soft
grain embedded into a hard neighborhood) causes change in elevation. Also, as can be
seen from the scatter in Fig. 4.26, the obtained relations are not applicable to individual
grains, but instead capture the overall trend. In comparison to current understanding of
surface roughening, this section statistically identifies a specific mathematical relation
between non-dimensionalized texture and morphology parameters, after checking a
very large amount of candidate relations. Similar analysis has been performed into the
effect of properties of neighboring grains on intra-granular misorientation development
in a given grain with plastic strain (Knezevic et al. 2014). It was found that smaller intragranular misorientation levels are associated ‗softer‘ neighborhoods and vice versa.
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Figure 4.26 – Correlation s shown f or circular (radius
) and elliptical (sem i axes
and ) neighborhood s. Red solid line corresponds to per f ect correlation;
blue dots are actual obser vat ions . The ellipt ical neighborhood off ers better
correlation ( variance = 0.16) than the circular one ( var iance = 0.49) .

4.6. Summary and conclusions
In this work we studied the deformation-induced surface roughening of an Al-Mg
oligocrystal (produced from polycrystalline AA5052-O) by examining the roughening
behavior of a mesoscale-size specimen that contains relatively few grains, most of them
arranged in a single layer. The specimen was deformed plastically under
(macroscopically) uniaxial tension. The initial and final textures of the specimen, as well
as surface topographies at the top and bottom faces were measured. The physics of
plastic deformation was captured with an appropriate CPFE model. Four unknown
material parameters were determined inversely using an efficient black-box optimization
procedure. Differently from other numerical studies on deformation-induced surface
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roughening, the FE model created in this work had realistic (non-columnar) shapes of
the grains. These shapes were reconstructed from EBSD scans of top and bottom faces
using a custom-developed shape interpolation procedure that is based on a morphing
approach. Using this FE model, we were able to analyze a number of aspects such as
deformed shape of the specimen, surface topographies at top and bottom faces,
corresponding elevation derivatives, evolution of the average roughness value, texture
and Schmid factor after deformation, and reorientation of several soft and hard grains.
The results extracted from the model match well with experimental observations,
however exact surface topographies were not predicted well.
In order to further verify the CPFE model, we also analyzed statistical aspects of
surface roughening by simulating the behavior of a polycrystal. A tension test was
performed on a polycrystalline AA5052-O specimen. Two representative volume
elements (each containing around 1500 grains) of corresponding initial texture were
constructed and their deformation was simulated. A good match between average
roughness values from the model and from the experiment was observed. The
polycrystal specimen contained a number of indentation marks on its surface, so that it
was possible to establish the correspondence between grain texture and morphology at
these marked regions. Subsequently, using an automated method based on a symbolic
Monte Carlo approach we were able to identify relations between the problem variables.
After analyzing the behavior of oligocrystal, several conclusions can be made. The
CPFE model is overall capable of capturing the deformation-induced roughening
behavior of this material. This is certainly true in an average sense, but also in a local
sense, with the exception of only few regions of the specimen. Some limited corrugation
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of the specimen – bending of mid-plane with thickness remaining relatively constant –
was observed and also captured by our model. In addition, peaks and valleys of surface
topography were observed primarily at the grain boundaries, which is due to the fact
that grain boundaries act as kinematic constraints and therefore extreme values of
mechanical fields such as out-of-plane displacement also appear there. Finally, grain
reorientations seem to depend mostly on initial orientations of these grains, and not on
arrangement/orientations of their neighbors, owing to the pancake-like shapes of grains
in our oligocrystal which are not very restrictive kinematically.
From the polycrystal analysis we can conclude that a model with proper statistical
input such as initial texture and average grain size is enough to capture the roughening
behavior with good accuracy. In addition, it was shown that simple relations between
Schmid factor and non-dimensional surface elevation for individual grains and their
neighbors can be inferred purely from experimental data and also can be easily
explained from physical point of view. Future work will advance the CPFE model into a
strain gradient plasticity (SG-CPFE) formulation (Gurtin and Anand 2009) to evaluate
whether the SG-CPFE model will improve the predictions of roughness fields.
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CHAPTER 5
SUMMARY AND FUTURE WORK
This thesis consists of 3 main chapters that cover the following topics:


Post-necking hardening identification in metals (Chapter 2)



Accurate reconstruction of 3D textures based on a set of 2D textures (Chapter 3)



Study of deformation-induced surface roughening using advanced crystal
plasticity model (Chapter 4)

All chapters cover both phenomenological and physical approaches to modeling
metal deformation processes and are strongly connected to each other. For example,
Chapter 2, while focused on post necking identification that accounts for rate and
temperature effects using simple J2 model, describes an efficient black-box optimization
algorithm that can be used for solving virtually any inverse problem. Subsequently the
same algorithm finds its application in Chapter 4 for identification of unknown material
constants of an advanced CPFE model. Similarly, the shape interpolation algorithm
developed in Chapter 3 is very general and is shown to work for 3D reconstruction from
any number of given 2D sections. This approach as well found its application in Chapter
4 for producing a realistic model of the given sample based only on a pair of scans.
More specific findings of each chapter are discussed below.
In Chapter 2 an approach to identify post-necking hardening curves with decoupled
rate and temperature effects was proposed. Isothermal tension experiments were
performed on SS-304L tubes using a custom setup. This material was selected because
its response is very sensitive to both strain-rate and temperature. The problem was
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tackled as an optimization task. An objective function was created using parameters
that control the post-necking shape of the hardening curves as input, and a scalar value
that represents the proximity between the predicted (FEA) and experimental structural
responses as output. Because such a function is expensive to evaluate, an optimization
procedure based on the response surface methodology was implemented in order to
reach an optimum with limited number of function evaluations. The post-necking
hardening curves were identified under different assumptions: without considering rate
and temperature effects; by considering only the temperature effect; and by considering
both rate and temperature effects. The latter case makes the most sense, physically.
The hardening curves identified were verified using fully-coupled thermomechanical
FEA for modeling the conventional tension test. A proper value of the convection
coefficient was found using the optimization procedure to match the experimental forceaverage axial strain curve. Using full-field measuring techniques (DIC and IR) it was
possible to extract the strain and temperature fields along the specimen and compare
them to the FE predictions. These predictions were found to be more accurate for the
case of the fully-coupled curves in comparison to rate- and/or temperature-independent
cases.
Chapter 3 describes a method that allows the reconstruction of a 3D voxel model of
a physical object from two images obtained from parallel sections of that object. The
method is based on a morphing technique. The input to the method is a pair of images
from given parallel sections; the output is a sequence of images that interpolate the two
given images. The images produced can be stacked on top of each other in order to
obtain a 3D voxel model. As shown in this work, the procedure works well for binary
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images as well as for images that contain matching sets of colors.
The performance of the method is demonstrated for a simple artificial input. It is also
shown how it can be applied to real grain structure scans in order to reconstruct the
volumetric grain structure of a thin metallic specimen. It was possible to verify the
accuracy of the texture reconstruction by looking into how well the prediction is
matching the actual structure in the bulk of the specimen. Finally, the feasibility of
reconstruction

from

multiple

sections

using

a

dual-phase,

martensite-ferrite

representative volume element was demonstrated.
Chapter 4 covers the deformation-induced surface roughening of an Al-Mg
oligocrystal (produced from polycrystalline AA5052-O) by examining the roughening
behavior of a mesoscale-size specimen that contains relatively few grains, most of them
arranged in a single layer. The specimen was deformed plastically under
(macroscopically) uniaxial tension. The initial and final textures of the specimen, as well
as surface topographies at the top and bottom faces were measured. The physics of
plastic deformation was captured with an appropriate CPFE model. Four unknown
material parameters were determined inversely using the efficient black-box
optimization procedure described in Chapter 2. Differently from many other numerical
studies on deformation-induced surface roughening, the FE model created in this work
had realistic (non-columnar) shapes of the grains. These shapes were reconstructed
from EBSD scans of top and bottom faces using a custom-developed shape
interpolation procedure that is based on a morphing approach. Using this FE model, it
was possible to analyze a number of aspects such as deformed shape of the specimen,
surface topographies at top and bottom faces, corresponding elevation derivatives,
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evolution of the average roughness value, texture and Schmid factor after deformation,
and reorientation of several soft and hard grains. The results extracted from the model
match well with experimental observations, however exact surface topographies were
not predicted well.
In order to further verify the CPFE model, statistical aspects of surface roughening
were analyzed by simulating the behavior of a polycrystal. A tension test was performed
on a polycrystalline AA5052-O specimen. Two representative volume elements (each
containing around 1500 grains) of corresponding initial texture were constructed and
their deformation was simulated. A good match between average roughness values
from the model and from the experiment was observed. The polycrystal specimen
contained a number of indentation marks on its surface, so that it was possible to
establish the correspondence between grain texture and morphology at these marked
regions. Subsequently, using an automated method based on a symbolic Monte Carlo
approach it was possible to identify relations between the problem variables.
From the polycrystal analysis it can be concluded that a model with proper statistical
input such as initial texture and average grain size is enough to capture the roughening
behavior with good accuracy. In addition, it was shown that simple relations between
Schmid factor and non-dimensional surface elevation for individual grains and their
neighbors can be inferred purely from experimental data and also can be easily
explained from physical point of view.
In summary, this thesis covers both phenomenological and physical approaches to
modeling the deformation of metals. Novel methods of solving several fundamental
problems were proposed. One such problem is an accurate hardening identification that
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accounts for rate and temperature sensitivity of the material. Another problem is the
comprehensive analysis of the deformation-induced surface roughening at the grain
scale. Few general computational tools were developed – efficient black-box
optimization procedure, shape interpolation procedure and symbolic model generation
procedure. These tools allowed to solve given problems successfully and efficiently.
The obtained results as well as developed approaches and methodologies can be
applied in wide range of engineering problems.
As for the future work, Chapter 2 describes a complete and working methodology. It
should be noted that the methodology can be applied to other mathematical forms of the
hardening curve at large strains (e.g., Stage III and IV of hardening). One thing that
could be done differently (fundamentally) is using more advanced plasticity model
(instead of J2), such as Yld2000-2D (Barlat et al., 2003) or Yld2004-3D (Barlat et al.,
2005), which would account for plastic anisotropy in the material. However, this would
also significantly complicate the study from both calibration and optimization points of
view (much higher number of parameters).
The main downside of the reconstruction procedure (Chapter 3) – inability to
interpolate between shapes that have no overlap – needs to be addressed in the future.
For example, for non-overlapping shapes, a fictitious shape mid-way between them
could be introduced, to allow the procedure to be applied. This was not an issue in the
present study, because the sections of interest were close to each other and did
overlap. However, the procedure will definitely fail for more complicated cases, such as
elongated and inclined grains.
As for Chapter 4, the cause of poor prediction of surface elevation should be
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identified in the future. This is not an easy task, as the procedure involves elaborate
preparation–scanning–testing cycle. As was mentioned earlier, the fact that many grains
did not go all the way through the thickness, as well as possible experimental
measurement issues are the most likely reasons for disagreement. It would be also
useful to see if the model is able to capture deformation of a single grain (or an
assembly of 2-3 grains) accurately, which would be a much needed validation. Also,
strain gradient crystal plasticity formulation would help to improve the predictions. In
addition, the usage of cohesive zone elements could potentially help modeling physics
of grain boundaries more accurately. Once all this is verified, the study of roughening in
biaxial state of stress can be performed.
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APPENDIX A
Examples of infrared images of the 15 and 35 oC isothermal tests are shown in Fig. A1,
to illustrate the uniformity of the temperature field during testing. The images where
taken right before failure, i.e., past necking. Contrast these to Fig. 1.16, which shows
the development of a temperature gradient during the conventional tension test.

Figure A1 – Inf rared images of a tube during isothermal tests, taken after
necking but right bef ore f ailure. Test at 15 o C is shown on the lef t, test at 35 o C
is shown on the right .
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APPENDIX B

Austenitic stainless steels are prone to strain-induced martensitic transformation (e.g.,
Moser et al., 2014 and the references therein). However, the particular material in hand
did not exhibit this transformation, perhaps because of the relatively high Nickel content
(see Table 1.1). The absence of martensite was suspected after testing since the
specimens did not become magnetic, and was verified by X-ray diffraction, using the
same equipment as in Moser et al., (2014) with the following settings: Cu Kα tube at 40
kV and 30 mA; scanning angle 2θ between 30o and 100o; scanning rate of 2o/min using
steps of 0.02o. The resulting intensity plot for a specimen that failed in conventional
tension is shown in Fig. B1, including, at the bottom, the expected peaks for iron (BCC)
and γ-iron (FCC). It can be seen that the microstructure of the deformed SS-304L has
remained austenitic (i.e., FCC).
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Figure B1 – Intensit y plot f rom X -ray diff raction of a def ormed SS -304L
specimen af ter f ailure. The microstructur e has remained FCC, with no evidence
of martensite f orming .
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APPENDIX C

In this Appendix, we estimate the probability of ―false-positive‖ – a case when, for a
given EBSD color (say, at the top surface), the corresponding color (at the bottom)
accidentally belongs to a different, rather than the same grain.
Colors are represented as intensities of red, green and blue (RGB), with the values
ranging from 0 to 255 (integers) when stored in a digital computer. Each color can then
be mapped into a point inside the cube, see Fig. C1. We will call two colors ―similar‖ if
the Euclidian distance between two corresponding points is less than some threshold
value . In our experiments, it was observed that the EBSD software produces colors
that contain at least one intensity (red, green or blue) equal to 255, which means that
we only have colors lying in the 3 faces of the cube in the first octant of RGB space.
Then the probability of a given color (at one surface) being similar to another is equal to
a probability of a point randomly sampled at one of these 3 faces of the RGB cube (Fig.
C1) being inside a circle with radius . This probability can then be calculated as the
ratio of the two areas, or:

(C1)

The ―approximately equal‖ sign in Eq. (C1) indicates that this is a rough estimation
that assumes colors to be following a uniform random distribution. In reality, colors
could follow a more pronounced distribution, depending on how strong the texture is.

132

Also, Eq. (C1) assumes colors to be continuous random variables, while they are
actually triples of integers and therefore form a finite set of points.

Figure C1 – Representation of a color in the RGB space including a circle
represent ing proximity of two colors .

To get an estimate of the threshold we analyzed 10 similar color pairs from our
data (Section 3.3b) that we know they belong to the same grain (since we performed
sequential sectioning though the thickness, see Fig. 3.5). The data is included in Table
C1 and a few examples are shown in Fig. C2. The greatest color distance between
colors at the top and bottom surfaces that we observed was 21. Using this value as a
threshold in Eq. (C1) we obtain the probability of false-positive as

.

We can therefore conclude that it is very unlikely that two regions in the two scans have
similar colors but in fact belong to different grains.

133

Figure C2 – Three pairs of grains f rom the EBSD scans of the top and bottom
surf aces (top and bottom rows, respect ively) .

Table C1 – Colors of pairs of grains at the top and bottom sur f aces used in this
analysis.

Grain #

RGB of grain at the top
surface

RGB of grain at the
bottom surface

Color
distance

1

(239, 84, 255)

(237, 98, 255)

14

2

(75, 172, 255)

(76, 193, 255)

21

3

(255, 203, 197)

(255, 222, 195)

19

4

(255, 40, 23)

(255, 35, 27)

6

5

(255, 185, 100)

(255, 192, 110)

12

6

(255, 131, 6)

(255, 132, 11)

5

7

(10, 34, 255)

(9, 41, 255)

7

8

(85, 255, 97)

(79, 255, 82)

16

9

(97, 255, 66)

(90, 255, 71)

8

10

(102, 255, 33)

(111, 255, 48)

17
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APPENDIX D

The texture of the as-received polycrystalline AA5052-O is shown in Fig. D1. In the pole
figures presented, we can observe patterns typical of rolled texture, such as two parallel
features in {111} pole figure. In addition, we can see presence of cube texture
(pronounced poles at top, bottom, left, right) in {100} pole figure, which is due to
recrystallization.

Figure D1 – Cr ystallographic text ure of as -received polycr yst alline AA5052 -O,
shown as a set of pole f igures .
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APPENDIX E

In this appendix we compare the performance of a non-columnar model (introduced and
analyzed in Chapter 4) versus a columnar model (Fig. E1). The columnar model is
constructed by extruding the grain shapes from the top face through the thickness,
which results in slightly different 3D grain shapes. All other parameters (initial texture,
boundary conditions, material constants) were kept the same.

Figure E1 – Finit e element meshes of non-columnar and columnar models .

In Fig. E2 the deformed shapes of both models are shown. These shapes can be
translated into out-of-plane displacement fields that are shown in Fig. E3. As can be
observed, there is no substantial difference between the two surface profiles; both
models seem to miss few local peaks/valleys that appear in experimental results. This is
visible when the absolute errors between models and experiments are compared sideby-side (Fig. E4).
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Figure E2 – Def ormed shapes of both columnar and non -columnar models along
with the distribution of z -displacements ( ). A def ormation scale f actor of 2 is
used in order to exaggerate def ormed shape, f or easier visualization .

Figure E3 – Surf ace topographies f or columnar/non -columnar models at the top
and bottom f aces of the specimen, extracted f rom simulation (marked as ―sim‖)
and experiment (marked as ―exp‖) at 10% nominal strain .
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Figure E4 – The absolute dif f erence bet ween simulation and experiment
(marked as ―|exp -sim|‖) f or both columnar and non -columnar models.
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APPENDIX F

The goal of this Appendix is to describe state-of-art research results, using advanced
crystal plasticity models, and their performance in accurately predicting the localized
(and also average) deformation of polycrystal and oligocrystal specimens. Several
cases extracted from 2018 publications are shown below.
Data shown in Fig. F1 was extracted from Baudoin et al., 2018 and represents the
absolute difference between predicted and measured strain fields at 4% mean axial
strain. These results were obtained for columnar model of commercially-pure Titanium.
These plots show that many regions have error values that are comparable to 4% or
even higher.

Figure F1 – The absolute dif f erence bet ween measured (DI C) and predict ed
strain components (Baudoin et al., 2018 ) .
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In Fig. F2 strain data was extracted from a path laying on a surface of a Ti-6Al-4V
specimen (Zhang et al., 2018) during a uniaxial tension. The comparison between strain
results from columnar CPFE model containing about 50 grains and DIC measurements
shows that many regions were not captured well.

Figure F2 – Measured (DIC) and predicted path strain (Zhang et al., 2018).

Figure F3 comes from the work of (Kubo et al., 2018) who examined both uniaxial
(β=0) and equibiaxial (β=1) stretching of IF steel. In their numerical model, an assembly
of about 70 grains was used. Figure F3 shows that for the case of uniaxial stretching the
average surface roughness value is captured well. However, the case of biaxial
stretching was found to be more challenging.
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Figure F3 – Measured and predicted values of R a (Kubo et al. , 2018).

In summary, our present results are in qualitative agreement with these recent
works, in the sense that while the surface roughening is generally captured well in an
average sense, some local predictions can be deficient. This was also found in this
work, e.g., Fig. 4.11. Some thoughts about improving the current state-of-art are
discussed in Chapter 5.
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