By using the coincidence degree theorem and differential inequality techniques, sufficient conditions are obtained for the existence and global exponential stability of periodic solutions for general neural networks with time-varying including bounded and unbounded delays. Some known results are improved and some new results are obtained. An example is employed to illustrate our feasible results.
Introduction
In recent years, the delayed cellular neural networks DCNNs have been extensively studied because of their immense potentials of application perspective in different areas such as pattern recognition, optimization, and signal and image processing 1-3 . Hence, they have been the object of intensive analysis by numerous authors, and some interesting results on the existence and stability of periodic and almost periodic solutions have been obtained 4-12 . To our knowledge, few authors have considered global stability of periodic solutions for the neural networks with bounded and unbounded time-varying delays. In theory and application, global stability of periodic solutions of DCNNs is of great importance since the global stability of equilibrium points can be considered as a special case of periodic solution with zero period 8 . Hence, in this paper, we will study the existence and global exponential stability of periodic solutions of the following general neural networks with time-varying delays: The organization of this paper is as follows. In Section 2, we introduce some notations and definitions, and state some preliminary results needed in later sections. We then study, in Section 3, the existence of periodic solutions of system 1.1 by using the continuation theorem of coincidence degree theorem proposed by Gains and Mawhin 13 . In Section 4, by constructing Lyapunov function we will derive sufficient conditions for the global exponential stability of the periodic solution of system 1.1 . At last, an example is employed to illustrate the feasible results of this paper.
Preliminaries
For convenience, we use a ij , b ij C −∞, 0 ; R n . If there exist constants α > 0 and P > 1 such that for every solution x t of 1.1 with initial value φ ∈ C −∞, 0 ; R n , To end this section, we introduce Mawhin's continuation theorem 13, page 40 as follows.
Consider an abstract equation in a Banach space X,
where L : Dom L ∩ X→X is a Fredholm operator with index-zero, and λ is a parameter. Let P and Q denote two projectors, 
Proof. For convenience, we introduce the following notations:
3.2
In order to use Lemma 2.5, we take X {x t ∈ C R, R n : x t ω x t , t ∈ R}; then X is a Banach space with the norm
It is easy to show that P and Q are continuous projectors satisfying
Hence, L is a Fredholm mapping of index-zero. Furthermore, through an easy computation, we find that the generalized inverse K −1
Thus,
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Therefore, 
We take
which satisfies Condition a of Lemma 2.5. If x t ∈ ∂Ω ∩ ker L, then x t is a constant vector in R n , and there exists some i ∈ {1, 2, . . . , n} such that |x i | ξ i . We claim that
By way of contradiction, suppose that | QNx i | 0; then there exists some t * ∈ 0, ω such that
which implies that
This implies that E n − Γ ξ i ≤ H i , which contradicts 3.14 . Therefore, 3.16 holds, and hence, Condition b of Lemma 2.5 is satisfied. Furthermore, we define a continuous function W :
If x t ∈ ∂Ω ∩ Ker L, then x t is a constant vector in R n , and there exists some i ∈ {1, 2, . . . , n} such that |x i | ξ i . We claim that
By way of contradiction, suppose that | W x, μ i | 0; then there exists some t ∈ 0, ω such that 
3.24
Now, we will consider the following two cases. 
3.27
Hence, 
3.30
The later proof is similar to that of Case 1. We can also show that 3.22 holds. It follows that W x, μ / 0 for x ∈ ∂Ω ∩ Ker L, μ ∈ 0, 1 . Hence, by homotopy invariance theorem and 
Application
In this section, we give an example to illustrate that our results are feasible. Consider the following simple DCNNs with time-varying delays: 
