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Abstrat
Let f be an holomorphi endomorphism of Pk and µ be its measure of maximal
entropy. We prove an Almost Sure Invariane Priniple for the systems (Pk, f, µ).
Our lass U of observables inludes the Hölder funtions and unbounded ones
whih present analyti singularities. The proof is based on a geometri onstru-
tion of a Bernoulli oding map ω : (Σ, s, ν)→ (Pk, f, µ). We obtain the invariane
priniple for an observable ψ on (Pk, f, µ) by applying Philipp-Stout's theorem
for χ = ψ ◦ ω on (Σ, s, ν). The invariane priniple implies the Central Limit
Theorem as well as several statistial properties for the lass U . As an applia-
tion, we give a diret proof of the absolute ontinuity of the measure µ when it
satises Pesin's formula. This approah relies on the Central Limit Theorem for
the unbounded observable log Ja f ∈ U .
Key Words: holomorphi dynamis, Bernoulli oding map, almost sure invariane priniple.
MSC: 37F10, 37C40, 60F17.
1 Introdution
Let f : Pk → Pk be an holomorphi endomorphism of algebrai degree d ≥ 2. Its equi-
librium measure µ is the limit of the probability measures d−nt (f
n)∗ηk, where dt := dk is
the topologial degree of f and ηk is the standard volume form on Pk. We refer to the
survey artile of Sibony [Sib℄ for an introdution to the dynamial systems (Pk, f, µ).
Fornaess-Sibony proved that µ is mixing [FS℄ and Briend-Duval that µ is the unique
measure of maximal entropy [BrDu2℄.
Przytyki-Urba«ski-Zdunik [PUZ℄ introdued oding tehniques for (P1, f, µ). This
allowed them to prove the Almost Sure Invariane Priniple (ASIP) for Hölder and
singular observables, like log |f ′|. In the present artile, we extend the oding tehniques
to (Pk, f, µ) and obtain the ASIP for observables whih allow analyti singularities. As
an appliation, we obtain a diret proof of the absolute ontinuity of µ when it satises
Pesin's formula. We review our results in subsetions 1.1 - 1.4, subsetion 1.5 is devoted
to related results.
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1.1 Bernoulli oding maps
Let us endow Σ := {1, . . . , dt}N with the natural produt measure ν := ⊗∞n=0ν¯, where
ν¯ is equidistributed on {1, . . . , dt}. We denote by α˜ the elements of Σ and by s the
left shift ating on Σ. Let J be the support of µ. The following theorem yields oding
maps ω : Σ→ J up to zero measure sets. The set S ⊂ Pk will be dened in setion 4,
it has zero Lebesgue measure.
Theorem A: Let z ∈ Pk \ S. There exist an s-invariant set Σ′ ⊂ Σ of full ν-measure
and an f -invariant set J ′ ⊂ J of full µ-measure satisfying the following properties.
For any α˜ ∈ Σ′, the point ω(α˜) := limn→∞ zn(α˜) ∈ J ′ is well dened. We have ω∗ν = µ
and the following diagram ommutes:
Σ′
s
//
ω

Σ′
ω

J ′ f // J ′
Moreover there exist θ, ǫ > 0, nz ≥ 1 and n˜ : Σ′ → N larger than nz suh that:
1. d(zn(α˜), ω(α˜)) ≤ c˜ǫ d−ǫn for every α˜ ∈ Σ′ and n ≥ n˜(α˜),
2. ν({n˜ ≤ q}) ≥ 1− cθ d−θq for every q ≥ nz.
We note that Σ′, J ′ and ω depend on z ∈ Pk \ S, but ω∗ν = µ holds true for
any suh z. Observe also that ω is not neessarily injetive. The proof of theorem A
(see setion 4) is based on the onstrution of a geometri oding tree, following the
approah of Przytyki-Urba«ski-Zdunik [PUZ℄ for (P1, f, µ). The point z is the root
of the tree, and the set {zn(α˜), α˜ ∈ Σ} is a suitable enumeration of the dn+1t points
of f−(n+1)(z), these are verties of the tree. The onvergene of (zn(α˜))n for a generi
α˜ ∈ Σ is obtained by onstruting dt good paths joining z to w ∈ f−1(z), whose inverse
images derease exponentially. In the ontext of (P1, f, µ), that property was obtained
in [PUZ℄ by using Koebe distortion theorem. The diulty in higher dimensions is
to substitute this argument. We establish for that purpose a quantied version of a
theorem of Briend-Duval (see setion 3).
1.2 The lass U and approximation by ylinders
Denition : An observable ψ : Pk → R ∪ {−∞} belongs to the lass U if:
- eψ is h-Hölder for some h > 0,
- Nψ := {ψ = −∞} is a (possibly empty) proper algebrai set of Pk,
- ψ ≥ log d(·,Nψ)ρ for some ρ > 0.
For instane, the Hölder funtions are in U , as well as the unbounded funtion log Ja f .
We will show that U ⊂ Lp(µ) for any 1 ≤ p < +∞ (see subsetion 2.2).
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Theorem B: Let ψ ∈ U be a µ-entered observable and ω be a oding map provided
by theorem A. Let χ := ψ ◦ ω and 1 ≤ p < +∞. We denote by E(χ|Cn) the onditional
expetation of χ with respet to the (n+ 1)-ylinders.
1. there exist cˆp, λp > 0 suh that ‖χ− E(χ|Cn) ‖p ≤ cˆp e−nλp for every n ≥ 0.
2. Rj(χ) :=
∫
Σ
χ · χ ◦ sj dν satises |Rj(χ)| ≤ 2 ‖χ ‖2 cˆ2 e−(j−1)λ2 for every j ≥ 1.
The proof oupies setion 5, it is based on the regularity properties of ω (namely the
points 1, 2 of theorem A) and on the fat that µ is a Monge-Ampère mass with Hölder
potentials. Theorem B allows us to prove theorem C below.
1.3 Almost Sure Invariane Priniple
Let ψ ∈ L2(µ) be a µ-entered observable and Sn(ψ) :=
∑n−1
j=0 ψ ◦ f j . We say that
ψ satises the Almost Sure Invariane Priniple (ASIP) if there exist, on an extended
probability spae, a sequene of random variables (Sn)n≥0 together with a Brownian
motion W suh that for some γ > 0:
- Sn =W(n) + o(n1/2−γ) almost everywhere,
- (S0(ψ), . . . , Sn(ψ)) and (S0, . . . ,Sn) have the same distribution for any n ≥ 0.
We shall denote σ-ASIP to speify the variane of Brownian motion.
Theorem C: For every µ-entered observable ψ ∈ U , we have:
1. σ := limn→∞ 1√n ‖Sn(ψ) ‖2 exists, and σ2 =
∫
Pk
ψ2 dµ+ 2
∑
j≥1
∫
Pk
ψ · ψ ◦ f j dµ.
2. If σ = 0, then ψ = u− u ◦ f holds µ-a.e. for some u ∈ L2(µ).
3. If σ > 0, then ψ satises the σ-ASIP.
The ASIP implies lassial limit theorems related to Brownian motion: the Cen-
tral Limit Theorem (CLT), the Law of Iterated Logarithm, Kolmogorov integral tests
(see [De℄, [PS℄). The ASIP also implies the almost sure version of the CLT, meaning
that
1
logn
∑n
k=1
1
k
δ 1√
k
Sk(ψ)(x)
onverges µ-a.e. to the normal lawN (0, σ2) (see [LP℄, [CG℄).
Let us outline the proof of theorem C (see setion 6). Let ω : Σ→ Pk be a oding
map provided by theorem A and ψ ∈ U . Sine ω satises f ◦ ω = ω ◦ s and ω∗ν = µ,
we are redued to prove the assertions for χ = ψ ◦ ω on (Σ, s, ν). The points 1 and
2 follow from theorem B(2) and lassial arguments. The point 3 is a onsequene of
theorem B(1) and Philipp-Stout's theorem ([PS℄, setion 7). That result relies on an
approximation of the partial sums of (χ◦sj)j≥0 by a sequene of martingale dierenes
dened with respet to the inreasing ltration (Cn)n≥0.
3
1.4 An appliation to smooth ergodi theory
Let χ1 ≤ . . . ≤ χk be the Lyapunov exponents of µ. Briend-Duval [BrDu1℄ proved that
they are larger than or equal to log d1/2. Sine µ has entropy log dk, Pesin's formula
h(µ) = 2(χ1+. . .+χk) holds if and only if these exponents are minimal. We proved in a
previous artile that µ is then absolutely ontinuous with respet to Lebesgue measure
[Du℄. We there followed the lassial approah of Sinai-Pesin-Ledrappier, based on the
onstrution of a suitable invariant partition whih is dilated and realizes entropy (see
[P1℄, [Le℄). We propose in setion 7 a new proof, based on the CLT for the unbounded
µ-entered observable J := log Ja f − 2(χ1 + . . . + χk) ∈ U . We obtain the following
result, where σJ := limn→∞ 1√n ‖Sn(J) ‖2.
Theorem D: If the Lyapunov exponents are minimal equal to log d1/2, then σJ = 0,
and µ is absolutely ontinuous with respet to Lebesgue measure.
A ruial fat for the proof is that for any holomorphi endomorphism of P
k
and
any µ-generi point x ∈ Pk, the minimal dilation rate of fn at x (i.e. ‖ (dxfn)−1 ‖−1) is
bounded below by dn/2 up to the multipliative fator 1/n. In other words, the usual
e−nǫ-orretion, due to the non-uniform hyperboliity of (Pk, f, µ), an be replaed here
by 1/n. This was proved by Berteloot-Dupont [BeDu℄, using a pluripotential result of
Briend-Duval [BrDu1℄ and the fat that µ is a Monge-Ampère mass. In partiular,
the produt of the dilation rates satises Ja fn(x) ≥ ‖ (dxfn)−1 ‖−2k ≥ (dn/2/n)2k =
dkn/n2k. Now if we assume σJ > 0, then the funtion log Ja f
n
would present non
trivial osillations around its mean value log dkn, due to the CLT. More preisely, it
would imply log Ja fn ≤ log dkn−σJ
√
n on a subset of µ-measure ≃ ∫ −1−∞ e−u2/2. That
ontradits the preeding estimate, hene σJ = 0. We dedue the absolute ontinuity
of µ from the oyle property J = u− u ◦ f µ-a.e. and a linearization property of the
dynamis along typial negative orbits [BeDu℄.
1.5 Related results
The systems (Pk, f, µ) and (Σ, s, ν) are atually onjugated by a bimeasurable map up
to zero measure subsets, that property was proved by Briend [Br℄. However, the regu-
larity of the onjugay seems diult to handle. Let us also mention that nite-to-one
oding maps (Pk, f, µ)→ (Σ, s, ν) were onstruted by Buzzi [Bu℄ by means of suitable
partitions of Pk.
The ASIP has been proved for many dynamial systems: for pieewise monotoni
maps by Hofbauer-Keller [HK℄, for Anosov maps by Denker-Philipp [DP℄ and for par-
tially and non-uniformly hyperboli systems by Dolgopyat [Do℄ and Melbourne-Niol
[MN℄. We refer to the survey artiles of Chernov [C℄ and Denker [De℄ for limit theorems
and statistial properties onerning dynamial systems.
The ASIP implies the CLT. Nevertheless, the latter an be diretly proved via
oding tehniques and Ibragimov's theorem [I℄. That method was employed by Sinai
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[Sin℄ and Ratner [R℄ for the geodesi ow in negative urvature, and by Bowen [Bo℄
for Anosov maps. In the present artile, Ibragimov's ondition is fullled by theorem B.
The Gordin's theorem provides another method for proving the CLT (see [G℄, [Li℄).
It relies on an approximation of (ψ ◦ f j)j≥0 by a sequene of reverse martingale dier-
enes. In our ontext, this an be done if
∑
n≥0 ‖Λnψ ‖2 (denoted (⋆)) onverges, where
Λ denotes the Ruelle-Perron-Frobenius operator (we have Λnψ(z) = 1
dnt
∑
y∈f−n(z) ψ(y)
for every z ∈ Pk). Let us note that the reverse martingale mentioned is dened with
respet to the dereasing ltration (f−nB)n≥0, where B is the Borel σ-algebra of Pk.
The exponential deay of orrelations ensures the onvergene of (⋆). This was
proved in the ontext of (Pk, f, µ) by Fornaess-Sibony [FS℄ for C2 observables and by
Dinh-Sibony for Hölder observables [DS2℄. Dinh-Nguyen-Sibony have reently extended
that property for dierenes of quasi-plurisubharmoni funtions (the so-alled dsh
funtions) [DNS2℄. The proof relies on exponential estimates for plurisubharmoni
funtions with respet to µ. They also obtained in that artile a Large Deviations
Theorem for bounded dsh and Hölder observables. In [DNS1℄, Dinh-Nguyen-Sibony
proved the loal CLT for (P1, f, µ) by using the theory of perturbed operators.
Denker-Przytyki-Urba«ski [DPU℄ employed a geometri method to prove the on-
vergene of (⋆) for (P1, f, µ) and Hölder observables. The idea was to ompare Λnψ(z)
to Λnψ(z′) by using the ontration of most of the inverse branhes of fn. The orner-
stone is a preise analysis of the dynamis near the ritial points in the support of µ.
Cantat-Leborgne [CL℄ extended this approah to (Pk, f, µ). A ruial ingredient was
a polynomial estimate for the µ-measure of postritial neighbourhoods (lemma 5.7
of [CL℄). The original proof of that lemma ontains a gap, the authors have reently
proposed another one. Cantat-Leborgne also established in [CL℄ a quantied version
of the Briend-Duval theorem. Our version is similar, but we shall give a dierent proof.
The systems (Pk, f, µ) whose measure µ is absolutely ontinuous with respet to
Lebesgue measure were haraterized by Berteloot, Dupont and Loeb [BeDu℄, [BL℄. In
that ase, f is semi-onjugated to an ane dilation on a omplex torus, these maps
are the so-alled Lattès examples. We note that theorem D haraterizes these maps
by the minimality of the Lyapunov exponents. Another haraterization of Lattès ex-
amples involves the Hausdor dimension of µ, dened as the inmum of the Hausdor
dimension of Borel sets with full µ-measure (see Pesin's book [P2℄): Dinh-Dupont [DD℄
proved that dimH(µ) = 2k if and only if the exponents are minimal. In the ontext
of (P1, f, µ), Mañé [Mañ℄ proved that log d = dimH(µ) · χ, where χ denotes the Lya-
punov exponent of µ. In partiular, the funtion L := log d − dimH(µ) · log |f ′| is a
µ-entered observable. Zdunik [Z℄ proved that σL = 0 if and only if f is a Lattès ex-
ample, a Thebyhev polynomial or a power z±d. The proof relies on the lassiation
of ritially nite frations with paraboli Thurston's orbifold.
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2 Generalities
2.1 The holomorphi systems (Pk, f, µ)
We introdue in this setion the systems (Pk, f, µ). We refer to the artiles [BrDu1℄,
[BrDu2℄, [FS℄ and [Sib℄ for denitions and properties. Here Pk denotes the omplex
projetive spae of dimension k. We denote by η the Fubini-Study form on Pk. This
is a (1, 1)-form dened in homogeneous oordinates by i
2π
∂∂¯ log ‖ z ‖2. It indues the
standard metri on Pk, the volume of Pk with respet to this metri is equal to 1. The
form η indues on every omplex line L ⊂ Pk the spherial metri with area 1. Let f
be an holomorphi endomorphism of Pk with algebrai degree d ≥ 2. It is dened in
homogeneous oordinates by [P0 : · · · : Pk] where the Pi are homogeneous polynomials
of degree d (without ommon zero exept the origin). The topologial degree of f is
dt := d
k
. An inverse branh of fn on U ⊂ Pk is an injetive holomorphi map gn
satisfying fn ◦ gn = IdU . We let Perf := ∪n≥1{x ∈ Pk , fn(x) = x}, this set is at most
ountable. Let C be the ritial set of f , V := ∪∞i=0f i(C) and Vn := ∪ni=1f i(C). The
degree of Vn, denoted τn, is equal to (d+ . . .+ dn) deg C ounted with multipliity.
The equilibrium measure µ is dened as the limit of µn,z :=
1
dnt
∑
fn(y)=z δy, where
δy denotes the Dira mass at y. In that denition, z has to be taken outside a totally
invariant algebrai set E ⊂ V, the so-alled exeptional set of f . We denote by J the
support of µ. The measure µ is mixing and satises µ(f(B)) = dt µ(B) whenever f
is injetive on B. It is the unique measure of maximal entropy (equal to log dt). The
Lyapunov exponents χ1 ≤ . . . ≤ χk of µ are larger than or equal to log d1/2. They
satisfy the lassial formula
∫
Pk
log Ja f dµ = 2(χ1 + . . .+ χk), where Ja f is the non-
negative C∞ funtion on Pk satisfying f ∗ηk = Ja f · ηk. The latter is the real jaobian
of f , it vanishes on the ritial set C of f .
The measure µ an also be dened via pluripotential theory: we have µ = T k, where
T is the Green urrent of f . The latter is a losed positive (1, 1) urrent on Pk with
Hölder potentials. In partiular, for any algebrai subset A ⊂ Pk, there exist c, γ > 0
suh that the r-neighbourhood of A satises µ(A[r]) ≤ c rγ for any r > 0 (see [DS4℄,
Prop. 2.3.7). For any δ > 0 and c˜ > 0, we set cδ := (1− d−δ)−1 and c˜δ := c˜(1− d−δ)−1.
In the sequel, c > 0 is a onstant independent of n, it may dier from a line to another.
2.2 The lass U
Let us reall the denition of the lass U (see subsetion 1.2).
Denition 2.1 Let U be the set of funtions ψ : Pk → R ∪ {−∞} satisfying:
- eψ is h-Hölder on Pk for some h > 0,
- Nψ := {ψ = −∞} is a (possibly empty) proper algebrai set of Pk,
- ψ ≥ log d(·,Nψ)ρ on Pk for some ρ > 0.
The Hölder funtions belong to U . Examples of unbounded observables are:
6
- the funtions ψ = log |Q|− q log ‖ · ‖, where Q is a q-homogeneous polynomial on
Ck+1. Here the algebrai subset Nψ is the zero set of Q.
- the funtions ψ = log ‖Λjdxf ‖ (1 ≤ j ≤ k), where Λjdxf is the j-exterior power
of the dierential dxf . In partiular, log Ja f ∈ U (take j = k).
The onditions of denition 2.1 are easy to verify for these funtions, the last one is a
onsequene of Lojasiewiz's inequality (see [Lo℄, 4.7). We prove below that ψ ∈ Lp(µ)
for any ψ ∈ U and 1 ≤ p < +∞. Atually, we establish an estimate for ∫Nψ [r] |ψ|p,
useful to prove theorem B. We reall that µ (Nψ[r]) ≤ c rγ for some c, γ > 0 (see
subsetion 2.1).
Proposition 2.2 Let ψ ∈ U and 1 ≤ p < +∞. There exists κ > 0 suh that:
∀ 0 < r < 1/2 ,
∫
Nψ [r]
|ψ|p dµ ≤ κ rγ/2.
In partiular ψ ∈ Lp(µ).
Proof: Let ψ ∈ U and N := Nψ. We may assume that 0 ≤ eψ ≤ 1 by adding some
onstant to ψ. Let r < 1/2 and Qj := N [r/2j] \ N [r/2j+1]. Sine eψ ≥ (r/2j+1)ρ on
Qj , we obtain:∫
N [r]
|ψ|p dµ =
∑
j≥0
∫
Qj
| log eψ|p dµ ≤
∑
j≥0
∣∣∣ ρ log( r
2j+1
) ∣∣∣p · µ(Qj).
The inequalities µ(Qj) ≤ c(r/2j)γ and | log r2j+1 | = (j + 1) log 2 + log 1r ≤ (j + 2) log 1r
yield:
∫
N [r]
|ψ|p dµ ≤
[
c ρp
∑
j≥0
(j + 2)p
2γj
](
log
1
r
)p
rγ = Mρ,γ ·
(
log
1
r
)p
rγ/2 · rγ/2.
The lemma follows with κ := Mρ,γ · sup0<r<1/2
(
log 1
r
)p
rγ/2. ✷
2.3 The Bernoulli spae (Σ, s, ν)
We endow A := {1, . . . , dt} with the equidistributed probability measure ν¯. We set
Σ := AN, s : Σ → Σ the left shift and ν := ⊗∞n=0ν¯. We denote by α˜ := (αn)n≥0 the
elements of Σ, by Cn the set of ylinders of length n + 1, and by πn : Σ → An+1 the
projetion πn(α˜) := (α0, . . . , αn). For any α˜ ∈ Σ, we set Cn(α˜) := π−1n (α0, . . . , αn).
We denote by E(χ|Cn) the onditional expetation of χ ∈ L2(ν) with respet to Cn. If
L = {A1, . . . , Ap} ⊂ Cn, we set L∗ := ∪1≤j≤pAj .
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2.4 Almost Sure Invariane Priniple
Let (X, g,m) be either (Σ, s, ν) or (Pk, f, µ). For any observable ϕ ∈ L2(m), we set
Sn(ϕ) :=
∑n−1
j=0 ϕ ◦ gj and Rj(ϕ) :=
∫
X
ϕ · ϕ ◦ gj dm. We say that ϕ is m-entered if∫
X
ϕdm = 0 and that ϕ is a oyle if ϕ = u− u ◦ g m-a.e. for some u ∈ L2(m).
An observable ϕ on (X, g,m) satises the Almost Sure Invariane Priniple (ASIP)
if there exist on a probability spae (X˜, m˜) a sequene of random variables (Sn)n≥0 and
a Brownian motion W suh that:
- Sn =W(n) + o(n1/2−γ) m˜-a.e. for some γ > 0,
- (S0(ψ), . . . , Sn(ψ)) and (S0, . . . ,Sn) have the same distribution for any n ≥ 0.
We denote σ-ASIP to speify the variane of Brownian motion. The σ-ASIP implies
the σ-Central Limit Theorem (σ-CLT), meaning that:
∀t ∈ R , lim
n→∞
m
(
Sn(ϕ)
σ
√
n
≤ t
)
=
1√
2π
∫ t
−∞
e−u
2/2 du.
Remark 2.3 Suppose that ω : Σ→ Pk is a oding map provided by theorem A. Sine
ω∗ν = µ and f ◦ ω = ω ◦ s, a µ-entered observable ψ ∈ L2(µ) satises the σ-ASIP if
and only if the ν-entered observable χ := ψ ◦ ω ∈ L2(ν) satises the σ-ASIP.
We shall use Philipp-Stout's theorem ([PS℄, Setion 7) to prove the ASIP for χ := ψ◦ω
on the Bernoulli spae (Σ, s, ν). The version below omes from the original one by using
the s-invariane of ν and the independene of the random proess (ξn)n≥0 dened by
ξn(α˜) = αn.
Theorem (Philipp-Stout) Let χ be a ν-entered observable on Σ satisfying:
1. χ ∈ L2+δ(ν) for some δ > 0,
2. ‖χ− E(χ|Cn) ‖2+δ ≤ c βn for some c > 0 and β < 1.
Then the sequene
1√
n
‖Sn(χ) ‖2 has a limit σ. If σ > 0, then χ satises the σ-ASIP.
Let us ompare that result with Ibragimov's theorem (see [I℄, Theorem 2.1), whih only
requires moments of order 2 and a summability ondition:
Theorem (Ibragimov) Let χ be a ν-entered observable on Σ satisfying:∑
n≥0
‖χ− E(χ|Cn) ‖2 <∞.
Then the sequene
1√
n
‖Sn(χ) ‖2 has a limit σ. If σ > 0, then χ satises the σ-CLT.
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3 A quantied version of Briend-Duval theorem
This setion is devoted to the proof of theorem 3.2 (see subsetion 3.2). That result
will be ruial to establish theorem A.
3.1 Briend-Duval theorem
We reall that Vl = ∪li=1f i(C), V = ∪∞i=0f i(C) and that dt = dk is the topologial degree
of f (see subsetion 2.1). We set τ∗ := 2 degV1/(1− 1/d).
Theorem (Briend-Duval [BrDu2℄) Let η > 0 and l ≥ 1 be suh that τ∗/dl < η.
Let L be a omplex line in Pk not ontained in V, and ∆ ⋐ ∆˜ be topologial diss in
L \ Vl. Then, for any n ≥ l, there exist (1− η)dnt inverse branhes gn on ∆ satisfying:
diam gn(∆) ≤ c˜ d
−n/2
η1/2 mod (∆˜ \∆)1/2 ,
where c˜ is a universal onstant, and mod (∆˜ \∆) is the modulus of the annulus ∆˜ \∆.
Let us reall the denition of the modulus (see Ahlfors book [A℄, hapters 1 and
2). Let Λ denote the family of urves joining the boundary omponents of A := ∆˜ \∆.
For any onformal metri ρ on A, we respetively denote by areaρ and by lρ the area
and the length with respet to ρ. We denote by onf (A) the set of onformal metris
giving nite area to A. The modulus of the annulus A is then dened by:
mod (A) := sup
ρ∈onf (A)
lρ(Λ)
2
areaρ(A)
,
where lρ(Λ) := infλ∈Λ lρ(λ).
3.2 Statement of the quantied version
We begin with some notations. Let 0 < θ < 1 and θn := [θn +
log τ∗
log d
] + 1. We in-
trodue this integer in view of applying Briend-Duval theorem with η = d−θn and
l = θn (indeed, τ∗/dθn < d−θn). Sine the degree of Vθn = ∪θni=1f i(C) is at most
τθn = (d+ . . .+ d
θn) deg C, we have τθn < dθn up to a multipliative onstant.
We let 0 < θ < θ′ < 1 and onsider n0 ≥ 1 satisfying:
∀n ≥ n0 , θn < θ′n and τθn < d θ
′n. (1)
Let us reall that Vθn[δ] is the δ-neighbourhood of Vθn in Pk. We x θ′/2 < ζ < 1 and
dene D := lim supn≥n0 Vθn[d−ζn].
Proposition 3.1 The set D satises Vol (D) = 0.
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The proof is postponed to subsetion 3.5. We now state the quantied version. The
onstant c˜ has been introdued in the statement of Briend-Duval's theorem, and we
denote by L the omplex line ontaining z and w.
Theorem 3.2 There exists ǫ > 0 suh that for every distint points (z, w) /∈ D ∪ V,
there exist an injetive smooth path γ : [0, 1] → L \ V joining z and w, a dereasing
family of topologial diss (∆n)n ⊂ L and an integer nz,w suh that for any n ≥ nz,w:
1. γ[0, 1] ⊂ ∆n ⊂ L \ Vθn,
2. there exist (1− d−θn)dnt inverse branhes of fn on ∆n,
3. these branhes satisfy diam gn(∆n) ≤ c˜ d−ǫn.
We note that θ, ǫ and c˜ do not depend on (z, w) ∈ Pk \ (D ∪ V).
3.3 Constrution of good paths in the omplex line L ⊂ Pk
Let (z, w) be distint points in Pk \ (D∪V). We identify the omplex line L ontaining
z and w with the 2-dimensional sphere. We reall that the Fubini-Study metri indues
on L the standard spherial metri s with area 1. We assume with no loss of generality
that z and w are the North and South pole of L. Let E be the equator of L. For any
y ∈ E, we denote byMy the meridian ontaining y, and byMy{δ} the δ-neighbourhood
of My in L for the spherial metri. The onstants 0 < θ < θ
′ < 2ζ have been dened
in subsetion 3.2. Now we let 0 < ζ < ζ ′ < ζ ′′ < 1 satisfying:
θ′ < ζ ′′ − ζ ′ and θ + ζ ′′ < 1. (2)
We may take for (θ, θ′, ζ, ζ ′, ζ ′′) suitable multiples of a small θ > 0. The seond in-
equality of (2) will be used in next subsetion. The integer n0 has been dened in
subsetion 3.2.
Proposition 3.3 Let (z, w) be distint points in Pk\(D∪V). With the above notations,
there exists a subset F ⊂ E of full Lebesgue measure satisfying the following properties.
For any y ∈ F , there exists nz,w(y) ≥ n0 suh that:
1. the meridian My does not interset V,
2. the neighbourhood My{d−ζ′′n} does not interset Vθn for any n ≥ nz,w(y).
Let us now prove proposition 3.3. We start with some notations. Let H+ and
H− be the (open) North and South hemispheres of L, these sets indue a partition
L = H+⊔E ⊔H−. We denote by Leb the Lebesgue measure on E and by p1 (resp. p2)
the spherial projetion from z (resp. w) to E. For any y ∈ E and δ > 0, let I(y, δ) be
the interval in E entered at y with length 2δ. We also denote by D(c, δ) ⊂ L the dis
with enter c and radius δ. We dene pκ(c) := p1(c) if c ∈ H+ ∪ E and pκ(c) := p2(c)
if c ∈ H−. The same onvention holds for the projetion of D(c, δ) to E: we use p1 or
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p2 depending on c ∈ H+ ∪ E or c ∈ H−.
Let {ci , 1 ≤ i ≤ lθn} := Vθn ∩ L, where lθn ≤ deg (Vθn) ≤ τθn . Sine the Fubini-
Study metri indues s on L, the set Lθn := ∪lθni=1D(ci, d−ζn) is a subset of Vθn [d−ζn]. We
reall that D = lim supn≥n0 Vθn[d−ζn] and that (z, w) /∈ D. Thus there exists n1 ≥ n0
depending on (z, w) suh that:
∀n ≥ n1 , (z, w) /∈ Vθn [d−ζn]. (3)
In partiular (z, w) /∈ Lθn. Sine ζ < ζ ′ < ζ ′′, we may inrease n1 so that d−ζ′n+d−ζ′′n <
d−ζn for any n ≥ n1. We have therefore, for ρ = z or w:
∀ 1 ≤ i ≤ lθn , ∀n ≥ n1 , D(ρ, d−ζ
′n) ∩D(ci, d−ζ′′n) = ∅.
This implies, with ei := pκ(ci) ∈ E and c a positive onstant:
∀ 1 ≤ i ≤ lθn , pκ
(
D(ci, d
−ζ′′n)
)
⊂ Ii := I(ei , c d−ζ′′n · dζ′n). (4)
Hene I(θn) := ∪lθni=1Ii satises LebI(θn) ≤ τθn · c d−(ζ′′−ζ′)n ≤ c d(θ′−(ζ′′−ζ′))n. Sine∑
n Leb I(θn) < ∞ (see (2)), the Borel-Cantelli lemma yields, for every y in a full
Lebesgue measure subset F ′ ⊂ E, an integer nz,w(y) ≥ n1 satisfying:
y /∈
⋃
n≥nz,w(y)
I(θn). (5)
Let us prove the point 2 of proposition 3.3 (the point 1 will be proved below, F is a
subset of F ′). Let y ∈ F ′ and I := I(y, d−(ζ′′−ζ′)n). Sine the intervals Ii dening I(θn)
are entered at ei = pκ(ci), the set p
−1
1 (I) does not interset any point ci ∈ H+ ∪ E.
The same property holds for p−12 (I) with the ci ∈ H−. This implies that My{d−ζ′′n}
does not interset Vθn ∩ L for any n ≥ nz,w(y), and yields the point 2.
For the point 1, it sues to verify that pκ(V ∩L) has zero Lebesgue measure. Let
W := V ∩L. Sine (z, w) ∈ L and (z, w) /∈ V = ∪∞i=0f i(C), the omplex line L is not an
algebrai subset of the hypersurfae f i(C) for any i ≥ 0. In partiular,Wi := f i(C)∩L
is nite for every i ≥ 0. Hene W = ∪i≥0Wi satises Leb(pκ(W)) = 0. We nally set
F := F ′ \ pκ(W), that ompletes the proof of proposition 3.3.
3.4 Proof of theorem 3.2
We set ǫ := 1
2
(1−(θ+ζ ′′)) > 0 (see (2)). Let (z, w) be distint points in Pk\(D∪V) and
onsider some y ∈ F provided by proposition 3.3: the meridian My does not interset
V and its neighbourhood My{d−ζ′′n} in L does not interset Vθn for every n ≥ nz,w(y).
We set nz,w := nz,w(y) and denoteM := My for sake of simpliity. Let γ : [0, 1]→ L
be the natural parametrization of M . We dene ∆n := M{d−ζ′′n/2} and ∆˜n :=
M{d−ζ′′n}. Let us apply Briend-Duval's theorem with η = d−θn, l = θn and ∆n ⋐
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∆˜n ⊂ L \ Vθn. Sine n > θ′n ≥ θn = l and τ∗/dθn < d−θn (see (1)), there exist
(1− d−θn)dnt inverse branhes on the dis ∆n satisfying:
diam gn(∆n) ≤ c˜ d−n/2
(
d−θnmod
[
∆˜n \∆n
])−1/2
. (6)
It remains to bound the modulus of An := ∆˜n \ ∆n. Let Λn be the set of urves
joining the boundary omponents of An. We denote by areas and by ls the area and
the length in L with respet to the spherial metri s. The following estimates hold
up to multipliative onstants. We have l
s
(λ) ≥ d−ζ′′n for any λ ∈ Λn, hene ls(Λn) =
infλ∈Λn ls(λ) ≥ d−ζ′′n. The inequalities areas(An) ≤ areas(∆˜n) ≤ d−ζ′′n then imply:
mod (An) = sup
ρ∈onfAn
lρ(Λ)
2
areaρ(An)
≥ ls(Λn)
2
area
s
(An)
≥ d
−2ζ′′n
d−ζ′′n
= d−ζ
′′n. (7)
From (6), (7) and ǫ = 1
2
(1 − (θ + ζ ′′)), we dedue that diam gn(∆n) ≤ c˜ d−ǫn. That
ompletes the proof of theorem 3.2.
3.5 Volume of neighbourhoods
This subsetion is devoted to the proof of proposition 3.1: we want to show Vol (D) = 0,
where D = ⋂n≥n0⋃p≥n Vθp[d−ζp]. We reall that Vθp[d−ζp] is the d−ζp-neighbourhood
of ∪θpi=1f i(C) and that ζ > θ′/2. The proof is based on the following lemma (see [DS4℄,
lemma 2.3.8).
Lemma 3.4 Let X ⊂ Pk be an algebrai subvariety of dimension m and degree q.
Then VolX [δ] ≤ q δ2(k−m) for any δ > 0, up to a multipliative onstant independent
of X.
We dedue Vol (D) = 0 as follows. We set p ≥ n ≥ n0 and apply lemma 3.4 with
X = Vθp and δ = d−ζp (here k − m = 1 and q = deg Vθp ≤ τθp). We obtain with
τθp ≤ dθ′p (see (1)): VolVθp[d−ζp] ≤ τθp(d−ζp)2 ≤ d−(2ζ−θ′)p. Hene:
∀n ≥ n0 , Vol (D) ≤ Vol
⋃
p≥n
Vθp[d−ζp] ≤ c2ζ−θ′ d−(2ζ−θ
′)n.
This yields Vol (D) = 0 when n tends to innity.
Proof of lemma 3.4: The argument is based on Lelong's inequality. Let E be a
maximal δ-separated set in X for the ambient metri: this means that d(a, b) ≥ δ for
any pair of distint elements of E , and that for any x ∈ X there exists a ∈ E satisfying
d(a, x) < δ. Sine X [δ] ⊂ ∪a∈EBa(2δ), we get up to a multipliative onstant:
VolX [δ] ≤ (2δ)2k Card E . (8)
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We now give an upper bound for Card E . Observe that VolX is equal to the degree of
X , and that the balls (Ba(δ/2))a∈E are mutually disjoint. Thus:
q = VolX ≥
∑
a∈E
Vol (X ∩ Ba(δ/2)) .
Now Lelong's inequality asserts that Vol (X ∩ Ba(δ/2)) ≥ δ2m for any a ∈ E , up to a
multipliative onstant. Hene Card E ≤ q δ−2m, as desired. ✷
4 Proof of theorem A
We set S := V ∪ D ∪ f(D) ∪ Per(f), where D is dened in subsetion 3.2. We have
Vol (S) = 0 sine Vol (D) = 0. Let us reall the statement of theorem A.
Theorem A: Let z ∈ Pk \ S. There exist an s-invariant set Σ′ ⊂ Σ of full ν-measure
and an f -invariant set J ′ ⊂ J of full µ-measure satisfying the following properties.
For any α˜ ∈ Σ′, the point ω(α˜) := limn→∞ zn(α˜) ∈ J ′ is well dened. We have ω∗ν = µ
and the following diagram ommutes:
Σ′
s
//
ω

Σ′
ω

J ′ f // J ′
Moreover there exist θ, ǫ > 0, nz ≥ 1 and n˜ : Σ′ → N larger than nz suh that:
1. d(zn(α˜), ω(α˜)) ≤ c˜ǫ d−ǫn for every α˜ ∈ Σ′ and n ≥ n˜(α˜),
2. ν({n˜ ≤ q}) ≥ 1− cθ d−θq for every q ≥ nz.
We shall use theorem 3.2 and the method of oding trees introdued in [PUZ℄ for
(P1, f, µ). We reall that A = {1, . . . , dt}. Let z /∈ S and {wα , α ∈ A} := f−1(z). By
the very denition of S, the ardinal of f−1(z) is equal to dt and wα 6= z, wα /∈ V∪D for
every α ∈ A. We denote by Lα the projetive line in Pk ontaining (z, wα) and apply
theorem 3.2: let γα be an injetive smooth path joining (z, wα) and (∆n(α))n ⊂ Lα
be a dereasing sequene of diss ontaining γα provided by that theorem. We set
nz := max{nz,wα , α ∈ A}.
Let us x α˜ = (αn)n≥0 ∈ Σ. We dene indutively injetive smooth paths γn(α˜) :
[0, 1] → Pk \ V and points zn(α˜) ∈ Pk \ V. We rst set γ0(α˜) := γα0. This path joins
z = γ0(α˜)(0) and wα0 = γ0(α˜)(1) =: z0(α˜). Assume that the paths γj(α˜) and the
points zj(α˜) have been dened for 0 ≤ j ≤ n − 1. We let γn(α˜) to be the lift of γαn
by fn with starting point γn(α˜)(0) = zn−1(α˜). This path is well dened sine γαn does
not interset V. We nally let zn(α˜) := γn(α˜)(1).
13
We note that zn−1(α˜) and zn(α˜) are the endpoints of γn(α˜) and that zn(Σ) =
f−(n+1)(z) has ardinal dn+1t . The reader will easily hek the relation f ◦ zn(α˜) =
zn−1 ◦ s(α˜). Observe also that γn(α˜) and zn(α˜) depend only on πn(α˜) = (α0, . . . , αn).
The following lemma is a onsequene of theorem 3.2 and the fat that γα[0, 1] ⊂ ∆n(α).
Lemma 4.1 For every α ∈ A and n ≥ nz, there exist at least (1 − d−θn)dnt elements
(α0, . . . , αn−1) ∈ An suh that diam γn(α0, . . . , αn−1, α) ≤ c˜ d−ǫn.
Let Ωn := {α˜ ∈ Σ , diam γn(α˜) > c˜ d−ǫn} and Bn be the olletion of (n + 1)-ylinders
{Cn(α˜) , α˜ ∈ Ωn}. We have Ωn = B∗n. Let us also dene:
Ω(n) :=
⋃
p≥n
Ωp =
⋃
p≥n
B∗p .
Lemma 4.2 For any n ≥ nz, we have:
1. Card (Bn) ≤ dn+1t d−θn.
2. ν(Ωn) ≤ d−θn, hene ν(Ω(n)) ≤ cθ d−θn.
3. if α˜ /∈ Ω(n), then d(zm−1(α˜), zm(α˜)) ≤ c˜ d−ǫm for any m ≥ n.
Proof: We have Bn = {Cn(α˜) , diam γn(α˜) > c˜ d−ǫn}. For every α ∈ A, we set
Bn(α) ⊂ Bn to be the olletion of (n + 1)-ylinders whose last oordinate is equal
to α. The lemma 4.1 implies that Card (Bn(α)) ≤ dnt d−θn and thus Card (Bn) =∑
α∈A Card (Bn(α)) ≤ dn+1t d−θn, whih is the point 1. The point 2 follows:
ν(Ωn) = ν(B∗n) = Card (Bn)/dn+1t ≤ d−θn.
For the point 3, observe that d(zm−1(α˜), zm(α˜)) ≤ diam γm(α˜). If α˜ /∈ Ω(n), then
α˜ /∈ Ωm for any m ≥ n, hene diam γm(α˜) ≤ c˜ d−ǫm. ✷
Let Ω :=
⋂
n≥nz Ω(n) = lim supn≥nz Ωn. The set Σ
′′ := Σ \ Ω has full ν-measure
sine ν(Ω) ≤ ν(Ω(n)) ≤ cθd−θn for any n ≥ nz. For every α˜ ∈ Σ′′, we dene n˜(α˜) to
be the least integer n ≥ nz satisfying α˜ /∈ Ω(n). Let Θq := {n˜ ≤ q}.
Lemma 4.3
1. ω(α˜) = limn→∞ zn(α˜) is well dened for every α˜ ∈ Σ′′.
2. d(zn(α˜), ω(α˜)) ≤ c˜ǫ d−ǫn for every n ≥ n˜(α˜).
3. ω : Σ′′ → Pk satises ω∗ν = µ.
4. ν(Θq) ≥ 1− cθ d−θq for any q ≥ nz.
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Proof: The points 1, 2 and 4 ome from lemma 4.2(3,2) and the denition of n˜(α˜).
Now we prove the point 3. Let us onsider the surjetive map zn : Σ
′′ → f−(n+1)(z).
Sine zn(α˜) depends only on α := (α0, . . . , αn) ∈ An+1, the measure zn∗ν is equal to:
zn∗ν =
∑
α∈An+1
ν (Σ′′ ∩ Cn(α)) δzn(α) =
1
dn+1t
∑
fn+1(y)=z
δy = µn+1,z.
Sine z /∈ S and E ⊂ V ⊂ S, the sequene of probability measures (µn,z)n on-
verges to µ (see subsetion 2.1). Hene it remains to prove zn∗ν → ω∗ν, meaning that∫
Σ′′ ϕ ◦ zn dν →
∫
Σ′′ ϕ ◦ ω dν for every test funtion ϕ : Pk → R. But this follows from
point 1 and Lebesgue onvergene theorem. ✷
It remains to dene Σ′,J ′ and to verify the relation f ◦ω = ω ◦s on Σ′. The lemma
4.3(3) implies that Σ∗ := ω(Σ′′) satises µ(Σ∗) = ν(ω−1Σ∗) ≥ ν(Σ′′) = 1. We dene
J ′ := ⋂n∈Z fn(J ∩Σ∗) and Σ′ := ⋂n∈Z sn(Σ′′ ∩ω−1J ′). These are invariant subsets of
full measure. We obtain f ◦ω = ω ◦ s on Σ′ by taking limits in f ◦ zn(α˜) = zn−1 ◦ s(α˜).
That ompletes the proof of theorem A.
5 Proof of theorem B
Let us reall the statement.
Theorem B: Let ψ ∈ U be a µ-entered observable and ω be a oding map provided
by theorem A. Let χ := ψ ◦ ω and 1 ≤ p < +∞.
1. there exist cˆp, λp > 0 suh that ‖χ− E(χ|Cn) ‖p ≤ cˆp e−nλp for every n ≥ 0.
2. Rj(χ) :=
∫
Σ
χ · χ ◦ sj dν satises |Rj(χ)| ≤ 2 ‖χ ‖2 cˆ2 e−(j−1)λ2 for every j ≥ 1.
5.1 Proof of theorem B(1)
We set χB := χ.1B for any B ⊂ Σ and use the following estimates provided by theorem
A. We reall that Θn = {n˜(α˜) ≤ n}.
(⋆) d(zn(α˜), ω(α˜)) ≤ c˜ǫ d−ǫn for every α˜ ∈ Θn,
(⋆⋆) ν(Θn) ≥ 1− cθ d−nθ for every n ≥ nz.
We will need the following lemma, whih is a diret onsequene of (⋆).
Lemma 5.1 Let α˜ ∈ Θn and β˜ ∈ Cn(α˜) ∩Θn. Then d(ω(α˜), ω(β˜)) ≤ 2 c˜ǫ d−ǫn.
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5.1.1 The Hölder ase
Let ψ be an h-Hölder and µ-entered observable on Pk. We set χ := ψ◦ω. The theorem
B(1) is a onsequene of the following estimates, whih hold for every n ≥ nz.
Lemma 5.2
∥∥χΘcn − E(χΘcn |Cn) ∥∥p ≤ 2 ‖χ ‖∞ (cθ d−nθ)1/p.
Proof: The left hand side is less than 2
∥∥χΘcn ∥∥p by Jensen inequality. Then the
onlusion follows from (⋆⋆). ✷
Lemma 5.3 ‖χΘn − E(χΘn |Cn) ‖p ≤ c d−nτ for some c, τ > 0.
Proof: We denote ϕ := χΘn − E(χΘn |Cn) and estimate
∥∥ϕΘcn ∥∥p, ‖ϕΘn ‖p. Sine
ϕΘcn = −E(χΘn |Cn) · 1Θcn , we have:∥∥ϕΘcn ∥∥p ≤ ‖E(χΘn |Cn) ‖2p · ν(Θcn)1/2p ≤ ‖χ ‖2p · (cθ d−nθ)1/2p .
We now deal with ‖ϕΘn ‖p. For every α˜ ∈ Θn, let να˜ be the onditional measure of ν
on the ylinder Cn(α˜). We have for every α˜ ∈ Θn:
ϕΘn(α˜) =
∫
Cn(α˜)∩Θn
(
χ(α˜)− χ(β˜)
)
dνα˜(β˜) + χ(α˜) · να˜(Cn(α˜) ∩Θcn). (9)
We dedue from χ = ψ ◦ ω, lemma 5.1 and the fat that ψ is h-Hölder:
∀α˜ ∈ Θn , |ϕΘn(α˜)| ≤
(
2 c˜ǫ d
−nǫ)h + ‖χΘn ‖∞ · να˜(Cn(α˜) ∩Θcn).
Hene we get for every p ≥ 1 up to a multipliative onstant:
∀α˜ ∈ Θn , |ϕΘn(α˜)|p ≤ d−nhpǫ + ‖χΘn ‖p∞ · να˜(Cn(α˜) ∩Θcn).
By integrating over Θn and using (⋆⋆), we dedue:
‖ϕΘn ‖pp ≤ d−nhpǫ + ‖χ ‖p∞ · cθd−nθ.
That ompletes the proof of the lemma. ✷
5.1.2 The general ase ψ ∈ U
Let ψ : Pk → R ∪ {−∞} be a µ-entered observable in U : the funtion eψ is h-Hölder
and satises ψ ≥ log d(·,Nψ)ρ on Pk (see denition 2.1). Observe in partiular that ψ
is bounded from above. We reall that Nψ[r] is the r-neighbourhood of {ψ = −∞}
and that χ = ψ ◦ ω. We onsider the following subsets of Σ:
Sn := Θcn \ Nn , Γn = Θn \ Nn , Nn := ω−1
(Nψ[d−n(hǫ/2ρ)]) .
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We shall need the following observations. First, we have ν(Nn) = µ(Nψ[d−n(hǫ/2ρ)]) ≤
d−nγ(hǫ/2ρ) up to a multipliative onstant (see subsetion 2.1). We dedue from (⋆⋆):
ν(Γcn) = ν(Θ
c
n ∪Nn) ≤ cθd−nθ + d−nγ(hǫ/2ρ) ≤ c d−nη (10)
for some c, η > 0. Seond, for every α˜ ∈ N cn = Sn∪Γn, we have χ(α˜) ≥ log d(ω(α˜),Nψ)ρ ≥
log d−ρn(hǫ/2ρ), hene:
‖χSn∪Γn ‖∞ ≤ n (hǫ log d)/2. (11)
The theorem B(1) is now a onsequene of the following estimates.
Lemma 5.4 ‖χNn − E(χNn |Cn) ‖p ≤
(
κ d−n(hǫ/2ρ)·(γ/2)
)1/p
.
Proof: The left hand side is less than 2 ‖χNn ‖p. Proposition 2.2 yields ‖χNn ‖p =
‖ψ ◦ ω · 1Nn ‖p ≤
(
κ d−n(hǫ/2ρ)·(γ/2)
)1/p
for every n suh that d−n(hǫ/2ρ) < 1/2. ✷
Lemma 5.5 ‖χSn − E(χSn |Cn) ‖p ≤ n (hǫ log d) · (c d−nη)1/p.
Proof: The left hand side is less than 2 ‖χSn ‖p. We onlude by using (10) and (11)
(observe that Sn ⊂ Γcn). ✷
Lemma 5.6 ‖χΓn − E(χΓn |Cn) ‖p ≤ c d−nτ for some c, τ > 0.
Proof: We follow the proof of lemma 5.3: we set ϕ := χΓn − E(χΓn |Cn) and estimate∥∥ϕΓcn ∥∥p, ‖ϕΓn ‖p. The line (10) yields:∥∥ϕΓcn ∥∥p ≤ ‖E(χΓn |Cn) ‖2p · ν(Γcn)1/2p ≤ ‖χ ‖2p · (c d−nη)1/2p .
Now we deal with ‖ϕΓn ‖p. We an write as in (9):
∀α˜ ∈ Γn , ϕ(α˜) =
∫
Cn(α˜)∩Γn
(
χ(α˜)− χ(β˜)
)
dνα˜(β˜) + χ(α˜) · να˜(Cn(α˜) ∩ Γcn). (12)
Let α˜ ∈ Γn and β˜ ∈ Cn(α˜) ∩ Γn. We dedue from (α˜, β˜) /∈ Nn that eψ ◦ ω(α˜) and
eψ ◦ ω(β˜) are larger than d−nhǫ/2. This implies:
|χ(α˜)− χ(β˜)| = | log eψ ◦ ω(α˜)− log eψ ◦ ω(β˜)| ≤ dnhǫ/2|eψ ◦ ω(α˜)− eψ ◦ ω(β˜)|.
Using lemma 5.1 and the fat that eψ is h-Hölder, the last term is less than dnhǫ/2 ·
(2 c˜ǫ d
−nǫ)h. Then we dedue from (12), up to a multipliative onstant:
∀α˜ ∈ Γn , |ϕ(α˜)| ≤ d−nhǫ/2 + ‖χΓn ‖∞ · να˜(Cn(α˜) ∩ Γcn).
Taking the p-th power, integrating over Γn and using (10), (11), we obtain up to a
multipliative onstant:
‖ϕΓn ‖pp ≤ d−nhpǫ/2 + (n(hǫ log d)/2)p · c d−nη.
That ompletes the proof of the lemma. ✷
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5.2 Proof of theorem B(2)
Let ψ ∈ U be a µ-entered observable and χ = ψ ◦ ω. Let j ≥ 1 and n ≥ 0 to be
speied later. We set χn := E(χ|Cn) and write:
χ · χ ◦ sj = (χ− χn) · χ ◦ sj + χn · (χ ◦ sj − χn ◦ sj) + χn · χn ◦ sj.
By using the s-invariane of ν and Jensen inequality ‖χn ‖2 ≤ ‖χ ‖2, we dedue:
|Rj(χ)| =
∣∣∣∣
∫
Σ
χ · χ ◦ sj dν
∣∣∣∣ ≤ 2 ‖χ ‖2 ‖χ− χn ‖2 +
∣∣∣∣
∫
Σ
χn · χn ◦ sj dν
∣∣∣∣ . (13)
The variables χn and χn ◦ sj respetively depend on (ξ0, . . . , ξn) and (ξj, . . . , ξn+j),
where ξn : Σ→ A is the projetion ξn(α˜) = αn. These are independent variables when
n = j−1, hene ∫
Σ
χn ·χn ◦sj dν =
∫
Σ
χn dν
∫
Σ
χn ◦sj dν in that ase. But this produt
is zero sine χ is ν-entered. The onlusion then follows from (13) with n = j− 1 and
theorem B(1).
6 Proof of theorem C
Let us reall the statement.
Theorem C: For every µ-entered observable ψ ∈ U , we have:
1. σ := limn→∞ 1√n ‖Sn(ψ) ‖2 exists, and σ2 =
∫
Pk
ψ2 dµ+ 2
∑
j≥1
∫
Pk
ψ · ψ ◦ f j dµ.
2. If σ = 0, then ψ = u− u ◦ f µ-a.e. for some u ∈ L2(µ).
3. If σ > 0, then ψ satises the σ-ASIP.
The points 1 and 2 are onsequenes of lassial lemma 6.1 below, whose ondition∑
j≥1 j|Rj(ϕ)| <∞ is fullled by theorem B(2). The point 3 follows from proposition
2.2, theorem B(1) and Philipp-Stout's theorem (see subsetion 2.4).
Lemma 6.1 Let (X, g,m) be a dynamial system and ϕ ∈ L2(m) be a m-entered
observable. We denote Sn(ϕ) =
∑n−1
j=0 ϕ ◦ gj and Rj(ϕ) =
∫
X
ϕ · ϕ ◦ gj dm. Let
σ2 := R0(ϕ) + 2
∑
j≥1Rj(ϕ). If
∑
j≥1 j|Rj(ϕ)| <∞, then σ2 is nite and we have:
1. ‖Sn(ϕ) ‖22 = nσ2 +O(1). In partiular, limn→∞ 1n ‖Sn(ϕ) ‖22 = σ2.
2. σ2 = 0 if and only if ϕ = u− u ◦ g m-a.e. for some u ∈ L2(m).
Proof: Let Sn := Sn(ϕ) and Rj := Rj(ϕ). Sine m is g-invariant, we have ‖Sn ‖22 =
nR0 + 2
∑n−1
j=1 (n− j)Rj . We dedue for every n ≥ 1:
‖Sn ‖22 = n
(
R0 + 2
∞∑
j=1
Rj
)
+ (−2)
(
n−1∑
j=1
jRj +
∞∑
j=n
nRj
)
= nσ2 + An, (14)
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where |An| ≤ 2
∑
j≥1 j|Rj |. That proves the point 1. Let us show the point 2.
Suppose σ2 = 0. In view of (14), the funtion up :=
1
p
∑p
n=1 Sn satises ‖up ‖2 ≤
(2
∑
j≥1 j|Rj |)1/2 for every p ≥ 1. Let u := limj→∞ upj be a weak luster point in
L2(m) and observe that:
∀j ≥ 1 , upj − upj ◦ g =
1
pj
pj−1∑
n=0
(ϕ− ϕ ◦ gn) = ϕ− 1
pj
Spj .
We dedue ϕ = u − u ◦ g m-a.e. by taking limits in L2(m) : limj→∞ upj ◦ g =
u ◦ g sine m is g-invariant, and limj→∞ 1pjSpj =
∫
X
ϕdm = 0 by Von Neumann
theorem. The reverse impliation of the point 2 omes from σ2 = limn→∞ 1n ‖Sn(ϕ) ‖22 =
limn→∞ 1n ‖u− u ◦ gn ‖22 = 0. ✷
7 Proof of theorem D
We reall that J := log Ja f − ∫
Pk
log Ja f dµ, this is an unbounded µ-entered ob-
servable in U . We set σJ := limn 1√n ‖Sn(J) ‖2, whih is well dened by theorem C. We
denote by χ1 ≤ . . . ≤ χk the Lyapunov exponent of µ, they are larger than or equal to
log d1/2.
Theorem D: If the Lyapunov exponents of µ are minimal equal to log d1/2, then
σJ = 0 and µ is absolutely ontinuous with respet to Lebesgue measure.
The rst part σJ = 0 will be proved in subsetion 7.2. The seond part is a
onsequene of theorem 7.1 below (that theorem will be proved in subsetion 7.3 by
using σJ = 0). In the sequel, the maps f
n
and dxf
n
are impliitely written in some
xed harts of Pk.
Theorem 7.1 Assume that the Lyapunov exponents are minimal. Then for µ almost
every x ∈ Pk, there exists ρ(x) > 0 and a subsequene (nj(x))j≥1 suh that fnj ◦(
x+ d−nj/2 · IdCk
)
: B(ρ(x))→ Pk is injetive.
Proof of the seond part of theorem D (abolute ontinuity): We use
the notations of theorem 7.1. Let x ∈ Pk be a µ-generi point and set nj := nj(x).
Sine fnj is injetive on the ball Bj := Bx(ρ(x)d
−nj/2) and µ has onstant jaobian dk
(see subsetion 2.1), we obtain µ(Bj) = µ(f
nj(Bj))d
−knj
. Observe also that Leb(Bj) =
ρ(x)2k
(
d−nj/2
)2k
= ρ(x)2kd−knj up to a multipliative onstant. We obtain therefore
for µ-a.e.x ∈ Pk:
lim inf
r→0
µ(Bx(r))
Leb(Bx(r))
≤ lim inf
j→∞
µ(Bj)
Leb(Bj)
= lim inf
j→∞
µ(fnj(Bj))
ρ(x)2k
≤ 1
ρ(x)2k
<∞.
That proves the absolute ontinuity of µ (see [Mat℄, theorem 2.12). ✷
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7.1 Preliminaries
Observe that J = log Ja f − log dk when the Lyapunov exponents are equal to log d1/2.
Sine the jaobian is a multipliative funtion, we have in that ase:
Sn(J) =
n−1∑
i=0
J ◦ f i(x) = log Ja fn − log dkn. (15)
The singular values δ1 ≤ . . . ≤ δk of the linear map A := dxfn are dened as the
eigenvalues of
√
AA∗. In partiular, there exist unitary matries (U, V ) suh that
dxf
n = U Diag(δ1, . . . , δk) V . We have therefore:
δ1 =
∥∥ (dxfn)−1 ∥∥−1 and k∏
i=1
δi
2 = Ja fn(x) ≥ δ2k1 . (16)
For any ρ, τ > 0 and n ≥ 1, we dene:
Bn(ρ) :=
{
x ∈ Pk , fn ◦ (x+ dxfn)−1 : B(ρ)→ Pk is an injetive map
}
,
Rn(τ) :=
{
x ∈ Pk , ∥∥ (dxfn)−1 ∥∥−1 ≥ dn/2/τ} .
The following estimates were proved by Berteloot-Dupont [BeDu℄. They hold for every
system (Pk, f, µ) whose Lyapunov exponents satisfy χk < 2χ1.
Theorem 7.2 There exists α : ]0, 1]→ R∗+ satisfying limρ→0 α(ρ) = 1 and for n ≥ 1:
1. µ(Bn(ρ)) ≥ α(ρ),
2. µ(Bn(ρ) ∩Rn(τ)c) ≤ (ρ τ)−2.
That result implies the following lemma.
Lemma 7.3 Let ρ ∈]0, 1]. There exists H ⊂ Pk satisfying µ(H) = 1 and:
∀x ∈ H , ∃n(x) ≥ 1 , ∀n ≥ n(x) , x /∈ Bn(ρ) or Ja fn(x) ≥ dkn/n2k.
Proof: We apply proposition 7.2(2) with τ = n to get µ(Bn(ρ) ∩ Rn(n)c) ≤ (ρ n)−2.
Sine
∑
n≥1 µ(Bn(ρ) ∩ Rn(n)c) <∞, there exists by Borel-Cantelli lemma a subset H
of full µ-measure satisfying:
∀x ∈ H , ∃n(x) ≥ 1 , ∀n ≥ n(x) , x /∈ Bn(ρ) or x ∈ Rn(n).
But x ∈ Rn(n) implies by (16): Ja fn(x) ≥
(
dn/2/n
)2k
= dkn/n2k . ✷
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7.2 Proof of the rst part of theorem D (σJ = 0)
Suppose that the exponents are minimal and that σJ = limn
1√
n
‖Sn(J) ‖2 > 0. Then
J satises the CLT: if V := 1√
2π
∫ −1
−∞ e
−u2/2 du, we get µ
(
Gn := {Sn(J)√n ≤ −σJ}
)
≥ V/2
for n larger than some N (see subsetion 2.4).
Let ρ > 0 be suh that µ(Bn(ρ)) > 1 − V/4 for every n ≥ 1. If we set Fn :=
Bn(ρ) ∩ Gn, then F := lim supn≥N Fn satises µ(F) ≥ V/4. Let x ∈ F ∩ H, where
H is provided by lemma 7.3. Let (nj(x))j≥1 be suh that x ∈ Fnj for every j ≥ 1.
The inlusion Fnj ⊂ Gnj yields Snj(J)(x) ≤ −σJ√nj for every j ≥ 1. Sine Snj (J) =
log Ja fnj − log dknj (the exponents are indeed minimal, see (15)), we dedue:
∀j ≥ 1 , Ja fnj(x) ≤ dknje−σJ√nj . (17)
But Ja fnj(x) ≥ dknj/n2kj for every nj ≥ n(x), following from x ∈ Bnj (ρ) ∩ H and
lemma 7.3. That ontradits (17) when j tends to innity.
7.3 Proof of theorem 7.1
We proved in subsetion 7.2 that σJ = 0. Hene J = u−u◦f µ-a.e. for some u ∈ L2(µ)
by theorem C. We obtain therefore:
u− u ◦ fn(x) =
n−1∑
i=0
J ◦ f i(x) = log Ja fn(x)− log dkn. (18)
Let ǫ > 0 and m ≥ 1 suh that M := {|u| ≤ logm} satises µ(M) ≥ (1− ǫ)1/2. Sine
µ is mixing,Mn :=M∩f−nM satises µ(Mn) ≥ µ(M)2−ǫ ≥ 1−2ǫ for n larger than
some N ′. Let ρ be small and τ be large enough suh that µ(Bn(ρ)∩Rn(τ)) ≥ 1−2ǫ for
every n ≥ 1. We dene Tn := Bn(ρ) ∩ Rn(τ) ∩Mn and T := lim supn≥N ′ Tn. Observe
that µ(T ) ≥ 1− 4ǫ. Let x ∈ T and (nj)j (depending on x) suh that x ∈ Tnj for every
j ≥ 1. Sine x ∈ Tnj ⊂ Bnj (ρ), the map fnj ◦ (x+ (dxfnj)−1) : B(ρ)→ Pk is injetive.
Let Λn = d
−n/2 · IdCk . It is enough to prove that dxfnj = (Uj Pj Vj) Λ−1nj , where
(Uj , Vj) are unitary matries and Pj is a diagonal matrix with entries in [a, b] ⊂ R∗+
((a, b) being independent of j). Indeed, this implies that fnj ◦ (x + Λnj) is injetive
on B(ρ/b), ompleting the proof of theorem 7.1. We shall omit the subsript j for
simpliation, and denote by δ1 ≤ . . . ≤ δk the singular values of dxfn. Let (U, V ) be
unitary matries suh that dxf
n = U Diag(δ1, . . . , δk) V (see subsetion 7.1). The fat
that x ∈ Rn(τ) yields:
δ1 =
∥∥ (dxfn)−1 ∥∥−1 ≥ dn/2/τ. (19)
Now we give an upper bound for δk. Sine x ∈ Tn ⊂ Mn, we have (x, fn(x)) ∈ M =
{|u| ≤ logm}. This implies by (18):
dkn/2/m ≤
k∏
i=1
δi = Ja f
n(x)1/2 ≤ dkn/2m.
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We dedue from (19):
δk ≤ δ1 . . . δk−1
δk−11
δk =
Ja fn(x)1/2
δk−11
≤ d
kn/2m
(dn/2/τ)k−1
= dn/2τk−1m.
Thus Diag(δ1, . . . , δk) = Λ
−1
n P , where P is diagonal with entries in [1/τ, τ
k−1m]. We
obtain nally dxf
n = U Λ−1n P V = (U P V ) Λ
−1
n , as desired.
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