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Abstract. Some sharp bounds for the Cˇebysˇev functional of a function that is convex in
absolute value and applications for functions of self-adjoint operators in Hilbert spaces
via the spectral representation theorem are given.
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1. Introduction
For two Lebesgue integrable functions f ,  : [a, b] → C, in order to compare the
integral mean of the product with the product of the integral means, we consider
the Cˇebysˇev functional defined by
C
(
f , 
)
:=
1
b − a
∫ b
a
f (t)  (t) dt − 1
b − a
∫ b
a
f (t) dt · 1
b − a
∫ b
a
 (t) dt.i
In 1934, G. Gru¨ss [14] showed that
(1.1)
∣∣∣C ( f , )∣∣∣ ≤ 1
4
(M −m) (N − n) ,
provided m,M, n,N are real numbers with the property that
(1.2) −∞ < m ≤ f ≤M < ∞, −∞ < n ≤  ≤ N < ∞ a.e. on [a, b] .
The constant 14 is best possible in (1.1) in the sense that it cannot be replaced by
a smaller one.
Another lesser known inequality for C
(
f , 
)
was derived in 1882 by Cˇebysˇev [4]
under the assumption that f ′, ′ exist and are continuous on [a, b] , and is given by
(1.3)
∣∣∣C ( f , )∣∣∣ ≤ 1
12
∥∥∥ f ′∥∥∥∞
∥∥∥′∥∥∥∞ (b − a)2 ,
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where
∥∥∥ f ′∥∥∥∞ := supt∈[a,b]
∣∣∣ f ′ (t)∣∣∣ < ∞.
The constant 112 cannot be improved in general in (1.3).
Cˇebysˇev’s inequality (1.3) also holds if f ,  : [a, b] → R are assumed to be
absolutely continuous and f ′, ′ ∈ L∞ [a, b] .
In 1970, A.M. Ostrowski [18] proved, amongst others, the following result that
is in a sense a combination of the Cˇebysˇev and Gru¨ss results:
(1.4)
∣∣∣C ( f , )∣∣∣ ≤ 1
8
(b − a) (M −m)
∥∥∥′∥∥∥∞ ,
provided f is Lebesgue integrable on [a, b] and satisfying (1.2) while  : [a, b] → R
is absolutely continuous and ′ ∈ L∞ [a, b] . Here the constant 18 is also sharp.
In 1973, A. Lupas¸ [16] (see also [17, p. 210]) obtained the following result as
well:
(1.5)
∣∣∣C ( f , )∣∣∣ ≤ 1
π2
∥∥∥ f ′∥∥∥
2
∥∥∥′∥∥∥
2
(b − a) ,
provided f ,  are absolutely continuous and f ′, ′ ∈ L2 [a, b] .
Here the constant 1π2 is the best possible as well.
In [2], P. Cerone and S.S. Dragomir proved the following inequalities:∣∣∣C ( f , )∣∣∣(1.6)
≤
⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩
inf
γ∈R
∥∥∥ − γ∥∥∥∞ · 1b−a
∫ b
a
∣∣∣∣ f (t) − 1b−a ∫ ba f (s) ds
∣∣∣∣ dt,
inf
γ∈R
∥∥∥ − γ∥∥∥
q
· 1b−a
(∫ b
a
∣∣∣∣ f (t) − 1b−a ∫ ba f (s) ds
∣∣∣∣p dt
) 1
p
where p > 1, 1/p + 1/q = 1.
For γ = 0,we get from the first inequality in (1.6)
(1.7)
∣∣∣C ( f , )∣∣∣ ≤ ∥∥∥∥∥∥∞ · 1b − a
∫ b
a
∣∣∣∣∣∣ f (t) −
1
b − a
∫ b
a
f (s) ds
∣∣∣∣∣∣ dt
for which the constant 1 cannot be replaced by a smaller constant.
If m ≤  ≤ M for a.e. x ∈ [a, b] , then
∥∥∥ − m+M2
∥∥∥∞ ≤ 12 (M −m) and by the first
inequality in (1.6) we can deduce the following result obtained by Cheng and Sun
[5]
(1.8)
∣∣∣C ( f , )∣∣∣ ≤ 1
2
(M −m) · 1
b − a
∫ b
a
∣∣∣∣∣∣ f (t) − 1b − a
∫ b
a
f (s) ds
∣∣∣∣∣∣ dt.
The constant 12 is best in (1.8) as shown by Cerone and Dragomir in [3].
The following result holds [11].
Bounding the Cˇebysˇev Functional 35
Theorem 1.1. Let f : [a, b] → C be of bounded variation on [a, b] and  : [a, b] → C a
Lebesgue integrable function on [a, b] . Then
(1.9)
∣∣∣C ( f , )∣∣∣ ≤ 1
2
b∨
a
(
f
) · 1
b − a
∫ b
a
∣∣∣∣∣∣ (t) − 1b − a
∫ b
a
 (s) ds
∣∣∣∣∣∣ dt
where
b∨
a
(
f
)
denotes the total variation of f on the interval [a, b] .
The constant 12 is best possible in (1.9).
We denote the variance of the function f : [a, b]→ C by D ( f ) and defined as
(1.10) D
(
f
)
=
[
C
(
f , f¯
)]1/2 ⎡⎢⎢⎢⎢⎢⎣ 1b − a
∫ b
a
∣∣∣ f (t)∣∣∣2 dt −
∣∣∣∣∣∣
1
b − a
∫ b
a
f (t) dt
∣∣∣∣∣∣
2⎤⎥⎥⎥⎥⎥⎦
1/2
,
where f¯ denotes the complex conjugate function of f .
We have [11]:
Corollary 1.1. If the function f : [a, b]→ C is of bounded variation on [a, b] , then
(1.11) D
(
f
) ≤ 1
2
b∨
a
(
f
)
.
The constant 12 is best possible in (1.11).
Now we can state the following result when both functions are of bounded
variation [11]:
Corollary 1.2. If f ,  : [a, b]→ C are of bounded variation on [a, b] , then
(1.12)
∣∣∣C ( f , )∣∣∣ ≤ 1
4
b∨
a
(
f
) b∨
a
(

)
.
The constant 14 is best possible in (1.12).
Remark 1.1. We can consider the following quantity associated with a complex valued
function f : [a, b]→ C,
E
(
f
)
:=
∣∣∣C ( f , f )∣∣∣1/2 =
∣∣∣∣∣∣∣
1
b − a
∫ b
a
f 2 (t) dt −
(
1
b − a
∫ b
a
f (t) dt
)2∣∣∣∣∣∣∣
1/2
.
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Utilising the above results we can state that
E2
(
f
) ≤ 12
b∨
a
(
f
) · 1b−a
∫ b
a
∣∣∣∣ f (t) − 1b−a
∫ b
a
f (s) ds
∣∣∣∣ dt(1.13)
≤ 12
b∨
a
(
f
)
D
(
f
) ≤ 14
⎡⎢⎢⎢⎢⎢⎣
b∨
a
(
f
)⎤⎥⎥⎥⎥⎥⎦
2
.
If we consider
G
(
f
)
:=
∣∣∣∣C ( f , ∣∣∣ f ∣∣∣)
∣∣∣∣1/2
=
∣∣∣∣∣∣
1
b − a
∫ b
a
f (t)
∣∣∣ f (t)∣∣∣ dt − 1
b − a
∫ b
a
f (t) dt · 1
b − a
∫ b
a
∣∣∣ f (t)∣∣∣ dt
∣∣∣∣∣∣
1/2
,
then we also have
(1.14)
G2
(
f
) ≤ 1
2
b∨
a
(
f
) · 1
b − a
∫ b
a
∣∣∣∣∣∣
∣∣∣ f (t)∣∣∣ − 1
b − a
∫ b
a
∣∣∣ f (s)∣∣∣ ds
∣∣∣∣∣∣ dt
≤ 1
2
b∨
a
(
f
)
D
(∣∣∣ f ∣∣∣) ≤ 1
4
b∨
a
(
f
) b∨
a
(∣∣∣ f ∣∣∣) ≤ 1
4
⎡⎢⎢⎢⎢⎢⎣
b∨
a
(
f
)⎤⎥⎥⎥⎥⎥⎦
2
and
(1.15)
G2
(
f
) ≤ 1
2
b∨
a
(∣∣∣ f ∣∣∣) · 1
b − a
∫ b
a
∣∣∣∣∣∣ f (t) −
1
b − a
∫ b
a
f (s) ds
∣∣∣∣∣∣ dt
≤ 1
2
b∨
a
(∣∣∣ f ∣∣∣)D ( f ) ≤ 1
4
b∨
a
(
f
) b∨
a
(∣∣∣ f ∣∣∣) ≤ 1
4
⎡⎢⎢⎢⎢⎢⎣
b∨
a
(
f
)⎤⎥⎥⎥⎥⎥⎦
2
.
For recent related results see [1] and [9]-[13].
Motivated by the results presented above, we establish in this paper some new
bounds for the magnitude of C
(
f , 
)
in the case when one of the complex valued
function, say f , is convex in absolute value while the other is Lebesgue integrable
on [a, b] . Applications for functions of self-adjoint operators in Hilbert spaces via
the spectral representation theorem are also given.
2. New Results for Cˇebysˇev Functional
Recall that a function  : [a, b]→ R is convex (strictly convex) on the interval [a, b] , if

(
(1 − t) x + ty) ≤ (<) (1 − t)  (x) + t (y)
for any x, y ∈ [a, b] (x  y) and t ∈ [0, 1] ((0, 1)) .
We observe that the constant function k (t) = k, t ∈ [a, b] and the identity function
e (t) = t, t ∈ [a, b] can then be interpreted as convex functions. However, they are
not strictly convex functions on [a, b] .
We have the following result:
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Theorem 2.1. Let f : [a, b]→ C be a measurable function such that
∣∣∣ f ∣∣∣ is convex on [a, b]
and  : [a, b]→ C is a Lebesgue integrable function on [a, b] . Then
(2.1)
∣∣∣C ( f , )∣∣∣ ≤ max {∣∣∣ f (a)∣∣∣ , ∣∣∣ f (b)∣∣∣} 1
b − a
∫ b
a
∣∣∣∣∣∣ (t) − 1b − a
∫ b
a
 (s) ds
∣∣∣∣∣∣ dt.
The inequality (2.1) is sharp.
Proof. We use Sonin’s identity
(2.2) C
(
f , 
)
=
1
b − a
∫ b
a
(
f (t) − λ)
[
 (t) − 1
b − a
∫ b
a
 (s) ds
]
dt,
for λ = 0 to get
(2.3) C
(
f , 
)
=
1
b − a
∫ b
a
f (t)
[
 (t) − 1
b − a
∫ b
a
 (s) ds
]
dt.
Taking the modulus and utilizing the convexity of
∣∣∣ f ∣∣∣ on [a, b] we have
∣∣∣C ( f , )∣∣∣ ≤ 1b−a ∫ ba
∣∣∣ f (t)∣∣∣ ∣∣∣∣ (t) − 1b−a ∫ ba  (s) ds
∣∣∣∣ dt(2.4)
≤ 1b−a
∫ b
a
[
(b−t)| f (a)|+(t−a)| f (b)|
b−a
]
×
∣∣∣∣ (t) − 1b−a
∫ b
a
 (s) ds
∣∣∣∣ dt
If we denote the right side of (2.4) by I, then we have
I ≤ sup
t∈[a,b]
⎡⎢⎢⎢⎢⎣ (b − t)
∣∣∣ f (a)∣∣∣ + (t − a) ∣∣∣ f (b)∣∣∣
b − a
⎤⎥⎥⎥⎥⎦
× 1
b − a
∫ b
a
∣∣∣∣∣∣ (t) − 1b − a
∫ b
a
 (s) ds
∣∣∣∣∣∣ dt
= max
{∣∣∣ f (a)∣∣∣ , ∣∣∣ f (b)∣∣∣} 1
b − a
∫ b
a
∣∣∣∣∣∣ (t) −
1
b − a
∫ b
a
 (s) ds
∣∣∣∣∣∣ dt
and by (2.4) we get (2.1).
Assume that the inequality (2.1) holds with a constant K > 0, namely
(2.5)
∣∣∣C ( f , )∣∣∣ ≤ Kmax {∣∣∣ f (a)∣∣∣ , ∣∣∣ f (b)∣∣∣} 1
b − a
∫ b
a
∣∣∣∣∣∣ (t) −
1
b − a
∫ b
a
 (s) ds
∣∣∣∣∣∣ dt.
Consider the functions f ,  : [a, b]→ R defined by
f (t) :=
⎧⎪⎪⎪⎪⎨⎪⎪⎪⎪⎩
−1, t ∈
[
a, a+b2
]
1, t ∈
(
a+b
2 , b
]
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and  : [a, b]→ R,  (t) = t − a+b2 .
We have
∣∣∣ f ∣∣∣ = 1, which satisfy the convexity condition with equality and
C
(
f , 
)
=
1
b − a
∫ b
a
∣∣∣∣∣t − a + b2
∣∣∣∣∣ dt = b − a4 ,
max
{∣∣∣ f (a)∣∣∣ , ∣∣∣ f (b)∣∣∣} = 1
and
1
b − a
∫ b
a
∣∣∣∣∣∣ (t) − 1b − a
∫ b
a
 (s) ds
∣∣∣∣∣∣ dt = 1b − a
∫ b
a
∣∣∣∣∣t − a + b2
∣∣∣∣∣ dt = b − a4
and by (2.5) we have
b − a
4
≤ Kb − a
4
,
which shows that K ≥ 1.
With the notations from the introduction we have:
Corollary 2.1. Let f : [a, b] → C be a measurable function such that
∣∣∣ f ∣∣∣ is convex on
[a, b] . Then
D2
(
f
)
,E2
(
f
)
(2.6)
≤ max
{∣∣∣ f (a)∣∣∣ , ∣∣∣ f (b)∣∣∣} 1b−a
∫ b
a
∣∣∣∣ f (t) − 1b−a
∫ b
a
f (s) ds
∣∣∣∣ dt,
and
(2.7) G2
(
f
) ≤ max {∣∣∣ f (a)∣∣∣ , ∣∣∣ f (b)∣∣∣} 1
b − a
∫ b
a
∣∣∣∣∣∣
∣∣∣ f (t)∣∣∣ − 1
b − a
∫ b
a
∣∣∣ f (s)∣∣∣ ds
∣∣∣∣∣∣ dt.
We recall the p-logarithmic mean defined by
Lpp (m, n) :=
mp+1 − np+1(
p + 1
)
(M −m) , m  n
where p  −1, 0 and m, n > 0.
The case of p-norm of the deviation
∣∣∣∣∣∣ f −
1
b − a
∫ b
a
f (s) ds
∣∣∣∣∣∣
is as follows:
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Theorem 2.2. Let f : [a, b]→ C be a measurable function such that
∣∣∣ f ∣∣∣ is convex on [a, b]
and, for p > 1,  : [a, b]→ C is in the Lebesgue space Lp [a, b] . Then
(2.8)
∣∣∣C ( f , )∣∣∣ ≤ Lq (∣∣∣ f (a)∣∣∣ , ∣∣∣ f (b)∣∣∣)
⎡⎢⎢⎢⎢⎣ 1b − a
∫ b
a
∣∣∣∣∣∣ (t) −
1
b − a
∫ b
a
 (s) ds
∣∣∣∣∣∣
p
dt
⎤⎥⎥⎥⎥⎦
1/p
,
where q > 1 and 1p +
1
q = 1.
The inequality (2.8) is sharp.
Proof. Making use of Ho¨lder’s inequality, we have
(b − a) I = ∫ b
a
[
(b−t)| f (a)|+(t−a)| f (b)|
b−a
] ∣∣∣∣ (t) − 1b−a ∫ ba  (s) ds
∣∣∣∣ dt(2.9)
≤
(∫ b
a
[
(b−t)| f (a)|+(t−a)| f (b)|
b−a
]q
dt
)1/q
×
(∫ b
a
∣∣∣∣ (t) − 1b−a ∫ ba  (s) ds
∣∣∣∣p dt
)1/p
.
Observe that, by changing the variable u = t−ab−a we have
∫ b
a
[
(b−t)| f (a)|+(t−a)| f (b)|
b−a
]q
dt
= (b − a) ∫ 10
[
u
∣∣∣ f (b)∣∣∣ + (1 − u) ∣∣∣ f (a)∣∣∣]q du.
Changing the variable again
v = u
∣∣∣ f (b)∣∣∣ + (1 − u) ∣∣∣ f (a)∣∣∣
we have for
∣∣∣ f (a)∣∣∣  ∣∣∣ f (b)∣∣∣
(b − a)
∫ 1
0
[
u
∣∣∣ f (b)∣∣∣ + (1 − u) ∣∣∣ f (a)∣∣∣]q du = b − a∣∣∣ f (b)∣∣∣ − ∣∣∣ f (a)∣∣∣
∫ 1
0
vqdu
= (b − a) Lqq
(∣∣∣ f (a)∣∣∣ , ∣∣∣ f (b)∣∣∣) .
For
∣∣∣ f (a)∣∣∣ = ∣∣∣ f (b)∣∣∣ we also have
(b − a)
∫ 1
0
[
u
∣∣∣ f (b)∣∣∣ + (1 − u) ∣∣∣ f (a)∣∣∣]q du = (b − a) ∣∣∣ f (a)∣∣∣q
= (b − a) Lqq
(∣∣∣ f (a)∣∣∣ , ∣∣∣ f (b)∣∣∣) .
Therefore
(b − a) I ≤
(
(b − a) Lqq
(∣∣∣ f (a)∣∣∣ , ∣∣∣ f (b)∣∣∣))1/q (∫ b
a
∣∣∣∣ (t) − 1b−a ∫ ba  (s) ds
∣∣∣∣p dt
)1/p
= (b − a)1/q Lq
(∣∣∣ f (a)∣∣∣ , ∣∣∣ f (b)∣∣∣) (∫ b
a
∣∣∣∣ (t) − 1b−a
∫ b
a
 (s) ds
∣∣∣∣p dt
)1/p
,
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which implies
I ≤ Lq
(∣∣∣ f (a)∣∣∣ , ∣∣∣ f (b)∣∣∣)
⎛⎜⎜⎜⎜⎝ 1b − a
∫ b
a
∣∣∣∣∣∣ (t) −
1
b − a
∫ b
a
 (s) ds
∣∣∣∣∣∣
p
dt
⎞⎟⎟⎟⎟⎠
1/p
.
Making use of (2.9) we get the desired result (2.8).
Assume that ∣∣∣C ( f , )∣∣∣ ≤ KLq (∣∣∣ f (a)∣∣∣ , ∣∣∣ f (b)∣∣∣)(2.10)
×
[
1
b−a
∫ b
a
∣∣∣∣ (t) − 1b−a
∫ b
a
 (s) ds
∣∣∣∣p dt
]1/p
,
holds with a constant K > 0 for any p > 1 and f ,  as above.
Consider the functions f ,  : [a, b]→ R defined by
f (t) :=
⎧⎪⎪⎪⎪⎨⎪⎪⎪⎪⎩
−1, t ∈
[
a, a+b2
]
,
1, t ∈
(
a+b
2 , b
]
and  : [a, b]→ R,  (t) = t − a+b2 .
We have
∣∣∣ f ∣∣∣ = 1, which satisfies the convexity condition with equality and
C
(
f , 
)
=
1
b − a
∫ b
a
∣∣∣∣∣t − a + b2
∣∣∣∣∣ dt = b − a4 .
We also have Lq
(∣∣∣ f (a)∣∣∣ , ∣∣∣ f (b)∣∣∣) = 1 and
(
1
b−a
∫ b
a
∣∣∣∣ (t) − 1b−a ∫ ba  (s) ds
∣∣∣∣p dt
)1/p
=
(
1
b−a
∫ b
a
∣∣∣t − a+b2
∣∣∣p dt)1/p = ( 2b−a ∫ ba+b
2
(
t − a+b2
)p
dt
)1/p
=
(
2
b−a
( b−a2 )
p+1
p+1
)1/p
= b−a
2(p+1)1/p
.
If we replace these values in (2.10) we get
(2.11)
b − a
4
≤ K (b − a)
2
(
p + 1
)1/p
for any p > 1.
Now, if we let p → 1+ in (2.11) we get K ≥ 1, which proves the desired
sharpness.
The case p = q = 2 is of interest.
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Corollary 2.2. Let f : [a, b] → C be a measurable function such that
∣∣∣ f ∣∣∣ is convex on
[a, b] and  : [a, b]→ C is in the Lebesgue space L2 [a, b] . Then
(2.12)
∣∣∣C ( f , )∣∣∣ ≤
⎛⎜⎜⎜⎜⎜⎜⎝
∣∣∣ f (a)∣∣∣2 + ∣∣∣ f (a) f (b)∣∣∣ + ∣∣∣ f (b)∣∣∣2
3
⎞⎟⎟⎟⎟⎟⎟⎠
1/2
D
(

)
.
The following particular cases are of interest as well:
Corollary 2.3. Let f : [a, b] → C be a measurable function such that
∣∣∣ f ∣∣∣ is convex on
[a, b] . Then
(2.13)
D2
(
f
)
,E2
(
f
) ≤ Lq (∣∣∣ f (a)∣∣∣ , ∣∣∣ f (b)∣∣∣)
×
⎡⎢⎢⎢⎢⎣ 1b − a
∫ b
a
∣∣∣∣∣∣ f (t) − 1b − a
∫ b
a
f (s) ds
∣∣∣∣∣∣
p
dt
⎤⎥⎥⎥⎥⎦
1/p
,
and
(2.14)
G2
(
f
) ≤ Lq (∣∣∣ f (a)∣∣∣ , ∣∣∣ f (b)∣∣∣)
×
⎡⎢⎢⎢⎢⎣ 1b − a
∫ b
a
∣∣∣∣∣∣
∣∣∣ f (t)∣∣∣ − 1
b − a
∫ b
a
∣∣∣ f (s)∣∣∣ ds
∣∣∣∣∣∣
p
dt
⎤⎥⎥⎥⎥⎦
1/p
,
where p, q > 1 and 1p +
1
q = 1.
In particular, we have
(2.15) D2
(
f
)
,E2
(
f
) ≤
⎛⎜⎜⎜⎜⎜⎜⎝
∣∣∣ f (a)∣∣∣2 + ∣∣∣ f (a) f (b)∣∣∣ + ∣∣∣ f (b)∣∣∣2
3
⎞⎟⎟⎟⎟⎟⎟⎠
1/2
D
(
f
)
,
and
(2.16) G2
(
f
) ≤
⎛⎜⎜⎜⎜⎜⎜⎝
∣∣∣ f (a)∣∣∣2 + ∣∣∣ f (a) f (b)∣∣∣ + ∣∣∣ f (b)∣∣∣2
3
⎞⎟⎟⎟⎟⎟⎟⎠
1/2
D
(∣∣∣ f ∣∣∣) .
The first inequality in (2.15) is equivalent to
(2.17) D
(
f
) ≤
⎛⎜⎜⎜⎜⎜⎜⎝
∣∣∣ f (a)∣∣∣2 + ∣∣∣ f (a) f (b)∣∣∣ + ∣∣∣ f (b)∣∣∣2
3
⎞⎟⎟⎟⎟⎟⎟⎠
1/2
.
The following result also holds:
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Theorem 2.3. Let f : [a, b]→ C be a measurable function such that
∣∣∣ f ∣∣∣ is convex on [a, b]
and  : [a, b]→ C is essentially bounded on [a, b] . Then
(2.18)
∣∣∣C ( f , )∣∣∣ ≤ 1
2
[∣∣∣ f (a)∣∣∣ + ∣∣∣ f (b)∣∣∣] sup
t∈[a,b]
∣∣∣∣∣∣ (t) − 1b − a
∫ b
a
 (s) ds
∣∣∣∣∣∣ .
The inequality (2.18) is sharp.
Proof. We have
I ≤ 1
b − a
∫ b
a
⎡⎢⎢⎢⎢⎣ (b − t)
∣∣∣ f (a)∣∣∣ + (t − a) ∣∣∣ f (b)∣∣∣
b − a
⎤⎥⎥⎥⎥⎦
×
∣∣∣∣∣∣ (t) −
1
b − a
∫ b
a
 (s) ds
∣∣∣∣∣∣ dt
≤ ess sup
t∈[a,b]
∣∣∣∣∣∣ (t) −
1
b − a
∫ b
a
 (s) ds
∣∣∣∣∣∣
× 1
b − a
∫ b
a
⎡⎢⎢⎢⎢⎣ (b − t)
∣∣∣ f (a)∣∣∣ + (t − a) ∣∣∣ f (b)∣∣∣
b − a
⎤⎥⎥⎥⎥⎦ dt
=
∣∣∣ f (a)∣∣∣ + ∣∣∣ f (b)∣∣∣
2
ess sup
t∈[a,b]
∣∣∣∣∣∣ (t) − 1b − a
∫ b
a
 (s) ds
∣∣∣∣∣∣
and by (2.4) and (2.19) we get the desired result (2.18).
Assume that the inequality (2.18) holds with a constant D > 0
(2.19)
∣∣∣C ( f , )∣∣∣ ≤ D [∣∣∣ f (a)∣∣∣ + ∣∣∣ f (b)∣∣∣] sup
t∈[a,b]
∣∣∣∣∣∣ (t) −
1
b − a
∫ b
a
 (s) ds
∣∣∣∣∣∣ .
Consider the functions f ,  : [a, b]→ R defined by
f (t) =  (t) :=
⎧⎪⎪⎪⎪⎨⎪⎪⎪⎪⎩
−1, t ∈
[
a, a+b2
]
,
1, t ∈
(
a+b
2 , b
]
.
We have
∣∣∣ f ∣∣∣ = 1, which satisfies the convexity condition with equality and
C
(
f , 
)
:=
1
b − a
∫ b
a
dt = 1,
∣∣∣ f (a)∣∣∣ = ∣∣∣ f (b)∣∣∣ = 1
while
sup
t∈[a,b]
∣∣∣∣∣∣ (t) −
1
b − a
∫ b
a
 (s) ds
∣∣∣∣∣∣ = 1.
From (2.19) we have 1 ≤ 2D, i.e. D ≥ 12 .
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Corollary 2.4. Let f : [a, b] → C be a measurable function such that
∣∣∣ f ∣∣∣ is convex on
[a, b] . Then
(2.20) D2
(
f
)
,E2
(
f
) ≤ 1
2
[∣∣∣ f (a)∣∣∣ + ∣∣∣ f (b)∣∣∣] sup
t∈[a,b]
∣∣∣∣∣∣ f (t) −
1
b − a
∫ b
a
f (s) ds
∣∣∣∣∣∣
and
(2.21) G2
(
f
) ≤ 1
2
[∣∣∣ f (a)∣∣∣ + ∣∣∣ f (b)∣∣∣] sup
t∈[a,b]
∣∣∣∣∣∣
∣∣∣ f (t)∣∣∣ − 1
b − a
∫ b
a
∣∣∣ f (s)∣∣∣ ds
∣∣∣∣∣∣ .
3. Application for Riemann-Stieltjes Integral
The following representation is of interest in itself. The result was firstly obtained
in [6] (see also [7]). For the sake a completeness we give here a short proof as well.
Lemma 3.1. If v : [a, b] → C is continuous (of bounded variation) on [a, b] and h :
[a, b]→ C is of bounded variation (continuous) on [a, b], then we have the identity
v(b)
∫ b
a
(t−a)dh(t)+v(a) ∫ b
a
(b−t)dh(t)
b−a −
∫ b
a
v (t) dh (t)(3.1)
=
∫ b
a
h (t) dv (t) − v(b)−v(a)b−a
∫ b
a
h (t) dt.
Proof. Integrating by parts in the Riemann-Stieltjes integral we have
v(b)
∫ b
a
(t−a)dh(t)+v(a) ∫ b
a
(b−t)dh(t)
b−a −
∫ b
a
v (t) dh (t)(3.2)
=
∫ b
a
[
v(b)(t−a)+v(a)(b−t)
b−a − v (t)
]
dh (t)
=
[
(t−a)v(b)+(b−t)v(a)
b−a − v (t)
]
h (t)
∣∣∣∣b
a
− ∫ b
a
h (t) d
[
(t−a)v(b)+(b−t)v(a)
b−a − v (t)
]
= [v (b) − v (b)] h (b) − [v (a) − v (a)] h (a)
− ∫ b
a
h (t)
[
v(b)−v(a)
b−a dt − dv (t)
]
=
∫ b
a
h (t) dv (t) − v(b)−v(a)b−a
∫ b
a
h (t) dt
and the identity is proven.
We can provide now the following application for Riemann-Stieltjes integral:
Proposition 3.1. If v : I → C is diﬀerentiable on the interior of the interval I denoted I˚
and [a, b] ⊂ I˚, |v′| is convex on [a, b] and h : [a, b]→ C is integrable on [a, b], then we have
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the inequalities
∣∣∣∣∣ v(b)
∫ b
a
(t−a)dh(t)+v(a) ∫ b
a
(b−t)dh(t)
b−a −
∫ b
a
v (t) dh (t)
∣∣∣∣∣(3.3)
≤
⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩
max {|v′ (a)| , |v′ (b)|} ∫ b
a
∣∣∣∣h (t) − 1b−a ∫ ba h (s) ds
∣∣∣∣ dt,
(b − a)Lq (|v′ (a)| , |v′ (b)|)
[
1
b−a
∫ b
a
∣∣∣∣h (t) − 1b−a ∫ ba h (s) ds
∣∣∣∣p dt
]1/p
where q > 1 and 1p +
1
q = 1,
1
2 (b − a) [|v′ (a)| + |v′ (b)|] supt∈[a,b]
∣∣∣∣h (t) − 1b−a ∫ ba h (s) ds
∣∣∣∣ .
Proof. From (3.1) we have
v(b)
∫ b
a
(t−a)dh(t)+v(a) ∫ b
a
(b−t)dh(t)
b−a −
∫ b
a
v (t) dh (t)(3.4)
=
∫ b
a
h (t) v′ (t) dt − v(b)−v(a)b−a
∫ b
a
h (t) dt = (b − a)C (v′, h) .
Since |v′| is convex on [a, b] , then by applying Theorem 2.1-Theorem 2.3 for f = v′
and  = h we deduce the desired result (3.3).
Remark 3.1. If p = q = 2, then by (3.3) we get
∣∣∣∣∣ v(b)
∫ b
a (t−a)dh(t)+v(a)
∫ b
a (b−t)dh(t)
b−a −
∫ b
a
v (t) dh (t)
∣∣∣∣∣(3.5)
≤ (b − a)
( |v′(a)|2+|v′(a)v′(b)|+|v′(b)|2
3
)1/2
×
[
1
b−a
∫ b
a
∣∣∣∣h (t) − 1b−a
∫ b
a
h (s) ds
∣∣∣∣2 dt
]1/2
,
provided that |v′| is convex on [a, b] and h : [a, b]→ C is integrable on [a, b] .
4. Applications for Self-adjoint Operators
Wedenote byB (H) theBanachalgebra of all bounded linear operators ona complex
Hilbert space (H; 〈·, ·〉) . Let A ∈ B (H) be self-adjoint and let ϕλ be defined for all
λ ∈ R as follows
ϕλ (s) :=
⎧⎪⎪⎪⎨⎪⎪⎪⎩
1, for −∞ < s ≤ λ,
0, for λ < s < +∞.
Then for every λ ∈ R the operator
(4.1) Eλ := ϕλ (A)
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is a projection which reduces A.
The properties of these projections are collected in the following fundamental
result concerning the spectral representation of bounded self-adjoint operators in
Hilbert spaces, see for instance [15, p. 256]:
Theorem 4.1. Spectral Representation Theorem Let A be a bonded self-adjoint op-
erator on the Hilbert space H and let m = min
{
λ
∣∣∣λ ∈ Sp (A) } =: minSp (A) and
M = max
{
λ
∣∣∣λ ∈ Sp (A) }=: maxSp (A) .Then there exists a family of projections {Eλ}λ∈R,
called the spectral family of A, with the following properties
a) Eλ ≤ Eλ′ for λ ≤ λ′;
b) Em−0 = 0,EM = I and Eλ+0 = Eλ for all λ ∈ R;
c) We have the representation
(4.2) A =
∫ M
m−0
λdEλ.
More generally, for every continuous complex-valued function ϕ defined on R and for
every ε > 0 there exists a δ > 0 such that
(4.3)
∥∥∥∥∥∥∥ϕ (A) −
n∑
k=1
ϕ
(
λ′k
) [
Eλk − Eλk−1
]∥∥∥∥∥∥∥ ≤ ε
whenever
(4.4)
⎧⎪⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎪⎩
λ0 < m = λ1 < ... < λn−1 < λn = M,
λk − λk−1 ≤ δ for 1 ≤ k ≤ n,
λ′k ∈ [λk−1, λk] for 1 ≤ k ≤ n
this means that
(4.5) ϕ (A) =
∫ M
m−0
ϕ (λ) dEλ,
where the integral is of Riemann-Stieltjes type.
Corollary 4.1. With the assumptions of Theorem 4.1 for A,Eλ and ϕ we have the repre-
sentations
(4.6) ϕ (A) x =
∫ M
m−0
ϕ (λ) dEλx for all x ∈ H
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and
(4.7)
〈
ϕ (A) x, y
〉
=
∫ M
m−0
ϕ (λ) d
〈
Eλx, y
〉
for all x, y ∈ H.
In particular,
(4.8)
〈
ϕ (A) x, x
〉
=
∫ M
m−0
ϕ (λ) d 〈Eλx, x〉 for all x ∈ H.
Moreover, we have the equality
(4.9)
∥∥∥ϕ (A) x∥∥∥2 =
∫ M
m−0
∣∣∣ϕ (λ)∣∣∣2 d ‖Eλx‖2 for all x ∈ H.
The next result shows that it is legitimate to talk about ”the” spectral family
of the bounded self-adjoint operator A since it is uniquely determined by the
requirements a), b) and c) in Theorem 4.1, see for instance [15, p. 258]:
Theorem 4.2. Let A be a bonded self-adjoint operator on the Hilbert space H and let
m = minSp (A) and M = maxSp (A) . If {Fλ}λ∈R is a family of projections satisfying the
requirements a), b) and c) in Theorem 4.1, then Fλ = Eλ for all λ ∈ R where Eλ is defined
by (4.1).
By the above two theorems, the spectral family {Eλ}λ∈R uniquely determines
and in turn is uniquely determined by the bounded self-adjoint operator A.
We can state now the following generalized trapezoid inequality for functions
of self-adjoint operators:
Theorem 4.3. Let A be a bonded self-adjoint operator on the Hilbert space H and let
m = min
{
λ
∣∣∣λ ∈ Sp (A) } =: min Sp (A) and M = max {λ ∣∣∣λ ∈ Sp (A) } =: max Sp (A) .
Consider also the spectral family {Eλ}λ∈R of A.
If f : I → C is diﬀerentiable on the interior of the interval I, denoted I˚ and [m,M] ⊂ I˚,∣∣∣ f ′∣∣∣ is convex on [m,M], then we have the inequalities∣∣∣∣〈[ f (m)(M1H−A)+ f (M)(A−m1H)M−m
]
x, y
〉
− 〈 f (A) x, y〉∣∣∣∣(4.10)
≤ 12
[∣∣∣ f ′ (m)∣∣∣ + ∣∣∣ f ′ (M)∣∣∣] (M −m)
× supt∈[m,M]
⎡⎢⎢⎢⎢⎢⎣ t−mM−m
t∨
m−0
(〈
E(·)x, y
〉)
+ M−tM−m
M∨
t
(〈
E(·)x, y
〉)⎤⎥⎥⎥⎥⎥⎦
≤ 12
[∣∣∣ f ′ (m)∣∣∣ + ∣∣∣ f ′ (M)∣∣∣] (M −m) M∨
m−0
(〈
E(·)x, y
〉)
≤ 12
[∣∣∣ f ′ (m)∣∣∣ + ∣∣∣ f ′ (M)∣∣∣] (M −m) ‖x‖ ∥∥∥y∥∥∥
for any x, y ∈ H.
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Proof. Let x, y ∈ H and consider h : R → C, h (t) := 〈Etx, y〉 . If we use the third
inequality in (3.3) for the interval [m − ε,M] with small ε > 0,we have
∣∣∣∣∣ f (M)
∫ M
m−ε(t−m+ε)d〈Etx,y〉+ f (m−ε) ∫ Mm−ε(M−t)d〈Etx,y〉
M−m+ε(4.11)
− ∫ M
m−ε f (t) d
〈
Etx, y
〉∣∣∣∣
≤ 12
[∣∣∣ f ′ (M)∣∣∣ + ∣∣∣ f ′ (m − ε)∣∣∣] (M −m + ε)
× supt∈[m−ε,M]
∣∣∣∣〈Etx, y〉 − 1M−m+ε ∫ Mm−ε 〈Esx, y〉 ds
∣∣∣∣ .
Taking the limit over ε → 0+ and using the Spectral representation theorem, we
have
∣∣∣∣〈[ f (m)(M1H−A)+ f (M)(A−m1H)M−m
]
x, y
〉
− 〈 f (A) x, y〉∣∣∣∣(4.12)
≤ 12
[∣∣∣ f ′ (m)∣∣∣ + ∣∣∣ f ′ (M)∣∣∣] (M −m)
× supt∈[m,M]
∣∣∣∣〈Etx, y〉 − 1M−m ∫ Mm−0 〈Esx, y〉 ds
∣∣∣∣
for any x, y ∈ H.
It is well known that if p : [a, b] → C is a bounded function, v : [a, b] → C is of
bounded variation and the Riemann-Stieltjes integral
∫ b
a
p (t) dv (t) exists, then the
following inequality holds
(4.13)
∣∣∣∣∣∣
∫ b
a
p (t) dv (t)
∣∣∣∣∣∣ ≤ supt∈[a,b]
∣∣∣p (t)∣∣∣ b∨
a
(v) ,
where
b∨
a
(v) denotes the total variation of v on [a, b] .
Now, a simple integration by parts in the Riemann-Stieltjes integral reveals the
following equality of interest
〈
Etx, y
〉 − 1M−m
∫ M
m−0
〈
Esx, y
〉
ds(4.14)
= 1M−m
[∫ t
m−0 (s −m) d
〈
Esx, y
〉
+
∫ M
t
(s −M) d 〈Esx, y〉
]
that holds for any t ∈ [m,M] and for any x, y ∈ H.
Since the function v (s) :=
〈
Esx, y
〉
is of bounded variation on [m,M] for any
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x, y ∈ H, then on applying the inequality (4.13), we get∣∣∣∣〈Etx, y〉 − 1M−m ∫ Mm−0 〈Esx, y〉 ds
∣∣∣∣(4.15)
≤ 1M−m
[∣∣∣∣∫ tm−0 (s −m) d 〈Esx, y〉
∣∣∣∣ +
∣∣∣∣∫ Mt (s −M) d 〈Esx, y〉
∣∣∣∣
]
≤ t−mM−m
t∨
m−0
(〈
E(·)x, y
〉)
+ M−tM−m
M∨
t
(〈
E(·)x, y
〉)
≤ max
{
t−m
M−m ,
M−t
M−m
} M∨
m−0
(〈
E(·)x, y
〉)
=
[
1
2 +
∣∣∣∣t − m+M2M−m
∣∣∣∣
] M∨
m−0
(〈
E(·)x, y
〉)
that holds for any t ∈ [m,M] and for any x, y ∈ H.
This implies that
supt∈[m,M]
∣∣∣∣〈Etx, y〉 − 1M−m
∫ M
m−0
〈
Esx, y
〉
ds
∣∣∣∣(4.16)
≤ supt∈[m,M]
⎡⎢⎢⎢⎢⎢⎣ t−mM−m
t∨
m−0
(〈
E(·)x, y
〉)
+ M−tM−m
M∨
t
(〈
E(·)x, y
〉)⎤⎥⎥⎥⎥⎥⎦
≤ supt∈[m,M]
[
1
2 +
∣∣∣∣t − m+M2M−m
∣∣∣∣
] M∨
m−0
(〈
E(·)x, y
〉)
=
M∨
m−0
(〈
E(·)x, y
〉)
for any x, y ∈ H.
The proof of the inequality
M∨
m−0
(〈
E(·)x, y
〉)
≤ ‖x‖
∥∥∥y∥∥∥
for any x, y ∈ H, can be found in [13, p. 9].
We also have:
Theorem 4.4. Let A be a bonded self-adjoint operator on the Hilbert space H and let
m = min
{
λ
∣∣∣λ ∈ Sp (A) } =: min Sp (A) and M = max {λ ∣∣∣λ ∈ Sp (A) } =: max Sp (A) .
Consider also the spectral family {Eλ}λ∈R of A.
If f : I → C is diﬀerentiable on I˚, [m,M] ⊂ I˚ and
∣∣∣ f ′∣∣∣ is convex on [m,M], then we
have the inequalities ∣∣∣∣〈[ f (m)(M1H−A)+ f (M)(A−m1H)M−m
]
x, y
〉
− 〈 f (A) x, y〉∣∣∣∣(4.17)
≤ max
{∣∣∣ f ′ (m)∣∣∣ , ∣∣∣ f ′ (M)∣∣∣} ∫ M
m−0
∣∣∣∣〈Etx, y〉 − 1M−m ∫ Mm−0 〈Esx, y〉 ds
∣∣∣∣ dt
≤ 12 max
{∣∣∣ f ′ (m)∣∣∣ , ∣∣∣ f ′ (M)∣∣∣} (M −m) ‖x‖ ∥∥∥y∥∥∥
Bounding the Cˇebysˇev Functional 49
for any x, y ∈ H.
Proof. Let x, y ∈ H and consider h : R → C, h (t) := 〈Etx, y〉 . If we use the first
inequality in (3.3) for the interval [m − ε,M] with small ε > 0,we have
∣∣∣∣∣ f (M)
∫ M
m−ε(t−m+ε)d〈Etx,y〉+ f (m−ε)
∫ M
m−ε(M−t)d〈Etx,y〉
M−m+ε(4.18)
− ∫ M
m−ε f (t) d
〈
Etx, y
〉∣∣∣∣
≤ max
{∣∣∣ f ′ (M)∣∣∣ , ∣∣∣ f ′ (m − ε)∣∣∣} (M −m + ε)
× 1M−m+ε
∫ M
m−ε
∣∣∣∣〈Etx, y〉 − 1M−m+ε ∫ Mm−ε 〈Esx, y〉 ds
∣∣∣∣ dt.
Taking the limit over ε → 0+ and using the Spectral representation theorem, we
have ∣∣∣∣〈[ f (m)(M1H−A)+ f (M)(A−m1H)M−m
]
x, y
〉
− 〈 f (A) x, y〉∣∣∣∣(4.19)
≤ max
{∣∣∣ f ′ (m)∣∣∣ , ∣∣∣ f ′ (M)∣∣∣} ∫ M
m−0
∣∣∣∣〈Etx, y〉 − 1M−m
∫ M
m−0
〈
Esx, y
〉
ds
∣∣∣∣ dt
for any x, y ∈ H.
By the Schwarz inequality in H we have that
∫ M
m−0
∣∣∣∣〈Etx, y〉 − 1M−m ∫ Mm−0 〈Esx, y〉 ds
∣∣∣∣ dt(4.20)
=
∫ M
m−0
∣∣∣∣∣
〈[
Etx − 1M−m
∫ M
m−0 Esxds
]
, y
〉∣∣∣∣∣ dt
≤
∥∥∥y∥∥∥ ∫ M
m−0
∥∥∥∥Etx − 1M−m
∫ M
m−0 Esxds
∥∥∥∥ dt
for any x, y ∈ H.
On utilizing the Cauchy-Buniakovski-Schwarz integral inequality wemay state
that
∫ M
m−0
∥∥∥∥Etx − 1M−m ∫ Mm−0 Esxds
∥∥∥∥ dt(4.21)
≤ (M −m)1/2
(∫ M
m−0
∥∥∥∥Etx − 1M−m ∫ Mm−0 Esxds
∥∥∥∥2 dt
)1/2
for any x ∈ H.
Observe that the following equalities of interest hold and they can be easily
proved by direct calculations
1
M−m
∫ M
m−0
∥∥∥∥Etx − 1M−m ∫ Mm−0 Esxds
∥∥∥∥2 dt(4.22)
= 1M−m
∫ M
m−0 ‖Etx‖2 dt −
∥∥∥∥ 1M−m ∫ Mm−0 Esxds
∥∥∥∥2
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and
1
M−m
∫ M
m−0 ‖Etx‖2 dt −
∥∥∥∥ 1M−m ∫ Mm−0 Esxds
∥∥∥∥2(4.23)
= 1M−m
∫ M
m−0
〈
Etx − 1M−m
∫ M
m−0 Esxds,Etx − 12x
〉
dt
for any x ∈ H.
By (4.21), (4.22) and (4.23) we get
∫ M
m−0
∥∥∥∥Etx − 1M−m ∫ Mm−0 Esxds
∥∥∥∥ dt(4.24)
≤ (M −m)1/2
(∫ M
m−0
〈
Etx − 1M−m
∫ M
m−0 Esxds,Etx − 12x
〉
dt
)1/2
for any x ∈ H.
On making use of the Schwarz inequality in H we also have
∫ M
m−0
〈
Etx − 1M−m
∫ M
m−0 Esxds,Etx − 12x
〉
dt(4.25)
≤ ∫ M
m−0
∥∥∥∥Etx − 1M−m ∫ Mm−0 Esxds
∥∥∥∥ ∥∥∥Etx − 12x
∥∥∥ dt
= 12 ‖x‖
∫ M
m−0
∥∥∥∥Etx − 1M−m ∫ Mm−0 Esxds
∥∥∥∥ dt,
where we used the fact that Et are projectors, and in this case we have∥∥∥∥∥Etx − 12x
∥∥∥∥∥
2
= ‖Etx‖2 − 〈Etx, x〉 + 14 ‖x‖
2 =
1
4
‖x‖2
for any t ∈ [m,M] for any x ∈ H.
From (4.24) and (4.25) we get
∫ M
m−0
∥∥∥∥Etx − 1M−m ∫ Mm−0 Esxds
∥∥∥∥ dt(4.26)
≤ (M −m)1/2
(
1
2 ‖x‖
∫ M
m−0
∥∥∥∥Etx − 1M−m ∫ Mm−0 Esxds
∥∥∥∥ dt
)1/2
,
which is clearly equivalent with the following inequality of interest in itself
(4.27)
∫ M
m−0
∥∥∥∥∥∥Etx − 1M −m
∫ M
m−0
Esxds
∥∥∥∥∥∥ dt ≤ 12 ‖x‖ (M −m)
for any x ∈ H.
From (4.20) we then get
1
M −m
∫ M
m−0
∣∣∣∣∣∣
〈
Etx, y
〉 − 1
M −m
∫ M
m−0
〈
Esx, y
〉
ds
∣∣∣∣∣∣ dt ≤
1
2
‖x‖
∥∥∥y∥∥∥
for any x, y ∈ H.
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Finally, we also have:
Theorem 4.5. Let A be a bonded self-adjoint operator on the Hilbert space H and let
m = min
{
λ
∣∣∣λ ∈ Sp (A) } =: min Sp (A) and M = max {λ ∣∣∣λ ∈ Sp (A) } =: max Sp (A) .
Consider also the spectral family {Eλ}λ∈R of A.
If f : I → C is diﬀerentiable on I˚, [m,M] ⊂ I˚ and
∣∣∣ f ′∣∣∣ is convex on [m,M], then we
have the inequalities ∣∣∣∣〈[ f (m)(M1H−A)+ f (M)(A−m1H)M−m
]
x, y
〉
− 〈 f (A) x, y〉∣∣∣∣(4.28)
≤
( | f ′(M)|2+| f ′(M) f ′(m)|+| f ′(m)|2
3
)1/2
(M −m)
×
(
1
M−m
∫ M
m−0
∣∣∣∣〈Etx, y〉 − 1M−m
∫ M
m−0
〈
Esx, y
〉
ds
∣∣∣∣2 dt
)1/2
≤ 12
( | f ′(M)|2+| f ′(M) f ′(m)|+| f ′(m)|2
3
)1/2
(M −m) ‖x‖
∥∥∥y∥∥∥
for any x, y ∈ H.
Proof. Utilising the inequality (3.5) we can prove in a similar manner as above the
first inequality in (4.28).
By the Schwarz inequality in H we have that
1
M−m
∫ M
m−0
∣∣∣∣〈Etx, y〉 − 1M−m
∫ M
m−0
〈
Esx, y
〉
ds
∣∣∣∣2 dt(4.29)
= 1M−m
∫ M
m−0
∣∣∣∣∣
〈[
Etx − 1M−m
∫ M
m−0 Esxds
]
, y
〉∣∣∣∣∣
2
dt
≤
∥∥∥y∥∥∥2 1M−m
∫ M
m−0
∥∥∥∥Etx − 1M−m
∫ M
m−0 Esxds
∥∥∥∥2 dt
for any x, y ∈ H.
As in the proof of Theorem 4.4 we also have
1
M−m
∫ M
m−0
∥∥∥∥Etx − 1M−m ∫ Mm−0 Esxds
∥∥∥∥2 dt(4.30)
≤ 12 ‖x‖ 1M−m
∫ M
m−0
∥∥∥∥Etx − 1M−m ∫ Mm−0 Esxds
∥∥∥∥ dt ≤ 14 ‖x‖2 .
By (4.29) and (4.30) we then get
1
M −m
∫ M
m−0
∣∣∣∣∣∣
〈
Etx, y
〉 − 1
M −m
∫ M
m−0
〈
Esx, y
〉
ds
∣∣∣∣∣∣
2
dt ≤ 1
4
‖x‖2
∥∥∥y∥∥∥2 ,
namely
⎡⎢⎢⎢⎢⎢⎣ 1M −m
∫ M
m−0
∣∣∣∣∣∣
〈
Etx, y
〉 − 1
M −m
∫ M
m−0
〈
Esx, y
〉
ds
∣∣∣∣∣∣
2
dt
⎤⎥⎥⎥⎥⎥⎦
1/2
≤ 1
2
‖x‖
∥∥∥y∥∥∥ ,
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for any x, y ∈ H.
This proves the last part of (4.28).
Example 4.1. a) Let A be a bonded self-adjoint operator on the Hilbert space H and let
m = min
{
λ
∣∣∣λ ∈ Sp (A) } =: min Sp (A) ≥ 0 and M = max {λ ∣∣∣λ ∈ Sp (A) } =: max Sp (A) .
Consider also the spectral family {Eλ}λ∈R ofA. Then by Theorem4.3-4.5we have for f (t) = tp,
p ≥ 2 that
∣∣∣∣〈[mp(M1H−A)+Mp(A−m1H )M−m
]
x, y
〉
− 〈Apx, y〉∣∣∣∣(4.31)
≤ 12p
(
mp−1 +Mp−1
)
(M −m)
× supt∈[m,M]
⎡⎢⎢⎢⎢⎢⎣ t−mM−m
t∨
m−0
(〈
E(·)x, y
〉)
+ M−tM−m
M∨
t
(〈
E(·)x, y
〉)⎤⎥⎥⎥⎥⎥⎦
≤ 12p
(
mp−1 +Mp−1
)
(M −m)
M∨
m−0
(〈
E(·)x, y
〉)
≤ 12p
(
mp−1 +Mp−1
)
(M −m) ‖x‖
∥∥∥y∥∥∥ ,
∣∣∣∣〈[mp(M1H−A)+Mp(A−m1H )M−m
]
x, y
〉
− 〈Apx, y〉∣∣∣∣(4.32)
≤ pMp−1 ∫ M
m−0
∣∣∣∣〈Etx, y〉 − 1M−m
∫ M
m−0
〈
Esx, y
〉
ds
∣∣∣∣ dt
≤ 12pMp−1 (M −m) ‖x‖
∥∥∥y∥∥∥
and ∣∣∣∣〈[mp(M1H−A)+Mp(A−m1H )M−m
]
x, y
〉
− 〈Apx, y〉∣∣∣∣(4.33)
≤ p
(
M2(p−1)+(Mm)p−1+m2(p−1)
3
)1/2
(M −m)
×
(
1
M−m
∫ M
m−0
∣∣∣∣〈Etx, y〉 − 1M−m
∫ M
m−0
〈
Esx, y
〉
ds
∣∣∣∣2 dt
)1/2
≤ 12
(
M2(p−1)+(Mm)p−1+m2(p−1)
3
)1/2
(M −m) ‖x‖
∥∥∥y∥∥∥
for any x, y ∈ H.
b)With the assumptions of a) and ifm > 0, thenbyTheorem4.3-4.5wehave for f (t) = ln t,
that ∣∣∣∣〈[ lnm(M1H−A)+lnM(A−m1H)M−m
]
x, y
〉
− 〈lnAx, y〉∣∣∣∣(4.34)
≤ m+M2mM (M −m)
× supt∈[m,M]
⎡⎢⎢⎢⎢⎢⎣ t−mM−m
t∨
m−0
(〈
E(·)x, y
〉)
+ M−tM−m
M∨
t
(〈
E(·)x, y
〉)⎤⎥⎥⎥⎥⎥⎦
≤ m+M2mM (M −m)
M∨
m−0
(〈
E(·)x, y
〉) ≤ m+M2mM (M −m) ‖x‖
∥∥∥y∥∥∥ ,
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∣∣∣∣〈[ lnm(M1H−A)+lnM(A−m1H)M−m
]
x, y
〉
− 〈lnAx, y〉∣∣∣∣(4.35)
≤ 1m
∫ M
m−0
∣∣∣∣〈Etx, y〉 − 1M−m
∫ M
m−0
〈
Esx, y
〉
ds
∣∣∣∣ dt
≤ 12m ‖x‖
∥∥∥y∥∥∥ (M −m)
and ∣∣∣∣〈[ lnm(M1H−A)+lnM(A−m1H)M−m
]
x, y
〉
− 〈lnAx, y〉∣∣∣∣(4.36)
≤
(
M2+mM+m2
3m2M2
)1/2
(M −m)
×
(
1
M−m
∫ M
m−0
∣∣∣∣〈Etx, y〉 − 1M−m
∫ M
m−0
〈
Esx, y
〉
ds
∣∣∣∣2 dt
)1/2
≤ 12mM
(
M2+mM+m2
3
)1/2
(M −m) ‖x‖
∥∥∥y∥∥∥
for any x, y ∈ H.
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