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Мета: розглянути постановку задачі оптимізації з характеристикою основних етапів 
побудови математичної моделі; визначити класифікацію задач оптимізації за видом цільової 
функції та множини допустимих рішень; розглянути основні поняття, пов’язані з 
оптимізацією, загальні властивості рішень задач оптимізації та структурну схему методів 
оптимізації. 
Оптимізація – процес вибору найкращого рішення розглянутої задачі в сенсі 
екстремального значення деякого критерію (цільової функції). Теорія оптимізації включає в 
себе фундаментальні результати та чисельні методи, які дозволяють знаходити найкращий 
варіант з множини можливих альтернатив без їх повного перебору та порівняння. Для того, 
щоб використати результати та обчислювальні процедури теорії оптимізації на практиці, 
необхідно перш за все побудувати математичну модель об’єкту оптимізації. Математична 
модель – це більш або менш повний математичний опис досліджуваного процесу або явища 
[1]. 
Основні етапи: 
1. Визначення меж системи оптимізації;
2. Вибір керованих змінних;
3. Визначення обмежень на керовані змінні;
4. Вибір числового критерію оптимізації.








































Jjx j ∈≥ ,0  (4) 
Функція (1) називається цільовою функцією задачі (1) – (4). Для визначеності далі 
вважатимемо, що max)( →xf . В тому випадку, коли необхідно знайти мінімум цільової 
функції )(xf , можна перейти до пошуку максимуму нової цільової функції )()(1 xfxf −= , бо 
))(min())(max())(max( 1 xfxfxf =−= . Умови (2) та (3) називаються системою обмежень, а умови 
(4) – умови невід’ємності даної задачі. Системи рівнянь (2), нерівностей (3) та (4) утворюють 
область допустимих розв’язань пRU ⊂ . Математична модель (1) – (4) – загальна форма 
математичної моделі задачі лінійного програмування. 
Задачею лінійного програмування називається задача пошуку екстремального значення 
лінійної функції )(xf , яка визначена на деякому випуклому багатограннику пRU ⊂ . 
Цільова функція залежить від одної змінної, а допустимою множиною є відрізок речової 
вісі: 
[ ] 1,min,)( RUbaxxf ⊂=∈→ .                               (5)
Визначення 1. Число Ux ∈* - точка глобального (абсолютного) мінімуму або просто 




Визначення 2. Число Ux ∈0 - точка локального мінімуму функції f(x) на множині U , 
якщо )()( 0 xfxf ≤ для всіх Ux∈ , достатньо близьких до 0x , тобто, якщо існує 0>ε  таке, що 
ця нерівність виконується для будь-якого { }||,| 0 ε<−∈∈ xxUxxx (рис. 1). 
 
Рис. 1 
Інакше кажучи, точка 0x є точкою мінімуму функції  у околиці цієї точки, а точка *x  
доставляє мінімум функції f(x) при всіх значеннях Ux∈ . Таким чином, глобальний мінімум 
*x є розв’язком задачі мінімізації функції. 
 
 
Рис. 2  
В першому випадку (рис. 2, а) точка мінімуму не існує, оскільки множина U незамкнена. 
У другому випадку (рис.2, б) – внаслідок необмеженості U. В кінці, в третьому випадку (рис. 
2, в) мінімум не досягається через те, що функція f(x) не є безперервною. Ці приклади 
призводять до думки, що у випадку безперервної цільової функції та замкненої обмеженої 
(тобто компактної) допустимої множини задача оптимізації повинна мати розв’язок. 
Задачею лінійного програмування називається задача пошуку екстремального значення 
лінійної функції )(xf , яка визначена на деякому випуклому багатограннику пRU ⊂ . 
Таким чином, задачу лінійного програмування можна записати в наступному виді: 
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ii aaa =  - фіксовані вектори в //R ; 1I  та 2I  - деякі множини 
індексів, які задовольняють умови nkkJIImII ≤=/=∩=∪ },,...,1{;0},,...,1{ 2121 . 
Функція (6) називається цільовою функцією задачі (6) – (9). 
Багато змістовних задач оптимізації призводять до математичних моделей, в яких всі 
змінні або деякі з них приймають цілочисельні значення. Такі задачі оптимізації називають 
дискретними. У загальному випадку цілочисельними можуть бути не усі, а частина змінних. 
Зокрема,  багато розв’язків можуть бути не тільки кінцевими, але й тими, що складаються 
усього з двох значень: 0 та 1. 
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Функція )(xf  називається унімодальною на відрізку [ ]ba; , якщо вона безперервна на 
цьому відрізку та існують числа α  та  β , bа ≤≤≤ βα  такі, що: 
1) якщо α<а , то на відрізку ];[ αа  функція )(xf  монотонно знижується;
2) якщо b<β , то на відрізку ];[ bβ  функція )(xf  монотонно зростає;





Множину унімодальних на відрізку [ ]ba;  функцій позначають через  [ ]baQ ; . 
Рис. 3 
Функція )(xf , яка задана на відрізку [ ]ba; , називається випуклою на цьому відрізку, якщо 
для усіх ];[, 21 baxx ∈  та довільного числа ]1;0[∈α  виконується нерівність: 
)()1()())1(( 2121 xfxfxxf αααα −+≤−+                               (10) 
Функція )(xf  задовольняє на відрізку [ ]ba;  умові Липшица, якщо існує таке число L>0 
(константа Липшица), що: 
 |||)()(| 2121 xxLxFxf −≤−   (11) 
для усіх  ];[, 21 baxx ∈ . 
Оптимізація в процесі проектування електронних апаратів застосовується при виборі 
топології або структури типового елементу заміни, а також при обґрунтуванні вибору 
конструктивів вищих рівнів ієрархії. 
Висновок: розглянуто постановку задачі оптимізації з характеристикою основних етапів 
побудови математичної моделі; визначили класифікацію задач оптимізації за видом цільової 
функції та множини допустимих рішень; розглянули основні поняття, пов’язані з 
оптимізацією, загальні властивості рішень задач оптимізації та методи лінійного 
програмування [2]. 
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