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Abstract
The most essential problems in Regge calculus discretization are the definitions of the
partition function and the integral measure for link–length. In recent work, by consid-
ering the one–dimensional case, it was suggested that we should define the partition
function in a certain form. But in that work, the model which authors used was over
simplified hence the conclusions may be unreliable. To confirm their claim, we consider
a case that is more realistic.
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Recently the study of quantum gravity has made great steps. Some of these are due
to the lattice regularization scheme and Monte-Carlo simulations. Because quantum grav-
ity is not renormalizable in four dimensions, we cannot treat it perturbatively . To use a
non–perturbative approach we must regularize the theory. There are two different types of
lattice regularization of quantum gravity; one is random triangulation (or dynamical trian-
gulation) and the other is Regge calculus. In the path integral formalism, the quantization
of geometry is performed by integrating over the metric field. In random triangulation it
is represented by the fluctuation of the lattice structure. Random triangulation is exactly
solved in two dimensions by using the matrix model [1], and its continuum limit is shown to
reproduce Liouville theory [2]. Reparametrization invariance is naturally recovered in ran-
dom triangulation, though conformal invariance is not guaranteed. But from the viewpoint
of Monte–Carlo simulation, random triangulation is rather difficult for computers. Because
of the lattice structure changes dynamically, it is very difficult to write a vectorized code. In
four dimensions, which many people have studied for three years, it is suggested that there
exists a second order phase transition [3], but it is not known whether there is a sensible
continuum limit at the critical point. We need to repeat the calculation on a larger lattice
in order to establish this.
In this context, a study of Regge calculus is worthwhile. In Regge calculus, the lattice
structure is fixed, and metric integration is represented by integration over link–lengths [4].
Because this system is nothing but an ordinary statistical system, we can easily enlarge
the system. But unfortunately, Regge calculus has many problems. Firstly, there is the
uncertainty of general coordinate invariance in Regge calculus. Along with this, we have
no guiding principle for choosing the measure for integrating over link–length. Recently,
several groups have tried to test the Regge calculus in two dimensions [5, 6, 7, 8], but
these problems are not considered. In [6], using a scale–invariant measure, they pointed
out that Regge calculus does not reproduce the value of the string susceptibility (which is a
reaction of the partition function to the variation of the volume of the universe) obtained with
continuum theory. However, in [8], from the measurement of the loop–length distribution,
which represents the nature of the surface, they suggested that Regge calculus is not so
discouraging because the loop–length distribution for the “baby loops” has been reproduced.
Moreover, they claimed that the definition of the partition function in Regge calculus is
subtle, and the definition which they used might be wrong.
In this letter, considering one dimensional gravity coupled with massive bosons, we show
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that Regge calculus reproduces the proper continuum results in one dimension. Without
mass terms, it was already shown that it reproduces the proper continuum results in [9].
But it was a over simplified model. The non–zero mass of the bosonic fields is important
for two reasons. One reason is that IR divergences are avoided. The other reason is rather
technical. In Regge calculus, without mass terms, we can integrate link–length ( i.e. integrate
over the metric field) separately, so it is not certain that gravitational effects are present in
the theory.
We consider a loop, parametrized with the parameter τ , which runs 1 ≥ τ ≥ 0. We put
D matter fields Xµ(τ) (µ = 1, 2, · · · , D) and the metric h(τ) on the loop. We take the action
S =
∫
dτ
√
h(τ)

1
2
h−1(τ)
(
∂Xµ(τ)
∂τ
)2
+
1
2
M2X2(τ)

 . (1)
Under this action we have the partition function
Z[L] =
∫
DhDXe−Sδ(
∫
dτ
√
h− L)
= const.
1
MDLD
(
ML
2
sinh(
ML
2
)
)D
, (2)
and the Green’s function (or 2-point function)
Gµν(L′;L) =
〈(∫ 1
0
dτ1
√
h(τ1)X
µ(τ1)
)(∫ 1
0
dτ2
√
h(τ2)X
ν(τ2)
)
× δ
(∫ 1
0
dτ
√
h(τ)− L
)
δ
(∫ τ2
τ1
dτ
√
h(τ)− L′
)〉
= ηµν
L
2M
e−ML
′
+ e−M(L−L
′)
1− e−ML . (3)
Next, we calculate the corresponding quantity in Regge calculus. Discretizing into n
pieces, the metric is re-expressed by the link length li (i = 1, 2, · · · , n) between the (i− 1)th
site and ith. The matter field on the ith site is Xµi . We take lk+n = lk and X
µ
k+n = X
µ
k for
the periodic condition. Then the action Eq.(1) becomes
S =
n∑
i=1
(Xµi −Xµi−1)2
2li
+
1
2
M2X2i
li + li+1
2
. (4)
Partition functions are defined by the integral
Z0[L] =
∫
[dl][dX ]e−Sδ
(
n∑
i=1
li − L
)
,
Zµν2 [L
′;L] =
∫
[dl][dX ]e−S

 n∑
j=1
lj + lj+1
2
Xµj

( n∑
k=1
lk + lk+1
2
Xνk
)
δ
(
n∑
i=1
li − L
)
δ

 k∑
i=j
li − L′


= L
∫
[dl][dX ]e−S
n−1∑
n′=1
ln′ + ln′+1
2
Xµ0X
ν
n′δ
(
n∑
i=1
li − L
)
δ

 n′∑
i=1
li − L′

 , (5)
2
where [dl] =
∏n
i=1 dliρn(li), and [dX ] =
∏n
i=1 d
DXµi . We should take the measure of the
link–length integration, ρn(li), as
ρn(li)(2pili)
D/2 =
λNe−λli
Γ(N)
lN−1i , (6)
1
n
<< N << n,
Nn/λ = L¯ = const. (7)
The definition of the continuum limit of the partition function should be
Z(c)[L¯] = lim
n→∞
∫ ∞
0
dL Z(RC)[L]. (8)
Likewise, the Green’s function is defined as
Gµν(L′;L) =
Zµν2 [L
′;L]
Z0[L]
. (9)
To calculate the partition functions of Eq.(5), we should begin by evaluating the matter
integral ∫ n∏
i=1
dDXµi f(X)e
−S, (10)
where f(X) is 1 or Xµ0X
ν
n′. Unfortunately this integral is very complicated, and we cannot
calculate it in exactly. So, we assume that M is very small and expand in M . After we
integrate out X1 to Xk−1 (k ≤ n′), Eq.(10) becomes
(∏k
i=1 2pili
2piL˜i
)D/2 ∫ n∏
i=k
dDXµi f(X) exp
(
−
(
1
4
M2akX
2
0 +
(Xµk −Xµ0 )2
2L˜k
+
1
4
M2bkX
2
k + · · ·
))
.
(11)
We can find recursion relations for ai, bi and L˜i as
L˜i = L˜i−1 + li +
1
2
M2L˜i−1libi−1,
ai = ai−1 +
li
L˜i
bi−1,
bi = li + li+1 +
L˜i−1
L˜i
bi−1. (12)
To solve these equations, we expand L˜i, ai and bi in M
L˜i = L˜
(0)
i +M
2L˜
(1)
i + · · · ,
ai = a
(0)
i +M
2a
(1)
i + · · · ,
bi = b
(0)
i +M
2b
(1)
i + · · · , (13)
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and we solve order by order. The recursion relations for the leading terms, L˜
(0)
i , a
(0)
i and
b
(0)
i , are easily solved as
L˜
(0)
i =
i∑
j=1
lj,
a
(0)
i = l0 +
i∑
j=1
lj ,
b
(0)
i =
i∑
j=1
lj + li+1. (14)
By using Eq.(14), the recursion relations for the second–order are expressed as (for brevity
we use Li =
∑i
j=1 lj.)
L˜
(1)
i = L˜
(1)
i−1 +
1
2
Li−1Lili,
a
(1)
i = a
(1)
i−1 +
li
Li
(b
(1)
i−1 − L˜(1)i ),
b
(1)
i =
Li−1
Li
b
(1)
i−1 + L˜
(1)
i−1 +
Li−1
Li
L˜
(1)
i . (15)
Then we have
L˜
(1)
i =
∑
j1 6=j2
l2j1lj2 + 2
∑
j1>j2>j3
lj1lj2lj3
∼ 1
6
L3i ,
a
(1)
i = −
1
2Li

 ∑
j1>j2
l3j1lj2 +
∑
j1>j2
l2j1l
2
j2 +
∑
j1 6=j2,j3
∑
j2>j3
2l2j1lj2lj3 +
∑
j1>j2>j3>j4
4lj1lj2lj3lj4


∼ − 1
12
L3i ,
b
(1)
i =
1
2Li

 ∑
j1>j2
lj1l
3
j2
+
∑
j1>j2
l2j1l
2
j2
+
∑
j1 6=j2,j3
∑
j2>j3
2l2j1lj2lj3 +
∑
j1>j2>j3>j4
4lj1lj2lj3lj4


∼ − 1
12
L3i . (16)
To evaluate the errors in these approximations, we consider the number of terms in each
expression. As a result, the difference between the r.h.s. and the l.h.s. is O(1/i2). In the
continuum limit, the case i >> 1 becomes dominant. Hence the approximation is good.
Now we can integrate out X1 to Xn′−1 and Xn′+1 to Xn−1 in Eq.(10).∫ n∏
i=1
dDXµi f(X)e
−S =
( ∏n
j=1 2pilj
2piL˜12piL˜2
)D/2 ∫
dDXµ0 d
DXµn′f(X)
exp
[
−
(
1
4
M2α(X20 +X
2
n′) + (
1
2L˜1
+
1
2L˜2
)(X0 −Xn′)2
)]
,(17)
4
where
α = L− 1
12
M2
(
L1
3 + L2
3
)
,
L˜1 = L1 +
1
6
M2L1
3,
L˜2 = L2 +
1
6
M2L2
3,
L = L1 + L2, L1 =
n′∑
i=1
li, L2 =
n∑
i=n′+1
li. (18)
Through order M2 they are
∫ n∏
i=1
dDXµi e
−S =
1
MDLD
(
∏n
i=1 li)
D/2
(
1 + 1
24
M2L2
)D ,
∫ n∏
i=1
dDXµi X
µ
0X
ν
n′e
−S =
1
MD+2LD+1
(
∏n
i=1 li)
D/2
(
1 + 1
24
M2L2
)D ,
×1 +M
2(1
4
(L1
2 + L2
2)− 1
12
L2)
1 + 1
12
M2L2
ηµν . (19)
After all, the partition functions in Regge calculus are given by
Z0[L] =
1
MDLD
1(
1 + 1
24
M2L2
)D
∫
[dl]
(
n∏
i=1
li
)D/2
δ
(
n∑
i=1
li − L
)
, (20)
Zµν2 [L
′;L] =
1
MD+2LD
1(
1 + 1
24
M2L2
)D 1 +M
2(1
4
(L′2 + (L− L′)2)− 1
12
L2)
1 + 1
12
M2L2
ηµν
×
∫
[dl]
n∑
n′=1
(
n∏
i=1
li
)D/2
δ

 n′∑
i=1
li − L′

 δ
(
n∑
i=n′
li − (L− L′)
)
. (21)
(Here because of the δ-functions, we have replaced L1 and L2 in Eq.(18) with L
′ and L−L′.)
Using the measure defined by Eq.(6), the integral in Eq.(20) becomes
λNne−λL
Γ(Nn)
LNn−1, (22)
and the integral in Eq.(21) yields
N
2
λNne−λL
L′(L− L′)
n−1∑
n′=1
L′Nn
′
(L− L′)N(n−n′)
Γ(Nn′)Γ(N(n− n′))
{
L′
Nn′
+
L− L′
N(n− n′)
}
. (23)
Because Nn >> 1 we may use Stirling’s formula, and Eq.(23) becomes
N2n
4pi
λNne−λL
L′(L− L′)e
−Nn lnNn+Nn
n−1∑
n′=1

L′
√
1− x
x
+ (L− L′)
√
x
1− x

 e−Nnf(x), (24)
5
where x = n′/n, and
f(x) = x ln
x
L′
+ (1− x) ln 1− x
L− L′ . (25)
When 1√
Nn
>> 1
n
, the summation over n′ can be evaluated by integration,
n−1∑
n′=1
→ n
∫ 1
0
dx. (26)
So, Eq.(23) is evaluated by
N2n2
4pi
λNne−λL
L′(L− L′)e
−Nn lnNn+Nn
×

L′
√√√√1− L′/L
L′/L
+ (L− L′)
√√√√ L′/L
1− L′/L

LNn
√
2pi
Nn
L′
L
(
1− L
′
L
)
∼ (Nn)λ
Nne−λL
Γ(Nn)
LNn−1. (27)
Under the condition of Eq.(7), Eq.(22) tends to δ(L − L¯).
√
Nn is regarded as a wave–
function–renormalization factor. Therefore, the continuum limit of the partition functions
is given by
Z
(c)
0 [L¯] =
∫ ∞
0
dL Z0[L],
=
1
MDL¯D
1(
1 + 1
24
M2L¯2
)D , (28)
Zµν2
(c)[L′; L¯] =
∫ ∞
0
dL Zµν2 [L
′;L]
=
1
MD+2L¯D
1(
1 + 1
24
M2L¯2
)D
1 +M2(1
4
(L′2 + (L¯− L′)2)− 1
12
L¯2)
1 + 1
12
M2L¯2
ηµν . (29)
And thus the Green’s function is
Gµν(L′; L¯) =
Zµν2
(c)
[L′;L]
Z0
(c)[L]
=
1
M2
(
1 +M2
(
1
4
(L′2 + (L¯− L′)2)− 1
6
L¯2
))
ηµν . (30)
So, we have properly reproduced both the partition function and the Green’s function.
In this paper, we considered massive bosons coupled to gravity in one dimension. After
integrating out the matter field, link–length variables are related in a complex form, at least
6
at the second order in the mass expansion in the continuum limit. By using a specific integral
measure and definition of the partition function, we could reproduce the continuum Green’s
function. This integral measure and the definition of the partition function are also used in
the massless case. These results suggest that the Regge calculus is successful, at least in one
dimension. We think that there is no reason to jump to the conclusion that Regge calculus
fails, hence it is worthy of further study.
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