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The notation employed for the theorems of this chapter is independent 
of the conventions maintained in the previous chapters of the paper. 
Let iX denote a complex number with Re iX > 0. Let vlt denote an additive 
semigroup formed by complex numbers m such that 
Re m>O, 0 E vlt, iX E vlt 
and for each positive number A. the semi-group vlt contains only a finite 
number of elements m with Re m~A.. 
It follows that each element m i= 0 satisfies the inequality Re m > 0, for 
otherwise vlt would contain infinitely many elements hm, h= 1, 2, ... , 
with Re (hm)=O, hmi=O, contrary to hypothesis. 
For each element m E vlt let N m denote a given finite set of complex 
numbers n. 
Consider for x6x0 >0 (where xo denotes a given real number) 
(5.1.1) F(x, y)=CiXx"- 1 + ~x-m-(n- 1>"- 1 Umn(x) yn+Ox"'-q+•- 1• 
1 
Here 0 i= 0 denotes a complex coefficient independent of x and y whereas 
the U mn(x) denote polynomials in log x with complex coefficients; the 
sum £1 extends over a finite number of elements m i= 0 belonging to vlt 
and for each such m over the numbers n E N m; q denotes a given element 
of .A with Re q>O; the notational use of E in the error term above (and 
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in subsequent formulas) is to be interpreted to mean that the order 
relation holds for each positive number E; and finally if the sum E1 
contains at least one term with index n for which Re n;2;0, n#O, then 
y is supposed to be # 0. 
Now let y denote a continuous function y(x) for x~xo which is never 
zero if the sum E1 contains at least one term with index n having Re n;;:;; 0 • 
and n#O. 
Assume that this function y satisfies for large positive x a functional 
relation with error terms of the form 
"' (5.1.2) y(x)= f F(t, y(t)) dt+F+Ox"'-a+•, 
... 
Where F denotes a constant independent of X. 
We consider now the question of whether under general conditions it 
is possible to determine the behavior. for large positive x of functions y 
satisfying relations of the form (2). In this context we restrict ourselves 
to consideration of continuous functions y for which the term O<Xx"'- 1 
occurring on the right side of ( 1) is, for large positive x, the preponderant 
term there and to functions F(x, y) which depend continuously on x andy. 
It follows that 
F(x, y) = (1 +o(1)) C<Xx"'-1, 
so that according to (2) sinceRe <X>O 
(5.1.3) y(x) = (1 +o(1)) Ox"'. 
Theorem 1: Each continuous function y defined for x~xo with 
properties (2) and (3) can be written in the form 
(5.1.4) y(x) = ! x"'-m um(x) +Ox"'-a+•, 
2 
where Ez extends over m =IX and over the other elements m of vii with 
Re m<Re q; each coefficient Um(x) denotes a polynomial in log x (with 
complex coefficients). In particular uo(x) is equal to 0 and is therefore 
a constant. 
5.2 A lemma 
Here we establish the following preliminary result. 
Lemma: If V(A.) denotes a polynomial in A. and "' denotes a complex 
number, then 
"' f t•- 1 V(log t) dt=x• W(log x) -x0 W(log x0), 
... 
where W(A.) denotes a polynomial in A.. If v#O the degree of W(A.) equals 
the degree of V(A.); if v=O the degree of W(A.) equals 1+degree of V(A.). 
573 
Proof: If the degree of V(A.) = 0 then V(A.) is equal to a constant, 
say V. Therefore 
"' { Vv-lx•- Vv-lx~ if vi= 0 
f t•-1 V(log t) dt = V l V 1 I.f •. = 0 
"'• og x- og xo r 
so that the assertion is true with 
W(A.) = Vv-1 in the case vi= 0, and 
W(A.)= VA. in the case v=O. 
Finally, assume that the degree of V(A.) is ~ 1, and suppose, as an 
induction hypothesis, that the lemma holds when the degree of V(A.) is 
replaced by -1 +degree of V(A.). 
Integration by parts yields in the case that vi= 0 that 
"' I'" "' f t"- 1V(logt)dt=v- 1t•V(logt) -v-1 f t•-1V'(logt)dt. 
~ ~ ~ 
According to the induction hypothesis the last integral can be written 
in the prescribed form so that the right side itself has the form t"W(log t)!~. 
where W(A.) denotes a polynomial of the same degree as V(A.). 
Finally consider the case v = 0 for which 
x x log x f t•-1 V(log t) dt= f t-1 V(log t) dt= f V(u) du= W(log x)- W(log xo) 
xo xo log xo 
where 
.:\ 
W(A.) = f V(u) du 
0 
Thus also in this case the integral under consideration can be written 
in the prescribed form. This completes the proof of the lemma. 
5.3 Solutions of functional relations with error terms 
In this section we prove Theorem 1. 
Proof: Consider first the case that the semi-group Jt does not 
contain an element mt=O with Re m<Re q. 
From (5.1.3) it follows that 
so that each term in the sum .E1 is 
since each element mt= 0 satisfies the inequality Re m~Re q. Consequently 
F(x, y) =0cxx"'-1+s(x), where s(x) =Ox<>-a+•-1. 
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If Re(cx-q):;s;O, then 
"' J s(t) dt=Oxrx-a+•; 
'"• 
and if Re(cx-q)<O, then we can choose 8 so small that Re(cx-q+8)<0 
hence 
00 J s(t) dt=Oxrx-a+•. 
'" 
In this way we find in both cases that 
(5.3.1) J s(t) dt=yl +Oxrx-q+•; Yl = ~ J s(t) dt if Re(cx-q) < 0, 
'"• ~ 0 if Re(cx-q) :;:;; 0. 
It follows that (5.1.2) may be written in the prescribed form 
y(x) = uo(x) x" + u"(x) +Ox"-a+•, 
where 
uo(x) =C and u"(x) = -Cxo + y1 +F. 
Consider now the case that 1 contains at least one element p =1- 0 
with Rep< Re q. Moreover of the elements of 1 satisfying this inequality 
let p denote a maximal element in the sense that 1 does not contain 
any element m for which Re p<Re m<Re q. Such an element p exists 
since 1 contains only a finite number of elements m with Re m~Re q. 
Observe that Rep> 0 since p =1- 0 and p E 1. 
As an induction hypothesis we may assume that the theorem is true 
with q replaced by p. Namely, that each continuous function y possessing 
properties (5.1.2) (with q replaced by p) and (5.1.3) can be written in 
the form 
(5.3.2) 
~ y(x) =X"'1](X) +x"'e(x); n(x) =tx-T Ur(X); 
( e(x) =Ox-P+•. 
Here .E3 extends over r =ex and over the other elements r belonging 
to 1 for which Re r<Re p; the coefficients ur(x) are suitably chosen 
polynomials in log x. In particular u0(x) =C =1- 0 is the preponderant term 
of the sum n(x). 
From Re p > 0 it follows that e( X) ----)>- 0 as X ----)>- 00 if 8 is chosen suf-
ficiently small. Since in the sum n(x) the term u0(x) =Cis the preponderant 
term we have that n(x) ----)>- C as x----)>- oo. Consequently e(x)/n(x)----)>- 0 as 
x ---3>- oo. [If z = o( l) then ( l + z )n = l + Oz for each fixed complex n.] There-
fore 
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since YJ(X)--+ C # 0 as x--+ oo. Moreover 
(YJ(x) +e(x))"=YJ"+Ox-P~-. 
Hence 
A given term x-m-(n- 1)"- 1 Umn(x)y" in the sum E1 thus equals 
(5.3.3) 
where m + p denotes an element of vii with Re( m + p) >Rep since m # 0 
implies that Re m > 0. Moreover bacause vii does not contain an element 
m' with Re p<Re m' <Re q we conclude that Re(m+p)~Re q. Hence 
the remainder term in (3) is Ox<>-a+•- 1 • 
Consequently the function F(x, y) defined in (5.1.1) is equal to 
F(x, x"n(x)) +a(x); 
where a(x) =Ox"'-a+•-1. 
In the same way as in (1) we obtain 
(5.3.4) 
Thus 
"' J a(t)dt=y2+0x"-a+•; 
"' "' 
l j a(t) dt if Re(1X- q) < 0, Y2 = x. 
0 if Re(1X-q) ~ 0. 
J F(t, y(t)) dt= J F(t, t"'Yj(t)) dt+y2+0x<>-a+ 
.,. "'• 
so that (5.1.2) becomes 
"' (5.3.5) y(x)= S F(t,t"'n(t))dt+y2+T+Ox"-q+•. 
"'• 
Finally we must show that formula (5) can be written in the form 
(5.1.4). By means of the binomial expansion of Newton it follows from 
the second relation of (2) and from the fact u0(x)=C#O that 
(5.3.6) n"(x) = (,2 x-r u,(x))"= _2 x-m vm ... (x) + Ox1-,1+•. 
3 4 
Here L4 extends over a finite number of the elements m of vii with 
Re m<Re(q-l+e); Vm,n (x) denotes a polynomial in log x; and l denotes 
an arbitrarily chosen element of vii. In this way we see that 
x-L+<>-11/"(x) = L x-L-m+<>-1 Vm.,.(x) + Ox<>-a+•-1. 
4 
An application of formula ( 5.1.1) with m replaced by l yields therefore 
F(x, x"?)(X)) =01Xx"'-1 + .2 x-!-m+<>- 1 u!.n(x) Vm.n(x) + i(x), 
5 
where i(x)=Ox<>-a+•- 1• Here E5 extends over the elements m occurring 
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in £ 4; over the elements l occurring in £1 (with m replaced by l) ; and 
for each such element l over the numbers n E Nz. 
In the same manner as in (I) we obtain l j 1:(t) dt if Re(~X-q) < 0, ra = .,., 
0 if Re(~X-q) ~ 0 . 
"' J T(t) dt=ya+Ox«-a+s; 
.,., 
Hence 
"' "' J F(t,P1](t)) dt= Or'+ ~ J t-l-m+"'- 1 U1,,.(t) Vm,,.(t) dt+ya +0x"'-a+s . 
.,., ' '5 .,., ' 
The integral occurring on the right side can be written, according to 
the iemma of Section '5.2, in the form . 
"' (5.3.7) J t-l-m+"'-1 U (t)v (t)dt=x-l-•"+"'W (x)-x-l-m+"'W (xo) !,n m,n !,m,n 0 . l,m,n 
.,., 
where W l,m,n(x) denotes a polynomial in log x. Thus 
"' (5.3.8) J F(t,t"'1](t) dt=Cx<"+ ~·x-l-m+.x W 1,m,,.(x)+y4+0x«-o+• . 
.,., 5 
Formula ( 5) becomes therefore 
y(x) =Or'+ ~x-l-m+"' W1.m,,.(x) +rz+y4+ F+ Ox"'-«+•, 
5 
where the possible terms occurring in £5 with Re(l + m) ~ Re q can be 
incorporated in the error term. 
It follows that we have obtained the required relation (5.1.4) where 
(5.3.9) l uo(x) = 0; u"'(x) = t W 1,m,,.(x) for u =!= 0, u =!= 1X; 
u"'(x) = ~ Wz.m,,.(x) +y. 
7 
Here Es extends over triplets (l, m, n) occurring in E5 with l + m = p 
and l occurring in E1; £7 extends over triplets (l, m, n) occurring in £5 
with l + m = 1X and l occurring in £ 1 ; and y = y2 + y4 + r denotes a constant 
which depends on x0 , rand the choice of the function y. 
This completes the proof of Theorem I. 
·Remark: It follows from (9) that each polynomial up(x) with p=/=0, 
p=/=~X occurring in (5;1.4) is equal to zero unless p can be written as a 
sum l+m, mE Jt and l occurring in £ 1• Indeed otherwise the sum Es 
is empty. 
5.4. Polynomials Um(x) independent of error term 
In this section we establish 
Theorem 2: Under the conditions of Theorem I the coefficients 
Um(x) occurring in (5.1.4) are independent of q. 
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Proof: The statement of the theorem means that ify satisfies (5.1.4) 
and also a similar relation 
y(x) =! x<¥-m 'lt(x) +Ox<¥-a+•, 
8 
where Es extends over m =IX and over the other elements m E Jt with 
Re m<Re q then 
(5.4.1) Um(x)=um(x), for Rem<min(Req,Req) 
In the case that both (5.1.4) and the similar relation (1) hold we have 
(5.4.2) ! ~-m( Um(x)- um(x)) = Ox<¥-mln(Rea. Req) +•, 
II 
where .l"9 extends over the elements m of Jt with Re m<min (Re q, Re q). 
We must prove that um(x)-um(x) is identically equal to zero for each 
term occurring in .l"9. 
Assume that it. is possible to find such a term with m = m0 for which 
the polynomial Um0(x)-um0(x) in log xis not identically equal to zero. 
We may assume that um(x)-um(x) is equal to zero for each term occurring 
in .l"9 with Re m < Re mo. We may also assume that the degree dm0 of 
the polynomial Um0(x)-'l1m0(x) is at least equal to the degree dm of 
um(x)-um(x) for any term occurring in .l"9 with Rem=Remo. 
According to our assumption the contribution to the left side of (2) 
of the terms with Re m<Re mo is equal to zero. Also it is possible to 
find a positive number k such that 
Re m~Re mo+k and Re m~min (Re q, Re q)-k 
for each term in .l"9 with Re m > Re mo. 
· F~om these observations it follows from (2) that 
(5.4.3) ! xmo-m-l(um(x) -um(x)) = Oxl-k, 
10 
where E1o is the contribution to E9 of the terms with Re m = Re m0 • 
According to the lemma of Section 5.2 the indefinite integral (with 
respect to x) of xmo-m-l(um(x)-um(x)) is equal to xmo-mvm(x), where 
Vm(x) denotes a polynomial in log x of degree dm if m=Fmo and of degree 
dmp+ 1 if m=mo. It follows therefore from (3) that 
Hence 
(5.4.4) 
Putting 
.,. . 
! f tmo-m-l(um(t) -um(t)) dt= ox-k. 
10., 
! {x2(mo-m> vm(x2).-xmo-m Vm(x)} = Ox-k. 
10 
Vm0(x) =a(log x)clm,+l + ... , 
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we see that a# 0 and the left side of ( 4) contains a term 
a(2dm,+1-l) (log x)dm.+l 
yielded by m = mo; whereas each other term occurring on the left side 
of (4) is of lower order of magnitude, namely is O(log x)dm=O(log x)dm,, 
according to our earlier assumption. Therefore the sum Ew has the same 
order of magnitude as (log x)dm,+l and consequently does not tend to 
zero as x tends to infinity. 
Since the right side of (4) does so tend to zero we have a contradiction. 
The assumption that a term exists in (2) with m=mo such that the 
polynomial umo(x)-um0(x) in log xis not identically zero is thus untenable. 
This completes the proof. 
5.5 Theorems 3, 4, and 5 
In this section three theorems are presented which characterize the 
extent to which the coefficients ul'(x) are independent of the choice of 
the solution y. 
Theorem 3: Assume that the conditions of Theorem l are satisfied. 
For each element p, E Jt with Re p, < Re q such that p,- lX ¢ Jt the coef-
ficient ul'(x) occurring in (5.1.4) is uniquely defined in terms of 0, lX and 
the coefficients Up,n (x) with p E .A, p,-p E Jt and n E Np. 
Proof: Since the semi-group Jt contains at most a finite number of 
elements with real part <Rep,, we may assume, as an induction hypothesis 
that the theorem is true when p, is replaced by an arbitrary element 
r E Jt with Re r<Re p, and r-lX ¢.A. 
For p,=O it follows from (5.3.9) that u~<(x)=uo(x)=O in agreement 
with the assertion of the theorem. We may therefore assume p, # 0. More-
over p,#lX, for otherwise p,-!X would belong to Jt. Consequently (5.3.9) 
gives 
(5.5.1) 
where l denotes an element from E1 and m denotes an arbitrary element 
of .A with l+m=p and where n E Nz. 
It is therefore sufficient to show that each term Wz,m,n (x) occurring 
in Es is uniquely defined in terms of 0, lX and the coefficients (polynomials 
in log x) Up,n (x) with p E .A, p-p E Jt and n E Np. 
The terms Wz,m,n (x) are defined by (5.3.7). Since l is an element of 
Jt with p, -l = m E Jt we see that the coefficient uz,n (t) occurring on the 
left side of (5.3. 7) is one of the defining coefficients. 
Consider now the factor Vm,n (x) occurring (5.3. 7). According to Theorem 
2wehave '11r(x)=Ur(x) hence the defining formula (5.3.6) assumes the form 
(5.5.2) r]"(x) = (! x-• u,(x) )" = 2 x-m Vm,,.(x) + Oxl-G+•, 
3 4 
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where each term on the right side satisfies the inequality 
Re m<Re (q-l-e) 
so that the function Vm,n (x) is uniquely defined by (2). 
More precisely Vm,n (x) can be written as a polynomial in the Ur(x) 
coefficients where r denotes an element of Jt with Re r ~ Re m. From 
l + m = fh and l =1= 0 it follows that Re m < Re #· Hence Re r < Re #· More-
over it follows from (2) that m-r E Jt. Therefore it is clear that r-rx ¢ Jt 
since if otherwise we would have fh - rx = r- rx + ( m- r) + l belonging to Jt 
contrary to hypothesis. 
Consequently, by the induction hypothesis, each such ur(x) is uniquely 
defined in terms of 0, rx and the U;.,,.(x) with A E Jt, r-AE Jt and 
n EN;.. However since f-t-A=l+(m-r)+(r-A) EJI we see that these 
U;.,,.(x) are indeed among the defining U p,n(x) as listed in the assertion 
of the theorem. Hence according to (2) each polynomial Vm,n (x) is ap-
propriately defined. 
It follows from (5.3.7) that each term Wz,m,n (x) is also appropriately 
defined. Thus we see, in turn, according to (l) that each ul'(x) with 
Re fh < Re q and fh- rx ¢ Jt is uniquely determined by means of the 
definining quantities as asserted in the theorem. 
This completes the proof. 
Remark: The coefficient u~'(x) with Re f-t<Re q and #-rx ¢ Jt is 
therefore independent of q, T, Xo and the choice of the continuous function 
y having properties (5.1.2) and (5.1.3). On the other hand for Re f-t<Re q 
and p- rx E Jt it may be that ul'(x) depends on r and y. 
Theorem 4: Assume that the conditions of Theorem l are satisfied 
with Re rx<Re q. Suppose moreover that 0, rx and each polynomial 
ul',.(x) with fh EJI, {)(,-# EJI and n EN!' are given. Then the coefficient 
u,(x) occurring in (5.1.4) is a ploynomial in log x which, apart from its 
constant term y=u,(l), is uniquely defined in terms of the given quantities. 
The constant term y depends on r and the choice of the function y as 
well as on the given quantities. 
Proof: According to (5.3.9) 
(5.5.3) u,(x)= _L W 1.m,,.(x)+y2+Y4+T, 
7 
where E7 extends over triplets (l, m, n) occurring in Es with l + m = rx, l =1= 0 
and n E Nz. Each term Wz,m,n (x) is a polynomial in log x defined by 
(5.3.7). In the present case that l+m=rx the formula (5.3.7) assumes the 
form 
"' ( 5.5.4) s t-l Uz,,.(t) Vm,n(t) dt= W!,m.n(x)- wl.m,n(xo). 
"'• 
The polynomial Uz,n (x) in (4) has the property that rx-l=m E Jt, 
l E Jt and n E Nz and hence it is among the given quantities. 
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Moreover also the polynomial Vmn(x) in (4} is defined in terms of the 
given quantities. To see this we first observe that Vm,n (x), as defined 
by (2}, is uniquely determined by ur(x) with Re r;£;Re m<Re ~ and 
hence r-~ rf= Jt. Therefore, according to Theorem 3, each ur(x) is uniquely 
determined by the quantities 0, ~and the Upn(x) with p E Jt, r-p E Jt 
n EN P· However since ~-p = l + (m- r) + (r -p) E Jt it follows that these 
Upn(x) are among the given quantities U"n(x) listed in the theorem. 
Consequently, in turn, the Wl,m,n (x) as defined by (4) is uniquely 
defined by the given quantities aside from its constant term. However, this 
constant term does not appear in the results; hence, without loss of 
generality, we define it to be zero. 
Finally, from the paragraph above, it follows using (3) that U,Ax) is 
a polynomial in log x which, aside from its constant term, is defined by 
the given quantities. This constant term is equal to u,.( 1) = yd- Y4 + T 
according to (3}. 
This completes the proof. 
Theorem 5: Under the conditions of Theorem 1 each u"(x) occurring 
in (5.1.4) with!-'-~ E Jt is a polynomial in log x in which each coefficient 
is in turn a polynomial in y=u,.(1). These coefficients are uniquely de-
termined by defining quantities 0, ~ and polynomials 
Up,n(x) with p E Jt, 1-'-P E Jt and n E Np. 
Proof: In the case f-'=~ we apply (5.5.3) with y=u,.(1)=y2+Y4+F. 
Hence u,.(x)=I'?Wl,m,n (x)+y where the sum .!'7 is, according to Theorem 
4, independent of y and is a polynomial in log x uniquely determined 
by the defining quantities listed in the theorem. This establishes the 
theorem in the case I'=~. 
We may therefore suppose that wl=~ and assume as an induction 
hypothesis that the theorem is true for each Ur(x) with r E Jt, Re r <ReI' 
and r-~ Evlt. 
We have wi=O since /-'-~ E Jt, so that it follows from (5.3.9} that 
(5.5.5) up,(x) = 1 wl.m,n(x), 
6 
where I'= l + m, occurs in I'1, m E Jt, u # 0 and I'#~. It is therefore 
sufficient to show that each W1, m, n(x) occurring in I'a can be written 
as a polynomial in log x and y, the coefficients of which are uniquely 
determined by the defining quantities listed in the theorem. 
Each polynomial W1, m, n(x) is defined by (5.3.7). The factor U1,n (x) on 
the left side has the property that 1-'-l=m E Jt, l E Jt and n E N1 and 
hence is one of the defining polynomials U pn(x) listed in the theorem. 
Consider next the factor Vm,n (x) appearing on the left side of (5.3.7}. 
Such a function is defined by (2) and can be written as a polynomial in 
ur(x) where r denotes an element of Jt with Re r;£;Re m and m-r E Jt. 
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It follows from p, = l + m and l # 0 that Re m < Re p,. Consequently 
Re r<Re p,. 
We now distinguish, with respect to these ur(x), the two cases according 
to whether r-IX E Jt or r-IX ¢' Jt. 
Consider first the case that r- IX E Jt. Here the induction hypothesis 
is applicable since r E Jt, Re r<Re p, and r-IX E Jt. Therefore Ur(x) can 
be written as a polynomial in log x and y, in which each coefficient is 
known in terms of 0, IX and the U;..n(x) with A E Jt, r-AE Jt and n EN;.. 
Since p,-},=l+(m-r)+(r-A) EJI it follows that these U;..n(x) are 
among the defining polynomials U p,n (x) listed in the theorem. 
Consider now the case that r-IX ¢' Jt. Here Theorem 3 is applicable. 
Hence ur(x) can be written as a polynomial in log x which is independent 
of y and whose coefficients are uniquely defined by the quantities O,IX 
and U;..n(x) where A E Jt, r-AE Jt and n EN;.. Again since 
p,-A=l+(m-r)+(r-A) EJI 
it follows that these U;..n(x) are among the defining polynomials U p,n(x) 
listed in the theorem. 
Combining the results of these two cases we obtain that the Vm,n (x) 
[appearing on the left side of (5.3. 7)] can therefore be written as polynomials 
in log x and y in which the coefficients are uniquely determined by the 
defining quantities listed in the theorem. 
It thus follows from (5.3.7) that each W1,m,n (x) is a polynomial in 
log x and y in which the coefficients are uniquely determined by the 
defining quantities. From ( 5) we conclude that u"(x) is, in turn, a polynomial 
in log x and y whose coefficients are uniquely determined by the defining 
quantities, namely by 0, IX and polynomials Up,n (x) with 
p E Jt, p,-p E Jt and n E N p· 
This completes the proof. 
5.6 Upper bounds for the degree of polynomials um(x) 
Finally we seek to find an upper bound, say '/f(m), for the degree of 
each of the polynomials um(x) in log x. 
To this end we assume that each polynomial U mn(x) occurring in the 
expansion of F(x, y) found in (5.1.1) has a degree ~x(m), where x(m) 
denotes a given integer ~0. It follows that x(o) can be chosen equal to zero. 
If this function x is given then it is always possible to find for each 
element m of M an integer 'If( m) ~ 0 with 'If( o) = 0 such that the following 
two properties hold: 
(5.6.1) '/f(m) +'lf(p,) ~'/f(m+ p,); '/f(m) + x(p,) ~ '/f(m + p,) 
for any two elements m and p, belonging to Jt; and 
(5.6.2) 'If( IX -m) + x(m) + l ~'If( IX) 
for each element m occurring in I1 with IX- m E Jt. 
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Theorem 6: If the function 1p satisfies properties {1) and (2) then 
each polynomial up(x) occurring in (5.1.4) has degree ;£;1p(p). 
Proof: The polynomial uo(x) =0 and therefore has degree equal to 
0=1jl(O). 
It is therefore sufficient to prove for each element p ¥= 0 of Jl that the 
polynomial up(x) has degree ;£;1p(p) under the induction hypothesis that 
for each mE Jl with Re m<Re p the polynomial Um(x) has degree ;£;1p(m). 
The coefficients Ur(x) occurring in (5.5.2) have therefore a degree ;£;1p(r). 
The coefficient Vm,n (x) can be written, according to its definition (5.5;2), 
as a finite sum in which each term is, apart from a constant factor, equal 
to a product Um1(x) ... umk(x) with m1+ ..• +mk=m. Since each factor 
Um ,has degree ;£; 1p(m1) the product under consideration has a degree 
;£;1p(m1) + ... +1p(mk) ;£;1p(m). The latter inequality follows from property (1). 
Consequently Vm,n (x) is a polynomial of degree ;£;1p(m), so that 
Ul,n (x) Vm,n (x) has a degree ;£;x(l)+1Jl(m). 
The degree of the polynomial W1,m,n (x) defined in (5.3.7) is equal to 
the degree of U1,n (x) Vm,n (x) if l+m#-IX and it has degree 1 higher if 
l+m=IX. 
Since l is an element occurring in E1 it follows from properties ( 1) and 
(2) that W1,m,n (x) has in both cases a degree ;£;1p(l+m). 
This yields the required result since it follows from (5.3.9) that up(x) 
is, apart from a possible constant, equal to a sum l:Wl,m,n (x) extended 
over triplets (l, m, n) occurring in Es with the property that l+m=p and 
l occurs in E1. 
Remark: The element IX is said to be exceptional if E1 extends over 
at least one element m with IX-m E Jl. If IX is not exceptional then 
condition (2) is satisfied vacuously so that then (1) is the only condition 
imposed on the function 'P· 
Consequently if IX is not exceptional and each coefficient U mn(x) occurring 
in (5.1.1) is a constant, then we may choose x(m)=O and 1p(m)=O for 
each mE Jl. Hence in this case each coefficient um(x) occurring in (5.1.4) 
is a constant. 
(To be continued) 
