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を rj (r1 > r2)，利用時間比をユーザ 1：ユーザ 2 =
p : (1− p) で時分割制御する．例えば，各 1秒間の前
半 p秒をユーザ 1，後半 (1− p)秒をユーザ 2に割当
てる．
まず無限長ファイル転送の場合，pは固定で，ユーザ
1とユーザ 2のスループットは各々，R1 = r1p,R2 =
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図 1 スループット 1～無限長転送（上），有限長転送（下）
Fig. 1 Throuput-1: inﬁnite (top)/ﬁnite (bottom)
data transmission.
r2(1− p)となるので，図 1（上）において，(r1, 0)と





(P1) スループット総和 R1 +R2 を最大にするのは，
























する．ユーザ 1 とユーザ 2 の受信完了時間を各々



























(P4) 先にユーザ 2 に全時間を割当てて（p = 0）受
信を完了させ，その後ユーザ 1 に全時間を割当てる
（p = 1）場合は，W1 =
r1r2
r1 + r2
,W2 = r2 となる．
(P5) 先にユーザ 1 に全時間を割当てて（p = 1）受
信を完了させ，その後ユーザ 2 に全時間を割当てる

















































• Ui(x) = xi，
• Ui(x) = log xi，





x1−α/(1− α) α = 1















る場合がある．一方，対数効用 Ui = log xiは，「配当が
今の配当の k倍になることによる効用の増分はユーザに
よらず等しい」とするモデル（log kxi−log xi = log k）
なので，対数和の最大化には配当の少ないユーザをあ















































価である．p-次平均は p = 0 で（右からも左からも）
連続であり，pに関して単調増大で，
• p = 1, 0,−1で各々，相加，相乗，調和平均











(Pareto dominant) ≥p がある．x,y ∈ χとして，
• x ≥p y ⇔ xi ≥ yi, ∀i ∈ {1, 2, . . . , N}
パレート境界 (Pareto front) は，パレート優性の
「極大元集合」として定義される．x がパレート境界
に含まれるのは，自分よりパレート優性な分配 yが存










⇔ ∀y ∈ X , ∀j ∈ {1, 2, . . . , N}において
yj > x
∗




とユーザ iが， x∗i < min
j
yj ならば，全てのユーザ j
に対して， x∗i < yj なので，x
∗ は Max-Min 公平で
はない．
• x∗ が比例公平 (Proportional Fair)

















































• 正数 αに対して，x∗ が α-比例公平







– α → 0：公平性無視（和の最大化）
– α = 1：比例公平



























α(1−α) (1− uα + α(u− 1)) α = 1,





(yi(log yi − log xi)− (yi − xi)),
となる．ここで，全ユーザにとっての理想分配 c（通
常は X の外に存在する）を与え，α-効用で特徴づけ
図 2 スループット 2～無限長転送（上），有限長転送（下）
Fig. 2 Throuput-2: inﬁnite (top)/ﬁnite (bottom)
data transmission.























ルが一致するように，a = α, b = 1 と置く．ここで，
α = 1 の場合の目的関数は，
N∑
i=1
ci log xi と等価にな







2. 3 単 純 な 例
1. の図 1 と同じ例で考える．図 2 には新しい分配
（P6, P7, P8）と理想分配（P0）を追加した．これは，
独占的に無線資源を利用できる場合の性能：c = (r1, r2)
である．可能な分配においてユーザ 1及びユーザ 2へ
の時間割当て比を各々p, q と置くと，p + q ≤ 1 であ
り，q = 1 − pは無線資源を常に 100%使うことに対
応し，それを満たす分配が図の中の実線で描いた線分
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や折れ線上の点である．





















境界線分と双曲線 x1x2 = const.の接点になり，任意の































r1 − r2 ：α = 1 での理想との近
さ D1(x, c) =
2∑
i=1









ri log xi を最大化する．

























































































送信者 S，受信者 Rj (j = 1, 2, . . . , N)，S から Rj
への最大フロー（最大可能集約転送帯域）をWj とす
る．最大フローはエンドツーエンド経路を定めないが，
実際の転送では，各ブロックを S から Rj までのある
経路を通る転送フローによって運ぶ必要がある．そこ
で，単位転送レート（帯域幅）B が存在し，各リンク
帯域幅は B の倍数，かつ S から Rj への最大フロー
をMj = Wj/B 本の帯域幅 Bの経路によって実現で
きるものとする．S から出発する個々の転送レート B
のフローが通る経路を単位経路，Rj への単位経路の
本数Mj を Rj の「最大フロー量」と呼ぶ．{Mj}の









信完了時間 Tj の下限値（性能上限値）Uj = L/Wj
は，S から Rj への最大フローを使って転送する場合
の受信完了時間である．T ∗j = Tj/Uj を正規化受信完








(1) Rj を「優先受信者」として，Rj が未受信の















このマルチキャスト経路は，S から Rj への一つの単
位経路上のあるノード X を分岐点として，別の受信














成る．そこで，N 人の受信者の全ての順列を S とし










電子情報通信学会論文誌 2016/10 Vol. J99–B No. 10
図 3 受信者 3 人で帯域が同じ場合の単位経路
Fig. 3 Unit routes over homogeneous links to three
receivers.
図 4 受信者 3 人の場合のブロック 0～5 の転送スケジ
ュール










図 3 の具体例を説明する．ホスト（S,R1, R2, R3）
とスイッチ（0，1，2，3）間が 1000[Mbps]，スイッチ
間が 100[Mbps]で接続されており，SからR1, R2, R3
への最大フローは，それぞれ b1 = 300，b2 = 200，
b3 = 200[Mbps] である．単位転送レートは 100，単
位経路 a, b, c，最大フロー量（単位経路の本数）は
M1 = 3，M2 = M3 = 2，ブロックの分割数はそれら
の最小公倍数 6 である．ここで，優先受信者順 sp =
(R1, R2, R3)，非優先受信者順 sn = (R1, R2, R3) を
与えると，六つのブロックを転送するための図 4 のス
ケジュールが決定する．フェーズ 1では，優先受信者


















































• sn は，sp と同じ順序及びランダムに選択した
818
招待論文／ネットワーク制御における資源共有と公平性
図 5 RENATER トポロジー






























だノード），受信者 42 台，リンクが全て 155[Mbps]








Table 1 Typical patterns of aquired performance
(RENATER).
項番 最長完了時間 平均完了時間 フェーズ数 順序組数
1 5.17 2.73 6 1
2 5.17 2.78 8 1
3 5.17 2.83 5,7 2
4 5.17 2.87 6～9 9
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表 2 代表的な性能分配の特性（RENATER）
Table 2 Typical characteristics of performance dis-
tribution (RENATER).
項番 V T∗ V ∗
1 4.05 1.05 9.67
2 4.00 1.07 9.53
3 3.84 1.11 9.28
4 3.80 1.13 9.19
5 3.65 1.16 8.85
















間平均）スループット Vj = 10/Tj（ただし 10倍）及
び正規化完了時間 T ∗j = Tj/Uj，に基づく指標：












































表 2 もそれを定量的に示しているが，図 6 からは，公
平性に関しては 5番が勝るとも言える．
次に，送信者 1 台（点線で囲んだノード），受信者









図 7 SINET トポロジー
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