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Chapter 1
Introduction
1.1 Argument of this work
In the practice of solid state chemistry, structural phase transitions are fairly
common events. Nonetheless, their understanding, in terms of both: A ratio-
nalization of the observed changes in symmetry pattern and; An understanding
of the mechanisms allowing for a particular transformation, are outstanding
problems. The thermodynamic classification of phase transitions distinguishes
between first and second order transitions, on the basis of the discontinuous
behavior of quantities related to first or second derivatives of the free energy,
respectively. Small atomic displacements are typically associated with second
order phase transitions, and latent heat changes amount to a few calories per
gram only. Additionally, the symmetries of the phases surrounding the tran-
sition are typically in the relation of a group and a subgroup. Reconstructive
phase transitions, on the contrary, involve breaking of (large) parts of the bond
scaffolding of the initial structure, and exhibit drastic changes at the transi-
tion point, with large latent heat and hysteresis effects. The corresponding
atomic displacements can be in the order of the lattice parameters, and no
group-subgroup is found, between the symmetry of the phases. These type of
transitions have generally a strong first-order character.
Landau theory accounts for continuous, second-order phase transitions. As a
phenomenological theory, it does not establish the existence of a phase transi-
tion, which remains an experimental fact. It only bridges microscopic character-
istics, like space-group symmetries and structural changes, or phonon softening
effects, with measurable macroscopic quantities. Therein, distortions are carried
by an order parameter, which fully specifies the form of the analytical variational
free energy. The latter is continuous and derivable with respect to temperature,
pressure and atomic displacement, at the transition point.
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First order, non-continuous phase transitions are still within the scope of Lan-
dau theory in the mentioned special case of the existence of a group-to-(isotropic)
subgroup relationship. In the majority of cases, however, and for the most inter-
esting phase transitions (for basic and applied research), such a relationship is
missing, making the choice of an order parameter less straightforward. Most of
the allotropic transformations of the elements, many intermetallic systems, and
numerous insulating systems belongs to this class. This class also includes most
interesting and fundamental electronic effects, like metallization in perovskites
or spinel oxides for example.
This very simple fact of a missing symmetry condition has helped reinforcing
the opinion of first-order phase transitions being a world apart, and possibly
contributed to discouraging a firm theory to develop, able to account for their
transformation mechanisms and the change of physical properties across phase
transition. The thermodynamic distinction between first and second order phase
transitions is too narrow, as, in case of first order phase transitions, it embraces
both weakly discontinuous transition and reconstructive ones, where bonds are
being strongly modified. Especially, a mean to qualify the distance between two
structures (geometric, with respect to symmetry, a.s.o.), is missing. Clearly,
a group-subgroup relationship may, and typically does imply shortest shifting
distances, as a tiny atomic displacement can already do for a symmetry lower-
ing. Naively, missing such a relation means no constraints, and apparently no
means to conclude at a connection of two structures in general, let alone a full
mechanistic analysis.
First order phase transitions proceed by nucleation and subsequent growth of the
new phase from the initial one. Different from (second-order) continuous phase
transitions, they do imply coexistence of the transforming motifs. The discon-
tinuity in some order parameter between the two phases is driven by lowering
of the free energy as the new phase forms. However, close to the transition, the
original phase remains metastable, and a fluctuation is needed to cause the for-
mation of the new phase to set in. Such a process responds to thermal changes,
and depending on the height of the nucleation barrier, its rate may be slower or
faster. In the former case, large deviations from equilibrium may be required to
achieve transformation to the stable phase, which means that large hysteresis
effects will be observed in the course of transformation.
The intent of this work consists in giving a face to the intermediate configu-
rations appearing in first order phase transitions, in solid-solid reconstructive
processes. Apart of a mechanistic elucidation, consisting in answering the ques-
tion “Which atomic displacements bring structural motif A into structural motif
B ?”, another purpose of this work is a rather pedagogical one, that is, showing
that first-order phase transitions can be understood in detail, not only in prin-
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ciple but in fact. The core of the examples illustrated in this work is concerned
with phase transformations where pressure represents the thermodynamic con-
trolling parameter. Pressure is extensively used in chemical synthesis, as a mean
to achieve novel properties, optical or mechanical just to mention a few. Addi-
tionally, reports on novel high-pressure polymorphs are regularly appearing. In
this sense, pressure is a relevant parameter for approaching fundamental ques-
tions in solid state chemistry.
1.2 The role of the models
The statistical mechanics approaches to phase transitions often rely on exactly
solvable models [1], which allow studying existence and conditions of phase
transitions [2]. One of the most popular is the Ising model of a ferromagnet or
anti-ferromagnet on a lattice [3]. In was first studied in 1925 by Lenz and Ising.
While this model do not show phase transition in one dimension for T>0, it
allows for transformations in higher (three) dimensions. The Ising model starts
considering a primitive cubic lattice of N sites, occupied by classical spins Si,
which can take only two values, up (+1) and down (-1), Si = ±1. The total
number of states of the system is thus 2N . In the model, the spins interact
with an external magnetic field h, and with each other. While the extent of the
allowed interactions can be chosen to reach over many neighbors, the typical
choice is the nearest neighbors (tight-binding) Ising model, whose Hamiltonian
reads:
H = −J
∑
<i,j>
SiSj + h
∑
Si
where J is the coupling constant between spins (J > 0, ferromagnet; J < 0 anti-
ferromagnet). The restriction to nearest neighbors is indicated by the bracketed
sum in equation. The study of this model is advantageous as it represents the
simplest form of a solid [2]. It stays for a solid both for the regular arrangement
of spins on a (primitive) lattice, and for its intrinsic symmetry properties. In the
limit of h=0, the arrangement of nearest neighbor pairs is in fact antiparallel
(J < 0), allowing for a direct mapping on a black&white (magnetic) subgroup
of the primitive underlying lattice. The latter corresponds to the charge distri-
bution in NaCl in the ionic model, for example.
The study of the behavior of the Ising model, under variation of the external
magnetic field, identifies the formation of so-called Ising droplets, clusters of
up-spins in a sea of down-spins (or vice versa). While they do not need to rep-
resent physical entities directly, they nonetheless offer a scenario for studying
10 Introduction
nucleation and growth in two-phase systems. For different temperature choices
(temperature in units of J/kB , kB Boltzmann constant), the nuclei tend to
assume different forms, making the system versatile for representing different
phase equilibria. For temperatures above the roughening temperature of the
model [4] Tr, droplets tend to be isotropic and sphere-like, which represents an
usable model for the liquid-vapor interface. In connection with classical nucle-
ation theory, estimates of critical sizes and height of activation barriers can be
achieved [5].
1.3 Classical nucleation theory
The thermodynamics of processes involving nucleation events is thought to be
reducible to a competition between two main factors. Therein nucleating the sta-
ble phase represent a favorable contribution, whereby the formation of a surface,
which represents the interface between the metastable and the growing stable
phases, provides an unfavorable contribution to the free energy [6, 7, 8, 9, 10, 11],
measured for example through a surface tension. The general equation express-
ing this competition can be written:
∆G(N) = −N | ∆µ | +N2/3γ
N is the number of particle in the growing nucleus, ∆µ is the chemical potential
difference between the two phases, and γ is the surface tension (of an infinite
planar interface). In its simplicity, this equation assumes that the free energy of
this non-equilibrium process depends on a single parameter, that is the size of
the nucleus. The nucleus size controls the progress of the transformation: small
nuclei tend to shrink and be resorbed, while big enough nuclei will successfully
grow, and will eventually drive the whole system into the stable phase. The
big negative contribution of the large surface in the former case, and the large
positive contribution due to the large bulk free energy term in the latter are
responsible for the different fate of dissimilar nuclei. Along the reaction coor-
dinate represented by the nucleus size, the transition state, or critical nucleus,
will be found at the top of the free energy barrier separating the metastable and
the stable phases [10]. This simple picture, widespread and easily transferable
among different thermodynamics systems (under replacement of surface and
bulk terms by appropriate quantities), implicitly assumes the size of the nucleus
be related to a single reaction coordinate. In general, however, nucleation as any
other non-equilibrium process can involve many degrees of freedom, and their
reduction or projection onto a single coordinate may involve loss of important
details, or even of physical firmness.
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Additionally, there is an intrinsic singularity in this equation [12]. At equi-
librium, the size of the critical nucleus (the cutoff size between shrinking and
growing nuclei) depends on the other quantities like:
R̂ =
2
3
A
γ
∆µ
where A is a term accounting for geometric factors related to volume or surface.
From this, the activation free energy barrier is:
∆G(R̂) = A
γ2
∆µ3
The time needed to cross this barrier, and thus to grow, is computable according
to an Arrhenius formula,
τn = τ0e
(βA γ
2
∆µ3
)
In finite dimensions, the time of decay of a nucleus is always finite, unless at
equilibrium (∆µ = 0), where the decay time becomes infinite, as well as the size
of the nucleus. In this regime, it is difficult to give a definition of metastabil-
ity, and indirectly of nucleus size. Additionally, some parameters appearing as
constants in the above equations do in fact depend on external parameters, like
temperature or density. Furthermore, the very basic form of the nuclei is not
known, and therefore A remains a general geometric term. And while in princi-
ple any shape can be accommodated into A, the latent, implicit understanding
of nuclei shape is in terms of an isotropic droplet. Nonetheless, the merit of
classical nucleation theory is to allow for an estimate of nucleation rates, that
is the number of successful growth events per unit volume.
1.4 Shape of the nuclei
1.4.1 Experiments
The direct, experimental observation of nuclei in first-order phase transitions is
difficult, due to the small length and time scales characterizing such processes.
Furthermore, another important but unresolved question concerns the internal
structure of critical nuclei, because nucleation needs not occur via the stable
bulk phase [13]. General arguments based on symmetry suggest that nucleation
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from the melt may proceed by a body-centered cubic structure as an interme-
diate phase (almost all metals on the left-hand side of the periodic table are
bcc at high temperature), with the final equilibrium solid phase having a differ-
ent symmetry, fcc for example [14]. In contrast with homogeneous nucleation
in crystals, colloidal systems do offer a better starting situation for observing
nuclei [15], due to both a larger size and a slower time scale. Colloidal systems
(for example poly(methyl methacrylate) spheres suspended in a mixture of dec-
ahydronaphthalene and cyclohexylbromidecan [15]) serve indeed for studying
crystallization as a (quasi) hard-sphere model transferable to atomic or molec-
ular materials. Using fluorescence microscopy, particle nucleation and growth
can be made visible in real space. In such systems the nuclei are found to be of
the same structure as the bulk phase, that is random hexagonal close-packed.
Their shape is determined to be non-spherical, on the average, and individual
nuclei display rough rather than faceted faces. This is indicative of a low surface
tension. The latter is a key to understanding and controlling nucleation events,
and enters as a parameter in classical nucleation theory. Its direct measure is
crucial.
Such recent experimental efforts represent a progress in the study of first-order
phase transitions for at least two reasons: They help clarifying the shape of the
nuclei, giving access to some key parameters for understanding nucleation, like
surface tension; They undeline distinction between phase nucleation, which may
span a long period of time, and phase growth, which on the contrary can be
very quick and trigger rapid material transformation. The latter includes the
possibility of a distinct structure in the nucleation and growth regions.
1.4.2 Simulations
On the theoretical side [16, 17, 18], molecular dynamics simulations [19] do offer
in principle a powerful tool for investigating mechanistic issues, as all degrees of
freedom can be explicitly considered, as well as temperature and pressure (in the
appropriate simulation ensemble). In practice, however, intrinsic difficulties are
encountered. In a recent work on the simulation of water crystallization into ice
[20], the factor limiting the efficiency of the molecular dynamics methods therein
used consists in long quiescence periods, where water stays as water, although
already cooled down below critical values. A long latency on molecular dynamics
simulation scales is typically encountered in systems where the activation barrier
that has to be crossed going from one state (water in this case) into the other one
(ice) is much larger than kBT :∆G∗ >> kBT. In the case of water crystallization
a lot of time is spent waiting for a particular configuration of hydrogen bonds to
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Figure 1.1: Schematic representation of the calculation of a dynamic trajectory.
The initial state of a system obeying Newton’s equation of motion is ρ(p0, r0).
It contains all informations on positions (r) and velocities (p) for all particles,
atoms or molecules. Since this state represents just one particular distribution,
it is represented as a red spot in the (r, p) plane at time t0. To the latter, a
probability to occur can in turn be assigned. The system is propagated from
state to state by a timestep ∆t. The collection of states visited along t, each one
representing in turn a distribution of positions and velocities ρ(pt, rt), is called
a trajectory. The dynamic is time-reversible and deterministic: ρ(p0, r0) can be
reached from ρ(pt, rt) on revesing the time cordinate, t→ −t.
come into existence, which are formed quasi-simultaneously at the same location.
This represent the initial nucleus, which already resembles bulk ice, due to the
occurrence of hexagonal motifs in the hydrogen bond pattern. The mutual
arrangement of water molecules and the hydrogen-bonding scaffolding that are
productive in terms of transformation into ice represent thus a very small subset
compared to the very large number of network configurations that can be visited.
On the time scale of the simulations, the time window where transformation into
water is actually observed is thus very narrow, compared to the long waiting
time. As a consequence, expensive calculations may produce only a few, or
even only one so called trajectory (see Fig. 1.1), that is the sequence of atomic
configurations resulting from iteratively time-integrating the equation of motion
from an initial configuration [19, 202].
A recent method due to David Chandler, called Transition Path Sampling
[21], TPS (see Appendix A), was designed to overcome this problematic, and
to study mechanistic issues particularly in connection with activated processes,
like phase transitions. What in general is needed is an efficient method to focus
on the reactive part of the trajectory only, that is the segment of trajectory
containing the transformation from state A into state B. No time should be
spent simulating the metastable state. Additionally, no special reference to any
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specific reaction coordinate should be made. This is what TPS is providing:
a mean to collect a large number of reactive trajectories for a mechanistic in-
vestigation free of assumptions on the reaction coordinate. The latter, on the
contrary, is a result, rather than a starting point of the calculations.
In a recent work [10] this method was applied to the 3D Ising model, to study
the transition state ensemble of critical nuclei. The validity of classical nucle-
ation theory is therein investigated, particularly its assumption on the reaction
coordinate, like pointed out above. The study of the shape and volume of crit-
ical nuclei reveals, consistently with experiments on colloidal suspensions, that
the nuclei are rough and highly anisotropic. Furthermore, the simulation indi-
cates that besides N , the number of particle per nucleus, its surface S is also a
relevant reaction coordinate. However, a quantitative treatment requires other
reaction coordinates than N and S.
1.5 Symmetry and continuity
The arrangement of atoms in the crystalline state reveals a pronounced tendency
towards the highest possible symmetry [22, 23]. This principle, referred to as the
symmetry principle, is a widespread and fundamental one in crystal chemistry.
It forms the basis for the success of group theory in the classification and com-
parison of crystal structures, and it also deeply shapes the understanding of
solid-solid phase transitions. As a principle, it refers to experimental regulari-
ties. Bärnighausen has turned this principle into a formidable working tools for
organizing space group symmetries in a tree named after him [22]. The funda-
mental idea is to resolve and rationalize group-subgroup relationships between
the space groups of two structures in a set of elementary steps, specifying type
and index of the group/subgroup pair, unit cell transformation and origin shift.
This rigorous way of organizing symmetry information is invaluable in collect-
ing structural relationship between cognate structures. Many structures can
be treated and understood as distortion variants of other, higher-symmetric
structures, an example being the large class of perovskite-related structures.
For continuous phase transitions, as long as the derivability of one structural
motif from another one is concerned, the hierarchical representation of group-
subgroup facts makes the problematic comprehensible. A pictorial way [24] of
continuous distortion [22, 25] is given in Fig. 1.2.
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Figure 1.2: Continuous deformation in a drawing of Escher (Metamorphosis III
[26], detail). Different distortions from a regular checkerboard-like pattern are
possible. An infinitesimal move is enough to lift the symmetry of the checker-
board. Adapted from [22]. In the symmetry classification of planar colored
pattern [27], the checkerboard motif is p4m, and distorts into p4g (right) or
pmg (left).
1.6 Landau free energy for continuous phase tran-
sitions
Landau theory [3, 28, 29, 30, 31] is based on the postulate that a function G,
the Landau free energy, can be written down, which depends on the coupling
constants of the system (external parameters like fields, exchange interaction
parameters, temperature,...) and on the order parameter, η. In this picture, the
state of the system is specified by the global minimum of G with respect to the
order parameter η. It has the form of the Gibbs free energy of the system, but
it does not need to be identical with it.
Two basic constraints on G are noteworthy for its application to solid-solid phase
transition:
• G is chosen consistently with the symmetries of the system.
• At critical values, close to phase transition, G can be expanded in a power
series of the order parameter. That means that G is an analytical function
of both the order parameter, η , and the coupling constants, temperature
or pressure for instance.
The usability of Landau theory in connection with phase transitions relies on
the understanding of the structural change as a distortion of a (high-symmetry)
structure, ρ0 on the inset of the order parameter:
ρ = ρ0 + ηφ
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a) b)
Figure 1.3: a) Form of the Landau free energy for the high-symmetry phase. b)
Distortion driven by the order parameter, η. Notice that the global minimum
always represents the state of the system.
At the transition point, the order parameter is vanishingly small:
η → 0⇔ ρ→ ρ0
The general form of G is:
G = G0 + α(T )η +A(T )η2 +B(T )η3 + C(T )η4 + ...
Due to the requirement G(η) = G(−η) (see Fig. 1.3 b), the odd terms can be
dropped:
G = G0 +A(T )η2 + C(T )η4 + ...
The form of the Landau free energy changes as function of η, like it is displayed
in Fig. 1.3. Notice the global minimum, which always characterizes the state of
the system.
In combination with representation theory [32], a precise form can be given
to the order parameter η, bounded by group-subgroup relationships. Second
order phase transitions can be successfully described within this approach, which
can also perform predictively. To account for first order phase transitions, the
general form of the free energy can be considered, including odd terms. The
appearance of the free energy is then like it shown in Fig. 1.4. Notice the
appearance of a secondary minimum.
On further lowering the critical value of the coupling parameter, the sec-
ond minimum becomes the global minimum, and the order parameter jumps
discontinuously from zero to a non-zero value. This accounts for a first order
phase transition. However, for first order phase transitions, the condition of
1.7 Modelling and approaches to phase transitions 17
Figure 1.4: Form of the Landau free energy, including odd terms. Notice the
appearance of a secondary minimum.
vanishing of the order parameter at the critical point is in general not met, and
Landau is not valid [3]. Additionally, the mean field character of the theory,
where fluctuations of physical parameters are replaced by average values, is in
contrast with the importance of fluctuations. Clearly, nucleation and growth
are not within the scope of Landau theory, which is nonetheless of tremendous
impact in continuous phase transition.
1.7 Modelling and approaches to phase transi-
tions
The success of Landau theory in connection with phase transitions is also due to
the transparency of the symmetry relations between transforming crystal and
final product, that can be coded in representation theory in a robust way [33].
As we have seen, the missing condition of a group to a subgroup prevents the
applicability of classical Landau. However, along the line of the symmetry prin-
ciple, many approaches have developed over the years, which, in a way or the
other, try to make use of symmetry in the context of reconstructive phase tran-
sitions. Additionally, new methods dedicated to free energy surface scanning
have recently appeared. A brief review of the main approaches and principal
ideas is given in the following.
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1.7.1 The common subgroup paradigm
The missing relationship of a group to a subgroup is amended by the intro-
duction of a common subgroup. The transition is mapped in this way into a
group of lower symmetry, common to the symmetries of the transforming phases
[34, 35]. A set of parameters becomes free on performing group-subgroup trans-
formations. Variations of these parameters is used to carry one structure into
the other. For two special sets of parameters, the limiting structures are formed,
with an implicit higher symmetry. This approach is principally represented and
practiced by Stokes&Hatch [31, 34, 35], possibly following an original idea of V.
Dmitriev [36].
1.7.2 The common lattice complex principle
E. Koch and H. Sowa [37, 38] have been using an approach to first order, recon-
structive phase transitions based on distorting lattice complexes [39]. A lattice
complex (LC) is defined as “the set of all point configurations that may be gen-
erated within one type of Wyckoff set” [40]. Each element of the set can be
represented by a packing of rigid sphere, with a characteristic number of con-
tacts per sphere. A distortion is achieved by freeing some degree of freedom and
looking for modes that can carry the transformation (somehow similarly to what
is done in the common subgroup paradigm). This corresponds in the geometric
analogon to lowering the number of contacts per sphere. A phase transition
model is suggested that corresponds to variations within the parameter field
of a lattice complex, which contains the LC of the transforming structures as
special cases.
1.7.3 The adiabatic approximation
In this approach phase transition mechanisms are investigated by periodic least-
enthalpy calculations [41, 42]. This is implemented as an exploration of the adi-
abatic potential energy hyper-surface of the transformation configuration space.
Translational symmetry is assumed to hold throughout the transition, though.
In particular, reference is made to some mechanism. The approach suggests
intermediate states that are found to be energetically favored. Activation en-
thalpy and activation volume vs pressure are analyzed and characterize the
kinetic aspects of the transformation. While typically sophisticated with re-
spect to the level of theory used, the models remain implicitly concerted, and
systems as small as unit cells are considered. Phase coexistence, and nucleation
and growth phenomena remain elusive to this approach.
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1.7.4 Extended Landau theory
This approach relies on the reformulation of some basic ideas of classical Lan-
dau theory (LT). In LT no specific structural knowledge on the modifications
undergoing a phase transition is required, as all relevant information is cast
into the form of the order parameter, in terms of symmetry of the distortion
bounded by a group-subgroup pair. While it allows for capturing general as-
pects of phase transitions, due to the universal, abstract use of symmetry, it
prevents the application of LT to reconstructive phase transition, as no rules
for symmetry operation creation/annihilation are admitted. Extended Landau
theory (eLT) [30, 43] moves from a different understanding of the symmetry as
a specific configuration of sites. A particular structure is captured as a sum
of stationary density waves, which express a particular space group. In this
language, a reconstruction consists in a migration from stationary point to sta-
tionary point, driven by a density wave front. As such, symmetries can be
removed and new can form. The machinery of LT is conserved, the form of the
order parameter is modified. While powerful, the models resulting from this
approach are intrinsically concerted [44, 45], and the disappearing and forming
of structures quasi -continuous.
1.7.5 Free energy surface approaches
For chemical reactions, protein folding, molecular conformational changes, and
first order phase transitions, the free energy surface has typically many local
minima, separated by high energy barriers. Despite the enormous success of
molecular dynamics (MD) approaches and Monte Carlo strategies, such meth-
ods have intrinsically limitations due to the limited time scale accessible to
simulations (see 1.4.2 & Appendix A). A molecular dynamics simulation, if
started in a minimum, will spontaneously evolve to another minimum only in
very lucky circumstances. Typically, the system will spend most time in thermal
agitation within the initial minimum. One possible escape from this problem is
to enhance temperature and pressure. This will of course change the topogra-
phy of the free energy, and, while the minimum can be escaped, the trajectory
can be biased, or intermediate minima overseen. A recent method developed
[47, 48, 49] to amend this situation has been introduced recently under the name
metadynamics. Therein, collective variables are used to group single degrees of
freedom. Additionally, the forces are recalculated at each metadynamics step
adding some history-dependent term to the potential, typically a Gaussian, to
prevent the system form revisiting the same spot. This corresponds to flooding
the free energy minima, until the potential is sufficiently flat for the system to
evolve to the next minimum. This idea is reproduced in Fig. 1.5.
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Janssen and Schön [50, 51] have recently proposed a systematic scan of the free
energy surfaces as a paradigm for chemical synthesis. Therein, the approach to
synthesis planning consists in constructing the free energy landscape for a chem-
ical system around its global minimum. For finite observation times other local
minima namely exists, corresponding to metastable modifications. As such,
they are surrounded by sufficiently high energy barriers. The synthetic effort is
then charged of opening a way of access to them. The approach consists thus in
predicting metastable configurations as a function of coupling parameters. In
general terms, this is intended as an inductive approach to chemical synthesis.
Figure 1.5: Free energy surface profile and a typical evolution of a metadynamics
calculation. The integer numbers indicate the progress of the simulation in units
of metadynamics steps. Starting the simulation from a local minimum, the
global minimum is found. Notice the flattening of the potential as metadynamics
progresses. From [47].
1.8 Intermediate structures in reconstructive phase
transitions
In form of local minima appearing during numerical simulations, or as hypothet-
ical arrangement designed by geometry or topology, or even from experimental
hints, intermediate configurations are regularly invoked in connection with phase
transitions. Such intermediates may represent metastable phases, that is con-
figurations which correspond to local minima. In general terms the problem
embraces the investigation of the topography of the free energy surface. While
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in principle accessible by theory, the task of systematically investigating local
and global minima is of overwhelming complexity. Therein, the question of the
potential can be very demanding [53].
In this work, we address the problem of intermediates in connection with trans-
formation mechanisms, in first order phase transitions. We are interested in the
accessibility of some distinct, intermediate configurations, different from the con-
figurations of the transforming structures. The focus is thus on the pertinence
of some intermediate configurations to the reaction coordinate of the transfor-
mation. Our general question is thus: Can a configuration be visited, with some
non-vanishing probability, given some temperature and pressure, along the path
connecting A to B ?
1.9 Summary of the problematic
First order reconstructive phase transitions (rPT) pose a number of problems,
due to their energetics, to the lack of group-subgroup relationship, and to the
non-continuous nature of the processes. Many approaches exist, some of them
very much committed to symmetry. However, the question of the mechanisms of
rPT is only tentatively addressed. In our understanding, a mechanism is more
than a mapping of positions from A to B, and a way of moving a configura-
tion into another configuration. The very idea of mechanism is affected, in our
opinion, by the mechanical aspects of the system, compressibility, elastic prop-
erties, bulk moduli. The chemistry of reconstructive phase transitions is on the
contrary still missing. Even considering simple compounds, is it clear that RbF
should have the same B1-B2 mechanism as NaCl, or PbTe ? Clearly there are
some ideas contained in the term mechanism, which do bias our understanding
of reconstructive phase transitions.
One intention of this work is to put the concept of “mechanical mechanism” in
brackets, to the advantage of chemical reactivity. Along this line, phase tran-
sition are understood as extraordinary phenomenon of the ordinary chemical
reactivity of solids. With this in mind, we proceed to the presentation of the
results.
The main ingredients of the methodology used in this work are molecular
dynamics (MD) simulations, in connection with transition path sampling (TPS)
and topological modelling. Chapter 2 is intended as an illustration of the ap-
proach, especially of the interplay of topology and MD, at the example of NaCl.
Chapter 3 addresses the problematic of domain formation in the absence of
group-subgroup relationships. In Chapter 4 different aspects of chemical reac-
tivity in connection with first order phase transitions are illustrated. Therein,
22 Introduction
a reference to topochemistry is made. Chapter 5 presents a joint experimental
and theoretical investigation of domain fragmentation in CdSe under pressure.
In Chapter 6 the focus is on intermediate structures and chemical substitution,
in GaN, ZnO and mixed compounds. Chapter 7 illustrates a different type of
structural phase transition, the paraelectric to ferroelectric phase transition in
BaTiO3. The form of domains is a central point there. Details of the methods,
especially TPS and a modified form of TPS, developed to introduce chemical
substitution on top of TPS, are given in a separate appendix, Appendix A. Some
conclusions are closing the work.
Chapter 2
The Lesson of NaCl
2.1 Historical overview
Many of the alkali halides undergo a reconstructive phase transition from NaCl
type (B1) to CsCl type (B2) under pressure. The prototypical compound, NaCl,
is commonly used as a pressure standard, and has been the object of many
investigations, over the years [34, 54, 55, 56, 57, 58, 59, 60, 61]. NaCl crystallizes
in the Fm3¯m space group under normal conditions. It turns into CsCl (Pm3¯m)
for pressure values above 30 GPa (Fig. 2.1), with a large volume contraction and
a large hysteresis [62]. Due to the basic structural motifs involved B1 and B2,
its study, and the understanding of mechanistic details of the pressure-induced
transformation, may also represent a valuable model for other compounds.
In connection with orientation relations collected during diffraction exper-
iments [63], attention has been payed to the problem of the crystallographic
mapping of positions from one structure to the other. Outstanding are the
models named after Bürger [64] and Hyde&O’Keeffe [65]. In the former, a con-
traction along the body diagonal and an expansion normal to it represent a
possible connection between NaCl and CsCl. Along this path, no changes in the
Wyckoff structural parameters are taking places, only the cell is being deformed
and the transition is accomplished by strains alone. The model is understood
as continuous, and involve a moderate amount of strain. In the Hyde&O’Keeffe
model the transition consists of inter-planar movements an shuﬄes of atoms in
adjacent (001)NaCl in an antiparallel fashion. Therein, [110] in CsCl results
parallel to [100] in NaCl, while [001] in CsCl is parallel to [011] in NaCl. This
model involves changes in the Wyckoff structural parameters as well as in lattice
modules. In this case too, the model is understood as continuous variation from
one structural motif to the other.
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a) b)
Figure 2.1: a) NaCl in the B1 structure type, Fm3¯m b) NaCl in the B2 structure
type, Pm3¯m. The structural motifs are supplemented by a PNS to emphasize
charge/position separation.
The construction of models with an explicit reference to orientation and crystal-
lographic direction changes across the transition is typically used in connection
with experimental data. During high-pressure diffraction experiments single
crystals are typically destroyed. Nonetheless a highly oriented powder can be
obtained, from which orientation relations are argued. However, different ex-
periments may report different orientations, and support the one or the other
mechanism [66].
2.2 Enumeration of transformation models
In recent approaches a method for enumerating transformation paths for recon-
structive phase transitions is developed and applied to the B1-B2 transformation
in NaCl [34]. Therein, based on group-theoretical concepts, a list of as many as
12 paths is presented, and classified in terms of strain and activation energy.
The basic idea is the identification of common subgroups between B1 and
B2 (see Introduction, “the common subgroup paradigm”). In each subgroup,
after cell and Wyckoff position transformation, two particular choices of the free
parameters represent the limiting, high symmetry structures, B1 and B2 in this
case. The transformation path is then derived varying the parameters between
these two limiting points. In this geometric approach, the reaction coordinate
is thus fixed by symmetry, the one of the subgroup. This first, geometrical
screening of transformation paths is then augmented by DFT-based total energy
calculations. After relaxation of intermediate configurations possible further
lowering of the symmetry is investigated, reflected into a reduced activation
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barrier. Based on this, a scoring of mechanisms is suggested, from lowest to
higher activation energies. This scoring qualify the Bürger mechanism (Table
2.2, #1) as the better candidate for the B1-B2 phase transition in NaCl, followed
by the Hyde&O’Keeffe model (Table 2.2, #5).
# Space Group Symmetry Energy (eV)
1 R3¯m (166) 0.077
2 C2 (1) (5) 0.91
3 C2 (2) (5) 0.90
4 Cmc21 (36) 2.08
5 Pmmn (59) 0.10
6 P2/c (1) (13) 1.17
7 P2/c (2) (13) 1.04
8 P21/m (11) 2.15
9 Pc (7) 0.92
10 C2/c (15) 0.58
11 P1¯ (2) 0.40
12 Iba2 (45) 1.33
Table 2.2: Possible geometric transformation paths from B1 to B2 in NaCl,
adapted from [34].
While effective in the enumeration, the way atoms move is still controlled
by the modelling step. The mechanism is still understood as a continuous and
concerted one: The initial configuration is abandoned on slightly changing the
initial set of parameters. Any possibility of coexistence of structural motifs is
suppressed. The approach is powerful in systematically indicating ways of trans-
forming structural pattern into each other. To discriminate between mechanisms
remains out of its reach, though. Additionally, any nucleation and growth sce-
nario is missing.
2.3 Simulation strategy
Each mechanism (see Table 2.2) codes distinct, quasi-orthogonal atomic move-
ments. Distinguishable intermediate configurations (for a choice of the param-
eters halfway along the transformation path) may appear in connection with
a particular way of deformation. However, choosing a collective way of mov-
ing atoms from B1 to B2 for instance, may represent only a shortcut through
a more general symmetry path. Clearly, as long a the “reaction coordinate”
remains undisclosed, the question of intermediate configurations visited during
phase transition must remain open. Nonetheless, each model, although poten-
tially biased by the modelling approach, do represent a way of connecting two
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stable phases, B1 and B2 in this case.
This feature can advantageously be used in connection with molecular dynamics
simulations. In the recently designed Transition Path Sampling [67] simulation
scheme (TPS, see Appendix A), a first dynamical trajectory connecting two
stable phases is needed. From the latter, TPS generates new trajectories in an
iterative way. Without driving the system by using large overpressurization,
finding a dynamical pathway between B1 and B2 is far from straightforward.
However, using geometric models as starting points, the search for a dynamic
trajectory corresponding to a transition at the critical pressure and temperature
becomes very simple. The use of geometric trajectories within MD calculations
[68, 69, 70] will be briefly illustrated in the following, before presenting the TPS
molecular dynamics simulations results for the B1-B2 reconstruction (see also
Appendix A).
2.4 Topological models
Instead of using straightforward group-subgroup mapping of Wyckoff positions,
we model transformation paths by transforming triply periodic nodal surfaces
(TPNS). Triply periodic surfaces, calculated on the basis of different approaches,
have shown to provide a deeper insight into the organization of crystalline mat-
ter, and to allow for an unequivocal classification of net types [72, 76, 77, 74,
75, 73]. The reciprocal space approach implements short Fourier summations
to define a family of surfaces, according to the formula [72]:
f(x, y, z) =
∑
‖Shkl
h,k,l
‖cos(2pi(hx+ ky + lz)− αhkl)
where h =(hkl) and x =(xyz) are vectors in reciprocal and real space re-
spectively, Shkl is a geometric structure factor and αhkl is the corresponding
phase. Different surfaces correspond to different values in f(x, y, z). The sur-
face corresponding to f(x, y, z) = 0 is called Periodic Nodal Surface, PNS [72].
Triply periodic functions are oriented and partition space into interpenetrating
labyrinths (commonly two). In the case of NaCl, the Na+ and Cl− ions can be
placed on different sides of a PNS calculated from the (eight) cubic permuta-
tions of vector h = (111) with no restrictions imposed on the phases (αhkl = 0).
The resulting surface, called F* [76] has symmetry Fm3¯m (Fig. 2.1 a). Simi-
larly, Na+ and Cl− ions in the high-pressure cubic modification can be placed
in different labyrinths of a PNS calculated from the (six) cubic permutations
of vector h = (100), again without phase restrictions (αhkl=0), generating a
surface of SG Pm3¯m (Fig. 2.1 b), called P* [76]. On choosing different iso-
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Figure 2.2: Different values of f(x, y, z): a) negative values, disconnected sur-
face. b) f(x, y, z) = 0, PNS, continuous surface. c) positive values, disconnected
surface. The surface is calculated from the permutations of (110, pi2 ) in I4132
[72].
values, the surface becomes a collection of disconnected “bubbles” centered on
the Na+ and Cl− sites, on the positive (f(x, y, z) > 0) and on the negative side
(f(x, y, z) < 0) of the surface, respectively (see Fig. 2.2 for a general example).
The cubic surfaces P* and F* are the starting points for the definition of
a geometric model connecting the NaCl to the CsCl type structure [74]. The
choice of a common cell with a constant number of atoms and the periodicity
of the model ensure commensurability of the two phases. After transformation
of the reflections of the new setting of the cell, the transition can be formulated
as a migration from one structure to the other along a coordinate s providing
weighted linear mixing of the two functions:
fAB(x, y, z) = swAfA(x, y, z) + (1− s)wBfB(x, y, z), s ∈ [0, 1]
As the PNS separates positive and negative “charges” from each other, for
particular isovalues of the starting function, fA(x, y, z), the surface is a collection
of bubbles enclosing positive and negative charges, respectively. The weighting
factors wA and wB are chosen such that the bubbles remain disconnected for
each value of s. Variation of the mixing factor, s, then results in a concerted
atomic movement, periodic at each stage, and continuous in the atomic dis-
placements. A PNS separating positive and negative charges can of course be
defined for each degree of mixing. Its genus, which is a topological measure of
the connectedness of the surface, will not be conserved all along the transition,
though, and the deformation of the surface is not continuous. Such discontinu-
ity of the genus in a surface transformation is understood as the signature of
the onset of a reconstruction. The degree of mixing of the limiting functions
may be interpreted in terms of a reaction coordinate: for each value of s∈ [0, 1],
a different configuration of the atoms is connected. The lattice parameters are
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interpolated linearly. However the linear mixing of the limiting functions does
not imply a linear movement of the atomic sites from the starting to the end
configuration. This is why we prefer this modeling approach.
A picture for the concerted displacements of atoms was worked out for both,
the Bürger and the Hyde&O’Keeffe models using periodic surfaces, with the aim
of illustrating the method. Additionally, a further mechanism resulting from a
different cell selection will be illustrated.
a) b)
c) d)
Figure 2.3: The Bürger mechanism in terms of periodic surfaces. a) P* and d)
F* surface representing the B2 and B1 structures, respectively. b) and c) are
intermediate configurations.
The cell setting can be chosen rhombohedral (hexagonal setting), applying
the transformation matrix (101,1¯11, 01¯1 ) to the cubic NaCl cell. The set (111),
8 reflections, splits into (101), 6 reflections, and (003), 2 reflections. The (101)
set alone generates the topology of the P* surface. Both surfaces collapse at
sites (0,0,0) and (1/2,0,0), and the only free parameter is the ratio c/a, which
can be used as reaction coordinate. This reproduces the Bürger model (Fig.
2.3).
Transformation of the cubic reflex sets into a common orthorhombic cell is
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a) b)
c) d)
Figure 2.4: O’Keeffe mechanism modelled with periodic surfaces. a) NaCl (B1)
type structure. The surface f(x, y, z) is a collection of disconnected bubbles
centered on Na (red) and Cl (yellow). d) CsCl (B2) type structure. b) and c)
are intermediate produced by sliding [110] layers.
the starting point for the description of the Hyde&O´Keeffe model in terms of
periodic surfaces. The origin of the F cell has to be shifted by (1/4,1/4,0), whereby
the phases of the reflections (111) and (111¯) change from 0 to pi. The origin of
the P cell is shifted by (0, 1/2, 0), which affects the phase of reflex (010, α010 = pi)
only. The surface describing the NaCl phase collapses around sites (3/4,1/4,1/4)
and (1/4,1/4,1/4) for positive or negative choice of the isovalue, respectively,
while the sites are (1/4,1/4,0) and (3/4,1/4,1/2) for the CsCl type structure.
The linear mixing results in a continuous and synchronous movement of the Na+
and Cl− sites as a function of the degree of mixing, s. As illustrated in Fig.
2.3, atoms in adjacent (100) NaCl layers displace along [110] in an antiparallel
fashion. Hereby each atom undergoes a displacement of 1/8 of the face diagonal
of the NaCl unit cell.
As an alternative mechanism [74], a common cell can be chosen with an edge
corresponding to the [110] face diagonal of the cubic cell of NaCl, the second
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one along [11¯0], the third along [001], corresponding to the matrix(110, 11¯0,
001). The reflex set (111) transforms into (201, αhkl=0). The transformed cell
contains 16 atoms.
a) b)
c) d)
Figure 2.5: Alternative B1-B2 transformation mechanism from NaCl to CsCl
modeled by PNS [74]. a) B1, d) B2.
A corresponding CsCl cell containing the same number of atoms is obtained
from the cubic reflex set (200, αhkl=0). The cell is tetragonal for NaCl, cu-
bic for CsCl. For a linear interpolation of the cell parameters, the cell metric
remains tetragonal up to the cubic CsCl end. Superimposing such functions
does not result in a usable intermediate, though. Particularly, the requirement
of a collection of bubbles moving in a concerted way as a function of s is not
met. The second function requires a phase shift of pi/2, (200,αhkl=pi/2), which
corresponds to a shift of the origin in real space. The atomic sites with re-
spect to the transformed cell are (3/4,1/4,1/2) and (5/8, 1/8, 5/8) for an ionic
species at the beginning and at the end of the transformation, (1,1/2,1/2) and
(7/8,3/8,3/8) for the other. The displacement takes place parallel to the [111¯]
and [111] directions (Fig. 2.5), respectively.
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a) b)
Figure 2.6: a) Probability of finding the NaCl-type after relaxation of a starting
configuration derived from geometrical models as a function of the collective
parameter s. b) Atomic configuration corresponding to s = 0.45.
The modeling approach along which the presented transitions models are de-
rived, defines a one-dimensional collective coordinate, s. For each path the
transition states corresponds to a single value of the coordinate s, sTS . The
latter could be determined by calculating the potential energy of the system
as a function of s, which would result in a double-well potential. However, as
the potential energy depends on the atomic positions only, half of the degrees
of freedom of the system are neglected. To amend this limitation, we refer to
the transition state as the configuration along the collective coordinate s which
equal probability of relaxing towards either NaCl or CsCl. If p(NaCl) represents
the probability of forming NaCl, the expression: p(NaCl)=0.5=p(CsCl) defines
the transition state configuration. To derive the transition state, configurations
obtained from geometrical models in the range s ∈ [0, 1] where propagated in
molecular dynamics simulations at 300 K [74]. For this, random velocities were
assigned to the atoms. A constant pressure/constant temperature integration
scheme was chosen [68, 69, 70]. A Newton algorithm [71] ensured quick lo-
calization of the transition state along s. For different sets of initial velocity
distributions, an averaged value of s can be found. For the mechanism of Fig.
2.5, the intermediate structure and the probability profiles are displayed in Fig.
2.6.
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2.5 Combining modelling and molecular dynam-
ics simulations
The derivation of models based on geometric/topological reasonings, and the
definition of the intermediate as the configuration having equal probability of
relaxing towards either NaCl or CsCl, represents the crucial first step for suc-
cessfully interfacing with transition path sampling molecular dynamics TPSMD
[74, 78]. The latter does in fact require a first trajectory connecting the two
phases, NaCl (B1) and CsCl (B2) in this case. It then generates, in an iterative
way, new dynamical trajectories. Instead of obtaining a first trajectory by for
example imposing a large external pressure, we prepare the system in an inter-
mediate configuration, in the sense described above. The system is then let free
to evolve towards one attractor, B1 or B2, in true molecular dynamics simulation
runs [78]. On reversing the sign of the time coordinate, the other attractor can
be reached. This provides a simple, yet effective way of generating a first tra-
jectory at the experimental values of temperature and pressure. Furthermore,
many initial trajectory types can be generated, from different transformation
models. The importance of having different initial trajectories will become clear
in the following (see also Appendix A, Fig. A.3).
2.6 The mechanism of the B1-B2 phase transi-
tion
Transition path sampling molecular dynamics (TPSMD) runs are initiated from
first trajectories derived from geometric/topological models [74]. As a mean
to distinguish between B1 and B2 the average nearest neighbors coordination
number is used, 6 for B1 and 8 for B2 (see Appendix A, Fig. A.1). The typical
evolution of a TPSMD run shows a quick departure from the features inherited
from the model, that is collective atomic movements and concerted mechanisms,
towards a regime where the reconstruction is initiated locally, followed by growth
of the stable phase. A representative snapshot sequence is given in Fig. 2.7.
The simulation scheme, TPSMD, corresponds to a Monte Carlo sampling in
the space of critical trajectories. Therein, the most probable mechanism is
selected on the basis of the frequency of its occurrence. The initial collective
movements are rapidly abandoned, as less probable, and a regime characterized
by nucleation and growth sets in.
The nucleus is represented by a few or even a single atom (Fig. 2.7 a, blue
spot), followed by phase growth, which is carried by antiparallel layer shuﬄing
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Figure 2.7: a) (B1) Initial displacement of one atom out of its equilibrium
position. b) Layer shifting following the initial displacement. c) Propagation of
the transformation front by antiparallel layer shuﬄing (red and yellow arrows).
d) Complete reconstruction of the lattice into B2.
in the direction orthogonal to the initial layer displacements. On the average,
the mechanism corresponds to the Hyde&O’Keeffe mechanism (Fig. 2.8), with
the difference that the global antiparallel layer movements of the model are re-
solved into the displacement of single layers, one after the other. This has an
important consequence, namely the formation of an interface between region of
B1 and B2 structural motifs (Fig. 2.9). This represents an important difference
with respect to previous models. Within the common subgroup approach the
possibility of such an intermediate is by design lifted, as the collective move-
ments do not allow for any interface. Here the interface setup follows the initial
nucleation events. The shifting of the interface marks the progress in the recon-
struction of the NaCl lattice. The average coordination number varies from 6
in B1 to 8 in the B2 structure through 7, coordination number of the interface.
The interfacial region extends over 3 layers (Fig. 2.9), perpendicularly to
the direction of growth, and is “infinite” in the other two. Considering the
structural pattern inside the interface, particularly the eptahedral coordination
polyhedron, the correspondence to α−TlI is striking [79]. The possible inter-
mediate role of α−TlI (B33) in the B1-B2 phase transitions has already been
postulated [66, 80], however always as a proper intermediate, that is a struc-
tural intermediate involving the whole structure, like B1→ B33→ B2. On the
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Figure 2.8: Global, average mechanism as found from MD simulations. The
mechanism corresponds to the Hyde&O’Keeffe model, as it implies {110} layer
shuﬄing. A portion of the simulation box corresponding to the standard unit
cell choice for B1 is shown. a) B1; d) B2; b,c) intermediate stages.
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a) b)
Figure 2.9: a) Interface between regions of B2 and B1 structural motifs. b)
α−TlI structural motif present in the interfacial region. Notice the characteristic
coordination polyhedron.
contrary, the B33 motif appears as an interface, in our case [78].
There is thus no proper intermediate of the B33 type (in fact none was de-
tected by experiments). Instead, B1 and B2 coexists because of the interface.
Different from static calculations [81, 82], the scenario disclosed by the molec-
ular dynamics simulations is the one of a stable phase nucleating and growing
from the metastable one, under formation and propagation of an interface [83].
To above mentioned advantage of generating many different first trajectories
from the modelling approach (Section 2.5) is useful in testing the stability of
the mechanism on changing the initial conditions. Starting for example the
simulation runs from a Bürger mechanism, a final Hyde&O’Keeffe mechanism
of the type displayed in Fig. 2.7 is obtained. Apart of further supporting
the mechanistic analysis, this resolves the issue raised by the evaluation of the
potential energy barrier [34] in connection with symmetry models (see above,
2.2). The Bürger mechanism is ruled out, although it appeared as the favored
one from static calculations. The second best, the Hyde&O’Keeffe mechanism,
is the winning mechanism instead. This shows the necessity of moving the
mechanistic investigation away from static calculations, which, allowedly exact,
may nonetheless still suffer from assumptions, especially in connection with ge-
ometric models. Furthermore, this underlines the requirement of a theoretical
approach to phase transitions able to account for phase nucleation and phase
growth phenomena [83].
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2.7 Crossing the line: NaBr
The pressure-induced B1-B2 phase transition is well documented for K, Rb, Cs
halides, while it is absent for Li halides [84]. Na halides occupy an intermediate
positions: NaF transforms from B1 into B2 around 27 GPa, NaCl around 29
GPa. NaBr and NaI, on the contrary, have been found to undergo a transfor-
mation to an undetermined, non-cubic structure [85, 86], which only recently
was determined to be of the α−TlI-type (B33) [87]. While this underlines the
role of the B33 structural motif on the transformation path connecting B1 and
B2, it offers at the same time an interesting challenge to the simulation strategy
presented above. In fact, a simulation run could be started from a trajectory
connecting B1-B33, with the aim of investigating its mechanism. However, this
would not be very enlightening concerning the real intermediate role of the B33
structure type.
a) b)
c) d)
Figure 2.10: B1-B33 transformation in NaBr. a) Initial B1 configuration. b)
B2 configuration of the initial trajectory regime, B1-B2. c) Intermediate con-
figuration along a trajectory connecting B1 and B2 with large regions of B33
structure. d) Final trajectory regime, with B33 replacing the former B2.
In the spirit of the modelling approach which is used to start the TPSMD
runs, a trajectory connecting B1 and B2 for NaBr was used instead (see Ap-
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pendix A, Fig. A.6), and the simulation was performed at the experimental
pressure, that is 30 GPa. The challenge for the simulation is represented by
the fact that neither the mechanism nor one of the transforming structures,
the B2 structure in this case, are supposed to represent the real system. The
development of the simulation runs is presented in Fig. 2.10.
In the course of simulation, the initial, collective atomic movement is quickly
abandoned, as it was the case for the simulations in the NaCl system. Nonethe-
less, the trajectories still connect B1 and B2. In this phase of the simulation, the
mechanism is of the Hyde&O’Keeffe type, with B33 appearing as an interface.
On further propagating the simulation, the B33 motifs are not just an interface
anymore, but have grown over many layers (Fig. 2.7 c), to the extent that no
B1 is present anymore, while B2 and B33 still coexist. In the final regime of the
simulation, B2 has been completely replaced by B33, which thus represents the
configuration NaBr transforms to under pressure.
This simulation strategy proves that the topological models, in connection
with TPSMD, can be used also in a predictive way. For difficult problems, were
a phase is only tentatively determined, such a strategy may provide important
insights for the experiments. The calculations performed on NaBr show that in
the iterative process of TPSMD both, the intermediate regime (the mechanism)
and one of the structures surrounding the phase transition can be optimized.
This means that the simulation setup can be used also as a predictive tool, for
exploring the free energy landscape in search of new polymorphs. For this, an
initial trajectory can be spanned between two known modifications, and the
trajectory propagated in TPSMD. Given the iterative way of the optimization
process, the method can be less attractive with respect to time efficiency, com-
pared for examples to metadynamics [47]. Many TPSMD runs are needed vs
one metadynamics calculation. Nonetheless, since it is the transition path that
is being optimized (while the focus of metadynamics is on the minima) more
details about the true preferences of the system can be collected, in terms of
mechanism and preferred intermediate configurations. This approach may for
example disclose the crossing over to a different mechanistic regime, and the
reasons for the disfavor of the former.
Chemically, the very existence of the α−TlI structure reflects the reactivity of
alkali halides under pressure. In fact, while the B33 structure appears in form of
a metastable interface for NaF or NaCl, already with the bromides the B2 struc-
ture no longer reflects the high-pressure phase anymore, but the B33 structure
is formed instead. It is thus the chemistry and the smooth reactivity changes
across the group that favor transformation routes in which the B33 form as an
interface rather than a stable structure. This is probably a chemically more
consistent reason to rule out other B1-B2 mechanistic models that just mechan-
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ical arguments. Accordingly, to better highlight reactivity trends [83] and the
existence of intermediate structural motifs, the reaction can be written as
NaCls(B1, B33)→ NaCls(B33, B2)
NaBrs(B1, B33) → NaBrs(B33) ?→ NaBrs(B33, B2)
2.8 Interfaces and the shape of the nucleus
A fundamental assumption of classical nucleation theory is the growth of a pre-
defined nucleus of the building phase within the transforming, metastable one.
The nucleus is often assumed to be spherical, due to the unfavorable surface
term (see Introduction, Section 1.3). The detailed atomistic pictures emerging
from the simulations provide realistic scenarios of nuclei shape, typically not
spherical. In NaCl, the initial nucleus represents a slab, while in KF it takes the
form of sticks (see Chapter 4). This is connected to the distinct local chemical
reactivity and can be related to variations in the ratios of ionic softness/hardness
(see Chapter 4). Apart of underlying the role of the shape besides the tradi-
tional reaction coordinates volume and surface area, it highlights the fact that
a clear distinction has to be made between nucleation and growth. The way
the transformation propagates within the initial structure depends on local en-
ergetic rules, which in turn reflect different reactivity pattern.
Chapter 3
The Formation of Domains
3.1 Domain formation & symmetry
In continuous transitions, in the presence of group-subgroup symmetry rela-
tionships, the formation of domains can be related to the symmetry-lowering
process along two principal lines [22, 88]:
• If the symmetry lowering step involves changes of the crystal class (trans-
lationsgleich, t), twins or multiple twins can be expected.
• If translations are lost (klassengleich, k), antiphase domains are built.
In this context, symmetry, and representation theory in particular, represent a
powerful tool for a deep understanding of domain structures, as they are fre-
quently observed in connection with phase transitions in the solid state. The
number of domain orientations (domain types) is determined by the group to
subgroup index.
If a unique way of representing symmetry changes is missing, in the general
case of non continuous phase transitions, the number and the type of domains
remain however indetermined. The fact that paths can be constructed, which
go through common subgroups, does not impose any constraint on number or
type of domains that can be expected, or predict any domain formation at all.
In case of NaCl, a single nucleation event was observed, that caused crystal
transformation. Therein, nucleation could be clearly distinguished from phase
growth. The former was associated with the displacements of a few atoms, and
set in as an initial layer displacement. Growth took place perpendicularly to it.
A single propagation front could be observed, and no domains resulted from it.
To shed further light on nucleation, growth and domain formation, we turn to
KF. Similarly to NaCl, it transforms from B1 to B2 under pressure [89, 90].
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Figure 3.1: B2-B1 transformation in KF. a) Initial columnar displacement of
fluoride ions (bright green) in the B2 structure (K grey, F green). b) Formation
of a first nucleation center. c) Growth of the first nucleation center, and forma-
tion of a second center. d-e) Further growth into the final B1 structure. f) Two
domains are formed, separated by a mirror.
Different from NaCl, it shows an intrinsically higher nucleation density, which
allows for observing many nucleation centers during TPSMD, and permits the
study of domain formation in a multicenters, multidomains situation [91].
3.2 Nucleation centers and domains in KF
The simulations were performed similarly to NaCl, starting from initial trajec-
tories derived from models and propagating them within the TPSMD scheme
[91]. The overall mechanism is found to be of the same type, namely the
Hyde&O’Keeffe mechanism. However, for a simulation volume comparable to
NaCl, many nucleation centers can be observed, which grow into domains. In
the overall mechanism transforming the B1 to the B2 structure and vice versa,
layers are shifted by half of a K-K distance. However, the layers are not moved
as an entity, but by subsequently sliding columns of anions or cations, following
rules that we shall describe now. Starting from the B2 structure the transfor-
mation of the entire simulation box to B1 is illustrated in Fig. 3.1.
The coordination number (CN) of the F− ions is mapped by a color code.
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Figure 3.2: Pattern of columnar displacements. For a global mechanism of
the Hyde&O”Keeffe type, columns are displaced according to different up/down
pattern, involving different, in the B2 structure equivalent layers, (110) and
(1¯10).
In a B2 crystal viewed along [001] (Figs. 3.1 a,b, CN=8, transparent blue) a
column of fluoride ions is displaced and promotes the formation of a small island
of B1 structure (CN=6, green). After about 100 fs another nucleation center
appears,Fig. 3.1 c. The two nuclei grow by subsequent shifting of adjacent ion
columns along [001].
In Fig. 3.2 the directions of the up/down columnar displacements of the fluoride
ions are indicated by dotted and crossed circles, respectively. The potassium
ions are not shown explicitly in this representation, however the planes of adja-
cent K+ and F− columns, which are shifted in the same direction, are indicated
as lines. Note the different orientation of the sliding planes in both phase do-
mains. The growth of the two B1 domains hence leads to a frustrated contact
region, indicated by blue circles. The interfacial ions were observed to remain at
their positions as in the B2 structure. Further growth of both domains results
in an interfacial layer (Fig. 3.1 f). After completion of the phase transition
this interface represents a (100) mirror plane separating two regions of the B1
structure.
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Figure 3.3: Different final domain structures resulting from different pattern of
nucleation and growth. Different mirror planes separate the domains, a) (010),
b) (100).
3.3 N nuclei, n domains
For the shifting of columns different directions are allowed by symmetry, however
temporarily coexisting nuclei were always found to involve parallel or antiparallel
moves, mutual orthogonal orientations were not observed (see however Chapter
4). A B1 nucleus originating from an initial [001] columnar displacement may
involve the shuﬄing of (110) and (1¯10) planes with equal probability. Different
nuclei may hence result in phase domains derived from different initial shiftings.
The compatibility of the initial move of say two nuclei, whether both are up
or down, or one up and the second down with respect to column shiftings,
determines the formation of twin boundaries upon fusion of nucleation fronts.
For many nuclei, many different domains with different extension can thus be
formed.
On fusing nucleation fronts, smooth interfaces results, with sharp geome-
tries. Therein, the atoms (K in this case) are in a 6-fold coordination, however
not in an octahedron, but in a trigonal pyramid instead. The mirror planes are
formed, instead of driving or constraining the transition. Thanks to the good
sampling of configurations (ergodicity [19]), different mirror planes are formed
in turn, i.e. (010) or (100) (Fig. 3.3).
3.4 Structure of the B2-B1 interfaces
The columnar shifting of ions in KF accounts for the different nucleus morphol-
ogy with respect to NaCl or KCl, where layers are displayed instead. In NaCl
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Figure 3.4: Interfaces between B2-B2 formed during crystal reconstruction. a)
Initial columnar shiftings (an orange polyhedron means partial shifting of the
central fluoride ion). b) Islands of B1 (yellow), and further growth, c-d). e)
Larger regions of B1 structure separated by interfaces. The amount of B2 is
very reduced.
the interface between B1 and B2 during phase growth shows motifs of the B33
structure (α-TlI). In KF we find a quick phase growth in the direction of the
initial, columnar ion displacement, similarly to what was observed in NaCl. In
KF, however, the transition from the nucleation event into a situation of domain
growth is less abrupt, with no unique sharp interfaces (like for NaCl). Many
interfaces are formed, instead. Therein, motif of B16/B33 structures can be
identified (Fig. 3.4).
To invoke the existence of B33 motifs is a useful step for better approaching
the description of the difficult intermediate situation of coexistence of structural
motifs (B1 and B2) during B2 crystal reconstruction. There is however no evi-
dence for any role of group-subgroup relationships, like they may be constructed
along the structural sequence B2-B33-B1.
The symmetries of the boundary structures, B1 and B2, both allow for an ex-
change of the labeling of the atoms, without change of the structures. In this
respect, the transition state is very different from the initial and final config-
urations. Only one chemical species is selected to move first, namely fluoride.
B2 nucleates on sliding columns of fluoride ions in B1, followed by potassium.
The energetic of the process is very clear in this sense: Exchanging potassium
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cations by fluoride ions implies an energy cost of 0.04 eV per ion [91]. The
black&white symmetry of the B1 and B2 phases is completely lifted in the in-
termediate region, due to nucleation and growth.
The different behavior of K+ and F− ions may be explained by the chemical
concept of hardness and softness [91]. Fluoride ions exhibit a very small elec-
tronic polarizability, they are chemically hard. As a consequence, the expected
way of accommodate F− ions in response to local lattice fluctuations is to move.
On the other hand K+ can do for a much larger electronic polarizability, it is
softer. Apart from moving, the potassium ions have hence an additional mean
of responding to local stress. This “softness” is expected to account for the ob-
served difference in K+ and F− motion during the phase nucleation processes.
3.5 Proof of concept: Group reactivity trends
To better capture the role of ionic hardness and softness on local reconstruc-
tion pattern, the evolution of the final morphology of potassium halides was
investigated on varying the halide moiety, from fluoride to chloride to bromide
[92]. With respect to the ionic hardness/softness ratio, potassium represents the
softer species in KF, whereby in KBr the roles are inverted, potassium being
relatively hard with respect to bromide. KCl occupies an intermediate position.
As a consequence, domains are formed for the combinations with the largest
difference in ionic hardness/softness, KF and KBr. KCl does not show any pro-
nounced tendency to form domains within a given volume, like it was the case
for NaCl. KF and KBr break down into domains instead. While their mor-
phology appears similar at first sight, as in both cases domains are separated
by mirror planes, there is an important difference that shows up upon closer
inspection. The chemical species that is occupying the interface—the energeti-
cally most problematic place in the structure—is always the softer one. In KF,
potassium is sitting at the interface, on the geometric place of the mirror plane
separating the domains (Fig. 3.5). In KBr the analogous site is occupied by
the softer bromide ions. Clearly, apart of geometry and mechanics, there is a
tremendous role of chemical reactivity. Nucleation is initiated by fluoride ions
movements in KF, by potassium shiftings in KBr. In situation of coexisting
structural motifs, the interfaces take on the task of propagating growth, and
are the reactive places in the transforming material. Especially at these places,
there is a marked difference in the way cations and anions are rearranged. The
latter results in a different final interface morphology.
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Figure 3.5: Different final morphologies as a consequence of a different ionic
hardness/softness ratio. In KF domains are separated by mirror planes ad
potassium atoms occupy the sites at the interface (in RbCl, Rb sits at the
interface). In KBr, bromide ions, the softer species, are placed at the interface,
instead.
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Chapter 4
Phase Transitions & Solid
State Reactions
4.1 Chemical reactions in solids
As a consequence of chemical reactions, which are taking place in solids, ori-
entation relationships between starting material and final products are often
detected. This may result as a consequence of the way the reaction is propa-
gating within the starting material, setting in locally and slowly reaching out
to the neighborhood of the initial event, at many places in the material. An
example of this fact can be found in the classical work of Bernal [93]. Therein
the thermic dehydration of γ−FeO(OH) (mineral lepidocrocite) into γ−Fe2O3
(mineral maghæmit) is investigated. The decomposition takes place above 250
◦
,
and results in an oriented texture of a spinel phase and hæmatite. In the under-
standing of the authors, the material does not recrystallize de novo, but rather
by reorganizing, or only slightly changing structures already existing in the ini-
tial form. The progression of the transformation, driven by local reactions, can
be visualized by considering the evolution of the powder diffraction diagram.
The reflection manifolds of lepidocrocite and maghæmite appears next to each
other, the latter being diffuse, elongated, hinting at many tiny nuclei growing
next to each other in a highly oriented way (Fig. 4.1).
The detection of oriented textures is not in contradiction with the recon-
structive, non-continuous character of the transformation. While crystals may
break (and typically do break) across a reconstructive phase transition, the
highly oriented powder material allows for the compilation of orientation rela-
tions. In Chapter 2 it was recalled how such experiments represented the basis
for the construction of crystallogeometric models for the B1-B2 phase transition
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Figure 4.1: Rotation photograph about the [100] axis of lepidocrocite. The
latter corresponds to [100] in maghaemite. Diffuse, elongated reflections appear
as a consequence of topochemical reactions taking place above 250
◦
(adapted
from [93]).
in alkali halides, in past years. In continuous transformations, the orientation
relations would naturally derive from the symmetry relationship between the
transforming phase and the product, the one of a group to a subgroup. The
symmetry of the group would so to speak survive in the subgroup, in the number
and reciprocal orientation of domains [22]. In reconstructive phase transitions
exactly this relation is missing. Representation theory can not be predictive on
the formation of “orientational domains” in reconstructive phase transitions .
A way of thinking about the role of symmetry in the transforming phase is in
terms of a matrix, able to direct, or at least to initially influence the orientation
of the nuclei [94]. The latter are typically very many, and their appearance can
be highly asynchronous and very distributed, nonetheless the spectrum of their
orientations would be covered by a few directions, crystallographically equiva-
lent in the symmetry group of the initial structure. Clearly, there is no need to
invoke or obey any group-subgroup constraints, not even the one of a common
subgroup. The constellation of crystallites resulting from the growth of many
tiny nuclei during the transformation of an initial crystal is called topotactic
texture (“topotaktisches Gefüge”, after W. Kleber [95])1.
It seems thus very appropriate to think of nucleation and growth in terms
of topotactic reactions [96] taking place in the solid state. In the definition of
1I’m very much indebted to H. Bärnighausen for making me aware of some historical,
partially forgotten work, and for pointing out the idea of topotactic texture (topotaktisches
Gefüge) and topotactic reactions in the context of phase transitions with nucleation and
growth.
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Bernal [97] a topotactic transformation implies accord in three dimensions be-
tween the initial and final lattices, as well as similarities in positional parameters,
an idea already pointed out by in Lotgering [98]. In the systematic of Mackay
[96], topotactic transformations lie between epitactic (orientation relationships
in two dimensions) and reconstructive, which imply complete breakdown of the
initial phase (by melting or solution).
Being aware about existence of a more or less extended topotaxy [99] be-
tween transforming a final structures has many advantages. First, it allows to
abandon the too stringent idea of a process directed by symmetry, and with it
the idea of an instantaneous, collective change of structure. The transforming
structure is coexisting with the forming structural motif, and does not disappear
instantaneously. In this sense the manifold of orientation relations collected or
collectable in experiments are a valuable source of information. Additionally,
the idea of a topotaxy highlights the nucleation event as local chemical reaction.
The usability of the notion of topotaxy in the context of solid state reactions,
and in the subclass of reconstructive phase transitions in particular deserves at-
tention. The shape of the nuclei, the nucleation pattern, the way of transforming
in general can be provided by molecular dynamics simulations. The following
two sections are intended as a demonstration of this, and of the usability and
well-chosenness of the idea of topotactic reaction. Simulations performed on
the B1-B2 transformation in RbCl will help illustrating the connection between
distribution of nuclei, oriented growth and consequences on the final material
morphology, particularly in terms of domain formation and orientations. The
example of CaF2 shows a liquid sublattice during transformation, in interfacial
regions. In AgI, layer stacking disorder in the intermediate region of the B4-B1
transformation process is responsible for markedly enhanced particle mobility.
4.2 Domain formation in RbCl
In the simulations performed on the B1-B2 phase transition in NaCl, the initial
nucleus was represented by a few or even a single atom, and the subsequent
growth could be described as a shuﬄing of {110} layers, in an antiparallel way.
The periodicity of crystals in the numerics of molecular dynamics simulations
is taken into account through periodic boundary conditions, PBC [19]. A sim-
ulation box is defined, which contains a fixed number of particles. If an atom
is found to leave the simulation cell, as a result of integrating the equations of
motion, it is brought back into the box by adding or subtracting a translational
component of the euclidean basis, as appropriate. While the system is infinite,
there may be artifacts in connection with the unphysical topology of the sim-
ulation box, which is nonetheless of tremendous practical impact, and in some
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cases even of praised quality, like in a recent simulation on the melting of a
perfect crystal [100]. In a box that is too small, a nucleus may interact with its
own image in a neighboring box, which an increased “pressure” effect exerted
by the periodic image on the nucleation dynamics. In order to allow for the
observation of many, truly independent nucleation centers, the size of the simu-
lation system has to be carefully chosen. In NaCl, 288 pairs cation/anion pairs
allowed for the observation of one nucleation event. In KF, an enlarged box size
allowed for two nucleation centers and twin domain formation. In RbCl, thanks
to a large simulation box (2800 pairs) and to an intrinsic higher nucleation den-
sity, many nucleation centers can be observed, which grow besides each other in
different directions. Distinguishable nucleation centers appear asynchronously
on the time scale of the simulation. The overall, average mechanism is still
the Hyde&O’Keeffe mechanism, similarly to what was observed in NaCl. Adja-
cent {110} layers are displaced in an antiparallel way, for the reconstruction to
complete. However, looking at Fig. 4.2, the form taken by the transformation
in RbCl is very remote from the collective, concerted way of understanding a
classical “mechanism”. The Hyde&O’Keeffe mechanism picks one layer set out
of the {110} manifold, for example (110) layers. However, in case of distant,
non correlated nuclei, slidings of different layers can be activated, (101) besides
(110) for example. Different regions of the material may thus express a different
“version” of the Hyde&O’Keeffe materials, with respect to the layers that are
being slided. This aspect is clearly visible in the simulations. In Fig. 4.2 a RbCl
crystal transforms from B2 into B1. The pink polyhedra mark the progress of
the growth of the B1 structure. From the very beginning, different orientations
are shown by the nuclei (Figs 4.2 a-c). The islands of B1 structure are well
apart from each other. Their uncorrelated growth is apparent by inspecting the
regions of B2 structure between the islands, which remain undistorted in this
phase. Additional nuclei may appear. In Fig. 4.2 c, next to regions of (110)
layer sliding, twin domains are built. Like it was explained for KF (Chapter 3), a
mirror plane is forming between regions of (110) and (1¯10) layer displacements.
Different from the initial phase, the nuclei in this region are highly correlated,
and the regions of B2 structure between them rapidly consumed.
Furthermore, the interface formed between them is smooth, and coincide
with the geometric place of a mirror plane. This does not need to be the case
for distant nuclei. In Fig 4.2 c-e growth fronts are coming into contact and
fusing (Fig. 4.2 e,f), under formation of different interface morphologies. Twin
domains are separated by smooth interfaces (turquoise circles in Fig 4.2 e,f),
and are associated with correlated nucleation events. Rough interfaces (Fig.
4.2 f, green circle) results on the contrary from the fusion of propagation fronts
associated with different sliding layers, (110) & (101) for example, which are not
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Figure 4.2: B2-B1 reconstruction in RbCl. Regions of B1 structure are marked
with (pink) coordination polyhedra around Rb. a,b) Initial nucleation events
are spatially apart and uncorrelated. b,c) Growth of larger regions of B1. Local
formation of twin domains, c). c-f) Further growth and fusion of B1 regions, un-
der formation of smooth interfaces (blue circles), rough interfaces (green circle)
and no interfaces (red circles).
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Figure 4.3: Detail of a rough interface. a) Skew arrangement of lattices in the
rough interfacial region. b) Polyhedral representation, rotated with respect to
a). Notice the distorted polyhedra and the voids.
related by a mirror symmetry operation. The interface structure may locally
further relax upon contact, leading to a complicated final geometry. A closeup
of a portion of the interface in this region is displayed in Fig. 4.3.
A third way of fusion of growth fronts implies the formation of no interface
(Fig. 4.2 e (red circle), f), when the fronts are associated with layer shuﬄing
with identical plane index, (110) & (110) for example. The fronts consume the
B2 region between them and fuse voidlessly.
4.3 Liquid interfaces in CaF2
The many examples provided so far have demonstrated the central role of inter-
faces during crystal reconstruction. The fronts of propagation have been shown
to bear peculiar structural pattern, distinct from the transforming crystal and
from the ordered pattern the latter is reconstructing into. Often, familiar atomic
arrangements can be recognized therein, which can be related to known struc-
ture types, like α−TlI. Depending on the extension and dimensionality of the
interface regions, the comparison with a known structural motif can be more or
less legitimate.
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Transformation processes between liquid and solid phases are phenomena of
central importance in nature. The most fundamental transition of this kind
is represented by crystallization from the melt. While this is one of the main
synthetic pathways in solid state synthesis with a liquid-solid interface, a more
peculiar phenomenon is reflected by superionic conductors, a fascinating blend
of solid and liquid states that arises when only parts of a compound become
liquid. In CaF2, the fluoride sublattice is well known to melt on raising temper-
ature. The liquid-solid interface is within the crystal, during this pre-melting
step, between the still solid sublattice (Ca2+) and the liquid one (F−). The re-
markable technological potential of ion conducting materials based on distinct
transport effects has been reviewed [101]. Distinctly enhanced ionic conduction
can be achieved at interface region of CaF2-BaF2-CaF2 sandwich structures
[101]. The key of understanding this anomaly is again in the different struc-
tural places represented by the interfaces. Therein, bulk properties are lifted,
and “strange” phenomena, like enhanced mass mobility, or incomplete charge
balance, can be accommodated [102].
The use of pressure to cause lattice reconstruction in superionic compounds is
thus expected to reserve surprises, particularly in connection with interfaces. In
the following, the coexistence of fusion and condensation steps during pressure-
induced lattice reconstruction in CaF2 is summarized [103].
The polymorphism of CaF2 encompasses two fundamental structural types, the
low pressure face-centered cubic fluorite structure of space group Fm3¯m, for
which CaF2 is the prototype compound, and the high pressure PbCl2 type
for the orthorhombic polymorph cotunnite (Fig. 4.4) of space group Pnma
[104, 105]. For salt-like compounds of composition AB2, these structures offer
an attractive combination of a closepacked array of A atoms and interstitial sites
of different coordination number available for atom B. In the fluorite structure
the Ca ions are in a cubic close-packed ccp arrangement, the fluoride ions oc-
cupy all the tetrahedral interstitial sites. In the cotunnite structure, the array
of A atoms is hexagonal close-packed hcp [106], half of the fluoride ions exhibit
tetrahedral coordination, the other half is placed offcenter in the ideally octa-
hedral voids of hcp, with fivefold coordination. Ca is eightfold coordinated in
the fluorite structure, while the coordination number increases to nine in the
denser cotunnite structure. The fluorite and cotunnite structures are also real-
ized by the fluorides of the heavier alkaline-earth metals Sr, Ba. The series of
high-pressure structures for AB2 composition is enriched by a plethora of other
phases like EuI2, α-PbO2, on varying the halogen moiety, like in CaCl2, or in
oxide compounds like ZrO2. Despite the chemical diversity of these compounds,
the analogies in their high-pressure behavior, particularly the reappearance of
the same atomic pattern among high-pressure polymorphs, may hint at com-
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Figure 4.4: a) CaF2in the fluorite type structure and c) in the cotunnite type
structure. b) Geometric intermediate along the symmetry branch Fm3¯m ⇒
Immm⇒ Pnma (see below, Fig. 4.5).
mon features. The fluorite-cotunnite phase transition occurs in the range 9.5–20
GPa [107] with the cotunnite phase re-transforming to the fluorite phase on re-
leasing pressure. The high-pressure polymorph can be quenched from higher
temperature, 300 °C, nonetheless the crystallinity of the obtained material is
poor.
To start the calculations in the TPSMD scheme, a first trajectory is needed.
To derive it, we take advantage of the possibility of relating the space groups
of the fluorite type structure and of the cotunnite type structure by different
group-subgroup symmetry paths [108]. We chose the right branch (Fig. 4.5),
and model a pathway through Immm. The derived mechanism contains the
symmetric intermediate configuration of Fig. 4.4 b. This intermediate features
trigonal prisms of Ca2+ ions that are formed by the fusion of adjacent tetrahedral
on increasing the puckering of the layers of the cubic structure.
The way of reconstructing the Ca close-packed hexagonal pattern coded in
the starting route (Fig. 4.4) disappears during the early iteration steps, and
a different mechanism sets in. The latter involves shearing of Ca (100) layers.
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Figure 4.5: Symmetry paths connecting the space groups of fluorite type (top)
and cotunnite type (bottom). Different intermediate space groups and config-
urations are possible, divided into two main branches, a tetragonal (right) and
an orthorhombic one (left).
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The signature of the onset of the cubic-to-orthorhombic phase transition is an
enhanced mobility of the fluoride ions. While the arrangement of the Ca2+ ions
remains as in the fluorite structure, the F− ions can switch between different
tetrahedral voids, with excursions as long as 650 pm. In the fluorite structure all
tetrahedral voids are occupied. Anion mobility is achieved through the creation
of Frenkel defects, by episodic occupation of octahedral voids (Fig. 4.6 a, b).
In this less dense part of the structure the reconstruction of the Ca sublattice
is initiated (Fig. 4.6 c). Displacements of portions of (100) Ca layers along
[011] with respect to the fluorite structure remove the central octahedral void.
This is accompanied by the formation of an octahedral void with a different
orientation. A displacement within an adjacent (100) Ca layer rearranges an-
other octahedron (Fig. 4.6 d). The fluoride ions inside these octahedra move
off-center in pyramidal coordination.
The mechanistic analysis indicates a difference between fluoride ions and cal-
cium cations with respect to ion mobility. Considering a more extended portion
of the structure, this point can be more precisely illustrated (Fig. 4.7). For this,
the paths left behind by fluoride ions have been traced by “illuminated lines”
over a period of 1.2 ps [109]. This emphasizes their different mobility in different
regions and at different stages of the transforming box. F− ions that are still
in the fluorite configuration display short traces, while in the interfacial region
they exhibit a markedly enhanced mobility reflected into a longer trace. Further-
more, chains are formed that propagate diagonally in the box. The “jumps” are
frequent in the regions where octahedra are reconstructing (red polyhedra) and
reach out to neighboring regions, where the reconstruction is about to starting.
While the overall F− ions displacement follows crystallographic directions, the
local jumps are uncorrelated, such that this region is liquid-like. The setup of
an interfacial region hence corresponds to locally melting the fluoride sublattice.
Upon propagation of the phase front (green polyhedra), the liquid-like interface
is shifted such that an enhanced mobility characterizes this region only. This
picture is intrinsically different from a conventional solid-solid transformation.
In the latter, the displacement paths of rearranging atoms are well defined in
both direction and length. Here, fluoride ions abandon their initial configura-
tion to occupy a final one, percolating through an interface. For quantitative
calculations on ionic conduction, the existence of continuous paths between re-
gion of bulk or bulk-like properties and interfaces is a cricital knowledge [113].
The simulation are very precise in giving a face to the interface, and especially
in showing how defects are accommodated within or just at the boundaries of
the interfacial region, for the ions to rearrange.
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Figure 4.6: Frenkel defects and lattice reconstruction. a,b) Occupation of octa-
hedral voids in the fluorite structure type. c) Beginning of lattice reconstruction
around Frenkel defects (red), and formation of distinct octahedral voids. d) Fi-
nal arrangement in the cotunnite type structure, with reoriented octahedral
voids.
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Figure 4.7: a) In the reconstructing, interfacial region octahedral voids are rear-
ranged and occupied by fluoride ions (transparent red polyhedra). Only in this
region enhanced anion mobility is observed. b) Shift of the phase propagation
front. Anion mobility is enhanced only in the interface region (green polyhedra)
between cubic (left) and orthorhombic atomic pattern. The displacements of
fluoride ions are traced in a time window of 1.2 ps.
4.4 Thick interfaces in AgI
AgI is a remarkable material in many respects. While it is commonly classified as
a salt, with an implicit assumption on a rather ionic bond character, the strong
polarizability of the iodide ion and the softness of silver cations makes the bond-
ing picture more complicated. In the classical work of Parrinello&Vashista [110],
the successful design of a pair-potential depends on properly taking into account
polarization effects. In a Car-Parrinello simulation on the high-temperature
phase transition of AgI to the superionic α-phase [111], Ag-I directional interac-
tions are explicitly mentioned. As a matter of fact, the still not fully elucidated
phase diagram is throughout affected by a higher mobility of the silver sublattice,
including the ground state, β-AgI phase, which crystallizes in the wurtzite struc-
ture. Polymorphs include sphalerite type (γ-phase, low pressure/temperature
regime), rocksalt type (above 2.9 GPa), bcc (Tc=420 K), and a couple of not yet
conclusively identified structures. Additionally, a dark zone of other polytypes
[112] is indicated, along the boundary line between β, γ and rocksalt type (Fig.
4.8).
Ionic conduction in β-AgI can further be enhanced by heterogeneous dop-
ing, under inclusion of for example particles of alumina or AgBr [112]. Diffuse
scattering, indeed observed for AgI, can also be an indication of ion mobility
paths [114].
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Figure 4.8: Phase diagram of AgI, adapted from [112].
Figure 4.9: Geometric models connecting a) B4 to c) B1 over an ordered in-
termediate, b). The space-tiling periodic nodal surfaces (grey/blue transparent
surfaces) highlight the black&white symmetry of the charge distribution. Note
that a similat model was also used for ZnO (see Chapter 6).
In this section we investigate the role of interface formation in AgI, using pres-
sure to drive a phase transition from the ground state structure (B4), wurtzite
type, to the rocksalt type (B1), high-pressure structure. Since we are simulat-
ing at the experimental transition pressure, 2.9 GPa, besides wurtzite (B4), also
sphalerite type (B3) has to be considered as a product candidate of the back-
transformation from B1. Similarly to what was done for NaBr, thanks to the
iterative, Monte Carlo based TPSMD simulations scheme, we can expect the
configurations surrounding the structural phase transition to also evolve during
the simulation runs. This may even allow shedding light on the dark zone of
Fig. 4.8. As a first trajectory we choose a path from the B4 to the B1 struc-
ture, the latter again derived from transforming periodic nodal surfaces PNS
(see Chapter 2), like it is shown in Fig. 4.9.
In the course of TPSMD simulations, the B4 configuration changes. Neither
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Figure 4.10: a) B4 structure. The shifts of the I− ions into their final positions
in the B1 structure d) are indicated as illuminated lines. b) Same snapshot,
view from the top. c) Cascade-like moves of Ag+ions from B4 towards B1.
the “pure” B4 nor the “pure” B3 structure represent the final configuration ob-
tained from transforming from B1 at 2.9 GPa. The ABAB stacking sequence
of the hexagonal structure (layer labeling with respect to I) is modified instead,
and insets of B3 appear. At the same time, silver cations show an enhanced
mobility. Like it was the case for CaF2, there are two modes of transforming,
one per sublattice, with different mass mobility characteristics.
In Fig. 4.10, the paths left behind by I− and Ag+ ions on transforming
from B4 to B1 are traced by illuminated lines [109]. While the traces of I−
are straight, short-reaching, and ordered, Ag+ cations behaves differently, with
longer, curved traces, in a liquid-like pattern extending across many layers.
To better capture the role of stacking sequences in the enhanced mobility, the
longest traces of Ag+displacements can be considered, and visualized within
the starting configuration. In Fig. 4.11, longest traces, with large vertical
displacement components are shown. They are local, in the sense that only
part of the structure is concerned. At the same time, they are less-than-local,
as many layers are necessary for the effect to manifest itself. In fact, thinner
portions of B4/B3 structure (a few layers between already fully transformed B1
regions) are not enough to cause such a pronounced mobility (Fig. 4.12).
In recent works of J. Maier [101, 112], a seven layer polytype (7H) with the
stacking sequence ABCBCAC is identified in the composite system AgI:Al2O3
4.4 Thick interfaces in AgI 61
Figure 4.11: Longest traces of Ag+displacements. The cascade develops verti-
cally, over many layers. The presence of B4 and B3 motifs is clarified on the
right.
[112]. The 7H polytype is responsible for an extreme conductivity enhancement,
and does not appear in other composites, like AgI:AgCl. The odd-number
periodicity of this polymorph [115] makes it a curious structural issue, only
rarely encountered in polycrystalline specimens.
Our simulations indicate the key role of a many-layer interface to enhance ion
mobility. This effect is distinctive of heterogeneous, two component systems like
AgI:Al2O3 composite. In such a system it is in the contact zones with alumina
particles that AgI superstructure pattern appear. The enhanced conductivity,
orders of magnitude larger than in AgBr- or AgCl-alumina composites, is ex-
plained as a result of two effects : The ionic conductor/ionic insulator interface,
and the interplay between zones of different bulk ionic conduction. The appear-
ance of preferential diffusion paths through disordered closed-packed planes in
AgI is a manifestation of mesoscopic multiphase effects, generated by stacking
variations of the Debye-length or sub-Debye-length scale [112].
In the case of AgI under pressure, there is no explicit inclusion of particle
of an insulating phase. However, intermediate configurations along the forward
B4-B1 path and in the path backward to a (layer disordered) B4, show many
structural motifs coexisting next to each other, in form of regions of B1, B3 and
B4 structure. Particularly, a distinct behavior can be discovered in connection
with different structural pattern. In B1, Ag+ ion mobility is low, as well as
in thin B4/B1 interfaces. In thick interfaces on the contrary the mobility in
distinctly enhanced (Fig. 4.12).
62 Solid State Reactions
Figure 4.12: Region of different Ag+ion mobility. Green: Thin interfaces, less
mobile. Red: Thick interfaces, enhanced mobility.
In AgI:alumina composites [112, 113] regions of different structure and ionic
conduction properties are interfacing with disordered region of high ionic mobil-
ity. The internal absorption of silver at alumina surfaces by chemical reactions
creates disorder in the silver array [112]. This effect, invoked to explain the for-
mation of superstructure pattern, is explained in terms of heterogeneous doping
[113].
In the intermediate configurations, B1 is in contact with B4/B3 regions.
The former (B1) has a different ion mobility (Fig. 4.12), affecting frequency
and distribution of Frenkel defects at or close to the interfaces, which in turn
accompanies layer-disorder in the B4 region, as suggested for the alumina com-
posites [112]. Along this analogy, we call the effect observed in our simulations
heterogeneous self -doping. With this we mean that a region of the material
(B1) is affecting the mass diffusion response of another one, B4/B3 in this case.
Quenching an intermediate configuration from high-pressure experiments may
thus represent a different, interesting wayto enhance mass mobility in AgI.
4.5 Lost symmetry, found symmetry
There is an important lesson to be drawn from the simulation on CaF2 and AgI.
In was shown that there is a way to compare initial and final configurations,
in terms of a common subgroup for AgI, or as a set of group-subgroup steps.
However, the actual scenario of atomic displacements, as it results from MD
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simulations, may be completely different from the constructed symmetry path.
While Ca2+ and I− seem to follow a more or less ordered path of reconstruction,
F−and Ag+behave in a fundamentally different way. They need some degree
of disorder to displace, a thin interface in the case of CaF2 a more extended
disordered region (a B4 thick interface) for AgI. Other approaches [116, 117],
based on the adiabatic approximation (see Introduction, 1.7.3) or on lattice
complex deformations (1.7.2), are not able to capture the state of a liquid of
one sublattice. Nor they can achieve any estimate of critical lengths, which
are clearly appearing from TPSMD. And this despite the high level of accuracy
of the code used, particularly in Ref. [116]. This is a further indication of
the intrinsic complexity of the problem, which can be properly accounted for
in terms of a manifold of transition paths, more or less probable, but all real.
Of course, symmetry is lost, to be found again. But there are many ways for
this. Mechanism unicity is not an issue, in dealing with reconstructive phase
transition mechanisms.
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Chapter 5
Domain Fragmentation in
CdSe Under Pressure
5.1 B4-B1 phase transition in CdSe
In recent days, investigations on the kinetics of first-order structural transitions
have turned to nanocrystals as prototypes for single-domain phase transforma-
tion [118, 119, 120, 121]. Many insights have been collected regarding critical
lengths [119] and possible transformation mechanisms. On monitoring shape
changes, activation volume can be directly investigated and mechanisms can be
argued [120, 121]. However, a precise atomistic understanding of mechanisms
and domain formation, and a reliable extrapolation from nano to bulk materials
are still an open issue.
In this chapter we elucidate the evolution of domain morphologies and shape
in bulk CdSe under the effect of pressure, both from theory and by performing
experiments. We are interested in learning about mechanisms and length scale of
solid-solid transformations, on their scaling properties in comparison to single-
domain kinetic in nanocrystals, and on the transferability of mechanistic models
from nano to bulk. The mechanistic issues of CdSe transformation have been
an open problem for many decades. In nanocrystal experiments, particularly on
CdSe and ZnO, structural transformations are traced back to a single nucleation
event and to simplest kinetic [118].
CdSe is a wide-gap semiconductor that has found extensive use in optical
application for its rich set of effects in the nanoregime. Under normal condi-
tions it crystallizes in the wurtzite structure type (B4). Applying moderate
pressure (2.5-3.5 GPa) it transforms into rock-salt structure type (B1) [122].
As a third polymorph B3 (zinc blende structure type) does exist, albeit meta-
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stable. Evidence of possible coexistence of structural motifs of B3 and B4 have
been collected from experiments on nanocrystals [120, 121], bulk CdSe [123],
and from mechanically manipulating samples of B4 structure [124]. Irregulari-
ties in resistivity measurements may reflect mixed composition [125]. However,
no insight into the atomistic origin of such coexistence has been proposed. A
combination of B4 and B3 regions in a single material represents a mean of
achieving the most simple domain boundaries, without locally discontinuating
the lattice or introducing vacancies. Nonetheless, while first principles calcula-
tions conclude at the energetic closeness of the B4 and B3, B4 represents the
ground state structure [126]. Here we recast the issue in a more general contest
and ask: What qualifies a certain configuration as (meta)stable under variation
of a thermodynamic parameter, e.g. pressure? Along this line the formation of
a final morphology under given condition shall be investigated, as a result of
transforming from an high pressure polymorph, B1 in this case.
5.2 Experimental and simulation approach
5.2.1 Molecular dynamics simulations
To elucidate the formation of domains under pressure and to back-trace domain
fragmentation to nucleation events, we have performed TPSMD simulations [21,
127] on the B4-B1 reconstructive phase transition. While any initial trajectory
connecting B4 to B1 can in principle be considered (see in particular Chapter
2 and Appendix A), we have used a geometric model connecting B3 and B1,
bypassing B4 on purpose. This strategy corresponds to starting the simulation
in a regime delimited by metastable modifications, B1 and B3, and converging
the simulation runs towards a stable regime, with the advantages of:
• An enhanced performance in the calculation, as the initial regime is ex-
pected to be very unfavorable (see Appendix A, A.5).
• A clear tracing of the role of B3 and B4 structures during phase formation,
obtained through subsequent trajectory refinement (see Chapter 4).
5.2.2 Synthesis and high pressure experiments
Crystals of CdSe were synthesized from chemical vapor transport. Chemical
transport was selected as a mean to achieve lowest defect accumulation. EDXS
and X-ray powder diffraction (XRPD) ensured purity and quality of the probe.
Several high-pressure experiments [128, 129] were performed in the range 0.0001
- 7.9 GPa. Transformation to B1 was monitored by in situ XRPD in standard
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Figure 5.1: a) HR-TEM before probe pressurization. Large domains (about 20
nm) separated by lamellar insets are visible. The wurztize pattern is enlarged
in the framed inset. b) X-ray powder diffraction collected in situ during 3
pressurization cycles. In regions of phase coexistence between p=1.5 and p=3.1
GPa signal coarsening is indicative of domain fragmentation. c) X-ray powder
diffraction from in situ synchrotron measurements during a single pressurization
run up to 4.77 GPa followed by pressure release. Notice the loss of signal
structuring. Reflection lines marked with stars are due to the metal gasket of
the diamond cell.
and high-resolution experiments, the latter using synchrotron radiation. After-
wards, the material was gathered and prepared for HR-TEM investigation. The
samples were ground in an agate mortar, dispersed in n-butanol and spread over
a holey carbon film. HR-TEM defocus-series of CdSe samples were recorded for
zone axes [0001].
5.3 B4-B1-B4 transformation
In Fig. 5.1 a HR-TEM image of the starting material is displayed. Therein
extensive domains of wurtzite structure type are visible with tiny lamellar insets.
Complete transformation of the starting material into B1 is achieved above 3.5
GPa, with a hysteresis offset of about 1 GPa with respect to equilibrium pressure
[123, 127].
Upon release of pressure, the appearance of the diffraction pattern is remark-
ably different from the starting one. A broadening of the peaks is evident, as well
as a strong perturbation of the relative line intensities, especially in the manifold
around 0.3 reciprocal lengths (Fig. 5.1 b,c). This pattern is characteristic of the
final product, and a slower decompression or a different pressurization profile
does not appreciably alter it, which suggests a lower limit for domain fragmen-
tation. The initial four-connected B4 material is thus very different from the
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Figure 5.2: a) Initial B1 configuration. b-d) Nucleation of B4 (purple) and
B3 (yellow) motifs, respectively. e) Final lamellar arrangement. f) Polyhedral
representation highlighting the lamellar B3 inset (dark red) within B4 (bright
red).
final product. This hints at a structurally diverse scenario of (sub)nanodomains
that originate in the high-pressure regime.
5.4 B3 and B4 nucleation at high pressure
To shed light on the region of difficult experimental access, the region of phase
coexistence, an analysis on the mechanistic details from simulations was per-
formed. Fig. 5.2 shows five snapshots of a representative trajectory.
In the B1 structure matrix (Fig. 5.2 a) initial nuclei of B4 structural pattern
start forming (Fig. 5.2 b, purple circles), followed by regions of B3 structural
motifs (Fig. 5.2 c, yellow circle), which grow between already defined B4 regions,
in a more confined region of space. Notice the dominance of B4 regions at
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Figure 5.3: Upper panel, diffusive-like mechanism characterizing the growth of
B4 regions (B4 Mechanism). Lower panel, displacive-like character connected
to the growth of B3 regions (B3 Mechanism).
this point. The final (sub)nanodomains result from further growth from this
initial configuration (Fig 5.2 e). No domain recombination is observed during
growth. Instead both B3 and B4 are originating from the B1 structure and do
not imply intra-layer rearrangements. Intermediate patchwork configurations
of B1, B3, B4 (Fig. 5.2 c,d) characterize the later transformation stages, and
slow down the nonetheless complete transformation to the final void-free four-
connected structural motif (Fig. 5.2 e). In Fig. 5.2 f the coordination of Cd
by Se is represented by means of polyhedra. Three-layers lamellae of B3 phase
are clearly visible between more extended B4 regions. This lamellar structure,
where wurtzite is the dominating component (1/4 B3 to 3/4 B4, on average), is
typical for the lower pressure range inside the hysteresis, here p=2.5 GPa. In
this region the simulations are able to provide detailed atomistic insights on
phase coexistence, which are of otherwise difficult determination.
5.5 B3 and B4 mechanisms
The local nucleation events leading to B3 and B4 structural motifs are subsum-
ing similar but distinctive mechanistic pattern. Three-layers portion of regions
about to growing to B4 and B3 domains respectively are shown in Fig. 5.3. The
final layer sequence aAbBaA - distinctive of the hexagonal stacking of B4 - is
formed by displacing Cd cations between Se layers (Figure 5.3, B4 mechanism),
whereby only 3 of the initially 6 Se remain in the next-neighbor (n-n) coordina-
tion sphere of Cd. For B3 (Figure 5.3) of cubic layer sequence aAbBcC, Cd is
shifted in a similar manner, but does conserve 4 of the initially 6 Se atoms in
its nearest neighbor coordination sphere (B3 mechanism).
Both displacements are taking place within (001) layers perpendicular to
70 Domain Fragmentation in CdSe
[0001]B4 of the final wurtzite regions. They contain a diffusive and a displacive
component, the former being more pronounced in the B4 mechanism, while the
latter is more pertinent to the B3 mechanism. With reference to Fig. 3 and 4,
the B3 formation appears more martensitic-like, possibly reflecting the confined
growth condition. Their alternation suggests a strategy to locally minimize
strain, which would be very large on full layer sliding. Accordingly, different
region may respond to changed external pressure in a different way.
5.6 Lamellar domains
To better understand the role of local transformation pattern and morphology
change details, a set of simulations were performed for nominal pressures in the
range p = 3.5− 3.8 GPa, in the upper part of the hysteresis regime. HR-TEM
investigation were independently performed on samples pressurized within or
slightly above the simulation range, and the results were compared on common
features, that is with respect to domain structuring.
In going from lower (p=3.5 GPa) to slightly higher pressure (Fig. 5.4 c, p=3.8
GPa) the ratio of B3 to B4 lamellae has increased, from B3/B4≈0.8 to B3/B4≈1.0,
with B3 and B4 layer thickness becoming similar (Fig. 5.4 b). In the HR-TEM
image of Fig. 5.4 a, a lamellar structure is apparent, with alternating B3 lamel-
lae of different thickness involving 3-5 layers. Here we present two images from
different probes exposed to different loadings. The sample boundaries are typi-
cally dominated by B3 structure motifs. In Figure 5.4 d a lamellar arrangement
with a dominating internal region of B3 structure is shown. Both simulations
and HR-TEM sample investigations do agree on the features, that is a) lamellar
appearance of the sample and stacking direction, and b) size and distribution
variation of lamellae, with pronounced role of B3 on increasing pressure.
Owing to the difference in the mechanisms connected to nucleating B3 or B4
patterns, their response to pressure enhancement is also different. B3 regions do
on average grow faster, not particularly because of an enhanced single domain
growth kinetic. This rather reflects a change in the nucleation pattern as an
increment in the number of events leading to B3 domains. While at lower pres-
sure (p = 2.5 GPa) already 1/2 of the final B4 regions has formed at times of B3
nucleation onset, at higher pressure (p = 3.5 GPa) only 1/3 of B4 is built when
B3 starts growing. B4 also grows from many tiny lamellae propagating from
as many nucleation centers. On average B3 growth is thus enhanced under the
effect of pressure. Analogously to nanocrystals individual domains in the bulk
(B3 or B4) are connected to distinct generating events. Different from nanocrys-
tals, a nucleation pattern rather than a single nucleation event promotes phase
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Figure 5.4: a) HR-TEM images of lamellar domains on pressurized samples. b,c)
Final configuration from MD simulations in the higher pressure regime between
p = 3.5 GPa and p = 3.8 GPa. d) HR-TEM images of another sample with
larger domains of the B3 structural motif.
transformation (see Fig. 5.2).
The lamellar appearance of the resulting material, and the broadening of the
diffraction lines are thus final results of reactivity pattern (B3 and B4 mecha-
nisms), nucleation centers density and domain growth.
5.7 Defects
We have shown how lamellar domains of B3 structure are separated by B4 lamel-
lae. Additionally, within a B3 domain skew three-layer insets of B4 structural
motifs can be formed. As for the B3 defects, this does not require introduc-
ing vacancies in the lattice, as it is apparent from inspecting Fig. 5.5. In the
polyhedra representation (Fig. 5.5 b) local distortions are visible. This type
of defect can be recognized in the HR-TEM image of Fig. 5.5 a. An inset of
B4 structural motif is visible, that separates region within a B3 domain and
terminate inside a B4 domain. Within the B4 region the defect does not cause
any dislocation in the atomic pattern (see Figure 5.5 a-c), as the incidence an-
gle with the (001) planes of about 70
◦
is preserved. Only very locally, at the
beginning of the defect, changes are visible as distorted six-membered rings.
Even if the size of the simulation system is small compared to the number of
atoms of the sample, the feature is precisely identified. Furthermore, the sim-
ulation augments the HR-TEM image by a detailed atomistic picture not only
on the local geometry but on the very origin of the defect.
In single crystal X-ray diffraction experiments, crystal integrity is often com-
promised due to strain. Nonetheless, preferential orientations of the final mi-
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Figure 5.5: a) HR-TEM image of defects, magnified in the inset. b,c) Defects
of B4 structural motifs from MD simulations. The [0001] direction of the B4
defect is indicated. d) Alignment of [0001] of the B4 defect with respect to the
initial [001] of the B1 structure. An offset of about 5
◦
is visible.
crocrystals with respect to the initial matrix can be collected, which are often
used to support mechanistic models (see Chapter 2&4). In a recent work tilting
angles of about 5
◦
degrees between final B1 < 100 > planes and B4 [0001] have
been reported. Additionally, deviations within (001) appear. Our simulations
and experiments support a correspondence between B1 [111] and B4 [0001], con-
sistent with experiments on compressing nanocrystals. Nonetheless, the skew
defects introduce a reorientation of B4 planes perpendicular to [0001], which
forms an angle of about 5
◦
with B1 [001] (see Figure 5.5 c,d). It is fascinat-
ing to observe how different direction (mis)alignments can be accommodated in
the same vacancy-free four-connected lattice, without invoking a scenario of a
severely mechanically perturbed sample.
5.8 The lesson of CdSe
The joint investigation on CdSe, by theory and experiments, shows very clearly
that geometric/crystallographic arguments alone can not afford the degree of
complication represented by real phase transitions. The fragmentation into
domains under pressure demonstrates how specific the details of phase transfor-
mations can be. Without a clear picture of nucleation pattern, neither domain
formation, nor defects can be fully understood. Apart of this, the possibility of
performing simulations at nominal pressure values close to experiments offer a
different way of understanding the interplay of theory and experiment. Simu-
lations are performed hand-in-hand with experiments, filling in missing parts,
and helping a consistent picture of the chemistry/physics of the system to form.
This “thinking with experiments” is felt by the author as the way theory should
be used in the context of phase transitions, like it was demonstrated in this
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chapter.
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Chapter 6
Intermediate Structures
During Phase Transitions
6.1 Intermediate structures
The elucidation of the existence of intermediate structures in phase transitions
is a central issue in modern solid state sciences. One example is the regular pub-
lication of novel high-pressure polymorphs in simple systems [130]. Silicon for
instance shows a large amount of polymorphs, some of which have been discov-
ered in recent years, like Cmca Si between sh and hcp forms [131]. Sometimes,
it is the appearance of additional diffraction lines in high pressure experiments,
which is indicative of the existence of a distinct structural motif. In some other
situations, anomalies in the phonon spectrum close to critical thermodynamic
values may indicate intermediate stages, like it is the case for some semicon-
ducting systems, GaN or ZnO. The interest in intermediates is on the one hand
the search for novel polymorph of a material, which may offer improved proper-
ties. With respect to band gap tuning, the high pressure rocksalt form of GaN
would perform better than the stable wurtzite type. Unfortunately, the former
is metastable and reverts to the stable form on releasing pressure. So the very
basic question on what determines metastability for a given composition ( what
P. Alivisatos call “the rules of metastabilty”) is posed here. On the other hand,
intermediates are precious as they may corroborate some mechanistic model and
rule some others out.
In many geometric models, interediates may be enforced by the form given to
the order parameter. In general, symmetry may suggest a direction, however
the search for intermediates corresponds to a free energy scan, and needs more
articulated approaches. Metadynamics is for example a better solution [47].
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This method was recently demonstrated to correctly capture intermediates in
the silicon systems, in the correct sequence as a function of pressure [132]. An-
other approach is a mechanistic investigation in search of transformation regimes
which may host an intermediate. This is what we want to tackle in this chapter.
6.2 Intermediates in GaN
Group-III nitrides GaN, AlN, and InN are semiconducting materials with exten-
sive applications [134, 135]. Cation substitution allows control over the wave-
length of emission because of the difference in band gaps (GaN 3.4 eV, AlN 6.3
eV, and InN 1.9 eV) [136]. GaN (AlN and InN) crystallizes in the tetrahedral
wurtzite structure (B4 type). Under pressure the B4 structure transforms into
the rocksalt structure (B1 type) [137, 138] with a large hysteresis effect (37–54
GPa). Limpijumnong and Lambrecht [139] proposed an “orthorhombic path”
for this transition, crossing the h-MgO type structure (Fig. 6.1,blue path). This
is realized by changing the ratio of the c axis to the a axis from c/a = 1.63 to
c/a = 1.2 and the relative spacing u of the Ga and N sublattices from u = 0.377
to u = 0.5 (u reduced z coordinate of N).
Subsequent perpendicular compression changes the ratio c/a to
√
2 and leads
to the B1 type structure. Saitta and Decremps [140] presented a different dis-
tortion referred to as ‘‘tetragonal path’’ (Fig. 1, red path). In a common
monoclinic cell, the angle reduces from 120
◦
to 90
◦
, while ions “move” horizon-
tally towards the center of a square pyramid formed by five counter-ions. On
lowering the c/a ratio the ions reach the center of the pyramid base (B1 struc-
ture). The prediction of such tetragonal deformation is based on the softening
of shear (c44 and c66) and phonon Elow2 modes. The possibility to combine the
atomic movements discussed above allows for another set of paths, as proposed
for example by Sowa [141] or Alivisatos and Tolbert [142] for CdSe (which also
transforms from B4 to B1 under pressure).
The crucial point in this system, and the simulation challenge, is the distinc-
tion between suggested paths, in terms of overall mechanisms and intermediate
configurations crossed along the way. For a convincing simulation approach, it
is thus crucial to prepare initial trajectories which contain the one or the other
intermediate, and also include initial trajectories which avoid such intermedi-
ates, as blind probes so to speak. In the course of simulations, the disfavor or
the advantage of a trajectory regime should results from the Monte Carlo walks
of TPSMD. In case of a disfavored way of transforming B4 into B1, the reasons
for the disappearance of some features can be understood, in this way
TPSMD simulations performed on GaN are very explicit concerning the na-
ture of the intermediate. Trajectories containing the hexagonal intermediate of
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Figure 6.1: Two possible paths for pressure-induced phase transformation from
the B4 type, wurtzite c/a = 1.63 (left) to the B1 type, NaCl c/a =
√
2 (right)].
Shear strain deformation via h-MgO intermediate (c/a = 1.63, blue path). De-
formation via a tetragonal intermediate (c/a = 1.74, red path). N is blue, Ga
turquoise. γ is the angle spanned by the cell basal axes.
Fig 6.1 are not probable. Starting the simulations in such a regime, the sixrings
of the B4 configuration are initially compressed along [120] such that additional
GaN contacts result. These tentative nucleation centers regress again and the
system is rearranged into a symmetric configuration related to the hexagonal
wurtzite structure but slightly compressed along [120]. Such a configuration
corresponds to the symmetric intermediate structures prepared via geometric
modeling. In the course of TPS iterations configurations corresponding to a
tendency to stay longer in a coordination number equal to 5 clearly emerges.
After full trajectory decorrelation, this tendency becomes a pronounced feature
ruling the hexagonal intermediate out.
The onset of the transition is characterized by the formation of tentative nu-
cleation islands (Fig. 6.2 a). In the puckered (001) layers, the 6-rings are com-
pressed along [120] into 4 rings. Subsequently, the nucleation centers progress
and propagate along [200] to form a 2D slab (Figs. 6.2 b, c). The latter
grows perpendicularly to its formation direction until complete conversion of
the wurtzite structure into an intermediate tetragonal structure (Fig. 6.22 d),
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similar to the high-pressure form of tin phosphide, SnP [143] and GeAs [144].
Phase growth may occur in two fashions: Depending on the way adjacent 6
rings are getting deformed into 4 rings, the (001) layer shearing can be achieved
via ring compression along [120] or by combining the latter with another com-
pression along [210].
The nucleation as well as the formation of the 2D slab was observed to occur
according to the first shearing mode, while further growth follows the second
pattern. Again, there is a clear distinction between phase nucleation and phase
growth. The overall reconstruction of the (001) layers consists of a combina-
tion of parallel and antiparallel displacements of the (200) layers, which reflects
a tendency to avoid excessive strain during the phase transition. After com-
plete transformation of the wurtzite-type structure into the intermediate one,
the atoms quasi-collectively displace along [001] towards the base of the square
pyramids (Fig. 6.2 e), locking into the final rocksalt-type structure (Fig. 6.2 f).
The onset of the transition is marked by a metastable structure on which the
system stays longer than 1 ps.
The time resolution of picosecond time-resolved electronic spectroscopy is around
100 ps, and only in particular cases helpful in identifying a possible intermedi-
ate, like for CdS in shock wave experiments [145]. One of the main experimental
difficulties is the strong overlap of the tetragonal structure peaks with those of
wurtzite and rocksalt during x-ray powder diffraction (XRD) data refinement
[146]. The time resolution of our simulations on the contrary allows for a clear
identification of distinct events. The nucleation and growth sequence, wurtzite-
tetragonal then tetragonal-rocksalt, clearly reflects a two-step transformation
mechanism where the tetragonal intermediate does not simply link the limiting
structures in a crystallographic way as described by Saitta and Decremps but
stands as a metastable one, reflecting a different energetic profile of the transi-
tion path.
6.3 Mechanism changes on chemical substitution
The B4-B1 phase transition is observed in other group-III nitrides like AlN and
InN, at lower transition pressure compared to that for GaN [147]. Upon decom-
pression, InN and GaN rocksalt phases revert to the wurtzite-type structure,
while AlN stays in the high-pressure phase down to ambient conditions, as one
of a few exceptions in semiconductors [148]. Investigating the role of chemical
substitution opens a new perspective to explore metastability in this system, and
helps further understanding phase behavior at high pressure. We carried out
simulations by successively introducing chemical substitutions (AlxGa1−xN and
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Figure 6.2: Snapshots taken from a representative trajectory of the B4-B1 trans-
formation of GaN. The colors reflect the coordination number (CN) of the Ga
atoms: CN=4, red; CN=5, yellow; CN=6, black. Upper row: (001) plane, lower
row: view along [001]. The trajectory clearly crosses an intermediate, d).
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Figure 6.3: Snapshots of an early stage of the transition, the nucleation of the
intermediate 2D slab and the corresponding layer shearing direction for a) pure
GaN, b) InxGa1−xN and c) AlxGa1−xN. d) B1-B4 reverse transition. Al and In
are shown with coordination polyhedra (gray). Coloring as in Fig. 6.2.
InxGa1−xN with 0 < x < 0.05). Starting from converged trajectories resulting
from the GaN TPSMS runs, aluminum and indium cations were progressively
incorporated by random substitution of gallium (for this, we used a stepwise
approach for incorporating defects, as described in Appendix A, A.6). Substi-
tution with indium does not affect the overall transition mechanism and the
trajectories stay in the same GaN regime crossing the tetragonal intermediate.
The layer shearing direction is maintained, while indium is showing a tendency
to form islands (Fig. 6.3) where the nucleation preferentially starts. Indium
clustering reduces the strain caused by the size mismatch in cell parameters
between InN and GaN. The higher polarizability of In, due also to the pres-
ence of d electrons, obviously allows for an easier response to local structure
modifications.
The cation substitution of gallium by aluminum has a stronger effect on
the layer shuﬄing (Fig. 6.3). The 2D slab leading to phase growth involves
(220) layers shearing instead of the pristine (200) layers. This reorientation
originates from the tendency to avoid aluminum cations on the onset of the
transition. On increasing Al concentration, aluminum cations are spread over
the system and do not cluster (Fig. 6.3 c). They progressively quench the
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pathway through the tetragonal intermediate as they contrast phase growth.
At 5% of cation substitution, the tetragonal phase is no longer visited, and
phase growth crosses over directly to the rocksalt phase with the tetragonal
structure surviving just as an interface between wurtzite-type and rocksalt-type
structural motifs. With the removal of the tetragonal intermediate the backward
transformation is noticeably modified (Fig. 6.3 d).
The disappearance of the intermediate supports a scenario of lifting soft modes
in the high-pressure regime under the influence of Al, measured for AlN. Our
simulations indicate that AlxGa1−xN becomes increasingly inert to transforming
from B1 to B4, with increasing x. Clearly, there is an active role of chemistry
in structural transformations, as different places in the transforming material,
the interface notably, respond sensibly to a changed chemical potential.
6.4 ZnO: tetragonal or hexagonal intermediate ?
The polymorphism of ZnO is, in many aspects very similar to the one of GaN.
B4 transforms to B1 under pressure, B3 is metastable [149, 150, 151, 152]. The
transition is reversible and shows a pronounced hysteresis (2-10 GPa) [153, 154,
155]. Sometimes, fraction of the B1 phase can be quenched [156, 157, 158].
Additionally, imposing external loadings, other polymorphs have been pointed
out [170]. Similarly, the intermediates mentioned for GaN represents possible
routes for the B4-B1. This offers a nice opportunity of addressing the problem,
whether a mechanism connecting B4 and B1 can be considered fully transferable
over chemically different systems (from GaN to ZnO), and which is the role of
chemistry. Several experiments have been performed on the polymorphism of
ZnO [159, 160, 161, 162, 163], as well as models for the B4-B1 transformation
proposed over the years [164, 165, 166, 167, 168]. Two principal intermediate
configurations have been pointed out, that is iH and iT(Fig. 6.5), which appear
along different mechanisms (Fig. 6.1)
The investigation of phonon anomalies is a valuable tool in this system. The
ZnO wurtzite phase shows Γ point optic modes of A1 + 2B2 + E1 + 2E2
symmetry character (A1, E1, and E2 are Raman active while A1 and E1 are
infrared active) [167]. The transition model B4-iH-B1 suggests the optic A1
and Ehigh2 modes to be affected by the first step B4-iH. However, high-pressure
Raman spectroscopy investigations show no instability of these modes during
the transition [167]. The only Grüneisen parameter that shows a negative value
corresponds to Elow2 mode [160]. In fact, this instability, together with the
softening of shear modes under pressure may involve another type of wurtzite
distortion. In a common monoclinic orientation, atomic displacements can be
continuously mapped through a fivefold tetragonal intermediate structure (iT).
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However, up to date, neither intermediate (iH and iT) has been characterized
in experiments.
To shed light on the possible role of iH and iTin ZnO, TPSMD simulations
were performed. For the potential, a model of Binks [170] was used, derived
from Catlow [171]. The latter accounts for physical parameters in a reliable
way.
Either hexagonal or tetragonal intermediate are formed by a different syn-
chronization of the variation of relative spacing u between cations and anions
sublattices with (001)B4 layers shearing. If the compression along [001]B4 occurs
during (or after) the (001)B4 layers reconstruction, the hexagonal intermediate
is ruled out and the system crosses over directly to the tetragonal intermediate,
otherwise a compression along c prior to the shearing leads to the hexagonal
intermediate.
A representative intermediate regime visited during TPS is shown in Fig. 6.4.
Therein, on the eve of (001)B4 layers reconstruction, a change in the structure
occurs (Fig. 6.4, a-b). The B4 phase is compressed along c such that new
contacts appear all along. The atoms are quasi-collectively displaced parallel to
[001]B4 and the whole system is converted into a hexagonal fivefold intermediate
structure (Fig. 6.4 b). However, as soon as the reconstruction of (001)B4 layers
resumes, atoms regain their initial positions within the wurtzite structure and
the step B4→hexagonal transformation is formally reversed. With respect to the
layer shearing modes which are productive towards lattice reconstruction into
B1, the details of the transition are similar to GaN. However, the simulations
disclose a scenario of fluctuation of u close to phase transition.
Indeed, Liu et al. showed [157] that the increase in the structural internal
parameter u is observed up to ∼9 GPa with a maximal value u = 0.43 at around
5.6 GPa well below the critical pressure 10 GPa and before the appearance of
the B1 phase. As the rocksalt structure starts forming, the parameter u shows
a sharp decrease to its initial value of 0.38. This reversible pretransitional effect
reported in experiments is nicely reproduced in our simulations (Fig. 6.4).
6.5 Competing intermediates
Different from GaN, there is no proper intermediate that is visited along B1-B4
phase transition. The tetragonal motif of the GaN intermediate is present in
ZnO, however in form of an interface. Additionally, besides the tetragonal motif,
a hexagonal intermediate does appear. The latter represents a pretransitional
step, and is not productive for the transition, as the displacements which lead
to it may be skipped, without having to change the overall mechanism with the
tetragonal interface. The two intermediate are displayed in Fig. 6.5.
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Figure 6.4: Transformation path crossing the hexagonal intermediate. A con-
figuration corresponding to the b) hexagonal intermediate is visited, before the
transformation to B1 resumes via layer shearing, c) and d).
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Figure 6.5: Intermediate motifs iT and iH appearing during distinct TPS sim-
ulation runs (upper part). The former is characteristic of the interface between
B4 and B1, along the displacing layers. The latter results from a more collec-
tive displacement mode. Local configurations of iT and iH are detailed a the
bottom of the figure.
The B4-B1 transition in ZnO is accompanied by a large volume collapse
(∼20 %). Considering the profile of the volume evolution associated with paths
containing the B4-iH pretransitional step (Fig. 6.6, continuous line) or directly
crossing over to B1 over the iT intermediate (Fig. 6.6, dashed line), the former
allows for a slightly higher maximum. The associated [001] compression implies
a comparatively smaller orthogonal expansion. The cell and volume evolution
anisotropy, difficult to trace in experiments, can nonetheless be investigated in
the simulations. The occurrence of the iH structural pattern results into longer
transition paths (25 ps instead 13 ps). Increasing pressure above 10 GPa shorten
the trajectories and alters completely the pretransitional step B4-iH in favor of
a B4-iT-B1 path, with an overall volume variation represented by the dashed
curve of Fig. 6.6. This supports an interpretation of the iH intermediate as
controlled by a fluctuation of the u parameter close to phase transition and
corresponding to different responses of the system to external pressure loadings.
The simulation can access regions of intermediate pressures, where concur-
ring deformation modes can be initiated. Clearly, only one mechanism is pro-
ductive with respect to transforming the system from B4 to B1. Nonetheless,
the intermediate regime is far more complex, due to structural motifs and de-
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Figure 6.6: Volume profiles of transitions paths visiting the iH (black line)
or bypassing it (red line). A different evolution of the internal parameter u
distinguishes the two paths, as well as a larger volume increase for the black
path. The latter is disfavored by a pressure increase, and, in general, does not
represent a necessary step for the transition.
formation modes coexistence, which accounts for the richness and apparent con-
tradiction of experimental data. The difference in the elastic response along c
and perpendicular to it, peculiar to ZnO, can be used to predict novel structural
patterns for example in ZnO nanorods n presence of external tensile loadings
[170].
The shift in trajectories regime from the less favored to the final mechanism
is thus marked by competition between characteristic intermediate structures,
hexagonal iH and tetragonal iT.
6.6 GaN versus ZnO
The portability of mechanistic models across systems having the same structure
types transforming into each other, like for GaN and ZnO, is thus not guaran-
teed. There are peculiarities and differences in the chemical reactivity of GaN
and ZnO. The intermediates are characterized by interfaces propagating through
the material. At these places the most striking differences are appearing. In
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GaN, a proper tetragonal intermediate is formed, which is present only as an
interface in ZnO. In the latter, a hexagonal configuration may be visited along
the transformation path.
In the initial moments, when the B1 phase is nucleating, the two systems appear
surprisingly similar. The local deformation modes are comparable, and results
into the formation of a slab. The propagation and growth of the B1 phase are
instead different, in terms of time of propagation of the interfaces and occur-
rence of structural motif therein. This underlines that a clear difference should
be made between nucleation and growth, from the kinetic point of view and,
as it is clearly shown by the simulations, with respect to chemical reactivity.
Trapping the tetragonal phase in GaN, or disfavoring it, is a task that should
take place after nucleation.
Chapter 7
Domains in Ferroelectric
Phase Transitions
7.1 Ferroelectric phase transitions
Structural phase transitions are a diverse field of research. They are associated
with changes in the structural scaffolding of the transforming phases. So-called
displacive phase transitions may involve shifts of ions away from high symmetric
positions in a high-temperature phase. Such displacements are typically invoked
in the context of proper ferroelectrics. The resulting acentric arrangement of
charges causes a macroscopic polarization P , which represents the density of
the dipole moment per unit of volume. The asymmetric charge distribution is
associated with an electric field, a macroscopic bound charge on some crystal
faces, and a cell deformation. In general terms, a ferroelectric phase transi-
tion is a structural phase transition associated with a spontaneous polarization
occurring in the transforming crystal, caused by the relative displacements of
atoms in each of the unit cells of the crystal, and which results in a pyroelectric
crystal [172]. In the absence of an external electric field, domains are forming in
the low-symmetry phase, which summarize different atomic displacement direc-
tions, whereby each domain expresses an electric dipole per se. On exposing the
crystal to an electric field, some domains will be more or less favored, depending
on the direction of their dipole moments. This will cause domain enlargements
and domain boundary drifts.
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a) b)
Figure 7.1: Changes of the direction fo the spontaneous polarization vector in
phase transitions of BaTiO3. b) Averaged model of Ti atom displacements away
from high-symmetry sites in the high-temperature, cubic phase. Adapted from
[172].
7.2 BaTiO3
Ferroelectric materials are well known for their extensive use as transducers,
capacitors and recently as improved memory devices. Among the most used
materials, also due to its robustness with respect to technical manipulations and
functional stability, BaTiO3 undergoes a series of phase transitions on lowering
temperature, from a paraelectric cubic phase, to a tetragonal, an orthorhombic
and to a rhombohedral one. In the effort of shedding light on the microscopic
nature of the mechanism as a major step to understanding the nature of the
ferroelectric phases, different models have been invoked over the years, among
them the displacive model [173] and the order disorder model [174].
In the former different off-center displacement vectors of Ti atoms result-
ing from soft mode condensation are responsible for distinct symmetry lowering
paths. The equilibrium position of each Ti atom corresponds to the baricenter
of the oxygen octahedron in the cubic phase. Ti atoms displace along < 111 >,
< 110 >, < 100 > in the rhombohedral, orthorhombic and tetragonal phases,
respectively. In the latter configurational entropy is the main ingredient, owing
to displacement disorder of Ti atoms along <111> on increasing temperature.
While the mentioned models do provide some pieces of truth, both do suffer
from some degree of disagreement with experiments. The displacive models
contradicts Raman experiments [175] and EXAFS measurements [176], which
pinpoint the relevance of <111> displacement pattern in all phases. Nor it
does explain diffuse scattering effects. The latter are better accounted for in
the order-disorder model, which in turn overestimates entropy effects. Exper-
imental observations and theoretical models can be reconciled on combining
the two points of view [177, 178]. In the Girshberg-Yacoby theory for exam-
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ple off-center Ti displacements are coupling with soft modes, in a scenario of
mixed displacive and order-disorder features, which can be associated with dif-
ferent time scales. Recent progresses from first principles calculations based
on the DFT scheme provide first insights into domain features. Calculations
performed in the athermal limit at the GGA level reveal antiferroelectric do-
mains as a fundamental ingredient for macroscopic ferroelectricity in the non
cubic phases [179]. Therein, a stepwise reduction of antiferroelectric domains
is the key to understanding macroscopic polarization direction changes. Us-
ing straightforward or Monte-Carlo flavored molecular dynamics simulations
in combination with effective hamiltonian potentials [180] or core-shell models
[181], the correct sequence of phase transitions could be reproduced, and some
additional evidence for a behavioral crossover from a soft-mode to an order-
disorder regime could be gathered. To further shed light on the relationship
between macroscopic features (macroscopic polarization, unit cell deformation)
and microscopic mechanism, molecular dynamics simulations on the paraelectric
to ferroelectric phase transitions in BaTiO3 are performed. The advantage of
molecular dynamics is the explicit treatment of all degree of freedom, including
atomic positions and cell deformation under simulations conditions correspond-
ing to experimental situations. In the following we present some features of the
displacement pattern of Ti across the phase transition, and we show first insights
into the complex (sub)nanodomain pattern for the cubic as well as tetragonal,
orthorhombic and rhombohedral phases. We understand this step as a seminal
work for addressing the question of domain structure formation and dynamics
under realistic conditions in ferroelectric materials.
7.3 Off-center displacements of Ti atoms
Molecular dynamics simulations were performed on system boxes of different
sizes (6x6x6, 8x8x8, 12x12x12 unit cells, corresponding to 1080, 2560, 8640
atoms). The choice of different simulation sizes is necessary to evaluate the
impact of finite-size effects on the systems, in order to remove spurious arti-
facts that may interfere with true simulation features. As a model potential,
the core-shell model of Sepliarsky et al. was employed [181]. The potential
was designed on first principle calculations and has proved to reproduce several
zero-temperature features (phonon dispersion) and to behave correctly in terms
of reproducing the phase transition sequence at realistic temperatures. In the
core-shell model used a key ingredient is the non-linear polarization model ap-
plied to oxygen.
For an analysis of domain structure, Ti atomic displacements (mean and instan-
90 Ferroelectric Domains
Figure 7.2: Lattice constant changes across the cubic-to-tetragonal phase tran-
sition. Parameters calculated from a typical trajectory at a temperature of 340
K. Note the sluggish changes in the intermediate regime.
taneous) were mapped as vector fields. Therein vector lines were visualized in
terms of stream lines or using the LIC (line integral convolution) approach [182].
This visualization step allows for a mapping without lost of details of a complex
displacement pattern (which is intrinsically difficult to analyze) into a human-
readable figure, in which local features and global pattern do appear in terms
of vector field features. Among them, the appearance of parallel/antiparallel
stream lines or the formation of singular points.
Depending on the initial velocity distribution, and consistent with the degen-
eracy of the tetragonal distortion from a cubic structure, an elongation can be
observed to take place along a, b or c. The deformation shows up in a drifting
of a box side, and a slight shortening of the other two. The typical length of
a trajectory is 15 to 25 ps, with a intermediate transition region of about 3
to 8 ps. A typical evolution of a macroscopic order parameter, here the unit
cell lengths, is represented in figure 7.2. Notice the sluggish, smooth change of
regime, a first signature of non-collective behavior in the atomic displacements.
For a typical trajectory, the analysis of the displacement vectors of the Ti
atoms based on averaged or short-term displacements already reveals some facets
of the multi-scale nature of the features connected to ferroelectricity. In figure
7.3 the averaged Ti shifting are taking place in the direction of tetragonal dis-
tortion (Fig. 7.3 a), whereby a snapshot of Ti displacements over a shorter
period of time (500 fs) is characterized by vectors distributed around the body
diagonals, formerly the threefold axes in the cubic phase (Fig. 7.3 b). The
analysis of displacements of Ti in the cubic and tetragonal phases allows for
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Figure 7.3: Displacement pattern of Ti atoms in tetragonal BaTiO3. (a) Av-
erage picture with Ti shiftings along the direction of tetragonal distortion. (b)
Local, instantaneous Ti shifts along directions close to the body diagonal. Ti
displacements are represented as bold blue vectors.
further insight into feature changes form cubic to tetragonal (Fig. 7.4). The
displacements along the <111> direction manifold are equally distributed in the
cubic phase, Fig. 7.4 a, with a resulting cancellation of the vector sum over the
displacements in the simulation box. In the tetragonal phase, Fig. 7.4 b, the
displacements are close but do not coincide with the body diagonal anymore,
which implies a non vanishing resulting vector sum over the displacements in
the simulation box. Motifs of antiparallel arrangements of displacement vectors
are showing up, Fig. 7.4 b. The latter do appear in the direction of the macro-
scopic cell deformation, and pinpoint a scenario of large entropy contributions
across the phase transition. At the same time, it suggests that the macroscopic
deformation does proceed only up to a certain macroscopic strain in the absence
of an external bias potential, as partial cancellation of the displacements occurs.
7.4 Domains in cubic BaTiO3
The interplay of local displacements of single Ti atoms and the emergence of
antiparallel arrangements are part of the ingredients responsible for domain for-
mation. To be able to capture the complexity of the arrangement of individual
atomic motions into a final picture, Ti displacements were visualized as a vec-
tor field using both, arrows representing time-averaged Ti displacement (500
fs) and, the LIC algorithm for field lines interpolation. The results are surpris-
ing and present far-from-obvious features for the cubic as well as for the other
symmetries. In figure 7.5 three orthogonal projections of the calculated vector
field of the cubic phase are displayed. All three orthogonal planes show similar
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Figure 7.4: Projection of the a) cubic and b) tetragonal structures of BaTiO3.
The Ti atomic displacements are represent as vectors, and are along and close to
the <111> direction manifold respectively. Note the appearance of antiparallel
arrangements in b).
Figure 7.5: Orthogonal sections through the vector field calculated from Ti
atoms displacements (T=340 K). Field lines are calculated with the LIC method.
Hotter color reflects a higher degree of correlation in the atomic displacements;
singular points appear in the lower color range.
features, compatible with a cancellation of the vector sum of the displacements.
Interestingly, the local shifts of Ti atoms cause the formation of distinct critical
points (attractors, repellors, rotation centers, saddle points) where the vector
sum locally vanish (blue spots in Fig. 7.5). Of particular interest are saddle
points and attractors, due to local head-to-head arrangements, which charac-
terize the vector field topography prior to tetragonal distortion.
The LIC plots of Fig. 7.5 represent a time-averaged segment of trajectory.
The overall appearance of the LICs is changing, if a different segment is chosen,
which is showing the dynamical nature of the couplings between Ti shifts. How-
ever, the vector field features are surviving. Especially, the ratio between highly
correlated and less correlated regions (red to blue in Fig. 7.5), and the spacial
extent of regions of quasi-parallel displacement directions, are conserved. With
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Figure 7.6: Atomic shift structure in the tetragonal regime (T=340 K) and LIC
representation of the vector field. Ferro and antiferro arrangements are showing
up in only two of three orthogonal projections. Noteworthy is the cubic-like
appearance of the third projection.
respect to the probability of occurrence of different vector field features, less-
favored head-to-head arrangements for example, tend to occur less frequently, do
however occur close to and in connection with the ferroelectric phase transition.
The features of the vector field do not change on scaling up the system,
which is indicative of the adequateness of the system size choice.
7.5 Domains in tetragonal BaTiO3
The resulting LIC maps and vector displacements for a typical time-averaged
tetragonal configuration (500 fs) are represented in Fig. 7.6. With respect to the
cubic situation, the three projections are different. The two planes containing a
component of the polarization direction show similar features, with thin domain
walls hosting antiparallel arrangements between more extended ferro domains
(3 to 6 unit cells). Interestingly, the third direction is distinctly different as it
does not show any pronounced feature of domain formation, resulting similar
in the appearance to the cubic situation shown above. Furthermore, it shows a
lower degree of correlation in the component of the atomic movement within the
projection plane. The latter can be thought of as a soft plane of ferroelectricity.
7.6 Domains in orthorhombic BaTiO3
Fig. 7.7 reproduces time-averaged configurations (500 fs) of segments of tra-
jectories, which belongs to the orthorhombic structure. All three projections
are accommodating components for a resulting polarization vector lying on one
face of the orthorhombic cell. Depending on the choice of the initial conditions
(velocity distributions), different polarization directions, on different faces, can
be captured. Noteworthy is the average size of the regions of high correlated
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Figure 7.7: Atomic shift structure in the orthorhombic regime (T= 278 K)
and LIC representation of the vector field of Ti atom displacements. All three
projections accommodate components of the polarization vector. Locally, vector
field features as they were already encountered in the cubic structure do appear.
displacements (red spots). With respect to the paraelectric phase, their exten-
sion is markedly enhanced. Distinct vector field features (especially saddle and
rotation centers) are appearing on the boundaries between regions of equal Ti
shift directions, similarly to what was observed at the domain boundaries in the
paraelectric, cubic phase (see Fig. 7.5).
7.7 Domains in rhombohedral BaTiO3
A diagonal overall polarization characterizes the rhombohedral phase. Therein,
polarization components are equally distributed on the box sides (fig. 7.8).
Different initial conditions in the MD simulation runs do allow for different
overall polarization vector directions, along one of the body diagonals <111>.
The arrangements appear more ordered, and more correlated with respect to
the previous examples. Direction fluctuations around the main polarization
directions are less pronounced, and domains have grown up to a size close to
the size of the simulation box. No strong vector field features (singular points)
can be recognized.
7.8 Time-averaged domains and overall symme-
try
The collection of paraelectric to ferroelectric trajectories in BaTiO3, for the cu-
bic, tetragonal, orthorhombic and rhombohedral phases, and their subsequent
visualization in terms of vector fields of Ti time-averaged shifts, impose a re-
thinking of the description of the phase transition(s) based on the unit cell,
only. The averaged picture (Fig. 7.1 b) suggested to associate the formation of
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Figure 7.8: Atomic shift structure in the rhombohedral regime (T= 183 K)
and LIC representation of the vector field of Ti atom displacements. All three
projections accommodate components of the polarization vector for a resulting
polarization along the body diagonal. Larger domains do appear, with a small
modulation on the displacement directions, resulting in thin boundaries. No
vector field singularities (special points) do appear.
a polarization vector parallel to the main Ti displacement direction (away from
a high-symmetry sites in the cubic phase, towards one oxygen, arrows Fig. 7.1
b). Exactly this is never observed in the simulation presented. This is not a
flaw. On the contrary, it indicates the necessity of taking the point of view of
the domains on describing such phase transitions, for two principal reasons:
• a) The correct size for accounting for ferroelectricity is clearly not the
unit-cell.
• b) There is a dynamic of correlated displacements that is hidden behind a
single polarization vector. That means, that many ways of accommodating
Ti shifts are allowed, such that the same polarization results. Additionally,
the Ti shift pattern (as they appear in a single LIC) are not static, but
do change as a function of time.
In this sense there are a time and size scale of the phenomenon of ferroelectricity.
In the simulations, time-averaging segments of trajectory, and representing them
as vector fields are the key steps to understating this. In the LIC maps, regions
of high correlation in the Ti displacement directions are separated by regions
of less or no correlation. While an overall domain distribution is conserved,
shifts can be operated within the domain structure, without touching the overall
symmetry, and the overall magnitude of the polarization.
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Chapter 8
Conclusions
The initial, declared intention of performing molecular dynamics simulations on
reconstructive phase transitions (RPT) in the solid state, consisted in departing
from geometric or mean field approaches to this kind of important phenom-
ena, towards an atomistic understanding of solid state transformation mecha-
nisms. The use of symmetry in connection with reconstructive phase transitions,
which was to a large extent affected by second-order phase transition models,
represented rather an obstacle than a true support. In fact, within geomet-
ric/crystallographic models, mechanisms were typically derived, which were not
able to account for phase coexistence regions, nucleation and growth phenom-
ena. However, the latter are characteristic for RPT. It is not that symmetry or
group theory have to be blamed at this place. On the contrary, it is the under-
standing of transformation mechanisms in connection with this different kind
of phenomena that has to be changed, before rethinking of any role of symme-
try. Even in first principles computational approaches, the idea of a transition
state characterized by a single saddle point between two basins corresponding to
the stable phases reinforces the idea of a simple mechanistic scenario for phase
transitions, despite the high theory level of computational methods used.
The nucleation and growth scenarios emerging from the simulations pre-
sented in this work represents a definitive departure from that point of view,
as non-concerted movements are accounted for in detail by simulating systems
larger than a few unit cells only. Scenarios fundamentally different from pre-
vious mechanistic approaches are emerging, which are able to account for the
complexity of RPT. Many ways of transforming phase A into phase B character-
ize such systems. Even if an average mechanism can in principle be defined, such
a move may tarnish the important distinction between nucleation and growth.
As it was shown at many places, the times and modes of material nucleation
may be dramatically different from those of material growth. In the first exam-
98 Conclusions
ple (Chapter 2), NaCl, the initial nucleation triggers layer displacements and
contributes setting up a thin interface, which propagates orthogonally to the
initial nucleation directions. In KF (Chapter 3) and RbCl (Chapter 4), the final
material morphology is rooted in the initial nucleation pattern, and reflects the
set of nucleation directions in the initial, yet untransformed material.
In a different class of materials, in superionic conductors like CaF2 or AgI
(Chapter 4), the distance from a geometry-designed mechanism has further
deepened. Therein not only interfaces are playing a central role, but one sublat-
tice, fluoride or Ag+ ions respectively, has become liquid. Constitution of the
interfaces and degree of disorder are key parameter for transformation critical
lengths. In CaF2 thin interfaces are associated with the liquid state of fluoride
ions, whereby extended layer stacking disorder causes liquid-like behavior over
broader regions in AgI. This is fundamentally different from a way of under-
standing a mechanism with respect to one particular mode of moving atoms
between initial and final configurations. There is a lot more in between, in
terms of liquid-like states, interfaces, disorder, which in turn causes variation of
Debye lengths, and so on. All this is inaccessible if the modelling or simulation
approach are not able to account for the proper transformation length scales,
and for the complicated configurations in-between.
Intermediates may occur during a RPT. Their appearance may be enforced
by too stringent modelling approaches, or they may appear spontaneously, from
premise-free simulations. In the simulations on GaN or ZnO (Chapter 6), the
possible occurrence of intermediate motifs, which become a proper intermediate
in GaN as a tetragonal structure, is collected in the course of simulations, not
input at the beginning. The question, whether a particular configuration can
appear along the path connecting initial and final configurations can only be
answered by a theory, which is able to asses critical lengths, and to collect the
true preferences of the system, at values of the coupling parameters - pressure
and temperature - corresponding to experiments. What is postulated from
first principles approaches, based on unit cell calculations, may not be able to
survive in the true transformation landscape, or may shrink down to the size of
an interface.
In connection with the study of domain fragmentation in CdSe (Chapter
5) and domain formation in RbCl (Chapter 4), the idea of a more or less ex-
tended topotaxy was pointed out. Therein the occurrence of chemical reactions,
and the different reactivity of interfaces were observed. Metastable interfaces
brings about distinct diffusion behavior of the chemical species involved. As a
consequence, stable structures emerge as a result of the occurrence of the trans-
formation mechanism and of chemical reactions within the phase-growth fronts.
The focus is thus shifted on local reactions that are taking place at interstitial
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sites and interfaces, which are distinct places in the solid material. The role of
symmetry is recast into more appropriate boundaries, and the need to aban-
don group-subgroup relationships for RPT is emphasized. Instead, the role of
chemistry in driving patterns of nucleation, domain formation, and the evolu-
tion of metastable interfaces and intermediates is clearly emerging. Therein the
phase-formation sequence and its interplay with chemical reactivity controlling
the final material morphologies become firmly rooted from premise-free model
studies.
As a different class of transformations the paraelectric to ferroelectric phase
transformations in BaTiO3 were considered (Chapter 7). Therein, the necessity
of a point of view on symmetry and Ti atom shifts different form the commonly
adopted, based on unit cell considerations, was emphasized. The overall sym-
metries of the paraelectric and ferroelectric phases result from a distribution of
domains, separated by domain walls, with distinctive features. The point of view
of the unit cell is clearly not adequate in this context. The set of Ti displace-
ments which carries the transformation, was visualized as a vector field. Peculiar
vector field features (saddle points, repellors, attractors, vortices) characterize
the different phases, paralectric cubic, ferroelectric tetragonal, orthorhombic
and rhombohedral. The visualization step allows capturing an otherwise dif-
ficult to represent pattern of atomic displacements. This offers, in connection
with the underlying MD simulations, a better point of access to this impor-
tant class of transformations, from a domain point of view, more appropriate to
bridge microscopic displacements and macroscopic polarization.
All in all, a perspective is emerging of bringing together computer simula-
tions and solid-solid phase transitions, in a way that the chemical intuition is
supported by the atomistic resolution of the computer models.
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Appendix A
A.1 Transition Path Sampling Molecular Dynam-
ics
A.1.1 Rare events
The problematic of rare events [183, 184] in computer simulations arises in
connection with the presence of different, even disparate time scales in a phys-
ical system. Due to high activation barriers, like they characterize nucleation
processes in first order phase transitions, chemical reactions, mass transport
phenomena, protein folding,..., the space of configurations is partitioned into
stable or metastable basins, corresponding to well defined, long-living configu-
rations. If a simulation is started in such a basin, the system will spend most
of its time in thermal agitation within the very same basin. Activation barriers
are crossed very rarely, at the same time the transformation process, once initi-
ated, happens very quickly. Along this line, there is a natural disparity on the
time scales of processes, slow and frequent vs rare and quick. In straightforward
molecular dynamics simulations, a basin can thus be escaped after a very long
waiting time has been spent therein. At the same time, the casual crossing of
activation barriers represents a fragile starting point for capturing the relevant
degrees of freedom that belong to the mechanism, and to filter out random noise
effects caused by orthogonal modes.
To capture processes of phase transitions in complex systems, a mean to con-
centrate on the relevant (rare) part of the process, the phase transition for
instance, is thus needed. A recent approach to tackle the rare event problem-
atic [188, 189, 190, 191] is represented by the Transition Path Sampling (TPS)
method [185, 186, 187, 21]. This method moves from the idea that, in complex
system, crossing a barrier between stable states may happen in a multitude of
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different ways, the transition path ensemble, beyond the idea of a single, well-
defined transition path. In a complex system, the potential energy surface of a
system is unlikely to be represented by saddle points alone. Instead, a multitude
of points on the potential energy becomes relevant, some of which may still be
stationary points, but many other not. The implementation of the method con-
sist in collecting such an ensemble, without previous knowledge on the details
of the process, that is no a priori information or guess on the reaction coordi-
nated. The latter should result from the simulation approach, instead. Within
a transition ensemble, the relevance of a path is weighted by its probability. In
doing this, TPS collects true dynamical trajectories. It is designed as a scheme
that can be plugged on top of different molecular dynamics schemes, in different
simulation ensembles [19].
A.2 Transition Path Sampling, TPS
The use of TPS [192, 193, 194, 195, 196, 197] is typically successful in systems
characterized by two distinguishable stable or metastable states, where the sys-
tem can stay for a long time. If the system is prepared in one of the state I,
it will stay there. Rarely, however, it will visit state F , crossing an activation
barrier. This process is typically quick, and no long-living metastable interme-
diate states should be there. In basin F again, it will dwell for a while, before
eventually recrossing over to basin I. The pressure-induced phase transition be-
tween B1 and B2 in NaCl, characterized by a double-well potential and a high
activation barrier, is a good candidate for TPS. The crystallization of water,
due to the many long-living metastable conformations that can be expected in-
between, is a less ideal one. The dynamics used to describe the time evolution
of the systems presented in this work is deterministic, and based on Newton
equations of motion. Possible other deterministic schemes include the extended
Lagrangian dynamics of Car and Parrinello [198] and various dynamics with
thermostats such as the Nose-Hoover [199] thermostat or Parrinello-Rahman
barostat/thermostat scheme [70]. Other dynamics, for example stochastic [201],
can also accommodate TPS calculations.
A.3 First trajectory
The machinery of TPS requires a first trajectory, where the so-called reactive
event: A phase transition, A chemical reaction, An isomerization, ..., is observed.
In case of say a structural phase transition connecting I to F , the definition of
a first trajectory implies a mean to distinguishing between I anf F [204] and a
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Figure A.1: Definition of a first trajectory (red path) between basin I and
basin F . A good order parameter is able to distinguish between I and F ,
including equilibrium fluctuations thereof, and to fully characterize the reactive
path, without ambiguities or basin overlappings. The variable q as an order
parameter fulfills those requirements, q’ not.
working approach to gather a first dynamic trajectory, with a better performance
than just waiting for the event to spontaneously occur [78, 74]. For this purpose
an order parameter is chosen, which is able to distinguish between the states I
and F , inclusive of all equilibrium fluctuations. The appropriate choice of such
a parameter is critical for the correct sampling process. A good candidate for
ordered solids, used for example in connection with the B1-B2 phase transition in
alkali halides, is the nearest neighbor coordination number (CN). CN=6 belongs
to the B1 basin, CN=8 belongs to the B2 basin, intermediate values belong to
the crossing region (see Chapter 2).
In Fig. A.1, projecting the phase transition event (red path) on the variable
q is appropriate to capture much of the differences between I and F , and to
account for the transition from I to F along the red path, for example.
A projection of such a path is given in Fig. A.2. The rare event character-
istics is apparent in the narrow time window, which is associated with a large,
steep change of the order parameter.
The generation of a first trajectory is a necessary step in the TPS machin-
ery. A first possibility it to follow the natural time evolution of the system, and
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Figure A.2: Trajectory crossing-over from I to F, corresponding to the projection
of the reactive path of Fig. A.1 on the variable q. The steep change of q and
the narrow time window where the reactive event is observed characterize the
rare event.
to just wait for the event to occur. Depending on the height of the activation
barrier, the event may be very much delayed, or even exceed the time scope
of molecular dynamics simulations. A possibility is to overdrive some coupling
constant, pressure or temperature, forcing the occurrence of the reactive event.
However, a different minimum may be chosen, due to the modified free energy
surface. In general, starting the search for the reactive path from stable configu-
rations is intrinsically disadvantageous. In the approach used for reconstructive
phase transitions a geometric/topological approach to designing first trajecto-
ries was taken, instead. In Chapter 2 the application of the approach to NaCl
was illustrated in detail. Here just the main ideas are recalled.
Instead of starting molecular dynamics simulation runs from stable configura-
tions, we model putative intermediates. For this, a pseudo one-dimensional
order parameter is constructed, which represents a mapping of the positions
from the initial (I) to the final (F ) configuration. As a function of the order
parameter, a dense set of configurations, intermediate between I and F , can
be generated (Figure A.3, upper part). The mapping ensures a one-to-one cor-
respondence between positions, and is chosen such that no intersection in the
paths of atomic movements occurs. The geometric path is then translated into a
dynamic trajectory. For this, random velocities are distributed on the positions,
consistent with a given temperature. The dynamic intermediate corresponds to
the geometric configuration with equal probability of relaxing towards either I
or F .
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Figure A.3: Construction of a first trajectory from geometric models. Upper
part: the geometric model produces a dense set of configurations, intermediate
between I and F, along a collective, one-dimensional order parameter (red ar-
row). The configuration corresponding to 50% probability of relaxing towards
either I or F is selected as dynamical intermediate. From it, propagating in
both directions of time, a first trajectory can be promptly generated.
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A.4 Trajectory shooting
TPS consists in collecting the transition path ensemble [186, 187, 21]. The most
efficient approach to this task is by means of Monte Carlo [205, 206]. A random
walk is carried out in the space of trajectories, whereby a new path x(n)(τ),
is generated from an old one, x(o)(τ). The implementation of the random walk
moves are based on the shooting algorithm [207]. The basic idea of the latter
is to generate pathways by “shooting off” a new pathway from a randomly
selected time slice x(o)t′ of the previous pathway. Modifications are introduced
on x(o)t′ , yielding x
(n)
t′ . From this perturbed time slice at time t
′ two new path
segments are generated forward to time τ and backward to time 0, in molecular
dynamics runs within the chosen ensemble. A trajectory is rejected, if the
introduced modifications cause the new trajectory not to connect basin I to
basin F anymore. Otherwise, it is accepted based on a probability of the general
form [207]:
Pacc[x(o)(τ)→ x(n)(τ)] = hI [x(n)0 ]hF [x(n)τ ]min[1,
ρ(x(n)t′ )
ρ(x(o)t′ )
]
The distributions of position and momenta at time slice t′ for pathways
x(o)and x(n)are ρ(x(o)t′ ) and ρ(x
(n)
t′ ), respectively. hG[x] is the characteristic
function of basin G. It amounts to 1 if the argument x is inside the basin of G,
outside of which it is zero:
hJ,K(x) =
{
1, if x ∈ J,K
0, if x /∈ J,K
The acceptance/rejection criteria depend thus on the shooting point only,
and can be easily translated into an algorithm [207]. The introduction of such a
probability weighting scheme allows the system to crossing intermediate activa-
tion barrier in the order of kBT or lower. The way of introducing modifications,
preliminary to shooting off the new trajectory, consists in modifying the distri-
bution ρ(x(o)t′ ) to yield ρ(x
(n)
t′ ). This can involve modifications of the positions,
of the momenta, or of both. To ensure conservation of total linear and angular
momenta and total energy (at timeslice t’), it is more practical to introduce mod-
ifications on the momenta. Especially in the presence of rigid body constraints,
the approach is of more convenient numerical implementation. Momenta mod-
ifications are typically introduced along the vector defined by a pair of atoms
chosen randomly, A-B, such that: p(n)A,t′ = p
(o)
A,t′ + δp and p
(n)
B,t′ = p
(o)
B,t′ − δp .
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Figure A.4: Progress of shooting a new trajectory from an old one. Mo-
menta modifications are introduced in the initial path (black) at timeslice t′.
Upon propagation in both directions of time, a new path is obtained (red).
Again, modifications are introduced at timeslice t′′, to obtain another trajec-
tory (green). Time direction inversions are emphasized by arrows. Non-reactive
paths are rejected (yellow).
A.5 Trajectory decorrelation
The evolution from the initial trajectory is controlled by a sequence of steps,
iteratively enchained to each other, meant to collecting the transition path en-
semble. To monitor the progress of trajectory generation, and to decide when a
reliable mechanistic analysis is possible, a way a distinguishing between different
stages of TPS is required. An incremental approach to trajectory shooting may
be used to reach a regime, where the amount of momenta modifications rep-
resents a balanced rate between acceptance and rejection, quasi a steady state
in the process. Additionally, a geometric distance can be defined between ini-
tial and current trajectory, to measure the extent of decorrelation. Graphically
monitoring the evolution of the chosen order parameter as a function of the
shooting steps is a typical attitude.
In Chapter 2, the advantage of disposing of many initial trajectories based on
different models of B1-B2 transformations, was stressed. Additionally to varying
initial momenta distributions, different, quasi-orthogonal mechanisms represent
a stronger set of initial paths. Proving the convergence of different mechanisms
to the same type of final mechanisms is a stronger support than just performing
one TPS run. The evolution away from the initial, geometry-derived mechanism
is typically quick, in the order of 10-20 shooting steps. This is due to the high
degree of concertedness in the atomic movements inherited from the geometric
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Figure A.5: Progress of trajectory decorrelation. The initial trajectory (black),
crossing an ordered configuration inherited from the geometric model (blue
spot), rapidly evolves towards a different regime, characterized by less collective
moves. In this regime trajectories are collected for mechanistic analysis.
model, which is rapidly disfavored. A typical trajectory evolution is represented
in Fig. A.5.
A different way of trajectory evolution can be observed when a different final
basin is selected in the course of TPS runs. An example of such a trajectory
evolution was given in Chapter 2, at the example of NaBr. For NaBr, an order
parameter based on the coordination number was used, in analogy to NaCl. For
the B2 basin, however, a much coarser value, CN=7, was adopted.
CNB1,B2(x) :
{
≤ 6⇒ x ∈ B1
≥ 7⇒ x ∈ B2
The coarsening of the order parameter resolution has no consequence on the
trajectory evolution for NaCl. For NaBr, on the contrary, it allows the growth
of the B33 structure type, and it represents thus a more appropriate choice.
The evolution of the trajectories from the initial regime for such a situation, is
shown in the cartoon of Fig. A.6.
In the course of TPSMD, the stability of the trajectory ensemble is con-
trolled by an order parameter, which allows for a proper, albeit coarse distinc-
tion between the basins of the stable or metastable configurations involved. As
a consequence, the end points of the trajectories also evolve during simulation
runs. An extreme consequence was just illustrated at the example of NaBr.
In general, this corresponds to an optimization of the start and end points
towards a preferable configuration. This was the case in KF, where the B1
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Figure A.6: Evolution of trajectory regimes for a simulation involving change
of one of the trajectory basins. This scheme applies to the results obtained for
NaBr, as it is shown in Chapter 2. I represents B1, F B2 and F ′ corresponds
to B33.
structure fragmented into domains, during TPSMD, while the B2 stayed in the
initial, domain-free configuration. Similarly, but which a much higher level of
details, the B1 configuration evolved into a complex situation of smooth and
rough domains boundaries in RbCl. The appearance of B3 and B4 lamellae in
CdSe was also collected in the course of trajectory decorrelation. The general
scheme of this trajectory evolution is presented in Fig. A.7.
A.6 Chemical Substitution
A scheme for incorporating defects during TPS was developed and applied to
Al and In doping in GaN [133]. Therein, the evolution of mechanism and in-
termediate configurations were monitored as function of the amount of Al and
In, respectively (see Chapter 6). Instead of directly modifying the momenta,
the mass of a single position is changed, corresponding to point-replacing one
chemical species by another, Ga by Al or In in this case. For a total number of
positions N , in order to conserve the total momentum, pairs of positions j and
j + 1, are changed like:
P =
j−1∑
i=1
mivi +mjvj +mj+1vj+1 +
N∑
k=j+2
mkvk
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Figure A.7: Evolution and shifting of initial and final configurations during
TPSMD. The green and blue arrows mark the moves within the basins. The
trajectory bundle represents the progress of the iterations.
P =
j−1∑
i=1
mivi +mjvj + δmjvj +mj+1(vj+1 − δmjvj
mj+1
) +
N∑
k=j+2
mkvk
Mass modification is charged of introducing the perturbation. This is a much
more local move in comparison with the standard shooting algorithm (see above),
where all momenta can be affected in a shooting step. To better propagate this
perturbation to all momenta, some regular TPS shooting steps are following the
atom replacement. As a consequence of chemical identity change, the simula-
tion ensemble (NpT in the case of GaN [19, 202]) is abandoned. The simulation
strategy consists in switching from the initial NpT ensemble to other N’pT en-
semble(s), with a stepwise introduction of one defect at a time (N, N’ refer
to different ensembles, with the same particle number but different chemical
species). Every incorporation is followed by TPS shooting steps, to reequi-
librate the system. This corresponds to stepwise switching over from a free
energy landscape to a different, locally modified landscape, visiting so to speak
“parallel” universes (Fig. A.8).
The first, up to a few initial substitutions are not correlated, and basically
every position can be replaced with roughly the same chances of success in keep-
ing the trajectory within the reactive regime. However, after a few replacements
the tendency of the defects to cluster or on the contrary to spread over the sim-
ulation box becomes apparent. In the case of GaN, introducing In is markedly
easier than replacing Ga by Al. The latter causes the intermediate structure not
to be visited anymore, and is connected to a changed reconstruction mechanism.
As a further consequence, the backwards path is also modified.
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Figure A.8: Schematic representation of simulation progress during chemical
substitution. The simulation is stepwise driven to different NpT ensembles
(δm), where conventional TPS shooting moves (δp) are performed.
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There may be many concomitant sites for a chemical replacement, with
equal probability, and at different stages of defect incorporation. In this case,
the calculations may proceed by selecting just one. Or many calculations can
be grown from different substitution pattern. Those rapidly grow into many
simulations runs, which may groupwise collect into the same final regime (like
we observed for Al- or In-substituted GaN). Alternatively, since the paths are
rapidly getting dissimilar, different fates can be expected (like in Mg-doped ZnO
(work in progress)). We understand this as a way of enchaining non-Markov
moves within conventional TPSMD [208].
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Nucleation and Growth in Pressure-Induced Phase Transitions from Molecu-
lar Dynamics Simulations: Mechanism of the Reconstructive Transformation of
NaCl to the CsCl-Type Structure
D. Zahn, S. Leoni
Phys. Rev. Lett. 92, 250201 (2004)
We perform path sampling molecular dynamics on the pressure-
induced reconstructive phase transition from NaCl to CsCl type
structure. Unlike the molecular dynamics simulations prior to
this work our approach does not drive the process by applying
elevated pressure. As a consequence, we are able to observe nu-
cleation events that initiate the successive transformation of the
crystal. The competing phases are separated by an interface ex-
hibiting a well-defined structure that propagates through the
crystal during phase transition
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Simulations: Mechanism of the Reconstructive Transformation
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We perform path sampling molecular dynamics on the pressure-induced reconstructive phase
transition from NaCl to CsCl type structure. Unlike the molecular dynamics simulations prior to
this work our approach does not drive the process by applying elevated pressure. As a consequence, we
are able to observe nucleation events that initiate the successive transformation of the crystal. The
competing phases are separated by an interface exhibiting a well-defined structure that propagates
through the crystal during phase transition.
DOI: 10.1103/PhysRevLett.92.250201 PACS numbers: 02.70.Ns, 07.05.Tp, 64.70.Kb, 61.50.Ks
Reconstructive (first order) phase transitions abound in
nature, and are of fundamental importance. Yet the elu-
cidation of their mechanisms remains a major challenge.
The lacking of a group-subgroup relationship between the
two crystalline phases means, in terms of standard
Landau theory [1], that reconstructive transitions do not
proceed in a concerted manner. The orientation relation of
the crytstallographic directions is also a priori not given,
and many mechanistic approaches to the transition rely
on a symmetry path [2,3], which allows for a mapping of
the positions from one structure to the other. Such geo-
metric interpolation however, may not be interpreted in
terms of a dynamical pathway. The corresponding tran-
sition route is inherently concerted, involving a collective
movement of the atoms. The direct observation of nuclea-
tion and growth is elusive to such models. Nevertheless,
continuous models are of great use for the prediction of
putative intermediate phases.
In this Letter we implement a powerful strategy to
elucidate the mechanistic details of reconstructive phase
transitions. Therein constant-pressure molecular dynam-
ics simulations are performed at the experimental tran-
sition pressure and temperature. We escape the limitations
imposed by the transition event being rare by applying
the path sampling algorithm developed by Chandler et al.
[4,5]. Though a small, periodic simulation box is used,
our approach in principle does not obscure nucleation
processes. We illustrate this by the example of sodium
chloride.
NaCl undergoes a high-pressure transition from NaCl
type or B1 (space group Fm3m) to CsCl type or B2 (space
group Pm3m) at p  26:8 GPa and T  300 K [6]. Two
main mechanisms for this reconstructive phase transition
have been proposed over the years. In the so-called
Bu¨rger mechanism [7] the distortion occurs as a com-
pression of the unit cell of NaCl along the cell diagonal
and an expansion in the perpendicular direction. The
second, pointed out by Hyde and O’Keeffe [8], involves
an interplanar movement and an antiparallel displace-
ment of atoms in adjacent 100 NaCl layers. While ex-
perimentally difficult to assess, mainly due to the large
volume change of the crystal, the mechanisms have been
studied in a considerable number of theoretical ap-
proaches. Among them, first principles studies [9,10] on
kinetic aspects of the transition showed the closeness of
activation energy for the Bu¨rger mechanism and those of
Hyde and O’Keeffe. A similar result was obtained in
another recent work [2], in which also other mechanisms
are enumerated. Constant-pressure molecular dynamics
approaches so far support either the first or the second
mechanism, depending on the algorithm used [11].
In principle, constant pressure and temperature mo-
lecular dynamics simulations appear as being parti-
cularly suited to study phase transitions. A major
difficulty is that such processes usually occur on time
scales much larger than the few ns of a molecular dy-
namics simulation. A common practice to circumvent this
limitation is the use of elevated pressure (and sometimes
also temperature). While this can enhance the kinetics to
almost any desired extent, too strong driving may affect
the mechanism of the process. Thus, over-pressurization
should be avoided as much as possible.
We investigate the phase transition of NaCl to the
CsCl structure type in molecular dynamics simulations
applying the critical pressure and temperature from ex-
periment. The key to being able to do without over pres-
surization is the use of the path sampling technique,
which allows for the study of rare events without driving
forces. Starting from a trajectory in which the process of
interest is observed, new trajectories are obtained in an
iterative way. This is accomplished by selecting a con-
figuration from the preceding trajectory and slightly
modifying the atomic momenta. Velocity changes are
incorporated in a manner that the total energy, momen-
tum, and torque are conserved. The modified configura-
tion is propagated in both directions of time.
The resulting trajectory is then checked for the process
of interest, monitoring the coordination numbers as a
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discriminating order parameter. In case the desired event
takes place, the trajectory is used for generating a new
trajectory, repeating the above procedure. Because of the
iterative nature of the path sampling method, subsequent
trajectories may not be considered as independent.
However, in the present work four iterations were found
to be sufficient to ensure decorrelation.
A further consequence of the iterative nature of the
path sampling method is the need of a first trajectory as a
starting point. Without driving the system by over pres-
surization the time needed for observing just a single
trajectory exibiting a phase transition event exceeds the
scope of molecular dynamics simulations.
In a previous study, a geometrical model [12,13] of the
transition between the two phases was applied for sys-
tematically searching an intermediate state [14]. The
putative intermediate state is topologically in between
the two crystalline phases, and should evolve dynami-
cally towards different crystalline structures depending
on the direction of time propagation. Two initial trajecto-
ries were generated using different geometrical models of
the phase transition. One of these corresponds to the
mechanism proposed by Bu¨rger, while the other one is
described in Ref. [14]. For each of the two initial trajec-
tories an independent set of path sampling iterations was
run. Thus we chose to model a putative intermediate state
and obtain a first trajectory from propagation in both
directions of time. Each configuration obtained from
the geometrical models is based on the interpolation of
the B1 and B2 structures of NaCl. Therein all atoms are
treated in the same manner, hence in the modeled inter-
mediates the ionic arrangement is highly symmetric.
Molecular dynamics simulations of periodic boxes
were carried out using a modified version of the
DLPOLY program [15,16]. The simulation system included,
depending on the underlying path sampling set, 270 and
216 pairs of sodium and chloride ions. The model pa-
rameters were taken from the literature [17]. Ewald sum-
mation was applied to the electrostatics. In order to ensure
good time-reversibility a relatively small time step of
0.2 fs was chosen. Constant pressure and temperature
were applied with the anisotropic Melchionna–Nose-
Hoover thermostat barostat combination [18]. We wish
to point out the importance of using a barostat, which
allows box shape variations, in order to avoid biasing the
mechanistic analysis of the phase transition.
The initial transition trajectories involve a highly or-
dered collective movement. However, after only a few
FIG. 1 (color). Snapshots from a typical trajectory of the NaCl-type to CsCl-type phase transition. The transition is observed to
start with a single sodium ion as a nucleation center (t  0 fs). In its neighborhood ions are likely to move in the direction of the
first ion displacement. This results in a fast two-dimensional propagation of a CsCl type structure (t  85 fs). Propagation in the
perpendicular direction is related to the displacement of planes along the direction of the initial ion displacement (t  2120 fs).
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iterations this character is no longer observed and the
phase transition occurs via nucleation and growth rather
than a concerted transformation of the whole simulation
box. Moreover, memory of the underlying mechanism of
the initial trajectory was lost and both sampling runs
converged to the same type of pathways.
An important feature of the path sampling method is
that it may be interpreted in terms of a Monte Carlo
sampling of trajectories of a desired process. Thus the
relevance of a mechanism may be related to the proba-
bility of finding corresponding dynamical pathways. Both
of the initial trajectories correspond to concerted phase
transitions. The quick convergence of trajectory sampling
towards nucleation and growth demonstrates its strong
preference over collective pathways.
A representative transition trajectory as obtained from
path sampling is illustrated in Fig. 1. The changes in the
coordination number of Na ions, from 6 in NaCl-type to
8 in CsCl-type over an intermediate state with coordina-
tion 7, are monitored by a color code. The picture is
symmetric for Cl ions.
Beginning with the displacement of a single atom in
the [011] direction with respect to the NaCl unit cell, the
motion propagates rapidly to the neighbor atoms in the
same 100 layer. After 85 fs the layer has shifted by
approximately 1=4 of the face diagonal of the cubic cell.
The two closest 100 layers then shift in an antiparallel
way with respect to the initial motion, whereby a first
inset of CsCl structure type phase appears, which extends
over three layers (2120 fs). The outer layers follow, until
the transformation to the CsCl structure is accomplished
(3215 fs). The orientation of the NaCl- and CsCl-type unit
cells with respect to each other corresponds to the one of
the model of Hyde and O’Keeffe.
The antiparallel shuffle of 100 layers occurs as a
subsequent series of local events, rather than as a con-
certed movement of all ions in the simulation box. As a
consequence we observe an interface between the two
regions of pure NaCl or CsCl type structure (Fig. 2). In
a very recent paper [19] Toledano et al., in the framework
of generalized Landau theory, described a displacive
model involving a transformation of the NaCl type to
the CsCl type via the 
-TlI type (B33) structure [20]. This
intermediate can be confirmed from our simulations. It is
observed only locally as an interfacial (100) layer be-
tween the B1 and B2 phases. In this layer, the coordina-
tion number of Na and Cl is 7 (Fig. 2). In order to
illustrate the dynamics of the interface, we monitored the
coordination number of single ions as a function of time.
A typical curve is shown in Fig. 3. Coordination numbers
of 6, 7, and 8 correspond to the B1-, B33-, and B2-type
structures, respectively. In the course of the phase tran-
sition, the B33 interface propagates along the [100] di-
rection. Hence, the ions remain only temporarily within
the B33-type structure. This period varies from 1 to 3 ps.
The fluctuations observed in Fig. 3 may be interpreted in
terms of attempts in growing of the B1 (change in coor-
dination number to 6) and the B2 (change in coordination
number to 8) phase regions, respectively. Typically we
observed 5–15 of such fluctuations, before the ion under
consideration is finally consumed by the B2 phase. In the
molecular dynamics studies prior to this work, elevated
pressure and temperature was used to enhance process
kinetics [11]. In contrast to the present work, these authors
observed concerted transformations corresponding to the
Bu¨rger and the Hyde and O’Keeffe pathways [7,8]. We
expect this to be a consequence of over-driving the phase
transition. This is supported by the fact that in the simu-
lations of Nga and Ong [11] the phase transition occurs on
a much faster time scale, entirely skipping nucleation and
growth.
It is reasonable to expect the limited box size and the
periodicity of the model system to affect our results. The
periodic boundary conditions imply an additional cou-
pling of the ions in the simulation box. This tends to favor
such transitions, in which the whole model system under-
goes the phase transition as a collective movement of all
ions. However, even for the small simulation box used, we
FIG. 2 (color). (a) In the interface region between NaCl- and
CsCl-type a structure with coordination number of 7 is formed.
Locally, the structure corresponds to 
-TlI type structure (b).
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observe nucleation and growth to be strongly preferred.
Reducing the finite size effect by choosing larger model
systems is expected to even increase the dominance of the
nucleation and growth mechanism. It should be stated,
that once a new phase is formed, it experiences coupling
to its periodic images. This is similar to a situation in
which several nuclei are present at low distance and
enhance the growth rate of each other. However, we
wish to emphasize that this is a finite-size effect. A
profound investigation of the validity of classical nuclea-
tion theory versus the existence of several correlated
nuclei implies much larger model systems.
The effect of the periodic boundary conditions also
needs to be considered when discussing the critical nu-
cleus of the phase transition. While a proper analysis of
the size of the critical nucleus surely requires much larger
simulation systems, we believe our observations concern-
ing its shape to be transferable. During the B1 to B2
transition, the B2 phase was found to grow quickly in
the [010] and the [001] direction and at a lower rate in the
[100] direction. Accordingly, the shape of the B2 region is
more similar to a tetragonal prisma, rather than spherical
as typically assumed by classical nucleation theory.
In conclusion, we presented a path sampling molecular
dynamics study of the pressure-induced phase transition
of sodium chloride from the NaCl type to the CsCl type
structure. Therein the critical pressure and temperature as
taken from experiment are applied. The analysis is based
on a manifold of transition pathways. Therein, the rele-
vance of a certain mechanism is related to the probability
of finding trajectories corresponding to this mechanism.
While initially starting from trajectories based on differ-
ent transition routes, the path sampling simulations dem-
onstrated a clear preference of nucleation and growth
rather than a concerted transformation of the whole simu-
lation box.
Our simulations exhibit the formation of an interface
with a well-defined structure, which propagates in space
during the phase transition. This could not be accessed in
the studies prior to this work. Its observation is a benefit
of the underlying simulation strategy, enabling the pro-
cess to be observed from molecular dynamics simulation
without applying over-pressurization.
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We used a geometric approach to derive models for the tran-
sition B1 (NaCl) to B2 (CsCl) type structure. This enabled us to
construct several dynamical transition states, corresponding to
different mechanistic pathways. From this, transition trajectories
were obtained, which served as starting points for path sampling
molecular dynamics simulations. We point out the difference of
this approach from approaches based on energy calculations, and
demonstrate that a preferred mechanism can be clearly discrimi-
nated.
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Abstract. We used a geometric approach to derive mod-
els for the transition B1 (NaCl) to B2 (CsCl) type struc-
ture. This enabled us to construct several dynamical transi-
tion states, corresponding to different mechanistic path-
ways. From this, transition trajectories were obtained,
which served as starting points for path sampling molecu-
lar dynamics simulations. We point out the difference of
this approach from approaches based on energy calcula-
tions, and demonstrate that a preferred mechanism can be
clearly discriminated.
Introduction
Second order phase transitions imply very small atomic dis-
placements and proceed continuously. On the other hand,
reconstructive phase transitions imply strain and may in-
volve large atomic displacements. Unlike second order
phase transitions, the space groups of the two crystalline
phases connected by a reconstructive phase transition are in
general not in the relation of a group and a direct subgroup,
preventing classical Landau theory to be applied [1].
Furthermore there is no a-priori preferred choice of the or-
ientation of the unit cells with respect to each other.
Currently, efforts are being concentrated on the elucida-
tion of kinetic aspects of reconstructive phase transitions,
both on the experimental and theoretical side. Shock-wave
experiments on the one hand and first-principles and mole-
cular dynamics calculations on the other reflect the need
for an atomistic understanding and for a general theory of
such fundamental processes.
The formulation of a mechanism moves from an initial
decision on the mutual cell orientation of the boundary
phases, which, in luckier cases only, is unequivocally pro-
vided by experiments. Different orientations can in general
be enumerated, based on the assumption of a common
subgroup, possibly representing an intermediate of lower
symmetry, and allowing for enough free parameters for the
atoms to move from one atomic configuration to the other
[2, 3]. Therein the question of the path the atoms may
follow and of the existence of a transition state is confined
to the assumption of a cooperative movement of atoms
within a periodic cell. The search for a possible (meta-
stable) intermediate begins with the definition of a “reac-
tion coordinate”, which may vary continuously from the
start to the endpoint of the transition, and along which the
adiabatic potential energy hypersurface of the transition is
explored [4]. The assumption of a path through a common
subgroup, although legitime and suitable for a single com-
pound, may represent only a shortcut through a more gen-
eral symmetry path. A recent work on the mechanism of
the widespread B1 to B2 reconstructive transition, while
implementing a generalized Landau scheme, postulates
namely two intermediates, B16 and B33, which would ac-
count for a large number of experimental results [5].
The observation of a transition state possibly corre-
sponding to a metastable phase has been elusive to isoba-
ric-isothermal molecular dynamics simulations, due to the
large overpressurization needed for the transition to take
place within the short simulation time. The overdrive to
which the simulation box is exposed makes details about
intermediates opaque.
In this paper we start from a geometric modelling of
the pressure-driven phase transition of NaCl from B1 to
B2 structure, with a reaction coordinate naturally derived
from the setup of the modelling approach and we explore
the related transition structure.
In the following, we illustrate different atomistic mod-
els for the transition B1 (NaCl) to B2 (CsCl type), we
define a middle point and we sketch molecular dynamics
simulation strategies based on the formulation of such an
intermediate.
Modelling of pressure-driven phase transitions
with periodic surfaces
Triply periodic surfaces, calculated on the basis of differ-
ent approaches, have shown to provide a deeper insight
into the organization of crystalline matter, and to allow for
an unequivocal classification of net types [6–9]. Among
them, the reciprocal space approach implements short
Fourier summations to define a family of surfaces [9], ac-
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cording to the formula:
f ðx; y; zÞ ¼ P
h; k; l
jShklj cos ð2pðhx  ky lzÞ  ahklÞ ð1Þ
where h ¼ ðhklÞ and x ¼ ðxyzÞ are vectors in reciprocal
and real space respectively, Shkl is a geometric structure
factor and ahkl is the corresponding phase. Different sur-
faces corresponds to different values in f ðx; y; zÞ.
The surface corresponding to f ðx; y; zÞ ¼ 0 is called
Periodic Nodal Surface, PNS [9]. Triply periodic functions
are oriented and partition space into two (or many [10,
11]) interpenetrating labyrinths, which can be used either
to envelop relevant structural features of crystalline struc-
tures in its labyrinths, or to support a network. In the case
of NaCl, the Naþ and Cl ions can be placed on different
sides of a PNS calculated from the (eight) cubic permuta-
tions of vector h ¼ ð111Þ with no restrictions imposed on
the phases (ahkl ¼ 0). The resulting surface, called F* [8],
has the symmetry Fm3m. Similarly, Naþ and Cl ions in
the high-pressure cubic modification can be placed in dif-
ferent labyrinths of a PNS calculated from the (six) cubic
permutations of vector 100, again without phase restric-
tions (ahkl ¼ 0), generating a surface of SG Pm3m, called
P* [8]. On choosing different isovalues, the surface be-
comes a collection of disconnected bubbles centered on
the Naþ and Cl sites, on the positive and on the negative
side of the surface, respectively.
The cubic surfaces P* and F* are the starting points for
the definition of a geometric model connecting the NaCl
to the CsCl type structure. The choice of a common cell
with a constant number of atoms and the periodicity of
the model ensure commensurability of the two phases.
After transformation of the reflections of the new setting
of the cell, the transition can be formulated as a migration
from one structure to the other along a coordinate provid-
ing weighted linear mixing of the two functions [12, 13]:
fABðx; y; zÞ ¼ swAfAðx; y; zÞ þ ð1 sÞ
 wbfBðx; y; zÞ ; s 2 ½0; 1 : ð2Þ
As the PNS separates positive and negative charges from
each other, for particular isovalues of the starting function,
 fAðx; y; zÞ, the surface is a collection of bubbles enclos-
ing positive and negative charges, respectively. The
weighting factors wA and wB are chosen such that the bub-
bles remain disconnected for each value of s. Variation of
the mixing factor, s, then results in a concerted atomic
movement, periodic at each stage, and continuous in the
atomic displacements. A PNS separating positive and ne-
gative charges can of course be defined for each degree of
mixing. Its genus, which is a topological measure of the
connectedness of the surface, will not be conserved all
along the transition, though, and the deformation of the
surface is not continuous. Such discontinuity of the genus
in a surface transformation is understood as the signature
for the onset of a reconstruction. In case of second order
transitions, a surface can be found, which transforms con-
tinuously across the critical point.
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a b
c d
Fig. 1. Bu¨rger mechanism in terms of periodic surfaces. (a) P* and
(d) F* surface in hexagonal rhombohedral cell setting. (b)–(c), inter-
mediate configurations.
a b
c d
Fig. 2. O’Keeffe mechanism modelled with periodic surfaces: (a)
NaCl structure with periodic surface. The f ðx; y; zÞ is chosen such
that the surface is a collection of disconnected bubbles centered on
Na (yellow) and Cl (red) ions. (d) Surface corresponding to the CsCl
type structure, showing the displacement of the atoms along  [110]
with respect to the NaCl cubic cell. (b)–(c), intermediate configura-
tions.
Different commensurable cells can be constructed, cor-
responding to different patterns of atomic displacements.
For each model, the degree of mixing of the limiting func-
tions may be interpreted in terms of a reaction coordinate:
for each value of s ¼ [0 . . .1], a different configuration of
the atoms is connected. The lattice parameters are interpo-
lated linearly. However the linear mixing of the limiting
functions does not imply a linear movement of the atomic
sites from the starting to the end configuration.
Two main mechanisms for the reconstructive phase tran-
sition from NaCl to the CsCl type structure have been fa-
vored over the years: the so-called Bu¨rger mechanism [14],
and the one pointed out by Hyde and O’Keeffe [15]. In the
former the cell is compressed along the body diagonal, while
in the perpendicular directions an expansion takes place. The
latter involves an interplanar movement and an antiparallel
displacement of atoms in adjacent (100) NaCl layers.
A picture for the concerted displacements of atoms was
worked out for both models using periodic surfaces, with
the aim of illustrating the method. Additionally, a further
mechanism resulting from a different cell selection will be
illustrated.
The cell setting can be chosen rhombohedral (hexago-
nal setting), applying the transformation matrix (101, 111,
011) to the cubic NaCl cell. The set (111), 8 reflections,
splits into (101), 6 reflections, and (003), 2 reflections.
The (101) set alone generates the topology of the P* sur-
Putting the squeeze on NaCl 341
a
b
c
d
Fig. 3. An alternative mechanism. (a) NaCl periodic surface and
structure. Like in figure 2 the surface appears as a collection of bub-
bles moving away from the NaCl configuration, (b) and (c), and lock-
ing in into the CsCl structure, (d).
0.3 0.35 0.4 0.45 0.5 0.55 0.6 0.65 0.7 
0 
0.5 
1 
structure parameter s 
p
 (
N
aC
l-
ty
p
e)
 
<scritical > = 0.45 ± 0.02 
a
b
Fig. 4. (a) Probability for finding the NaCl-type after relaxation of a
starting configuration derived from geometrical model as a function
of the structure parameter. The initial velocities are randomly distribu-
ted. (b) Atomic configuration corresponding to s ¼ 0.45.
face (Fig. 1). Both surfaces collapse at sites (0, 0, 0) and
(1=2, 0, 0), and the only free parameter is the ratio c/a,
which can be used as reaction coordinate [9].
Transformation of the cubic reflex sets into a commen-
surable orthorhombic cell with different orientation with
respect to the unit cells of the cubic space groups is the
starting point for the description of the Hyde & O’Keeffe
model in terms of periodic surfaces. The origin of the F
cell has to be shifted by (1=4, 1=4, 0), whereby the phases
of the reflections (111) and (111) change from 0 to p. The
origin of the P cell is shifted by (0, 1=2, 0), which affects
the phase of reflection (010, a010 ¼ p) only. The cubic set
(111) is transformed into (101) and (110), and (100) is
transfomed into (110) and (001). The surface describing
the NaCl phase collapses around sites (3=4, 1=4, 1=4) and
(1=4, 1=4, 1=4) for positive or negative choice of the isovalue,
respectively, while the sites are (1=4, 1=4, 0) and (3=4, 1=4, 1=2)
for the CsCl type structure. The linear mixing results in a
continuous and synchronous movement of the Naþ and
Cl sites as a function of the degree of mixing, s. As illu-
strated in Fig. 2, atoms in adjacent (100) NaCl layers dis-
place along [110] in an antiparallel fashion. Hereby each
atom undergoes a displacement of 1=8 of the face diagonal
of the NaCl unit cell.
As an alternative mechanism, a common cell can be
chosen with an edge corresponding to the [110] face diag-
onal of the cubic cell of NaCl, the second one along
[110], the third along [001], corresponding to the matrix
(110, 110, 001). The reflex set (111) transforms into (201,
ahkl ¼ 0). The transformed cell contains 16 atoms. A cor-
responding CsCl cell containing the same number of
atoms is obtained from the cubic reflex set (200, ahkl ¼ 0).
The cell is tetragonal for NaCl, cubic for CsCl. For a line-
ar interpolation of the cell parameters, the cell remains
tetragonal up to the cubic CsCl end. Superimposing such
functions does not result in a usable intermediate, though.
Particularly, the requirement of a collection of bubbles
moving in a concerted way as a function of s is not met.
The second function requires a phase shift of p/2,
(200, ahkl ¼ p=2), which corresponds to a shift of the ori-
gin in real space (Fig. 3).
The atomic sites with respect to the transformed cell
are (3=4, 1=4, 1=2) and (5=8, 1=8, 5=8) for a ionic species at the
beginning and the end of the transformation, (1, 1=2, 1=2)
and (7=8, 3=8, 3=8) for the other. The displacement takes
place parallel to the [111] and [111] directions, respec-
tively.
Molecular dynamics simulations
The discussion of the different mechanisms proposed for
the B1 to B2 phase transition of NaCl with respect to their
relevance in nature represents a challenge of considerable
complexity. Recently, Stokes and Hatch [2] have elabo-
rated a series of intermediate structures related to as many
as 12 different pathways. Computing the corresponding
potential energies, a ranking list was produced. From this
the mechanisms of Buerger and Hyde & O’Keeffe were
proposed as the most favorable. Though one could apply
this scheme for the pathway illustrated in Fig. 3 and in-
crease the list of possible mechanisms, we chose a differ-
ent strategy as described in the following.
Within the geometrical models the transition state be-
tween the two phases is represented by a single point sTS
on the one-dimensional collective coordinate s. In order to
determine sTS one may calculate the potential energy of the
system as a function of s, which would typically yield a
double-well potential energy curve. The transition state
may then be related to the position of the energy barrier
separating the two phases. However in this picture of the
transition state only real space coordinates are considered.
The role of the particle velocities is ignored, thus neglect-
ing half of the 6  N dimensions of an N-particle system.
To escape this limitation we make use of a definition of
transition states, which includes all degrees of freedom of
the system under consideration as proposed by Du et al.
[16]. Following this definition, the transition state separat-
ing the phases coresponding to the NaCl and CsCl type
structures, respectively, is related to the value scrit for
which p(NaCl) ¼ 0.5 ¼ p(CsCl), where p(NaCl) is the
probability of finding the NaCl type after relaxation, and
can be computed as a function of s from a series of simu-
lation runs with different velocity sets.
Configurations derived from the geometrical model
with 0  s  1 were investigated in molecular dynamics
simulations. For this, random velocities, distributed ac-
cording to the temperature of 300 K were assigned to the
ions and the relaxation process is observed. In all simula-
tion runs the system was found to propagate within a few
picoseconds towards the NaCl or CsCl structure type.
These structures were found to be stable within the time-
scale of the performed simulations.
The molecular dynamics simulations were carried out
using the DLPOLY package [17]. Constant pressure and
temperature were applied with the anisotropic Melchionna/
Nose-Hoover thermostat barostat combination [18]. The
times step was chosen as 2 fs. The ionic interactions were
described with a Born-Mayer-Huggins-potential [19].
The following scheme was applied for the calculation
of p(NaCl) as a function of the structure parameter s of
the initial configuration. A set of distributions of the initial
ion velocities is chosen. For each velocity distribution the
critical value of the structure parameter scrit governing the
ionic positions of the initial configuration is determined.
This is accomplished in an iterative way based on a New-
tons algorithm. In the first iteration step the upper and
lower boundaries for scrit are set to [0, 1]. New ion posi-
tions were derived according to s ¼ 0.5. The system is
then propagated in molecular dynamics simulation. The
relaxation process may easily be observed by monitoring
the coordination numbers of the ions. The average coordi-
nation number was calculated within intervals of 5 ps. The
system is taken as relaxed as soon as the average coordi-
nation number does not deviate by more than 0.25 from
either 6 or 8 (corresponding to NaCl and CsCl type, re-
spectively). Depending on the outcome of this simulation
run, the boundaries for scrit are changed either to [0, 0.5]
or to [0.5, 1]. The procedure is continued for 10 iterations,
each time halving the width of the boundary interval. For
each set of initial ion velocities an accuracy for scrit of
0.510  0.01 is reached after 10 iterations.
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This procedure was repeated for 20 sets of initial ion
velocity distributions. The probability p(NaCl) was then
calculated according to:
pðNaClÞ ¼ 1
N
P
i
dðs; sicriticalÞ
dðsÞ ¼ 0; s  s
i
critical
1; s > sicritical
(
:
ð3Þ
Where sicrit is the critical value of s for the i-th set of
velocities and N is the total number of sets. The profile of
the probability of relaxation towards the NaCl structure
type as a function of s is shown in Fig. 4(a). The average
value sTS ¼ hscriti was found to be 0.45  0.02. For this
geometry the system exhibits equal probabilies to relaxate
into either phase and is thus understood as the transition
state between the two limiting phases. In Fig. 4(b) the cor-
responding structural intermediate is displayed.
In principle, the probability pNaClðs) might be used to
derive a free energy profile GðsÞ ¼ kBT ln ½pðsÞ þ c, with
c being a constant. From this, different pathways could be
compared with respect to their free energy barriers. One
advantage is that entropic aspects are considered, which
may be expected to be more suitable for investigating the
mechanisms of the pressure induced phase transition.
However, the accuracy of the probability profile is insuffi-
cient to provide a reasonable estimate of GðsÞ. In particu-
lar for stable phases the transition probabilty is very close
to zero and enormous computational efforts would be re-
quired to obtain reliable statistics.
A more promising approach is the path sampling meth-
od developed by Chandler et al. [20, 21]. Starting from a
trajectory in which the process of interest is observed, this
method generates new trajectories in an iterative way. As a
consequence, the analysis of the phase transition may be
based on multiple dynamical pathways, each correspond-
ing to a transition event.
As a prerequisite to path sampling molecular dynamics
simulation, a first trajectory connecting the two phases is
needed. Without driving the system by using large over-
pressurization, finding a dynamical pathway of the phase
transitions is far from straight-forward. However using the
procedure described above, the search for a trajectory, cor-
responding to a transition at the critical pressure becomes
quite simple. It just requires preparation of the system at
the dynamical transition state and propagation in both di-
rections of time.
We used this strategy to construct a transition trajec-
tory, which then served as a starting point for path sam-
pling simulations. After only a few iterations, the trajec-
tories obtained from path sampling converged to pathways
corresponding to the mechanism of Hyde & O’Keeffe, ex-
clusively [22]. Though this indicates some preference for
the latter mechanism, the analysis is only based on a lim-
ited number of transition pathways which might not be
representative for the infinite ensemble of all possible
pathways.
Applying the above procedure for finding dynamical
intermediates, further transition trajectories related to dif-
ferent mechanistic pathways may be obtained. These were
then used for starting new sets of the path sampling itera-
tions. In all sets a convergence according to the mechan-
ism proposed by Hyde & O’Keeffe was observed. This
indeed provides very strong arguments for its preference.
The approach of Stokes & Hatch was able to suggest
the Bu¨rger and the Hyde & O’Keeffe mechanism types as
more preferable based on an activation energy score. The
path sampling technique, coupled with the preparation of
various dynamical middle points, is able to clearly demon-
strate the preference of the Hyde & O’Keeffe mechan-
ism.
Conclusions
Based on various mechanistic pathways we described the
B1 to B2 phase transitions by a simple geometric model-
ling approach based on periodic surfaces. It is related to a
one-dimensional collective coordinate s, which can vary
continuously in the range [0 . . .1], corresponding to differ-
ent atomic patterns.
We presented a simple scheme for identifying transition
structures based on molecular dynamics simulations.
These are optimal starting points for finding transition tra-
jectories connecting the stable phases, which may serve as
input for path sampling simulations. A particular advant-
age of this approach is the possibility of generating transi-
tion trajectories corresponding to specific mechanistic
routes. Like this, path sampling simulations may be
started from different regions in the ensemble of all transi-
tion trajectories.
Irrespective of the type of the first trajectory, the path
sampling iterations quickly converge towards the same
type of mechanism. This is the one proposed by Hyde &
O’Keeffe.
Accordingly, the combination of our geometric model
with molecular dynamics simulations proves to be a
powerful tool for the theoretical investigation of phase
transitions.
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Mechanism of the pressure induced reconstructive transformation of KCl from
the NaCl type to the CsCl type structure
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The mechanism of the B1–B2 reconstructive phase transition in
KCl is elucidated by a combination of geometric modeling and path
sampling molecular dynamics simulations. Even for the limited
size of the simulation system collective movements of the ions are
found to be disfavored. Instead, the phase transition is observed
to be initiated by a small nucleus, which grows in the course of
the transition process. Both phases are separated by an interface
exhibiting a B33 structure.
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Abstract. The mechanism of the B1–B2 reconstructive
phase transition in KCl is elucidated by a combination of
geometric modeling and path sampling molecular dy-
namics simulations. Even for the limited size of the simu-
lation system collective movements of the ions are found
to be disfavored. Instead, the phase transition is observed
to be initiated by a small nucleus, which grows in the
course of the transition process. Both phases are separated
by an interface exhibiting a B33 structure.
Introduction
Reconstructive phase transitions are fundamental physical
phenoma, and the investigation of their atomistic mechan-
isms is a major experimental and theoretical challenge.
Experiments are often complicated by the explosive char-
acter of the transformations, caused by the strain con-
nected with the reconstruction. On the theoretical side,
Landau theory [1] offers a comprehensive phenomenologi-
cal account for continuous phase transitions and allows for
the formulation of an order parameter. However this only
applies if the space groups of the structures delimiting the
phase transition are in the relation of a group and a direct
subgroup. This is the case for second order phase transi-
tions. Reconstructive (first order) phase transitions are not
continuous and do no meet this condition, hence no order
parameter can be defined. Up to now this has prevented
the formulation of a theory for first order phase transi-
tions. As a first step towards such a theory a different con-
cept of the order parameter seems to be necessary [2, 3].
Experimentally, details of the kinetics of reconstructive
phase transitions may be provided by applying shock
waves. For some compounds the experimental setup could
be chosen in a way allowing x-ray measurements to be
performed on the time scale of the process. From this the
atomic rearrangement in the course of the phase transfor-
mation could be obtained [4].
The formulation of geometric models is often the starting
point of the elucidation of possible mechanisms from theory.
Such models may be based on experiments in which the rela-
tive unit cell orientation of the structures undergoing the
transformation can be obtained, or derived from group theo-
retical or crystallographic considerations [5, 6]. Once both
phases are described by an appropriate geometric model, the
transformation process may be described from interpolation
[7, 8]. The degree of mixing the models of both structures
may be interpreted as a reaction coordinate. The path the
atoms take during the phase transition is then given as a func-
tion of a one-dimensional coordinate. This however, implies
a collective movement of all atoms, which is in controversy
with the discountinuity of first order phase transitions.
Constant pressure molecular dynamics simulations in
principle can do without such simplifications and thus
appear to be perfectly suited to the mechanistic study of
first order phase transitions. Unfortunately the limited time
scale of molecular dynamics simulations usually prevents
the direct observation. The conventional approach is to en-
hance the kinetics by applying pressures which are consid-
erably larger than the actual critical pressure required for
the phase transition to occur. However, this strong driving
may affect the route the atoms take and thus the mechan-
isms observed from such molecular dynamics simulations
do not necessarily correspond to those at lower pressure.
Very recently we presented a powerful molecular
dynamics approach, allowing for the investigation of first
order phase transitions at the critical pressure as obtained
from experiment [8, 9]. Therein geometric models are
applied for generating putative intermediate structures [8].
The manifold of possible transition paths is then explored by
path sampling molecular dynamics simulations [8, 10, 11].
In the present paper this method is applied to the inves-
tigation of the mechanism of the pressure-induced phase
transition in Potassium Chloride, KCl. Like NaCl, KCl
has the NaCl structure (B1) at room temperature and
atmospheric pressure. Both are transformed into the CsCl
type (B2) structure on increasing the pressure.
Method
As simulation systems, a periodic box containing 216
pairs of potassium and chloride ions was used. The mole-
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cular dynamics simulations were carried out with the
DLPOLY package [12]. All model parameters were taken
from the literature [13]. Ewald summation was applied to
the electrostatics. A relatively small time-step of 0.2 fs was
chosen, which ensured a good time-reversibility. Constant
pressure (p ¼ 2 GPa [14, 15]) and temperature (T ¼ 300 K)
were applied with the anisotropic Melchionna/Nose-Hoover
thermostat barostat combination [16].
Because of the iterative nature of the path sampling
method, subsequent trajectories may not be considered as
independent. However about 4 iterations were found to be
sufficient to ensure decorrelation.
Results
As a prerequisite to path sampling molecular dynamics si-
mulation a first trajectory corresponding to the B1 to B2
phase transition is needed. Finding such a trajectory could be
accomplished by preparing the system in the B1 phase and
running molecular dynamics simulation at the critical pres-
sure. However this would typically imply extremely long
simulation times. In analogy to our previous study of the
pressure induced phase transition in NaCl [8, 9], we applied
a geometric model in order to obtain putative intermediate
structures. The system is then propagated in both directions
of time using molecular dynamics simulations.
The transition trajectories derived from the geometric
models are inherently collective in the movements of the
ions. Moreover the path the ions take is predefined by the set
up of the geometric model. It thus represents just one possi-
ble dynamical pathway out of an infinite manifold of transi-
tion trajectories. However, path sampling iterations may be
interpreted in terms of a Monte-Carlo simulation within the
ensemble of transition trajectories [10, 11]. This implies that
the relevance of a mechanistic route may directly be related
to the probability of finding related trajectories.
We chose to start the path sampling iterations from two
different initial trajectories. One trajectory was constructed
by modeling an intermediate structure according to the
mechanism of Buerger [17], while the other corresponded
to that described in Ref. 8. This allows path sampling to
explore the phase transition starting from two rather differ-
ent regions of the ensemble of transition trajectories.
Though the two path sampling runs were initially related
to trajectories that corresponded to different mechanisms,
after only a few iterations both runs converged to the same
type of transition pathways. Moreover, the collective move-
ment, imposed by the preparation of the initial trajectories,
is replaced by subsequent series of local changes in the crys-
tal. These observations are of key importance for the me-
chanistic analysis of the phase transition. The quick conver-
gence of the path sampling runs towards a specific
mechanism exhibits a large difference in the probability of
finding trajectories according to the mechanism assumed in-
itially and those to which the sampling runs evolve.
The total number of collected transition trajectories
amounted to 200 in each run. Apart from the first 5–10
trajectories which impair the mechanistic analysis as mem-
ory is largely kept of the initial trajectory, all dynamical
pathways were of the same character. The transformation
process commences locally. The initial step of a B1 to B2
transition was typically the dislocation of just 1 or at most
3 ions. The ions in proximity of these defects were then
more likely to undergo the same type of movement which
leads to the growth of a nucleus.
Figure 1 shows the transformation of a unit cell of the
B1 structure as resulting from the simulation. With respect
to the unit cell orientation, the overall transformation of
KCl from the B1 phase into the B2 phase corresponds to
the mechanism proposed by Hyde & O’Keeffe [18].
Atoms in adjacent (001) layers move in an anti-parallel
fashion along [110], such that each plane displaces by 1=8
of a face diagonal. However, as a consequence of the local
character of the crystal reconstruction the central layer
moves first, while the upper and the lower one keep their
position. On sliding the layer, the coordination number
changes from 6 to 8.
In Fig. 2, snapshots of a representative trajectory are
shown. The phase transition starts with the dislocation of
few (1–5) ions along the [110] direction (Fig. 2a, blue
circle). In the neighborhood of this defect, the ions located
in the perpendicular layer may very easily follow this
movement, leading to the progressive shifting of a (001)
layer in the [110] direction (Fig. 2a–c). In the course of
this process the coordination number of the ions in this
layer changes from 6 to 8. Movement of the adjacent
(001) layers is less favored and occurs at a slower time
scale. In the interfacial (001) layers the ions exhibit a co-
ordination number of 7 (Fig. 2b–c). During further phase
growth, the interfacial layers are shifted in the antiparallel
direction, [110], resulting in a region of B2 structure type
phase, extended over three layers (Fig. 2c). We wish to
point out that also this shifting does not occur as a con-
certed process. The B2 phase grows by further antiparallel
shuffling of (001) layers, whereby the system is com-
pressed in the orthogonal [001] direction, and finally the
transition is completed (Fig. 2d).
In a recent work of Toledano et al. [3] a phenomenolo-
gical model was implemented for the reconstructive transi-
346 D. Zahn and S. Leoni
a b
c d
Fig. 1. Transformation of a unit cell of the B1 structure into the B2
structure. (a) B1 structure, (d) B2 structure. (b)–(c), intermediate
states. The central layer is displaced in the [110] with respect to the
B1 structure, up to a limit of 1=4 of the face diagonal of the B1 unit
cell. Kþ is represented in red, Cl in green.
tion of the B1 to the B2 structure type, inspired by the
Landau approach. In their model, two intermediate struc-
tures, B16 and B33, are proposed. The direct path B1–
B2, thus skipping the intermediate phases, is allowed in
the presented phase diagram and suggested as the pre-
ferred transformation pathway for the alkali halides.
Though no intermediate phase is observed in any of the
transition trajectories obtained from our simulations, the
interfacial (001) layers between the B1 and B2 phases ex-
hibit a B33 structure.
Experimentally, KCl crystals were observed to trans-
form from the B1 to the B2 structure after applying shock
waves [7]. Though the kinetics of shock-induced transi-
tions depend on the direction of the wave, the well com-
parable thermodynamic parameters should legitimate the
assumption that the activation energy is the same, and that
the shock only brings the system over the critical point.
From these experiments the same type of anti-parallel
shuffling of (001) layers described by the mechanism of
Hyde & O’Keeffe [17] is observed.
The calculated volume compression of the B1–B2
phase transition amounts to 10%  1. This is in very good
agreement with the experimental values published in
Ref. 15 and references therein.
Conclusions
Starting from geometric models we have elucidated the
mechanism of the B1 to B2 phase transition of KCl by
means of path sampling molecular dynamics simula-
tions.
This approach proved to be able to clearly discriminate
the most probable mechanistic route. KCl was found to
transform from the B1 to the B2 structure by anti-parallel
shifting of (001) layers along the [110] direction. This cor-
responds to the mechanism proposed by Hyde & O’Keeffe
[17].
Our simulation clearly shows the preference of local
changes. So far such heterogeneous ionic movements
could not be implemented into geometric models, which
instead rely on collective pathways. However these models
are shown to be perfectly suited for generating intermedi-
ate structures, which helps finding a dynamical pathway
of the phase transition by means of molecular dynamics
simulation. Though the trajectories generated in this man-
ner were found to be disfavored in nature, they may be
used as starting points for path sampling molecular dy-
namics simulation runs.
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a b c d
Fig. 2. Snapshots of 4 (001) layers cut from a representative trajec-
tory. The total system extends over 7 layers. (a) Initial dislocation
(t ¼ 0 fs) of ions in the B1 structure (blue circle) , view orthogonal
to [110]. (b) A (001) layer is progressively displaced (t ¼ 50 fs)
until (c) an interface is formed (t ¼ 160 fs). The coordination number
in the interface region is 7. Successive shifts of neighbor layers
(t ¼ 390 fs) achieve the transfromation to the B2 structure, (d). The
bars emphasize the antiparallel shuffling of the (001) layers. Yellow
corresponds to shifting in the [110], orange to the antiparalell direc-
tion.
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Multicenter multidomain B1-B2 pressure-induced reconstructive phase transi-
tion in potassium fluoride
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Phys. Rev. B 72, 094106 (2005)
The reconstructive pressure-induced phase transformation of
potassium fluoride from B1 to the high-pressure B2 structure type
is investigated by means of molecular dynamics simulations. Appli-
cation of the transition path sampling approach allows investiga-
tion the phase transition without driving the kinetics by overcrit-
ical pressure or artificial forces along a predefined reaction co-
ordinate. This offers a unique perspective for studying the atom-
istic mechanisms involved in the nucleation and growth of phases.
From our simulations, we demonstrate the ability of investigating
coexisting nucleation centers, resulting in the formation of local
phase domains. Depending on the respective inset of ionic translo-
cations, local domains may be formed in different manners. In this
case, phase growth is observed to lead to domain-domain inter-
faces, which result in grain boundaries once the phase transition
is completed.
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The reconstructive pressure-induced phase transformation of potassium fluoride from B1 to the high-
pressure B2 structure type is investigated by means of molecular dynamics simulations. Application of the
transition path sampling approach allows investigation the phase transition without driving the kinetics by
overcritical pressure or artificial forces along a predefined reaction coordinate. This offers a unique perspective
for studying the atomistic mechanisms involved in the nucleation and growth of phases. From our simulations,
we demonstrate the ability of investigating coexisting nucleation centers, resulting in the formation of local
phase domains. Depending on the respective inset of ionic translocations, local domains may be formed in
different manners. In this case, phase growth is observed to lead to domain-domain interfaces, which result in
grain boundaries once the phase transition is completed.
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I. INTRODUCTION
In principle constant pressure molecular dynamics simu-
lations appear perfectly suited for a detailed mechanistic
study of pressure-induced phase transitions. However be-
cause of the large activation barrier separating the two
phases, the observation of a spontaneous transition in the
short time sketches accessible to standard molecular dynam-
ics simulations is usually very unlikely. In a recent work1 we
have shown, that this limitation may be overcome using a
simulation strategy based on the transition path sampling al-
gorithm developed by Chandler et al.2,3 This method does
not involve the predefinition of a reaction coordinate and is
thus particularly suited for the investigation of reconstructive
processes. Moreover, path sampling does not require enhanc-
ing the process kinetics by applying overcritical pressure,
which may be of great importance for not biasing the mecha-
nistic analysis.4
In the absence of artificial driving forces, we are able to
observe local nucleation events, followed by subsequent
phase growth.1,5 However, from our studies of pressure in-
duced phase transitions so far, only a single nucleation center
could be identified. In macroscopic crystals phase transitions
are known to start from several nuclei. Phase growth from
multiple centers is an important phenomenon, since it finally
results in grain boundaries or even twinned crystals. The
observation of only a single nucleation center in molecular
dynamics simulations is surely a consequence of using finite
model systems and periodic boundary conditions. Provided
large enough simulation cells, the observation of several nu-
clei in a single molecular dynamics run should be possible.
While in principle this holds for every crystal, it is the aim of
the present work to identify a compound of a particularly
high density of nucleation centers. From this we wish to
demonstrate the investigation of multicentered solid-solid
phase transitions and the formation of grain boundaries
within molecular dynamics simulations of systems counting
a modest number of atoms.
II. SIMULATION DETAILS
At room temperature and ambient pressure potassium
fluoride crystallizes in the NaCl-structure type B1.6 Under
high pressure 35 kbar it transforms to the CsCl structure
type B2.7 The importance of B1-B2 transitions has moti-
vated many investigations from both experiment and
theory.8–10 Different mechanisms have been proposed over
the years, based on crystallographic/geometric approaches. A
recent systematic enumeration of possible paths8 using a
common subgroup paradigm concludes the relevance of two
transition routes, the Bürger9 and the Hyde and O’Keeffe10
mechanisms. However, as these models implement a simul-
taneous displacement of the ions, nucleation and growth phe-
nomena are not accessible.
Nevertheless such geometric models are very useful for
guessing putative intermediates of a dynamical pathway of
the phase transition.5 Such trajectories are needed as a pre-
requisite for path sampling simulations. The sampling
scheme is described in detail elsewhere1–3 and shall only be
summarized briefly here. Starting from a dynamic pathway
in which the process of interest is observed, new trajectories
are produced in an iterative way. For this, a snapshot is se-
lected from the prior path. This configuration is then slightly
modified, keeping the atomic positions identical and chang-
ing the momenta in a manner conserving total energy, mo-
mentum, and angular momentum. The new configuration is
propagated in both directions of time and the resulting tra-
jectory is investigated for the process of interest. In case the
phase transition is observed, the trajectory is accepted as a
new transition pathway and used as the starting point for the
next path sampling iteration.
Harvesting transition trajectories is this manner corre-
sponds to a Monte Carlo simulation in the ensemble of dy-
namical pathways related to the phase transition. While the
initial trajectory usually is not a very likely one, path sam-
pling iterations evolve towards preferred regimes in trajec-
tory space and thus towards the favored mechanistic routes.
Our sampling of the B1–B2 transformation of KF was
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started from two different regimes in trajectory space. This
was accomplished by deriving the trajectories from different
geometric models. Convergence of both sampling runs to the
same kind of pathway helps to ensure that the most favored
mechanism is identified. For each separate study a total num-
ber of 100 transition path sampling iterations were per-
formed. Therein the convergence from the initial trajectory to
the type of trajectories discussed in the following was ob-
served after about 10 iterations.
Apart from mechanistic analyses, the transition path sam-
pling method in principle also allows the estimation of rate
constants.2,3 For this purpose however, much more transition
trajectories need to be generated resulting in a considerable
increase of the computational demand. In the present work
we therefore focus on mechanistic investigations.
Two simulation systems of different size were investi-
gated. The first model was chosen analogously to our previ-
ous studies of the B1→B2 transformation of NaCl and KCl,
i.e., a periodic box of 216 pairs of potassium and fluoride
ions, respectively.1,11 We also prepared a larger simulation
cell comprising of 640 ion pairs. Empirical force field pa-
rameters were taken from Tosi and Fumi.12 The Tosi-Fumi
model has proven to be very robust in a large number of
simulation studies of alkali halides. Nevertheless we checked
its performance for describing the B1 and B2 structures by
comparison with structural data obtained from experiment.7
For the molecular dynamics simulations a relatively small
simulation time step of 0.2 fs was chosen in order to enhance
time-reversibility. The Melchionna/Nośe-Hoover algorithm
was used to apply constant temperature and pressure.13
Therein anisotropic box shape variations are allowed, which
is important for not biasing the mechanistic analysis. Our
simulation setup is chosen identical to the transition tempera-
ture and pressure as known from experiment, i.e., 300 K and
35 kbar.7
III. RESULTS
For each of the simulation cells prepared, two indepen-
dent sets of path sampling iterations were performed. The
initial trajectory used for the first run was generated from
geometric modeling of the B1-B2 transition according to the
mechanistic route proposed by Hyde and O’Keeffe.10
Therein, adjacent layers are shifted along 110 with respect
to the B1 cell in an antiparallel fashion. The second run is
based on an initial pathway prepared analogously, but imple-
menting the mechanism suggested by Bürger.9 The latter
mechanism describes compression along the body diagonal
of the B1 unit cell, and an expansion in the orthogonal di-
rection.
The collective movement of atoms inherent to the geo-
metric modeling causes both types of initial transition path-
ways to cross strongly ordered intermediate configurations.
Such collective movements—and with them the symmetric
intermediates—disappear after only a few path sampling it-
erations. We interpret this as a signature of the disfavor of
such collective transformations. High symmetry arrange-
ments of the atoms appear only in the stable regimes, i.e., for
the B1 or B2 structure. In between, the phase transition oc-
curs in a heterogeneous manner, i.e., via nucleation and
gradual phase growth. Apart from trajectory convergence to
nonconcerted transition routes, all path sampling runs
evolved to pathways corresponding to the Hyde and
O’Keeffe mechanism. Traces of the Bürger mechanism in the
second run disappeared within less than 10 iterations.
While for both simulation boxes of KF the overall
B1↔B2 transformation mechanism is identical to what we
observed in our previous studies of NaCl and KCl,1,11 we
found a striking difference in the nucleation and growth pro-
cess. In some of the trajectories harvested from the 216 ion
pairs model same number of ions as in Refs. 1 and 11 we
identified the formation of differently oriented B1 domains in
some of the B2→B1 transition pathways. Comparing the
two KF simulation boxes of different size, we found such
fragmentation in domains to occur much more frequently in
the larger cell. The mechanistic analysis presented in the fol-
lowing was performed for both simulation cells. Though
qualitatively equal, the domain formation may be much bet-
ter seen for the larger model and is therefore described for
the system of 640 ion pairs.
In the overall mechanism transforming the B1 to the B2
structure and vice versa, layers of ions are shifted by half of
a K-K distance. However, the layers are not moved as an
entity, but by subsequently sliding columns of anions or cat-
ions, following rules that we shall describe now. Starting
from the B2 structure the transformation of the entire simu-
lation box to B1 is illustrated in Fig. 1. The coordination
number CN of the F− ions is mapped by a color code. In a
B2 crystal viewed along 001 Figs. 1a and 1b, an entire
column of fluoride ions is displaced by +1.5 Å indicated by
a  symbol and promotes the formation of a small region of
the B1 structure CN=6, green. After about 100 fs another
nucleation center appears Fig. 1b. The two nuclei grow
by subsequent shifting of adjacent ion columns along 001.
In the trajectory illustrated in Fig. 1 the ordering of the
up-and-down shifting of 001 columns of the two nuclei
mismatches. In Fig. 1b the direction of the up/down colum-
nar displacements of the fluoride ions are indicated by dotted
and crossed circles, respectively. The potassium ions are not
shown explicitly in this representation, however the planes of
adjacent K+ and F− columns, which are shifted in the same
direction, are indicated as lines. Note the different orientation
of the sliding planes in both phase domains. The growth of
the two B1 domains hence leads to a frustrated contact re-
gion blue circle. The interfacial ions were observed to re-
main at their positions originating to the B2 structure. Fur-
ther growth of both domains results in an interfacial layer as
indicated in Figs. 1c and 1d. After completion of the
phase transition this interface represents a 100 mirror plane
separating two regions of the B1 structure Fig. 2a.
For the shifting of columns different directions are al-
lowed by symmetry, however temporarily coexisting nuclei
were always found to involve parallel or antiparallel moves,
orthogonal orientations were not observed. A B1 nucleus
originating from an initial 001 columnar displacement may
involve the shuffling of 110 and 110 planes with the same
probability. Different nuclei may hence result in phase do-
mains of both matching and mismatching ionic transloca-
tions. In Fig. 2 several final configurations of the B1 struc-
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ture as obtained from our simulations are shown.
We expect the fragmentation of the crystal in domains to
be effected by the use of a finite simulation cell and periodic
boundary conditions. Though the latter tend to favor collec-
tive transformations it is still possible to observe several co-
existing phase nuclei, leading to multiple phase domains and
eventually result in the formation of grain boundaries. This is
the essential point of this work. Our atomistic simulations
are still far away from explicitly modeling a macroscopic
crystal and all its properties. Nevertheless, we believe our
simulations represent an important step towards the investi-
gation of the atomistic mechanisms related to domain forma-
tion in macroscopic crystals.
The columnar shifting of ions in KF accounts for the dif-
ferent nucleus morphology with respect to NaCl and KCl. In
previous studies of the B1↔B2 phase transition of NaCl
Ref. 1 and KCl Ref. 5 we observed a large growth rate
within a plane parallel to the direction of the initial ion dis-
placement. Along the slower growth direction, the B2 to B1
transformation was found to occur via an antiparallel shuf-
fling of layers. These layers exhibited a well-defined B33
structure. In KF we also find a quick phase growth in the
direction of the initial ion displacement. However instead of
layer displacements, we find a sequence of column shifts.
The interfacial regions between the B1/B2 type structures
also exhibit the B33 type structure.
In order to elucidate the origin of columnwise shifting in
KF we investigated the very early steps of phase nucleation.
Comparing the manifold of B1-B2 transition pathways ob-
FIG. 1. Color Left: Formation of nucleation centers and do-
mains in the simulation box, viewed along the 001 direction of the
B2 structure. The coordination number CN of F− with respect to
K+ is coded in color using red, yellow, and green for CN=8, 7, and
6, respectively. Potassium ions are shown in gray. Two different
nucleation centers resulting in the formation of two domains can be
identified. Right: Same snapshots as shown at the left-hand side
however illustrated in a patchwork scheme through the representa-
tion of 001 columnwise averaged coordination polyhedra around
F−.
FIG. 2. Color Grain boundary formation in the B1 structure
illustrated from the final configurations of two representative trajec-
tories obtained from our path sampling simulations. In order to
elucidate the stability of the observed structures, all configuration
were propagated for further 300 ps. During this period no signifi-
cant rearrangements occurred. From this we conclude at the meta-
stability of the grain boundaries found in the simulation model.
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tained from our simulations, we observed the translocation of
a first column of ions at many different places in the simu-
lation system. However, in all cases the inset of ion displace-
ments involved fluoride ions, exclusively. The potassium
ions were instead observed to undergo only small position
changes during the initial shifting of an F− column. After this
fluoride column displacement, the adjacent K+ ions may fol-
low in both parallel and antiparallel fashion. Once a K+ col-
umn is shifted, the adjacent rows of F− ions are also translo-
cated leading to phase growth. The apparent different
flexibility of K+ and F− may be explained by the chemical
concept of hardness and softness. Fluoride ions exhibit a
very small electronic polarizability. As a consequence, the
predominant way of adjusting F− ions to local lattice fluctua-
tions is to move. On the other hand K+ has a much larger
electronic polarizability. Apart from translocation, the potas-
sium ions hence have an additional means of responding
local stress. We expect this “softness” to account for the
observed difference in K+ and F− motion during the phase
nucleation processes. In order to verify this picture, we se-
lected snapshots from the transition pathways and exchanged
fluoride and potassium ions. In the symmetric B1 and B2
structures no difference in energy results from swapping the
ions. However for configurations exhibiting a single shifted
column of ions, F− displacement was found to be preferred
by 0.04±0.005 eV per fluoride ion.
IV. CONCLUSIONS
In conclusion, we performed path sampling molecular dy-
namics runs of the pressure induced phase transition of po-
tassium fluoride. Starting from two different types of transi-
tion routes, the path sampling iterations quickly converged
towards a favored regime in trajectory space. This class of
pathways was identified as the mechanism proposed by Hyde
and O’Keeffe. The process occurs subsequently, involving
the formation of one or multiple nuclei. In case several nu-
clei are observed, growth of the respective phase domains
may result in coexisting grains. At the interface, the grain
boundaries represent a layer of ions forming a mirror plane
in the frustrated lattice.
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Mechanisms and Nucleation Characteristics of the Pressure-Induced B1-B2 Tran-
sition in Potassium Halides: A Question of Ion Hardness and Softness
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The transformation of potassium bromide from the B1 to the
high-pressure B2 structure type is investigated by means of molec-
ular dynamics simulations and compared to previous studies of KF
and KCl. The underlying simulation scheme is based on the transi-
tion path sampling approach, which allows an unbiased investiga-
tion of the phase transition and offers a unique perspective for
studying the involved mechanisms at the atomistic level of detail.
Our analysis reveals identical mechanisms for the overall tran-
sition in KF, KCl, and KBr, but rather dissimilar characteristics
of the nucleation and growth of phases. The transformation of
KCl may be initiated by both K+ and Cl− ion displacement, exhibit-
ing no preference for either species. However, for KF and KBr, we
identified a clear favoring of column-wise F- and K+ displacement,
respectively. Such tendencies have important implications on the
morphogenesis of the phase nuclei and account for the observation
of short-ranged coexisting nucleation centers, resulting in the
formation of nanosized twin domains separated by mirror planes on
completion of the transition. On the basis of a systematic study
of potassium halides, we present a conclusive explanation for the
observed nucleation characteristics, which is expected to be of
general relevance to pressure-induced phase transitions in ionic
compounds.
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The transformation of potassium bromide from the B1 to the high-pressure B2 structure type is investigated
by means of molecular dynamics simulations and compared to previous studies of KF and KCl. The underlying
simulation scheme is based on the transition path sampling approach, which allows an unbiased investigation
of the phase transition and offers a unique perspective for studying the involved mechanisms at the atomistic
level of detail. Our analysis reveals identical mechanisms for the overall transition in KF, KCl, and KBr, but
rather dissimilar characteristics of the nucleation and growth of phases. The transformation of KCl may be
initiated by both K+ and Cl- ion displacement, exhibiting no preference for either species. However, for KF
and KBr, we identified a clear favoring of column-wise F- and K+ displacement, respectively. Such tendencies
have important implications on the morphogenesis of the phase nuclei and account for the observation of
short-ranged coexisting nucleation centers, resulting in the formation of nanosized twin domains separated
by mirror planes on completion of the transition. On the basis of a systematic study of potassium halides, we
present a conclusive explanation for the observed nucleation characteristics, which is expected to be of general
relevance to pressure-induced phase transitions in ionic compounds.
Introduction
Molecular dynamics simulations represent a powerful tool
for the study of pressure-induced phase transitions. The
mechanistic analysis may be performed on the basis of model
systems comprising of a few hundreds to thousands of atoms
providing a very deep level of detail. However, many processes
are elusive to spontaneous observation in the short time sketches
accessible to standard molecular dynamics simulations. This also
applies to reconstructive phase transitions, which are character-
ized by large activation barriers and strong hysteresis effects.
In a recent work,1 we have shown that this limitation may be
overcome by using a simulation strategy based on the transition
path sampling algorithm developed by Bolhuis, Chandler,
Dellago, and Geisler.2,3 This method does not involve the
predefinition of a reaction coordinate, and no artificial driving
of the thermodynamic parameters is used to enhance the reaction
kinetics.
Apart from many other processes, transition path sampling
molecular dynamics simulations were successfully applied to
investigate the mechanisms of the pressure-induced phase
transition of a series of alkali halides.4-8 Along this line, two
mechanistic routes appeared to be the most important. The
antiparallel layer shuffling suggested by Hyde and O′Keeffe9
was identified in NaCl, KCl, and KF, while the transformation
of RbBr4 follows the model developed by Bu¨rger.10 The latter
involves a compression of the unit cell along the diagonal and
an expansion in the perpendicular directions.
On the basis of the transition routes found in the potassium
halides studied so far,5,8 it may appear reasonable to assume
the Hyde-O′Keeffe mechanism to also apply to KBr. On the
other hand, the pressure-induced transformation of alkali
bromides seems to follow more complex rules. While RbBr
undergoes a B1 to B2 transition related to the Bu¨rger mecha-
nism,4 NaBr transforms to the B33 structure.11
The characteristics of phase nucleation and growth are quite
different for potassium fluoride and potassium chloride. In KCl,
the very initial ionic displacement may involve either ionic
species at (roughly) equal probability. Parallel shifting of K+
and Cl- ion columns leads to the formation of a phase slab,
and further growth occurs via an antiparallel shuffling of
adjacent layers.5 While the same picture was observed for the
B1 to B2 transformation of NaCl,1,6 the nucleation process
identified in KF exhibits a strong preference for fluoride ion
displacement.8 The disfavoring of the shifting of potassium ion
columns implies important consequences for the morphology
of the phase domains. The latter exhibit a cylindrical shape in
which the direction of the initial ion column displacement
represents the cylinder axis.
By using model systems of equal size (216 ion pairs), the
B1-B2 transition was observed to involve a single nucleus in
KCl, while several nucleation centers were found in KF. Of
course, by providing large enough simulation models, coexisting
phase nuclei may be obtained in every first-order transition.
However, in potassium fluoride, the density of nuclei appears
particularly large, which implies domain formation on the
nanometer scale.7,8 Depending on the inset of column shifting
in each phase nucleus, the domains may merge into a single
grain. However, in the case of mismatching column shuffling,
the contact of coexisting domains results in an interface
separating the domains. These grain boundaries exhibited a well-
ordered structure and were identified as mirror planes.8
A possible explanation of the different nucleation character-
istics may be related to the chemical concepts of hardness and
softness. While the K+ and Cl- ions are comparably hard/soft,
the electron shell of the F- ions is much more reluctant to
undergo polarization. Accordingly, one could imagine the
* Corresponding authors. E-mail: zahn@cpfs.mpg.de (D.Z.);
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preference of fluoride ion displacement in the B1-B2 trans-
formation of KF to be a consequence of missing alternatives
for responding to local stress. In this picture, the F- ions behave
like hard spheres, i.e., their reaction to local force fluctuations
is to move. On the other hand, the electron shell of the softer
K+ ions may be deformed, and the ionic cores hence do not
necessarily need to be displaced to accommodate local stress.
If this hypothesis holds, it should be generally transferable
to other alkali halides that also exhibit strong differences in the
hardness and softness of the ionic species. Along this line, an
important proof-of-concept may be given by comparing the
series of potassium halides. With increasing mass, the halide
species are getting more susceptible to electronic polarization.
The soft/hard combination in KF should hence evolve via
equally soft ions in KCl to a hard/soft combination in KX with
X ) Br, I. In KX, the potassium ions represent the harder
species, while the X ions are more susceptible to electron shell
deformation. Provided that the contrast in ionic hardness and
softness is sufficiently large, the B1-B2 transformation of KX
should exhibit analogous nucleation characteristics as in KF.
In the present paper, the B1-B2 transformation of KX with X
) Br is investigated by using identical simulation schemes and
equivalent simulation cells as in our previous studies of KF and
KCl.1,8 This allows a direct comparison and is aimed at
providing evidence for the validity of the postulated relation of
ionic hardness/softness and the nucleation picture.
Simulation Details
While potassium bromide exhibits a NaCl-type structure (B1)
at ambient pressure (and room temperature),12 under high
pressure (17.6 kbar13), it transforms to the CsCl structure type
(B2).14 The general importance of B1-B2 transitions has
motivated many investigations from both experiment and
theory.9,10,15,16 Along this line, a series of different mechanisms
have been proposed over the years, each based on crystal-
lographic/geometric approaches. In these models, simultaneous
displacements of the ions are implemented. Like this, nucleation
and growth phenomena could not be accessed, and important
aspects of the phase transition remained elusive.
We nevertheless applied such geometric models for preparing
putative intermediates related to a dynamical pathway of the
phase transition.6,7 Such trajectories may be used as a starting
point for transition path sampling molecular dynamics iterations,
which reflect subsequent pathway rectification until convergence
to the favored transition route. The sampling scheme is described
elsewhere1-3 and shall not be discussed in detail here.
The most relevant aspect of the transition path sampling
procedure to the present study is related to the evolution of
pathways towards preferred regimes in trajectory space and thus
toward the favored mechanistic routes. Our investigations of
the B1-B2 transformation of KBr are based on two independent
sets of transition path sampling iterations, starting from different
regimes in trajectory space. This was accomplished by deriving
the starting pathways from geometric models related to different
mechanistic models. Convergence of both sampling runs to the
same kind of pathways helps to ensure that the most favored
mechanism is identified. Each separate study was based on a
total number of 100 transition path sampling iterations. Therein
the convergence from the initial trajectory to the type of
trajectories discussed in the following was observed after about
10 iterations.
The molecular dynamics simulations were based on empirical
force field parameters taken from Tosi and Fumi,17 whose model
has proven to be very robust in a large number of simulation
studies of alkali halides. Moreover, we confirmed the force field
adequately describes both the B1 and B2 structures as known
from experiment.12-14 To enhance time reversibility (which is
crucial for performing transition path sampling), a relatively
small simulation time-step of 0.2 fs was chosen for the molecular
dynamics simulations.18 Constant temperature and pressure were
applied using the Melchionna/Nose-Hoover algorithm.19 Therein
anisotropic box shape variations are allowed, which is important
for not biasing the mechanistic analysis. As in our previous
studies of KCl and KF, the temperature and pressure are chosen
according to the transition conditions as known from experiment,
i.e., 300 K and 16.7 kbar.13 For the analysis and visualization
of trajectories, the STM3 package20 was used.
Results
The two independent sets of path sampling iterations were
started from initial trajectories related to the mechanistic route
proposed by Hyde and O’Keeffe6,9 and the pathway suggested
by Bu¨rger.6,10 Both types of initial transition pathways cross
strongly ordered intermediate configurations, which is a direct
consequence of the geometric modeling and not a realistic
picture of the phase transition. Indeed, such symmetric inter-
mediates are quite unfavorable and disappear after only a few
path sampling iterations. The pathways are instead rectified to
a different class of trajectories in which the phase transition is
characterized by nucleation and growth. High-symmetry ar-
rangements are only identified in the stable regimes, i.e., the
B1 or B2 structure. Apart from pathway evolution to phase
nucleation and growth, both sampling runs converged to the
mechanism suggested by Hyde and O′Keeffe as discussed in
the following.
The overall B1-B2 transformation corresponds to an anti-
parallel shifting of ion layers by (half of a K-K distance. This
process occurs subsequently, starting from the sliding of a single
ion column. The latter was identified as a column of potassium
ions; initiation of the phase transition by bromide ion displace-
ment was not observed in any of the produced trajectories. A
representative transition pathway is illustrated in Figure 1.
Therein, we show the transformation starting from the B2
structure as this allows insights in the formation of grain
boundaries, which were only observed in the low-pressure (B1)
modification. After the displacement of a column of potassium
ions along [001] (Figure 1a), a small phase domain 1 is formed
(Figure 1b). Therein, the shuffling of adjacent columns reflects
the shifting of (110) layers. Only about 0.5 ps after the
nucleation of domain 1, the formation of a further domain 2
may be seen in the upper right of Figure 1b. In the second
domain, the column displacements is arranged as a shifting of
(-110) layers. Upon further time propagation, both domains
of B1-type structure grow until domain-domain contacts are
encountered. The final configuration is hence separated in two
B1 domains (Figure 1c,d) of different orientation. At the
interface, a mismatch of the ionic movements results from the
different senses of layer shuffling.
While the shifting of columns may occur in different
directions (i.e., [100], [010], and [001] in the B2 lattice),
temporarily coexisting nuclei were always found to involve
parallel or antiparallel moves. Indeed, we expect that the
observation of orthogonal orientations requires considerably
larger simulation models. Nevertheless, different patterns of
simulation cell fragmentation into B1 domains are observed.
The latter depends on the overall number of phase nuclei and
the sequence of their formation. Several final configurations
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corresponding to fragmented B1 structures as obtained from our
simulations are shown in Figure 2. The domain interfaces
represent mirror planes whose orientation is determined by the
direction of initial column shifting and the contact of indepen-
dently grown phase domains.
The columnar shifting of ions is observed in both KBr and
KF and accounts for the different nucleus morphology with
respect to KCl. In previous studies of the B1 T B2 phase
transition of NaCl1 and KCl,5 we observed a large growth rate
within a plane parallel to the direction of the initial ion
Figure 1. B2 f B1 transformation of KBr viewed along the [001] direction of the B2 crystal. A color code is used to highlight the coordination
number CN ) 8, 7, or 6 of the Br- ions using blue, yellow, and red, respectively. Bromide ions are shown in gray. Left: Ball-and-stick representation
of the simulation cell. The connecting lines do not reflect bounds and are only drawn as a help to the eye. Right: Same snapshots as shown at the
left-hand side, however, using a two-dimensional patchwork. The coloring is based on coordination numbers averaged along [001]. Black and white
bars (b) indicate the overall direction (up or down) of layer displacements.
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displacement. Along the direction of slower growth, the B2 to
B1 transformation was found to occur via an antiparallel
shuffling of layers. In KF and KBr, fast displacements are only
observed in one direction. Phase growth in the perpendicular
directions occurs as a sequence of ion column shifts. This causes
a more cylindrical shape of the individual domains, while in
KCl, phase slabs are formed.
Discussion and Conclusions
We presented a systematic comparison of the pressure-
induced phase transition of KF, KCl, and KBr. The overall
transition routes of the investigated potassium halides correspond
to the mechanistic model proposed by Hyde and O’Keeffe.
However, the processes differ in their nucleation characteristics
and the morphogenesis of phase domains. While the B1-B2
transformation of KCl exhibits no preference for anion or cation
displacements, in both KF and KBr, we observed a different
picture. The latter may be related to the chemical properties of
the involved ions: the harder species moves, while the softer
ions tend to deform the electron shell in order to avoid
displacements.
In principle, one could also imagine differences in the ionic
radii to account for the different nucleation characteristics of
the investigated potassium halides. Indeed, at first sight, the
lighter ionic species appears to move more easily simply because
of its smaller size. However, this picture only holds for lattice
fluctuations in the crystal. The transformation of both KF and
KBr is initiated by the translocation of a single column of ions.
While in proximity of such a shifted column in particular, the
anion-cation distances are reduced, the cation-cation distances
in KF (anion-anion in KBr) within the displaced column stay
constant. By exchanging the ionic species of such a configu-
ration, we nevertheless observed a significant increase in
potential energy (see also ref 8). Differences in the ionic radii
cannot account for this shift of energy levels. We, therefore,
conclude that the asymmetry originates from differences in the
ionic hardness and softness.
The formulation of this concept was inspired by the observa-
tion of preferred F- ion column shifting in KF and is now
strongly supported by the present study of KBr. In the latter
compound, the potassium ions represent the harder species, and
we indeed observed an inversion of the role of the actors: in
KBr, the translocation of K+ ion columns is favored over
movement of the halide ions. Apart from the initial ion column
displacements, we also observed changes in the structure of the
grain boundaries resulting from short-ranged coexisting domains.
In KF and KBr, the domain interfaces were identified as a layer
of potassium and bromide ions, respectively. The softer species
is hence preferred for accommodating the unfavorable coordina-
tion of the ions located at the grain boundaries.
The concept of selectivity for ion displacement and grain
boundary formation should also apply to other alkali halides.
By comparing our studies of NaCl with KCl, we could not,
however, observe significant differences. In RbCl, the contrast
of ionic hardness and softness is much stronger, and indeed
dramatic changes in the nucleation picture as described in the
present work could be observed in yet ongoing studies of RbCl.7
The investigation of independent nucleation centers, phase
domains, and grain boundaries by means of molecular dynamics
simulations is a young field of research, and we are still at the
beginning of understanding the atomistic mechanisms. Our
findings related to potassium halides are based on model systems
of only a few hundred ions and hence cannot provide a complete
picture of crystal fragmentation in domains. A full account of
macro- and mesoscopic phenomena clearly requires much larger
simulation cells and much more computational resources. While
some insights into the finite size effects of our 216 ion pair
models of KF are reported in ref 8, investigations related to
more complex grain boundary formation on much larger length
scales are yet to come.7 Nevertheless, by aiming at a direct
comparison of potassium halides, the present work provides
conclusive evidence for a relation of the ionic hardness and the
characteristics of domain formation at the nanometer scale.
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Mechanism of the pressure-induced wurtzite to rocksalt transition of CdSe
D. Zahn, Yu. Grin, S. Leoni
Phys. Rev. B 72, 064110 (2005)
The transformation of cadmium selenide from the wurtzite type
(B4) structure to its high-pressure phase (rocksalt type struc-
ture, B1) is investigated by means of molecular dynamics simu-
lations using a recently introduced transition path sampling ap-
proach. This allows a very detailed mechanistic analysis, which is
not spoiled by driving the process kinetics by excessive pressure.
Furthermore, our approach is free of predefining a model reac-
tion coordinate and the "true" reaction coordinate is derived as
a direct result from the simulations instead. Starting the cal-
culation from mechanistically different transition paths, we are
able to identify a single favored mechanism for the transforma-
tion. The phase transition occurs by nucleation of a slab and sub-
sequent phase growth. The underlying mechanism is identified as
a shearing of (110) layers. This layer shuffling may occur in two
equivalent ways—parallel and antiparallel—which in average are
observed to occur at equal probability.
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The transformation of cadmium selenide from the wurtzite type B4 structure to its high-pressure phase
rocksalt type structure, B1 is investigated by means of molecular dynamics simulations using a recently
introduced transition path sampling approach. This allows a very detailed mechanistic analysis, which is not
spoiled by driving the process kinetics by excessive pressure. Furthermore, our approach is free of predefining
a model reaction coordinate and the “true” reaction coordinate is derived as a direct result from the simulations
instead. Starting the calculation from mechanistically different transition paths, we are able to identify a single
favored mechanism for the transformation. The phase transition occurs by nucleation of a slab and subsequent
phase growth. The underlying mechanism is identified as a shearing of 110 layers. This layer shuffling may
occur in two equivalent ways—parallel and antiparallel—which in average are observed to occur at equal
probability.
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I. INTRODUCTION
The nucleation and growth of new structures is a phenom-
enon of fundamental interest in physics, chemistry, and ma-
terials sciences. Understanding the underlying mechanisms
at the atomic level of detail still constitutes a major challenge
to both experiment and theory. This particularly applies to
reconstructive transitions where the symmetries of the limit-
ing structures are not in the relation of a group and a direct
subgroup. In this case there are no a priori preferable ways
of mapping the positions from one structure to the other.
Many theoretical approaches to structural transformations
are based on static models, in which the atomic configura-
tions are interpolated from one limiting symmetry to the
other, based on a prejudiced choice of the reciprocal orien-
tation of the crystals. While such approaches allow the in-
vestigation of the mechanisms describing the overall dis-
placement of the atoms, the underlying models imply a
concerted movement involving all atoms. The direct obser-
vation of heterogeneous processes like nucleation and
growth remains elusive.
By means of constant temperature and pressure molecular
dynamics simulation nucleation processes may in principle
be observed. However, the activation barrier for a recon-
structive phase transition is typically large, rendering the ob-
servation of a spontaneous transition within the short simu-
lation times extremely unlikely. In a recent work1 we have
shown that this limitation may be overcome by using a simu-
lation strategy based on the transition path sampling algo-
rithm developed by Chandler et al..2,3 Path sampling does
not involve the predefinition of a reaction coordinate and is
thus particularly suited for the investigation of mechanisms.
Moreover, this simulation approach does not require apply-
ing elevated temperature or pressure to enhance the transition
kinetics. The latter issue was recently shown to be of consid-
erable importance to ensure a reliable mechanistic analysis.4
In comparison to the experiments, the time scales of molecu-
lar dynamics simulations are still many orders of magnitude
smaller. Therefore, a considerable degree of overunder-
pressurization is needed to observe a phase transition occur-
ring spontaneously within the few nanoseconds accessible to
a molecular dynamics simulation, resulting in a very large
hysteresis effect. In our recent study of RbBr such overdriv-
ing was found to completely spoil the analysis of the transi-
tion mechanism.4
In the present work we address the pressure induced
phase transition of cadmium selenide. This material has been
the object of many experimental and theoretical studies
CdSe.5–13 At room temperature and ambient pressure CdSe
crystallizes in the wurtzite structure type.5 Application of a
pressure of more than 2 GPa to the bulk crystal leads to a
transformation to the rocksalt-type structure.6,7 Various tran-
sition routes have been proposed over the years by Burdett
and McLarnan,8 Tolbert and Alivisatos,9 Alivisatos et al.,10
Sowa,11 Wilson and Madden,12 and Shimojo et al.,13 how-
ever clear evidence could not yet be obtained from neither
experiment or theory. Moreover, the possibility of a multi-
mechanism regime was pointed out in Ref. 13. Nanocrystals
of CdSe display a simpler transition kinetic with respect to
bulk crystals, and in some of the studies listed above are
hence used as model systems for the mechanistic
investigation.9,10
The aim of the present work is to shed some light in the
diversity of proposed transition mechanisms and clearly
identify the most favored transformation pathway. For this
task we shall employ the transition path sampling molecular
dynamics simulations approach, which we recently demon-
strated to be very well suited to mechanistic studies of
pressure-induced phase transitions.1
II. SIMULATION DETAILS
A. Models
Our simulation system comprises of a periodic box of
1200 pairs of Cd and Se atoms. Empirical potential energy
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functions were taken from Rabani.14 This model was opti-
mized with respect to all three crystal structures known for
cadmium selenide: The wurtzite, ZnS, and the rocksalt type.
For the wurtzite ↔ rocksalt type transition of CdSe, experi-
ments indicate a critical pressure of about 2 GPa.6,7 On the
basis of his model, Rabani estimated a transition pressure of
2.5 GPa,14 which is in good agreement with the experiment.
While this already indicates the robustness of the model,
we checked the consistency of the empirical potential energy
terms for the wurtzite, the rocksalt type structure and inter-
mediate configurations. For the analysis of the chemical
bonding presented in the appendix, the electron localization
function ELF15 was investigated for different modifications
of CdSe. The calculations were performed with the
TB-LMTO-ASA program.16 Integration of the electronic density
in the ELF basins was made with the program BASIN.17
The molecular dynamics simulations were carried out us-
ing the DLPOLY package.18 A relatively small simulation time
step of 0.5 fs was chosen in order to enhance the accuracy
related to time-reversibility. The Melchionna/Nose-Hoover
algorithm was used to apply constant temperature and
pressure.19 Therein box shape variations are allowed, which
is important for not biasing the mechanistic analysis. Our
simulation setup is chosen identical to the transition tempera-
ture and pressure of the CdSe model of Rabani, i.e., 300 K
and 2.5 GPa.14
B. Methods
The path sampling scheme is described in detail
elsewhere1–3 and shall only be summarized briefly here.
Starting from a dynamic pathway in which the process of
interest is observed new trajectories are produced in an itera-
tive way. The first step is to select a snapshot from a preced-
ing transition path. This configuration is then modified, keep-
ing the atomic positions identical and slightly changing the
momenta. These alterations are incorporated in a manner
conserving the total energy, momentum and angular momen-
tum. The new configuration is propagated in both directions
of time and a new trajectory is obtained. This path is then
checked for the process of interest. In case the phase transi-
tion is observed, the trajectory is accepted as a new transition
pathway and used as the starting point for the next path sam-
pling iteration.
As a prerequisite to path sampling simulations, an initial
trajectory of the process under investigation is needed. An
easy-to-use way of generating such trajectories is described
in Ref. 20. It is based on a geometric modeling of putative
intermediates, obtained by transforming periodic nodal
surfaces.21 In the present work different initial trajectories
were used for parallel sets of path sampling runs. Each initial
trajectory was generated from modeling a putative interme-
diate and molecular dynamics simulations in both forward
and backward direction of time.20 Therein the intermediate
configurations were derived by interpolation of the atomic
positions in the limiting wurtzite and rocksalt type structures.
In such geometric models, the underlying interpolation rule
is directly connected to the picture of the transformation
mechanism. It is hence possible to generate initial pathways,
which correspond to different transition routes. As shown in
a previous work,1 starting the path sampling iterations in
different regimes of transition trajectory space allows dis-
criminating the most favorable mechanism. Transition path
sampling may be interpreted in terms of a Monte Carlo simu-
lation of the ensemble of transition routes. After conver-
gence, each set of path sampling iterations should hence
predominantly exhibit the same type of transition path-
ways, i.e., reflect the most favored mechanism.
To ensure a large covering of mechanistic models, we
have prepared first trajectories related to the transition routes
proposed in Refs. 11 and 13. This comprises implementation
of the concerted shearing in directions perpendicular to
001, cell compression in the 120 and cell expansion in the
100 wurtzite directions, and a shuffling of 001 layers.
III. RESULTS
As a consequence of the geometric modeling, the initial
transition pathways cross well-ordered atomic configurations
corresponding to a collective transformation of the simula-
tion model from the wurtzite to the rocksalt type structure.
Such intermediates turned out to be strongly disfavored. In-
deed, after only a few path sampling iterations trajectories
were obtained, which did not exhibit highly ordered interme-
diate structures. Instead, the structural transition starts locally
and in a discontinuous manner, i.e., via the nucleation and
subsequent growth of a new phase.
Transition path sampling iterations reflect a Monte Carlo
simulation of the ensemble of dynamical pathways of the
phase transition. Hence the favoring of a mechanistic route
may be directly related to the likeliness of finding corre-
sponding trajectories. The evolution of transition trajectories
can be nicely illustrated at the example of the path sampling
iterations started in the regime of pathways corresponding to
the mechanism proposed by Sowa.11 Therein sixrings are ini-
tially “compressed” such that an additional contact results.
This implies that the 100 direction in rocksalt is parallel to
100 in wurtzite. Trajectories related to such transition
routes quickly changed to pathways corresponding to a dif-
ferent mechanism. The “evolution step” of this change from
one regime in trajectory space to a more favored one is il-
lustrated in Fig. 1. At the top left time set to zero some
inset of the transformation via the wurtzite → rocksalt
mechanism proposed by Sowa can be observed. However,
this reflects a failed attempt and the system rearranges in the
wurtzite type structure t=2000 fs. In the following t
=5300 fs a new phase nucleus is formed, in which the 100
direction in the rocksalt type structure is no longer parallel to
100 in wurtzite Fig. 1 top right, t=6250 fs. The angle was
found as 15 °, which is in excellent agreement with the ex-
perimental observations of the respective orientation of the
unit cells before and after the phase transition of cadmium
sulfide.22
The mechanistic analysis presented in the following is
based on three sets of path sampling runs, each comprising
100 transition pathways after trajectory convergence to the
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same type of mechanism. The most favorable route for the
wurtzite ↔ rocksalt transformation of CdSe is illustrated for
a typical trajectory in Fig. 2. The transition is initiated by a
displacement of 110 layers, which is visible as an oblique
fracture in the regular hexagonal pattern of wurtzite inFig.
2a t=100 fs. The 6-rings in the puckered 001 layers in
the wurtzite type structure appear to deform and favor the
formation of a new Cd· ·Se contact. This is followed by the
flattening of the puckered layers and the formation of
4-rings, as proposed by Tolbert and Alivisatos.9,10 In this way
a nucleation center in form of a two-dimensional 2D slab is
formed. At the beginning of the phase transition this defor-
mation is observed in only a few layers of atoms
t=200 fs. The coordination number of the involved atoms
changes from 4 to 6. We used this as a quantitative measure
of the identification of the new phase during the path sam-
pling procedure.
Further phase growth may occur in two variations, with
respect to the way adjacent 6-rings are getting deformed into
4-rings. This feature is highlighted in Fig. 2, and shown in
more detail in Figs. 3a and 3b. From Fig. 3a the dis-
placement of adjacent 110 layers may be seen to occur in
an antiparallel fashion. In contrast to this Fig. 3b illustrates
a parallel shifting of 110 layers. From a crystallographic
point of view both growth steps are equivalent and belong to
the same shearing mechanism. They lead to symmetrically
FIG. 1. Color Snapshots of a trajectory from an early stage of a path sampling iterations run starting in a disfavored mechanistic regime
in trajectory space. Top left: Nucleation of small regions of the rocksalt structure via the mechanism of Sowa Ref. 11. These domains
however do not persist and instead the system returns in the wurtzite configuration bottom left. Then a new nucleation slab is formed
bottom right, that initiate the successful and eventually complete transformation to the rocksalt type structure. The final orientation of the
100 direction in the rocksalt type structure differs by 15° with respect to the wurtzite matrix top right.
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equivalent final positions of the atoms after the phase transi-
tion is completed. In our molecular dynamics simulations,
parallel and anti-parallel layer shearing is observed to pref-
erentially occur in alternating order, however, also sequences
of identical layer shearing steps are identified. For the overall
transformation of the model system an equal occurrence of
both shearing routes was found.
All path sampling runs we have performed converge to
this type of mechanism. The shuffling in two different direc-
tions, parallel and antiparallel has important consequences
on the final shape of the crystal. Assuming only one type of
shuffling the deformation of the crystal would be much
larger. The observed equal occurence of parallel and antipar-
allel layer shuffling events may hence be explained by
a tendency to avoid excessive strain during the phase
transition.
IV. CONCLUSIONS
In conclusion we presented path sampling molecular dy-
namics runs of the pressure induced wurtzite ↔ rocksalt
phase transition of cadmium selenide. The high-pressure
FIG. 2. Color Snapshots taken from a representative trajectory of the wurtzite→ rocksalt transformation of CdSe. For each picture, the
viewing direction is set along 001. The highlighted areas reflect intermediate local configurations, which are shown in detail in Fig. 3.
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phase was found to be formed via the shearing mechanism
proposed by Alivisatos.9,10 The transformation starts with the
formation of a nucleation center and rapid evolution into a
2D slab. After nucleation of the new phase subsequent
growth may yield two different local arrangements. As a con-
sequence we obtained a dynamical picture of the phase tran-
sition, in which each of the two possible layer shifting steps
occurs at equal probability.
We wish to point out that the use of a model system of
limited size and periodic boundary conditions may effect the
results of our simulations. While a 2400 atom model is still
far from a macroscopic crystal, we are able to observe phe-
nomena which take place on the nanometer scale and are
hence elusive to the widely spread calculations based on unit
cells. Indeed our model system is demonstrated to be suffi-
ciently large to study nucleation events and clearly identify
subsequent growth steps during the phase transition.
APPENDIX: CHEMICAL BONDING ANALYSIS
In the CdSe model of Rabani the Coulomb interaction is
described by non-polarizable partial charges placed on the
Cd and Se atoms. This form of a potential energy function is
usually applied to ionic compounds, which exhibit no charge
transfer during structural transitions. For covalently bonded
materials the use of non-polarizable models is restricted to
processes in which no charge transfer occurs. The recent
study of the pressure-induced phase transition of SiC by
Shimojo et al. reflects an example for such force-field
applications.24 Therein the model was demonstrated to ac-
count for the bulk properties of the material, and could also
predict the transition pressure in good agreement with the
experiment. Moreover, the obtained intermediates were stud-
ied from ab initio calculations, confirming the adequacy of
the force field description.25
Though CdSe may be expected to be much less covalent
than SiC, it is nevertheless important to check the quality of
the model description. Investigating the wurtzite, rocksalt
and zinc blend structures Rabani has already done the major
part of this job. In particular the estimation of the wurtzite-
rocksalt transition pressure in good agreement with the ex-
periment indicates an appropriate description of the struc-
tural transformation.14 Nevertheless, in the work of Rabani
no intermediate structures were considered and we therefore
decided to check the validity of the force-field approach also
for configurations in which the local atomic arrangement is
in-between the wurtzite and the rocksalt structure.
For this purpose we calculated the electron localization
function15 for the wurtzite, rocksalt-type modifications of
CdSe Figs. 4a and 4b and also for zink blende. While it
is reasonable to assume at least some covalency in cadmium
selenide, we could not identify a unique bonding attractor
between the cadmium and selenium atoms in all three struc-
tures. A range of values  for plotting the isovalue surfaces
of the ELF was investigated. For 0.2 the Cd and Se atom
FIG. 3. Color Local atomic
configurations identified during
the phase transition of CdSe. Left
and right hand sides correspond to
the wurtzite and the rocksalt struc-
tures, respectively. The shearing
of 110 layers causes a deforma-
tion of the 6-rings brings pairs of
Cd and Se atoms in contact in the
course of the phase transition. The
directions of the deformation dot-
ted lines are parallel a and anti-
parallel b.
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centered electron basins illustrated by the ELF pictures over-
lap and hence prevent a proper bonding investigation. At
larger isovalues no covalent bond attractors were observed.
The outer core shell of Cd does not show any structuring,
which indicates that these electrons do not participate in the
bonding.23 The valence shell bassin of selenium is only
slightly structured, indicating some deviation from the purely
ionic picture, which would correspond to perfectly spherical
non-structurized bassins. The bassin structuring is very
similar for all three modifications of CdSe as well as for the
intermediate picked from a transition trajectory Fig. 4. This
implies a constant amount of charge transfer during the
FIG. 4. Color a Ambient pressure modification of CdSe wurtzite type structure with isosurface of ELF for =0.7. Cd red, Se
green. b High-pressure modification of CdSe rocksalt type structure with isosurface of ELF for =0.7. c Typical intermediate
configuration taken from a local snapshot of a transition trajectory.
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phase transition also reflected by a constant number of elec-
trons counted in each bassin, which is in agreement with the
non-polarizable model of Rabani.14 We furthermore calcu-
lated the ELF for a representative intermediate snapshot
taken from our transition trajectories and performed an elec-
tron count Fig. 4c. Again no bonding attractor between
Cd and Se could be found, and no charge transfer with re-
spect to all three modifications of CdSe is observed.
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Low-dimensional sublattice melting by pressure: Superionic conduction in the
phase interfaces of the fluorite-to-cotunnite transition of CaF2
S. E. Boulfelfel, D. Zahn, O. Hochrein, Yu. Grin, S. Leoni
Phys. Rev. B 74, 094106 (2006)
The pressure-induced phase transformation of calcium fluoride
(CaF2) from the cubic-fluorite-type structure (Fm3¯m) to the or-
thorhombic cotunnite (PbCl2) type structure (Pnma) is investigated
from transition path sampling molecular dynamics simulations. Start-
ing from an artificially prepared transformation route connecting
fluorite to cotunnite, subsequent trajectory rectification evolved
to a distinct picture of the favored mechanism. The latter is
characterized by nucleation and growth of the new phase. The
overall transformation mechanism was identified as a symmetry-
lowering step from the cubic to the orthorhombic atomic con-
figuration which is caused by the reorganization of one half of
the octahedral voids. At the interface between the cubic and the
orthorhombic structure, a pressure-induced local melting of the
fluoride sublattice is observed. This produces defects that allow
for the reorganization of the calcium sublattice which eventu-
ally leads to the recrystallization of the fluoride ions fixating
one of the stable structures. Variation of the thermodynamic pa-
rameters shows that the mechanism is conserved over the exper-
imentally relevant range, however with an increasing tendency
towards incomplete transformation on lowering the temperature,
in accordance with experiments.
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The pressure-induced phase transformation of calcium fluoride CaF2 from the cubic-fluorite-type structure
Fm3¯m to the orthorhombic cotunnite PbCl2 type structure Pnma is investigated from transition path
sampling molecular dynamics simulations. Starting from an artificially prepared transformation route connect-
ing fluorite to cotunnite, subsequent trajectory rectification evolved to a distinct picture of the favored mecha-
nism. The latter is characterized by nucleation and growth of the new phase. The overall transformation
mechanism was identified as a symmetry-lowering step from the cubic to the orthorhombic atomic configura-
tion which is caused by the reorganization of one half of the octahedral voids. At the interface between the
cubic and the orthorhombic structure, a pressure-induced local melting of the fluoride sublattice is observed.
This produces defects that allow for the reorganization of the calcium sublattice which eventually leads to the
recrystallization of the fluoride ions fixating one of the stable structures. Variation of the thermodynamic
parameters shows that the mechanism is conserved over the experimentally relevant range, however with an
increasing tendency towards incomplete transformation on lowering the temperature, in accordance with
experiments.
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INTRODUCTION
Transformation processes between liquid and solid phases
are phenomena of central importance in nature. The most
fundamental transition of this kind is represented by crystal-
lization from the melt. While this is one of the main synthetic
pathways in solid state synthesis, a more peculiar phenom-
enon is reflected by superionic conductors, a fascinating
blend of solid and liquid states that arises when only parts of
a compound become liquid. In CaF2, the fluoride sublattice is
well known to melt on raising temperature. The present work
is aimed at demonstrating pressure as an important thermo-
dynamic variable governing sublattice melting in CaF2. Re-
cently, the tremendous technological potential of ion con-
ducting materials based on distinct transport effects in
interface regions has been reviewed.1 Inspired by these stud-
ies we decided to explore the possible similarities between
ion conduction in the interface region of CaF2-BaF2-CaF2
sandwich structures1 and phase fronts forming during
pressure-induced structural transformations.
The polymorphism of CaF2 encompasses two fundamen-
tal structural types, the low pressure face-centered cubic
fluorite structure space group Fm3¯m, for which CaF2 is the
prototype compound, and the high pressure PbCl2 type for
the orthorhombic polymorph cotunnite space group
Pnma.2,3 For salt-like compounds of composition AB2,
these structures offer an attractive combination of a close-
packed array of A atoms and interstitial sites of different
coordination number available for atom B. In the fluorite
structure the Ca ions are in a cubic close-packed ccp ar-
rangement, the fluoride ions occupy all the tetrahedral inter-
stitial sites. In the cotunnite structure, the array of A atoms is
hexagonal close-packed hcp,4 half of the fluoride ions ex-
hibit tetrahedral coordination, the other half is placed off-
center in the ideally octahedral voids of hcp, with fivefold
coordination. Ca is eightfold coordinated in the fluorite struc-
ture, while the coordination number increases to nine in the
denser cotunnite structure. The fluorite and cotunnite struc-
tures are also realized by the fluorides of the heavier
alkaline-earth metals Sr, Ba. The series of high-pressure
structures for AB2 composition is enriched by a plethora of
other phases like EuI2, -PbO2, on varying the halogen moi-
ety, like in CaCl2, or in oxide compounds like ZrO2. Despite
the chemical diversity of these compounds, the analogies in
their high-pressure behavior, particularly the reappearance of
the same atomic pattern among high-pressure polymorphs,
hints at common features.
Experimental investigations of the mechanistic details of
pressure-induced reconstructive phase transitions are compli-
cated by the first-order thermodynamics that often causes the
destruction of the crystal. Furthermore, these processes dis-
play a large pressure hysteresis. For CaF2, the fluorite-to-
cotunnite phase transition occurs in the range 9.5–20 GPa,5
with the cotunnite phase retransforming to the fluorite phase
on releasing pressure. The high-pressure polymorph can be
quenched from higher temperature, 300 °C, nonetheless the
crystallinity of the obtained material is poor.3
To shed light on the mechanism of the reconstructive
phase transition we have performed isothermic-isobaric mo-
lecular dynamics simulations within a recently implemented
transition path sampling scheme.6 The latter allows investi-
gating the transformation at the phase coexistence condi-
tions, and is particularly suited for observing phase nucle-
ation and growth in solid state reconstructive phase
transitions. The performance of our approach has been ex-
tensively demonstrated for alkaline halogenides.7–10
SIMULATION DETAILS
The simulation scheme as it is described in Ref. 6 requires
modeling of a first transition trajectory which is subsequently
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rectified in the course of transition path sampling iterations.
Such an initial pathway can be prepared from a geometric-
topological approach.7 For this, we take advantage of the fact
that the space group of fluorite is connected to the space
group of cotunnite via several group-subgroups pathways.11
The distance between the groups allows for several path-
ways. We have chosen the path from Fm3¯m to Pnma over
Immm Fig. 1, red path as a model for the first trajectory.
The transformation matrix 1 12 0 −1
1
2 0 0 0 1
 14 0
1
4 was applied on the unit cell of the fluorite structure.
In a common cell the atomic coordinates were varied be-
tween two limiting parameter regions corresponding to the
CaF2 and PbCl2 structural motifs. From these interpolated
configurations a dynamical intermediate was derived, and
from it a first transition pathway, by propagating in both
directions of time.6,7 The mechanism we used for preparing
the first transition trajectory contained a symmetric interme-
diate configuration, as it is shown in Fig. 2b. This interme-
diate features trigonal prisms of Ca2+ ions that are formed by
the fusion of adjacent tetrahedral on increasing the puckering
of the layers of the cubic structure.
While this initial trajectory does not need to be a likely
one, more probable routes are more frequently produced, and
the trajectory regime quickly departs from the disfavored,
symmetric intermediate structure, and shifts towards a pre-
ferred mechanistic regime characterized by nucleation and
growth. This pathway evolution occurred within 15–20 itera-
tions. From the first dynamical pathway, obtained from the
starting model, new trajectories are iteratively produced.6 A
configuration is selected from a previous trajectory, and
modified for the next simulation step keeping the total mo-
mentum, total energy, and angular momentum unchanged.
FIG. 1. Color Group-subgroup relation between the space
group of fluorite Fm3¯m and the space group of cotunnite Pnma.
The path used for the geometric modeling is highlighted in red, the
preferred mechanism is highlighted in blue. The intermediate space
groups Immm and Cmca of the first branch and the final branch are
highlighted.
FIG. 2. Color Geometric model used as a starting transforma-
tion route F green, Ca grey. The symmetry reduction from the
cubic to the orthorhombic structure corresponds to a path from
Fm3¯m to Pnma over Immm cf. Fig. 1. a Cubic structure, b
intermediate, space group Immm, c orthorhombic structure. The
cubic and orthorhombic structures are represented in a common cell
with orthorhombic metric.
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Upon propagation of the new configuration in both forward
and backward time directions, the resulting trajectory is in-
vestigated for the fluorite-to-cotunnite transition. As a dis-
criminating order parameter between the fluorite and cotun-
nite structures, the average coordination number CN of the
fluoride ions by Ca2+ ions is used. It amounts to 4 for the
fluorite structure, and changes to 4.5 in the cotunnite struc-
ture in continuity half of the fluorite ions in tetrahedral co-
ordination, CN=4, the other half in pyramidal coordination,
CN=5. Intermediate structures show a CN in between. The
simulation box contained 256 Ca2+ ions and twice as many
fluoride ions. A set of empirical force field parameters were
used. For the molecular dynamics simulation a time step as
small as 0.1 fs was chosen, in order to ensure time revers-
ibility. The equations of motion were integrated with the
DLPOLY package.12 Therein, the Melchionna–Nose-Hoover
algorithm was used to apply constant temperature and
pressure.13 The initial simulation pressure was initially cho-
sen as 9.5 GPa,2 which represents the lower boundary of the
hysteresis obtained from experiments, where the high-
pressure structure starts forming. Experiments are performed
in a temperature range of 300 to 573 K. We performed dif-
ferent sets of simulations at different temperatures 300, 350,
400, 450, 500, 573 K and also varied the pressure
9.5–12 GPa. Anisotropic shape changes of the simulation
box were allowed for not biasing the mechanistic analysis
with respect to the experiments.
INTERATOMIC PAIR POTENTIAL
Empirical interaction potentials have been shown to per-
form very well in many molecular dynamics simulations of
salt-like compounds. For their use in phase transitions it is
crucial that the model appropriately reproduces all relevant
phases. Given the too focused scope of the published force
fields, that were able to cover only some of the features
required by our simulation, a new empirical force field for
CaF2 was developed. Therein the ionic interactions were de-
scribed by a combination of Coulomb and London potentials,
and short range repulsive terms. The parameters of the Buck-
ingham pair potential model were fitted to reproduce the
equations of state of both the normal and the high-pressure
modifications. A relaxed fitting procedure as implemented in
the program GULP14 was used. The input was constructed
from a set of ab initio total energy values for configurations
of the normal and high-pressure structures at different vol-
umes. The total energy calculations were performed with the
FPLO package.15–17 The fitting error was defined as the re-
sidual of the total energies. The pair potential parameters are
shown in Table I.
The equilibrium lattice parameter of the cubic modifica-
tion calculated with our pair potential at 0 K, a=536.9, is
only 1.7% smaller than the experimental value of 546.2 pm
Ref. 18 obtained by x-ray scattering. The calculated14 bulk
modulus of the normal pressure modification of CaF2 is
97.9 GPa at 0 K which is 8.5% larger than the experimen-
tal value of 90.2 GPa extrapolated to 0 K, from Ref. 19.
The elastic constants, C11=166.2, C12=63.8, C44
=55.34 GPa, agree reasonably with experimental values
C11=165.4, C12=44.4, C44=34.2 GPa.20 Moreover, the de-
veloped pair potential is able to reproduce the temperature-
induced transition from fluorite-type CaF2 to a superionic
phase on raising temperature, as well as the melting
transition.21
The axial ratios a /b and c /b are good indicators for the
adequate description of the structure under pressure as they
strictly reflect the close-packed arrangement of Ca2+ ions.
The calculated ratios are a /b=1.665 and c /b=1.943, in ex-
cellent agreement with the experimental values.2
RESULTS AND DISCUSSION
The way of reconstructing the Ca close-packed hexagonal
pattern coded in the starting route Figs. 2a–2c disap-
pears during the early iteration steps, and a different mecha-
nism sets in. The latter involves shearing of Ca 100 layers,
like it is described in the following. The mechanistic analysis
is based on more than 100 transition pathways sampled after
decorrelation of the trajectories from the initial, disfavored
regime.
The signature of the onset of the cubic-to-orthorhombic
phase transition is an enhanced mobility of the fluoride ions
Figs. 3a–3d. While the arrangement of the Ca2+ ions
remains as in the fluorite structure, the F− ions can switch
between different tetrahedral voids, with excursions as long
as 650 pm. In the fluorite structure all tetrahedral voids are
occupied. Anion mobility is achieved through the creation of
a Frenkel defect, by episodic occupation of an octahedral
void Figs. 3a and 3b, leaving an empty tetrahedral void
behind. The face-sharing arrangement of occupied tetrahe-
dral and octahedral voids represents a less favored configu-
ration, as it implies local F-F contacts that are shorter
d0.433a, a=lattice parameter than in the fluorite struc-
ture d=1/2a, Fig. 3b. This configuration is quickly aban-
doned by migration of another fluoride ion into an octahedral
void, whereby an additional tetrahedral vacancy is formed
Fig. 3e. In this less dense part of the structure the recon-
struction of the Ca sublattice Figs. 3e and 3f is initiated.
Displacements of portions of 100 Ca layers along 011
with respect to the fluorite structure remove the central octa-
hedral void Figs. 3e and 3f, right. This is accompanied
by the formation of an octahedral void with a different ori-
entation, that shares a face with an adjacent occupied octa-
hedral void. The fluoride ions inside these octahedra move
off-center in pyramidal coordination, such that short contacts
are avoided. A displacement within an adjacent 100 Ca
layer rearranges another octahedron Fig. 3g. This second
TABLE I. Interatomic pair potential parameters for CaF2.
A eV  Å C eV Å6 q2 /e2
Ca-Ca 5.8107319 0.119628 0.0 +4
Ca-F 2954.8346 0.264043 0.14469 −2
F-F 37.930398 0.145092 0.0 +1
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new octahedron shares a face with an octahedron of the pris-
tine cubic structure and an edge with the previously formed
new octahedron. Again the fluoride ions occupy the one half
of the octahedron a pyramid where no short contacts to
fluoride ions are formed.
In the cubic close-packed arrangement the centers of the
octahedral voids are connected by a single translation, which
is reflected in the equal orientation of the octahedra Fig.
3a, right. The overall reconstruction of the Ca sublattice
during the phase transition rearranges half of them, which
FIG. 3. Color Snapshots from a typical con-
verged transition trajectory illustrating the local
changes in the atomic configurations and the
mechanism transforming the cubic upper part
into the orthorhombic lowest part structure.
Three adjacent octahedra are shown. Grey—
calcium, red—fluoride ions in octahedral voids,
orange—fluoride ions in tetrahedral voids.
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results into two distinct sets of octahedral voids. This atomic
movement is the symmetry-lowering step.
The reconstruction of the Ca sublattice is achieved by
shearing of layers along 011 Fig. 4c, red stripes. In ad-
jacent 100 layers 44 square nets this involves antiparallel
shift of “ladders” of Ca2+ ions green bands in Figs. 4a and
4b, such that new octahedral voids are formed in between,
and the square nets are rearranged into 3342 nets, with rows
of triangles.
The simulation procedure allows assessing the probability
of obtaining phase B starting from phase A.22 The equilib-
rium situation, G=0, corresponds to an equal probability to
reaching phase A from B, and vice versa. Following the for-
malism given in Ref. 22 we use the index
lnfluorite /cotunnite I is proportional to the momentum
modification in phase I; I=fluorite, cotunnite as a measure
of the distance from the thermodynamic equilibrium. For p
=9.5 GPa the index is 0.87, meaning that the pressure is
slightly undercritical. On enhancing the pressure p
=12 GPa the system is shifted closer to phase coexistence.
On lowering the temperature, the probability of getting the
cubic phase is larger, and the equilibrium is shifted towards
the cubic side. In this simulation regime, the tendency of
forming configurations that are a patchwork of cubic and
orthorhombic structure increases. This finds an echo in the
increasingly poor cristallinity of the samples in quenching
experiments.3
In the overall mechanism distinct directions for the reor-
ganization of the Ca sublattice and for the displacement of F−
ions appear. In Fig. 5a an early stage of the overall recon-
struction is shown. Ca2+ ions displace along 011, vertically
in Fig. 5. The movement of fluoride ions has been traced by
FIG. 4. Color Reconstruction
of the Ca sublattice by layer
shearing along 011 red stripes
in c. Green stripes highlight pat-
tern of antiparallel shifts within
adjacent 100 layers. The two
layers are represented separately
for better visibility. c Two adja-
cent 100 layers a upper layer b
lower layer.
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“illuminated lines”23 over a period of 1.2 ps. This empha-
sizes the different mobility of fluoride ions in different re-
gions and at different stages of the transforming box. F− ions
that are still in the fluorite configuration left display a short
trace, while F− ions in the interfacial region right exhibit an
enhanced mobility reflected by a longer trace. Furthermore,
they form chains that propagate diagonally in the box Fig.
5a. The “jumps” are frequent in the regions where octahe-
dra are reconstructing red polyhedra and reach out to
neighboring regions, where the reconstruction is about to
start. While the overall F− ions displacement follows crystal-
lographic directions, the local jumps are uncorrelated, such
that this region is liquid-like. The setup of an interfacial re-
gion hence corresponds to a local melting of the F sublattice.
Upon propagation of the phase front Fig. 5b, green poly-
hedra, the liquid-like interface is shifted such that enhanced
mobility characterizes this region only. This picture is intrin-
sically different from a conventional solid-solid transforma-
tion. In the latter, the displacement paths of rearranging at-
oms are well defined in both direction and length.
In terms of symmetry, the initial path over the Immm
intermediate is quickly abandoned Fig. 1, red path, and a
different path is found in the course of our molecular dynam-
ics simulation Fig. 1, blue path. The important step high-
lighted in the analysis described above Fig. 3 lies in the
reorientation of half of the octahedral voids of the fluorite
structure. Upon occupation of different octahedral voids by
fluoride ions the latter become different in symmetry, be-
cause the centering vector connecting the octahedra is ex-
tinguished. At the same time, the fluoride ions are trapped in
their final position, effectively condensating from the liquid-
like interface into the final cotunnite structure. The path over
the Cmca intermediate Fig. 1, blue pathway allows a split-
ting of the fluoride positions crystallographic and dynamic
at the same time and corresponds to the preferred mecha-
nism identified from our simulations. Considering the details
of the mechanism, the translationsgleich t branch of the
path Fm3¯m-Fm3¯-Fmmm corresponds to the superionic re-
gion characterizing the interface, the klassengleich k seg-
ment Fmmm-Cmca-Pnma hosts the reconstructive steps,
and corresponds to a phase front propagation step Fig. 5, red
polyhedra involving freezing of the anionic sublattice and
formation of structural motifs of the new phase.
In summary, the transition is initiated by fluoride ions
switching to octahedral voids in the close-packed Ca sublat-
tice. The locally liquid anionic sublattice causes Frenkel de-
fects that enable the modification of an otherwise dense and
rigid close-packed atomic arrangement. This occurs by anti-
parallel Ca layer shearing along 011 and reorganization of
half of the pristine octahedral voids. The momentarily occu-
pation of octahedral voids causes short F-F contacts in terms
of adjacent face-sharing tetrahedra. This unfavorable con-
figuration is resolved by a local geometric change that reori-
ents the octahedron. This induces a propagation of the phase
interface causing the “freezing” of the formerly mobile fluo-
ride ions. Further propagation of the phase front is carried by
liquid-like fluoride ions that reach out to adjacent layers.
The nucleation and growth scenario accessible through
our simulation resolves different symmetry lowering steps
FIG. 5. Color Snapshots from a typical trajectory illustrating
the different mobility of fluoride ions at different times and different
places of the reconstructing structure. The displacements of fluoride
ions are traced in a time window of 1.2 ps. The Ca2+ ions are shown
in red. a In the reconstructing region octahedral voids are rear-
ranged and occupied by fluoride ions transparent red polyhedra.
Only in this region anion mobility is observed. b Shift of the phase
propagation front. Anion mobility is enhanced only in the interface
region green polyhedra between cubic left and orthorhombic
atomic pattern.
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into different regions of the simulation cell. Not only can the
global mechanism be identified. The fine granularity of the
simulations allow identifying the chemical aspects of sym-
metry lowering steps: the formation of a liquid-like interface,
and therein the rules of avoiding face-sharing arrangements
that “push” the fluoride ions in the right adjacent voids, lead-
ing to freezing of the fluoride sublattice.
The observation of this phenomenon is closely connected
to the applied simulation scheme which allows the unbiased
identification of transformation mechanisms,6 domain forma-
tion, and interface geometries.24 Nevertheless, interface-
based ionic mobility was identified in CaF2-BaF2-CaF2 sand-
wich structures.1 As the identified superionic conduction
state only occurs in an interfacial region of the two stable
phase domains a direct experimental observation appears
rather difficult. However, within the few picoseconds of
liquid-like mobility of a single fluorite
→cotunnite→fluorite cycle, the fluoride ions diffuse by
more than 1 nm. Repeated transitions may hence lead to a
percolation of the F sublattices of the stable states that
should in principle be accessible to the experiment.
CONCLUSIONS
In conclusion, we performed transition path sampling
molecular dynamics runs of the phase transition of calcium
fluoride induced by pressure. Using a pathway obtained from
a geometric mechanism as starting route, developed on the
basis of group-subgroup relationships, the simulations con-
verged to a favored mechanistic regime, characterized by
coexisting phases separated by a two-dimensional interface.
Therein the liquid-like mobility of the fluoride ions causes
the formation of Frenkel defects that allow for the recon-
struction of the dense Ca sublattice. Phase propagation oc-
curs on shifting the phase front, under freezing of the locally
liquid fluoride ions sublattice into the new phase, and melt-
ing in the interfacial region. The enhanced mobility of the
anions in confined, low-dimensional interfacial regions re-
calls the temperature-induced phenomenon of superionic
conduction in bulk materials. In this work we demonstrated
pressure as the thermodynamic parameter behind sublattice
melting.
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Molecular dynamics simulations are performed on the wurtzite-
type structure (B4) to the rocksalt-type structure (B1) pressure-
induced phase transition in GaN. From this, a nucleation and growth
mechanism through a tetragonal metastable configuration is found.
An intermediate of h-MgO type structure suggested from static
calculations is ruled out. However, the pathway through the
tetragonal intermediate may be altered by defect incorporation.
While the overall transformation mechanism is preserved for both
vacancies and Ga substitution by indium, already a 5% aluminum
substitution establishes a transition route which avoids the tetrag-
onal structure. Changes in the transformation mechanism and the
resulting stabilization of the previously metastable high-pressure
modification is elaborated by tracing the interplay of phase nu-
cleation and growth and defect incorporation.
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Molecular dynamics simulations are performed on the wurtzite-type structure (B4) to the rocksalt-type
structure (B1) pressure-induced phase transition in GaN. From this, a nucleation and growth mechanism
through a tetragonal metastable configuration is found. An intermediate of h-MgO type structure
suggested from static calculations is ruled out. However, the pathway through the tetragonal intermediate
may be altered by defect incorporation. While the overall transformation mechanism is preserved for both
vacancies and Ga substitution by indium, already a 5% aluminum substitution establishes a transition
route which avoids the tetragonal structure. Changes in the transformation mechanism and the resulting
stabilization of the previously metastable high-pressure modification is elaborated by tracing the interplay
of phase nucleation and growth and defect incorporation.
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The quest for the true transition path in reconstructive
phase transitions is of fundamental interest for both basic
science and applied materials research. Structural transi-
tions are used, for example, in the steel production or in the
development of fracture-tougher ceramic materials [1].
First-order thermodynamics and the lack of a group-
subgroup relation complicate the mechanistic elucidation.
Even for compound classes linking the same structure
types rationalization of the mechanism with respect to
the chemical species involved is required. This was re-
cently demonstrated for potassium halides whose B1-B2
transition follows different nucleation characteristics de-
pending on the respective contrast in ionic hardness [2].
The existence of one or more group-subgroup pathways
does not imply a collective movement of atoms [3].
Nevertheless, many models rely on such atomic displace-
ments. Though accessible to first-principles calculations,
static models provide only pieces of truth as nucleation and
growth cannot be accounted for. The latter are nonetheless
fundamental events ooccurring at the atomistic scale con-
nected to specific changes of materials properties.
In this Letter we elucidate the mechanistic details of the
reconstructive B1-B4 pressure-induced phase transition in
gallium nitride GaN [4]. The degree of charge transfer is
believed to play a role in selecting a possible intermediate
in III-V semiconductors [5]. Nonetheless, the question is
still open whether an intermediate of h-MgO type structure
is relevant for the transformation and how the crossing of a
particular intermediate is connected to the transformation
mechanism. To clarify this point we use isothermic-
isobaric molecular dynamics simulations combined with
transition path sampling (TPS) [6]. This strategy was dem-
onstrated to tackle the rare event problem connected with
activated processes on a large variety of reconstructive
phase transitions [2,3,7–9]. Furthermore, it allows a clear
discrimination among possible intermediate candidates
[2,3]. To study the role of defects on the mechanism we
extend the simulation scheme by allowing atomic
replacement.
Group-III nitrides GaN, AlN, and InN are semiconduct-
ing materials with extensive applications [10,11]. Cation
substitution allows control over the wavelength of emission
because of the difference in band gaps (GaN 3.4 eV, AlN
6.3 eV, and InN 1.9 eV) [12]. GaN (AlN and InN) crystal-
lizes in the tetrahedral wurtzite structure (B4 type). Under
pressure the B4 structure transforms into the rocksalt
structure (B1 type) exhibiting a large hysteresis effect
(37–54 GPa).
Limpijumnong and Lambrecht [13] proposed an ortho-
rhombic path crossing the h-MgO type structure (Fig. 1—
blue path). This is realized by changing the ratio of the c
axis to the a axis from c=a  1:63 to c=a  1:2 and the
relative spacing u of the Ga and N sublattices from u 
0:377 to u  0:5 (u reduced z coordinate of N).
FIG. 1 (color). Two possible paths for pressure-induced phase
transformation from the B4 type [wurtzite (c=a  1:63), left] to
the B1 type [NaCl (c=a  2p , right)]: shear strain deformation
via h-MgO intermediate (c=a  1:2, blue path); deformation via
a tetragonal intermediate (c=a  1:74 red path). N is blue, Ga
turquoise.  is the angle spanned by the cell basal axes.
PRL 99, 125505 (2007) P H Y S I C A L R E V I E W L E T T E R S week ending21 SEPTEMBER 2007
0031-9007=07=99(12)=125505(4) 125505-1 © 2007 The American Physical Society
Subsequent perpendicular compression changes the ratio
c=a to

2
p
and leads to the B1 type structure. Saitta and
Decremps [14] presented a different distortion referred to
as ‘‘tetragonal’’ (Fig. 1, red path). In a common monoclinic
cell, the  angle reduces from 120 to 90, while ions
move horizontally towards the center of a square pyramid
formed by five counter-ions. On lowering the c=a ratio the
ions reach the center of the pyramid base (B1 structure).
The prediction of such tetragonal deformation is based on
the softening of shear (c44 and c66) and phonon Elow2
modes. The possibility to combine the atomic movements
discussed above suggests the existence of another set of
viable paths, as proposed by Sowa [15] or Alivisatos and
Tolbert [16] for CdSe.
The general diversity of the proposed transition mecha-
nisms reflects no fundamental discrepancy but the need to
move the transformation path investigation away from
static models which are confined to prejudiced mechanistic
models. We recently demonstrated the iterative evolution
of pathways from disfavored routes to the favored mecha-
nism by means of TPS [6].
TPS iterations within the NpT ensemble were imple-
mented by applying momentum modifications to snapshots
taken from the previous trajectory, keeping total energy,
momentum, and angular momentum unchanged. The
propagation of the new configuration in both directions
of time provides a new trajectory that is examined for the
process of interest, and the procedure is iterated. This
represents a mean to successively rectify a (more or less
good-guessed) initial trajectory, which thus does not need
to correspond to a favorable transition route per se. The
simulation scheme hence requires only a model trajectory
connecting B4 and B1 structures. Here we obtain it from
putative intermediates prepared from a geometric-
topological approach, based on transforming minimal sur-
faces [9]. The suggested intermediate structures (h-MgO
and tetragonal) involve different types of strain which can
be artificially combined in a similar way to that proposed
by Sowa [15]. Here we have derived the first trajectory in a
regime related to the latter. This implies concerted shearing
perpendicular to [001], cell compression along [120], and
cell expansion in the [100] WZ direction, and a shuffling of
(100) layers (crystallographic directions and planes are
given with respect to the wurtzite-type unit cell, unless
otherwise specified).
In the course of the TPS iterations the trajectory regime
quickly departs from the disfavored collective motion.
While the initial trajectory crosses ordered atomic configu-
rations, reflecting features of the geometric modeling, the
real mechanism is characterized by nucleation and growth.
The next-neighbor average coordination number (CN)
of the cations (cutoff 2.3 A˚ ) was used to distinguish be-
tween B1 (CN  6) and B4 (CN  4). The simulation box
contained 588 GaN pairs. A set of empirical force field
parameters [10] was used. For cation substitution by alu-
minum and indium a different set of mixed parameters was
used [11]. Both reproduce structural parameters, elastic
constants, and dielectric constants of the GaN polymorphs
in very good agreement with experiments. The models are
suitable for high-pressure studies as well as native defects
and surface relaxation. The B4-B1 phase transition was
investigated using both sets of parameters giving identical
results for GaN in distinct TPS simulation runs.
The molecular dynamics simulations were carried out
using the DLPOLY package [17]. A relatively small simula-
tion time step of 0.2 fs was used in order to ensure a good
time reversibility. The Melchionna or Nose-Hoover algo-
rithm [18] ensured constant pressure and temperature
(50 GPa, 300 K). Therein, anisotropic shape changes of
the simulation box were allowed for not biasing the mecha-
nistic analysis.
The mechanistic features inherited from the geometric
model disappear within 10–15 TPS iterations, allowing to
elucidate the reasons of their disfavor. Sixrings are initially
compressed along [120] such that additional GaN contacts
result. This implies that the [100] direction in rocksalt is
parallel to [100] in wurtzite. These tentative nucleation
centers regress again and the system is rearranged into a
symmetric configuration related to the hexagonal wurtzite
structure but slightly compressed along [120]. Such a
configuration corresponds to the symmetric intermediate
structures prepared via geometric modeling. In the course
of TPS iterations configurations corresponding to a ten-
dency to stay longer in a coordination number equal to 5
clearly emerges. After full trajectory decorrelation, this
tendency becomes a pronounced feature ruling the hexago-
nal intermediate out.
The following mechanistic analysis is based on more
than 100 transition pathways collected after trajectory
convergence. The onset of the transition is characterized
by the formation of nucleation centers [Fig. 2(a)]. In the
puckered (001) layers, the 6-rings are compressed along
[120] into 4 rings. Subsequently, the nucleation centers
progress and propagate along [200] to form a 2D slab
[Figs. 2(b) and 2(c)]. The latter grows perpendicularly to
its formation direction until complete conversion of the
wurtzite structure into an intermediate tetragonal structure
[Fig. 2(d)] similar to the high-pressure form of tin phos-
phide, SnP [19] and GeAs [20]. The phase growth may
occur in two fashions, as described in [21] for CdSe.
Depending on the way adjacent 6 rings are getting de-
formed into 4 rings, the (001) layer shearing can be
achieved via rings compression along [120] or by combin-
ing the latter with another compression along [210]. The
nucleation as well as the formation of the 2D slab was
observed to occur according to the first shearing mode,
while further growth follows the second pattern. The over-
all reconstruction of the (001) layers consists of a combi-
nation of parallel and antiparallel displacements of the
(200) layers. The combination of parallel and antiparallel
layers shuffling reflects the tendency to avoid excessive
strain during the phase transition. After complete trans-
formation of the wurtzite-type structure into the intermedi-
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ate, the atoms quasi-collectively displace along [001] to-
ward the base of the square pyramids [Fig. 2(e)], locking
into the final rocksalt-type structure [Fig. 2(f)].
The onset of the transition is marked by nucleation and
growth of a metastable structure on which the system stays
longer than 1 ps. The time resolution of picosecond time-
resolved electronic spectroscopy is around 100 ps, and
only, in particular, cases helpful in identifying a possible
intermediate, like for CdS in shock wave experiments [22].
One of the main experimental difficulties is the strong
overlap of the tetragonal structure peaks with those of
wurtzite and rocksalt during x-ray powder diffraction
(XRD) data refinement [23]. The time resolution of our
simulations on the contrary allows for a clear identification
of distinct events. The nucleation and growth sequence,
wurtzite-tetragonal then tetragonal-rocksalt, clearly re-
flects a two-step transformation mechanism where the
tetragonal intermediate does not simply link the limiting
structures in a crystallographic way as described by Saitta
and Decremps [14] but stands as a metastable one, reflect-
ing a different energetic profile of the transition path.
Second-order phase transitions are continuous and may
imply the softening of phonon modes at the transition point
[24]. Raman experiments on compressed GaN have iden-
tified shear mode softening in the critical pressure range
[4]. The scenario of nucleation and growth emerging from
our simulations makes a direct comparison with ab initio
calculated phonons rather adventurous, and the time scale
of Raman experiments is orders of magnitudes higher than
the simulation time window. Nonetheless the experimental
evidence of shear modes becoming soft at a higher pressure
than the equilibrium transition pressure [4] implies that
along the transformation path there is some additional
finite barrier to cross. From Fig. 2, the 2D interface may
be seen to not reconstruct directly into the B1 type, as the
path still has to overcome a small obstacle before getting to
the final rocksalt structure. The quasi-homogeneous char-
acter of this second step may thus be carried by a phonon.
The n-type conductivity in GaN is attributed to intrinsic
defects, dominated by Schottky disorder [10]. GaN pair
vacancies were randomly introduced and accepted or re-
jected depending on the success or failure to observe the
B4-B1 transition. This was used as an additional means to
achieve trajectory modification, beyond the original simu-
lation scheme [7]. Along this line the system is driven from
one composition to another, which includes transformation
of the B4-B1 transition routes. Each incorporation step is
followed by at least 30 TPS iterations at constant compo-
sition to ensure relaxation. The presence of defects does
not change the general mechanistic picture described
above and has no noticeable effect on the lifetime of the
intermediate configuration. However, it affects the nuclea-
tion, which preferentially starts at vacancy positions. The
latter lower the coordination number locally and ease the
displacement of undercoordinated atoms. Repeated incor-
poration of defects favors the rocksalt phase over the
hexagonal structure.
The B4-B1 phase transition is observed in other group-
III nitrides like AlN and InN at lower transition pressure
compared to that for GaN [24]. Upon decompression, InN
and GaN rocksalt phases revert to the wurtzite-type struc-
ture, unlike AlN that stays in the high-pressure phase down
to ambient conditions, as one of a few exceptions in semi-
conductors [25]. Combining the three cations in one nitride
opens a new perspective to explore metastability and helps
to understand the phase behavior at high pressure. Moti-
vated by this idea we carried out simulations by succes-
sively introducing chemical substitutions (AlxGa1xN and
InxGa1xN with 0< x< 0:05).
Starting from converged trajectories resulting from the
GaN TPS runs, aluminum and indium cations were pro-
gressively incorporated by random substitution of gallium,
in the same manner as described for vacancies.
Substitution with indium does not affect the overall
transition mechanism and the trajectories stay in the
same GaN regime crossing the tetragonal intermediate.
The layer shearing direction is maintained, while indium
is showing a tendency to form islands (Fig. 3) where the
nucleation preferentially starts. Indium clustering reduces
the strain caused by the size mismatch in cell parameters
FIG. 2 (color). Snapshots taken from a representative trajectory of the B4-B1 transformation of GaN. The colors reflect the
coordination of the Ga atoms. Upper row: (001) plane, lower row: view along [001].
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between InN and GaN. The higher polarizability of In, due
also to the presence of d electrons [14], obviously allows
for an easier response to local structure modifications.
The cation substitution of gallium by aluminum has a
stronger effect on the layer shuffling (Fig. 3). The 2D slab
leading to phase growth involves 220 layers shearing
instead of the pristine (200) layers. This reorientation
originates from the tendency to avoid aluminum cations
on the onset of the transition. On further simulating, alu-
minum cations are spread over the system and do not
cluster. They progressively quench the pathway through
the tetragonal intermediate as they contrast phase growth.
At 5% of cation substitution, the tetragonal phase is no
longer metastable and phase growth crosses over directly
to the rocksalt phase with the tetragonal structure surviving
as an interface between wurtzite-type and rocksalt-type
structural motifs. With the removal of the tetragonal inter-
mediate the backward transformation is noticeably modi-
fied. The disappearance of the intermediate supports a
scenario of lifting soft modes in the high-pressure regime
under the influence of Al, measured for AlN. Our simula-
tions indicate that AlxGa1xN becomes increasingly inert
to transforming from B1 to B4, with increasing x.
In conclusion, we provide insight into the wurtzite-to-
rocksalt phase transition in pure and deficient GaN by
identifying the different steps of the transformation and
contrasting the mechanistic details regarding the nature of
the cation defects. In pure GaN the mechanism corre-
sponds to a two-step transformation (wurtzite to tetragonal
and tetragonal to rocksalt). The relevance of a hexagonal
intermediate of h-MgO type structure suggested from
static calculations is ruled out. The importance of including
nucleation and growth in the mechanistic investigation is
even more eminent for Al substitution. The latter was
demonstrated to significantly lower the stability of the
tetragonal intermediate, up to its complete disappearance
and establishment of a direct transformation route, i.e.,
one step.
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FIG. 3 (color). (a)–(c) snapshots of an early stage of the
transition, the nucleation of the intermediate 2D slab and the
corresponding layer shearing direction for pure GaN (a),
InxGa1xN (b), and AlxGa1xN (c). (d) B1-B4 reverse transition.
Al and In are shown with coordination polyhedra (gray). Colors
as in Fig. 2.
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Solid-solid phase transitions: interface controlled reactivity and formation of in-
termediate structures
S. Leoni
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Finding new pathways to novel materials is an open challenge in
modern solid-state chemistry. Among the reasons that still pre-
vent a rational planning of synthetic routes is the lack of an
atomistic understanding at the moment of phase formation. Metastable
phases are, in this respect, powerful points of access to new ma-
terials. For the synthetic efforts to fully take advantage of
such peculiar intermediates, a precise atomistic understanding of
critical processes in the solid state in its many facets, that is,
nucleation patterns, formation and propagation of interfaces, in-
termediate structures, and phase growth, is mandatory. Recently
we have started a systematic theoretical study of phase transi-
tions, especially of processes with first-order thermodynamics, to
reach a firm understanding of the atomistic mechanisms governing
polymorphism in the solid state. A clear picture is emerging of
the interplay between nucleation patterns, the evolution of do-
main interfaces and final material morphology. Therein interme-
diate metastable structural motifs with distinct atomic patterns
are identified, which become exciting targets for chemical syn-
thesis. Accordingly, a new way of implementing simulation strate-
gies as a powerful support to the chemical intuition is emerg-
ing. Simulations of real materials under conditions correspond-
ing to the experiments are shedding light onto yet elusive as-
pects of solid-solid transformations. Particularly, sharp insights
into local nucleation and growth events allow the formulation
of new concepts for rationalizing interfaces formed during phase
nucleation and growth. Structurally different and confined in
space, metastable interfaces occurring during polymorph trans-
formations bring about distinct diffusion behavior of the chemical
species involved. More generally, stable structures emerge as a
result of the concurrence of the transformation mechanism and
of chemical reactions within the phase-growth fronts.
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Solid–Solid Phase Transitions: Interface Controlled Reactivity and Formation
of Intermediate Structures
Stefano Leoni*[a]
Introduction
Today the quest for novel materials with distinct properties
for critical technological applications, like power or informa-
tion storage, energy conversion, or improved mechanical
properties, has motivated a consistent effort in better under-
standing solid-state processes, both experimentally and from
theory. The progress of the past decades on nanomaterials
have shown that bulk properties break down on crossing
lower size limits, unfolding a rich set of new stability rules
and opening new synthetic pathways. For solid-state synthe-
sis this means (at least) that bulk materials ruled out by an
unfavorable thermodynamics may suddenly become accessi-
ble on reducing size. While a wealth of facts and rules on
the polymorphism of solids has been collected, finding new
pathways to novel materials remains an ongoing challenge
in modern solid-state chemistry. Especially an understanding
of the rules governing the stability of the (known) phases of
a compound, and thus affecting the “metastability” of some
configurations, has escaped a full rationalization, although
experiments are shedding light on the “rules of metastabili-
ty” in solids.[1] In a subset of cases, metastable phases can be
formed that persist indefinitely, like diamond that does not
revert to graphite on releasing pressure, or AlN that stays in
the high-pressure rocksalt structure type. In the vast majori-
ty of cases, however, compounds obtained under pressure or
at high temperature quickly relax towards less dense config-
urations that are lower in energy. Clearly, the energetic bar-
riers in between are different. However, a firm understand-
ing of what determines such differences is still missing.
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Metastable phases represent a powerful point of access to
new materials, so understanding the rules of metastability is
not just an investigation on fundamental aspects. It means
figuring out which intermediate configurations can be realiz-
ed during a transformation and how to access them. The
new material nucleates within the pristine one, and initially
isolated nuclei grow through propagation of phase fronts.
Such interfaces may fuse upon domain–domain contacts, or
turn into grain boundaries under formation of polycrystal-
line solids. Understanding the details of such processes
means not only a better control of material properties, but
primarily a rational approach to material synthesis.
In general terms, it is the nature of the reactivity in solids
that has to be unfolded. For this, new theoretical concepts
and simulations for direct comparison to the experiments
have to be brought into existence. Such integral approaches
not only require the availability of improved simulation
schemes or the better performance of computers, it is the
discovery of the richness of chemical issues beyond the bare
thermodynamic classification of phase transitions that has
boosted new perspectives.
So far, critical phenomena are accounted for within classi-
cal Landau theory,[2] and phase growth is described within
classical nucleation theory. Due to the missing relationship
of a group and a subgroup between the symmetry groups of
the crystal structures surrounding a phase transition, a nec-
essary condition for Landau theory is in general not met by
reconstructive phase transitions, with large atomic move-
ments and macroscopic stress. This has probably prevented
a general theory of reconstructive phase transitions to devel-
op and the investigation of the reactivity of solids has too
often been dimmed out by the search of the mechanism of a
phase transition, which is only part of a much richer chemi-
cal picture.
Having realized that phase transitions are extraordinary
phenomena of the “ordinary” chemical reactivity of solids,
we have recently started a systematic theoretical study of re-
actions in the solid state,[3–9] with emphasis on phase trans-
formation with phase coexistence, to reach a firm under-
standing of the rules governing polymorphism.
Solid-State Reactions and Chemical Reactivity
The investigation of reactions in the solid state, especially in
case of experiments performed on single crystals, often re-
veals preferred crystallographic orientation relations be-
tween the initial crystal and the final product.[10] The fact
that such relations accompany solid-state chemical reactions
has often been used to justify the derivation of transforma-
tion mechanisms on the basis of geometrical–topological ar-
guments.[11–13] The geometrical argument is supposed to hold
on the assumption of shortest atomic displacements and
lowest strain, and the derived models are concerted in the
atomic moves and develop smoothly, that is, without any in-
terface region of coexisting structural domains. However,
the existence of orientation relationships does not imply a
second-order type, continuous transformation. It rather
hints at a more articulated scenario in which one or several
nuclei start growing from the initial atomic pattern. The
latter functions as some sort of substrate for the forming
nuclei, which may influence their initial relative orientation
and the final mutual arrangement of domains. Different
from continuous, second-order phase transitions, in which
domain orientations are subsumed under group–subgroup
relationships, the initial space group does not need to play
any active role in determining domain orientations.[14] The
latter are determined by the local reactivity alone, which re-
flects different ways of implementing a global mechanism
and energetic preferences rather than group–subgroup pat-
terns. The existence of a more or less extensive topotaxy[15]
between initial crystal structure and final product, invites
the theoretical oriented chemist to formulate more articulat-
ed integral simulation approaches, able to account for both
local chemical reactivity and the global mechanism.
This change in the point of view on phase transitions is il-
lustrated in Figure 1. The upper part shows the traditional
picture of two structures types, B2 (CsCl type structure) and
B1 (rocksalt structure type) transforming into each other
under pressure. This type of transformation is undergone by
the majority of alkali-metal halogenides, among them NaCl,
KF, or RbCl. By means of geometric interpolation structural
motifs are transformed, leading to a concerted movement of
all atoms within an intrinsically single-crystalline model. The
lower part presents the same type of transformation with
the details as we have learned them from our simulations.
The transformation sets in as an archipelago of nucleation
centers, followed by growth resulting in complete transfor-
mation into the final structure type. Unlike the concerted
ionic movement inherent to the traditional approach, the
nucleation and growth scenario implies the coexistence of
motifs of both stable structures in separate domains. The
many arrows connecting initial and final atomic configura-
tions hint at many intermediate steps of local reactions that
Figure 1. Distinct points of view on reconstructive phase transformations.
Upper part: Collective picture of a solid state transition. Lower part: For-
mation of nucleation centers in a solid-state reaction within an initial
structural pattern, followed by domain intergrowth under formation of a
complex morphology.
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are responsible for the complex final morphology, and for a
(more or less extensive) topotaxy. The nucleation and
growth pattern is pertinent to the high-pressure reactivity of
the compound. Indeed it is a nucleation pattern rather than
a single nucleus that destabilizes the system and promotes
material transformation. Interestingly, a B1!B2!B1 cycle
is better written B1!B2!B1’ as the B2!B1 reaction indu-
ces poly-crystallinity.
In the following, example scenarios demonstrating the in-
vestigation of phase nucleation and growth,[3–6] phase
growth,[3–6] domain morphogenesis,[6–8] metastable interfaces
and metastable intermediates,[3–9] and ionic conduction at in-
terfaces[9] are described, and the impact of our simulations
on the way of thinking about solid-state reactions is demon-
strated. While the computational details are discussed in
detail in the given references, some important issues shall be
recalled here.
1) The calculations are based on classical molecular dynam-
ics, and address the mechanistic details of transformation
among polymorphs. Therein, an initial trajectory is itera-
tively optimized until a stable regime is reached.[3] The
analysis is then performed on the trajectory manifold re-
lated to the stable regime.
2) The initial trajectories are derived from geometric
models based on transforming periodic nodal surfa-
ces.[4,16] Starting the calculation from different initial
paths that code distinct mechanistic models, and verify-
ing their convergence to the same final mechanistic
regime represents a strong indication of the preference
of a way of transforming. Furthermore, it allows for a
direct comparison between mechanisms.
3) For the examples given in the following, (empirical) in-
teratomic pair potentials were used in the calculations.
The choice is based on the adequateness of the potential
model to the chemical system under investigation. The
potential is then required to be portable across the poly-
morphs in terms of bulk properties, energetic score, and
charge separation. An example on how to verify the
latter point can be found in reference [7]. Furthermore,
the size of the system for a mechanistic investigation is
critical (and will be demonstrated in the following) and
the computational costs of the calculations can only be
overcome with a slim (yet appropriate) potential model.
A too small simulation system, in the typical order of ab
initio methods, does not allow the observation of nuclea-
tion and growth phenomena. For a discussion on static
quantum-mechanical calculations with respect to pair po-
tential-based simulations for mechanistic analysis with
nucleation and growth phenomena, we refer to our
recent work on GaN.[16]
The Example of NaCl
Although NaCl represents a fundamental structure type, the
quest for the transformation mechanism of NaCl under pres-
sure has been an outstanding scientific challenge for a long
time. NaCl undergoes a high-pressure transition from NaCl
type or B1 to CsCl type or B2 at a pressure of approximate-
ly 29 GPa and T=300 K. Two main mechanisms for this re-
constructive phase transition have been proposed over the
years. In the mechanism named after B>rger[18] a concerted
distortion occurs as a compression of the unit cell of NaCl
along the cell diagonal and an expansion in the perpendicu-
lar direction. The second, due to Hyde and OJKeeffe,[19] in-
volves an interplanar movement and an antiparallel dis-
placement of atoms in adjacent (100) NaCl layers. While ex-
perimentally difficult to assess, mainly due to the large
volume change of the crystal, the elucidation of the mecha-
nism has motivated many theoretical efforts. Traditionally,
continuous deformation pathways are derived on the basis
of a common cell, which has sufficient degrees of freedom
for the atoms to move from one limiting high-symmetry
atomic configuration to the other. Therein, the mechanisms
are intrinsically concerted. Moreover, artificial intermediate
configuration may be enforced by the simulation Ansatz.
In contrast to this, our approach based on a combination
of molecular dynamics simulations and topological model-
ing[3,16,20] does not require assumptions on the way the initial
B1 structure is aligned with respect to the final arrangement
in the B2 structure. Instead, the general mechanism is itera-
tively optimized from an initial way of transforming B1 into
B2, which can thus simply be a (more or less good) guessed
one.[4] On this basis many mechanistic models can be com-
pared, by choosing distinct starting routes and verifying the
convergence of independent calculation runs towards the
same mechanistic regime. In this way, the mechanism is ob-
tained free from premises. Moreover, besides the global
transformation pattern, a nucleation and growth scenario is
emerging, underlying the local character of the B1!B2
solid-state reaction. On abandoning the too narrow simula-
tion approach based on unit cell calculations, a much richer
and realistic simulation perspective is emerging. Here the
term realistic accounts for the emergence of a detailed
phase nucleation and growth scenario, for the emphasis on
the local character of phase formation and growth, and for
the renewed perspective of a simulation approach that is
able to fully account for the role of chemistry and chemical
reactivity.
Metastable Interfaces
The transformation from B1 to B2 starts locally and rapidly
grows within a plane (yellow bars in Figure 2a,b). This ini-
tiates a sequence of antiparallel layer displacements along
which the reconstruction propagates (red bars in Figure 2b).
At each stage, B1 motifs coexist beside B2 motifs, separated
by an interface. The interface arises already from the first-
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layer displacement that follows the nucleation event, and is
progressively shifted in a perpendicular direction to the one
of the initial displacement. It reaches out over three layers,
and is thus strictly local. The average coordination number
of the atoms in the interfacial region amounts to seven, half-
way between six (B1) and eight (B2). The atomic pattern in
the interface corresponds (locally) to the a-TlI structure
(B33). This is not simply a curiosity or a didactic way of ra-
tionalizing the transformation in terms of symmetries. It re-
flects the reactivity of alkaline halogenides under pressure.
In fact, while the B33 structure appears in form of a meta-
stable interface for NaF or NaCl, already with the bromides
the B2 structure no longer reflects the high-pressure phase
anymore, but the B33 structure is formed instead. It is thus
the chemistry and the smooth reactivity changes across the
groups that favor transformation routes in which the B33
forms as an interface rather than a stable structure. This is
probably a chemically more consistent reason to rule out
other B1!B2 mechanistic models than just mechanical ar-
guments. Accordingly, to better highlight reactivity trends
and the existence of intermediate structural motifs, the reac-
tions can be written as Equations (1) and (2).
NaClsðB1, B33Þ ! NaClsðB33, B2Þ ð1Þ
NaBrsðB1, B33Þ ! NaBrsðB33Þ ?!NaBrsðB33, B2Þ ð2Þ
A fundamental assumption of classical nucleation theory
is the growth of a predefined (often assumed to be spheri-
cal!) nucleus of the building phase within the transforming
one. The detailed atomistic pictures emerging from the sim-
ulations provide realistic scenarios of nuclei shapes (typi-
cally not spherical) and domain formation. In NaCl the ini-
tial nucleus represents a slab (Figure 2), while in KF it takes
the form of sticks (orange in Figure 3). This is again con-
nected to the distinct local chemical reactivity and was re-
cently demonstrated to result from different relative ionic
hardness/softness ratios.[8]
The existence of a metastable phases of a-TlI structure
(B33, space group Cmcm) has been repeatedly pointed out
in the literature.[11,21–23] Therein, several alternative pathways
for the B1!B2 phase transition have also been proposed.
While the structural motif found in the interfacial regions
corresponds to the one of a-TlI, as pointed out above, it re-
mains strictly local, and stays as an interface until complete
consumption of the transforming polymorph. As an impor-
tant difference with static approaches, the interfacial motif
of a-TlI originates in our simulations from a particular way
of nucleation and growth, and it is thus an aspect of chemi-
cal reactivity. It does not emanate from the space-group
symmetries of the polymorphs surrounding the B1!B2
phase transitions.
Interfaces and Domains
The formation of domains in solid materials is also a conse-
quence of chemical reactions that take place locally. KF ex-
hibits an enhanced nucleation density with respect to NaCl.
The nucleation sets in as columnar displacement of fluoride
ions only. This is remarkably different from the scenario
that emerged in NaCl. First, the interface is much more lo-
calized and cylindrical instead of planar. Second, cations
and anions behave asymmetrically, since fluoride ions dis-
place first eventually followed by potassium ions. This differ-
ent behavior is rooted in the different ionic softness/hard-
ness ratio of KF with respect to NaCl. Fluoride ions are
harder, and respond to local changes by rapidly displacing.
Potassium ions are on the contrary softer and may accom-
modate local changes by deforming their electron clouds,
and initially do not need to be displaced as an entity. In
NaCl, the ionic species are similar in this respect, and in the
Figure 2. B1!B2 transformation in NaCl. Upper part: a geometric inter-
mediate (middle) bridging two atomic configurations (B2 (CsCl type) left
& B1 (NaCl type right)). Lower part: local nucleation event (blue circle)
initiating the lattice reconstruction, followed by phase growth in form of
layer shuffling (yellow & red arrows).
Figure 3. Different forms of metastable interfaces. Left: B33 motifs in KF
forming “sticks” colored in orange. Right B1–B2 interface of B33 struc-
ture, extending over three layers (red circle), as it appears in NaCl or
KCl. Center: close-up of a B33 structure type motif with the characteris-
tic sevenfold coordination polyhedron.
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nucleation event and propagation steps they are exchange-
ACHTUNGTRENNUNGable. Due to the cylindrical shape of the initial nuclei, even
small simulation models may involve several nucleation cen-
ters. The way the nuclei grow may be compatible or not: the
growth direction may be along the same direction, or along
different crystallographic directions. In the latter case, the
fronts of domain growth meet under formation of grain
boundaries. In case of parallel columnar displacement of
fluoride ions, and different growth directions, the domains
are separated by a mirror plane (Figure 4).
If available the nucleation starts at the domain bounda-
ries. Different domain morphologies result from different
ways of connecting initially coexisting nuclei. The way
nuclei are locally formed depends in turn on local changes
due to different responses to local fluctuations. So a precise
knowledge of microstructure reactivity is mandatory for in-
fluencing the final morphology of the material.
Reactions at Interfaces
To better capture the role of ionic hardness and softness on
local reactivity pattern, an investigation of the reactivity
trend along the respective main groups can be performed in
silico. The evolution of the final morphology of potassium
halogenides was investigated on varying the halogenide
moiety, from fluoride to chloride to bromide.[8] With respect
to the ionic hardness/softness ratio, potassium represents the
softer species in KF, whereby in KBr the roles are inverted,
potassium being relatively hard with respect to bromide.
KCl occupies an intermediate position. As a consequence,
domains are formed for the combinations with the largest
difference in ionic hardness/softness, KF and KBr.[8] KCl
does not show any pronounced tendency to form domains
within a given volume, like the case for NaCl. KF and KBr
break down into domains instead. While their morphology
appears similar at first sight, as in both cases domains are
separated by mirror planes, there is an important difference
that shows up upon closer inspection. The chemical species
that is occupying the interface—the energetically most prob-
lematic place in the structure—is always the softer one. So
in KF potassium is sitting at the interface, on the geometric
place of the mirror plane separating the domains (Figure 5).
In KBr the analogous site is occupied by the softer bromide
ions.
Cadmium Selenide (CdSe)
CdSe has found extensive use in quantum dot nanocrystals,
and recently in nanocrystal-based solar cells. The visible ab-
sorption and photoluminescence of cadmium selenide de-
pends on the size of the particle, which can be tuned by
chemical synthesis. Size effects also control the high-pres-
sure behavior of CdSe. The activation volume, that is the
volume deformation necessary to induce a phase transition,
is namely different, depending on the reaction direction,
from wurtzite type (normal pressure phase) to rocksalt type
(high-pressure phase), or vice versa. This is reflected in a
large hysteresis loop, and in an “equilibrium” transition
pressure offset from the center of the loop. This in turn re-
flects different activation energies that arise from locally re-
arranging the bonds. An investigation from molecular dy-
namics simulations[7] reveals the details of the reconstruction
process, shown in Figure 6. Six-membered rings are initially
deformed in axial direction under formation of small islands,
which do not directly grow into rocksalt but bring the
system into an intermediate configuration, similar to the ini-
tial wurtzite structure, but distinct. Under pressure, the
system builds an intermediate metastable configuration first,
of intermediate volume between the normal- and high-pres-
sure phase, before the transformation into rocksalt contin-
ues. The latter involve a shearing of skew layers (Figure 6,
bottom left), which can take place along two equivalent di-
rections, the occurrence of which is weighted by strain mini-
mization.
In high-pressure experiments on nanocrystalline and bulk
CdSe the layer stacking sequence of hexagonal wurtzite is
modified, and lamellar insets of ZnS structure type emerge
on releasing pressure. While the energetic difference be-
tween Wurtzite and ZnS type is tiny, this is not the main
reason for the appearance of stacking variations. Instead,
Figure 4. Consequences of a nucleation and growth scenario originating
from two nucleation centers. The contact of two growth fronts with dif-
ferent reconstruction patterns accounts for domain formation in the
transformed material, here KF in a polycrystalline B1 type structure.
Figure 5. Different final morphologies as a consequence of a different
ionic hardness/softness ratio. Right: In KF domains are separated by
mirror planes and potassium atoms occupy the interface sites. Center:
Distinct growing regions that may merge “in phase” or “out of phase”, in
which case domains result. Left: Domains in KBr. In this case, the softer
species, bromide ions, are placed at the interface.
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both ZnS and Wurtzite nucleate from the NaCl type. Dis-
tinct reaction patterns set in locally, and domain boundaries
results from the contact of different growth fronts. Essential-
ly, the product of the high-pressure experiments is a “nano-
composite”. Understanding the local reactivity rules and the
chemical means for promoting or inhibiting nucleation
events (by chemical substitution, for example) represents a
different way of engineering interfaces between domains
with different electronic properties, such as optical band
gaps.[24]
Size Effects at Interfaces
Transformation phenomena that link liquid and solid states
are of central importance in natural processes. Crystalliza-
tion from the melt is often used as synthetic pathway in
solid-state chemistry. While in most solidification or fusion
processes the two-phase domains coexist next to each other,
a different way of solid/liquid coexistence is represented by
superionic conductors. The latter are a fascinating blend of
liquid and solid states and arises when only part of the struc-
ture liquefies on raising the temperature. In CaF2, the fluo-
ride sublattice becomes liquid at higher temperature, while
calcium ions maintain a configuration as in the solid. In
CaF2 mass diffusion is initiated by a local change of the
chemical potential obtained by creation of Frenkel defects
(Figure 7). A more spectacular way of enhancing mass diffu-
sion is the formation of less ideal structures than the perfect
crystal, for example, by creation of a structural discontinuity
in form of an interface, in which the “rules of the bulk” can
locally be violated.[25] An interface for example does not
need to strictly fulfill charge neutrality. In CaF2 grain boun-
daries represent such special places as therein ionic diffusion
in enhanced. Another way of introducing abrupt changes in
the structure is by means of pressure-induced lattice recon-
struction. Therein the controlling thermodynamic parameter
is not temperature anymore, but pressure. Fluorite CaF2
transforms into cotunnite above 9.5 GPa. At the onset of
the transition an enhanced mobility of fluoride ions appears,
that is promoted by Frenkel defects. The local accumulation
of vacancies initiates the reconstruction, which manifest
itself in the formation of a narrow interface. This abrupt dis-
continuity in the lattice brings fluoride ions to locally melt
(Figure 8).
Propagation of the transformation front corresponds to
the “recrystallization” of the liquid sublattice in the cotunn-
ite structure. The existence of an interface with liquid char-
acteristics is also reflected in the tendency towards incom-
plete reverse transformation to the normal pressure fluorite
structure. The distinct mobility at interfaces reflects size ef-
fects in the nanometer regime, and suggests a different way
of modifying materials, based on local (structural, chemical)
changes.
Outlook
The few examples shown above are part of an ongoing
effort to elucidate fundamental details of polymorphism in
Figure 6. Reconstruction of CdSe from Wurtzite (B4) type to Rocksalt
(B1) type. Top left: insets of nucleation in the B4 structure. Top right: In-
termediate configuration close to B4. Bottom left: Growth of NaCl by
skew layer shearing. Bottom right: B4 and B1 motifs coexisting during
reconstruction.
Figure 7. Accumulation of Frenkel defects (black arrows, left and middle)
by occupation of octahedral voids (right) initiates the lattice reconstruc-
tion in CaF2. Three snapshots of a portion of the reconstructing fluorite
structure are shown. Ca2+ and F ions are colored in blue and green, re-
spectively.
Figure 8. Sublattice melting by pressure. Left: Enhanced mobility of fluo-
ride ions (black stripes) along a two-dimensional interface (red poly-
hedra). Right: Shift of the phase growth front, freezing of the fluoride
ions (red polyhedra) and melting in the new interfacial region (green
polyhedra).
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the solid state that are experimentally not accessible or are
difficult to rationalize. Initially, the simulations moved from
the need to depart from a too limited point of view on re-
constructive phase transitions, which was to a large extent
affected by second-order phase transition models. The nu-
cleation and growth scenario emerging represents a defini-
tive departure from that point of view, as non-concerted
movements are accounted for in detail by simulating sys-
tems larger than a few unit cells only. Therein the focus is
shifted on local reactions that are taking place at interstitial
sites and interfaces, which are distinct places in the solid ma-
terial. The role of symmetry is recast into more appropriate
boundaries, and the need to abandon group–subgroup rela-
tionships for this class of solid–solid reactions is emphasized.
Instead, the role of chemistry in driving patterns of nuclea-
tion, domain formation, and the evolution of metastable in-
terfaces and intermediates is clearly emerging. Therein the
phase-formation sequences and its interplay with chemical
reactivity controlling the final material morphologies
become firmly rooted from premise-free model studies. All
in all, a perspective is emerging of bringing together com-
puter simulation and high-pressure chemical synthesis, in a
way that the chemical intuition is supported by the atomistic
resolution of the computer models.
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Competing intermediates in the pressure-induced wurtzite to rocksalt phase tran-
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Molecular dynamics simulations are carried out on the wurtzite-
type (B4) to rocksalt-type structure (B1) pressure-induced phase
transition in ZnO. A tetragonal intermediate (iT ) appears at the
B4/B1 interface along the transition. A hexagonal intermediate
iH of h-BN type is also occasionally visited, as a result of axial
compression, which however does not represent a necessary step
for the transition. The presence of small fractions of rocksalt
or defects after B1-B4 back-transformation is traced back to the
competition between deformation modes connected to iT or iH.
134 Papers
Competing intermediates in the pressure-induced wurtzite to rocksalt phase
transition in ZnO
Salah Eddine Boulfelfel and Stefano Leoni
Max-Planck-Institut fu¨r Chemische Physik fester Stoffe, 01187 Dresden, Germany
Molecular dynamics simulations are carried out on the wurtzite-type (B4) to rocksalt-type struc-
ture (B1) pressure-induced phase transition in ZnO. A tetragonal intermediate (iT) appears at the
B4/B1 interface along the transition. A hexagonal intermediate (iH) of h-BN type is also occa-
sionally visited, as a result of axial compression, which however does not represent a necessary
step for the transition. The presence of small fractions of rocksalt or defects after B1→B4 back-
transformation is traced back to the competition between deformation modes connected to iT or
iH.
INTRODUCTION
Metal oxides occupy a privileged place in modern ma-
terials science due to a broad range of interesting proper-
ties. Their advantageous electronic properties open new
perspectives in electronic and optoelectronic industry1.
In this view, zinc oxide or zincite, n-type semiconductor
with a direct band gap of 3.2 eV, is a good laser and UV
light emitter besides numerous other technological ap-
plications (e. g. chemical sensor, catalyst, piezoelectric
transducer, solar cells)2.
The polymorphism of ZnO encompasses three struc-
ture types. The ambient conditions wurtzite-type struc-
ture B4 (WZ), the zincblende metastable variety B3
(ZB), and the high-pressure modification, which adopts
the rocksalt-type structure B1 (RS). The wide indirect
band-gap (2.45 eV) of the cubic phase B1 makes it
more suitable for high p-type doping than the hexago-
nal variant3. Trapping the rocksalt structure at ambient
conditions is therefore of great interest.
The first indication of a first-order pressure-induced
phase transition to the rocksalt-type structure (B1), at ∼
10 GPa, was reported by Bates et al.4. The B4-B1 tran-
sition has been characterized to be fully reversible with
a pronounced hysteresis (2 - 10 GPa)5–7. However, other
reports have found that a large fraction of the rocksalt-
type B1 phase persists during decompression and can be
partially quenched at ambient conditions3,8,9. Nonethe-
less, the manipulation of the nanoscale grain size plays a
major role in the delay of the B1-B4 phase transition and
could be the key to fully quench the B1 phase of ZnO4,10.
Along this line, several experimental studies have been
undertaken to explore the high-pressure stability of ZnO
polymorphs11–15 as well as the transformation thereof as-
sociated, leading to various transition models16–19.
Orientation relations between unit cells of the
wurtzite-type and the rocksalt-type phases collected
during high-pressure X-ray investigation on ZnO sin-
gle crystals have been used to derive transformation
mechanisms18. Combined with symmetry considerations,
the deformation between B4 (P63mc) and B1 (Fm 3¯m)
is described as a continuous transformation through a
common orthorhombic subgroup Cmc21. Based on this
model, first-principles investigations suggested a simi-
lar homogenous orthorhombic deformation path going
through a fivefold hexagonal intermediate structure (iH)
isostructural to h-BN20. This model implies a variation
of the internal structural parameter u (u , relative lattice
spacing between the Zn and O sublattice) during the first
step B4→iH. Rietveld refinement study of the pressure
dependence of u in the wurtzite supports the orthorhom-
bic deformation path B4-iH-B19.
Phase transitions induced by temperature or pressure
are often associated with different optic and elastic insta-
bilities. Although the first-order pressure-induced B4-B1
transition cannot be carried by a single mode becoming
soft across the transition, shear modes and phonon modes
softening appear as precursors to structural transforma-
tion in ZnO12,17,19.
The ZnO wurtzite phase shows Γ point optic modes
of A1 + 2B2 + E1 + 2E2 symmetry character (A1,
E1, and E2 are Raman active while A1 and E1 are in-
frared active)19. The transition model B4-iH-B1 sug-
gests the optic A1 and E
high
2 modes to be affected by
the first step B4-iH21. However, high-pressure Raman
spectroscopy investigations show no instability of these
modes during the transition19. The only Gru¨neisen pa-
rameter that shows a negative value corresponds to Elow2
mode. In fact, this instability, together with the soften-
ing of shear modes under pressure may involve another
type of wurtzite distortion12. In a common monoclinic
orientation, atomic displacements can be continuously
mapped through a fivefold tetragonal intermediate struc-
ture (iT)22. However, up to date, neither intermediate
(iH and iT) has been characterized in experiments.
The two transition route models, B4-iH-B1 and B4-iT-
B1 find support in certain aspects of the experimental ev-
idence, revealing only parts of a possibly more articulated
picture. In combination with ab initio calculations typ-
ically based on adiabatic approximations, model mecha-
nisms are weighted on an exclusivity principle, in search
of the better scoring one. Such an approach may consid-
erably narrow their efficiency and may even reinforce dis-
crepancies instead of achieving mutual completion. This
challenge raised by the yet unresolved question of the
transformation mechanism in ZnO, despite recent exper-
imental and theoretical efforts, has prompted our interest
in a detailed mechanistic investigation, in the attempt to
reconcile different experimental observations.
2FIG. 1: Model transformation mapping the network of B4 (a) onto the network of B1 (c). The Zn (grey) and O (red)
atom sets are separated from each other by a PNS (the corresponding grey/green manifold is displayed). The latter develops
perpendicularly with respect to shortest Zn-O connections. Fig. (b) represents an intermediate between (a) and (c). More
details are given in the text
In this work, to elucidate the mechanism of the
pressure-induced phase transition in ZnO we identify dif-
ferent stages of the transformation and we provide a com-
plete atomistic description of hexagonal B4 phase recon-
struction into cubic B1. The relevance of the proposed
intermediate structures (hexagonal iH and tetragonal iT)
and their appearance as structural motifs along the trans-
formation is discussed with reference to experimental ev-
idences.
To achieve a reliable, detailed mechanistic picture, we
employ a simulation strategy that combines isothermic-
isobaric molecular dynamics with transition path sam-
pling (TPS)23. This methodology has proven very effec-
tive in the simulation of activated processes25 with phase
coexistence and phase growth26–29.
SIMULATION DETAILS
TPS is a generalization of Monte Carlo (MC) proce-
dures in the space of trajectories connecting two states
(B4 and B1 in this case) separated by a high barrier in a
rough energy landscape23,24. Therein the relevance of a
transition route is biased to path probability. The over-
all simulation approach is iterative, and develops from an
initial trajectory30.
In analogy with conventional MC simulations, the first
phase of TPS consists in equilibrating an initial pathway
in order to gradually shift the trajectory regime to more
probable regions. Accordingly, the first trajectory (FT)
does not need to be a probable one.
However, the intelligent design of the first trajectory
affects the calculation performance in terms of the num-
ber of TPS moves required to achieve trajectory decor-
relation from the initial regime. On the other hand, dif-
ferent starting points may give access to different inter-
mediate regimes along the decorrelation process. There-
fore, for the B4-B1 transformation we used a geometric-
topological approach based on transforming periodic
nodal surfaces30–35. This method provides a means to
extract intermediate configurations between B4-B1 along
distinct, quasi orthogonal paths (with respect to the de-
formation modes coded therein), with a (typically con-
certed) non-linear mapping of atomic positions from the
initial (B4) to the final (B1) configurations. This ap-
proach has many immediate advantages: (i) Initial very
high-energy/high-strain configurations can be avoided.
(ii) Independent TPS runs can be started from distinct
initial mechanistic regimes. (iii) Different features can
be coded in the initial path. Additionally, many initial
mechanisms can be checked for their convergence towards
the same final mechanistic regime after TPS processing.
Our modeling approach is illustrated in Fig.1. Fig 1(a)
and 1(c) show the B4 and B1 networks with a PNS, Pe-
riodic Nodal Surface wrapped around each one of them.
Such a surface is calculated from a short Fourier summa-
tion, like it is described in30–34, and is chosen such that
the zeroth value isosurface develops perpendicular to the
Zn-O shortest connections (Fig. 1a-c). Like this, the Zn
atoms are placed on the positive side (blue side) of the
surface, the O on the negative one (grey side). This of-
fers a means to code the whole atomic arrangement into
a single parametric expression. From the limiting func-
tions (Fig. 1a,c) a dense set of intermediates can then be
derived, by interpolation34. The configuration and the
surface corresponding to the middle point are given in
Fig. 1b. The shown deformation corresponds to verti-
cally shortening a set of Zn-O connections.
3In this work, the mechanistic elucidation of the B4-B1
transformation in ZnO develops along the investigation
of the relevance of intermediate configurations, referred
to as iT or iH. It is therefore crucial to have a means to
generate initial regimes able to visit different intermedi-
ates. This is achieved in the modeling approach. While
we bypass on purpose the intermediates in the topologi-
cal modeling step, we find that different initial trajecto-
ries favor the appearance of one or the other intermedi-
ate. Along this line, a precise investigation of trajectory
evolution able to capture the relevance of intermediate
configurations can be tackled36.
The average coordination number of the cations is used
as an order parameter to distinguish between B1 (CN=6)
and B4 (CN=4). Clearly, apart of enabling a quick de-
tection of emerging intermediate pattern (CN=5 for both
iH and iT ) this does not enforce a particular evolution
of the coordination number during TPS. While the CN
typically increases as an effect of pressure, no bias is im-
posed on it.
Within the NpT ensemble, momentum modifications
are applied to snapshots taken from the initial trajectory
while keeping total energy, momentum, and angular mo-
mentum unchanged25. The momentum modifications are
random and Gauss-distributed, in order to keep a good
balance between trajectory modification and acceptance
rate. The propagation of the new configuration in both
directions of time provides a new trajectory that is ex-
amined for the B4-B1 transformation. The initial trajec-
tory is replaced by the new successful one and the pro-
cedure is iterated. For each TPS move, the momentum
modification probability is required to be smaller than
a random number selected from a uniform distribution.
Otherwise, the modification is rejected, and the shooting
move repeated. A total of 3 inital trajectories were used,
representing as many distinct geometric mechanisms.
The simulation box contained 768 Zn-O pairs. For
the interatomic interactions, a set of empirical force
field parameters37 was used. Many parameters have
been proposed for ZnO38–41, with different scopes. The
parametrization of Binks & Grimes37, derived from Lewis
& Catlow40 guarantees a reliable reproduction of transi-
tion pressure, structural parameters, elastic constants,
and dielectric constants42 of the ZnO polymorphs com-
pared to experiments and ab initio calculations43. To
further validate the energetics of the force field, we per-
formed DFT calculations44. The energy sequence, ob-
tained from DFT GGA (PBE parametrization of the ex-
change correlation functional45) total energy calculations
is correctly reproduced by the force field: B4 < B1 < iH
≤ iT .
To explore the effect of pressure on the mechanism
of transformation and the stability of possible interme-
diates involved therein, we performed different sets of
simulations at different pressures ranging from 9 to 15
GPa. The temperature was kept equal to the experimen-
tal value of 300 K.
The molecular dynamics simulations were carried out
FIG. 2: Mechanism of the B4-B1 newtork reconstruction. The
mechanism is characterized by layer shearing and by struc-
tural motif coexistence. An interface of iT structural pattern
appears between the forming B1 and the transforming B4, b
and c. The antiparallel layer displacements are indicated with
black arrows (a)
using the DLPOLY package46. A relatively small sim-
ulation time step of 0.2 fs was used in order to ensure
a good time-reversibility. The Melchionna/Nose-Hoover
algorithm47 ensured constant pressure and temperature.
Therein, anisotropic shape changes of the simulation box
were allowed.
RESULTS
The set of transition pathways harvested in the course
of TPS iterations shows a quick departure of the tra-
jectory regime from the collective motion inherited from
the geometric modeling, like the one displayed in Fig. 1.
Within 10 - 15 iterations, the initial trajectories crossing
well-ordered atomic configurations are lifted in favor of
a different, typically non-collective mechanism character-
ized by coexisting structural motifs (Fig. 2). The first
indication of decorrelation in the trajectory regime is the
setup of a layer shearing mechanism. Within (001)B4
layers, adjacent hexagons are deformed into squares. Lo-
cally, hexagons can be compressed either along [120]
or [210]. On a larger scale, the combination of these
4FIG. 3: Intermediate motifs iT (left) and iH appearing during
distinct TPS simulation runs (upper part). The former is
characteristic of the interface between B4 and B1, along the
displacing layers. The latter results from a more collective
displacement mode. Local configurations of iT and iH are
detailed at the bottom of figure.
two fashions pins (001)B4 layers shearing direction along
[110]. The high-pressure phase B1 sets in as a slab.
Further growth is achieved perpendicularly to the direc-
tion of the shearing. Therein, an intermediate tetragonal
structure iT (space group I 4mm) appears at the inter-
face between B1 phase and the transforming B4 phase
(Fig. 3 left). The overall reconstruction of (001)B4 lay-
ers consists of a combination of parallel and antiparallel
layer displacements along [110] in a zigzag fashion (Fig.
1a). Such combination avoids excessive strain during the
phase transition with respect to a mechanism where all
hexagons are compressed along a unique direction (ei-
ther [210] or [120]). Consequently, the [100] direction in
the rocksalt type structure is no longer parallel to [100]
in the wurtzite. This change in morphology during the
transition finds support in recent experimental observa-
tions of crystallographic direction relations between the
initial and final crystallites18. The angle spanned by the
two directions ([100]B4 and [100]B1) after transformation
was found to be ∼ 15◦ in both experiments and our sim-
ulations.
While the change in sample orientation is in ac-
cordance with the transformation mechanism described
above, a study of pressure dependence of the internal
structural parameter u in the wurtzite phase of ZnO
is pleading in favor of another transition model9. Us-
ing high-resolution angular dispersive x-ray diffraction
(ADXRD) up to 12 GPa, the structural parameter u is
found to increase with pressure. This would be consistent
with the orthorhombic distortion path where u initially
varies from 0.38 to 0.5 leading to a hexagonal intermedi-
ate structure iH of space group P63/mmc.
This apparent discrepancy can be resolved consider-
ing the complete set of reactive pathways collected in the
FIG. 4: Transformation path crossing the iH intermediate,
(b). A configuration corresponding to the hexagonal interme-
diate iH is initially visited, before the transformation to B1
resumes via layer shearing, (c) and (d)
course of simulations. Therein the relevance of a mecha-
nism is related to the probability of finding corresponding
dynamical pathways25.
In the course of TPS, transition trajectories cross dif-
ferent regimes before the more probable, favorite one sets
in. Mechanisms corresponding to the decorrelated trajec-
tory regime share the same (001) overall layer shearing
features (Fig. 2). However, different intermediate struc-
tures may occur during transformation, depending on the
peculiar evolution of independent TPS started from dis-
tinct FT. We recall that both intermediate structures
(iH and iT) were bypassed on purpose during the gener-
ation of the FT, and that their appearance reflects sys-
tem preferences, not an external bias. Therefore, from
the collected trajectories, we can learn about the rea-
son of their spontaneous emergence. Either iH or iT are
formed by a different synchronization of the variation of
relative spacing u between cations and anions sublattices
with (001)B4 layers shearing. If the compression along
[001]B4 occurs during (or after) the (001)B4 layers recon-
struction, the hexagonal intermediate iH is ruled out and
the system crosses over directly to the tetragonal iT in-
termediate, otherwise a compression along c prior to the
5FIG. 5: Volume profiles of transitions paths visiting the iH
(continuous line) or bypassing it (dashed line). A different
evolution of the internal parameter u distinguish the two
paths, as well as a larger volume increase for the black path.
The latter is disfavored by a pressure increase, and, in gen-
eral, does not represent a necessary step for the transition.
Details in the text.
shearing leads to the hexagonal intermediate.
A representative intermediate regime visited during
TPS is shown on Fig. 4. Therein, on the eve of (001)B4
layers reconstruction, a change in the structure occurs
(Fig. 4, a-b). The B4 phase is compressed along c such
that new contacts appear all along. The atoms are quasi-
collectively displaced parallel to [001]B4 and the whole
system is converted into a hexagonal fivefold intermedi-
ate structure iH (Fig. 3 right and Fig. 4b). The internal
parameter u changes from 0.38 to 0.5. However, as soon
as the reconstruction of (001)B4 layers resumes, atoms re-
gain their initial positions within the wurtzite structure
under reversal of the B4→iH transformation. The value
of u is again 0.38 when the rocksalt phase starts forming.
With respect to the layer shearing modes which are pro-
ductive towards lattice reconstruction into B1, the details
of the transition are the same as shown on Fig. 2 and
described above. This discloses a scenario of fluctuation
of u close to phase transition.
Indeed, Liu et al9 showed that the increase in the struc-
tural internal parameter u is observed up to ∼9 GPa with
a maximal value u = 0.43 at around 5.6 GPa well below
the critical pressure 10 GPa and before the appearance of
the B1 phase. As the rocksalt structure starts forming,
the parameter u shows a sharp decrease to its initial value
of 0.38. This reversible pretransitional effect reported in
experiments is reproduced in our simulations (Fig. 4).
The B4-B1 transition in ZnO is accompanied by a large
volume collapse (∼ 20 %)12. Considering the profile of
the volume evolution associated with paths containing
the B4-iH pretransitional step (Fig. 5, continuous line)
or directly crossing over to B1 over the iT intermediate
FIG. 6: Permanence of B1 islands within B4 during back-
transformation from B1 to B4, (c). The concurrence between
deformation modes leading to different intermediates is re-
sponsible for the trapping of B1 motifs, as well as for defect
formation. The latter are characterized by eight- and four-
rings (f)
(Fig. 5, dashed line), the former allows for a slightly
higher maximum. The associated [001] compression im-
plies a comparatively smaller orthogonal expansion. The
cell and volume evolution anisotropy, difficult to trace
in experiments16, can nonetheless be investigated in the
simulations. The occurrence of the iH structural pattern
results into longer transition paths (25 ps instead 13 ps).
Increasing pressure above 10 GPa shorten the trajecto-
ries and alters completely the pretransitional step B4-iH
in favor of B4-iT-B1 path, with an overall volume varia-
tion similar to the dashed curve of Fig. 5. This supports
an interpretation of the iH intermediate as controlled by
a fluctuation of the u parameter close to phase transition
and corresponding to different responses of the system to
external pressure loadings.
The simulation can access regions of intermediate pres-
sures, where concurring deformation modes can be initi-
ated. Clearly, only one mechanism is productive with
respect to transforming the system from B4 to B1.
Nonetheless, the intermediate regime is far more com-
plex, due to structural motifs and deformation modes
coexistence, which accounts for the richness and appar-
ent contradiction of experimental data. The difference
in the elastic response along c and perpendicular to it,
peculiar to ZnO, can be used to predict novel structural
patterns for example in ZnO nanorods, if an external
tensile load is applied48.
The shift in trajectories regime from the less favored,
B4-iH-B1, to the final mechanism, B4-iT-B1, is thus
6marked by competition between characteristic intermedi-
ate structures, hexagonal iH and tetragonal iT. Accord-
ingly, the response of different regions in the system may
lead to irregular arrangements. On the reverse transition
B1→B4, the growth of the wurtzite phase is ensured by
(001)B1 layers reconstruction into (001)B4 layers (Fig.
6a-b). The interplay between deformation modes causes
the survival of a small island of cubic rocksalt phase (Fig.
6c) which evolves into an interface parallel to [100]B4
(Fig. 6e). Therein, rocksalt structure is formed by in
turn deforming hexagons along [210]B4. Interface forma-
tion along [100]B4 induces 4- and 8-membered ring and
defects, persisting in the wurtzite structure after struc-
tural relaxation (Fig. 6f).
Similar defects are common in wurtzite growth exper-
iments where domains settle into low energy configura-
tions with grain boundary dislocations49.
CONCLUSION
In conclusion, we performed molecular dynamics sim-
ulations on the pressure-induced phase transition of zinc
oxide. The transition from the hexagonal wurtzite (B4)
to the cubic rocksalt (B1) structures is achieved via layer
shearing over a tetragonal intermediate structure appear-
ing at the interface between B4 and B1. In the interme-
diate region of the transition, a hexagonal intermediate
iH may appear before the reconstructive step as a re-
sult of stress fluctuations reflected in changes of the pa-
rameter u. The latter is in very good agreement with
experimental evidence of its evolution under pressure.
The details of the mechanism are in accordance with ex-
perimental observations on sample orientation as well as
spectroscopy evidence of shear and phonon mode soften-
ing under pressure. Within a scenario of competing de-
formation modes close to phase transition, the possible
occurrence of different intermediates is explained, recon-
ciling many experimental observations. The coexistence
of deformation modes connected with both iT and iH in-
termediates may trap B1 islands within B4 during B1-B4
back-transformation, and is responsible for the formation
of structural defects within B4. An articulated, yet con-
sistent mechanistic elucidation is the overall result of our
approach.
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