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ABSTRACT. This paper proposes several Hartley-Ross (HR) type unbiased estimators of the finite
population mean using information on known population parameters of the auxiliary variable in
ranked set sampling (RSS) and stratified ranked set sampling (StRSS). The variances of the proposed
HR unbiased ratio-type estimators are obtained upto first degree of approximation. Theoretically,
it is shown that the proposed estimators are more efficient than the usual mean estimators in RSS
and StRSS. In simulation study, the proposed estimators are more efficient as compared to all other
competing estimators.
1. Introduction
McIntyre (1952) was the first who introduced the method of ranked set sampling (RSS) as a cost
efficient alternative to simple random sampling (SRS) method for those situations where measure-
ment of the units were expensive or difficult to obtain but ranking of units according to the variable
of interest were relatively simple and cheap. Takahasi and Wakimoto (1968) gave the necessary
mathematical theory of RSS and showed that the sample mean estimator under RSS is an unbiased
and more efficient estimator than the sample mean estimator under SRS.
Several known population parameters, namely, coefficient of variation (Cx), coefficient of kur-
tosis (β2x), Quartiles, coefficient of correlation (ρ) etc., play a significant role in the estimation
of finite population mean. For detailed study of this, see the references Kadılar and Cingi (2005),
Kadılar and Cingi (2006b), Kadılar and Cingi (2006a), Kadılar et al. (2007) and Upadhyaya and
Singh (1999).
Hartley and Ross (1954) were the first to propose an unbiased ratio-type estimator for finite pop-
ulation mean in SRS. Later Paschal (1961) proposed an unbiased ratio-type estimator in stratified
random sampling. Singh et al. (2014b) and Kadılar and Cekim (2015) suggested the Hartley-Ross
type unbiased estimators of finite population mean using auxiliary information such as the popu-
lation coefficient of variation (Cx), coefficient of kurtosis (β2x) and the coefficient of correlation
(ρ) in SRS. Solanki et al. (2015) proposed some ratio-type estimators of finite population variance
using known values of quartiles related to an auxiliary variable in SRS. Khan and Shabbir (2015)
have also suggested a class of Hartley-Ross type unbiased estimators in RSS.
Stratified ranked set sampling (StRSS) was suggested by Samawi and Muttlak (1996) to obtain
more efficient estimates for population mean. Using StRSS, the performances of the combined
and separate ratio estimators were obtained by Samawi and Siam (2003). Mandowara and Mehta
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(2014) used the idea of StRSS to obtain efficient ratio-type estimators. Singh et al. (2014a) pro-
posed efficient ratio and product type estimators for population mean under StRSS. Recently, Khan
et al. (2016) proposed unbiased ratio estimators of the mean in stratified ranked set sampling.
In this paper, we suggest a new class of Hartley-Ross type unbiased estimators of finite popula-
tion mean under RSS and StRSS schemes.
2. Ranked set sampling and notations
In ranked set sampling, we first choose a small number m as a set size such that one can easily
rank the m elements of the population with sufficient accuracy. Let Y and X be the study and
the auxiliary variables respectively. Then randomly select m2 bivariate sample units from the
population and allocate them into m sets, each of size m. Each sample is ranked with respect to
one of the variables Y or X . Here, we assume that the perfect ranking is done on basis of the
auxiliary variable X while the ranking of Y is with possible error. An actual measurement from
the first sample is then taken on the unit with the smallest rank of X , together with variable Y
associated with smallest rank of X . From second sample of size m, the variable Y associated
with the second smallest rank of X is measured. The process is continued until the Y value
associated with the highest rank of X is measured from the mth sample. This completes one cycle
of sampling. The process is repeated for r cycles to obtain the desired sample of size n = mr
units. Thus in RSS scheme, a total of m2r units have been drawn from the population and only
mr of them are selected for analysis. To estimate population mean (Y¯ ) in RSS, when using a ratio
estimator, the procedure can be summarized as follows:
• Step 1: Randomly select m2 bivariate sample units from the population.
• Step 2: Allocate these m2 units into m sets, each of size m.
• Step 3: Each set is ranked with respect to the concomitant variable.
• Step 4: Select the ith ranked unit from the ith (i = 1, 2, ...,m) set for actual magnitude.
• Step 5: Repeat Steps 1 through 4 for r cycles until the desired sample size n = mr, is
obtained.
For the jth cycle, the RSS is denoted by (Y[1:m]j, X(1:m)j), (Y[2:m]j, X(2:m)j), . . . ,
(Y[m:m]j, X(m:m)j), (j = 1, 2, . . . , r). Here Y[i:m]j is the ith ranked unit in the ith set at the jth cycle
of the population. To find the variances of the estimators, we define the following error terms:
Let y¯[rss] = Y¯ (1 + δ0), x¯
(p)
(rss) = X¯
(p)(1 + δ1), r¯
(p)
(rss) = R¯
(p)(1 + δ2),
such that E(δs) = 0, (s = 0, 1, 2) and
E(δ20) = γC
2
y −D2y, E(δ21) = γC2x(p) −D2x(p) ,
E(δ0δ1) = γCyx(p) −Dyx(p) , E(δ1δ2) = γCr(p)x(p) −Dr(p)x(p) ,
where
D2y =
1
m2rY¯ 2
∑m
i=1 τ
2
y[i:m], Dyx(p) =
1
m2rX¯(p)Y¯
∑m
i=1 τyx(p)(i:m),
D2
x(p)
= 1
m2rX¯(p)2
∑m
i=1 τ
2
x(p)(i:m)
, Dr(p)x(p) =
1
m2rX¯(p)R¯(p)
∑m
i=1 τr(p)x(p)(i:m),
τy[i:m] = (µy[i:m] − Y¯ ), τx(p)(i:m) = (µx(p)(i:m) − X¯(p)),
τyx(p)(i:m) = (µy[i:m] − Y¯ )(µx(p)(i:m) − X¯(p)),
τr(p)x(p)(i:m) = (µr(p)(i:m) − R¯(p))(µx(p)(i:m) − X¯(p)).
Here, γ = ( 1
mr
) and Cyx(p) = ρCyCx(p) , where Cy and Cx(p) are the coefficients of variation
of Y and X(p) respectively. Also Y¯ and X¯(p) are the population means of Y and X(p) respectively.
The values of µy[i:m] and µx(p)(i:m) depend on order statistics from some specific distributions (see
Arnold et al. (1992)).
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The usual RSS sample mean estimator (y¯RSS) and its variance, are given by
y¯RSS =
1
mr
r∑
j=1
m∑
i=1
y[i:m]j, (2.1)
V (y¯RSS) = Y¯
2
(
γC2y −D2y
)
. (2.2)
3. Proposed class of ratio-type estimators in RSS
On the lines of Kadılar and Cekim (2015), we suggest the following ratio-type estimators:
y¯KS(p) =
[
r¯
(p)
[rss] +
b(X¯ − x¯(rss))
x¯
(p)
(rss)
]
X¯(p), p = 1, 2, . . . , 13 (3.1)
where r¯(p)[rss] =
∑r
j=1
∑m
i=1 r
(p)
[i:m]j
mr
, r(p)[i:m]j =
y[i:m]j
x
(p)
(i:m)j
, R¯(p) = E(r¯(p)[rss]),
x
(1)
(i:m)j = x(i:m)j + Cx, X¯
(1) = X¯ + Cx, x
(2)
(i:m)j = x(i:m)j + β2(x),
X¯(2) = X¯ + β2(x), x
(3)
(i:m)j = x(i:m)jβ2(x) + Cx, X¯
(3) = X¯β2(x) + Cx,
x
(4)
(i:m)j = x(i:m)jCx + β2(x), X¯
(4) = X¯Cx + β2(x), x
(5)
(i:m)j = x(i:m)jCx + ρ,
X¯(5) = X¯ + Cx + ρ, x
(6)
(i:m)j = x(i:m)jρ+ Cx, X¯
(6) = X¯ρ+ Cx,
x
(7)
(i:m)j = x(i:m)jβ2(x) + ρ, X¯
(7) = X¯β2(x) + ρ, x
(8)
(i:m)j = x(i:m)jρ+ β2(x),
X¯(8) = X¯ρ+ β2(x), x
(9)
(i:m)j = x(i:m)j +Q1, X¯
(9) = X¯ +Q1,
x
(10)
(i:m)j = x(i:m)j +Q3, X¯
(10) = X¯ +Q3, x
(11)
(i:m)j = x(i:m)j +Qr,
X¯(11) = X¯ +Qr, x
(12)
(i:m)j = x(i:m)j +Qd, X¯
(12) = X¯ +Qd,
x
(13)
(i:m)j = x(i:m)j +Qa, X¯
(13) = X¯ +Qa, for each estimator.
Here, Qi is the ith quartile (i = 1, 3), Qr = (Q3 − Q1) (inter-quartile range), Qd = (Q3−Q1)2
(semi-quartile range), Qa =
(Q3+Q1)
2
(semi-quartile average) of the auxiliary variable. Also, b =
ρˆsy/sx is the sample regression coefficient whose population regression coefficient is β = ρSy/Sx.
The bias of y¯KS(p), is given by
B(y¯KS(p)) = −
[
(N − 1)
N
Sr(p)x
(p)
]
, p = 1, 2, . . . , 13
where Sr(p)x(p) =
1
N−1
∑N
j=1(r
(p)
[i:m]j − R¯(p))(x(p)(i:m)j − X¯(p)).
An unbiased estimator of Sr(p)x(p) , is given by
sr(p)x(p) =
n
n− 1
(
y¯[rss] − r¯(p)(rss)x¯(p)(rss)
)
, p = 1, 2, . . . , 13
So bias of y¯KS(p) can be estimated by
Bˆ(y¯KS(p)) = −
[
n(N − 1)
N(n− 1)
(
y¯[rss] − r¯(p)[rss]x¯(p)(rss)
)]
, p = 1, 2, . . . , 13. (3.2)
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Thus, a class of unbiased estimators of the population mean based on RSS, is given by
y¯
(u)
KS(p) =
[(
r¯
(k)
[rss] +
b(X¯ − x¯(rss))
x¯
(k)
(rss)
)
X¯(k) +
n(N − 1)
N(n− 1)
(
y¯[rss] − r¯(p)[rss]x¯(p)(rss)
)]
, (3.3)
for p = 1, 2, . . . , 13. In terms of δ′s, we have
y¯
(u)
KS(p) = X¯
(p)R¯(p)(1 + δ2)− bX¯δ1(1 + δ1)−1 + . . .
. . .+
n(N − 1)
N(n− 1)
{
Y¯ (1 + δ0)− X¯(p)R¯(p)(1 + δ1)(1 + δ2)
}
.
Assuming n(N−1)
N(n−1)
∼= 1 and considering first order approximation, we get
(y¯
(u)
KS(p) − Y¯ ) ∼=
[
Y¯ δ0 − bX¯δ1 − X¯(p)R¯(p)δ2
]
.
Taking square and then expectation, the variance of y¯(u)KS(p), is given by
V (y¯
(u)
KS(p))
∼= Y¯ 2(γC2y −D2y) + β2X¯2(γC2x −D2x) + X¯(p)2R¯(p)2
(
γC2x(p) −D2x(p)
)
. . .
. . .− 2X¯Y¯ (γCyx −Dyx)− 2R¯(p)X¯(p)Y¯
(
γCyx(p) −Dyx(p)
)
. . .
. . .+ 2βR¯(p)X¯(p)X¯ (γCxx(p) −Dxx(p)) , p = 1, 2, . . . , 13. (3.4)
4. A simulation study in RSS
To obtain efficiencies of the proposed Hartley-Ross type unbiased estimators, a simulation study
is conducted. Ranking is performed on basis of the auxiliary variable X . Bivariate random obser-
vations (X, Y ), are generated from a bivariate normal distribution with known population correla-
tion coefficient ρyx = 0.75. Using 20, 000 simulations, estimates of variances for unbiased ratio
estimators are computed under ranked set sampling scheme as described in Section 2. Estimators
are compared in terms of relative efficiencies (REs). The simulation results are presented in Table
A.1 (see Appendix A). The results show that with increase in sample size, REs increase, which is
expected. We use the following expression to obtain the REs:
RE(p) =
V (y¯(RSS))
V (y¯
(u)
KS(p))
, p = 1, 2, . . . , 13.
5. Conclusion in RSS
In Table A.1, we see that the proposed unbiased ratio type estimators y¯KS(p), (p = 1, 2, . . . , 13),
have high relative efficiency in comparison to y¯(RSS). Also, relative efficiency increases with
increase in sample size. Among all the estimators, y¯KS(5) is the most efficient. So, we conclude that
the proposed Hartley-Ross type unbiased estimators are preferable than the usual RSS estimator
(y¯(RSS)) under RSS scheme.
6. Stratified ranked set sampling and notations
In stratified ranked set sampling, first choose mh independent random samples from the hth
stratum of the population, each of size mh (h = 1, 2, ..., L). Rank the observations in each sample
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and use RSS procedure to get L independent RSS samples, each of size mh, such that
∑L
h=1mh =
m. This completes one cycle of StRSS. The whole process is repeated r times to get the desired
sample size nh = mhr. To estimate population mean (Y¯ ) in StRSS using a ratio estimator, the
procedure can be summarized as follows:
• Step 1: Select m2h bivariate sample units randomly from the hth stratum of the population.
• Step 2: Arrange these selected units randomly into mh sets, each of size mh.
• Step 3: The procedure of ranked set sampling (RSS) is then applied, on each of the sets
to obtain the mh sets of ranked set samples, each of size mh. Here ranking is done with
respect to the auxiliary variable Xh. These ranked set samples are collected together to
form mh sets, each of size mh units.
• Step 4: Repeat the above steps r times for each stratum to get the desired sample of size
nh = mhr.
For the jth cycle and the hth stratum, the StRSS is denoted by (Yh[1:mh]j, Xh(1:mh)j),
(Yh[2:mh]j, Xh(2:mh)j), . . . , (Yh[mh:mh]j, Xh(mh:mh)j), (j = 1, 2, . . . , r) and h = 1, 2, . . . , L. Here
Yh[i:mh]j is the i
th ranked unit in the ith sample at the jth cycle of the hth stratum. To find the
variances of the estimators, we define the following error terms:
Let y¯h[rss] = Y¯h(1 + δ0h), x¯
(k)
h(rss) = X¯
(k)
h (1 + δ1h), r¯
(k)
h(rss) = R¯
(k)
h (1 + δ2h),
such that E(δsh) = 0, (s = 0, 1, 2), (h = 1, 2, ..., L) and
E(δ20h) = γhC
2
yh
−D2yh , E(δ21h) = γhC2x(k)h −D
2
x
(k)
h
,
E(δ0hδ1h) = γhCyhx(k)h
−D
yhx
(k)
h
, E(δ1hδ2h) = γhCr(k)h x(k)h
−D
r
(k)
h x
(k)
h
,
where
D2yh =
1
m2hrY¯
2
h
∑mh
i=1 τ
2
yh[i:mh]
, D
yhx
(k)
h
= 1
m2hrX¯
(k)
h Y¯h
∑mh
i=1 τyhx(k)h (i:mh)
,
D2
x
(k)
h
= 1
m2hrX¯
(k)2
h
∑mh
i=1 τ
2
x
(k)
h (i)
, D
r
(k)
h x
(k)
h
= 1
m2hrX¯
(k)
h R¯
∗
h
∑mh
i=1 τr(k)h x
(k)
h (i:mh)
,
τyh[i:mh] = (µyh[i:mh] − Y¯h), τx(k)h (i:mh) = (µx(k)h (i:mh) − X¯
(k)
h ),
τ
yhx
(k)
h (i:mh)
= (µyh[i:mh] − Y¯h)(µx(k)h (i:mh) − X¯
(k)
h ),
τ
r
(k)
h x
(k)
h (i:mh)
= (µ
r
(k)
h (i:mh)
− R¯(k)h )(µx(k)h (i:mh) − X¯
(k)
h ) and k = 1, 2, . . . , 13.
Here γh = ( 1mhr ) and Cyhx(k)h
= ρCyhCx(k)h
, where Cyh and Cx(k)h
are the coefficients of vari-
ation of Yh and X
(k)
h respectively. Also Y¯h and X¯
(k)
h are the population means of Yh and X
(k)
h
respectively. The values of µyh[i:mh] and µx(k)h (i:mh)
depend on order statistics from some specific
distributions (see Arnold et al. (1992)).
Under StRSS scheme, the usual sample mean estimator (y¯StRSS), is given by
y¯StRSS =
L∑
h=1
Why¯h[rss], (6.1)
where y¯h[rss] = (1/mhr)
∑r
j=1
∑mh
i=1 yh[i:mh]j and Wh = Nh/N is the known stratum weight. The
variance of y¯StRSS , is given by
V (y¯StRSS) =
L∑
h=1
W 2h Y¯
2
h
(
γhC
2
yh
−D2yh
)
. (6.2)
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7. Proposed ratio estimators in StRSS
On the lines of Kadılar and Cekim (2015), a class of separate ratio-type estimators in StRSS is
given by
y¯LJ(k) =
L∑
h=1
Wh
[
r¯
(k)
h[rss] +
bh(X¯h − x¯h(rss))
x¯
(k)
h(rss)
]
X¯
(k)
h , k = 1, 2, . . . , 13 (7.1)
where r¯(k)h[rss] =
∑rh
j=1
∑mh
i=1 r
(k)
h[i:mh]j
mhrh
, r(k)h[i:mh]j =
yh[i:mh]j
x
(k)
h(i:mh)j
, R¯(k)h = E(r¯
(k)
h[rss]),
x
(1)
h(i:mh)j
= xh(i:mh)j + Cxh, X¯
(1)
h = X¯h + Cxh, x
(2)
h(i:mh)j
= xh(i:mh)j + β2(xh),
X¯
(2)
h = X¯h + β2(xh), x
(3)
h(i:mh)j
= xh(i:mh)jβ2(xh) + Cxh, X¯
(3)
h = X¯hβ2(xh) + Cxh,
x
(4)
h(i:mh)j
= xh(i:mh)jCxh + β2(xh), X¯
(4)
h = X¯hCxh + β2(xh), x
(5)
h(i:mh)j
= xh(i:mh)jCxh + ρh,
X¯
(5)
h = X¯h + Cxh + ρh, x
(6)
h(i:mh)j
= xh(i:mh)jρh + Cxh, X¯
(6)
h = X¯hρh + Cxh,
x
(7)
h(i:mh)j
= xh(i:mh)jβ2(xh) + ρh, X¯
(7)
h = X¯hβ2(xh) + ρh, x
(8)
h(i:mh)j
= xh(i:mh)jρh + β2(xh),
X¯
(8)
h = X¯hρh + β2(xh), x
(9)
h(i:mh)j
= xh(i:mh)j +Q1h, X¯
(9)
h = X¯h +Q1h,
x
(10)
h(i:mh)j
= xh(i:mh)j +Q3h, X¯
(10)
h = X¯h +Q3h, x
(11)
h(i:mh)j
= xh(i:mh)j +Qrh,
X¯
(11)
h = X¯h +Qrh, x
(12)
h(i:mh)j
= xh(i:mh)j +Qdh, X¯
(12)
h = X¯h +Qdh,
x
(13)
h(i:mh)j
= xh(i:mh)j +Qah, X¯
(13)
h = X¯h +Qah, for each estimator.
Here we have, for each h: ρh is the coefficient of correlation, Cxh is the coefficient of variation
and β2(xh) is coefficient of kurtosis, Qih is the ith quartile (i = 1, 3), Qrh = (Q3h − Q1h) (inter-
quartile range), Qdh =
(Q3h−Q1h)
2
(semi-quartile range), Qah =
(Q3h+Q1h)
2
(semi-quartile average)
of the auxiliary variable in the hth stratum. Also, bh = ρˆhsyh/sxh is the sample regression coeffi-
cient in the hth stratum where population regression coefficient is βh = ρhSyh/Sxh.
The bias of the proposed class of estimators y¯LJ(k), is given by
B(y¯LJ(k)) = −
L∑
h=1
[
Wh
(Nh − 1)
Nh
S
r
(k)
h x
(k)
h
]
, k = 1, 2, . . . , 13
where S
r
(k)
h x
(k)
h
= 1
Nh−1
∑Nh
j=1 (r
(k)
h[i:mh]j
− R¯(k)h )(x(k)h(i:mh)j − X¯
(k)
h ),
So bias of y¯LJ(k) can be estimated by
Bˆ(y¯LK(k)) = −
L∑
h=1
Wh
[
nh(Nh − 1)
Nh(nh − 1)
(
y¯h[rss] − r¯(k)h(rss)x¯(k)h(rss)
)]
, k = 1, 2, . . . , 13. (7.2)
Thus, a class of unbiased ratio-type estimators of population mean based on StRSS is
y¯
(u)
LJ(k) =
L∑
h=1
Wh
[(
r¯
(k)
h[rss] +
bh(X¯h − x¯h(rss))
x¯
(k)
h(rss)
)
X¯
(k)
h . . .
. . .+
nh(Nh − 1)
Nh(nh − 1)
(
y¯h[rss] − r¯(k)h[rss]x¯(k)h(rss)
)]
, k = 1, 2, . . . , 13 (7.3)
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In terms of δ′s, we get
y¯
(u)
LJ(k) =
L∑
h=1
Wh
[
X¯
(k)
h R¯
(k)
h (1 + δ2h)− bhX¯hδ1h(1 + δ1h)−1 . . .
. . .+
nh(Nh − 1)
Nh(nh − 1)
{
Y¯h(1 + δ0h)− X¯(k)h R¯(k)h (1 + δ1h)(1 + δ2h)
}]
.
Assuming nh(Nh−1)
Nh(nh−1)
∼= 1 and considering first order approximation, we get
(y¯
(u)
LJ(k) − Y¯ ) ∼=
L∑
h=1
Wh
[
(Y¯hδ0h − bhX¯hδ1h − X¯(k)h R¯(k)h δ2h)
]
.
Taking square and then expectation, the variance of y¯(u)LJ(k), is given by
V (y¯
(u)
LJ(k))
∼=
L∑
h=1
W 2h
[
Y¯ 2h (γC
2
yh
−D2yh) + β2hX¯2h(γhC2xh −D2xh) . . .
. . .+ X¯
(k)2
h R¯
(k)2
h
(
γhC
2
x
(k)
h
−D2
x
(k)
h
)
− 2X¯hY¯h (γhCyhxh −Dyhxh) . . .
. . .− 2R¯(k)h X¯(k)h Y¯h
(
γhCyhx(k)h
−D
yhx
(k)
h
)
. . .
. . .+ 2βhR¯
(k)
h X¯
(k)
h X¯h
(
γhCxhx(k)h
−D
xhx
(k)
h
)]
, k = 1, 2, . . . , 13. (7.4)
8. Efficiency comparison
We obtain the conditions under which the proposed estimators y¯(u)KS(p) and y¯
(u)
LJ(k) are more effi-
cient than the usual RSS estimator y¯(RSS) and y¯(StRSS) respectively.
(i) Comparison: By (2.2) and (3.4),
V ar(y¯
(u)
KS(p)) < V ar(y¯(RSS)), if
γ
[
βX¯Cx + R¯
(p)X¯(p)Cx(p)
]2 − [βX¯Dx + R¯(p)X¯(p)Dx(p)]2 <
2Y¯
[
X¯ (γCyx −Dyx) + R¯(p)X¯(p)
(
γCyx(p) −Dyx(p)
)]
p = 1, 2, . . . , 13.
(ii) Comparison: By (6.2) and (7.4),
V ar(y¯
(u)
LJ(k)) < V ar(y¯(StRSS)), if
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L∑
h=1
W 2h
[
γh
(
βhX¯hCxh + R¯
(k)
h X¯
(k)
h Cx(k)h
)2
−
(
βhX¯hDxh + R¯
(k)
h X¯
(k)
h Dx(k)h
)2]
<
2
L∑
h=1
W 2h Y¯h
[
X¯h (γhCyhxh −Dyhxh) + R¯(k)h X¯(k)h
(
γhCyhx(k)h
−D
yhx
(k)
h
)]
k = 1, 2, . . . , 13.
9. A simulation study in StRSS
To compare the performances of the proposed Hartley-Ross type estimators, a simulation study
is conducted. Ranking is performed on the basis of the auxiliary variable X . Bivariate random ob-
servations (Xh, Yh), h = 1, 2, . . . , L are generated from a bivariate normal population whose pop-
ulation parameters are (µxh, µyh, σxh, σyh, ρyxh). Using 20, 000 simulations, estimates of variances
for unbiased ratio estimators are computed under stratified ranked sampling scheme as described
in Section 6. Estimators are compared in terms of relative efficiencies (REs). The simulation
results are presented in Tables A.2 and A.3 (see Appendix A). We use the following expression to
obtain the REs:
RE(k) =
V (y¯(StRSS))
V (y¯
(u)
LJ(k))
, k = 1, 2, . . . , 13.
Tables A.2 and A.3 show that with decrease in correlation coefficients ρyxh, REs decrease,
which are expected results. The numerical values given in the first six rows are obtained by as-
suming equal correlations across the strata, whereas the last four rows assume unequal correlations
across the strata. Apart from correlation, it can be interesting to know how these estimators behave
with changes in variability across strata. In Table A.2, the standard deviations of the bivariate nor-
mal distribution σhy and σhx remain equal across strata, while in Table A.3, they are considered to
be unequal.
10. Conclusion in StRSS
It can be observed from the simulation results given in Tables A.2 and A.3, that the proposed
unbiased ratio estimators y¯LJ(k), (k = 1, 2, . . . , 13), have high relative efficiency in comparison
to y¯(StRSS). It is also observed that relative efficiency decreases with decrease in correlation for
most of the estimators. Also, relative efficiency is high when there is equal standard deviation
across strata. Among all the estimators, generally y¯LJ(2) is more efficient as compared to the other
estimators. Thus, we conclude that the proposed unbiased ratio-type estimators are preferable over
y¯(StRSS) under StRSS.
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