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Abstract
In this paper, we study abstractive summariza-
tion for open-domain videos. Unlike the tra-
ditional text news summarization, the goal is
less to “compress” text information but rather
to provide a fluent textual summary of infor-
mation that has been collected and fused from
different source modalities, in our case video
and audio transcripts (or text). We show how
a multi-source sequence-to-sequence model
with hierarchical attention can integrate infor-
mation from different modalities into a coher-
ent output, compare various models trained
with different modalities and present pilot ex-
periments on the How2 corpus of instructional
videos. We also propose a new evaluation met-
ric (Content F1) for abstractive summarization
task that measures semantic adequacy rather
than fluency of the summaries, which is cov-
ered by metrics like ROUGE and BLEU.
1 Introduction
In recent years, with the growing popularity of
video sharing platforms, there has been a steep
rise in the number of user-generated instructional
videos shared online. With the abundance of videos
online, there has been an increase in demand for
efficient ways to search and retrieve relevant videos
(Song et al., 2011; Wang et al., 2012; Otani et al.,
2016; Torabi et al., 2016). Many cross-modal
search applications rely on text associated with the
video such as description or title to find relevant
content. However, often videos do not have text
meta-data associated with them or the existing ones
do not provide clear information of the video con-
tent and fail to capture subtle differences between
related videos (Wang et al., 2012). We address this
by aiming to generate a short text summary of the
video that describes the most salient content of the
∗*Work done while SG was at University of Edinburgh
video. Our work benefits users through better con-
textual information and user experience, and video
sharing platforms with increased user engagement
by retrieving or suggesting relevant videos to users
and capturing their attention.
Summarization is a task of producing a shorter
version of the content in the document while pre-
serving its information and has been studied for
both textual documents (automatic text summariza-
tion) and visual documents such as images and
videos (video summarization). Automatic text sum-
marization is a widely studied topic in natural lan-
guage processing (Luhn, 1958; Kupiec et al., 1995;
Mani, 1999); given a text document the task is to
generate a textual summary for applications that
can assist users to understand large documents.
Most of the work on text summarization has fo-
cused on single-document summarization for do-
mains such as news (Rush et al., 2015; Nallapati
et al., 2016; See et al., 2017; Narayan et al., 2018)
and some on multi-document summarization (Gold-
stein et al., 2000; Lin and Hovy, 2002; Woodsend
and Lapata, 2012; Cao et al., 2015; Yasunaga et al.,
2017).
Video summarization is the task of producing a
compact version of the video (visual summary) by
encapsulating the most informative parts (Money
and Agius, 2008; Lu and Grauman, 2013; Gygli
et al., 2014; Song et al., 2015; Sah et al., 2017).
Multimodal summarization is the combination of
textual and visual modalities by summarizing a
video document with a text summary that summa-
rizes the content of the video. Multimodal summa-
rization is a more recent challenge with no bench-
marking datasets yet. Li et al. (2017) collected a
multimodal corpus of 500 English news videos and
articles paired with manually annotated summaries.
The dataset is small-scale and has news articles
with audio, video, and text summaries, but there
are no human annotated audio-transcripts.
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today we are going to show you how to make spanish omelet . i 'm going to 
dice a little bit of peppers here . i 'm not going to use a lot , i 'm going to use 
very very little . a little bit more then this maybe . you can use red peppers if 
you like to get a little bit color in your omelet . some people do and some 
people do n't …. t is the way they make there spanish omelets that is what she 
says . i loved it , it actually tasted really good . you are going to take the onion 
also and dice it really small . you do n't want big chunks of onion in there 
cause it is just pops out of the omelet . so we are going to dice the up also very 
very small . so we have small pieces of onions and peppers ready to go .
how to cut peppers to make a spanish omelette; get expert tips and advice on making cuban breakfast recipes in this free 
cooking video .
Summary
Transcript Video
Figure 1: How2 dataset example with different modalities. “Cuban breakfast” and “free cooking video” is not
mentioned in the transcript, and has to be derived from other sources.
Related tasks include image or video captioning
and description generation, video story generation,
procedure learning from instructional videos and
title generation which focus on events or activities
in the video and generating descriptions at vari-
ous levels of granularity from single sentence to
multiple sentences (Das et al., 2013; Regneri et al.,
2013; Rohrbach et al., 2014; Zeng et al., 2016;
Zhou et al., 2018; Zhang et al., 2018; Gella et al.,
2018). A closely related task to ours is video title
generation where the task is to describe the most
salient event in the video in a compact title that
is aimed at capturing users attention (Zeng et al.,
2016). Zhou et al. (2018) present the YouCookII
dataset containing instructional videos, specifically
cooking recipes, with temporally localized anno-
tations for the procedure which could be viewed
as a summarization task as well although localized
with time alignments between video segments and
procedures.
In this work, we study multimodal summariza-
tion with various methods to summarize the intent
of open-domain instructional videos stating the ex-
clusive and unique features of the video, irrespec-
tive of modality. We study this task in detail using
the new How2 dataset (Sanabria et al., 2018) which
contains human annotated video summaries for a
varied range of topics. Our models generate natu-
ral language descriptions for video content using
the transcriptions (both user-generated and output
of automatic speech recognition systems) as well
as visual features extracted from the video. We
also introduce a new evaluation metric (Content
F1) that suits this task and present detailed results
to understand the task better.
2 Multimodal Abstractive
Summarization
The How2 dataset (Sanabria et al., 2018) contains
about 2,000 hours of short instructional videos,
spanning different domains such as cooking, sports,
indoor/outdoor activities, music, etc. Each video
is accompanied by a human-generated transcript
and a 2 to 3 sentence summary is available for ev-
ery video written to generate interest in a potential
viewer.
The example in Figure 1 shows the transcript de-
scribes instructions in detail, while the summary is
a high-level overview of the entire video, mention-
ing that the peppers are being “cut”, and that this
is a “Cuban breakfast recipe”, which is not men-
tioned in the transcript. We observe that text and
vision modalities both contain complementary in-
formation, thereby when fused, helps in generating
richer and more fluent summaries. Additionally,
we can also leverage the speech modality by using
the output of a speech recognizer as input to a sum-
marization model instead of a human-annotated
transcript.
The How2 corpus contains 73,993 videos for
training, 2,965 for validation and 2,156 for testing.
The average length of transcripts is 291 words and
of summaries is 33 words. A more general com-
parison of the How2 dataset for summarization as
compared with certain common datasets is given in
(Sanabria et al., 2018).
Video-based Summarization. We represent
videos by features extracted from a pre-trained
action recognition model: a ResNeXt-101 3D
Convolutional Neural Network (Hara et al., 2018)
trained to recognize 400 different human actions
in the Kinetics dataset (Kay et al., 2017). These
features are 2048 dimensional, extracted for
every 16 non-overlapping frames in the video.
This results in a sequence of feature vectors per
video rather than a single/global one. We use
these sequential features in our models described
in Section 3. 2048-dimensional feature vector
representing all text a single video.
Speech-based Summarization. We leverage the
speech modality by using the outputs from a pre-
trained speech recognizer that is trained with other
data, as inputs to a text summarization model.
We use the state-of-the-art models for distant-
microphone conversational speech recognition, AS-
pIRE (Peddinti et al., 2015) and EESEN (Miao
et al., 2015; Le Franc et al., 2018). The word error
rate of these models on the How2 test data is 35.4%.
This high error mostly stems from normalization
issues in the data. For example, recognizing and
labeling “20” as “twenty” etc. Handling these effec-
tively will reduce the word error rates significantly.
We accept these as is for this task.
Transfer Learning. Our parallel work Sanabria
et al. (2019) demonstrates the use of summarization
models trained in this paper for a transfer learning
based summarization task on the Charades dataset
(Sigurdsson et al., 2016) that has audio, video, and
text (summary, caption and question-answer pairs)
modalities similar to the How2 dataset. Sanabria
et al. (2019) observe that pre-training and transfer
learning with the How2 dataset led to significant
improvements in unimodal and multimodal adapta-
tion tasks on the Charades dataset.
3 Summarization Models
We study various summarization models. First, we
use a Recurrent Neural Network (RNN) Sequence-
to-Sequence (S2S) model (Sutskever et al., 2014)
consisting of an encoder RNN to encode (text
or video features) with the attention mechanism
(Bahdanau et al., 2014) and a decoder RNN to
generate summaries. Our second model is a
Pointer-Generator (PG) model (Vinyals et al., 2015;
Gülçehre et al., 2016) that has shown strong per-
formance for abstractive summarization (Nallapati
et al., 2016; See et al., 2017). As our third model,
we use hierarchical attention approach of Libovický
and Helcl 2017 originally proposed for multimodal
machine translation to combine textual and visual
videoframes············ResNeXtfeatures(w/RNN:7;w/oRNN:6,8,9)attentionRNNovertranscript(3-5,8,9)attention⊕hier.attn.(8,9)w...RNNdecoder
video frames· · · · · ·
· · · · · · ResNeXt features(w/ RNN: 7; w/o RNN: 6, 8, 9)
attention
RNN over transcript (3-5, 8, 9)
attention
⊕
hier. attn.
(8, 9)
w
. . .
RNN decoder
Figure 2: Building blocks of the sequence-to-sequence
models, gray numbers in brackets indicate which com-
ponents are utilized in which experiments.
modalities to generate text. The model first com-
putes the context vector independently for each of
the input modalities (text and video). In the next
step, the context vectors are treated as states of
another encoder, and a new vector is computed.
When using a sequence of action features instead
of a single averaged vector for a video, the RNN
layer helps capture context. In Figure 2 we present
the building block of our models.
4 Evaluation
We evaluate the summaries using the standard met-
ric for abstractive summarization ROUGE-L (Lin
and Och, 2004) that measures the longest common
sequence between the reference and the generated
summary. Additionally, we introduce the Content
F1 metric that fits the template-like structure of
the summaries. We analyze the most frequently
occurring words in the transcription and summary.
The words in transcript reflect the conversational
and spontaneous speech while the words in the
summaries reflect their descriptive nature. For ex-
amples, see Table A1 in Appendix A.2.
Content F1. This metric is the F1 score of the
content words in the summaries based over a mono-
lingual alignment, similar to metrics used to evalu-
ate quality of monolingual alignment (Sultan et al.,
2014). We use the METEOR toolkit (Banerjee and
Lavie, 2005; Denkowski and Lavie, 2014) to obtain
the alignment. Then, we remove function words
and task-specific stop words that appear in most of
the summaries (see Appendix A.2) from the refer-
ence and the hypothesis. The stop words are easy
to predict and thus increase the ROUGE score. We
treat remaining content words from the reference
Model No. Description ROUGE-L Content F1
1 Random Baseline using Language Model 27.5 8.3
2a Rule-based Extractive summary 16.4 18.8
2b Next-neighbor Summary 31.8 17.9
3 Using Extracted Sentence from 2a only (Text-only) 46.4 36.0
4 First 200 tokens (Text-only) 40.3 27.5
5a S2S Complete Transcript (Text-only, 650 tokens) 53.9 47.4
5b PG Complete Transcript (Text-only) 50.2 42.0
5c ASR output Complete Transcript (Text-only) 46.1 34.7
6 Action Features only (Video) 38.5 24.8
7 Action Features + RNN (Video) 46.3 34.9
8 Ground-truth transcript + Action with Hierarchical Attn 54.9 48.9
9 ASR output + Action with Hierarchical Attn 46.3 34.7
Table 1: ROUGE-L and Content F1 for different summarization models: random baseline (1), rule-based extracted
summary (2a), nearest neighbor summary (2b), different text-only (3,4,5a), pointer-generator (5b), ASR output
transcript (5c), video-only (6-7) and text-and-video models (8-9).
Model (No.) INF REL COH FLU
Text-only (5a) 3.86 3.78 3.78 3.92
Video-only (7) 3.58 3.30 3.71 3.80
Text-and-Video (8) 3.89 3.74 3.85 3.94
Table 2: Human evaluation scores on 4 different mea-
sures of Informativeness (INF), Relevance (REL), Co-
herence (COH), Fluency (FLU).
and the hypothesis as two bags of words and com-
pute the F1 score over the alignment. Note that the
score ignores the fluency of output.
Human Evaluation. In addition to automatic
evaluation, we perform a human evaluation to un-
derstand the outputs of this task better. Following
the abstractive summarization human annotation
work of Grusky et al. (2018), we ask our annotators
to label the generated output on a scale of 1− 5 on
informativeness, relevance, coherence, and fluency.
We perform this on randomly sampled 500 videos
from the test set.
We evaluate three models: two unimodal (text-
only (5a), video-only (7)) and one multimodal
(text-and-video (8)). Three workers annotated each
video on Amazon Mechanical Turk. More details
about human evaluation are in the Appendix A.5.
5 Experiments and Results
As a baseline, we train an RNN language model
(Sutskever et al., 2011) on all the summaries and
randomly sample tokens from it. The output ob-
tained is fluent in English leading to a high ROUGE
score, but the content is unrelated which leads to
a low Content F1 score in Table 1. As another
baseline, we replace the target summary with a
rule-based extracted summary from the transcrip-
tion itself. We used the sentence containing words
“how to” with predicates learn, tell, show, discuss
or explain, usually the second sentence in the tran-
script. Our final baseline was a model trained with
the summary of the nearest neighbor of each video
in the Latent Dirichlet Allocation (LDA; Blei et al.,
2003) based topic space as a target. This model
achieves a similar Content F1 score as the rule-
based model which shows the similarity of content
and further demonstrates the utility of the Content
F1 score.
We use the transcript (either ground-truth tran-
script or speech recognition output) and the video
action features to train various models with dif-
ferent combinations of modalities. The text-only
model performs best when using the complete tran-
script in the input (650 tokens). This is in contrast
to prior work with news-domain summarization
(Nallapati et al., 2016). We also observe that PG
networks do not perform better than S2S models on
this data which could be attributed to the abstrac-
tive nature of our summaries and also the lack of
common n-gram overlap between input and output
which is the important feature of PG networks. We
also use the automatic transcriptions obtained from
a pretrained automatic speech recognizer as input
to the summarization model. This model achieves
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Figure 3: Word distribution in comparison with the hu-
man summaries for different unimodal and multimodal
models. Density curves show the length distributions
of human annotated and system produced summaries.
competitive performance with the video-only mod-
els (described below) but degrades noticeably than
ground-truth transcription summarization model.
This is as expected due to the large margin of ASR
errors in distant-microphone open-domain speech
recognition.
We trained two video-only models: the first one
uses a single mean-pooled feature vector represen-
tation for the entire video, while the second one
applies a single layer RNN over the vectors in time.
Note that using only the action features in input
reaches almost competitive ROUGE and Content
F1 scores compared to the text-only model show-
ing the importance of both modalities in this task.
Finally, the hierarchical attention model that com-
bines both modalities obtains the highest score.
In Table 2, we report human evaluation scores on
our best text-only, video-only and multimodal mod-
els. In three evaluation measures, the multimodal
models with the hierarchical attention reach the
best scores. Model hyperparameter settings, atten-
tion analysis and example outputs for the models
described above are available in the Appendix.
In Figure 3, we analyze the word distributions of
different system generated summaries with the hu-
man annotated reference. The density curves show
that most model outputs are shorter than human an-
notations with the action-only model (6) being the
shortest as expected. Interestingly, the two different
uni-modal and multimodal systems with ground-
truth text and ASR output text features are very
similar in length showing that the improvements
in Rouge-L and Content-F1 scores stem from the
difference in content rather than length. Example
presented in Table A2 Section A.3 shows how the
outputs vary.
6 Conclusions
We present several baseline models for generat-
ing abstractive text summaries for the open-domain
videos in How2 data. Our presented models include
a video-only summarization model that performs
competitively with a text-only model. In the future,
we would like to extend this work to generate multi-
document (multi-video) summaries and also build
end-to-end models directly from audio in the video
instead of text-based output from pretrained ASR.
We define and show the quality of a new metric,
Content F1, for evaluation of the video summaries
that are designed as teasers or highlights for view-
ers, instead of a condensed version of the input like
traditional text summaries.
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A Appendix
A.1 Experimental Setup
In all our experiments, the text encoder consists
of 2 bidirectional layers of the encoder with 256
Gated Recurrent Units (GRU; Cho et al. 2014) and
2 layers of the decoder with Conditional Gated
Recurrent Units (CGRU; Sennrich et al. 2017).
We optimize the models with the Adam Optimizer
(Kingma and Ba, 2014) with learning rate 4 · 10−4
halved after each epoch when the validation perfor-
mance does not increase for maximum 50 epochs.
We restrict the input length to 600 tokens for all
experiments except the best text-only model in the
section Experiments and Results. We use vocab-
ulary the 20,000 most frequently occurring words
which showed best results in our experiments,
largely outperforming models using subword-based
vocabularies. We ran all experiments with the
nmtpytorch toolkit (Caglayan et al., 2017).
Set Words
Transcript the, to, and, you, a, it, that, of, is, i,
going, we, in, your, this, ’s, so, on
Summary in, a, this, to, free, the, video, and,
learn, from, on, with, how, tips, for,
of, expert, an
Table A1: Most frequently occurring words in Tran-
script and Summaries.
A.2 Frequent Words in Transcripts and
Summaries
Table A1 shows the frequent words in transcripts
(input) and summaries (output). The words in
transcripts reflect conversational and spontaneous
speech while words in the summary reflect their
descriptive nature.
A.3 Output Examples from Different Models
Table A2 shows example outputs from our different
text-only and text-and-video models. The text-only
model produces a fluent output which is close to
the reference. The action features with the RNN
model, which sees no text in the input, produces an
in-domain (“fly tying”’ and “fishing”) abstractive
summary that involves more details like “equip-
ment” which is missing from the text-based models
but is relevant. The action features without RNN
model belongs to the relevant domain but contains
fewer details. The nearest neighbor model is re-
lated to “knot tying” but not related to “fishing”.
The scores for each of these models reflect their
respective properties. The random baseline output
shows the output of sampling from the random lan-
guage model based baseline. Although it is a fluent
output, the content is incorrect. Observing other
outputs of the model we noticed that although pre-
dictions were usually fluent leading to high scores,
there is scope to improve them by predicting all
details from the ground truth summary, like the
subtle selling point phrases, or by using the visual
features in a different adaptation model.
A.4 Attention Analysis
Figure A1 shows an analysis of the attention dis-
tributions using the hierarchical attention model in
an example video of painting. The vertical axis
denotes the output summary of the model, and the
horizontal axis denotes the input time-steps (from
the transcript). We observe less attention in the first
No. Model R-L C-F1 Output
- Reference - - watch and learn how to tie thread to a hook to help with fly tying as
explained by out expert in this free how - to video on fly tying tips
and techniques .
8 Ground-truth text +
Action Feat.
54.9 48.9 learn from our expert how to attach thread to fly fishing for fly fishing
in this free how - to video on fly tying tips and techniques .
5a Text-only (Ground-
truth)
53.9 47.4 learn from our expert how to tie a thread for fly fishing in this free
how - to video on fly tying tips and techniques .
9 ASR output + Ac-
tion Feat.
46.3 34.7 learn how to tie a fly knot for fly fishing in this free how-to video on
fly tying tips and techniques .
5c ASR output 46.1 34.7 learn tips and techniques for fly fishing in this free fishing video on
techniques for and making fly fishing nymphs .
7 Action Features +
RNN
46.3 34.9 learn about the equipment needed for fly tying , as well as other fly
fishing tips from our expert in this free how - to video on fly tying
tips and techniques .
6 Action Features
only
38.5 24.8 learn from our expert how to do a double half hitch knot in this free
video clip about how to use fly fishing .
2b Next Neighbor 31.8 17.9 use a sheep shank knot to shorten a long piece of rope . learn how
to tie sheep shank knots for shortening rope in this free knot tying
video from an eagle scout .
1 Random Baseline 27.5 8.3 learn tips on how to play the bass drum beat variation on the guitar
in this free video clip on music theory and guitar lesson .
Table A2: Example outputs of ground-truth text-and-video with hierarchical attention (8), text-only with ground-
truth (5a), text-only with ASR output (5c), ASR output text-andv-video with hierarchical attention (9), action
features with RNN (7) and action features only (6) models compared with the reference, the topic-based next
neighbor (2b) and random baseline (1). Arranged in the order of best to worst summary in this table.
cut cut
Talking and preparing 
the brush
Close-up of 
brushstrokes w/ hand
Black frames 
at the end 
Close-up of 
brushstrokes no hand
Figure A1: Visualizing Attention over Video Features.
part of the video where the speaker is introducing
the task and preparing the brush. In the middle
half, the camera focuses on the close-up of brush
strokes with hand, to which the model pays higher
attention over consecutive frames. Towards the end,
the close up does not contain the hand but only the
paper and brush, where the model again pays less
attention which could be due to unrecognized ac-
tions in the close-up. There are black frames in the
very end of the video where the model learns not
to pay any attention. In the middle of the video,
there are two places with a cut in the video when
the camera shifts angle. The model has learned to
identify these areas and uses it effectively. From
this particular example, we see the model using
both modalities very effectively in this task of the
summarization of open-domain videos.
A.5 Human Evaluation Details
To understand the outputs generated for this task
better, we ask workers on Amazon Mechanical
Turk to compare outputs of unimodal and multi-
modal models with the ground-truth summary and
assign a score between 1 (lowest) and 5 (highest)
for four metrics: informativeness, relevance, co-
herence and fluency of generated summary. The
annotators were shown the ground-truth summary
and a candidate summary (without knowledge of
the type of modality used to generate it). Each ex-
ample was annotated by three workers. Annotation
was restricted to English speaking countries. 129
annotators participated in this task.
