Abstract
Introduction
Fragility fractures are a common complication of osteoporosis with severe associated risks. Osteoporotic fractures represent both an individual risk for the affected patient with significantly increased associated mortality as well as an economic burden for our ageing societies, due to the rising incidence of fragility fractures challenging already strained healthcare budgets [1] . Healthcare costs associated with osteoporotic fractures are estimated to amount to around 22 billion dollars every year in the United States [2] . Therefore the medical community strives to further investigate the etiopathology of ostoporosis as well as to develop new therapy options to counter the inherent challenges.
Accurate early diagnosis is key to successful treatment. Traditionally, dual energy X-ray absorptiometry (DXA) has been used to assess bone mineral density (BMD), thus identifying subjects at high risk for osteoporotic fractures. Areal bone mineral density as measured by DXA is an indicator for bone strength, which is known to show site-specific changes depending on age and gender [3] [4] [5] [6] . Quantitative computed tomography (QCT) has been established as a sensitive technique to evaluate compartment specific, volumetric BMD [7] . However, all BMD measurements alone are limited by the fact that mineral density only partly accounts for bone strength, and other known influential factors for bone stability exist, such as bone geometry or the trabecular and cortical micro-architecture of the bone [8] .
QCT is able to assess the three-dimensional (3D) bone geometry and bone density distribution providing input to finite element analysis (FEA) models in order to estimate bone strength in vitro [9] [10] [11] [12] [13] [14] [15] [16] [17] . Finite element analysis has been shown to predict stresses and strains throughout the bone related to the location and direction of impact forces, which are important determinants of fracture risk [17, 18] . As a consequence, the in-vivo potential of numerical approaches based on QCT/FEA methods has been investigated to non-invasively assess fracture load, type and location [11, 19] . However, for in-vivo application, major methodological challenges remain unsolved, since in vivo images are frequently impaired by the presence of soft tissue or motion artifacts, as demonstrated in Fig. 1 [20] . Furthermore the larger doses of radiation emitted by QCT as compared to DXA limit its broader applicability.
In clinical practice, multi-row detector computed tomography (MDCT) scans are routinely performed for a wide range of diagnostic indications. Using a specific calibration phantom, these MDCT scans may also be used to predict bone strength equivalent to QCT and subsequently assess fracture risk omitting the need for separate density scans [21] . This would potentially reduce radiation exposure, healthcare cost, time and effort particularly for patients with cancer, who routinely undergo MDCT examinations for staging, as they are often at increased risk for developing treatment related osteoporosis [22, 23] .
Therefore, the objective of the current study was to validate the numerical MDCT/FEA approach using an in-vitro experiment performed on a fresh frozen human femur, assessing experimentally measured failure load criteria based on imaging parameters. Furthermore we aimed to then apply the experimentally validated approach to assess the individual femoral fracture risk in 8 subjects with and without vertebral fragility fractures using femoral FEA modeling derived from in-vivo routine contrast-enhanced MDCT in correlation with femoral BMD measurements.
Material and Methods

In-vitro validation experiment
A human fresh-frozen femur from a 72 year-old male (size 1.56 m, weight 78 kg) was obtained from the Institute of pathology Klinikum Rechts der Isar. Written informed consent was obtained from the donor. The donor had dedicated his body for educational and research purposes prior to death, in compliance with local institutional and legislative requirements. The study was reviewed and approved by the local institutional review boards (Ethikkommission der Fakultaet fuer Medizin der Technischen Universitaet Muenchen, Germany; project number 5022/11). After an examination to exclude skeletal diseases, the bone was cleaned of soft tissue and degreased with ethanol. The femur was scanned using MDCT on a 256-row MDCT Scanner (iCT, Philips, Netherlands; exposure: 466 mA; voltage: 120 kV; interpolated voxel size: r150μm x 150μm; real spatial resolution determined at r50 of the modulation-transfer-function: 230μm x 230μm; slice thickness: 0.67 mm) with a dedicated osteoporosis calibration phantom (Mindways, San Francisco, CA, USA) to allow for conversion of the attenuation values (in Hounsfield Units, HU) to equivalent BMD (in milligrams calcium hydroxyl apatite per cubic centimeter).
Thereafter the femur was distally trimmed, sealed and embedded up to 105 mm at the shaft as published by Besso et al. [24] . The shaft length between the lesser trochanter and the upper plane of the embedding resin measured twice the diameter of the femoral head. Furthermore epoxy resin (Rencast FC 52/53 Isocyanat and Polyol, Huntsman Group, Bad Saeckingen, Germany, pot life 3-4min, demoulding time 30-40min, surface temperature during embedding: 40°C) was used to improve the load transmission between the compression plate and the femoral head. To verify the model in the elastic range, 6 strain gauges were fixed on the surface of the bone as shown in Fig. 2 . Five single strain gauges (Vishay CEA.06-062UR-350/P2, Vishay Precision Group, Malvern, USA) were used at the lower medial shaft, at the lesser and greater trochanter, and at the inferior and superior femoral neck. An additional strain gauge rosette (Vishay CEA.06-062UW-350/P2, Vishay Precision Group, Malvern, USA) was fixed to a site with minimal curvature at the femoral neck providing the strain field (i.e. principal strains) in that location. In order to validate the proposed FEA model, it was essential to precisely match the numerical boundary conditions with those of the experimental setup. For that purpose, the position of several points was acquired with a digitizer system (Microscribe 3DX, Immersion Corporation, USA) [25] : Positioning of the femoral bone using four CT markers at the femur, location and positioning of the strain gauges (SG, 3 vertexes), surface orientation of the embedding resin blocks (at the shaft and at the greater trochanter) as well as the position of the loading surface on the femoral head were assessed. The CT markers consisted of small metallic balls visible on the CT images, thus enabling calculation of the coordinate transformation between experiments and MDCT scans.
Subsequently, the specimen was tested under compression in a servo-electric testing machine (Wolpert TZZ 707/386, Wolpert GmbH; Instron, Massachusetts, USA) in two loading configurations: stance configuration and a sideways fall configuration as previously published [10] . For the stance configuration, the bone was placed with an inclination angle of 7°between loading direction and proximal shaft and loaded with incremented up to 1000 N by 5 mm/min [26] . For the fall configuration, the bone was placed with an inclination angle of 30°to the horizontal plane and internally rotated by 15°as suggested by Bessho, et al. and Grassi, et al. [13, 27] . The velocity used for the load-to failure tests was set to 30 mm/min as published by Keyak et al. [28] . The greater trochanter was partially embedded and restrained. The distal end of the femur was attached to a fixture and could rotate about an axis perpendicular to the femur shaft (as shown in Fig. 3 ). In both configurations the load was applied to the femoral head transferred by a specifically made device, which allowed movement in the XY-plane, thus preventing the introduction of shear forces to the system. Finally, destructive fracture testing was performed as shown in Fig. 4 and the macroscopic aspect of the fracture was compared to the location of the failed elements yielded by the FEA model. Calculations of the simulated forces were then compared to the forces measured experimentally.
In-vivo BMD assessment
The retrospective analyses of this study were conducted with approval of the Institutional Committee on Human Research (Ethikkommission der Fakultaet fuer Medizin der Technischen Universitaet Muenchen, Germany). Each patient had given written consent for scientific evaluation of their data including the analysis of medical images at the time of admission to our institution. Subject information was de-identified prior to analysis and stored anonymously. For this preliminary study a total of 8 subjects of western European descent who had recently received routine contrast-enhanced in-vivo MDCT scans at our institution to rule out tumor recurrence were selected from our digital picture archiving communication system (PACS, Sectra AB, Linkoeping, Sweden) as shown in Table 1 . Four subjects with osteoporotic vertebral fragility fractures were identified by two radiologists in consensus and were matched by age and gender with 4 subjects with no history of fragility fracture. Further matching criteria were based on the MDCT scanning parameters (i.e. voxel size, exposure). Axial sections with a slice thickness of 0.67 mm as well as sagittal reformations with a slice thickness of 3 mm were used to assess vertebral fracture status according to the Genant classification by two radiologists in consensus [29, 30] . Exclusion criteria were: orthopedic hardware or presence of metal artifacts; pathological bone changes other than osteoporosis in the femur such as fracture, osseous metastasis, circumscribed sclerosis (e.g. bone island), circumscribed lucencies (e.g. cystic lesions), hematological disorders or severe degeneration. All in-vivo contrast-enhanced MDCT examinations were performed with the same 256-row MDCT scanner (iCT, Philips, Netherlands) and scanning parameters as for the in-vitro experiment (interpolated voxel size 150x150x670μm
3 ), except a slightly lower radiation dose (adapted tube load of averaged 200 mAs; real spatial resolution determined at r50 of the modulation-transfer-function: 250μmx250μm). The contrast-enhanced scans were performed after standardized administration of intravenous contrast medium (Imeron 400, Bracco, Konstanz, Germany) using a highpressure injector (Fresenius Pilot C, Fresenius Kabi, Bad Homburg, Germany). The intravenous contrast medium injection was performed with a delay of 70 s, a flow rate of 3 mL/s, and a bodyweight-dependent dose (80 mL for body weight up to 80 kg, 90 mL for body weight up to 100 kg, and 100 mL for body weight over 100 kg). In addition, all patients were given 1,000 mL oral contrast medium (Barilux Scan, Sanochemia Diagnostics, Neuss, Germany). As previously published, contrast-enhanced MDCT image based BMD values may be corrected for the contrast effect with the following conversion equation: (areal) BMD = 0.99 × BMDMDCT-12 mg/cm 2 [31] . However, as BMD was shown to deviate by less than 10% and is expected to change equally in all subjects, BMD was not converted for this study. The acquired datasets were uploaded onto the institutional PACS (Sectra AB, Linkoeping, Sweden). As outlined previously, [32] circular regions of interest (ROIs) were placed at the femoral head in the section with the greatest diameter of the femoral head, covering as much of the trabecular compartment as possible while excluding any cortical structures. Additional rectangular ROIs were placed at the femoral neck in the section where the femoral neck was best visualized including the cortex imitating density measurements of the entire bone compartment similar to DXA assessments. Furthermore ROIs were placed in two reference regions within the designated bone density calibration phantom. Attenuation values (in HU) were then quantified from the ROIs using the density measurement tools of the PACS software. Attenuation values were then converted into BMD values representing the amount of calcium hydroxyl apatite in milligrams per cubic centimeter using the reference values from the calibration phantom, according to the guide lines of the manufacturer. A radiologist, who was blinded to the fracture status of the subjects, performed the placement of all ROIs as well as the calculation of BMD. The duration of ROI placement and BMD calculation was less than 2 min per subject.
Fracture risk assessment using MDCT based finite element analysis (FEA)
Finite element models were built from the in-vitro femur data as well as from the in-vivo MDCT scans of the 8 subjects evaluated. Images were binarized and the bone contour smoothened using ImageJ (ImageJ, National Institutes of Health, USA). Semi automated segmentation with manual correction of the MDCT images enabled the generation of mathematical models (NURBS) of the bone surfaces using 3D tetrahedral 10-node meshes (SolidWorks, Dassault Systèmes SolidWorks Corp., USA). Different mesh refinements, element sizes and resulting strain energies were compared using ANSYS Workbench (ANSYS, Canonsburg, USA) under constant loading and boundary conditions yielding a suitable mesh protocol with maximum element edge lengths of 1.7 mm. Subsequently the MDCT images were converted into BMD maps assigning the according material properties to each corresponding node. The mapping procedure was performed using the voxel information (location and attenuation) saved as unique text files in combination with the values obtained from the reference regions provided by the calibration phantom. A subroutine was written for ANSYS to import the created text files and to assign the material properties node by node. Fig. 2 shows a visualization of the BMD distribution throughout the femur used for the in-vitro experiment. Subsequently, inhomogeneous isotropic elastic modulus E (in MPa) was calculated from the BMD (in mg/cm 3 ) using the relationships presented in Table 2 . The major difference between the modeling of the in-vitro and the in-vivo data was the definition of the boundary conditions. As previously described, the points of interest during the invitro experiments (i.e. MDCT markers, string gauges, constraints, loading conditions) were spatially registered using a digitizer and transferred to the FEA model using the corresponding CS transformation (coordinate system transformation). The loading direction for the in-vivo data aimed to reproduce the experimental setup using a simulated angle of 30°between the long axis of the femur shaft and a virtual horizontal plane with a rotation of 15°between the femoral neck axis and the horizontal plane. Displacements of selected nodes at the trochanter were set to zero in z-direction. A simulated displacement condition was then applied to the femoral head in z-direction. The distal surface of the femur shaft was constrained in displacement allowing only rotation about the x-axis.
In order to predict the fracture load of the bone to assess bone strength, an iterative bone damage model was required. Previous studies have determined the fracture load as the load at which at least one solid element suffers a minimum principal strain [24] . Such models are known to show string dependencies on mesh density and quality. A more intuitive approach is to determine the value of the failure load by measuring the peak value of the force-displacement curve. For our study, a yield model as published by Dragomir-Daescu et al. was created and slightly modified [15] . A simulated displacement boundary condition was applied to the defined loading surface on the femoral head in small increments. After each loading step, elements with a calculated risk factor greater than one were defined as failed elements by the assignment of a very small Young´s modulus (0.1 MPa). The stiffness model was then updated and solved repetitively in steps with increased displacement until the simulated load-displacement curve reached a maximum. To define the failing elements, two yield criteria (maximum stress, maximum strain) were used. For the evaluation of the in-vivo analysis results, the maximum strain criterion was selected. The tensile and compressive elastic limit values for maximum stress and strain were adopted from the literature as demonstrated in Table 2 . To include only elements with high density for the analysis a BMD threshold value of 500 mg/cm 3 was used as previously published to differentiate between cortical and trabecular bone [33, 34] .
In-vitro/ in-vivo transfer
Previous studies [9] [10] [11] [12] [13] [14] [15] [11, 19] have determined the validity of FEA modeling using femur specimens as outlined above. However, a remarkable aim of this work was to transfer the validated in-vitro method to the analysis of in-vivo data. In order to compare fracture load as calculated by FEA modeling between different subjects, an individual risk factor (F)for hip fracture was introduced. This risk factor was defined as the ratio of force applied to the hip during a sideways fall (F peak ) to femoral strength (F sim ) in a sideways fall configuration (F = Fpeak / Fsim). The effective peak force (F peak_effec ) that would result at the hip during a sideways fall was estimated incorporating individual subject data such as the reported height and weight as well as force reduction due to cushioning by the surrounding soft tissue:
The following equations were used:
v is the velocity at time of impact, g is the gravitational constant (9.81 m/s²), h cog is the height of an individual´s center of gravity simulating a fall from standing height, m is the effective mass (kg), and k stiff is the sex-specific stiffness constant (N/m). The sex-specific stiffness constant (k stiff women: 35442 Nm; k stiff men: 45031 Nm) published by Bouxsein et al. and Nielson et al. [35, 36] has been specifically calculated for a sideways fall scenario and incorporates a variety of gender specific and individual patient characteristics such as age, height, weight, etc. [36, 37] . Furthermore the attenuated force (F att ) was computed accounting for the reduction of the peak force (F peak ) by surrounding peritrochanteric soft tissue including cushioning muscle and fat. The reduction of the peak force applied to the hip was calculated in our experimental model to be 71 N per 1 mm of covering tissue thickness. The thickness measurements of the trochanteric soft tissue cover were derived from in-vivo CT images assessing the shortest distance between the greater trochanter and the outer patient contour parallel to the patient axis, as previously described in the literature [37] [38] [39] .
Statistical Analysis
Due to the limited subject number included in this proof of principle study, statistical analysis was limited. Femoral BMD as well as risk factor values of subjects with and without vertebral fragility fractures were compared using t-tests. A Kolmogorov-Smirnov test and a ShapiroWilk test designed for a small sample size showed no significant difference from a normal distribution (p>0.05) for all parameters. In addition, a Wilcoxon signed rank test was used due to the small sample size. As no significant differences to the results of the t-test were found, only these p-values were reported in the paper. A significance level of p<0.05 was used for all analyses. Follow-up studies are needed to validate the initial findings to allow for extrapolation of the hypothesis with application to larger cohorts.
Results
In-vitro analysis
The in-vitro experiment showed that the FEA models provided realistic predictions of the elastic regimen of the femur for both loading configurations. The predicted strains correlated with the measured strains both in the stance configuration (R² = 0.963, slope 1.022) and in the fall configuration (R² = 0.976, slope 1.142). In both simulations the model predicted slightly higher bone strength than measured by experimental testing. The maximum points of the force-displacement curves estimated predicted failure load values. Both failure criteria generated slightly overestimated results as compared to the experimental measurements: The max stress criterion simulation overestimated the experimental failure load (4743 N) by 14.7% (5440 N) while the max strain criterion simulation performed more accurate overestimating by 4.7% (4968 N). Fig. 4 illustrates force displacement curves demonstrating FEA based simulated force calculations and experimentally measured values extracted from the mechanical testing machine along with plotted force values in both loading configurations. In addition, the failed elements as simulated by the FEA model were localized visually to evaluate the simulated fracture location. Subsequently the experimentally determined fracture location was compared to the predicted fracture site. As illustrated in Fig. 5 , the visual evaluation of the simulated and the experimentally determined fracture locations at the femoral neck coincided precisely.
In vivo analysis
Data for the in-vivo FEA force simulations as well as characteristics of the imaging datasets from the 8 subjects analyzed are presented in Table 1 . The method validated in-vitro was transferred to in-vivo imaging data of 8 subjects as described above, calculating an individual risk factor (RF F) for fracture risk at the hip based on MDCT derived FEA analysis. FEA derived risk factor values along with according BMD measurements of the femoral head and neck are presented in Table 3 , showing the 4 subjects with a history of osteoporotic vertebral fracture to present with a higher risk factor for incident hip fracture as compared to the matched control subjects without history of vertebral fragility fracture (p = 0.028). According BMD measurements from the femoral head and neck of these 8 subjects were compared to the calculated risk factor values as outline in Table 3 . Unlike the risk factor assessment from the FEA model, BMD measurements of the hip did not show significant differences (femoral head: p = 0.989; femoral neck: p = 0.366) between the subjects depending on vertebral fracture status. 
Discussion
In this study finite element analysis derived from standard MDCT of a human femur were validated with in-vitro experiments to assess bone strength simulating a physiological stance configuration as well as a sideways fall to the hip. The experimentally validated method was subsequently transferred to a set of in-vivo MDCT data to calculate an individualized FEA based risk factor for hip fracture, and to compare the calculated risk factor to according BMD measurements of the femoral head and neck. The FEA derived risk factor for hip fracture demonstrated differences between subjects with a history of vertebral fragility fracture versus healthy, age matched controls, that were not mirrored in the according BMD assessments. Biomechanical testing represents the gold standard to validate the simulated mechanical properties of different loading configurations such as loading and falling. Bessho et al. performed a study investigating different loading and boundary conditions at the proximal femur and showed that simulated FEA fracture type and experimentally determined fracture location coincided [11] . Koivumaeki et. al. performed thorough in-vitro testing of femur cadavers to validate FEA models derived from CT imaging, showing that FEA reliably predicts fracture load in a sideways fall configuration. [14] However, few studies have used in-vivo data, or transferred in-vitro to in-vivo data. Our experiment shows coincidence of the simulated and the experimentally determined fracture load, as well as congruence of the simulated and experimentally observed fracture location indicating a successful in-vivo application of the method tested in-vitro.
Various studies have demonstrated, that FEA derived biomechanical simulation may prove more reliable in assessing bone stability than conventional density measurements. In an extensive review over multiple studies, Zysset et al. recently analyzed the role of FEA in the past decades at the main fracture sites for osteoporotic fragility fractures and concluded, that FEA provides the most reliable surrogates of bone strength compared to any of the conventionally used densitometric standards [18] . Dall'Ara recently published an in-vitro study showing that QCT-based nonlinear FE models do not only predict mechanical properties at the femur better than densitometry, but also showed FEA to provide useful additional qualitative information about failure location [10] . In addition, Graeff et al. demonstrated hr-QCT derived FEA variables to be more accurate in distinguishing patients of differing vertebral fracture status as compared to conventional DXA measurements [8] . In accordance with these findings, our study observed a difference in the FEA based calculated risk factor for hip fracture, when analyzing subjects with and without vertebral fractures. The difference observed was not mirrored by the according BMD measurements encouraging further validation of such an FEA based risk factor. FEA may not only be useful for fracture prediction: In another study by Graeff et al., treatment related changes in vertebral bone could be monitored more accurately using FE analysis when longitudinally analyzing osteoporotic women receiving teriparatide treatment [40] . In addition, many of the advanced approaches to characterize bone structure and strength beyond BMD are limited to the periphery of the skeleton [41, 42] . However, substantial heterogeneity of bone strength among the different clinically relevant skeletal sites has been reported, as published by Eckstein et al. [43] . Therefore direct bone strength assessments at the relevant sites such as in-vivo FEA of the proximal femur may perform best in predicting fracture risk.
To this day, femoral and vertebral strength measurements cannot be reliably obtained from MRI imaging, despite considerable efforts [44] [45] [46] . Unfortunately, radiation exposure for high resolution evaluation of the trabecular structure of the axial skeleton is considerable, and has been reported to reach up to 3 mSv for HR-QCT of the spine, limiting broad applicability [40] . However, as demonstrated in the current study, FE analysis can also be derived from clinical routine MDCT. This potentially redundantizes additional bone density assessments particularly for cancer patients, who are at increased risk for osteoporotic fractures due to chemotherapy, hormone therapy, e.g. women with breast cancer, men with prostate cancer, or adults treated for hematologic disorders [47, 48] . Care has to be taken when using routine MDCT imaging, to take into account the influence of intravenous contrast medium on FEA as well as BMD. Baum et al. have shown BMD to increase considerably when analyzing contrast-enhanced MDCT scans [49] . Nevertheless, there is growing interest in applying FEA analysis for clinical application, as with improving hardware systems (e.g. flat panel CT systems) [50] and more refined post processing algorithms such as iterative reconstruction, radiation exposure may be significantly lowered [51, 52] . Therefore various recent studies focus on investigating bone strength using finite element analysis [53] . Some recent studies even suggest the future use of reconstructed conventional radiographs for finite element analysis [54] .
Nevertheless, there are some limitations resulting from the study design regarding the quality of the CT data, the FE modeling and the calculation of the applied forces. Because the invivo data was derived from routine MDCT, the exposure and resulting resolution was lower compared to the in-vitro specimen CT images. Additional filtering (Median filter; ImageJ) was used to reduce image noise and to enable meaningful segmentation and the influence of the surrounding soft tissue on image quality and the material property assignments was accounted for to the extent possible. Another limitation results from the contingency of the force in a fall configuration on the stiffness properties (k stiff ) of the femur, which must not be equated with the simulated stiffness of the proximal femur. After extensive review of the literature, a direct reference to the value k stiff could not be found and consequently sex-specific stiffness constant values were adopted from the literature as published by Bouxsein et al. and Nielson et al. [35, 36] . Also, significant computational resources are needed for FEA analysis. Koivumaeki et al. investigated the use of simplified finite element models requiring less computational power, requiring less time and computer hardware [55] . Furthermore the small cohort size of the in-vivo subject group and the availability of one femur specimen only for the ex-vivo experiment limit meaningful statistical analysis and interpretation. Therefore the plausibility of the results of this proof-of-principle study should be further evaluated in a larger frame also comparing CT based FEA to conventional DXA.
Conclusion
This study was designed as an experimental proof of principle study to evaluate the feasibility to assess bone strength using non-linear homogenized FEA derived from standard clinical routine MDCT imaging. FEA simulations were successfully validated by destructive in-vitro testing of a human femoral cadaver specimen. Subsequently the FEA method was applied to invivo MDCT images demonstrating elevated risk factor values for additional hip fracture in subjects presenting with vertebral fractures. The data of this study suggests, that FEA based risk factor calculations may predict fracture risk in subjects with and without vertebral osteoporotic fractures more accurately than BMD measurements alone. MDCT derived FEA models therefore may provide a valuable in-vivo fracture risk assessment tool with the potential for clinical applicability. Further studies are needed to investigate whether MDCT based FEA models can accurately predict fracture risk in osteoporotic subjects.
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