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RESUMO
Á programação dinâmica é uma -técnica de 
pesquisa operacional muito utilizada pára resolver problemas de 
economia, engenharia, planejamento e controle da produção, entre 
outros, que sejam modelados de forma precisa. -N
Com o surgimento da teoria dos conjuntos 
difusos, foi possível proporcionar ferramentas matemáticas mais 
adequadas ao tratamento dos problemas que envolvessem incertezas 
e/ou concei tos i mprecisos.
O presente trabalho apresenta uma técnica 
que concatena a teoria dos conjuntos difusos e programação 
dinâmica, com o objetivo de resolver problemas de programação 
dinâmica definidos a partir de parâmetros imprecisos e/ou 
subjetivos.
Após o desenvolvimento da técnica, faz-se 
uma aplicação da mesma, para um problema de expansão de linhas de 
produção,' e para um problema de marketing, caracterizando os casos 
de programação dinâmica deterministica difusa e programação 
dinâmica estocástica difusa, respectivamente.
v
ABSTRACT
Dynamic programming is a technique of 
operations research often used to solve appropriately formulated 
problemas in, among other areas. Economics, Engineering and 
Productions Planning and Control.
With the appearance of theory of Fuzzy 
Sets, it became possible to provide mathematical tools more 
suitable for problems involving uncertainty and inexact concepts.
The present work presents a mathematical 
too which links the theory of Fuzzy Sets and Dynamic programming . 
The objective of the work is to solve dynamic programming problems 
defined or modeled through fuzzy concepts or values.
After the development of the tool, an 
applications is performed for a problem of expansion of production 
lines and a marketing problem. The former characterizes the case 
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1.1 - Origem do Trabalho
Bei 1 man 133 desenvolveu, em 1956, um 
algoritmo recursivo para resolver problemas de decisão seqüêncial. 
Esse algoritmo, tido como uma das principais ferramentas para 
resolver problemas de engenharia, economia, e planejamento e 
controle da produção, que se enquadram como problemas de 
programação dinâmica, requer que os dados sejam bem definidos e 
nSo contenham informaçSes e critérios de decisão subjetivos.
Por outro lado, Zadeh [253, em 1965, 
propos uma nova abordagem para a teoria dos conjuntos, a qual 
deu-se o nome de teoria dos conjuntos difusos. Baseados nessa nova 
teoria, vários autores propuseram revisBes dos conceitos 
matemáticos clássicos, com o objetivo de proporcionarem 
ferramentas adequadas ao tratamento dos problemas que envolvem 
incertezas ou conceitos imprecisos.
Muitos problemas de planejamento e
controle da produção, de engenharia e economia, entretanto, 
trazem em sua estrutura, informaçBes e/ou parâmetros medidos, 
definidos ou obtidos de forma não muito clara e precisa, que 
impedem a utilização da matemática clássica como instrumento 
eficiente de análise.
2O presente trabalho origina-se, portanto, 
da necessidade de se adaptar a técnica proposta por Bellmann, 
considerando informaçSes e /ou parâmetros definidos ou medidos de 
forma não muito precisa, com o objetivo de melhor modelar o mundo 
real.
1 .2  - Objetivo do Trabalho
O objetivo principal deste trabalho é 
desenvolver uma técnica para ser utilizada como suporte no 
auxilio às decisSes, em problemas de programação dinânüca 
deter mini stica e esiocásii ca, que envolvam incertezas e/ou 
concei tos i mpr eci sos.
1 .3  - Importância do Trabalho
A utilização de programação dinâmica para 
resolver problemas de engenharia, planejamento e controle da 
produção, economia, entre outros, data de 1956, contemplando tanto 
os problemas determinísticos, quanto os problemas estocásticos.
Entretanto, nos casos onde os problemas 
têm uma estrutura que permite enquadrá-los como um problema de 
programação dinâmica, mas dentro dessas estruturas existem 
aspectos subjetivos, a resolução dos mesmos não pode ser feita 
pelos algoritmos clássicos.
3Nesse sentido, a técnica de programação 
dinâmica proposta avalia problemas de programação dinâmica 
determinísticos e estocásticos, definidos e/ou medidos de forma 
subjetiva e não muito precisa, descritos sob a forma de um texto 
em linguagem natural. Tal descrição do problema é decorrente do 
julgamento humano de ações, fatos ou previsões. A técnica proposta 
permite, ainda, considerar a qualidade técnica das soluçSes 
obtidas, também sob forma de linguagem natural.
Nesse contexto a técnica proposta tem a 
vantagem de oferecer ao tomador de decisões um leque de opções, 
obtidos segundo o grau de subjetividade das informações.
1 .4  - Limitações do Trabalho
No desenvolvimento do presente trabalho 
não se considerou os casos markovianos com estágios infinitos.
1 .5  — Estrutura do Trabalho
O presente trabalho foi dividido em seis
capí tul os.
Este primeiro capítulo visa apresentar a 
origem do trabalho, definir seus objetivos, bem como sua 
importância e limitações.
4O segundo capí tulo pode ser di vi di do em 
duas partes : na primeira parte, apresentam-se as defini çSes, 
terminologia e o algoritmo iterativo de programação dinâmica 
referente ao caso determinístico. Na segunda parte são abordados 
os conceitos e propriedades dos processos de decisão de Markov e 
sua extensão à programação dinâmica estocástica.
No terceiro capítulo apresentam-se as 
definições e propriedades da teoria dos conjuntos difusos, dando 
ênfase às operaçSes com números difusos e ao princípio da 
extensão.
No quarto capítulo é enfocado a 
programação dinâmica difusa, que é a técnica proposta.
No quinto capítulo apresentam-se as 
aplicaçSes da técnica proposta, para os casos determinísticos e 
estocásti cos.
Por fim são apresentadas, no sexto 




A programação dinâmica é uma técnica de 
otimização utilizada na solução de problemas cuja estrutura pode 
ser formulada como uma seqüência de decisSes.
Para o tomador de decisSes é muito 
importante dispor de técnicas para resolução de problemas que 
analise todas as possibilidades e situaçSes énvolvidas no problema 
e identifique aCsD mais viávelCeisD ou aCs3> melhorCresD de todas 
as alternativas analisadas» determinando, assim, um plano ótimo de 
ações.
A otimização dos sistemas gerenciais como
o planejamento e controle da produção, a política ótima de um 
sistema de controle de estoques, a manutenção ou substituição de 
equipamentos tem sido imperiosa dentro de muitas estruturas 
organizacionais, e são exemplos clássicos da aplicação desta 
técnica.
A redução dos custos dentro das empresas, 
como forma de manter seus produtos e/ou serviços competitivos no 
mercado, pode, às vezes, ser visto como um problema de otimização
o qual exige a aplicação de programação dinâmica. A estrutura 
desses problemas exige diferentes consi deraçSes e formulaçSes 
matemáticas. No presente trabalho consideram-se os casos de 
programação dinâmica deter minis ti ca e programação dinâmica
6estocástica Cmarkoviana finitaD.
2. 2 - Terminologia
Hastings [153, define a seguinte 
terminologia para a solução de um problema de programação 
dinâmica, através da utilização de equações recursivas:
1 - Estado : representa a configuração de um sistema e é 
identificado por um rótulo que caracteriza as propriedades 
correspondentes a esse estado;
2 - Estágio : pode ser definido como um passo que representa a 
transição de um sistema de um estado a um outro estado adjacente;
3 - Ação : é uma alternativa que pode ser selecionada para 
realizar a transição de um estado a um outro estado adjacente;
4 - Valor de Estado : é uma função que representa a soma dos 
retornos associados a um estado ou, genericamente, a uma dada 
polí ti ca;
5 - Retorno : é uma função que caracteriza, por exemplo, o lucro 
esperado ou os custos atribuídos ou ainda o consumo de recursos.











= rCn,i,kD ; 
= fCn»iD.
Com base nessa terminologia, apresenta-se 
a seguir, os casos de programação dinâmica determiní stica e 
estocásti ca.
2. 3 - Programação Dinâmica Determiní stica
Os problemas cujas variáveis e parâmetros 
são determinísticos caracterizam o caso de programação dinâmica 
deter mi ní s ti ca.
Os problemas de programação dinâmica são 
formulados matemáticamente e resolvidos segundo o princípio da 
oti mal idade, o qual afirma que uma política ótima deve ser tal 
que, qualquer que seja o estado e a decisão inicial, as decisSes 
seguintes devem constituir uma política ótima em relação ao estado 
resultante da primeira decisão.
Para o caso determinístico o 
algoritmo iterativo utiliza os seguintes parâmetros, para um 
problema de maximização:
81 - Equação de recorrência :
FCn,iD = max [ rCn»i,kD + FCn - 1 , j!5 3 C2.1D
k € k .
r» v
onde FCO.iD = condiçSes de contorno conhecidas para o
probl ema.
2 - Equação de Transição :
j = tCn ,i,10 C2. 2D
A solução do problema consiste, portanto, 
na resolução da recorrência, tendo como ponto de partida as 
condiçSes de contorno conhecidas.
2 .4  - Programação Dinâmica Estocástica
2. 4.1 - Processos Markovianos
Existem vários problemas de programação 
dinâmica onde as transiçSes entre estados e retornos são 
r egi dos por 1 ei s pr obabi1i sticas.
Nesses casos o problema se caracteriza 
por possuir em sua estrutura seqüências de variáveis aleatórias. A 
influência dos efeitos aleatórios se dá por todo o intervalo de
9tempo.
Os processos que envolvem uma seqüência
de variáveis aleatórias são definidos como Processos Estocásticos. 
Os estudos dos processos estocásticos foram feitos pelo matemático 
russo A. A. Markov, que desenvolveu um modelo para resolver várias 
classes de problemas que envolviam processos estocásti cos. Esses 
modelos são conhecidos como Processos Markovianos.
No presente trabalho considera-se apenas 
os casos de processos markovianos de estágios finitos.
seqüência aleatória de parâmetros discretos pode ser determinada 
através dos conceitos de probabilidades conjuntas, onde para todo 
n finito e para toda seqüência j , j^ ,. . . , j^ de estados tem-se:
processo mark ovi ano se a probabilidade condicional após o sistema 
estar em um determinado estado após n passos, for a mesma 
conhecendo-se todos os estados do sistema em todos os passos 
anteriores ou sómente a probabilidade condicional advinda do 
conhecimento do estado em um passo imediatamente anterior.
A estrutura de probabilidade de uma
C2. 3}
Este processo é definido como um
Isto significa que o fato de se conhecer
X , Xo 1 . ,X não adiciona nenhuma informação relevante no que
10
se refere ao cálculo do valor de X , Apenas o conhecimento don
valor de X é suficiente para calcular o valor de X , isto é, an-l n
probabilidade de que a n-ésima variável aleatória assuma o
valor x , depende basicamente do conhecimento do valor de Xn r>-l
For malmente tem-se:
P [X = x |X = x 3 = P [ X = x I X = x ,X = x ..........X = x ]
n n 1 r>-í n-i n n 1 1  1 2  2 n-l r*-l
C2. 45
Considerando-se um sistema que pode se 
encontrar em um número finito de estados, cuja enumeração pode 
ser dada por i = 0 ,1 ,2 , . .  ,n e admitindo-se que nos tempos 
t , t ..........t o sistema passe de forma aleatória de um estado a umO l  r>
outro estado adjacente, pode—se definir, nesse processo, uma 
matriz de transição
P = Cp D C2. SD
onde : p = probabilidade de que o sistema se encontre no estad
i j
j no tempo C t + 1D , dado que el e estava no estado
i no tempo t ;
P = matriz de transição do processo.
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Considerando-se que a matriz de transição 
P independe do tempo, pode-se expressá-la, em termos das 
probabilidades de transição de 1 passo, através da seguinte 
matriz:
P=CP .} = v)
C2. 6}
Toda matriz que satisfizer a condição de 
possuir entradas não negativas com soma de linhas igual a 1, pode 
ser definida como uma matriz estocástica.
As probabilidades de transição de 
n-passos p<n>. . pode ser definida por:
p<n>. . p t x = j I x = i 3, C2. 7D
ij k+n 1 k
i »j — 0 ,1 ,2 , . . .
n > O, onde:
pn> é a probabilidade condicional de se 
ij
H H rO O  Oi 02 On
P P P • - • P10 11 12 1 n
P P P PnO nl n2 . . . nr>
12
estar no estado j dado que o processo estava no estado i , em n 
passos anteriores.
A probabilidade incondicional de que o
processo esteja no estado j após n passos, pode ser definida pór :
p<n>. = p [ x = j 3 C 2 .8D
j n
p<n>. é uma probabilidade marginal e 
representa a probabilidade de se estar no estado j após n passos,
i ndependente do estado i ni ci al.
A hipótese de que a matriz de transiçSo P 
independe do tempo, configura um caso estacionário.
Os problemas considerados nesse trabalho 
abordam sistemas que passam por processos markovianos que são 
caracterizados por estágios.
Quando n estágios ainda devem ser 
alcançados, o sistema pode estar em qualquer dos estados Cn,l D, 
C n,2 D,. . . C n,N D.
Para a seqüência de variáveis aleatórias 
. . .  X , X , . . . o dominio de X é o conjunto < 1 , 2 ............N >.n n—1 n
Define-se a probabilidade condicional p 
[X = i I X = i 3 como sendo a probabilidade que o sistema vá
n-i 1 n
para o estado C n - l ,jD , dado que ele estava no estado Cn,iD no
13
estági o n




Formalmente pode-se escrever: 





A probabilidade de transição pCn,i, j3 
as seguintes propriedades:
1. O < p C n , i , j D < 1 ; C2.103
N
C2. 11D
No caso em que as probabilidades de 
transição são estacionárias em n , a probabilidade de transição 
dada por p C n .i.j  3 será denotada por p Ci,jD.
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2 .4 .2  — Processos de Decisão de Markov com Retornos Associados
definiu-se que, em um processo markovi ano , a probabilidade que 
uma variável aleatória X assumisse um valor x , dependia apenas 
do estado imediatamente predecessor, isto é, do conhecimento do 
valor de x
r>— 1
Quando um sistema evolui de um estado 
Cn,iD a um outro estado Cn-l,j3, pode-se associar a ele um retorno 
CCn,i,jD. Como esse retorno está associado com a transição 
particular entre dois estados quaisquer, ele é definido como 
retorno de transição.
função FCn,iD, que representa o valor esperado do retorno que é 
gerado quando o estado é um estado inicial, o valor FCn,iD quando
o sistema passa de um estado Cn,iD para um estado Cn-l,jD, 
através de uma probabilidade de transição pCn,i,J3, pode ser 
calculado por:
No inicio desse capítulo,
Denotando-se o valor de estado por uma
N N
FCn,iD = £ pCn.i , j2>. CCn,i , jZ> + 2pCn ,i,j).FCn- l,j) C2. 12}
j = * j=í
ou
N
FCn,iD = £ pCn,i, jD .fC C n ,i, jD + FCn-l.jD] 
j = *
C2. 13D
Associado ao estado Cn,i3 existe um 
retorno de estágio, denotado por rCn,iD, que representa o retorno 
esperado gerado no estágio corrente, considerando—se que o sistema 
iniciou no estado Cn,i3.
Como ao estágio considerado existe uma 
probabilidade e um retorno associado, para o caso genérico pode—se 
definir o retorno de estágio por:
N
rCn,iD = £ pCn,i , jD. CCn,i , j3 C2.14D
j = i
Levando CS. 143 em C2. 1ED tem-se:
N
FCn,iD = rCn,iD + £ pCn,i,jD + FCn-l,j> C2. 155
j = i
15
Se ao estado Cn,iD estiver associado um 
conjunto de açSes K ., e se uma ação particular k for considerada,Ti\.
então a probabilidade de transição do estado Cn,i3 para o estado 
Cn-l,jD pode ser definida por pCn,i,j,kD.
A esse estado também vai está assoei ado 
um retorno de transição CCn,i,j,kD.
O retorno de transição rCn,i,k3 quando o 




rCn,i,kD = £ pCn,i,j,k]>. CCn,i,j,k;> C2.16D
j = i
Os problemas cuja formulação matemática 
exige a aplicação de processos markovianos, pode ser resolvido 
computacionalmente através do algoritmo iterativo.
Em termos computacionais, o cálculo do 
valor de estado ótimo de um problema de maximização, pode ser 
resolvido através da aplicação da programação estocástica, 
utilizando-se a seguinte equação de recorrência:
N
FCn.iD = max [r Cn,i,kD + £ pCn,i,j,kD[r Cn.i. j,k3) + FCn-l,jD]
kek 1 j = i 2ni
C2. 17D
Na equação acima, o parâmetro r 1 
independe dos processos aleatórios e o parâmetro r^, não.
A aplicação da programação dinâmica 
estocástica pode ser feita em problemas como a escolha de uma 
polí ti ca óti ma de um si stema de estoques, manutenção ou 
substituição de equipamentos sob condiçSes de incerteza ou a 
problemas de marketing, onde a decisão de fazer ou não publicidade 
pode afetar a posição de um produto frente aos seus concorrentes.
17
2 .5  CondiçSes de Validação dos Modelos
Para se fazer uso da técnica de 
programação dinâmica, faz-se necessário que as condiçSes de 
validação dos modelos, isto é, as condiçSes de separabilidade e as 
condiçSes de oti mal idade sejam satisfeitas.
Considere-se um sistema que em um dado 
estágio evolui do estado Cn,i D para o estado Cn-i,i Z>, sob uma 
ação k , e gera o retorno rCn,i ,k D. Considere-se, ainda, que A
n n n n
é um plano genérico que determina a seqüência de açSes 
k ,k , . . . , k  . Suponha-se que todo o processo tenha m estágios, e
d  n —i  i
que o objetivo seja maximizar a função 4> de retornos dosTfl
estágios, isto é, que se deseja obter o máximo valor de' FCn,i D,TV)
def i ni do por:
FCm,i D = max [ 0 (rCm,i ,k D......... rCn,i ,k 3 ...........rCl ,i ,k ))]Lm m nr> m n n 1 1
a e v m m
C2.18D
onde w é o conjunto de todos os planos que iniciam no estadoTn
Cm,i D. Para que a função (f> seja maximizada, as condiçSes dem m
separabilidade e otimalidade, discutidas abaixo, devem ser 
sati sf ei tas.
18
2.5 .1  — Condição de Separabilidade
A condi ção de separ abi 1 i dade possi bi 1 i ta 
a aplicação de recursividade dado um plano fixo.
Definição 2.1 - Bellman [033 : Para todo plano, o valor de cada
estado pode ser necessariamente calculado como 
uma função do retorno do estágio e do 
valor do estado subsequente.
Se ia o valor de estado Cm,i 3, sob um ^ m
denotado por FCm.i ,A 3. Então:pl ano Am
FCm,i ,A 3 = 4> (rCm.i ,k D..........rCn.i ,k 3 .......... rCl ,i ,k 3) C2.193
m m  m  m m  n n  1 1
Se a condição de separabilidade se 
aplica, então, para cada estado Cn,i^3 e um dado plano A^ pode-se 
escrever a equação C2. 193 na forma:
FCn,i ,A 3 = $ (rCn,i ,k 3,FCn-l,i ,A 3), C2.203n n n r» n r>—1 n-i
onde:
FCn-1 , i ,A 3 = <p (rCn-1 ,i ,k 3 ,. . . ,rCl,i ,k 3)
n-á n-l n-i n-i n-1 i i
C2. 213
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sendo 4> e $ funç3es apropriadas.
2 .5 . 2 - Condição de Otimalidade
Considere-se novamente o problema 
apresentado na equação C2.183. A condição de separabilidade requer 
que o valor de cada estado possa ser calculado recursivamente para 
um dado plano. No processo iterativo não só se calculam os valores 
recursivamente como também se descartam sub—planos em cada estado. 
Para que isto tenha validade a condição de otimalidade, descrita 
abaixo, deve ser satisfeita:
Definição 2 .2  - Bellman [031 s Para cada estado e ação, o
plano ótimo deve consistir de uma’ determinada 
ação seguida do plano que é ótimo para o 
estado sucessor.
A seguir, apresenta-se, uma formulação 
algébrica da condição de otimalidade. Considerando-se que pela 
condição de separabilidade tem-se, para cada plano A :^
FCn,i ,A D  = i  (rCn.i ,k 3 ,FCn-l ,i , A 3)
n n n n  n-1 n-1
pode-se dizer que um plano A  ^ consiste de uma ação k^, seguida de 
um plano A do estágio n-1 , isto é:





FCn.i , A D = FCn.i , k + A D C2. 23I>
r> n n n n—1
Se A° é um plano ótimo para o estadon-l
Cn-l,i D, sucessor de Cn,i ) dado uma ação k , e assumindo-se n—1 n ri
maximização, a condição de oti mal idade requer que para qualquer 
estado Cn,i D, ação k e plano A , se tènha:
n r> ri-i
FCn.i ,k +A° 3 > FCn,i ,k +A 5
n r> n—1 n r> n-l
C2. 24}
A equação C2. 24D acima, garante a 
condição de otimalidade para o caso de maximização. Para o caso de 
minimização se teria:
FCn,i ,k +A° D < FCn,i ,k +A D C2. 25}
n n n— 1 n ri n-l
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3. - Conjuntos Difusos
3. 1 — Introdução
O conceito do termo difuso utilizado 
neste trabalho, difere do conceito usual. Um sinônimo para o termo 
difuso é a palavra vago.
Para a expressão conjunto difuso, a 
literatura registra duas interpretações distintas.
Segundo Zadeh C253, o termo difuso é 
utilizado em situações nas quais um conjunto A, definido sobre um 
universo de discurso X, não possui limites bem definidos. Por 
exemplo, o conjunto difuso A pode representar o conjunto de homens 
altos de uma comunidade C uni verso) X. De fato, não existe um 
limite preciso e bem definido que diferencie os homens de estatura 
alta dos de estatura mediana, os quais não são perfeitamente 
def i ni dos.
Sugeno 1233, por outro lado, propõe a 
utilização do termo difuso em um contexto radicalmente diferente, 
onde uma medida difusa é  usada para caracterizar a probabilidade, 
ou a possibilidade ou o grau de credibilidade subjetiva que se tem 
no fato de um elemento x pertencer a um conjunto A. Um exemplo 
seria a genuinidade atribui da a uma obra de arte. Embora o
CAPITULO III
conceito de genuinidade seja preciso Cverdadeiro ou falsoD, um 
grau de credibilidade Cmedida difusa^ poderá ser associado à 
sentença "a obra de arte é verdadeira", refletindo a convicção que 
se tem no fato de ao se adquirir uma obra de arte, esta pertencer 
ao conjunto de obras genuínas.
Em ambas interpretaçSes, tais medidas 
refletem índices de tendência, designadas de forma subjetiva por 
um individuo ou grupo de indivíduos, dependendo ainda do contexto.
3. 2 - DefiniçSes Básicas
Para melhor compreensão da estrutura 
matemática e computacional utilizada nesse trabalho, são 
apresentadas abaixo, as definiçSes e conceitos advindos do 
desenvolvimento da teoria dos conjuntos difusos.
Definição 1 - CZadeh C253 D : Seja X um conjunto clássico de 
objetos chamado universo, cujos elementos genéricos 
são denotados por x. A função de pertinência de 
um elemento x em um subconjunto clássico A £ X é uma 
função característica fj CxD , x -♦ tal que:A
1 se e somente se x e A
C3.1D
O se e somente se x çl A
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onde <0,1> é definido como conjunto de avaliação. Se o conjunto de 
ava.liaç§ío for o intervalo real [0,13, então A é um conjunto 
difuso.
O termo fj CxD representa o grau de 
pertinência de x em relação a A, onde A ê um subconjunto de X que 
não tem fronteira bem definida e pode ser caracterizado através da 
seguinte notação:
A = •{ ( x ,fj CxD ), x e X }
A
A definição acima comporta as seguintes
considerações :
1 — Quanto mais próximo de 1 for /j CxD, maior será a pertinênciaA
de x em relação ao conjunto difuso A;
2 - 0  conjunto universo X nunca é difuso.
No desenvolvimento da teoria dos 
conjuntos difuso, diversos autores apresentaram várias 
^alternativas para expressar a representação dos conjuntos difusos. 
Zadeh £283, em 1972, propos uma notação bastante conveniente para 
se representar conjuntos difusos: Quando X é definido como um
conjunto discreto <x , x ,. . . ,x >, o conjunto difuso A Ç X poderá1 2  n
ser expresso como:
n
A = /j Cx ) /  x +. . . + u Cx ) /  x = T p CxD /  x C3.22A i  1 A n  n  . A v v
Na expressão acima os elementos com grau 
de pertinência nulo podem ser omitidos e C3.2D pode ser utilizada 
para caracterizar conjuntos infinitos com suportes discretos, de
Quando X é um conjunto contínuo, o 
conjunto difuso A £ X, poderá ser expresso como:
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w Jx
u CxDA C3. 3D
Definição 2 - CZadeh [25]D : Se A e B são conjuntos difusos
definidos em um universo X, então:
i D O suporte de A é um sub-conjunto ordinário de X 
caracterizado por:
Supp A = { x e X | jj^ CxD > O }• C3. 4D
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ii 3 0 conjunto A é ditô normalizado se, e somente 
se, 3 x e X tal que :
O < u Cx3 < 1 C3.53
A
iii 3 0 é um conjunto vazio, definido para qualquer 
x e X, tal que:
/j0  Cx3 = O C3. 63
Isso implica que para qualquer x e X
u Cx3 = 1 C3. 73x
iv 3 Dois conjuntos difusos, A e B são iguais, e 
denota—se A = B, se, e somente se :
p^CX3 = fJBCx3 para qualquer x e X C3. 83
v3 A altura de um conjunto difuso A é  definida por:
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hgt CA2> = Supp /j Cx) C3.Ô3
X € X A
3.2 .1  — Uni3o e Intersecção de Conjuntos Difusos
A clássica notação utilizada para 
caracterizar os termos união CUD e intersecção CrD de subconjuntos 
ordinários de X também pode ser extendida à teoria dos conjuntos 
di f usos.
A formulação dada abaixo, para 
caracterizar a união e intersecção de conjuntos difusos é 
atribui da a Zadeh [253 , 196S.
Definição 3 .3  - CZadehE253D: Sejam A e B conjuntos difusos
definidos em um universo X. Então:
i D O conjunto união, denotado por A U B, é 
definido, para qualquer x e X, pela seguinte 
função de pertinência:
u C xD = max { fj CxD, fj C xD >A U  B A B C3. ICO
ii 3 0 conjunto intersecção, denotado por A n B, 
é definido, para qualquer x e X, pela função de 
pertinência:
p Cx3 = min { fj Cx3 , fj Cx3 } C3.113
A A B
As propriedades matemáticas das
equaçSes C3.103 e C3.113, propostas por Zadeh, foram estudadas por 
Bellman e Giertzí043.
Definição 3 .4  - CZadeh [2533 O complementar A de um conjunto
difuso é definido pela função pertinência:
fj Cx3 = 1 — fj Cx3 , para qualquer x e X C3.123
A
A
A justificativa de C3.123 também é 
atribuida a Bellman e Giertzí043.
Para as operaçSes de união, intersecção e 
complementar Cu ,n e 3, apresentadas nas definiçSes acima, 
tem-se, segundo Dubois e Prade[103, as seguintes propriedades:
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a 3 Comutati vi dade
28
A U B = B U A;
A n B = B n A;
bD Assoei ati vi dade 
A u ( B u C )  = (
A n ( B n C )  = C
c D Idempoténcia 
A U A = A ;
A f~) A = A j
d D Di stri buti vi dade
A U ( B H C )  = C 
A n C B u C )  = C
e D A n 0 = 0 ;
A U X = X ;
f D Identi dade 
A U 0 = A;
A n X = A;
g D Absorção
A U (A n B) = A ; 
A fl (A U B) = A ;
A U B > U C ; 
A n B ) n C ;
A U B ) Pi ( A, U C ); 
A n B ) U ( A n C ) ;
h D I nvol ução
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A = A;
i } Fórmula de Equivalência
(Ã U B ) ft (A n B ) = ( Ã n B) U (A n B >; 
j D Fórmula de Diferença Simétrica
C Ã  n B ) u ( A  n § ) = (Ã u B ) n (A u B).
Embora os conjuntos difusos satisfaçam as 
propriedades Ca!) a CjD apresentadas acima» válidas também para os 
conjuntos ordinários, deve—se ressaltar as propriedades abaixo por 
serem válidas apenas para os conjuntos ordinários.
A D Ã = 0 ;
A U Ã = X;
3 .2 .2  — Conjunto de Mível ot e Cardinalidade de Conjuntos Difusos
A representação dos elementos de um 
conjunto difuso A que possuam grau de pertinência maior, igual ou
menor que um determinado valor a , pode ser feita através das 
noçSes de conjunto de nivel a.
Por outro lado, a cardinalidade de
conjuntos difusos é muito importante na caracterização da 
proporção dos elementos de X que estão em A.
Definição 3. 5 - CZadeh 125] 3: Seja A um conjunto difuso
definido sobre o universo X. Seja a e tO. 13.
Então o conjunto nível A^ pode ser definido 
por:
A = { x e X | fj Cx3 > ot V C 3.133 
a  a  ‘
A função de pertinência de um conjunto 
difuso A pode ser expressa, em termos de funçBes características 
de seus niveis-a, através das seguintes expressSes:
fj Cx3 = Sup , ,  m n  (a , u Cx3 > C3.143
a  e  3 0 ,1 3  Aa.
onde:
fj Cx3 =Aa
1 se, e somente se x e A :a
0, para outros valores
C3.153
concluir que:
As expressSes C3.143 e C3.153 permitem
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( A u B ) = A u B  C 3 .1 6 Dv a  a  a
( A n B ) = A n B  C 3 .1 7 Dv <x a  c*.
3 .2 .3  - Cardinalidade de Conjuntos Difusos
Definição 3. 6 - CZadeh C25 3D: A cardinalidade | A | de um
conjunto difuso A, definido em um universo X, é:
i D para X finito, definido como:
ii 3 Para X não finito, porém se A tem um suporte 
finito, I A I é definido como:
A | = £  /u Cx3 C 3 . 1 9 3
X  € Supp A
iii 3 Não definido se Supp A é não finito
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3 .2 .4  - Conjuntos Difusos Convexos e Estruturas Difusas
Zadeh, [253, 1965, extendeu a noção de 
convexidade aos conjuntos difusos, assumindo que um determinado 
conjunto difuso de um universo X estivesse sobre um espaço 
euclidiano N-dimensional.
Definição 3 .7  - CZadeh [253D: Um conjunto difuso é
convexo se, e somente se, seus conjuntos 
de nivel a  são todos convexos.
A noção de convexidade pode também ser 
apresentada, através de combinação linear.
Definição 3 .8  - CZadeh[253 D : Um conjunto difuso A é
convexo se para qualquer x € X, para qualquer 
e X , para qualquer X e [0,13, tem-se:
u (\x + C 1-XD x ) >  min (p Cx ) , jjCxD)A i  2 A 1 A 2 C3. 203
Como pode ser visto na figura C3.1D, a 





Note-se ainda que se A e B forem 
conjuntos difusos convexos, então A D B também o será.
Figura 3.1 — Representação de um número difuso através de sua 
função de pertinência
Definição 3 .9  - CZadeh C253>: Um número difuso é um conjunto
convexo normalizado A, definido sobre IR se:
i D 3 x e IR, chamado valor mais provável de A,
O
tal que jj^ Cx^D = 1 ;
iiD fj é continua por partes.
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3.3  - Princípio da Extensão
Zadeh, [273, em 1975, formulou um dos 
princípios mais importantes para a teoria dos conjuntos difusos, 
conhecido como princípio da extensão. Este princípio é utilizado 
para extender os conceitos, rigor e formalismo da matemática 
clássica, à teoria dos conjuntos difusos. Através deste princípio, 
opreraçSes tais como soma, subtração, multiplicação, 
exponenciação, entre outras, podem ser extendidas para o campo dos 
números di fusos.
Para se fazer uso da técnica de 
programação dinâmica clássica, os problemas devem ser precisamente 
definidos, no sentido de não admitir defini çSes e/ou mediçBes 
subjetivas. Isto significa que um problema definido de forma 
subjetiva não pode ser resolvido pela técnica de programação 
dinâmica clássica.
Nesse contexto, o princípio da extensão 
que pode ser caracterizado como a base teórica para o 
desenvolvimento do presente trabalho, isto é, um problema de 
programação dinâmica definido de forma subjetiva pode, via 
princípio da extensão, ser transformado num problema de 
programação dinâmica difusa e resolvido como tal, com a vantagem 
de poder incorporar aspectos qualitativos das informações.
Definição 3.10 - CZadeh [273D: Seja X o produto cartesiano de
universos, X = X xX x. . . xX , e A , . . . A , r1 2  r 1 r
conjuntos difusos em X^>. . . >^r> respectivamente.
O produto cartesiano de A^.-.-A^é definido 
como:
C3. 213
Definição 3 .11— CZadeh E27D3: Seja /  um mapeamento de
............... xx para o universo Y tal que Y - /
i r
Então os r conjuntos difusos, 
denotados por A., induzem um conjunto difuso do 
mapeamento / ,  tal que:
^Cy3 = C3. 223iO se /  Cy3 = O
onde / -í é a imagem inversa de y, e u Cy3 é o grau de pertinência * 6
do valor y no conjunto difuso B definido em Y, e Cy3 é o maior
entre os graus de pertinência » • - * » C xr3 •
1 r
A expressão C3.243 também pode ser
escr i ta como:
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B=/C A ........A 3
í r X x,. . . ,X 1 r
min( u C x D ,. . .  , íj Cx D)/ /Cx , . .. ,x D
A 1 A r 1 21 r
C 3. 233
3. 4 - OperaçSes com Números Difusos
O principio da extensão definido acima,
tem aplicação geral, mas no presente trabalho é dado ênfase 
sómente às operaçSes de adição, subtração, multiplicação, máximos 
e mínimos, © comparaçSes de números difusos, os quais são 
utilizados no desenvolvimento das aplicaçSes computacionais 
C programação dinâmica deter minis ti ca difusa e programação dinâmica 
estocástica difusa3.
3 . 4 . 1  — Adição de Números Difusos
A adição é uma operação crescente, isto
é, dados x > x e y >y , então x + y > x + y .
i 2 í 2 í J i 2 2
A extensão difusa também é crescente, 
sendo definida através do princípio da extensão como:
A © B
Cz3 = Sup min (m Cx), fj Cy3), V A,B e £ C3. 243
X  €  A
onde:
i 3 R denota o conjunto dos números difusos
ii 3 © denota a soma difusa extendida;
iiiD A © B é o número difuso resultante da soma dos números 
difusos A e B e R.
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A operação de adição, conforme foi 
definida, apresenta as seguintes propriedades: 
a D Comutati vi dade 
A © B = B © A;
b D Assoei atividade
A © (B © C) = (A © B ) © C
c D Identi dade
A © O = A Czero não difusoD
O operador © não apresenta elemento 
simétrico, no sentido de estrutura de grupo, isto é:
u + C-u D * 0, V M e  R-IR C3. 253M M
Entretanto, o elemento simétrico de M e R , é definido pelo 
principio da extensão como:
u <xD = u C-xD , x e R C3. 26D .
-M M
3 .4 .2  — Multiplicação de Números Difusos
A multiplicação é uma operação crescente 
em R+ e decrescente em [R . Assim, o produto de números difusos, 
denotado pelo operador O, que são todos positivos, é um número 
posi ti vo.
A operação de multiplicação difusa,
3 8
definida por, Zadeh [253, através do princípio da extensão pode ser 
definida como:
u = Sup minO-iCxD, u CyD), V A, B e R  C3. 27D
A O  B A B
z = X  . y
X  €  A 
y e  B
onde A O B é o número difuso resultante da multiplicação dos 
números difusos A e B.
Esta operação, tal qual foi definida, 
satisfaz as seguintes propriedades:
a D Comutati vi dade 
A O B = B O A 
b 3 Assoeiati vidade
A O ÇB O C > = C A O B ) O C
Note-se que o conjunto de números difusos 
positivos não representa estrutura de grupo para o operador 
extendido O, haja visto que: 
para qualquer M tem—se :
M O 1 = M;
M O M & 1, pois M não é um número real.
Pode—se ver também que se M for um número 
difuso estritamente positivo ou negativo, e que se N e P forem 
também números difusos estritamente positivos ou negativos, então 
tem—se :
M O  (  N ® P  )  = (M  G  N ) 9  (M  O  P ) C 3 . 2 8 }
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3 .4 .3  - Máximos e Mínimos de Números Difusos
As operaçSes de max e min são crescentes
em IR. O máximo e o mínimo de n números difusos denotados por
max(M ,M , . . . ,M ) e por min (M ,M . . . ,M ), é um número difuso.1 2  d 1 2  n
Aplicando o princípio da extensão aos 
operadores max e m in, tem-se:
V ^  C z5 = Sup min C/j C x ) ........../j Cx ))
mocx<M ,. . . ,m  > z= max<x . ,x > i n n1 n l n
X € M 1 1
X € M n  d
C 3. 295
M ^ Cz)= Sup min Cfj Cx Cx ))
minCyi ,. . . ,m 5 *= min< x ,. . . ,x > i n n
1 n 1 n
X € M 1 1
X 6  M 
n n
C3. 305
Nas figuras C3. 25e C3. 35 abaixo, 
apresenta-se a interpretação grafica dos operadores max e m in.
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Figuras 3 .2  e 3 .3  - Representação gráfica das operações de máximo
e mínimo de conjuntos difusos.
As seguintes propriedades são satisfeitas para estes operadores: 
a D Comutati vi dade
A» ^min C A, ED = min CB, A2> 
max CA,BD = max CB,A3
b D Assoei ati vidade
^  A» ^
min ( A,min C B .O  ) = min (min CA,BD,C}
Ar ^
max ( A , max C B .O  ) = max (jnax CA,BD,C)
41
c D Dí str i buti vi dade
^  *Sf A*min (A,mcLX CB,CD ) = mctx ( min CA,BD, min C A ,O );
max (A,min C B .O  ) = m in (inax CA,BD, mox CA,CD);
A + max C B, CD = max ( C A + BD , C A + CD };
A + min CB,CD = min. ( CA + BD , CA + CD );
d D Lei da absorção
mcoc ( A , min CA,BD ) = A; 
min ( A , max CA,BD ) = A;
e D Lei de Morgan
1 - min CM,ND = max ( Cl
1 - max CM, ND = min Ç Cl
f D Idempotênci a
max CM,MD = M; 
min CM,MD = M.
Note—se que, a operação de máximo CmínimoD, definida para os 
números ordinários determina o maior CmenorD argumento da lista, 
entretanto, o mesmo não acontece para as operaçSes com números 
difusos.
- MD,Cl - ND );
- MD,Cl - ND X
3 .4 .4  - Distribuições de Probabilidades Difusas
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3 . 4 . 4  - Distribuições de Probabilidades Difusas
No presente trabalho utiliza-se os 
conceitos de probabilidade difusa à programação dinâmica difusa.
A probabilidade de ocorrer um subconjunto
X, isto é, X = -{xt» » - • • J-, k < n, onde n é igual ao número de
eventos possíveis é  definida como uma soma difusa interativa < y .k
a»
de uma probabilidade linguistica Cnão muito bem definidaD p. ,Ci = 
1»kD, tal que:
fj CzZ> a  k =Sup z= u
3U + . 
1
+ u
min. u Cu D i=i,k ~ 1 p pk3
C 3. 31D
+ uk <i
O valor esperado difuso de uma variável aleatória V, que assume 
valores no conjunto •{ a . ,a  ^ c (R com probabilidades
1 n
linguisticas p. C i =1 , n D , é definida como a soma interativa 
EC VD , tal que:
eC vD C zD = Supz — o, u + . . . + a u 
1 1  n n
C3. 321
u + . . . + u 
1 n
= 1
Deve—se notar que a equação acima sómente 
pode ser aplicada quándo se deseja calcular o valor esperado de
uma variável com dois eventos.
Quando se deseja calcular o valor 
esperado de uma função com mais de duas variáveis, deve-se fazer 
uso de um modelo de programação matemática equivalente :
max a
s. a
u Cu. D > oi , i =1......... u~  V
p.V
E  a u
E . uT . = l , n  v
. = Z C3. 335
= 1
onde a é  o grau de pertinência de Z ser o valor de ECV5, isto é»:
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3 .4 .5  — Comparação de Números Difusos
Quando se deseja comparar números 
difusos, duas questòes são levantadas:
1 - Qual é o valor difuso do maior ou menor número de uma 
conjunto de números difusos ?
2 - Qual é o maior ou o menor entre vários números difusos ?
A primeira pergunta pode ser resolvida 
através das operaçSes max e min. A segunda pergunta requer a 
seguinte metodologia:
Dados M,N e [R, deseja-se determinar qual o grau de possibilidade 
de M > N.
Utilizando-se o princípio da extensão tem-se:






O fato de fj C M > N 5 = 1 ,  não implica que, necessariamente 
tenhamos fj C M < N 5 nulo.
fj C M < N 5 pode ser diferente de zero. Entretanto, quanto mais 
próximo desse valor ele for, maiores serão as possibilidades de 
que M seja maior que N.
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Na figura C3.43 estes conceitos são apresentados graficamente.
Figura 3 .4  - Representação gráfica da operação de comparação 
de números di fusos.
3. 5 - Computação Numérica de Números Difusos
Dubois e Prade CIOD, em 1978, sugeriram a 
realização das operaçSes difusas, através de funçBes 
características, à esquerda e à direita do valor esperado.
Definição 3.12 - CDubois C103D Uma função denotada por L CesquerdaD
e R CdireitaD é uma função característica de
números difusos se, e somente se, as seguintes 
propriedades forem satisfeitas:
1 . L Cx) = L C - x D  ;
2 . L C O D = 1 ;
3 . L é não decrescente no intervalo C 0,oo 3.
Definição 3.13 - CDubois C103D: Um número difuso M é um número
difuso do tipo L - R se, e somente se:
Cx) =M
L (Cm - xD /  o*), x < m , a > O 
R (Cx - nO /  a), x > m , fi > O
C3. 355
onde
m = valor mais significativo de M;
a e fí são definidos como medidas de dispersão.Deve-se notar que, 
quando cr e (3 assumem o valor zero, M é, por convenção, um número 
pr eciso.
A computação númerica através da 
representação L—R, proporciona muita rápidez no cálculo das; 
operações difusas. Entretanto, o resultado obtido nem sempre é 
exato, e sua aplicação é restrita a alguns tipos de funções
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caracterí sticas.
Mayerle [203, em 1988, propos uma 
representação alternativa, que embora não apresente a mesma 
rápidez do método L-R, apresenta os resultados comforme a precisão 
estabelecida. Além disso, independem da definição de funçSes 
características para a representação de números difusos.
A notação alternativa proposta para a representação do número 
difuso é:
N = [ nctv na ] . C3. 365
k+l-v
A imagem [0,13 da função é dividida em k-intervalos iguais. Na 
figura C3. 53 , os parâmetros dessa representação são




Figura 3 .5  - Representação gráfica da notação alternativa 
proposta para números difusos
Assim, as operacSes com números difusos, segundo esta notação, 
passa a ser:
a 5 Adi ção
— — + + ,M ® N = [ m + n  , m + n , m  + n ]oú ai l i a  a  .k + l - v  k + i - i
C3. 375
b 5 multiplicação de números difusos
— — 4- + _M o N  =  [ m . . n . , m . n , m  • n , . • JL ai ou i i a .  k+i-v C 3 . 385k + i - i
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cD Máximos de Números Difusos
max CM, ND
d D Operador Mi ni mo Di f uso
= [ max Cm. , n . D , max Cm , n D , max Cm , n ]1 a i  a i  i  i  a, a,
k+l-i k+l-v
C 3. 39D
A» + + , v + .minCminD [minem . , n .j , min (m ,n ), u n  (» , n j1 ca ax i  i  a, . a ,
k+i-t k+i-t
C 3. 40D
D D Comparaçao d© Números Difusos
fj CM > ND =
1 se m se m > n4 1 1
hgt CM O ND se m < n v i i
C 3. 41D
Através desse procedimento, os números 
difusos podem ser armazenados em listas CvetoresD de dimensão 2K ■+ 
1, onde a complexidade de operação é da ordem de 2K + 1 operaçSes 
aritméticas elementares.
A precisão das operaçSes depende do valor de k estipulado. Quanto 
maior o valor de k, menor será a eficiência computacional e maior 
será a precisão obtida.
O problema reside, então, em se determinar um valor ótimo de k, 
onde tanto a precisão, quanto a eficiência, sejam
computacionalmente aceitáveis.
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3 .6  - Determinação de Conjuntos Difusos [103
Apesar dos modelos de estimação de 
funçSes de pertinência não terem sidos sistematicamente estudados, 
alguns métodos foram desenvolvidos e propostos por vários autores, 
os quais são apresentados a seguir.
Definido um problema de forma subjetiva, 
pode-se, através dos métodos abaixo apresentados, estimar a função 
de pertinência, e assim poder avaliar analiticamente os parâmetros 
e/ou informações.
1 - Método da Exemplificação : Seja U um universo de objetos e A 
um conjunto difuso em U. A função de pertinência p pode serA
estimada através de informações parciais, tal que o valor que 
assume é obtido a partir de uma amostragem de U. Nesse caso, a 
determinação de conjuntos difusos através do método da
exemplificação é uma extensão da noção linguistica da definição 
extendida. O problema de estimar a função de pertinência de um 
conjunto difuso através do conhecimento dos valores de um número 
finito, isto é, uma amostragem de U, é um problema de abstração.
Um exemplo seria o conjunto de homens 
altos, onde não se tem um limite de altura bem definido para esse 
grupo. Esse problema lingüistico pode ser representado por níveis 
númericos : 1 ; 0 .75 ; 0 .5  ; 0.25 ; 0, respectivamente. A 
representação discreta da função de pertinência é obtida pela 
repetição da pergunta C o quanto alto, o quanto báixo 5 para 
diversas estaturas.
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2- Método da Definição Analitica Implícita: Esse método é 
atribuído a Kochen e Badre. A função de pertinência é assumida 
contínua e diferenciável. Como exemplo considere-se o conjunto A 
denotado pelo adjetivo largo. O crescimento marginal da 
intensidade das pessoas que acreditam que x é igual a A é assumido 
proporcional à intensidade das pessoas que acreditam que x não é 
igual a A, isto é:
*^a C x 5 = kfj Cx5 Ç 1 — fJ C x3 ) C3. 425________ A A
dx
cuja solução é:
u Cx5 = 1 /  C 1 + e° ” bx 5 C3. 435A
3 - Uso de Estatística: Dado um conjunto de dados estatísticos na 
forma de um histograma, a indução de uma distribuição de 
possibilidade é diferente da distribuição de probabilidades. No 
primeiro caso, o histograma é normalizado, no caso da distribuição 
de probabilidades a superfície do histograma é assumida igual a 
1 ,0 .
O princípio da consistência afirma que a possibilidade de um 
evento é sempre maior ou igual que sua probabilidade. Seja h uma 
função definida de R para IR+, representando um histograma. A 
associação das distribuições de probabilidades e possibilidades 
pode ser satisfeita para qualquer união D de intervalos disjuntos, 
através de:
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n CD} = Sup hCx}/ Sup h > prob CD} = J  hCxDdx /  J  hCxDdx 
x e  d  o “Oo
C 3. 44}
4- Método das Preferências Relativas: Esse método f oi desenvol vi do
por Saaty. Seja A um conjunto difuso sobre um universo U. O valor
da função de pertinência ^Cx.D = w. , x^  e U são calculados de um
conjunto de dados representativos do valor relativo de pertinência
t de um elemento x de A em relação a um elemento x. de A. 
ij i J
Utiliza-se então uma escala dividida em 7 níveis ■{ 1/9  , 1 /8
, . . . , 1 /2  , 1  , 2 , 8 , 9>. Cada nível tem uma interpretação
semântica: O maior t é a maior função de pertinência x.»•i v
comparado em relação a x.. A matriz t.^ é tal que t^=  1 /  t^. T 
é dito consistente se e somente se 3 w = C w ,. . . , w } com n = IUIi n 11
, onde w é um conjunto de autovalores de T, tal que t .. = w./w..VJ V J
Quando T é consistente, T é transitivo, tal que:
t x t = t , C3. 45}VJ j k  v k
5 — Método da Função Filtro:Esse método foi desenvolvido por 
MacVicar e Whelan em 1978, para identificar as funçSes de
pertinência de conjuntos difusos modelados em forma de adjetivos
como alto e largo.
Uma função filtro F é caractérizado por dois
parâmetros: a posição NP do ponto neutro Cvalor mais provável},
tal que F(CNP}= 1/2) e a extensão 2w de transição entre a
não-pertinência e a pertinência. O objetivo é determinar a forma
+ 00
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gráfica do conjunto difuso em tR. Mais especificamente:
F C x; NP, wD = C 1/2DCX-NP+VO 
1
se x « C -oo , NP —w] 
se x « [NP - w ,NP + w ] , 
se x e [ NP + w, + oo]
C3. 465
Como exemplo seja o conjunto A de pessoas 
com estatura alta, onde se assume que a distribuição de 
probabilidade é conhecida. Seja x e a  parâmetros da distribuição. 
Afirmar que uma pessoa é alta é assumir que ela tem uma grande 
estatura, onde grande é modelado pela função pertinência fj tal 
que:
jjC xD = FC x; x + a a , /3o0
C 3. 47}
onde x é a altura e a  e B são determinados experimentalmentes.
No presente trabalho utiliza-se funçSes 
filtros, denotadas através de um spread Cmedida de dispersão} para
estimar a determinação dos conjuntos difusos. A forma dessa função
filtro é triangular,sendo modelada como:
F = VMP + w C3. 48}
onde:
VMP = valor mais provável ; 
w = medida de dispersão
Na figura 3 .6 , abaixo apresenta-se 
graficamente a função triangular.
Figura 3 .6  - Representação da função 
triangular
CAPITULO IV
4. - Progr a mação Dinâmica Difusa
4.1 - Introdução
Nos Capítulos anteriores apresentou-se os 
conceitos de programação dinâmica clássica, e as propriedades e 
conceitos relativos à. teoria dos conjuntos difusos.
Nesse capitulo, procura-se desenvolver 
uma técnica que concatena esses dois conceitos, para resolver 
problemas de programação dinâmica em cuja formulação estão 
presentes aspectos difusos. A técnica de programação dinâmica 
difusa, ora desenvolvida, pode ser vista como uma generalização 
modelo clássico.
4 .2  - Extensão Difusa das CondiçSes de Validação
No capítulo I I ,  mostrou-se que para o 
algoritmo recursivo ser aplicado, as condi çSes de validação do 
modelo,isto é, a condição de separabilidade e a condição de 
otimalidade, devem ser satisfeitas.
A condição de separabilidade foi 
desenvolvida como sendo a base da aplicação da recursividade, dado 
um plano fixo, sendo denotada através da equação C2.19D:
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FCn,i ,A ) = $ (rCn.i ,k D , FCn-i,i , A D), onde
sendo <f> e $ funç3es apropriadas.
Para se aplicar a técnica de programação 
dinâmica ora proposta, essas condiç5es de validação devem também 
ser satisfeitas. Considerando que os retornos de estado são 
difusos, então a extensão difusa do princípio da separabilidade é 
feita via princípio da extensão, nos termos dos conceitos e 
definiçSes apresentadas na secção C3.3) do capítulo I I I ,  isto é:
FCn,i ,A ) = í (rCn,i 3,FCn-í,i ,A 5), onde C4.1D
r> n n n n rt- 1  n- 1
satisfeita, tem-se que para todo plano, o valor de cada estado 
será calculado como uma função do retorno do estágio imediato e do 
valor do estado subsequente.
requer que o valor de cada estado seja calculado recursivamente 
p a r a  um dado plano. A formulação algébrica dessa condição é dada,
onde
r Cl ,i ,k D) i i 7
C4. 2D
A condição de separabilidade sendo
Por outro lado, a condição de oti mal idade
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par a o caso clássico, através da equação C2. 240:
FCn.i ,k +A D > FCn.i , k +A D
n n n—1 n n n-1
A inequação acima é a sentença que garante a condição de 
oti mal idade, assumindo-se o caso de maximização.
A extensão difusa do princípio da
oti mal idade é  feita via princípio da extensão, nos termos dos 
conceitos e definições apresentados na secção C3. 33 do capítulo 
I I I ,  sendo formalizada como:
F Cm,i ,k -+A° D > FCn.i ,k +A D C4. 33)
n n n-i n n n-1
4 .3  — Extensão Difusa da Programação Dinâmica Deterministica
A programação dinâmica difusa
deterministica procura solucionar problemas em cuja estrutura há 
uma certa quantidade de informações e/ou medições subjetivas. Para 
solucionar computacionalmente o problema, tem-se que, a priori, dá 
um tratamento matemático a tais informações.
Mostrou-se no capítulo II que o problema 
clássico de programação dinâmica tem a seguinte terminologia:
1 - Estágio Cn3;
2 - Estado Cn.iD;
3 - Ação CkD;
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4 - Retorno de Estado rCn,i,k5;
5 - Valores de Estado FCn,i3.
A relação de recorrência do algoritmo 
recursivo é, para um problema de maximização, dado pela equação 
C2. 13:
FCn,i3 = max [ rCn,i ,k3 + FCn-l,j3] 
keK
A equação acima significa que todas as 
açcSes serão consideradas e selecionar-se-á aquela que forneça o 
máximo valor de estado.
A equação de transição é função dos 
estágios, estados e açSes envolvidos no problema, sendo dado pela 
equação C2. 23:
j = tCn,i,k3
A equação de transição está relacionada à 
transição de um estado a um outro estado adjacente.
Segundo as defini çSes e conceitos 
apresentados no capítulo I I I ,  a equação C2.13 pode ser extendida 
para o caso difuso, e a relação de recorrência para um problema de 
programação dinâmica determinística difusa pode ser escrita como:




Na equação aci ma, os estados, estágios e 
açSes envolvidos no problema são conhecidos com certeza» sendo, 
portanto» números ordinários CprecisosD. Considera-se também que a 
transição entre estados é conhecida com certeza, haja visto que 
esta é função dos estados» estágios e açSes. O valor de estado 
obtido segundo esta equação será um número difuso.
Em um problema de programação dinâmica» o 
retorno é uma caracterização do lucro esperado» ou dos custos 
atribuidos, ou ainda dos recursos consumidos. Entretanto, pode 
ocorrer o caso onde os valores que caracterizam os retornos não 
são conhecidos com precisão. São valores que foram de certa forma 
estimados ou medidos com determinado grau de imprecisão ou 
subjetividade. O termo rCn,i,kD da equação C4.4D denota um retorno 
difuso, que agora pode ser avaliado através da técnica propostana 
seção 3. 6.
A nível computacional os cálculos com os 
operadores difusos utilizados na programação dinâmica 
determinística difusa , isto é, soma extendida, máximos e mínimos 
e a comparação de números difusos são executados da mesma forma 
que as operaçSes da matemática clássica, sendo que no caso da 
teoria dos conjuntos difusos estas operaçSes são executadas 
considerando-se um conjunto de nível a, que denota o grau de 
pertinência, comforme proposto na seção 3.5.
60
4. 4 - Extensão Difusa da Programação Dinâmica Estocástica
Um problema de programação dinâmica 
estocástica difusa se caracteriza pelo fato de que os retornos 
entre estados são difusos» os valores de estados terminais são 
difusos e existe uma probabilidade difusa associada à transição 
entre estados. Tal problema surge quando não se conhece as 
distribuições de probabilidades associadas ao sistema, e 
procura-se estimar determinados valores de probabilidade de forma 
a melhor caracterizar as incertezas.
Os critérios adotados para estimar a 
distribuição de probabilidade, contém uma quantidade relevante de 
informações subjetivas. Pode-se obter informações mais 
consistentes para esses casos através da teoria dos conjuntos 
difusos e, se o problema for caracterizado como sendo um problema 
de decisão de markov, pode-se solucioná—lo atrvés da programação 
dinâmica difusa estocástica.
Um caso clássico de programação dinâmica 
são os modelos de estoques. Em geral, nesses problemas ocorre uma 
demanda aleatória não conhecida, estimada por distribuições. A 
determinação da política ótima, poderia englobar os custos 
estimados de armazenamento» reposição e transportes e os custos de 
preparação de pedidos, entre outros.
Na programação dinâmica estocástica 
difusa» para uma ação particular k, a probabilidade de transição 
do estado Cn,i3 para o estado Cn-l,jD é denotada por PCn,i,j,kD.
Associado com a transição do estado Cn,i) 
para o estado Cnrl.jD, existe também, um retorno de transição, 
para uma dada ação k, denotado por CCn,i,j,kZ)
O retorno de estágio difuso» será função 
do somatório do produto das probabilidades e dos retornos de 
transição, sendo dado pela seguinte equação:
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N
rCn,i,kD = £ PCn,i,j,kD O C(n,i,j,kD C4.5D
i = l
A existência de probabilidade de 
transição entre os estados caracteriza um problema de decisão 
mar k ovi ana.
O conjunto de açSes para cada estado, 
constitue uma política que define um processo markoviano difuso. 
Nesse processo, o valor de estado ótimo, pode ser calculado, 
através da versão modificada CdifusaD do algoritmo valor da 
iteração, ou seja:
n
FCn.iD = max [rCn,i,kD© £ PCn,i,j,kD O [FCn-l,jD] C4.6D
k e k  j  =  in i
O somatório apresentado na equação acima, 
consiste no cálculo do valor esperado da variável valor de estado. 
Este cálculo, será apresentado em mais detalhes na seção 4 .4 .1 .
Note—se que, assim como no caso difuso 
deter mi ní s ti co, na programação dinâmica markoviana difusa, não se
obterá uma solução ótima mas um conjunto de soluçSes que permitem 
ao tomador de decisSes, avaliar, para diversas graus de 
pertinência , os valores ótimos de estado obtido.
Assim as mesmas consideraçSes no que se 
refere aos valores de estado no caso difuso determinístico, são 
válidos para o caso estocástico.
4 .4 .1  — Valores Esperados Difusos
v
Na s e ç ã o  a n t e r i o r ,  q u a n d o  d a  a p r e s e n t a ç ã o  
da programação dinâmica estocástica ficou caracterizado a 
necessidade de se calcular o valor esperado do valor de estado, 
considerando-se uma distribuição de probabilidade difusa.
Definindo-se um conjunto X = {x , . . . ,x  }
1 r»
e uma probabilidade difusa p^  associada a cada x^, pode-se 
calcular os valores esperados difusos das variáveis definidas para
o problema da seguinte forma:
f.i CzD = Sup min /lt Cu.D C4.73
eíx> z=x u +. . . +x u i = i,n p
1 1  n n
1 = U  + . . - + U 
1 n
Quando se tem mais de duas váriaveis, o 
cálculo do grau de pertinência pode ser feito através de








E  x.u = zV 1.i =i
Outra forma equivalente para abordar o
mes mo problema é , resolver os problemas de programação linear
abaixo para valores distintos de grau de pertinência ex :
n




E u. = ï
i =1
m m  max
U <  U <  U. 1 1 1 .
e
s. a
p Cu 3 > © ~ i 
P;
T u  = 1
s. a C 4.105
E  « t
i =í
mux
<  U <  U t  V
Para resolver os problemas de programação 
linear acima, não é necessário utilizar um algoritmo tipo Simplex. 
Esses problemas podem ser resolvidos através de um processo de 
ordenação dos valores x. , atribuindo-se valores para as 





5. Aplicação da Técnica Proposta
5.1 — Introdução
Para melhor caracterização e compreensão 
dos conceitos até aqui abordados, serão apresentados dois 
problemas: um focalizando o caso determini stico, e outro o caso 
esiocástico. Esses problemas foram adaptados a partir de um 
exemplo proposto por Hastingst153 .
5. S — Um Exemplo de Programação Dinâmica Deierminísiica Difusa
5 .2 .1  — Descrição do Problema
Seja o seguinte problema de expansão 
de linhas de produção, de uma empresa que possui apenas uma linha 
instalada, conforme apresentado a seguir.
As pesquisas de mercado apontam que pode 
haver viabilidade econômica na expansão da capacidade de produção.
O planejamento inicial de expansão prevê 
a análise ao longo de três anos. As estimativas de investimento e 
retorno nos periodos considerados envolvem fatores subjetivos que 
impedem o cálculo preciso dos parâmetros investimento e retorno.
Tais fatores se referem ao comportamento 
dos preços no mercado, à demanda pelos produtos da empresa e ao
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nível de competitividade dos produtos concorrentes.
Alguns alternativas foram analisadas e , 
considerando-se os fatores acima apresentados foram obtidos as 
avaliaçSes constantes nas tabelas C5. ÍD e C5. 25.
Os dados da tabela CS. 12) , associam a uma 
determinada aval i açSo um valor médio Cou valor mais provável D, 
denotado genericamente por rCn,i,kD, e um spread, denotado 
genericamente por spCn,i,kZ>, que representa uma medida de 
dispersão em torno do valor mais provável. Assim, por exemplo, 
para estado C3,1D, isto é, faltando 3 anos para o término do 
periodo de planejamento e existindo 1 linha de produção 
implantada, as avali açSes indicam que existem duas ações
alternativas. A primeira seria manter o nível de capacidade Ck=15 
e ter um retorno líquido de NCz$ 2 milhSes, que representa o valor 
mais provável, associado a uma dispersão à esquerda ou à direita 
do valor mais provável de NCz$ O. B milhSes. A segunda ação 
alternativa, seria expandir o nível de capacidade Ck = 2D , o que 
geraria um déficit de NCz$ 7 milhSes C valor mais provável D, 
associado a uma dispersão de NCz& 1 .5  milhSes. Esse déficit 
decorre do fato da empresa arcar com os custos de expansão da 
capacidade de produção.
Para os demais estados, as interpretações 
são analógas à feita acima.
Na tabela 5 .2 , encontram-se os valores 
dos estados terminais, que representam os retornos esperados ao 
final do horizonte de planejamento.
i ESTADO ACAO 1 RETORNO ISPREAD 1
i (n,i) k lr(n,i,k) lsp(n,i,k)l
! 1,1 1 1 4 I Ô.8 1
i 2 i -5 i 0.6 i
I
1 1,2 1 1 9
1 i 
i 1 i






1 12 1 3 1
1 2,1 1 i 3 1 0.4 I














i 2 1 -7 t 1.5 1
Tabela 5.Í - Dados do Problema de^ Expansao 
de Linhas de Produção
----- —---------+
1 Estado (n,i) 1 (0,1) 1 (0,2) 1 (0,3) 1
! Valor Terninal 1 0 1 4 í 8 1
I Spread 1 0 1 1 1 2 1
Tabela 5.2 - Valores dos Estados Terainais
A empresa deseja determinar o programa de 
investimento de capital que maximize os retornos, na expansão da 
capacidade de produção.
5 .2 .2  - Modelagem do Problema
Considere-se, inicialmente, que os
parâmetros apresentados no problema descrito em 5.2.3 são
definidos precisamente. Da terminologia adotada no capítulo I I , 
para caracterizar o problema de programação dinâmica, tem-se:
Descrição
número de anos remanescentes até o 
horizonte de planejamento;
número de linhas de produção instaladas 
no estágio n;
1 - manter o nível de capacidade atual;
2 - expandir a um nível mais alto
resultado financeiro em um determinado 
estágio, sob determinada ação e estado;
Valor de Estado FCn,iD retorno total obtido a partir de um
estado quando um plano é executado.
Estági o C n ]
Ação [ k ]
Retorno rCn,i,kD
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Função de Transição j = i + k - 1
Função de recorrência F Cn,i3 = max CrCn,i,k3 + FCn—l,j3
k€km
Conjunto de ações viáveis k
1 ,2  se i = 1 ou 2
1 se i = 3
Na formulação até aqui apresentada, 
supos-s© que o problema é preciso. Em princípio, sem perda de 
generalidade, as definições apresentadas para o problema podem ser 
extendidas para o caso difuso. Apenas as informações referentes 
aos retornos devem sofrer algumas considerações.
Os valores apresentados nas tabelas C5. 13 
e C5. 23 associam a uma determinada avaliação um valor medio mais 
provável e um spread Cmedida de dispersão}. Para modelar tais 
informações, serão utilizados funções filtros, conforme apresentado 
na secção C3.83 do capítulo III .
Assim, para o problema corrente, a função 
de recorrênia será dada pela equação C4.43:
FCn,i3 = max [rCn,i,k3 © FCn-l,j3] 
k<=k
5 . 2 . 3  - Solução do Problema
Para resolver o problema de expansão de 
expansão de linhas de produção, utilizou-se um programa 
computacional, em Turbo-Pascal, versão 3 .0 , cuja listagem
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Tabela 5.3 - Valores de estado esperados para o probleaa 
de expansSo de linhas de produção
5 .2 .4  - Análise da Solução
Na -tabela C5. 33, apresentam-se os 
resultados para o problema de expansão de linhas de produção. Essa 
tabela contém os valores de estado obtidos para determinada ação, 
considerando os níveis a  a esquerda e à direita do valor mais 
provável. Para cada ação calculou-se o grau de pertinência C/j3 do 
valor de estado obtido ser maior que o máximo valor obtido entre 
todas as açSes consideradas, para um determinado estado. Esse 
máximo valor de estado, na tabela C5.33 , é denotado por MAX.
Assim, por exemplo, para o estado Cl, 23 
caso a ação 1 seja selecionada, o grau de pertinência de que ela 
seja a melhor é 1 .0 , enquanto que o grau de pertinência de quo a 
ação 2 seja a melhor é 0 .76, conforme se pode verificar na última 
coluna da tabela C5. 33.
Pelos dados da tabela C5. 33 , pode-se 
notar, ainda, que para um determinado nível a. considerado, tem-se 
um conjunto de soluçSes. Exemplificando, considerando-se a  = 0.75, 
os seguintes planos relacionados à expansão ou mantutenção das 
linhas de produção, conforme figura C5.13, poderiam ser obtidos:
1 : Expandi r - Expandi r - Manter
2 : Expandir — Manter - Manter


















Figura 5.1 - Conjunto de soluçSes alternativas
5 .3  - Um Exemplo de Programação Dinâmica Estocâstica Difusa
5.3 .1  — Descrição do Problema
Uma empresa tem um produto no mercado» 
cuja avaliação de desempenho, para o início de cada ano» é que este 
tenha sucesso ou insucesso, no mercado consumidor.
A empresa considera, para os seus 
propósitos de avaliação de desempenho, um horizonte de 
planejamento de dois anos. A fim de se ampliar a participação do 
produto no mercado, disp3e-se de duas alternativas:
1 — Fazer publicidade;
2 - Não fazer publicidade.
A tabela C5.43 abaixo, mostra um 
levantamento de dados obtidos através de uma pesquisa junto aos 
consumidores, onde os retornos esperados bem como as 
probabilidades associadas ao sistema, foram avaliados 
subj eti vãmente.
O ef ei to de não se f azer publi ci dade é 
uma diminuição na probabilidade de que o produto tenha sucesso, 
mas ao mesmo tempo tem-se uma redução nos custos. Por outro lado, 
ao se fazer publicidade obtem-se um aumento na probabilidade de 
que o produto tenha sucesso junto aos consumidores.
Assim, por exemplo-, para o estado Cl, 13, 
isto é, faltando 1 ano para o término do periodo de planejamento e 
não estando a empresa fazendo publicidade, caso a ação C13 seja 
selecionada, haverá uma probabilidade igual a O. 9 de que o produto 
tenha sucesso no mercado, gerando um retorno de transição de NCzS
2 milhSes. Associado à probabilidade existe um spread, denotado na 
tabela C5. 43 por SP, de 0 .1 , e ao retorno de transição existe um 
spread , denotado na mesma tabela por SC, de NCzSfc 0 .3  milhSes. 
Para essa mesma ação, haverá uma probabilidade igual a 0 .1 , 
associada a uma dispersão de 0.03, de que o produto tenha 
insucesso no mercado, gerando um déficit de NCzSfc 1 milhão, 
associado a uma dispersão de NCzS 0 .2  mi 1 hões em torno desse valor 
mais provável. Para a ação 2 do estado Cl, 13, bem como para os 
demais estados, a interpretação é analóga.
Na tabela C5. 53 , encontram-se os valores 
dos estados terminais e os spreads associados aos valores mais 
pr ovávei s .
O objetivo da empresa é determinar
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Tabela 5.4 - Dados do Probleaa de Harket ins
i Estado I (0,1) i (0,2) í
I Valor Terainal i í I 0 i
Spread I ê I 0
Tabela 5.5 - Valores dos Estados Terminais
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5 .3 .2  — Modelagem do Problema
O problema será modelado de acordo com a 
terminoliga apresentada no capítulo II.
Parâmetro 
Estági o [n D
D e s c r i ç ã o
número de anos remanescentes até o horizonte 
de planej amento
Estado [i 3 resultado obtido,isto é, sucessoCi=D
ou insucesso Ci=23, quando restam n anos
1 - fazer publicidade;
2 — nSo fazer publi ci dade
Retorno
de
retorno associado com a transi ção do estado 
Cn.iD ao estado Cn-l,jD, sob uma açSo k.
Transição CCn,i,j,kD
Probabilidade probabilidade de transição do estado Cn,iD ao
de estado Cn-l,j2>, sob uma ação k.
Transi ção PC n ,i ,j ,k3
Retorno rCn,i .kl) resultado esperado associado com o estado Cn,iD
e uma ação k
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Valor de resultado total esperkdo obtido a partir de um
Estado estado corrente» quando um plano é executado.
Os valores apresentados na tabela C5. 53 
associam a uma determinada avaliação um valor médio Cmais 
provável3 e um spread Cmedida de dispersão3. Na modelagem das 
informações do problema será utilizado uma f unção filtro 
Ctriangular3 , de acordo com o teoria da secção C3. 33' do capítulo 
III . Assim, a relação de recorrência para o problema corrente será 
dada pela equaçãoC 4. 83 :
~ -v *v 2
FCn, i 3 = max[rCn,i,k3 © £ [pCn,i,j,k3] o FCn-l,j3] 
k<=k j=i
5 .5 .3  — Solução do Problema
Para resolver esse problema de 
programação dinâmica difusa estocástica, utilizou-se um programa 
computacional , em Turbo-Pascal, versão 3.0. Os resultados estão 
sumarizados na tabela C5. 63.
+ —
E S T A D 0 1 ACAO 0 0.5 i.e 0.5 0.0 ^
--- ---1--1---- 1---- ---- ___-f---H--
0 1 
]
1 1 - 1  
( |
1 1 1 
I 1




2 1 - 1 0
1 ! 
i 0 0 0
1 f 
1 0 1 -
— f— I- 
í i 1.81 I
2 I 2.22 I 
.! I 
HAX I 2.22 I
I 1 




2.60 I 3.64 13.52 I 8.53
I I
3.80 i 4.73 15.76 I 1.0
1 I I
3.80 I 4.73 15.76 I
1 !-©.67 I -8.05 
i I
2 1-0.37 1 -0.30 
I I
HAX 1-0.07 I -0.05













3.44 I 4.85 16.59 I 0.79
I I I
4.48 I 5.72 17.17 I 1.0 
1 I I
4.48 1 5.72 17.17 I
Tabela 5.6 - Valores de Estado Esperados para o Probleaa
de Harketing
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5*3 .4  - Análise da Solução
Pelos resultados obtidos através da 
programação dinâmica estocástica difusa, sumarizados na tabela 
C5. 63, o tomador de decisSes tem agora, para as duas açSes 
consideradas um conjunto de soluçSes alternativas. A exemplo do 
que foi apresentado na seção 5 .2 .4 , também aqui pode-se 
estabelecer um conjunto de planos alternativos para um nível a 
estabeleci do.
Na tabela C5. 63 , acima é feita uma 
comparação entre as aç5es envolvidas no problema. Isso é feito 
para se determinar o grau de pertinência C)u3 de uma ação ser a 
melhor. O máximo valor de estado, é denotado na referida tabela 
por MAX.
Isso significa, que por exemplo, para o 
estado C l,23 , o grau de pertinência de que a ação 1 seja a melhor 
é 1 .0 , enquanto que o grau de pertinência de que a ação 2 seja a 
melhor é O. O.
Novamente observa-se que inicialmente 
tinha-se um problema de programação dinâmica estocástica definido 
de forma subjetiva, que não poderia ser resolvido pelo modelo 
clássico. A técnica ora proposta permite que se resolva o problema 
modelado subjetivamente, servindo portanto como eficiente 
instrumento de análise para problemas de programação dinâmica 
definidos de forma subjetiva.
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CAPÍTULO VI
6. Conclusões e Recomendações
6.1 - Conclusões
Em quase todos os processos gerênciais, 
tem-se o elemento tomador de decisões, para o qual interessa, por 
exemplo, a maximização dos lucros oriundos das vendas de um 
determinado bem ou da pr estação de determinado serviço, a 
minimização dos custos associados à fabricação ou a combinação 
ótima de insumos na confecção de um ou vários produtos.
A programação dinâmica clássica, para 
estes casos, oferece ao tomador de decisão, apenas uma única 
solução para o problema, limitando sensivelmente o poder de tomada 
de decisão. No caso da programação dinâmica difusa, o tomador de 
decisão é inserido no processo, como um elemento importante, dado 
que esta técnica, permite fornecer, com base em um nível a  
especificado, não apenas uma única solução, mas um conjunto de 
soluções, permitindo a consideração da qualidade técnica dos 
planos apresentados. Isso permite ao tomador de decisão, um maior 
grau de liberdade, quanto a seleção daC sD melhor C r esD 
alternativaCsD, dentre o conjunto de soluções apresentadas.
Além disso, a técnica de programação 
dinâmica, ora proposta, surge como uma contribuição para se 
avali ar pr oblemas defi ni dos de forma 1i ngüi sti ca, isto é , 
problemas nos quais os parâmetros não são todos bem determinados e
problemas nos quais os parâmetros não são í-odos bem determinados e 
precisos, servindo como uma valiosa ferramenta no auxílio à 
tomada de decisão, no sentido de permitir uma análise de 
sensibilidade das soluções apresentadas.
6. 2 - Recomendações
A dissertação ora desenvolvida, não 
esgota as possibilidades, de futuros trabalhos que visem a 
utilização de programação dinâmica difusa. Na programação 
dinâmica, assim como em outras técnicas de pesquisaoperacional, é 
possível desenvolver outros trabalhos com a utilização da teoria 
dos conjuntos difusos.
Para novos estudos relacionados ao tema,
sugere-se:
— Extensão da técnica apresentada para problemas de programação 
dinâmica com estágios infinitos;
— Utilização de outras funções de pertinência na determinação 
dos conjuntos difusos
— Elaboração de um sistema especialista que, a partir de uma 
descrição verbal de um problema formule e resolva problemas de 
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A N E X O S
PROGRAM HARKOV; 
{•fin}
Ceste programa calcula os valores- esperados de ama polit ica de de
s a o,re f e r e n t e a o p r o b 1 e m a d e M A R K E TIN G , a t r a v e s de prog r a iïi a c a o d i 
mi ca est ocast ica d i f u s a 3 
{atualizado era 20/02 / 8 9 }
D E C L A R A C A O  DE VAR I A V E IS
type matri 
type- matr i 
type vetor 
type mat
array II0..Í0,0..Í0D of real; 
array II<b . » 5, 0 . .5, 0 . .5 3 of real 
array C0..3 0D of real; 
array II0 = « 5 , 0 . =5.. 0. . 5, 0. » 5 3 of real ;
var
P ,C ,S P ,S P C ,FPR OB 
R , F ,M A X P ,M INP 
FAUX ,spdter,vt
N IVELCAP , AC AON IVEL ,vai ,va2, maxza ,a,K,a,b,ai- 
, a u x m a x z a , auxvai , au;-:va2
XM A X , X M I N , i'll N Z , M A X Z , C O N T , m u , r aux i , r aux2 ,px, m i , aux f 
,x i ,y 1,x 2 ,y 2 , y a c a o ,soma
• MR , K , L , M ,S,D, M A X . M IN , est er ,n,n ivel , i , j , w , a c a o , t , u , wt ,




:V E T O R ;
: REAL;
£ D E S C R I C A O  DAS VARIAVEIS
í P := prob a b i l i d a d e  de tra nsicao entre estado
C = retornos de t r a n sicao associados aos estados
SP := spread da p r o b a b i l i d a d e  de transi cao
SPC = spread do r e torno de transicao
VI := valor dos e s tados  terminais
SPDTER = spread dos valores terminais
R = retornos a s s o c i a d o s  aos estados (calculado)
F = valor otimo de um estado
M A X Z” VALOR M A X I M O  O TIMO ESPER ADO PARA UM ESTADO 
MINZ = VALOR M I NIMO OTIMO ESPERADO PARA UM ESTADO 
NI V E L C A P :=n i vel de c a p a c i d a d e  ao longo dos anos 
MU = grau de p e r t i n ê n c i a  das imformacoes
C Q N T := valor u t i l i z a d o  para discretizar o grau de perti nencia 
E S T E R := numero de e s tados terminais 
N = numero de anos 
L = numero de anos r e m a nescentes 
M ~ representa  um determ i n a d o  estado 
S = acao a ser s e l e c i o n a d a
D = contador u t i l i z a d o  para armazenar os valores difusos 
NIVEL.= numero de niveis do problema
XMAX := maior valor da p r o b a b i l i d a d e  da acao otima s elecionada 
XMIN = menor valor da p r o b abilidade da aco otima selecionada 
•aderna i s var i ave i s -- aux i 1 i ares 3
PROCEDURE D A D O S M A R ; 
var
arq : text ;
13eg i n
ass i gn (ar q , ' A : dad os2 « mk 1 ' ) ; 
r e s e t ( a r s ) .■ 








ad ( ar q , vt í ® . I< 3) ;
ad 1 n (ar q , spdt erII<ò, i< 3) ;
i
i : ~ í to n d o
ad (ar q , n i velcapll i 3 ) i
1n ( a r q , n i v e l ) í
i : = í to nivel do
adln (ar q, acaon i velil i 3 ) ;
-í to n do
e m <= nivelcapC13 do 
i n 
= 1;
ile s<=acaonivelCm3 do 
eg i n
for j :=1 to n do 
beg i n
read (ar q , pC 1, m , j , s 3 > ; 
read (ar q , spll 1 , m, j , s 3); 
read ( a r q , c C l , m , j ,s 3 ) ; 
read ln (ar q , spcll 1 , m , j , s 3) ; 
end ;
S ■ —S + i i
nd ;
~m + í i
ar q ) ;
com dadosmar)
URE FUZILEFT;





c u lo do retorno do estado  >
C 1 , ivi, s 3 : •“ (pC 1 , m , i< , s 3 - spíl 1 , m , k , s 3) # (dl 1 , m , k , s 3 - spcll 1 , m , k , s 3)
+ (pL 1 , m, k + í , s 3 -spC1 , m , k + í , s 3> *  ( c E 1 , m , k + í , s 3 - s p c E 1 , m, U + í , s 3 ) ;
uxf
or j : =í to n do 
auxf  : =auxf + f ü l - i , j , d 3  *  ( p C l lm J , s 3  - s pE 1 , m, j , s 3>;
auxC 1 , ivi 2 '■ := r C 1 , m, s 3 + aux f ; 
d
e if mu = í then
b eg i n
rE 1 , m, s 3 : =pC 1 , m, k , s 3*cE 1 , m , l< , s 3 + p E l , m , k + í Js3 * cE 1 , m, k+ í , s 3 ; 
aux f : =€>;
for j-=1 to n do 
a u x f : =  auxf  + f C l - í , j , d 3  * p E l tni ,j ,s3i
f auxll 1 , m 3 : =r C 1 , m, s 3 + aux f ; 
end 
e 1 se 
beg i n
r auxl : = ( pC 1 , m , k , s 3-spE1 , m, k , s 3* mu) * ( c E 1 , m, k , s 3-spcE 1 , m , k , s 3*n
• ' • ■ a m y C 1 '  { i-» í” 1 1/  4 ^ ~  1 c  n  I 1 nr. Is »4- 4 c  T-W-iVii i \  í  «”1 1 m  1/  4 c  T —* c  n  r  P  1 m
aus -F :
for j'-~í to  n do 
aux-F:=auxf + -FC1—i , j , d D  * ( p i l l , m , j , s 3  ~ sp[ 1 , m , j , s 3*mu > ; 
f auxll 1 , m D : := r C l , m , s ]  + a u x f ; 
end ;
ri, d D : -FauxII 1 , m 3;
11 , m , s , d D : = f auxC 1 , m D ;
JRE FUZIDIR;
i ro c ed i me nt o  c a l c u l a  o valor  e s p e r a d o  a d i r e i t a  de uma numero d i f u 




1 , m , s D • = ( p II1 , m , k , s D +sp [ 1 , m, k , s 3) * ( c II1 , m, k , s 3 + spcCl  ,m,k  , s í )
+ (pl . l , irij<+í,s]  + s p C 1 , m , k + í , s 3) •» (cll 1,  m, l< + í , s 3+spcC 1 , nt, k + í , s II >;
í-F: —<ò i
' j : =1 to n do 
i n
tuxf:  = a u x f  + fC 1 ~í , j , d 3 *  (pEl' ,  m , j , s 3  + spll 1 , m, j , s 3 ) ;
: wr i t e 1n ( ' a u x f = ' , a u x  f : 3 : 2 ) ;  } 
epeat u n t i 1 k e y p r e s s e d  i
d ;
uxll 1 , m 3 : —r C 1 , m , s 3 + a u x f ;  Cvalor  de e s t a d o )
if  mu = í then
beg i n
rC 1 , m, s 3 : =pC 1 , m, k , s 3*cC 1 , m, k , s 3 + pC 1 , m , k + í , s 3 *  cll 1 , m, k + í , s 3  ;
a u x f  : —<b
for j : =í to n do 
a u x f : - a u x f  + f C l - í , j Jd3 *  pC 1 , m, j , s 3;
fauxC 1 ,11 13  : = r C l , m , s 3  + a u x f ;  
end 
e l s e  
beg i n
r a u x i  : = ( pC 1 , m , k , s 3+spC 1 , m, l< > s 3* mu ) *  ( cll 1 , m, k , s 3 +s pc C1 , in , k , s 3* nu
r a u x 2  : = <PII1,  m , k + í , s3+spü 1 , m, l< + í , s3*rou ) *  (cll 1 , m, k + í , s 3+spcil 1 , 111, 
r II1 , m , s 3 : =r auxí  + r a u x 2 ; 
a ux  f : ~<ò ;
for j : = í  to  n do 
a u x f  : = a u x f  + f m ~ í , j , d 3  *  ( PC 1 , m, j , s 3 + s PC 1 , m, j , s ]*mu ) ; 
f auxll 1 , 1 » ] : =  r II1 , m, s 3 + aux  f ;
end ;
, d 3 : ---FauxII 1 , 1113; }
1 , m , s , d 3 : = f  auxll 1 , m 3 ;
RE V E R I F I C A ;
ta o c a l c u l o  do maior v a l or  de e s t a d o  e n t r e  as  duas  a c o e s .  Es s e  c a l c u l o  
p a r a  a v a l i a r  os  v a l o r e s  de niax i mo e min imo, i , e ,  a e s q u e r d a  e a d i r e i  
5 v a l o r e s  e s p e r a d o s )
t h en 
beg i n
maxpIZl,m,d3 • = fp r o b E 1 , m, s , d 3 ; inax : =2;
<& C  O  • ‘ü> j
f E 1 , m , d 3': = f p r ob E 1 , m, s , d 3.; 




tc a lc u la  o maior valor de estado entre as duas acoes3 
maxp IZ 1, m, d 3 : = f p r ob IZ I , m, s- í , d 3; max : = í ; 
a c a o : =s-i ;
f E 1 , m, d 3 : = f p r o b E 1 , m, s - í , d 3; 




Ccalcula  o valor esperadoa  esquerda}
BEGIN
if p IZ 1 , m, k , max 3 > plZ 1 , m, k + i , max3 then
beg in





xmax : = pE 1 , m, k + i , max 3 ; 
mr : = k + i ; 
end ;
xm i n :=  i - xmax ;
if xmax + xm i n = i then minz := maxpE1 , m, d 3C*xmax + minpE1 , m, d 3*xmin 3
else
repeat
xmax • =xmax — plZ 1 , m, mr , max 3 ; 
xm i n := 1 — xmax; 
until  (xmax + xmin = i ) ;
minz : = maxpE 1 ,ni,d3 £ *  xmax + m in p E l ,m ,d 3  •» xm in};
END ;
PROCEDURE V A L E S P M A X ;
BEGIN
if pC1 , m, k , max3 > pE1 , m, k+ i , max 3 then
beg i n





xmax : = pIZ 1 , m, k + i , max 3 ; 
mr : :=k + i i 
end ;
xm i n := i - xmax ;
if xmax + xm i n = 1 then maxz := maxplZl ,m ,d3£*xnmx + m i npIZ 1 , m , d 3*xm i n 3
else
repeat
xmax : =xmax - pE1 , m, mr, max 3 ; 
xm i n := i - xmax; 
unti l  (xmax + xmin = i ) ;  
maxz := maxpE1,m, d 3C *  xmax + minpE1 , m, d 3 *  xmin} ;
i t e 1 n í w r i  t e 1 n ;
D;
R O C E D U R E  COMPARADOR.i ; 
13eg  i n
c o m p a r a c a o
c o n t  i n u a  : :=í ; mi - ~ < è í  i : = í ;  i<í: =  í ;  
wh i 1 e mi < = í d o  
b e g  i n
i f  c o n t  i n u a  =  1 t h en
i f  v a í C i 3 >-- m a x z a l l k í 3  t h e n  
b e g  i n
cont i n u a : = 2 ; 
t g o t o x y ( 8 + 6 * i , w ) ;  w r i t e  (mi :  
e n d ;
i : =  i + í  ;
1< i : =k í + í i 
m i : := m i + c o n t ;
e n d  ;
i f  c o n t i n u a  = i t h e n  
b e g  i n
m i : =  mi - c o n t ; 
i : =  i - í ; 
k i =k í-1 ; 
repeat
m i : =  m i - c o n t  ; 
ki : —i< í — li 
i : =  i + í  ;
u n t i l  ( v a i C i 3 >= m a x z a C k i D ) or  (mi = 0 ) ;  
i f  vai I I  i 3 >=maxzallk  1 D t h e n  
b e g  i n 
k : =0 ; 
wt : = 2 ;
xCk  II: = v a í C  i -í  3;  
xEk  + í 3 : = v a í ! I  i 3; 
y!II<3: :=mi + c o n t ;  
yC k + í 3:=mí; 
xll wt 3 : ^maxzal l  k í + í 3;  
xE wt + í 3 : = m a x z a C k  í 3 ; 
y i l w t 3 : ;=mi +  c o n t ;  
yC wt + í 3 : =m i ;
{ c a l c u l a n d o  o s  v a l o r e s  d o s  c o e f i c i e n t e s  a n g u l a r e s  e  l i
a í C k + í  3 :  =  <yllk 3-yCk + í 3 ) / ( x i I k  3-xfIk +  í 3)  ; 
bCk + í 3 : = ( y C k  3-xCk 3*ai llk  + í 3)  ; 
aíII wt 3 : =  (yll wt 3--yiI w t +  í 3)  / (xll wt 3- x C w t  + í 3 )  ; 
bC wt 3 : =  ( yC wt 3-xCwt  3 * a í  II wt 3> ;
r e s o l v e n d o  o s i s t e m a
x i : = ( - b C k + i 3 + bC wt 3)  /  (-aíllk + í 3  + a í C w t 3 > * (  
y í : :=aí  II wt 3 * x í  + bllwt 3;  
e n d
n e a r e s }
}
~i ) ;
yí := i .00;
end
e 1 se
í wr i t e l n  ( 'a i ™ ' ,  y i : 3 : 2 )  ; }
END; C C O M P A R A D O R _ i }
PR O C E D U R E  COMP AR A D O R „2 ; 
v a r  x 2 , y2 : r e a l  ;
passa : i n t e g e r ;
BEGIN
comparacao
p a s s a  : - Í ; in i : —0  i i : = í ;  k i : = i ;  
wh i l e  mi <= 1 do 
beg in
if passa = Í then
if auxva2H i 3 >- auxmaxzaCki3 then
p a s s a :~ 2 ;
i : - i + i ; 
ki :=ki + i ; 
in i ■ ~ in i + c on t ;
end ;
if passa = 1 then 
beg in
m i : = mi - c o n t ; 
i : = i ~ i ; 
k í : =k i ~ 1 ; 
repeat
m i :=mi - c o n t ; 
k i : = k i - i ; 
i : = i + i ;
until C a u x v a 2 C i 3 >= a u x m a x z a E k Í 3) or (mi = 0 ) ;  
if v a 2 C i 3 a u x m a x z a C k i 3 then 
beg i n
k : =0; 
wt:=2;
xCk 3 : -va2E i-i 3; 
xC k + 1 D := va2Ei 3; 
yili<3:~mi + cont; 
y C k + i ]:= m i ;
xll wt 3 : :=auxmaxzallk Í + i 3; 
xE wt + i 3:=auxmaxzaE k Í 3; 
yiZwt3:;=mi + cont; 
yE wt + i 3:=m i ;
(c alculando  os v a lo res dos coeficientes angulares e lineares)
alEk+1 3 : ^ (yilk 3-yCk + í 3)/(xiZk 3-xlIk + í 3) ; 
bCk + i 3 : = ( y L k 3 - x E k 3 * a i E k +13); 
a í li wt 3 : •= (y li wt 3-y E wt + í 3) / (x l  wt 3 - xl! wt + í 3 ; ; 
bEwt 3 : =<yEwt 3-xEwt 3*aíE wt 3) ;
* 2  : ( -bCk + i 3 + bllwt3> /  (-aíi:k + i 3  + aíC wt 3 ) « ( - i ) > 
y <■;- • :=aíl. wt D#x2 + bfluit 3; 
end




£ writeln ( 'a2== ', y2 : 4 : 2 ) ; 
repeat until k e y p r e s s e d ;>
ND; C C O M P A R A D 0 R _ 2 }
3
R O C E D U R E  LEDADOS;
BEGIN
w r i t e l n  ( e n t r e  com o numero de e s t a d o s  t e r m i n a i s * ) ;  
r e a d l n  ( e s t e r ) ;
w r L t e l n  ( ' e n t r e  com o numero de a n o s ' ) ;  
r e a d 1n ( n ) ;
L E ITU RA DOS VALORES TERMINAIS
for k:=i to ester do 
beg i n
writeln ('entre com o valor terminal', '[ ',0, ',k,'3'); 
readln (vtill,l<3);
writeln ('entre com o spread t erm i nal ', '£ ' ,  0 , ', ', |< , ' 3 ' ) ; 
readln (spdterIZô , I< 3) ; 
end ;
for i :=i to n do 
beg i n
writeln ( entre corn o nivel de capacidade para o ano i);
readln ( n i v e l c a p C i 3); 
end ;
writeln ('entre com o n umero de niveis ' );
readln (ni v e l );
for i:=i to nivel do 
b eg i n
writeln ('entre corn o numéro de acoes para o nivel i ) ;
readln (acaon i velil i 3) ; 
end ;
L E ITURA DOS R E T O R N O S  DE ESTADO
for j:=í to n do 
beg i n
writeln ('entre com o 
readln (pli 1 , m , J , s 3) ; 
writeln ( entre com o 
readln (spíll , m, j ,s]) ; 
writeln ( entre com o 
readln (cC 1 , m, j , s3> ; 
writeln ( entre com o' 
readln ( sp cE1,m ,j ,s 3); 
en d ; 
s : =s + í ; 
end ;m : :=iïi +  í  ; 
end ; 
end ;
e nd ;  Ccom l e d a d o s )
J  ^  ^ t , m, , , j t , , s , 3 )í
i S P  ,  C  ,  1 , , ,  m ,  , , j  ,  ,  * ,  s ,  '  3 '  )  ;
1 C  ' ' > <»'« "i ’jjj ',5, ' 3 ' ) i
< m.
eg i n
D A D O S M A R ;
C A L C U L O  DOS VALORES DE E S T A D O S  TERMINAIS
c l r s c r ;
gotoxy (42,3); write ('0.5+'); 
gotoxy (50,3) ; write ('0.0+'); 
gotoxy (58,3); write('GP'); 
w : =5 ;
for m:~l to ester do 
beg i n 
1 :=0 ; c o n t :=0.5 ; 
d:~í; mu:~0; 
wh i1e mu <= í do 
beg i n 
if mu = 0 t h en
beg i n
f C 1,m ,d 3 := vtCl,m3 ~ s p d t e r C 1,m 3 ; 
d :=d + í ;
f C 1,m ,d 3 :=vt C 1 , m 3 + s pdterCl,m3  
end
else if mu = í t h en
b eg i n
f C 1,m ,d 3 := v t C 1,m 3 ; 
d : :=d + í ;




fCl , m , d 3 : =vt C 1 , m 3-spdt e r L 1 lnt3*mu;
■i i- « li* i ü j ■ :-:vi i. i , m J f i>pcit er L 1 , m j m u  
end ;
mu : =i«u + cont ; 
d : =d + í ; 
end ; 
end ;
£ *-X X -X- *  *  *  «• X-«  X V: X X X *  X X- X *  X -X- X *  X *  -X -X *  -X X X « X X *  X X *  X- -X *  X X -X *  -X *  -X X X *  X *  X X X *  X X X X X X X X X X }
£ CALCULO DOS VALORES  DOS ESTADOS INTERMEDIÁRIOS }
w : = 5 i  h : = i i  
for 1 : = í to n do 
beg i n 
m : = í ; d : = í ; k := í ; 
w h i le  m < = n i v e l c a p  C I 3 do 
beg i n
c o n t : = 0 , 5 ;  m u : = 0 ;  d : = í ;  t : = í » u : = 4 i  k : = í ;  
wh i 1e mu < = í do 
beg i n
s : = í ;
w h i l e  s < = a c a o n i v e l C m 3  do 
beg i n
F U Z I L E F T ;
£:
c==
i f  s = 2 t hen beg i n
vaiC t 3:= f p r o b E 1,m ,s - i ,d 3; 
va2Ct 3 : :=f probll 1 ,m ,s,d 3; 
VERIFICA; 
e n d ;
s : =s+í ; 
end ;
C CALCULO DO VALOR M INIM O OTIMO ESPERADO }
c ==: = ===: = =: = = = = === = = =: =================  == = == ================================^
V A L E S P M I N ; 
maxzaCt 3:=mi n z ; 
d : =d + í ; 
s : = í ; 
t : =t+u;
while s <= a c a o n i v e l C m 3  do 
beg in 
F U Z I D I R ;
if s= 2 then begin
vaiCt 3:= f p r o b C 1,m ,s - i ,d 3; 
va2C t 3 : = fprobII1 ,iTi,s,d 3;
£ «r i teln ( 'vaiII ', t , ' 3= ', vaiE t 3 : 2 ) ; 
wr i teln ( 'va2C ', t , ' 3= ', va2IIt 3 : 2) ; 
repeat until keypressed; }
VER I F I C A ;£cal cuia maior valor de estado}
end ;
s:=s+í; £ a n ali sa a p r óxima acao) 
end ;
: = = = = = = = = = = = = = = = = = = = = = = = = = := = = = = = === = = = = = = = = = = = = = = = = = = = = := = = = = = :=«:*:==:> 
CALCULO DO VALOR MA XIMO O TIMO ESPERADO }
: = = = = = = = = == = = =:=: === = = = = = = = = = = = = = = = = = = =: = = = = =:= = = = = = = = = = = = = = = =: = = =: = = =: = = = 3 
V A L E S P M A X ; 
roaxzaH t 3:=inaxz; 
d : :=d + i ; 
t : -t - u ;
£ got oxy (5, w > ; wr i t e (1 : í , ', ',m :i ) ; got oxy (í 7 , w ); wr i t e (M U :í );
„  ~  i .  _  . , /  0/1 . . .  % . { rvw ; — • O  \  • «  r v v . . .  f A  . . .  % • \ ^  * O  \  .
g o t  o x y  ( 5 7  , w ) i w r  i t e ( a c a o  ) , 
g o t  o x y  < 6 3 ,  w ) ; w r  i t e (xinax : 2 )  ; } 
u • = u •- 2  i 
t := t + i i
m u : -  m u  + c o n t ;  C p r o x i m o  g r a u  d e  p e r t i n e n c i a  3 
£ w : = w + í ;  i m p r e s s ã o  d o s  r e s u l t a d o s  >
e n d  ;
•For i : — i t o  5  d o  
b e g  i n
a u M v a i C i 3 ' = v a i C  i 3 ; 
a u x v a 2 I I  i 3 : =va2II i 3; 
a u x m a x z a l l  i 3 '■ - m a x z a E  i II; 
e n d  ;
c-----------------------------------------------------------------------------------
€ c o m p a r a c a o
confc inua:=ii mi:=0; i:=í; k í := i i 
while mi <= Í do 
begin
if c o n t i n u a  =  i t h e n
if vaíll i H >:= m a x z a l l k i 3  t h e n  
beg i rr
c o n t  i n u a ■=2;
end;
i : -  i +  i ; 
k i : =!< í +  i » 
m  i : := m  i +  c o n t ;
e n d  ;
if c o n t i n u a  =  i t h e n  
b e g  i n
m i := mi -  c o n t ; 
i : =  i -  i ; 
k 1 : =k i - i ; 
r e p e a t
m  i : =111 i -  c o n t  ; 
k i : = k i - i i  
i : =  i + Í  ;
u n t i l  ( v a i C i 3  >= m a x z a C k 1 3 )  o r  (mi =  0 ) ;  
k :-(ài 
w t :~2 }
xllk 3 := v a i i l  i - i 3; 
xllk + i  3 : = v a i t  i 3; 
yCI< 3 : = m  i +  c o n t  ; 
y C  k + i 3 : = m  i ; 
xil w t  3 : := m a x z a i l  k í +  i 3; 
xilwt +  i 3 : = m a x z a C k  Í 3; 
yilwt3: = m  i +  c o n t ;  
y C  w t  + i 3 : = m i ;
c a l c u l a n d o  o s  v a l o r e s  d o s  c o e f i c i e n t e s  a n g u l a r e s  e l i n e a r e s
aíllk +í 3: = <yEk 3-ylII<M 3)/<xCi< 3-xlIk + í 3> ; 
bCk + i 3 = ( y C k  3-xN< D-xaiCk + i 3) ; 
aíilwt 3 : ^(yilwt 3 -ylIwt-í-í 3) /<xIIwt 3- xil wt + í 3) ; 
bCwt 3: = (sCwt 3 -xC wt 3*aíil wt 3) ;
r e s o l v e n d o  o  s  i st  e m a
xi: = (-bCk + iD + b i: w t 3) / (-aiCk+iJ + aiC wt 3 > *(~ 1 ) ; 
a i : :~aiil wt 3»xi + bilwt Hi 
end ; }
CGMPARAD0R_2;
C O M P A R A D O R _ i ; 
i -~i i
while  i < = 5  do 
beg i n
g o t o x y ( i 0 , w ) i w r i t e ( * i ' ) i  
g ot  o x y  ( 3 ,  w+ i ) i wr i t e  ( 1 : 1 ,  ’ , , m '• i ); 
g o t  o x y ( 1 0 , w + 2 ) ;  w r i t e  ( ' 2 ) ;  
g o t o x y ( 1 0 , w + 4 ) >  wr i t e ( MAX  *)> 
g o t  o x y  ( 1 0 + 8 *  i , w ) i write- ( a u x v a i  H i 3 • 3  : 2 )  i 
g ot  o x y  ( 1 0 + 8 *  i , w + 2 )  ; w r i t e  (a u x v a 2 II  i 3 : 3  : 2 ) ;  
g o t o x y  ( 1 0 + 8 * i ,  w + 4 ) ;  w r i t e  ( a u x m a x s a i l i 3 : 3 : 2 ) ;  
i : =  i + i ;
e n d  ;
g o t o x y  ( 5 8 , w ) ; w r i t e  ( y i : 4 : 2 ) i  
g o t  o x y  ( 5 8 ,  w + 2 ) ; w r i t e  (y2-3* .  2 ) ;
ivi: =ivi + i ; { p r o x i m o  e s t a d o }  
w : ~ w+<S i





program a calcula o m á ximo valor de estado, utilizando o algoritmo 
rog. dinamica, e também compara o grau de pertinencia entre dois 
ros di f u s o s .}
matriz = ar r ayC 0 . . 10 , <ò . . 10 , 0. . í 0 3 of real; 
matrix ~ arrayll0 . . í0, 0. « í 03 o-F real; 
vetor = arrayll 0. „ 100 3 of real;
: c h a r ;
, s p d r e , f , a c a o t ima,f d ,v a l o r , v  :matriz; C t r i d i m e n s i o n a l } j
aux, spdter ,vt :matrix; C b i d i m e n s i o n a l 3
os ,n i v e l c a p ,a c a o n i v e l ,x , a ,a í ,b :vetor;
,m,s,j,d,a,ester,n, i,nivel,i<,ad,w,t,continua : integer;
u ,a u x ,m a x ,c o n t ,c o n t e ,m i ,x í ,31 : real;
URE D A D O S D E T ;
•' text ;
assign (arq, 'A:dados.det '); 
reset (arq); 
read (arq,ester) ; 
readln (arq,n);
for l<:=i to ester do 
beg i n 
1 :=0;
read (arq, vtt 1 ,i< 3) ; 
readln (ar q , spdt eríl 1, l< 3) ; 
en d ;
for i:~í to n do 
read (a r q ,n i v e l c a p C i 3); 
readln (arq,n ivel);
For i:=í to nivel do
readln (arq, acaon ivel II i 3);
CLEIRUR A DOS RETORNOS DE E S T A D O )
For 1 : :=í to n do 
beg i n 
ivi : = 1;
while m <= n i v e l c a p C 13 do 
beg i n 
s : =1;
while s<=acaon i vel II m3 do 
beg i n
r e a d ( a r q , r C l , m , s 3 ) ; 
readln ( a r q , s p d r e C 1,m , s 3); 
s : =s + 1;
e n d ; 
m :=m + 1; 
e n d ; 
end ; 
ose (ar q );
COM D A D O S D E T >;
:DURE FUZILEFT; C d i f u s o  a es querda}
e p r ocediment o exe cuta o p e r acoes com números difusos a e s q u e r— 
de t e r m i n a n d o  o m á ximo valor de estado }
N C inicio)
if mu = 0 then f a u x C 1,m 3:=(r C 1,m ,s 3 - s p d r e C 1,m ,s 3) + f C 1-1, j , d 3C-spdt erC 1 
else if mu =1 then f auxil 1 , m 3 : = rlll,ivi,s3 + fill-í,j,d3
else faux C 1 , m 3 : = (r C 1 , m , s 3 - s p d r e C 1,m ,s 3 * mu) + fi
• L O URL i Uz.i i-'J-R /'-di fuso a d i re i í a }
■ te p r oc ed i eivit o e x e c u t a  operacoes coivi números difusos a esquerda} 
i IN
if mu := 0  then f auxll 1 , m 3 : =  (rL 1 , m, s3 + spdr eC 1 , m , s ] ) +  fH 1- i , j  , d 3C+spdt er 
else faux II1 , m 3 ■ ~ < r II1 , m , s 3 + spdrell 1 , m , s D * mu) + f II1 -í , j , d D; 
!D; ícom difus o d i r }
:EDURE VERIFICA; C c a l c u l o  do máximo valor de estado}
i n
a u x :=f a u x C 1 , m 3;
i f aux > max then 
beg i n
3. ■ ™ S J
fll 1 , m,d 3 : =max; 




e p r ocedimen to e x e c u t a  operacoes de comparacao entre dois estados 
a d e t e r m i n a d o  grau de pert inencia} 
n
=  í 0 0 ;
r 1 : — - í to n do 
eg i n 
m • = í ;
while m <= n i v e l c a p C 1 3  do 
beg i n
d:=í; a d := í ; t := í 0; 
s : — í ;
c ori t : = 0 .5; mu : =0 ; 
while s <= acaon i velllm 3 do 
beg i n
d : = í  ; ad : := í  ; 
k : =m+s-í
wr i t e 1 n ; wr i t e 1 n ;
ln ( 'ESTADO ', ' ( ' ,\-í , ',k, , 'X \  'ESTADO ',1 , ' \ m , ' ) ' > ;
m u : ~<ò;
wr i t e l n ; wr i t e l n ; 
while mu <•- 1 do 
beg i n
j  : = n i + s - 1 ;
g o t o x y <t , i);write (f d C 1-1,j ,d 3:2:2); 
gotoxy ( t , i >;wr i te < ') ;
d :=d + í ; 
mu:=rau + cont; 
t:=t+í0; 
end ;
mu : = mu - 2 * c o n t ; 
while mu >= 0 do 
beg i n
j • = m + s - 1;
g o t o x y (t , i >;wr i te (f d C l - í , j , d 3 : 2 : 2 ) ; 
gotoxy <t,i);write(' ');
m u := mu - cont; 
t:=t+í0; 
d : = d + í ; 
end ;
ícompar a os valores de estado sucessor} 
BEG IN 
wr i t eln ; 
wr i teln ; 
mi:=0;
c o n t e : =0.5; t:=í0;
i.i tíy i n
got oxy (t , i +2 ) ; wr i te ( fC 1 ,iíi,ad] : 2 : 2 ) ; 
g o t0x 3 (t, i+2 )iwrite( ' ' > ;
a d :—ad + í ;
m i : ~m i c o n t e ;  t : ~ t + í 0 ;  
e n d  ;
mi  : ~ m i - 2  *  c o n t e ; 
w h i l e  mi  >~ 0  d o  
b e g  i n
g o t  o x y ( t , i + 2  ) ; w r  i t e  ( f  E 1 , m , a d  3 : 2  2 )  ; 
g o t o x y <t , i + 2 ) ; w r i t e  ( '  ' > ;
m i : = m i  - c o n t e ;  t : = t + í 0 ;  
a d  : =  a d  +  í ; 
e n d  ;
E N D ;  C c o m  c o n i p a r a c a o  s u c e s s o r  >
co n t i n u a  :==í; mu:=0; 
d := í ; a d := í ; t := í 0 ; 
wh i le mu <:= í do 
Beg i n
if conti nua = í then
i-F f d C 1 - í ,j ,d 3 >= -FE 1 , in, ad 3 
t h en 
beg i n 
continua :-2;
got oxy (t , i +4 ) ; wr i te ( 'F ', ' ( ', 1 -í : í , j : i , ') ', ' >: 
g ot oxy (t , i +6 ) ; wr i t e ( ' GP ', ':=: ', í «0 '■ 1 '■ 2) ; 
end ;
d :=d + í; ad:=ad+í; 
itra': =mu + cont ; 
end ;
i-f c o n tinu a = í then
13 eg i n
mu:=mu - cont; 
d : :=d--í ; 
a d := a d - í ;
Repeat 




a d - í ;
mu - c o n t ;
1 < -FdC 1 - í , j jdD > = f E 1 , m , ad 3 ) or (mu =0);
l< : ~<ò i w : =2 ;
xi: k 3 : 
yEk 3 :
=fdlll “í , j , d - í 3; 
= m u + c o n t ;
xCk + í 3:=fdCl-í , j ,d3;
yEk + í 3:= m u ;
X L  w 3 : = -F C 1 , m , ad + í 3; xEw+í3: = f C l ,m , ad 3;
yE w  3 := m u + c o n t ; yE w+í 3:= m u ;
;ALCULANDO OS V A LO RES DOS COEFICI ENTES ANG ULARES E LINEARES
k + í 3: = (aCk 3 - ylik + í 3 ) / <xEk3 - xCk + í3);
+13:=(yEk3 - xEI<3 * aiEk+i3>;
w3 : -(y!Iw3 - aCw+í.3) / (xtw3 ~ xEw+í3>;
i 3 : = (y II w 3 - xE w 3 * a í E w 3 > ;
R E S O L V E N D O  0 SISTEMA }
gofc o;;y (t , i + 3 > ; wr i fc e í ' F 1 - í  ,j , ' >~ ’ , 'F " , ' ( ' , 1 , m , ' > ” , ' , 'GP ' ,
got oxy (t , i + 4 ) ; wr i teln ( ', 'X ', , ;<í : 2 : 2) ; 
end i
i : - i +1 <ò i
S  : := S  +  í i
end ;
m : - m + í ; í i : = i + í 0 ; } 
end ; 
end ;
£ i : := i + í 0; } 
end ;
PERTINENCIAi 
V A L O R E S  DOS GRAUS DE PERTINEN CIA}











wr i t eln  
wr i t eln  
wr i t el n 
wr i t e l n  ( ' 
c o n t :=0; 
wh i 1e cont 
beg i n
wr i t e ( 
cont 
end ; 
c o n t := 0.5; 
wh i1e cont 
beg i n
write ( cont 
cont:= cont 
en d ;
:n d  ;
ÍOCEDURE M A X P E R T ;
C a l c u l a  os valores d i-Fusos dos estados corrente s mais os retornos, 
com o e s t a d o  s u c u s s o r .
5EGIN
For l : = l t o n d o  
beg i n 
m : = 1 ; 
wh i 1 e m 
b eg i n 
mu : ~0 
d :=i; 
while 
beg i n 
d : =1; 
m u :=0; 
wh i1e mu 
beg in 
j : = m + s - í ; 
fdCl-í , j ,ál : =0; 
if mu =0 then fdHl 
else i f
<= n i v e l c a p C l 3 do
c o n t :=0.5; 
s : =í ;
s <= a c a o n i v e l C m 3




d 3:- f C 1- í ,j ,d 3+(r C 1,m ,s 3- s p d r e C 1,m ,s 3 > 
then fdll 1-i , j , d 3 : ~ -FIZ 1 --í , j , d 3 + i--Hl,iti,s3
el se f dC 1 -í , j , d 3 : =fll 1 ~í , j ,d 3+(rC 1 ,m,s 3-spdreC 1 ,111,5 3-*mu >
d : "=d + í ;
m u : =mu + c o n t ;  
end ;
m u : =  mu - 2  *  c o n t ; 
while mu / -  0  d o  
b eg i n 
f d C l - i , j , d 3 : = 0 ;
e I s.s -Fd i: I •- í , j , d : ~ f II I i , j , d 3+ (r II 1 , m , s li * -ip d r ell 1 , m , s 3-x-mu > , 
m u :=mu - cont; 
d : :=d + í i 
end ;
S ■ :=3 + í í
end ;
m:=m + í ; 
end ; 
end ;
end; (com proced i m e n t o  maxpert }
ROCEDURE SUCESSOR;
Ccompara os v a l o r e s  de esrado suc essor}
3EGIN 
mi : =0; 
c on t e : =0 .5 ; 
wh i1e mi < =i do 
beg i n
wr i te (-FII1 , m , ad 3 '■ 2 ) ; 
a d :=ad + í ; 
m i - =m i + í ; 
end ;
m i := mi - 2 * cont e ; 
w hile roi >= ® do 
beg i n
w rite (f C 1,m ,a d 3 :2>; 
m i :=mi + c o n t e ; 
ad : = ad + i ; 
end ;
END; (com p r o c e d i m e n t o  sucessor}
R O C E DURE ENTRADA;
BEGIN
writeln ('entre com o numero de estados terminais'); 
r e a d l n ( e s t e r );
for l<:=í to ester do 
beg i n
1 : = 0 ;
wr i t el n ( 'entre com o vai or terminal ', 'E M ,  ', ', k , ' 3 ' ) ; 
r e a d l n ( vtlll,l<3>;
writeln ('entre com o spr ead t erm i nal ', 'C ', 1 , ', ', l< , ' 3 ' ) ;
• readln (spdterC 1 , l< 3> ; 
end ;
writeln ( 'entre com o numero de anos'); 
read 1n ( N ) ; 
for i :=1 to n do 
beg in
wr i t eln ( 'entre com o n i vel de capac i d a d e  para o ano , , ,i)i 
readln ( n i v e l c a p L i 3);
end ;
writeln ('entre com o numero de n iv e is ' ); 
readln (n i v e l ) ; 
for i:=í to nivel do 
beg in
writeln ('entre com o numero de acoes para o nivel i ) i
readln (acaon i velll i 3) ;
end ;
for i:~í to n do
while m n i v e l c a p C i D  do 
beg in
s p d t  erll i , in 3 : = 0  , z e r a r  s p r e d  d o s  v a l .  d e  e s t a d o s  i nt  e r  med i ar  i o e f i n e  
ivi : “ in + i 1
en d ;
en d ; }
E I R U R A DOS RETORNOS DE ESTADO} 
r l : ~ í t o n d o  
beg i n
ni : = í ;
while m <= n iv e l c a p C 13 do 
beg in
s *. = í ;
while s< =acaon i vel II m D do 
beg i n
wr i t e 1 n ( 'entre com o r ', ' II ', ', ', 1 , J , m , ', ', s , ' 3 ' ) ; 
readln(rCl,ni,s]) i
wr i t el n ( 'entre com o spr ead ', 'C ',1, ', ', m , ', ',s, '3'); 
readln ( s pd reC1,m , s 3 ) ; 
s :=s + í ;
en d ; 







D O S D E T ; (carrega dados} 
r scr ; .
to;;y (5,8) ; wr i te ( 'ESTAGIO ' : 7) ;g o t o x y (í ó ,8> ; wr i te( 'ESTADO ' ) ; 
nt : ~<ò i l< : =30 ; 
ile cont < = í do 
beg in
g o t o x y (k ,8);wr i t e (c o n t : 2 : 2); 
c o n t := cont + 0.5; 
k : =l< + i 0 ;
end ;
nt : =0.. 5 i
i le cont >-- 0 do 
eg i n
g o t o x y (k , 8 > ; w r it e (cont : i) ; 
c o n t := cont - 0 . 5 ;  
k : = k + i 0 ;
nd ;
i t e 1 n ;
mpressao dos valores de estado terminais}
=9 ;
r m:=i to ester do 
beg i n
1 ‘“0; k - í / ; w • =30 ;
got o:-;y ( 5,  i > ; write  (1 : 2 ) ; g o t o x y ( i ó , i >; w r i t e (m: 2 ) ;  
d : = i  ;
mu:=0; c o n t -=0.5; 
while mu <;= i . 0 do 
beg i n
t i •£■ e s '1 m u ::::i ciicn f I. i . ivi, q .] • :-r- vi:!., i , m J
else fIZ 1 , m , d 3 : = v t ÍZ1 , m 3 ■- spdterC 1 , m 3 * mu;
mu:- mu + c o n t ;
got oxy (w , i ) i wr i t e ( f IZ1 , m , d 3 : 2 : í > ;
d :• = d + i ; 
w : =;w+ í 0 ;
end ;
ntu: = mu ~ 2* cont; 
wh i le mu >:= 0 do 
beg i n
if mu = 0 then fCl,m,d3: = vtCl,m3 + s p dterCl ,m3
else fCl,m,d3: = vtlZl,m3 + spdterIZl,m3 * mu;
got oxy (w , i ); wr i t e (flZl,m,d3 : 2:í>; 
d : = d + í ; 
w := w + i 0 ; 
m u := mu ~ cont;
end ;
wr i t e 1n ;
i : = i +2;
e n d ;
í c a lcuio dos valores de estado para deter m i n a d o  grau de pertinencia)
: : = Í 5 ;
for 1 : =1 to n do 
begin
m :~ í ; C est ado } 
w : =30;
while m < =n i velcapIZ 1 3 do 
begin
got oxy (5, t );wr i t e <1:2 >;got oxy (íó,t);write(m:2>; 
c o n t : =0.5; m u :=0;w :=30;
d :=i ;
wh i1e mu <- i do 
beg i n
s : = í ;
max : = --9999;
while s< =acaon i vel 1Z m 3 do 
beg i n
j : =m + s - í; Cequacao de transi cao} 
fuzileft; í p r o c e d i m e n t o } 
verifica; C p r o c e d i m e n t o } 
s : = s  + í ; 
end ;
got oxy (w,t);write(f!Zl,m1d3:2:i); 
m u := mu + cont; 
d : =d + í ; w := w + i 0 ; 
end ;
m u := mu - c o n t *2; 
wh i1e mu > = 0 do 
beg i n
S  * ::= í i
m a x := -9999;
while s<=acaon i veliZm3 do 
beg i n
j :=m + s - í; Cequacao de t r a n s i c a o 5 
fU2 i d i r ; C p r oc ed imen to} 
verifica; C p r o c e d i m e n t o } 
s : = s + í ; 
end ;
got oxy (w , t ) ; wr i t e ( f 1Z1 , m , d 3 : 2 : í ) ; 
m u := mu - cont; 





wr i t ein » \ prox.i mot va'loi de est ado./ 
m := ni + i > 
t i = t + i ï w :=w + i @ ;
wr i t e 1 n ; wr i t e 1 n ; wr i t e 1 n ;
end ;
+2;
C compara valores- difusos entre estados}
end .
