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Abstract
Variational inference for Bayesian deep neural networks (DNNs) requires speci-
fying priors and approximate posterior distributions for neural network weights.
Specifying meaningful weight priors is a challenging problem, particularly for
scaling variational inference to deeper architectures involving high dimensional
weight space. We propose Bayesian MOdel Priors Extracted from Deterministic
DNN (MOPED) method for stochastic variational inference to choose meaningful
prior distributions over weight space using deterministic weights derived from the
pretrained DNNs of equivalent architecture. We evaluate the proposed approach
on multiple datasets and real-world application domains with a range of varying
complex model architectures to demonstrate MOPED enables scalable variational
inference for Bayesian DNNs. The proposed method achieves faster training con-
vergence and provides reliable uncertainty quantification, without compromising
on the accuracy provided by the deterministic DNNs. We also propose hybrid
architectures to Bayesian DNNs where deterministic and variational layers are
combined to balance computation complexity during prediction phase and while
providing benefits of Bayesian inference.2
1 Introduction
The scalability of variational inference in Bayesian DNNs to practical applications involving deeper
architectures and large datasets is a challenging problem. On the contrary, DNNs are shown to
have structural benefits [1] which helps them in learning complex models on larger datasets. The
convergence speed and performance [2] of DNN models heavily depend on the initialization of model
weights and other hyper parameters. The transfer learning approaches [3] demonstrate the benefit of
fine tuning the pretrained DNN models from adjacent domains in order to achieve faster convergence
and better accuracies. Inspired by the transfer learning approaches, we propose initializing the
priors for Bayesian DNNs from the deterministic weights of pretrained DNN models obtained
from maximum likelihood estimates, which in our experiments have shown to provide good prior
knowledge about central tendency (or mean) for distribution of the weights. Our empirical results
indicate this approach guarantees convergence of the model along with better uncertainty estimates
without sacrificing the accuracies.
Variational inference (VI) is a class of techniques based on analytical approximation of the true
posterior distributions by optimizing the distance metric between approximate and true posteriors. VI
methods formulate the Bayesian inference problem as an optimization-based approach which lends
∗Contributed equally.
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Preprint. Under review.
ar
X
iv
:1
90
6.
05
32
3v
1 
 [c
s.N
E]
  1
2 J
un
 20
19
itself to the stochastic gradient descent (SGD) based optimization used in training DNN models,
referred as stochastic variational inference (SVI) [4]. A mean field variational inference formulation
considers fully factorized posterior distribution over all the latent variables of the model. This factored
formulation of model parameter distributions for SVI [5–8] applied to variational layers has enabled
resurgence of Bayesian neural networks.
The selection of priors in VI methods is an active area of research [9, 7, 10]. The distributions
with exponential family of priors [9] are shown applicable to different class of problems and make
the mathematical formulation trackable. Blundell et al. [7] proposed Bayes by Backprop method
which extends to non-Gaussian priors. Sun et al. [10] proposed function space variational inference
analogously to weight space variational inference to overcome the difficulty of specifying priors in
high-dimensional weight space. In this work, we propose MOPED method of selecting the weight
priors for VI applicable to Bayesian neural network models.
Our main contribution in this work:
• We propose MOPED method for initializing weight priors to enable scalable variational
inference in Bayesian DNNs. MOPED advances the current state-of-the-art in stochastic
variational inference for Bayesian DNNs by providing a way for choosing meaningful prior
distributions and approximate posterior distributions over weights.
• We propose a hybrid Bayesian DNN architecture which combines Bayesian and deterministic
layers. Hybrid models are useful in balancing complexity of the model during prediction
phase while providing benefits of Bayesian inference.
The rest of the document is organized as below. Section 2 provides background material for the
proposed approach. In Section 3, the details of the MOPED method for initializing the weight
priors in Bayesian DNN models is presented. In Section 4, we present results from the empirical
experiments supporting the claims of proposed MOPED method.
2 Background
2.1 Bayesian neural networks
Bayesian neural networks provide a probabilistic interpretation of deep learning models by placing
distributions over the neural network weights. Given training dataset D = {x, y} with inputs
x = {x1, ..., xN} and their corresponding outputs y = {y1, ..., yN}, in parametric Bayesian setting
we would like to infer a distribution over parameters w as a function y = fw(x) that represents the
DNN model. A prior distribution is assigned over the weights p(w) that captures our prior belief
as to which parameters would have likely generated the outputs before observing any data. Given
the evidence data p(y|x), prior distribution and model likelihood p(y |x,w), the goal is to infer the
posterior distribution over the weights p(w|D):
p(w|D) = p(y|x,w)p(w)
p(y|x) (1)
Computing the posterior distribution p(w|D) is often intractable, some of the previously proposed
techniques to achieve an analytically tractable inference include Markov Chain Monte Carlo (MCMC)
sampling based probabilistic inference [11, 12], variational inference [6, 5, 7], expectation propagation
(EP) [13] and Monte Carlo dropout approximate inference[8] .
2.2 Variational inference
Variational inference approximates a complex probability distribution p(w|D) with a simpler dis-
tribution qθ(w), parameterized by variational parameters θ while minimizing the Kullback-Leibler
(KL) divergence [14]. Minimizing the KL divergence is equivalent to maximizing the log evidence
lower bound (ELBO) [14, 8], as shown in Equation 2.
L :=
∫
qθ(w) log p(y|x,w) dw −KL[qθ(w)||p(w)] (2)
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In mean field variation inference, weights are modeled with variational Gaussian distribution
parametrized by variational parameters µ and σ.
qθ(w) = N (w |µ, σ) (3)
The variational distribution qθ(w) and its parameters µ and σ are learnt while optimizing the cost
function ELBO with the stochastic gradient steps.
The recent research in VI focused on scaling the VI to more complex models to improve the model
performance while managing complexity of the solution. VI [6, 7] with generalizable formulations
has renewed interest in Bayesian neural networks. A wide variety of variational techniques [15–
17] are proposed for different class of model specific formulations. Paisley et al. [18], Ranganath
et al. [5] presented a more generic formulation of variational inference with iterative updates using
stochastic optimization. Graves [6] proposed fully factorized Gaussian posteriors and a differentiable
loss function. Blundell et al. [7] proposed a Bayes by Backprop method which learns probability
distribution on the weights of the neural network by minimizing loss function. Wen et al. [19]
proposed a Flipout method to apply pseudo-independent weight perturbations to decorrelate the
gradients within mini-batches. Flipout method is effective in regularization over many different
neural network architectures and achieves linear variance reduction.
2.3 Uncertainty Quantification
Uncertainty estimation is essential to build reliable and robust AI systems, which is pivotal to
understand system’s confidence in predictions and decision-making. Bayesian DNNs allows us
to capture uncertainty in deep learning models from Bayesian perspective. Predictive uncertainty
can be decomposed into two components: “Aleatoric” uncertainty and “Epistemic”uncertainty [20].
Aleatoric uncertainty, also known as input uncertainty, captures noise inherent with observation.
Epistemic uncertainty, also known as model uncertainty captures lack of knowledge in representing
model parameters, specifically in the scenario of limited data.
We evaluate the model uncertainty using Bayesian active learning by disagreement (BALD) [21],
which quantifies mutual information between parameter posterior distribution and predictive distribu-
tion.
BALD := H(y∗|x∗, D)− Ep(w|D)[H(y∗|x∗, w)] (4)
where, H(y∗|x∗, D) is the predictive entropy as shown in Equation 5. Predictive entropy captures a
combination of input uncertainty and model uncertainty [20].
H(y∗|x∗, D) = −
K−1∑
i=0
piµ ∗ log piµ (5)
and piµ is predictive mean probability of ith class from T Monte Carlo samples, and K is total
number of output classes.
3 MOPED: Efficient priors for Bayesian DNN
Variational inference for Bayesian neural networks involves choosing prior distributions and ap-
proximate posterior distributions for neural network weights. Specifying meaningful weight priors
is a challenging problem, particularly for scaling variational inference in deeper model architec-
tures that involves high dimensional weight space. We introduce Bayesian MOdel Priors Extracted
from Deterministic DNN (MOPED) for scalable stochastic variational inference in Bayesian DNNs
through efficient initialization of weight priors. MOPED advances the current state-of-the-art in
stochastic variational inference for Bayesian DNNs by providing a way for choosing meaningful prior
distributions and approximate posterior distributions over weights using the deterministic weights
derived from pretrained DNN of equivalent architecture.
Weight priors: The weights derived from pretrained deterministic models through maximum likeli-
hood estimation can provide the best indication of prior knowledge about the probability distributions
of weights in Bayesian DNNs before inferring the posteriors of corresponding weights through
stochastic variational inference. We propose to initialize parameters of the weight priors in Bayesian
DNNs based on the weights obtained from pretrained DNNs of equivalent neural network architec-
tures.
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During the training phase in Bayesian DNNs, variational inference optimizes the ELBO (Equation 2)
by performing stochastic sampling of weight parameters from qθ(w) and p(w) distributions, while
minimizing the KL-divergence between the two distributions.
We illustrate our proposed approach on mean-field variational inference. For mean-field variational
inference in Bayesian DNNs, each weight is independently sampled from the Gaussian distribution
W = N (W,σ), where W is mean and variance σ = log(1 + exp(ρ)). In order to ensure non-
negative variance, σ is expressed in terms of softplus function with unconstrained parameter ρ. Here
we propose to choose the W mean of weight priors from the deterministic weights of pretrained DNN
of equivalent architecture.
W = WD, ρ ∼ N (ρ,∆ρ)
W ∼ N (WD, log(1 + eρ)) (6)
where, WD represents weights obtained from deterministic DNN model, and (ρ, ∆ρ) are mean and
variance of Gaussian perturbations of the softplus function, which are hyper parameters.
In addition to mean selection as described in Equation 6, which provides prior knowledge about
central tendency for distribution of weights, we also propose to initialize σ (variance) of the priors.
For Bayesian DNNs of complex architectures involving very high dimensional weight space, choice
of ρ can be sensitive as the values of the weights can vary by large margin with each other. We
propose to initialize the weight priors with W and σ as below:
W = WD, σ = δ |WD |
W ∼ N (WD, δ |WD |)) (7)
where, δ is initial perturbation factor for the weight in terms of percentage of the pretrained deter-
ministic weight values. In order to ensure non-negative variance, σ is expressed in terms of softplus
function.
σ = δ |WD | = log(1 + eρ)
=⇒ ρ = log(eδ|WD| − 1)
(8)
In the next section, we show with thorough empirical experiments that MOPED enables scalable
variational inference for Bayesian DNNs while achieving faster training convergence and provide reli-
able uncertainty quantification, without compromising on the accuracy provided by the deterministic
DNNs.
4 Experiments
We demonstrate the benefits of MOPED method for variational inference with extensive empirical
experiments. We showcase how the proposed MOPED method helps Bayesian DNN architectures to
achieve better model performance, faster training convergence and reliable uncertainty estimates. We
also experiment with hybrid Bayesian architectures (shown in Figure 3) for balancing the complexity
of models, while providing benefits of Bayesian inference. We evaluate MOPED method on real-
world applications including image and audio classification, and video activity recognition. We
consider multiple architectures with varying complexity to show the scalability of method in training
deep Bayesian models. Our experiments include: a) Simple convolutional neural network (SCNN)
consisting of two convolutional layers followed by two dense layers for image classification on
MNIST[22] and Fashion-MNIST (F-MNIST) [23] datasets, b) ResNet-20 and ResNet-56 architectures
for the image classification on CIFAR-10 [24] dataset, c) VGGish[25] for audio classification on
UrbanSound8K [26] dataset and d) ResNet-101 C3D [27] for video activity classification on UCF-
101[28] dataset.
We implemented above Bayesian DNN models and trained them using Tensorflow [29] and
Tensorflow-Probability [30] frameworks3. The deterministic DNN models for VGGish [25] and
ResNet-101 C3D [27] are trained by transfer learning approach, where the pretrained models on
3The training details are provided in the supplemental material. We will release the source code for this work.
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Bayesian DNN Validation Accuracy
Complexity Bayesian DNN
Dataset Modality Architecture (# parameters) DNN Randompriors MOPED
MNIST Images SCNN 442,218 0.993 0.9925 0.9929
F-MNIST Images SCNN 442,218 0.9206 0.9063 0.9228
CIFAR-10 Images
Resnet-20 546,314 0.9114 0.8783 0.9157
Resnet-56 1,714,250 0.9257 0.8962 0.9267
UrbanSound8K Audio
VGGish 144,274,890 0.8165 0.1429 0.8194
VGGish (Hybrid) 139,776,906 0.8165 0.7522 0.8142
UCF-101 Video
ResNet-101 C3D 170,838,181 0.851 0.0291 0.8665
ResNet-101 C3D
(Hybrid) 114,862,245 0.851 0.8614 0.8755
Table 1: Comparison of the accuracies for architectures with different complexities and input modalities.
MOPED method consistently converges to accuracy values similar to deterministic DNN model irrespective of
model complexity. MOPED method always out-performs Bayesian models with random initialization of priors.
For complex architectures, Bayesian models with random initialization of priors has difficulty in converging to
optimal solution.
Bayesian DNN AuPR AuROC
Dataset Archiectures Random priors MOPED Random priors MOPED
MNIST SCNN 0.9996 0.9997 0.9999 0.9999
F-MNIST SCNN 0.9722 0.9784 0.9962 0.9969
CIFAR-10
ResNet-20 0.9265 0.9622 0.9877 0.9941
ResNet-56 0.9225 0.9799 0.987 0.9970
Urban Sound 8K
VGGish 0.1166 0.8972 0.551 0.9811
VGGish hybrid 0.8400 0.8907 0.9678 0.9813
UCF-101
ResNet-101 C3D 0.0174 0.9186 0.6217 0.9967
ResNet-101 C3D
hybrid 0.9333 0.9438 0.9982 0.9988
Table 2: Comparison of AUC of precision-recall (auPR) and ROC (auROC) for models with varying complexi-
ties. MOPED method outperforms training with random initialization of weight priors.
AudioSet [31] and Kinetics [32] datasets were used. The variational layers are modeled using Flipout
layers[19], an efficient method that decorrelates the gradients within a mini-batch by implicitly
sampling pseudo-independent weight perturbations for each input. The model weights obtained
from the trained DNN models are used in MOPED method to initialize Gaussian priors over weights
(Equation 6 and 7 ), as described in Section 3.
During inference phase, predictive distributions are obtained by performing multiple stochastic
forward passes over the network using samples from posterior distribution of the weights. We
perform 40 stochastic forward passes for the variational layers with Monte Carlo sampling on posterior
distribution of weights. The predictive and model (BALD) uncertainty estimates (Equation 4 and 5)
are obtained from predictive distributions. Quantitative comparison of uncertainty estimates are
obtained by calculating area under the curve (AUC) of precision-recall (auPR) and ROC (auROC) [33]
values by retaining different percentages (0.5 to 1.0) of most certain test samples.
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(a) Precision-recall curves (b) AuPR curves (c) Convergence curves
Figure 1: Comparison of MOPED and random initialization of prior methods using (a) precision-recall,
(b) auPR and (c) convergence plots for Bayesian ResNet-20 and ResNet-56 architectures. These experiments
are performed on CIFAR-10 dataset. Plot (a) showcases the effectiveness of MOPED priors as the similar
precision-recall accuracies are obtained for different ρ (softplus parameter for variance) values. Plot (b) shows
the precision-recall AUC values for different percentage of validation data retained based on the better uncertainty
values. The auPR plot show models with MOPED method performs better than the random initialization of
priors, and provides reliable uncertainty estimates. Plot (c) demonstrates training convergence speeds with
exactly similar hyper parameters. For both the architectures, MOPED shows faster convergence speed and
attains higher accuracy values than the random initialization of priors. (Plots are best viewed in color.)
(a) Bayesian ResNet-20 (CIFAR-10) (b) Bayesian ResNet-101 C3D (UCF-101)
Figure 2: Precision-recall AUC (auPR) plots with different δ scale factors for initializing variance values in
MOPED method.
4.1 Weight priors with MOPED
Bayesian DNN modeled with mean field Gaussian distributions has twice the number of training
parameters as the deterministic DNN model. For deeper architectures, Bayesian models have difficulty
in converging to the optimal solutions with similar accuracies as equivalent DNN models. MOPED
method derives the mean of Gaussian weight priors from the deterministic point estimates (described
in Section 3) to transfer best available knowledge about mean distribution from the DNN point
estimates.
In Table 1, classification accuracies for architectures with increasing complexity are presented.
Table 2 compares precision-recall and ROC AUC values for various architectures. Bayesian DNNs
with MOPED initialization do not sacrifice prediction accuracies as compared to equivalent DNN
models. Random initialization of Bayesian DNNs with Gaussian priors has difficulty in converging
to optimal solution for the complex architectures (ResNet-101 C3D and VGGish) with millions of
trainable parameters. MOPED method provides superior results compared to random initialization of
priors. It is evident form these results that MOPED method guarantees the training convergence even
for the complex models when trained model is available for an equivalent DNN architecture.
In Figure 1, comparison of MOPED and random initialization of priors is shown for Bayesian ResNet-
20 and ResNet-56 architectures trained on CIFAR-10 dataset. In Figure 1 (a), the precision-recall
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Figure 3: Hybrid architecture with combination
of deterministic and Bayesian layers.
Model
# of
Bayesian
Layers
# of
Deterministic
Layers
Hybrid
ResNet-101 C3D 11 90
Hybrid VGGish 4 7
Table 3: Hybrid architectures
(a) Hybrid Bayesian VGGish (UrbanSound8K) (b) Hybrid Bayesian ResNet-101 C3D (UCF-101)
Figure 4: AUC of precision-recall for varied amount retained data based on model uncertainty for Hybrid
Bayesian DNN models.
plots show MOPED method provides better precision-recall values compared to random initialization
of priors. We show the results for different selection of ρ (details are in Section 3) values. The auPR
plots [33] capture the precision-recall AUC values for different percentage of most certain predictions
based on the uncertainty estimates. MOPED method demonstrates higher auPR values (show in
Figure 1(b)) than the random initialization, indicating superior performance and reliable uncertainty
estimates. Figure 1 (c) shows the faster convergence of MOPED method, while achieving the better
accuracy values.
When sampling the weights from random Gaussian distributions, the scale (variance) value is used
as a hyper parameter and is arbitrarily selected. But, the weights observed from the deterministic
DNN models show a large range in the values and an arbitrary initialization of scale priors for all
the layers may cause model convergence issues. We proposed selecting the scale value based on the
scale factor δ (details are given in Section 3) times the range of absolute values from DNN point
estimates. In Figure 2, we show the precision-recall AUC plot for the ResNet-20 and ResNet-101-
C3D models, with varying delta (δ) factor for the variance (Equation 7). The ResNet-20 model with
all the variational layers converged to similar precision-recall AUC value for different levels of scale
values. For ResNet101-C3D model, the model with arbitrary initialization of the scale priors did not
converge (Figure 2) (b)), where as MOPED Method converged with different scale values.4
4.2 Hybrid architectures
A mean field variational inference with Gaussian priors will have twice the number of parameters
as the regular DNN with similar architecture. The training of complex Bayesian DNN models with
many layers is compute and memory intensive. During the prediction phase, multiple stochastic
forward passes are performed for the variational layers with Monte Carlo sampling on the weight and
bias posterior distributions. In order to strike a balance between complexity and quality of Bayesian
estimates, we propose hybrid Bayesian architectures (shown in Figure 3). Hybrid Bayesian models
are derived by combining variational and deterministic layers. These models are easier to train and
4Plots for other architectures are presented in supplemental material.
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(a) Model uncertainty
(Bayesian ResNet-56)
(b) Predictive uncertainty
(Bayesian ResNet-56)
(c) Model uncertainty
(Bayesian model)
(d) Predictive uncertainty
(Bayesian model)
Figure 5: Density histograms obtained from in- and out-of-distribution samples. Bayesian DNN model
uncertainty estimates indicate higher uncertainty for out-of-distribution samples as compared to the in-distribution
samples.
less compute intensive during inference time than the fully Bayesian models with similar number of
layers.
Table 3 shows the partitioning of variational and deterministic layers for hybrid VGGish and ResNet-
101 C3D Bayesian DNN models. During the inference phase, we perform 40 stochastic forward passes
for the variational layers with Monte Carlo sampling on the weight and bias posterior distributions,
while single forward pass is performed on the deterministic layers with point estimates. The precision-
recall AUC plots for hybrid models (show in Figure 4) indicate MOPED method provides better
performance with reliable uncertainty estimates than the random initialization of priors. These models
are easier to train as they converge even with random priors, where as the fully variational models had
convergence issues with random prior initialization (observed in Figure 2 (b)). As part of future work
on hybrid models, the trade-off between compute complexity and quality of uncertainty estimates
needs to be evaluated compared to fully variational models.
4.3 Out-of-distribution detection
We evaluate the uncertainty estimates obtained from MOPED method to detect out-of-distribution
data. Out-of-distribution samples are data points which fall far off from the training data distribution.
Bayesian DNN models capture uncertainty estimates from their predictions which can be used to
identify out-of-distribution samples. We evaluate two sets of out-of-distribution detection experiments.
In the first set, we use CIFAR-10 as the in-distribution samples trained using ResNet-56 Bayesian
DNN model. TinyImageNet [34] and SVHN [35] datasets are used as out-of-distribution samples
which were not seen during the training phase. The density histograms (area under the histogram is
normalized to one) for uncertainty estimates obtained from the Bayesian DNN models are plotted in
Figure 5. The density histograms in Figure 5 (a) & (b) indicate higher uncertainty estimates for the
out-of-distribution samples and lower uncertainty values for the in-distribution samples. A peak is
observed near higher uncertainty values for out-of-distribution samples indicating reliable predictions.
A similar trend is observed in the second set, where Fashion-MNIST( [23])) dataset trained with
a small network (SCNN) is used as in-distribution samples, and MNIST as the out-of-distribution
samples. These results confirm the uncertainty estimates obtained from proposed MOPED method
are reliable and can identify out-of-distribution samples.
5 Conclusions
We proposed MOPED method for variational inference in Bayesian DNN which provides a way
for choosing meaningful prior distributions and approximate posterior distributions over weights.
We demonstrated with thorough empirical experiments that MOPED enables scalable variational
inference for Bayesian DNNs while achieving faster training convergence and provide reliable
uncertainty quantification, without compromising on the accuracy provided by the deterministic
DNNs. We showed the uncertainty estimates obtained from the proposed method are reliable to
identify out-of-distribution data. We also showed hybrid Bayesian DNN architectures can provide
reliable uncertainty estimates while striking a balance between complexity and benefits of Bayesian
inference.
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