INTRODUCTION
Random fields are powerful probabilistic tools for modeling spatial data and making inference about spatially varying phenomena (Cressie 1993 ). The Bayesian approach to analysis of spatial data has seen an upsurge in popularity, especially when the goal is prediction (e.g., Handcock and Stein 1993; De Oliveira, Kedem, and Short 1997; Ecker and Gelfand 1997). The main advantage of the Bayesian approach is that parameter uncertainty is fully accounted for when performing prediction and inference, even in small samples.
We consider objective Bayesian analysis of spatial data, utilizing noninformative or conventional prior distributions for unknown parameters of Gaussian random fields. Such priors are often used in spatial models, in part because of the difficulty of interpreting (and hence, in subjective elicitation of) the correlation parameters. The main motivation for this article is that commonly used noninformative priors can fail to yield proper posterior distributions. This was alluded to in De Oliveira et al. (1997) and stated, for particular models, in Stein (1999) , but no systematic study of the phenomenon was undertaken. The primary methodological goal of this article is to provide noninformative prior distributions for spatial models that do result in proper posterior distributions and that have additional desirable properties.
One of the most interesting of these additional properties is that the recommended noninformative priors can be used directly for computation of Bayes factors to compare different possible spatial covariance functions. The choice of the form of the spatial covariance function is often quite arbitrary, so that it is particularly important to have powerful and easy methods of comparison. Standard Bayesian model comparison is usually not possible with noninformative prior distributions, so we must resort to more involved Bayesian technologies [e.g., intrinsic Bayes factors, (Berger and Pericchi 1996) or fractional Bayes factors, (O'Hagan 1995)], which can be quite computationally intensive. Hence, the fact that the noninformative priors developed herein can be used directly for model comparison in spatial models is a very welcome simplification.
The developments in this article are also of interest from several foundational and theoretical perspectives. First, the difficulty with posterior propriety for common noninformative priors is caused by the fact that when the Gaussian random field has an unknown mean level, the integrated likelihood of the correlation parameters is typically bounded away from zero; such integrated likelihoods are very unusual in statistics. The second feature of foundational interest is that the often prescribed (independence) Jeffreys and (asymptotic) reference priors can fail to yield proper posteriors. This is surprising, in that few such examples are known for these two popular noninformative priors. The spatial problem thus joins the ranks of "basic" examples that indicate the limits of noninformative prior theories.
Our eventually recommended noninformative prior is an "exact" reference prior, developed by using exact marginalization in the reference prior algorithm instead of the more typical asymptotic marginalization of Berger and Bernardo (1992) . This is the first known instance in which exact marginalization (as opposed to asymptotic marginalization) in the algorithm is required, providing another interesting theoretical motivation for the study. Finally, the phenomenon uncovered here appears to also apply to numerous nonspatial models, including many normal models that have certain linear mean and covariance structures, such as some standard time series models. These results will be discussed elsewhere.
In Section 1.1, the spatial model that we consider is given, along with a listing of spatial correlation functions for which we present explicit results. Section 1.2 gives the general form of the noninformative priors that are considered and opens the discussion of posterior impropriety. In Section 1.3, possible solutions to the problem of posterior impropriety are discussed, and it is argued that there is no simple (nonsubjective) way to overcome the problem. In this section, we also present the actual objective prior that we recommend for use.
Section 2 begins the more formal development, discussing the behavior of the integrated likelihood for the correlation parameters and showing that commonly used noninformative priors yield improper posteriors. In Section 3, we study two expressions for the exact reference prior (the second introduced for computational and theoretical simplifications) and show that this prior results in a proper posterior. Section 4 studies and discusses the situation for the Jeffreys prior. The Jeffreys prior is compared with the reference prior in Section 5 in terms of ability to produce confidence sets with good frequentist coverage. Model selection is considered in Section 6, whereas Section 7 gives an illustration. Discussion and possible generalizations are given in Section 8. 
The
where X is the known n x p matrix defined by Xij = fj(si), assumed to have full rank, and Sa is the n x n matrix defined by Y9, ij = Kg(lIsi -sj ll), assumed to be positive definite V? E 0. We use IAl to denote the determinant of a matrix A.
Although the results obtained in this article apply to quite general covariance functions, we specifically apply them to the following four standard families of covariance functions on R1. The key properties that we need (and that are satisfied by these families) are that the covariance function decreases with distance d = l s-ull, with limiting values of 1 at d = 0 and of 0 at d = oo. This is the most common kind of association found in spatial data; see Yaglom (1987) In each of the above families, 06 > 0, called a range parameter, mainly controls how fast the correlation decays with distance, and 02, called a smoothness or roughness parameter, controls geometrical properties of the random field (such as continuity and differentiability). Until Section 6, we assume that 02 is known; thus, the only unknown correlation parameter is the range parameter, which for notational simplicity we simply denote by a E (0, oo), rather than 0,.
Improper Priors and Posteriors
We consider improper prior densities for (1i, 0-2, O) e Q = RP x (0, oo) x (0, oo) of the form r(P, 02, ) oa ( 2)a ' formative prior for spatial models that could be used in default Bayesian analyses.
Possible Solutions
When common noninformative priors fail to yield a proper posterior, as in the spatial problem, a variety of possible alternatives can be considered. Here we briefly discuss the major alternatives that have been, or could be, proposed. The last solution mentioned, the reference prior, is that which we actually recommend when a default analysis is desired.
Proper Priors. Using a proper prior distribution, assessed either subjectively or from previous data, is the most obvious way to guarantee propriety of the posterior distribution. In spatial problems, however, the correlation parameter i can be difficult to interpret and, hence, difficult to elicit. When past data are available, prior specification of 0 is easier; see Ecker and Gelfand (1997) for an example. In any case, the goal in this article is to provide a suitable default prior for automatic analysis, so we assume that subjective or data-based prior elicitation is precluded.
Truncation of the Parameter Space. It is a common misperception that, to avoid difficulties with improper posteriors, it is sufficient to choose (extreme) bounds on the parameter space and to confine analysis to this bounded space (in which the posterior presumably is proper). This typically does not solve the problem, however, because the ensuing inferences often are highly dependent on the actual bounds used. At the very least, this approach should be used only if a very careful sensitivity study is done with respect to these bounds (and with bounds for different parameters that vary independently in the sensitivity study). It is seen in Section 3 that this prior always yields a proper posterior for (P, C'2, O) and is, hence, the recommended default prior for automatic use. and a large enough, but this is a rather ad hoc fix, because no noninformative prior theories suggest such choices. Furthermore, analogy with the ordinary linear model situation suggests that choices of a other than a = 1 do not yield optimal procedures in terms of commonly desired auxiliary properties, such as good frequentist coverage of the resulting credible sets. Still, this ad hoc fix might be desirable to some because of the simplicity of the ensuing analysis. Table 2 hold for the hyperparameter a. Also, when 1 is a column of X, 7rR(O) has finite mass (i.e., can be normalized to be a proper distribution).
Vague Proper

INTEGRATED LIKELIHOOD
Proof. As 0i -> 0+, 1E --I and (tr[((a/o9)
o)2])1/2 can be shown to be integrable at zero for the considered families of correlation functions. Whereas the integrated likelihood was bounded at zero, it follows directly from (6) that the posterior is integrable at zero; hence we need only check matters at infinity.
The hypotheses of Lemma 2 are satisfied by the considered families of correlation functions: for the spherical family, Propriety of the posterior distribution of (P, (o2, O) follows, after some algebra, from (4) and Lemmas 1 and 2. This algebra also shows that rR(O) has finite mass when 1 is a column of X.
The actual reference prior (6) has a = 1, which always yields a proper posterior distribution for (/3, 0a2, 0) with the listed families of correlation functions, as well as with many others. It is thus the noninformative or default choice of prior distribution that we recommend. Note also that, because rR(O) has finite mass when 1 is a column of X, we will see in Section 6 that the reference prior can be directly used for model comparison, a delightful simplification. 
THE JEFFREYS PRIOR
Let .i be the unknown parameters of a model for X with log-likelihood l(iq; X). The Jeffreys-rule prior is given by TrJ(t) cx (det[I(a)])/2, where I(+t) is the Fisher information matrix with (i, j) entry [I(4)]ij
Proof. From (3) and (9) it is clear that LI(O; z) 7rJ2(O) oc Il!-1/2(S>)-n/2 TrJ'l(). From (B.2) and (B.8) in the proof of Lemmas 1 and 3, it follows that, as O --oo, L'(i; z) 7rJ2() = O (^) log(v()) .
It can be checked that the right-hand side of the foregoing expression is integrable over (0, oo), with a nonnegative integral, for all the functions v(i) that arise from the families of correlation functions listed in Section 1.1.
Jeffrey (1961) argued for use of the independence Jeffreys prior in problems that involve both linear and covariance parameters, and this position has been supported by virtually every subsequent analysis. It is thus quite surprising that, for the common spatial situation in which the mean function has a constant term, the independence Jeffreys prior fails to yield a proper posterior, whereas the Jeffreys-rule prior succeeds. In the next section, however, it is indicated that the Jeffreys-rule prior can be quite inadequate in practice.
The unexpected failure of the independence Jeffreys prior also seems to arise for a wide variety of nonspatial models that contain linear terms and unknown correlation parameters, including many autoregressive time series models (e.g., Palmer and Pettit 1996). It is thus a general phenomenon that needs careful elucidation. This is a small sample situation, so coverage that is very close to the nominal .95 cannot be expected. The performance of the reference prior intervals is reasonable, except for the case in which p = 6 and i = 1.0. Note that this last case is a situation of quite strong spatial correlation, so that the effective sample size is actually considerably smaller than 25.
COMPARISON OF THE REFERENCE AND JEFFREYS-RULE PRIORS
In contrast, the frequentist performance of the credible sets from the Jeffreys-rule prior is clearly highly inadequate when p = 6. This terrible performance is most likely due to the fact, apparent from (9), that the Jeffreys-rule prior essentially adds p = 6 degrees of freedom to the posterior for a. This results in a significant shift of the posterior toward smaller o', especially when the true i is large (because there are then less effective degrees of freedom in the data). The effect of this shift on the resulting marginal posterior distribution of O is catastrophic, with the 95% credible sets almost completely missing the true O = .5 or i = 1.0. This is a common experience when the Jeffreys-rule prior is used in multivariate contexts, and partially accounts for the numerous recommendations against its use.
Length and "bias" of credible intervals are also important features. In the simulation study, we approximated the expected log lengths of the credible intervals as (1/3,000) E3l??[log(U(zj)) -log(L(zj))] and also tabled them in Table 3 . For p = 1, the reference prior yields generally smaller intervals, even though the intervals have generally higher coverage. For the p = 6 scenario, the intervals from the Jeffreys-rule prior are the smallest, but recall that the coverage of these intervals is simply not acceptable. Examination of the intervals reveals that they miss by being biased left. In other words, when they do not contain O, it is virtually always because U(zj) < ?. This is likely a consequence of the spurious degrees of freedom added by the Jeffreys-rule prior.
This study is too limited to establish that the reference prior generally yields inferences with satisfactory frequentist performance. The study does, however, provide rather strong evidence that the Jeffreys-rule prior, which is the only other candidate noninformative prior (in the sense of yielding a proper posterior), can be seriously inadequate in terms of frequentist performance.
MODEL SELECTION
The choice of a family of covariance functions for the random field model is often rather arbitrary, and typically is made on the basis of an exploratory data analysis. Even if a specific family (e.g., the power exponential or the Matern family) has been selected, choosing the smoothing parameter, 02, is difficult. We formally address both of these problems using Bayesian model selection.
Standard Bayesian model selection usually cannot be performed with improper priors, and we must resort to more elaborate techniques, such as the fractional Bayes factor (O'Hagan 1995) or the intrinsic Bayes factor (Berger and Pericchi 1996). An important exception, developed in Berger, Pericchi, and Varshavsky (1998), is that in which the models under consideration exhibit the same invariance structure, up to individual model parameters that have proper priors.
Fortunately, the situation here fits this mold exactly when (1) the models being compared have mean functions with the same structure, (2) the priors for the various models are of the form (2) with a = 1, and (3) the priors 7r(O) are proper. As long as the models have mean functions with a constant term, the last two conditions are satisfied by the reference prior [given in, say, (6) or (7)]. However, we must be careful to normalize the rR(i). Also, because we are now considering 02, it is useful to explicitly recognize that the reference prior was defined with 62 considered given, so we now write 7TR ( 
where we have reintroduced the vector l = (1, 02) to emphasize the dependence on 02. (Constants from the integrated likelihoods can be ignored because they are common to all models begin considered.)
Model Comparison and Model Averaging
Comparison of models M, and M2 typically is done via the Bayes factor B2 = m (z)/m2(z). To compare q different models Mi, i = 1, . . q, that have the same mean structure (including a constant term), the objective Bayesian analysis typically proceeds by assigning equal prior probabilities to the models, using the reference priors in (11) 
