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TYPICAL REPRESENTATIONS VIA FIXED POINT SETS IN
BRUHAT-TITS BUILDINGS
PETER LATHAM AND MONICA NEVINS
Abstract. For an essentially tame supercuspidal representation pi of a connected
reductive p-adic group G, we establish two distinct and complementary sufficient
conditions for the Mackey components of its restriction to a maximal compact sub-
group to intertwine with a representation of G which is not inertially equivalent to
pi. These two results are applied to show that the unicity of types for such repre-
sentations pi follows from (and is essentially equivalent to) some explicit questions
regarding actions of tori on the Bruhat–Tits building of G.
1. Introduction
One of the most fruitful tools for studying the (smooth, complex) representation
theory of a reductive p-adic group G = G(F ) is the theory of types. Given an
irreducible representation π of G, a type (J, λ) for π is an irreducible representation λ
of a compact open subgroup J ofG such that containing λ upon restriction to J gives a
necessary and sufficient condition for an irreducible representation ofG to be inertially
equivalent to π, in the sense of [BK98]. Constructions of types are central to many
recent developments in the representation theory of p-adic groups, and in particular
to the explicit constructions of supercuspidal representations [BK93, Mor99, Yu01,
Ste08, SS08]. Moreover, the theory of types has been shown to mirror much of the
structure of the representation theory of p-adic groups in the more traditional sense:
in particular, the Bushnell–Kutzko theory of covers gives an analogue of parabolic
induction, and any instance of the local Langlands correspondence is expected to give
rise to an inertial Langlands correspondence relating types to representations of the
inertia group of F .
With types playing such a fundamental role in the representation theory of p-adic
groups, it is natural to expect that they are somewhat hard to come by. Indeed
the unicity of types is the expectation that, for a supercuspidal representation π of G
admitting a type (J, λ), all other types for π must arise from (J, λ) by a series of minor
representation-theoretic renormalizations (a precise statement is given in Conjecture
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6.2). The unicity of types is now known in many special cases, specifically for split
groups of type A [Pas05, Lat16, Lat18], for depth-zero representations [Lat17], and
for many toral representations [LN18]; there are also some results towards the unicity
of types for non-cuspidal representations [Nad17, Nad19]. Our goal in this paper is to
study the unicity of types for “almost all” supercuspidal representations. Our result
explicitly makes use of the geometry of the Bruhat–Tits building B(G) of G, and
offers far more general results than have been obtained to date.
Specifically, we restrict attention to the supercuspidal representations and types con-
structed by J.K. Yu in [Yu01], generalizing a previous construction due to Adler
[Adl98]; following the terminology of [BH05], we refer to such supercuspidal rep-
resentations as essentially tame. In almost all cases, restricting attention to these
essentially tame representations is a vacuous condition: J. Fintzen proved in [Fin18],
extending earlier results of J. Kim [Kim07], that every supercuspidal representation
of G is essentially tame if p is coprime to the order of the Weyl group of G.
In order to describe the possible types contained within an essentially tame super-
cuspidal representation π of G, we consider more generally the question of branching
rules for π upon restriction to a maximal compact subgroup K of G. The unicity
of types is the assertion that any type contained in π|K (if there are any) must be
induced from a type arising via J.K. Yu’s construction. The determination of com-
plete branching rules is a difficult problem which has only been solved in a few special
cases, including GL2(F ) [Cas73, Han87], SL2(F ) [Nev05, Nev13], unramified principal
series of GL3(F ) [CN10, OS14], and some partial results in the general depth zero
case [Nev14]. One of the impediments is that the description of the dual of K remains
an open problem. Describing relationships between the branching rules for various
families of representations of G provides a valuable avenue to describing this dual.
We now give a brief description of our methods and results. Let π be an irreducible,
essentially tame supercuspidal representation of G, constructed from a datum Σ =
( ~G, x, σ, ~φ), as in [Yu01]. Let (J, λ) = (J(Σ), λΣ) denote the type associated to Σ in
[Yu01]. Fix a maximal compact subgroup of G; this coincides with the stabilizer Gy
of some point y ∈ B(G). Since the restriction to Gy of Π := c-Ind
G
J λ is isomorphic
to a direct sum of copies of π|Gy , the components we wish to consider are those of
the Mackey decomposition of Π, which we show we can rewrite as
Π|Gy =
⊕
g:Gy\G/J
gτ(y, g),
where each Mackey component τ(y, g) is a finite-dimensional representation of Gg−1y,
and g−1y ranges over the orbit of y in B(G). We relate the capacity of τ(y, g) to
contain a type to the position of the point g−1y in relation to the building-theoretic
ingredients in the datum defining π. In fact, we prove the following two theorems
which, during this introduction, are stated in a strictly weaker form for the sake of
clarity.
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Let G0 denote the smallest twisted Levi subgroup appearing in Σ; then x ∈ B(G0) ⊂
B(G). Taking the unique closest point in B(G0) to z ∈ B(G) defines a projection
map B(G)→ B(G0).
Theorem 1. [see Section 7] Suppose that the projection of g−1y onto B(G0) lies in
a facet distinct from x. Then every irreducible component τ of τ(y, g) is contained in
an irreducible, essentially tame non-cuspidal representation of G, and hence is not a
type.
Let H = G0xJ+, where J+ denotes the pro-p radical of J . For t > 0 he Moy–
Prasad filtration subgroups Ht := H ∩Gx,t pointwise fix growing neighbourhoods Ωt
of x ∈ B(G). Similarly, the filtration subgroups of the center Z0 of G0 pointwise fix
growing G0-invariant neighbourhoods Ξt of B(G
0).
Theorem 2. [see Section 8] Suppose that the geodesic from x to g−1y meets a point of
Ωt+ \ Ξt. Then every irreducible component τ of τ(y, g) must occur in the restriction
of an irreducible representation which is not inertially equivalent to π. Hence τ is not
a type.
Finally, note that the J.K. Yu construction in fact produces a type (H, σ⊗θ), obtained
by restriction from (J, λ); it is this which is conjecturally the source of all possible
types, up to conjugation and induction to larger compact open subgroups. The unicity
of types is the conjecture that τ(y, g) contains a type if and only if g−1y is fixed by
H , in which case it is a sum of types.
We now describe the strategy of proof for each theorem. To prove Theorem 1 we
construct, for each irreducible representation τ occuring in τ(y, g), a non-cuspidal
representation containing τ , by carefully shifting from the point x to a facet adjacent
to x; to this facet we are able to associate a type for an essentially tame non-cuspidal
representation following [KY17], and show that this non-cuspidal representation must
intertwine with τ . We note that this argument generalizes the central argument of
[Lat17], which applied only in the case that π is depth-zero.
To prove Theorem 2, we perturb the simple character of our datum in a manner
that does not alter the Mackey component under consideration (but also does not
necessarily produce the simple character of a new representation). We then show that
the existence of such a perturbation violates the capacity of the Mackey component
to lie in the restriction of a single inertial class of supercuspidal representations. This
significantly generalizes an argument first presented in [Pas05], and then carried out
for all toral supercuspidal representations in [LN18].
While the above two results alone are not sufficient to imply the unicity of types,
they do rule out the potential for a counterexample to the unicity of types to arise
from the vast majority of the Mackey components τ(y, g), and reduce any proof of
the unicity of types to some explicit questions regarding the geometry of B(G).
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The paper is organized as follows. We briefly set some notation in Section 2 before
establishing the necessary background in Bruhat-Tits theory in Section 3. In Section 4
we recap the general theory of types, before turning to the essential tame types which
are the subject of this paper in Section 5. We lay out our strategy and define our
Mackey components in Section 6. Section 7 is devoted to the statement and proof of
Theorem 7.1 and Section 8 to the statement and proof of Theorem 8.2. We conclude
in Section 9 with some analysis of our methods and their potential scope.
Acknowledgements. The authors thank Maarten Solleveld for discussions about
the vagaries of fixed points of tori on buildings. The authors gratefully acknowledge
the support of both the Centre International de Rencontres Mathe´matiques (Luminy)
and the Mathematisches Forschungsinstitut Oberwolfach, who hosted them for two-
week Research in Pairs stays in 2018 and 2019, respectively. The warm hospitality of
these institutes made this work possible.
2. Notation
We now establish some basic notation which will be used freely throughout the paper.
Let F be a field which is locally compact and complete relative to a normalized discrete
valuation val. Let o ⊂ F be ring of integers, with maximal ideal p ⊂ o and residue
field f = o/p.
Let G be a connected reductive algebraic group defined over F , and write G =
G(F ) for its group of F -rational points, equipped with its locally profinite topology.
Throughout the paper, we will be required to work with many different subgroups
of G and of G in their respective topologies; we reserve the use of bold symbols
for objects relative to the Zariski topology, i.e. algebraic groups and group schemes
defined over an o-algebra, and reserve the use of latin characters for closed subgroups
of G. We will often refer to a closed subgroup H of G of the form H(F ) for some
closed subgroup H of G as having a property if H has that property. In particular,
this provides a notion of parabolic subgroups and Levi subgroups of G which we will
frequently use.
For a locally profinite groupH , we denote by Rep(H) the category of smooth complex
representations of H , i.e. the category of (possibly infinite-dimensional) complex
vector spaces V equipped with an action of H such that the stabilizer of any vector
v ∈ V is an open subgroup of H . Without exception, when we say “representation”
during the remainder of the paper, we will mean “smooth complex representation”.
We write IndGH and c-Ind
G
H for the induction and compact induction functors Rep(H)→
Rep(G), respectively. While we will usually omit restriction functors from the nota-
tion, we will occasionally denote them by ResGH : Rep(G)→ Rep(H).
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Given H ⊆ G and g ∈ G, set gH = {ghg−1 | h ∈ H} and for any ρ ∈ Rep(H), the
corresponding representation gρ ∈ Rep(gH) is given on k ∈ gH by gρ(k) = ρ(g−1kg).
3. Bruhat–Tits theory
Suppose that G is a connected reductive group defined over F with centre Z(G) =
ZG. Choose a maximal F -split torus S, contained in a maximal F
un-split torus Sun.
Since G is quasi-split over F un, the centralizer C of Sun is a (maximal) torus defined
over F ; in any case it is a minimal Levi subgroup of G.
For any algebraic torus T defined over F , there exists an lft-Ne´ron model of T, as
defined in [BLR90]. We denote this lft-Ne´ron model by Tb. This is a smooth affine
o-group scheme which is locally of finite type and has generic fibre Tb×Spec oSpec F =
T. Write T0 for its connected component. Then Tb := Tb(o) is the maximal bounded
subgroup of T := T(F ), and T0 := T(o) is a finite index subgroup of Tb called the
parahoric subgroup of T . The Moy–Prasad filtration of T is the decreasing filtration
{Tr | r ≥ 0} of T0 by open subgroups defined by
Tr = {t ∈ T0 | val(χ(t)− 1) ≥ r for all χ ∈ X
∗(T)}.
Let Φ = Φ(G,S, F ) be the roots of S in G defined over F , and let Ψ = Ψ(G,S, F )
be the associated system of affine roots. As described carefully in [Fin15, §2.2], the
root subgroup Uα ⊆ G, for α ∈ Φ, admits a filtration by compact open subgroups Uψ
indexed by those ψ ∈ Ψ with gradient α.
Let X∗(S) denote the group of cocharacters of S. The affine space A = A (G,S, F ) =
X∗(S) ⊗Z R carries a hyperplane structure defined by Ψ. To each point x ∈ A ,
F. Bruhat and J. Tits [BT84] associated a parahoric subgroup, which is a smooth
affine o-group scheme Gx,0 with the following properties:
(i) the generic fibre Gx,0 ×Spec o Spec F of Gx,0 is equal to G;
(ii) the special fibre Gx,0 ×Spec o Spec f of Gx,0 is an connected reductive algebraic
group Gx over f;
(iii) the group Gx,0 := Gx,0(o) of o-points of Gx,0 is compact and open in G, and is
given by
Gx,0 = 〈C0, Uψ | ψ ∈ Ψ : ψ(x) ≥ 0〉.
where C0 is defined as above if C is a torus, and by Galois descent from Cx,0(E)
for a splitting field E of C otherwise (see Remark 3.3); the group C0 is indepen-
dent of the choice of x in either case.
The (enlarged or extended) Bruhat-Tits building of G is obtained by gluing together
the apartments defined by all maximal F -split tori of G, as follows. Set B(G) =
B(G, F ) := (G × A (G,S, F ))/ ∼, where (g, x) ∼ (g′, x′) if and only if there exists
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an n ∈ NG(S(F )) such that nx = x
′ and g−1g′n ∈ Gx,0. Then we identify {(g, x) |
x ∈ A } with the apartment corresponding to gS.
Then B(G) is nonpositively curved geodesic metric space. The left-regular action of
G on G×A (G,S, F ) descends to an action of G on B(G) via isometries.
Proposition 3.1 (Bruhat–Tits [BT84]). For each point x ∈ B(G), there exists a
smooth affine o-group scheme Gx with finite component group such that:
(i) the group Gx := Gx(o) of o-points of Gx is compact and equal to StabG(x);
(ii) for any apartment A containing x, the connected component of Gx coincides
with the parahoric group scheme Gx,0 defined relative to A .
Remark 3.2. We will often need to take great care in distinguishing between the
point stabilizer subgroups Gx and the parahoric subgroups Gx,0. One convenient
method of describing the difference between these two groups is to use the Kottwitz
homomorphism, as defined in [Kot97]. This is a homomorphism κ from G to the
algebraic fundamental group πalg1 (G) of G, as in [Bor98], which has the property that,
for any x ∈ B(G), one has Gx∩ker κ = Gx,0 [PR08, Appendix]. In fact, the Kottwitz
homomorphism can be used to describe elements of Gx\Gx,0 rather more generally:
given a compact element g ∈ G, there exists a point x ∈ B(G) such that g ∈ Gx\Gx,0
if and only if κ(g) is a non-trivial torsion element of πalg1 (G).
For any x ∈ B(G), choose an apartment A (G,S, F ) containing x. A. Moy and
G. Prasad defined a filtration {Gx,r | r ≥ 0} of Gx,0 by open normal subgroups by
setting
Gx,r = 〈Cr, Uψ | ψ ∈ Ψ(G,S, F ) : ψ(x) ≥ r〉,
where again, in the non-quasi-split case, the filtration subgroup Cr of C = C(F ) is
defined by Galois descent from an appropriate splitting field.
One final convenient observation is that the Moy–Prasad filtration groups Gx,r are
actually schematic, which is to say that there are natural smooth affine o-group
schemes Gx,r with generic fibre G such that Gx,r(o) = Gx,r [Yu15].
Write Gx,r+ =
⋃
s>rGx,s and Gx,r:r+ = Gx,r/Gx,r+. Then Gx,0:0+ coincides with Gx
and is therefore a finite group of Lie type, and Gx,r:r+ is an abelian p-group for r > 0.
Remark 3.3. When G is not F -quasi-split, the G-centralizer C of a maximal F -
split torus S ⊂ G need not be a torus. Since there exists a finite unramified Galois
extension E/F such that G is E-quasi-split, we define the building by Galois descent
from E. Specifically, one may choose a maximal E-split torus T containing S as
its maximal F -split subtorus. The apartment A (G,T, E) then has an action of
Gal(E/F ) such that A (G,T, E)Gal(E/F ) = A (G,S, F ). Together with the action of
Gal(E/F ) on G(E), this allows one to define an action of Gal(E/F ) on B(G(E)),
and we define B(G) := B(G(E))Gal(E/F ). With this, we are able to define group
schemes Gx,0, Gx generalizing those of Proposition 3.1, as well as Gx,r as in [Yu15].
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3.1. The reduced building and other properties. We will occasionally prefer to
work with a subset of B(G) called the reduced building. This is Bred(G) = B(Gder),
where Gder = Gder(F ), for Gder ⊂ G the derived subgroup. One has B(G) ∼=
Bred(G)×X∗(ZG)⊗Z R, and so there is a projection map B(G) → B
red(G), which
we denote by x 7→ [x].
An advantage of working with Bred(G) is that it is a polysimplicial complex; for
example, it is often convenient to refer to a point of B(G) as a vertex if its image
[x] is one. We also have that Gx = Gy iff [x] = [y]. However, given x ∈ B(G), the
stabilizer G[x] of [x] ∈ B
red(G) is only a compact-modulo-centre subgroup of G, the
maximal compact subgroup of which coincides with Gx; in fact G[x] = NG(Gx).
Given any two points x, y ∈ B(G), there exists an apartment A containing both.
The geodesic [x, y] is then a line segment in this apartment.
By Proposition 3.1, Gx is the stabilizer of x ∈ B(G) under the action of G. More
generally, for a subset Ω ⊆ B(G) we use the notation
GΩ = {g ∈ G | gx = x ∀x ∈ Ω}.
Given a subgroup G′ of G, we write B(G)G
′
for its set of fixed points, which we can
equivalently write as {x ∈ B(G) | G′ ⊆ Gx}.
Since B(G) is a CAT(0) space, if g ∈ G fixes both x and y, then it fixes the geodesic
[x, y]. This has several consequences. For one, if z ∈ [x, y] then Gx ∩Gy ⊆ Gz, a fact
we use frequently in the sequel. For another, it follows that for any G′, B(G)G
′
is
convex; its image in Bred(G) is bounded if, for example, G′ is compact open.
Given two points x, z ∈ B(G) we consider, in section 7, the set
Γ(x, z) = B(G)Gx∩Gz ,
which is the largest subset of B(G) for which Gx ∩Gz = GΓ(x,z). The geodesic [x, z]
is contained in Γ(x, z), but this set is in general larger. For one, it contains the fibre
over Bred(G) of each of its points. For another, when G is simply connected, Γ(x, z)
is the simplicial closure of [x, z]; more generally it is convex closed subset thereof.
4. The theory of types
In this section, we recall the theory of types in the abstract sense laid out in [BK98];
the objective of this paper is to describe to what extent all such types may be described
in terms of the types constructed in [Yu01].
4.1. Bernstein decomposition. A cuspidal pair in G is a pair (M, ρ) consisting
of a Levi subgroup M of G and an irreducible supercuspidal representation ρ of M .
Given π a smooth irreducible representation of G, Jacquet’s theorem implies there
exists a unique G-conjugacy class of cuspidal pairs (M, ρ) such that π is isomorphic
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to a subquotient of IndGP ρ for some parabolic subgroup P of G with Levi factor M .
We call this conjugacy class the cuspidal support of π.
We say that cuspidal pairs (M, ρ) and (M ′, ρ′) are G-inertially equivalent if there
exists an unramified character ω of M ′ and a g ∈ G such that gM = M ′ and gρ ≃
ρ′ ⊗ ω. We write [M, ρ]G for the G-inertial equivalence class of (M, ρ). The inertial
support of an irreducible representation of G is the inertial equivalence class of its
cuspidal support. We say that two irreducible representations are inertially equivalent
if they have the same inertial support, and write I(π) for the inertial equivalence class
of π.
Write B(G) for the set of G-inertial equivalence classes of cuspidal pairs. Given any
subset S of B(G), denote by RepS(G) the full subcategory of Rep(G) consisting
of those representations every irreducible subquotient of which has inertial support
contained in S. By a theorem of Bernstein [Ber84], we have a decomposition
Rep(G) =
∏
s∈B(G)
Reps(G).
4.2. Types and covers.
Definition 4.1. Let S ⊂ B(G) be a finite set, and let (J, λ) be a pair consisting of
an irreducible representation λ of a compact open subgroup J of G.
(i) We say that (J, λ) is S-typical if, for any irreducible representation π of G such
that HomJ(λ, π) 6= 0, one must have π ∈ Rep
S(G).
(ii) We say that (J, λ) is an S-type if it is S-typical and every irreducible represen-
tation π in RepS(G) satisfies HomJ(λ, π) 6= 0.
As simple applications of Frobenius reciprocity and the transitivity of compact in-
duction, one immediately deduces a few properties of types:
(i) For any g ∈ G, the pair (gJ,g λ) is an S-type if and only if (J, λ) is an S-type.
(ii) If (J, λ) is an S-type, K ⊃ J is a compact open subgroup of G and τ is an
irreducible representation of K satisfying HomJ(λ, τ) 6= 0, then (K, τ) is S-
typical.
(iii) If s = [G, π]G is an inertial equivalence class of supercuspidal representations of
G, then (J, λ) is an s-type if and only if it is s-typical.
In particular, combining (ii) and (iii) shows that any irreducible representation of a
maximal compact subgroup of G which contains some [G, π]G-type (J, λ) must itself
be a [G, π]G-type.
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Suppose now M a Levi subgroup of G, and (JM , λM) an SM -type, where SM =
{[Li, ρi]M} ⊂ B(M) is a finite set. In [BK98], C. Bushnell and P. Kutzko define
the notion of a cover (J, λ) of (JM , λM) which, if it exists, is an S-type, where
S = {[Li, ρi]G}. In this case, we have the following analogue to the above lemma.
Lemma 4.2. Suppose that (JM , λM) is an [M, ρ]M -type and (J, λ) is a G-cover of
(JM , λM). Then c-Ind
G
J λ has a Jordan–Ho¨lder series for which each subquotient is
a finite-length representation isomorphic to c-IndGP ρ
′ for some ρ′ ∈ I(ρ) and some
parabolic subgroup P of G with Levi factor M .
Proof. Fix a parabolic subgroup P = MN of G with Levi factor M . By [Blo05,
The´ore`me 2], we have c-IndGJ λ = c-Ind
G
JMN
λM ⊗ 1N , which yields
c-IndGJ λ = Ind
G
MN
(
c-IndMJMλM
)
⊗ 1N .
The claim then follows from [BK98, Proposition 5.2]. 
5. Kim-Yu types
In this section, we recall the construction of types for essentially tame representations
by J.K. Yu and J.-L. Kim as given in [Yu01] and [KY17]. In many instances we follow
the treatment given in [HM08], but we depart slightly from their notational conven-
tions. For the reader familiar with these constructions we highlight some particular
substitutions: (a) whereas K was used in [HM08] as the root letter in notation to
denote an open compact-mod-centre subgroup, we use J here, which is consistent
with the notation used in [BK98]; (b) where J (respectively, K+) was used in loc.
cit., we have replaced it with J (respectively, H+).
5.1. Data.
Definition 5.1. A twisted Levi sequence in G is a sequence ~G = (G0, . . . ,Gd) of
closed F -subgroups Gi of G such that G0 ( G1 ( · · · ( Gd = G and such that
there exists a finite algebraic extension E/F such that each group Gi(E) is a Levi
subgroup of G(E). We say that ~G splits over E. A generalized twisted Levi sequence
is defined similarly but without the condition that adjacent elements be distinct.
We require the definition of a (not necessarily cuspidal) datum given in [KY17, 7.2].
Due to their complexity, (ii), (vii) and (viii) below are not fully defined. The generic
embeddings of (viii) will be discussed in detail where they are used in the proof of
Lemma 7.4; the genericity of the characters in (vii) does not come into question in
our construction, so we do not review it; but we will recap the construction of the
groups Mi of (ii) in Remark 5.3.
Definition 5.2. A datum in G is a tuple Σ = ((~G,M0), (x, {ι}), (J0M , σ), ~r,
~φ) con-
sisting of
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(i) a twisted Levi sequence ~G in G which splits over a tamely ramified extension
E/F ;
(ii) a Levi subgroup M0 of G0, which defines a generalized twisted Levi sequence
~M of Levi subgroups Mi of Gi as in [KY17, 2.4];
(iii) a point x ∈ B(M0) for which M0x,0 is a maximal parahoric subgroup of M
0 =
M0(F );
(iv) a compact open subgroup J0M of M
0
x containing M
0
x,0 as a normal subgroup;
(v) an irreducible representation σ of J0M such that σ|M0x,0 is a sum of cuspidal
representations of M0x,0:0+;
(vi) a sequence ~r = (r0, . . . , rd) of positive real numbers satisfying r0 < r1 < r2 <
· · · < rd−1 ≤ rd if d > 0 and 0 ≤ r0 if d = 0;
(vii) a sequence ~φ = (φ0, . . . , φd) of (quasi-)characters φi of Gi, such that for i < d,
φi is Gi+1-generic of depth ri in the sense of [HM08, Def. 3.7]; and
(viii) an ~s-generic (relative to x) diagram of embeddings {ι} of the buildings B(M i)
and B(Gi) (following the given inclusions of groups) in the sense of [KY17, 3.5],
where ~s = (s−1, s0, s1, . . . , sd−1) with s−1 = 0 and si = ri/2 for 0 ≤ i < d.
In the case that M0 = G0 and Z(G0)/ZG is anisotropic, we say that Σ is a cusp-
idal datum; this is the case considered in [Yu01]. For a cuspidal datum, the choice
of embeddinggs {ι} turns out to be unimportant, so we instead write briefly Σ =
(~G, x, J0, σ, ~r, ~φ), omitting the group J0 when J0 = G0x is maximal.
Remark 5.3. The groups Mi appearing in (ii) above are defined in [KY17, §2.4]
as follows. Let Zs(M
0)◦ be the maximal F -split torus in the centre of M0. For
each 0 ≤ i ≤ d, let Mi be the Gi-centralizer of Zs(M
0)◦. This defines a sequence
~M = (M0,M1, . . . ,Md) that, as shown in [KY17, §2.4], is a generalized twisted Levi
sequence in M, defined over F and split over E. We set M i =Mi(F ).
5.2. Groups associated to the datum. To define the types Kim and Yu associated
to a datum, we first need to define several subgroups used in the construction. Fix a
datum Σ = ((~G,M0), (x, {ι}), (J0M , σ), ~r,
~φ) for this section.
For each 0 ≤ i ≤ d, we may define compact open subgroups of Gi by
J i(Σ, G) = G0xG
1
x,s0 · · ·G
i
x,si−1
; and
H i(Σ, G) = G0x,G
1
x,s0+ · · ·G
i
x,si−1+
.
These are in fact the o-points of the analogous affine normal o-group schemes, each
of whose generic fibres are equal to Gi. Where the pair (Σ, G) is understood, we may
choose to omit it from the notation.
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The induced Moy–Prasad filtration on each of these subgroups is defined, for each
t ≥ 0 and any 0 ≤ i ≤ d, as
J it := J
i ∩Gx,t, and H
i
t := H
i ∩Gx,t.
We abbreviate J i+ := J
i
0+ and H
i
+ = H
i
0+. Then we have a tower of compact open
subgroups of Gi given by
H i+ ⊆ J
i
+ ⊆ J
i
0 ⊆ J
i
such that J i0/J
i
+
∼= G0x,0:0+ for every 0 ≤ i ≤ d. By [KY17, Proposition 4.3(b)], we
also have
(5.1) J i/J i+
∼= J0M/M
0
x,0+.
For each 0 ≤ i < d−1, our next groups are defined first as subgroups ofGi+1(E). Let
T be a maximal E-split F -torus of G0 and for each 0 ≤ j ≤ d set Φj = Φ(Gj ,T, E).
Then we may define
Ji+1(Σ, G, oE) :=〈Tri(oE),Uα,x,ri(oE),Uβ,x,si(oE) | α ∈ Φ
i, β ∈ Φi+1 \ Φi〉; and
J
i+1
+ (Σ, G, oE) :=〈Tri(oE),Uα,x,ri(oE),Uβ,x,si+(oE) | α ∈ Φ
i, β ∈ Φi+1 \ Φi〉.
We then define two more compact open subgroups of Gi+1
(5.2) Ji+1(Σ, G) := Ji+1(Σ, G, oE) ∩G, and J
i+1
+ (Σ, G) := J
i+1
+ (Σ, G, oE) ∩G.
In the literature, the preceding is often abbreviated by writing
J
i+1(Σ, G) = (Gi, Gi+1)ri,si and J
i+1
+ (Σ, G) = (G
i, Gi+1)ri,si+,
which we will use in the sequel for convenience. Again, we may omit (Σ, G) where
this is clear from context.
Note that Ji+1 can be thought of as a kind of complement to J i in J i+1 in the sense
that
(5.3) J iJi+1 = J i+1;
but crucially, J i ∩ Ji+1 = Gix,ri is nontrivial. These groups give us an alternate
description of H+ [HM08, §3] as
(5.4) H = G0x,J
1
+ · · · J
d
+.
Finally, from the datum Σ (and Remark 5.3) we can also extract the tuple ΣM :=
( ~M, x, σ, ~r, ~φ). The following lemma summarizes results proven in [KY17, 7.4], using
[Yu01].
Lemma 5.4. The tuple ΣM is a cuspidal datum in M and, for 0 ≤ i ≤ d, one has
equalities
J i(Σ,M) := J i(Σ, G) ∩M i = J i(ΣM ,M) and
H i(Σ,M) := H i(Σ, G) ∩M i = H i+(ΣM ,M).
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5.3. The types (J(Σ, G), λΣ), (J(Σ,M), λΣ) and (H, σ ⊗ θ). Continuing with the
notation as above, the charater φi admits an extension φˆi to Ji+1+ (Σ, G). We write
Ni+1(Σ, G) = ker φˆi. The following lemma summarizes results proven in [Yu01, §11].
Lemma 5.5. The quotient Wi+1(Σ, G) := Ji+1(Σ, G)/Ji+1+ (Σ, G) is a finite-dimen-
sional f-vector space. Given j, j′ ∈ Ji+1(Σ, G), the commutator [j, j′] is contained
in Gix,ri, and φ
i ◦ [−,−] defines a symplectic form on Wi+1(Σ, G). Moreover, the
quotient Hi+1(Σ, G) := Ji+1(Σ, G)/Ni+1(Σ, G) is a Heisenberg p-group with centre
Zi+1(Σ, G) := Ji+1+ (Σ, G)/N
i+1(Σ, G).
As elaborated carefully in [HM08, 3.25–26], we may canonically define the Heisenberg–
Weil lift ηˆ of φˆi to the group Sp(Wi+1(Σ, G)) ⋉Hi+1(Σ, G). Since J i(Σ, G) acts on
Ji+1(Σ, G) by conjugation, preserving the symplectic form, we have a map J i(Σ, G)⋉
Ji+1(Σ, G) → Sp(Wi+1(Σ, G)) ⋉ Hi+1(Σ, G). With respect to this map we set, for
each gj ∈ J i(Σ, G)Ji+1(Σ, G),
κi(gj) = φi(g)ηˆ(g, j).
This is well-defined, and by (5.3) gives an irreducible representation of J i+1(Σ, G).
Set κd = φd. Inflate each of the remaining representations κi to a representation
of J(Σ, G) := Jd(Σ, G). Using (5.1), we may also inflate σ to a representation of
J(Σ, G). Set κΣ =
⊗d
i=0 κ
i and define
λΣ = σ ⊗ κΣ.
Proposition 5.6 ([KY17, Theorem 7.5]). The representation λΣ restricts irreducibly
to J(Σ,M) = J(Σ, G) ∩ M . The pair (J(Σ,M), λΣ) is an S-type for some finite
set of inertial equivalence classes of M supported on M ; if J0M = M
0
x then S =
{[M,πΣ,M ]M} for some irreducible supercuspidal representation πΣ,M →֒ c-Ind
M
J(Σ,M) λΣ.
Moreover, the pair (J(Σ, G), λΣ) is a G-cover of (J(Σ,M), λΣ). In particular, if
J0M =M
0
x is maximal then (J(Σ, G), λΣ) is an [M,πΣ,M ]G-type.
Upon restriction to the pro-p radical H+(Σ, G) of H(Σ, G), the representation λΣ is
θΣ-isotypic, where
(5.5) θΣ =
d⊗
i=0
φˆi,
understanding this product relative to the factorization (5.4). Following [Ste05] we
say that (H+(Σ, G), θΣ) is the semisimple character associated to Σ. In the case
that Σ is cuspidal, we say that θΣ is a simple character. These characters encode
the arithmetic information contained within the type and will be essential to our
arguments in Section 8.
We conclude this section with a result relating the types arising from data that differ
only in the choice of (J0M , σ), for some Mx,0 ⊆ J
0
M ⊆Mx.
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Lemma 5.7. The restriction of κΣ to J0(Σ, G) is irreducible, and the irreducible
components of λΣ|J0(Σ,G) are of the form σ0 ⊗ κΣ, for some irreducible component σ0
of σ|Mx,0. Given some such irreducible component λ0 = σ0⊗κΣ, the pair (J0(Σ, G), λ0)
is an S-type, for some finite set S of inertial equivalence classes, each of which is
supported on M .
Proof. Given an irreducible component σ0 of σ|Mx,0, it follows immediately from the
definition that
Σ0 = ((~G,M
0), (x, {ι}), (Mx,0, σ0), ~r, ~φ)
is again a datum, and the corresponding type is precisely (J0(Σ, G), λ0). The unique-
ness of the Heisenberg–Weil lift implies that κΣ is an extension of κΣ0 , so restricts
irreducibly; the second statement follows. The remaining statements follow from
Proposition 5.6. 
In particular, when Σ is a cuspidal datum, the above construction gives types (J, λ)
which have the added property that if (K, τ) is an extension of (J, λ) to a maximal
compact-mod-centre subgroup of G, then c-IndGKτ is an irreducible supercuspidal
representation whose inertial class lies is [G, π]G [Yu01].
For the purposes of unicity, however, we are interested in the smallest [G, π]G-type
produced by the JK Yu construction.
Lemma 5.8. If Σ is a cuspidal datum, then the pair (H, σ ⊗ θ) is a type for Σ.
Proof. Note that λ factors as λ = σ⊗κ, and κ is the unique irreducible representation
of J which contains θ; thus the restriction to H of λ is isomorphic to a sum of copies
of σ ⊗ θ. The induced representation c-IndGH σ ⊗ θ is isomorphic to a sum of copies
of c-IndGJ λ, and it follows by Frobenius reciprocity that (H, σ ⊗ θ) is also a [G, π]G-
type. 
6. Mackey theory
Now, and for the remainder of the paper, we fix a cuspidal datum Σ = (~G, x, σ, ~r, ~φ) of
G (with J0 = G0x) and freely use the additional terms defined in Definition 5.2. Since
Σ is fixed, we omit it (and the pair (Σ, G)) from the notation. Thus in particular we
have λ = σ⊗κ and (J, λ) is our fixed type. Following Lemma 4.2, we may without loss
of generality fix a choice π = πΣ of irreducible subrepresentation of Π := c-Ind
G
J λ;
this is a supercuspidal representation of G.
Fix a point y ∈ B(G) such that Gy is a maximal compact open subgroup of G. Our
goal is to determine which, if any, of the irreducible components of π|Gy are [G, π]G
types. Since the restriction to Gy of Π is a sum of countably many copies of π|Gy , we
are free to work with Π|Gy instead.
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We begin with the Mackey decomposition [Kut77]
Π|Gy =
⊕
g:Gy\G/J
Ind
Gy
gJ∩Gy
gλ.
Instead of the component Ind
Gy
gJ∩Gy
gλ, we will prefer to consider its g−1-conjugate
τ(y, g) := Ind
Gg−1y
J∩Gg−1y
λ.
Note that, for a subrepresentation τ of τ(y, g), the pair (Gg−1y, τ) is a [G, π]G-type if
and only if (Gy,
gτ) is.
In Section 7, we will work instead with slightly larger representations.
Fix an irreducible component σ0 of σ|G0x,0. Then Σ0 = (
~G, x, (G0x,0, σ0), ~r,
~φ) is again
a cuspidal datum. By Lemma 5.7 it corresponds to the S-type (J0, λ0) where λ0 =
σ0 ⊗ κ, and S is a finite set of inertial equivalence classes supported on G such that
[G, π]G ∈ S.
The representation Π0 := c-Ind
G
J0 λ0 contains Π is a direct summand. Considering the
Mackey decomposition of Π0|Gy yields, as above, certain twisted Mackey components
τ0(y, g) := Ind
Gg−1y
J0∩Gg−1y
λ0,
as g runs over a set of representatives of Gy\G/J0. It follows that for each such g, we
have
τ0(y, g) =
⊕
h:(J∩Gg−1y)\J/J0
hτ(y, gh).
These decompositions into (twisted) Mackey components have a useful interpretation
in terms of the building B(G). Namely, for each g ∈ G, τ(y, g) is a representation of
the maximal compact open subgroup Gg−1y; we think of it as attached to the point
g−1y ∈ B(G) (or, when convenient, to the point [g−1y] ∈ Bred(G)). As g ranges over
a set of double coset representatives in G, the representations are attached to distinct
points in the orbit of y. Moreover, in general terms, the further g−1y is from the
defining point x of the datum, the smaller is the intersection J ∩Gg−1y, and thus the
greater the likelihood that τ(y, g) (which depends only on λ|J∩Gg−1y) is not unique to
a representation of G determined by the type (J, λ).
In more precise terms, let [x, g−1y] denote the geodesic in B(G) from x to g−1y. Then
Gx ∩ Gg−1y = G[x,g−1y] ⊆ Gz for any z ∈ [x, g
−1y]. Since also H ⊆ Gx, we conclude
that
H ∩Gg−1y ⊆ H ∩Gz
for any z ∈ [x, g−1y]. In Sections 7 and 8, we apply this reasoning (variously to H
or to the larger group J , as convenient) to reduce the questions we are considering
to local ones, depending only an a neighbourhood of x. For example, we have the
following immediate result.
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Proposition 6.1. Suppose that g−1y ∈ B(G)H . Then (Gy,
gτ(g, y)) is a sum of
[G, π]G-types.
Proof. By definition, we have g−1y ∈ B(G)H if and only if H ⊆ Gg−1y. In this case,
τ(y, g) is a subrepresentation of Ind
Gg−1y
H σ⊗ θ, which is seen to be a sum of types by
Lemma 5.8. 
Recall that as H is a compact open subgroup of G, the image of its set of fixed points
B(G)H ⊂ B(G) in Bred(G) is bounded and convex. Since H ⊆ Gx, it follows that
x ∈ B(G)H . This fixed point set may meet the orbit of [y] in 0, 1 or finitely many
points; each of these points defines a different, non-conjugate type on Gy occurring in
π. The conjecture we explore in the following two sections is that these are the only
ones.
Conjecture 6.2 (The unicity of types). Suppose that gτ(g, y) contains a [G, π]G-type.
Then g−1y ∈ B(G)H .
7. Mackey components which intertwine with non-cuspidal
representations
We continue to work with the cuspidal datum Σ = (~G, x, σ, ~r, ~φ) fixed in Section 6,
but focus on the S-type (J0, λ0) = (J0(Σ), σ0 ⊗ κΣ).
Fix a Mackey component τ0(y, g). Write A for the image of the map J0 ∩ Gg−1y →
J0/J+ = G
0
x,0:0+, and write G
0
x = G
0
x,0:0+. In this section, we prove the following
result.
Theorem 7.1. Suppose that there exists a proper parabolic subgroup P of G0x such that
A ⊂ P. Then, for any irreducible component τ of τ0(y, g), there exists a non-cuspidal
irreducible representation π′ of G such that HomGg−1y(τ, π
′) 6= 0. In particular, no
irreducible component of τ0(y, g) is a [G, π]G-type.
Before proceeding to the proof, let us give a simple geometric condition on g−1y in
B(G) under which the hypothesis that A ⊂ P for some proper parabolic subgroup P
of G0x is satisfied. Roughly speaking, the theorem applies to all points not lying on
the “orthogonal complement” of B(G0) in B(G).
Since B(G) has non-positive curvature, for each z ∈ B(G) there exists a unique
closest point z0 to z in B(G0). The resulting projection map proj0 : B(G)→ B(G
0)
is G0-equivariant.
Lemma 7.2. For any z ∈ B(G), one has Gz ∩G
0 ⊆ G0proj0(z).
Proof. Set z0 = proj0(z), and let d denote the metric on B(G). Since each g ∈
G0∩Gz acts by isometries on B(G), fixes z and preserves B(G
0), we have d(z, gz0) =
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d(gz, gz0) = d(z, z0), whence gz0 = z0 by the uniqueness of the closest point in
B(G0). 
Set Γ(x, g−1y) = B(G)Gx∩Gg−1y . By construction, x ∈ proj0Γ(x, g
−1y), as are all
points in its equivalence class modulo Bred(G0) (orBred(G), since Z0/Z is anisotropic).
Lemma 7.3. If proj0Γ(x, g
−1y) ) [x]×X∗(Z)⊗Z R, then A is contained in a proper
parabolic subgroup of G0x. In particular, Theorem 7.1 applies to τ0(y, g).
Proof. Suppose proj0Γ(x, g
−1y) is strictly larger than [x]×X∗(Z)⊗ZR; then it meets
a facet F adjacent to x. For any z0 ∈ F , P = G0z0,0/G
0
x,0+ is a proper parabolic
subgroup of G0x.
So choose z0 ∈ F lying in the image of the projection of some point z ∈ Γ(x, g−1y).
Then J ∩ Gg−1y ⊂ Gx ∩ Gg−1y = GΓ(x,g−1y) ⊆ Gz. Moreover, since the image of J0
in J0/J+ is equal to the image of G
0
x,0, it follows that the image A of J0 ∩ Gg−1y
in J0/J+ is contained in the image of G
0
x,0 ∩ Gz. By Lemma 7.2, G
0 ∩ Gz ⊆ G
0
z0;
intersecting further with the kernel of the Kottwitz homomorphism we deduce that
G0x,0 ∩Gz ⊆ G
0
z0,0, as required. 
We now prove Theorem 7.1 over the remainder of this section, as a series of lemmata.
Fix a proper parabolic subgroup P of G0x containing A, identified with a facet F ⊂
B(G0) adjacent to x. Choose a point z ∈ F for which P identifies with G0z,0/Gx,0+.
Choose an apartment A 0 = A (G0,S0, F ) ⊂ B(G0) which contains both x and z.
Here, S0 is a maximal split torus in G0; let Φ0 = Φ(G0,S0, F ) be the corresponding
rational root system. Then the point
z′ := x+ (x− z) ∈ A 0
satisfies α(z′ − x) = −α(z − x) for all α ∈ Φ0, which implies that G0z′,0/G
0
x,0+ = P¯,
the parabolic subgroup of G0x opposite to P.
By [MP96, §6.3, Proposition 6.4], we may associate to z an F -Levi subgroup M0 of
G0; note that M0 is also by this process associated to z′. Moreover, the images in
G0x of M
0(F )∩G0z,0 and M
0(F )∩G0z′,0 coincide with the Levi factor M of P given by
G0z,0:0+ = G
0
z′,0:0+. Write P = MN for the resulting Levi decomposition of P in G
0
x.
Decompose σ0|M into irreducible components as
(7.1) σ0|M =
⊕
ξ∈Ξ
ξ
where Ξ is some index set. For each ξ ∈ Ξ, fix a representative (Lξ, ζξ) of its cuspidal
support; thus ξ occurs as a summand of IndMLξUξ ζξ for any parabolic Qξ = LξUξ of M
with Levi factor Lξ.
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Lemma 7.4. There exists a point uξ ∈ A
0 for which G0uξ,0:0+ = Lξ, giving rise
to a twisted Levi sequence ~Lξ ⊂ ~G, together with an ~s-generic embedding ι of the
corresponding buildings (relative to uξ) into B(G), such that
(7.2) Jξ := G
0
uξ,0
G1uξ,s0 · · ·Guξ,sd−1 ⊂ J0,
where we have suppressed the notation ι on the left.
Proof. Since Lξ is a Levi subgroup of G
0
x contained inM, there exists a facet Fξ ⊂ A
0,
whose closure contains both x and z′, such that for any uξ ∈ Fξ we have G
0
uξ,0:0+
= Lξ.
As above, associated to uξ is a (proper) Levi subgroup L
0
ξ = L
0
ξ(F ) of G
0. It has the
property that with respect to any embedding of B(L0ξ) into B(G
0), the intersection
L0ξ∩G
0
uξ,0
= (L0ξ)uξ,0 is a maximal parahoric subgroup of L
0
ξ such that (L
0
ξ)uξ,0:0+ = Lξ.
Now, using Kim and Yu’s construction as summarized in Remark 5.3, construct
from L0ξ the generalized twisted Levi sequence (L
0
ξ ,L
1
ξ, . . . ,L
d
ξ = Lξ). Note that
Z(L0ξ)/Z(Lξ) is anisotropic over F since Z(G
0)/Z(G) is. Set Liξ = L
i
ξ(F ).
We now choose a family of embeddings {ι} of the buildings B(Liξ) into B(G
i) that
is ~s-generic and for which (7.2) holds as follows.
Since Z(L0ξ)/Z(Lξ) is anisotropic, B(L
0
ξ) embeds uniquely in B(L
i
ξ) for each i; this
defines points uξ in each of these buildings. An embedding ι of B(L
i
ξ) into B(G
i) is
(uξ, si−1)-generic if for each maximal split torus S
i of Liξ such that uξ ∈ A (L
i
ξ,S
i),
then for each root α ∈ Φ(Gi,Si, F )\Φ(Liξ,S
i, F ) we have that U iα,ι(uξ),si−1 = U
i
α,ι(uξ),si−1+
;
in particular, genericity is the condition that ι(uξ) does not lie on any of the hyper-
planes H iψ,si−1 = {y ∈ A (G
i,Si, F ) | ψ(y) = si−1}, for any affine root ψ with gradient
such an α.
As i ranges from 0 to d, these hyperplanes H iψ,si−1 subdivide each B(G
i) ⊂ B(G),
leaving a collection Oi of open connected components. We require a choice of em-
bedding ι : B(L0ξ) → B(G
0) so that for each i, ι(uξ) lies in some O
i that contains
x in its closure. This is possible, via the argument of [KY17, §3.6], since every
α ∈ Φ(Gi,Si, F )\Φ(Liξ,S
i, F ) is non-constant on Fξ ⊂ B(G
0) ⊂ B(Gi).
By construction, the geodesic (x, ι(uξ)] in B(G) does not cross any hyperplane Hψ,si−1
in B(Gi) for any i, and so U iα,ι(uξ),si−1 ⊂ U
i
α,x,si−1
for all α ∈ Φ(Gi,Si, F )\Φ(Liξ,S
i, F );
moreover, we have U iα,uξ,si−1 = U
i
α,x,si−1
for any α ∈ Φ(Liξ,S
i, F ). This suffices to yield
the inclusion Giι(uξ),si−1 ⊂ G
i
x,si−1
. Together, these inclusions imply (7.2). 
With this choice of ι (which we fix once and for all, and omit from our notation),
and letting ζξ denote the inflation to L
0
ξ,0 of the cuspidal representation by the same
name, it is easy to verify the following.
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Lemma 7.5. The tuple
Σξ := ((~G,L
0
ξ), (uξ, {ι}), (L
0
ξ,0, ζξ), ~r,
~φ)
is a datum.
In particular, via Σξ we now associate to each irreducible component ξ of σ0|M a pair
(Jξ, λξ), where Jξ = J0(Σξ, G) and λξ = ζξ ⊗ κξ). Note that (Jξ, λξ) is an S-type
for some finite set S of inertial equivalence classes, all of which are supported on Lξ;
thus any irreducible subquotient of c-IndGJξ λξ is non-cuspidal. Thus Theorem 7.1 will
follow if we show that, for any component τ of τ0(y, g), there exists a ξ ∈ Ξ such that
τ is contained in an irreducible quotient of c-IndGJξλξ.
A first step, which will be needed in the proof, is to understand the image of Jξ∩Gg−1y
in G0x.
Lemma 7.6. For each ξ ∈ Ξ, the image Aξ of Jξ ∩ Gg−1y in G
0
x is contained in a
parabolic subgroup Qξ of M with Levi factor Lξ.
Proof. Recall that Jξ ⊂ J0, and so J+ ⊂ Jξ,+, which implies that Jξ/J+ ⊂ J0/J+ = G
0
x.
Thus the image Aξ of Jξ ∩ Gg−1y is a subgroup of the image A of J0 ∩ Gg−1y in G
0
x,
which by hypothesis lies in the proper parabolic subgroup P of G0x. On the other
hand, we chose uξ so that
Jξ/J+ = G
0
uξ,0
/G0x,0+ ⊂ G
0
z′,0/G
0
x,0 = P¯,
the parabolic subgroup opposite to P. Therefore Aξ ⊂ M = P ∩ P¯. In fact, since
G0uξ,0/G
0
x,0+ is itself a parabolic subgroup P
′ of G0x with Levi factor Lξ, we can set
Qξ = P
′∩′P, which is a parabolic subgroup of M with Levi decomposition Qξ = LξNξ,
and deduce further that
Aξ ⊂ LξNξ = Qξ ⊂ M,
as desired. 
The crucial technical step is for us to compare the Heisenberg–Weil representations
κ and κξ.
Proposition 7.7. The restriction of κ to Jξ is κξ-isotypic.
We will need the following basic lemma about Heisenberg representations.
Lemma 7.8. Suppose H1 ⊂ H2 are finite Heisenberg p-groups with common centre
Z. Let φ be a non-trivial character of Z, and let η1, η2 be irreducible representations
of H1,H2, respectively, both with central character φ. Then η2|H1 ≃ η
⊕[H2:H1]1/2
1 .
Proof. By the Stone–von Neuman theorem, the irreducible representations of a finite
Heisenberg p-group Hi with centre Z are all [Hi : Z]
1/2-dimensional, and are uniquely
determined by their non-trivial central characters. 
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Proof of Proposition 7.7. Recall that κ is a tensor product κ0 ⊗ κd, where each κi is
obtained from the character φi via a Heisenberg-Weil lift (and κd = φ
d). We wish to
compare the constructions of the representations κi and κξ,i for each 0 ≤ i ≤ d − 1,
and therefore fix an index i throughout.
The essential difference between the groups J and Jξ is the replacement of the point
x with u = uξ. We therefore, write Jx = J and Ju = Jξ in order to keep track of and
further emphasize this distinction. For each w ∈ {u, x}, we have the groups
Jw = (G
i, Gi+1)w,(ri,si), and Jw+ = (G
i, Gi+1)w,(ri,si+).
Recall that we extend the character φi to a character φˆiw of Jw+ and writeNw = ker φˆ
i
w.
We further define
Hw = Jw/Nw,
Ww = Jw/Jw+, and
Zw = Jw+/Nw.
By [HM08, §3.3], the character φˆiw of Jw+ is characterized by the property that it
coincides with φi on Giw,ri, and is trivial on (G
i, Gi+1)w,(ri+,si+). Thus, in particular,
Giw,riNw = Jw+, whence
Jw+/Nw ≃ G
i
w,ri
/ ker φˆi.
Fix a minimal Levi subgroup C i of Gi, arising as the centralizer of a maximal split
torus Si = Si(F ) such that both u and x are contained in the apartment A (Gi,Si, F ).
Then,as noted previously, the Moy–Prasad filtration on C i is independent of the choice
of w ∈ {u, x}. Since φi is a character of Gi, it is trivial on the derived subgroup of
Gi, and hence on the root subgroups of Gi, which implies that
Giw,ri/ kerφ
i ≃ C iri/ kerφ
i.
This allows us to identify Zu with Zx and, moreover, allows us to observe that the
restrictions of φˆiu and φˆ
i
x coincide with that of φ
i under this identification. Thus for
each w ∈ {u, x}, the character φi defines a symplectic structure on Ww, and the
structure of a Heisenberg p-group on Hw, with centre Zw. Our first step is to show
that Wu is a symplectic subspace of Wx.
Given our Levi subgroups Lj := Ljξ for j ∈ {i, i+1}, we may also define the analogous
objects for L := Lξ. Since Lx,r = Lu,r for all r ≥ 0 by construction of L, the following
groups are in fact independent of the choice of w ∈ {u, x}:
JL = (Li, Li+1)w,(ri,si) and J
L
+ = (L
i, Li+1)w,(ri,si+).
The genericity of the embedding of B(Li) into B(Gi) directly implies thatWu ∼= W
L,
as in the proof of [KY17, Thm 7.5]. Because the root subgroups of Li+1 are root
subgroups of Gi+1, we deduce that WL is a subspace of the f-vector space Wx; the
non-degeneracy of Wu with respect to the symplectic form φ
i ◦ [−,−] thus implies
that Wu is a symplectic subspace of Wx.
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The inclusion of JL into Jx thus induces an injective homomorphism i : Hu →֒ Hx,
which restricts to an isomorphism of the centres of these Heisenberg p-groups. Let
(ηw, Vw) denote the Heisenberg representation of Hw with central character φ
i. By
Lemma 7.8, ηx becomes ηu-isotypic upon restriction to Hu.
Now consider the Weil lifts of each of these representations. For w ∈ {u, x}, they are
homomorphisms
ηˆw : Sp(Ww)⋉Hw → Aut(Vw).
Note that ηˆw is characterized as the unique representation of Sp(Ww)⋉Hw extending
ηw (up to certain choices in small residual characteristic; see [HM08, §2.3]). The re-
striction of ηˆx to the subgroup Sp(Wu)⋉Hu, being ηu-isotypic upon further restriction
to Hu, must therefore be ηˆu-isotypic.
Finally, the representation κw,i of J
i+1
w is obtained from φ
i and ηˆw by making the
identification
J i+1w = G
0
w,0G
1
w,s0
· · ·Gi+1w,si = J
i
wJw
and then, for all g ∈ J iw and all j ∈ Jw, setting
κw,i(gj) = φ
i(g)ηˆw(g, j).
Thus, upon restriction, the representation κx,i is κu,i-isotypic, and the same is true of
their respective inflations to J0 = J
d
0 (Σ, G) and Jξ = J
d
0 (Σξ, G). 
With this, we are ready to complete the proof.
Proof of Theorem 7.1. Let τ be an irreducible component of τ0(y, g) = Ind
Gg−1y
J0∩Gg−1y
λ0,
where λ0 = σ0 ⊗ κ. Frobenius reciprocity implies HomJ0∩Gg−1y(τ, σ0 ⊗ κ) 6= 0. We
therefore have nontrivial intertwining between these representations on the smaller
subgroup J0 ∩Gg−1y ∩M
0
x,0Gx,0+, whose image in G
0
x lies in M. Since σ0|M = ⊕ξ∈Ξξ,
we may choose ξ for which
HomJ0∩Gg−1y∩Mx,0Gx,0+(τ, ξ ⊗ κ) 6= 0,
where here we think of ξ as a representation of M0x,0Gx,0+ by inflation. By Lemmata
7.4 and 7.6, we have
Jξ ∩Gg−1y ⊂ J0 ∩Gg−1y ∩Mx,0Gx,0+.
Moreover, by Proposition 7.7, the restriction to Jξ∩Gg−1y of κ is κξ-isotypic. Therefore
we may further conclude that
HomJξ∩Gg−1y(τ, ξ ⊗ κξ) 6= 0.
The cuspidal support of ξ is (Lξ, ζξ); thus choosing the parabolic Qξ of M with Levi
factor Lξ as in Lemma 7.6, we have
0 6= HomM(ξ, Ind
M
Qξ
ζξ ⊗ 1) = HomQξ(ξ, ζξ ⊗ 1),
with the latter identification following by Frobenius reciprocity.
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Therefore it follows from Lemma 7.6 that
HomJξ∩Gg−1y(τ, ζξ ⊗ κξ) 6= 0.
Since τ is irreducible as a representation of Gg−1y, applying Frobenius reciprocity
reveals that τ is a subrepresentation of
πξ := Ind
Gg−1y
Jξ∩Gg−1y
ζξ ⊗ κξ.
Note that by Mackey theory, we have
ResGGg−1yc-Ind
G
Jξ
ζξ ⊗ κξ =
⊕
h:Gg−1y\G/Jξ
Ind
Gg−1y
hJξ∩Gg−1y
h(ζξ ⊗ κξ).
The summand for h = 1 is exactly the representation πξ. It follows that τ is contained
in c-IndGJξ ζξ ⊗ κξ, and hence, by Lemma 4.2 in some finitely generated subquotient,
which admits an irreducible quotient π′ containing τ . Since (Jξ, ζξ⊗κξ) is an S-type
for a set of non-supercuspidal inertial classes S supported on Lξ, this representation
π′ is non-cuspidal. Consequently, (Gg−1y, τ) is not a type. 
Combining Theorem 7.1 with Lemma 7.3, and recalling that τ(y, g) is a subrepresen-
tation of τ0(y, g), we immediately deduce the following:
Corollary 7.9. Suppose that proj0Γ(x, g
−1y) 6= [x]×X∗(Z)⊗ZR. Then no irreducible
component of τ(y, g) is [G, π]G-typical.
8. Points fixed by subgroups of J and intertwining simple characters
We continue to work with the cuspidal datum Σ = (~G, x, σ, ~r, ~φ) fixed in Section 6.
In particular, recall that the subgroup H+ = G
0
x,0+G
1
x,s0+
· · ·Gdx,sd−1+ of J carries the
simple character θΣ obtained from ~φi by appropriate inflation and restriction, as in
(5.5).
Lemma 8.1. The subgroup H+ of J is normal; hence for each t > 0 and 1 ≤ i ≤ d,
J i normalizes Ht = H+ ∩Gx,t.
Proof. Recall that a property of the Moy-Prasad filtration is that [Gkx,r, G
k
x,s] ⊆ G
k
x,r+s
for all r, s ∈ R ∪R+, r, s ≥ 0; see for example [HM08, §2]. We show that each factor
of J = G0xG
1
x,s0
· · ·Gdx,sd−1 normalizes H+. Let G
k
x,r+ denote one of the factors of the
product H+ = G
0
x,0+G
1
x,s0+
· · ·Gx,sd−1+.
Let −1 ≤ i < d, g ∈ Gi+1x,si and h ∈ G
k
x,r+. If i+ 1 ≤ k, then G
i+1 ⊆ Gk and si ≥ 0, so
[h, g] ⊆ Gkr+, whence g normalizes this factor. If k ≤ i, then G
k ( Gi+1 and r+ > 0
so [h, g] ⊆ Gi+1x, si+, whence g
−1hg ∈ hGi+1x,si+ ⊆ H+.
Since J i ⊆ J ⊆ Gx and for any t > 0 and Gx,t is normal in Gx, the lemma follows. 
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Recall that Z i denotes the center of Gi. For each t > 0 let i be the largest index such
that si−1 < t, so that Ht = G
i
x,tG
i+1
x,si+ · · ·Gx,sd−1+. Let
Θt = B(G)
Ht+\B(G)Z
i
t
be the set of points of B(G) fixed by Ht+ but not by Z
i
t , and let Θ =
⋃
t>0Θt.
Theorem 8.2. Suppose that g ∈ G is such that Θ∩[x, g−1y] 6= ∅. Then no irreducible
subrepresentation of the Mackey component τ(y, g) may be a [G, π]G-type.
Remark 8.3. This hypothesis has a geometric interpretation. Note that Z i fixes
B(Gi) as a subset of B(G); thus the filtration subgroup Z it fixes a G
i-invariant
convex neighbourhood of B(Gi). Since Z it ⊂ G
i
t, we have Ht+ ⊆ Z
i
tHt+. Thus
B(G)Ht+ ⊇ B(G)Z
i
tHt+;
their images in the reduced building are bounded convex neighbourhoods of [x] since
the groups are compact open. Note that Θt is exactly their set-theoretic difference.
The set Θt can be empty (for example, whenever Z
i
t = Z
i
t+ ⊂ Ht+) and never meets
B(Gi). One thus expects that as t varies, the regions Θt cover the radial directions
from each of the buildings B(Gi), in the sense of meeting the lines [x, g−1y] for g−1y
sufficiently far from some B(Gi).
Proof. Given g ∈ G such that Θ ∩ [x, g−1y] 6= ∅, there exists t > 0 such that we may
choose u ∈ Θt ∩ [x, g
−1y]. Let 0 ≤ i ≤ d be maximal with respect to the property
that si−1 < t.
Since u ∈ [x, g−1y], we have J ∩ Gg−1y ⊂ J ∩ Gu and Ht ∩ Gg−1y ⊂ Ht ∩ Gu. Since
u ∈ B(G)Ht+\B(G)Z
i
t , we have Ht+ ⊂ Gu but Z
i
tHt+ 6⊂ Gu. Therefore we may
choose an element z ∈ Z it such that zHt+ 6⊂ Gu. Since t ∈ (si−1, si] (or, in the case
i = d, t > sd−1) the quotient Ht/Ht+ is isomorphic to the abelian group G
i
x,t:t+.
Let µ be a character of Ht/Ht+ which is trivial on (Ht ∩ Gu)Ht+ but non-trivial on
zHt+. Inflate µ to a character of Ht. Write θt = θΣ|Ht , and set θ
′ = θtµ. Then θt and
θ′ are characters of Ht with the following properties:
(i) θt = θ
′ on Ht ∩Gu ⊃ Ht ∩Gg−1y;
(ii) θt = θ
′ on Ht+; and
(iii) θt(z) 6= θ
′(z).
Now suppose that τ is an irreducible subrepresentation of the Mackey component
τ(y, g), so that by Frobenius reciprocity we have
0 6= HomGg−1y(τ, Ind
Gg−1y
J∩Gg−1y
λ) = HomGg−1y∩J(τ, λ).
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It follows that τ and λ intertwine on the smaller subgroup Gg−1y ∩Ht, where λ|Ht is
θt-isotypic. Applying Frobenius reciprocity again, we have
(8.1) 0 6= HomGg−1y∩Ht(τ, θt) = HomHt(Ind
Ht
Gg−1y∩Ht
τ, θt).
By (i), we can replace θt by θ
′ on Gg−1y ∩ Ht, so that (8.1) is equivalent to the
statement
(8.2) 0 6= HomGg−1y∩Ht(τ, θ
′) = HomHt(Ind
Ht
Gg−1y∩Ht
τ, θ′).
Now, and for the remainder of the proof, suppose to the contrary that (Gg−1y, τ)
is a [G, π]G-type. Then by [BK98, Proposition 5.2], any irreducible subquotient of
πτ := c-Ind
G
Gg−1y
τ is isomorphic to the twist of π by some unramified character of G.
We recognize the representation IndHtGg−1y∩Ht
τ appearing in (8.1) and (8.2) as a Mackey
component of ResGHtπτ , which is by the preceding a direct sum of copies of Res
G
Htπ.
It therefore follows that the characters θt and θ
′ both occur in ResGHtπ. We will show
that this cannot be the case.
Given that
ResGHt π =
⊕
a:Ht\G/J
IndHtHt∩aJ
aλ,
we may choose a ∈ G such that the corresponding component contains θ′. We then
have
0 6= HomHt(θ
′, IndHtHt∩aJ
aλ) = HomHt∩aJ(θ
′, aλ).
Therefore, on the smaller subgroup Ht ∩
aHt, where
aλ is aθt-isotypic, we have
(8.3) HomHt∩aHt(θ
′, aθt) 6= 0.
In other words, a ∈ G intertwines the two characters θt and θ
′ on Ht.
We now carry out a variant of an inductive argument appearing in [Hak18] and [Yu01],
which is central to the proof that (J, λ) is a [G, π]G-type, in order to show that we
may choose a to be contained in Gi.
Suppose that i ≤ j < d and a ∈ Gj+1 intertwines θt and θ
′ on Ht. That is, a satisfies
HomHt∩aHt(θ
′, aθt) 6= 0.
Since θt = θ
′ on Ht+, when we restrict to Ht+ ∩
aHt+ we can replace θ
′ by θt to
conclude that
HomHt+∩aHt+(θt,
aθt) 6= 0.
This intertwining implies that
[a−1, Ht+] ∩Ht+ ⊂ ker θt ⊂ ker θ.
Recall that H+ contains the subgroups J
ℓ of (5.2). Since t ≤ si ≤ sj, we have that
J
j+1
+ ⊂ Hsj+ ⊂ Ht+, whence
[a−1, Jj+1+ ] ∩ J
j+1
+ ⊂ ker θ.
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Since a ∈ Gj+1 and Jj+1+ ⊂ G
j+1, this is a subgroup of Gj+1der ∩ J
j+1
+ . By [Hak18,
Lemma 3.9.1(5)], the character θ coincides with the character φˆj on this intersection.
Consequently φˆj is also trivial on [a
−1, Jj+1+ ] ∩ J
j+1
+ , which implies a intertwines φˆj,
that is,
Hom
J
j+1
+ ∩
aJ
j+1
+
(φˆj,
aφˆj) 6= 0.
Applying [Yu01, Thm 9.4], we infer that a ∈ Jj+1GjJj+1. Thus there exist j1, j2 ∈ J
j+1
and b ∈ Gj such that a = j1bj2. We wish to show that b intertwines θ
′ and θt on Ht,
which is to say that θ′ and bθt agree on Ht ∩
bHt.
Since in general Jj+1 6⊂ Ht, the representation λ of J does not act by θt-isotypic
on this subgroup. However, in what follows, for each h ∈ Ht, we may make the
identification λ(h) = θt(h), with θt(h) being viewed as a scalar action on the space of
λ.
So let h ∈ Ht ∩
bHt. Noting that b
−1hb ∈ Ht yields
bθt(h) = θt(b
−1hb) = θt(j2a
−1j1hj
−1
1 aj
−1
2 )
= λ(j2a
−1j1hj
−1
1 aj
−1
2 )
= λ(j2)
aλ(j1hj
−1
1 )λ(j
−1
2 ).
Since j1 ∈ J
j+1 ⊂ J j+1 normalizes Ht by Lemma 8.1, we have
j1hj
−1
1 ∈
j1(Ht ∩
bHt) = Ht ∩
j1bHt = Ht ∩
aHt,
whence aλ(j1hj
−1
1 ) acts by the scalar
aθt(j1hj
−1
1 ), which commutes with λ(j2). Since
θ′ and aθt agree on Ht ∩
aHt, we conclude that
bθt(h) =
aθt(j1hj
−1
1 ) = θ
′(j1hj
−1
1 ).
Now recall that µ = θ−1t θ
′ is a character of Ht which is trivial on Ht+. When t 6= si,
we have Jt/Jt+ = Ht/Ht+, and so µ inflates to a character of Jt. If t = si, then
Hsi/Hsi+ = G
i
x,si
Gi+1x,si+/G
i+1
x,si+, which is a subgroup of the abelian group Jsi/Jsi+ =
Gi+1x,si:si+. Thus we can extend µ to a character of Jsi which is trivial on Jsi+.
Consider now the representation of Jt given by λ
′ = µ⊗ ResJJtλ. Upon restriction to
Ht, this representation is µθt = θ
′-isotypic. Since t ≤ si ≤ sj, we have that J
j+1 ⊂ Jt,
whence
θ′(j1hj
−1
1 ) = λ
′(j1)θ
′(h)λ′(j−11 ) = θ
′(h).
Therefore we have found an element b ∈ Gj for which θ′ an bθt agree on Ht ∩
bHt.
Hence by induction, we may assume that we are given an a ∈ Gi such that θ′ and aθt
agree on Ht ∩
aHt. Since Z
i is central in Gi, we therefore have that Z it ⊆ Ht ∩
aHt
and that the characters θ′ and θt agree on Z
i
t , contradicting (iii) above.
Therefore no a ∈ G can intertwine θt and θ
′, which implies in turn that τ cannot be
a [G, π]G-type. 
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Remark 8.4. A natural question is to ask to what extent the above proof may be
made explicit. That is: can one produce an irreducible representation π′ of G, not
isomorphic to an unramified twist of π, such that π′|Gg−1y contains τ(y, g)? In general,
the character µ arising during the proof need not extend to a character ofGi. However,
should µ extend to Gi—as happens, for example, when [Gi, Gi] ∩ J ∩ Gg−1y ⊂ J ∩
Gg−1y—then we may realize π
′ as a supercuspidal representation obtained by replacing
the character φi in the datum Σ with µφi.
9. Implications towards the unicity of types
Recall that, in Conjecture 6.2, we stated the unicity of types as the assertion that,
given a J.K. Yu type (J, λ) for an essentially tame supercuspidal inertial equivalence
class s = [G, π]G, and hence an s-type (H, σ ⊗ θ), then for any maximal compact
subgroup K of G, the only s-types occurring among the components of π|K are those
of the form IndKgH
g(σ ⊗ θ), for g ∈ G such that gH ⊆ K. Equivalently, the Mackey
components of π|Gy which contain types are those corresponding to points in the orbit
of y which lie inside of the convex fixed point set B(G)H .
It is our belief that Theorems 7.1 and 8.2 should together be sufficient to show that,
whenever g−1y lies outside of some compact neighbourhood of B(G)H , the Mackey
component τ(y, g) contains no types; in this section, we describe some heuristic jus-
tifications for this belief, and formulate a building-theoretic conjecture which would
suffice to prove this claim.
Of our two results, the hypotheses of Theorem 7.1 are considerably simpler to verify:
they ask that the subset proj0(g
−1y) is contained in the same facet as x. Thus, we
are reduced to considering only those points g−1y contained within the pre-image of
proj0 over the facet of B(G
0) containing x.
Since H+ ⊂ ker σ, one expects that the failure of τ to contain a type should be
detectable in terms of either σ or θ.
In the latter case, this means that there should exist a character θ′ 6≃ θ of H+ which
is equal to θ upon restriction to H+ ∩ Gg−1y, but which does not intertwine with θ;
Theorem 8.2 gives what we believe to be close to the most general possible means of
constructing such characters θ′. It therefore seems likely that, for almost every point
g−1y ∈ proj−10 (x)\B(G)
H , the geodesic [x, g−1y] should have non-empty intersection
with Θ =
⋃
t>0Θt. Specifically, we expect that the following should be true:
Conjecture 9.1. Suppose that s0 > 1. Then there exists a convex bounded subset
Γ of B(G), containing B(G)H , such that, for every z ∈ B(G)\Γ, the geodesic [x, z]
has non-empty intersection with Θ ∪ proj−10 (B(G
0)\{x}).
By Theorems 7.1 and 8.2, an immediate consequence of this conjecture would be that
a necessary condition for a Mackey component τ(y, g) to contain a type is that g−1y
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is contained in the bounded set Γ; in particular, since each representation τ(y, g) is
of finite length, this implies that π|Gg−1y contains finitely many types.
However, verifying this conjecture appears to be extremely difficult in general, due
to the poorly understood nature of subsets of B(G) of the form B(G)Tt , for T some
anisotropic-modulo-centre torus in G. Indeed, determining the growth of the sets
B(G)Tt appears to be a rather subtle problem, as shown in [MS12] and [Hur05]; we
do not expect a simple uniform answer. We remark, however, that it is implicit in
Paskunas’ proof of the unicity of types for GLn(F ) in [Pas05] that this conjecture is
true in this case. One may also often check the conjecture by hand for split groups of
small rank; in particular, the authors intend to describe these computations for small
symplectic groups in forthcoming work.
The compact neighbourhood Γ of B(G)H merits some further discussion. We expect
that, if g−1y is contained within the ball about x of radius 1, and projects to x, then
the geodesic [x, g−1y] may not intersect any of the sets Θt. However, for g
−1y ∈
Γ\B(G)H , one still expects that τ(y, g) contains no types. Since this is a setting in
which neither Theorem 7.1 or Theorem 8.2 is applicable, the remaining possibility is
that there exist cuspidal representations σi 6≃ σ such that σ|G0x,0∩Gg−1y is contained
in
⊕
i σi|G0x,0∩Gg−1y . Again, in the case of GLn(F ), this is known to be true [Pas05,
Prop. 6.9], although the proof of this is heavily reliant on a number of properties of
finite general linear groups which do not hold for general finite groups of Lie type
(namely, that every cuspidal representation is regular, and that such groups contain a
unique conjugacy class of minisotropic tori). A proof of this result valid for arbitrary
finite groups of Lie type appears to currently be beyond reach.
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