1. Introduction and Summary. Some calculations on digital computers require a multitude of normally distributed random numbers, for instance in connection with Monte Carlo methods. Because of the great quantity, a fast way of generating them is desired, which would naturally be done at some expense of precision. Several methods are described and compared by M. E. Muller in [3] . In order to transform uniformly distributed random numbers into normally distributed ones, he proposes in [2] to approximate the inverse function of the cumulative normal distribution function by polynomials. The interval 0 ^ t ^ 1 is divided into 128 parts of equal lengths, and for all of them except the first and the last one, where the inverse function becomes infinite, polynomials of first, second, and fourth degree respectively, are given, approximating the inverse distribution with a maximum error of 0.0004. The division into 128 parts is appropriate for binary electronic computers. We give in Section 2 similar approximations for decimal computers dividing the whole interval into 100 parts for maximum errors of .0004 and .0001. Near its singularities, the inverse function can be approximated by rational functions and by an iterative method based on the semiconvergent series of the normal distribution function. This will be done in Section 3.
2. Approximation by Polynomials. Let <b(x) be the cumulative normal distribution function and ip(t) its inverse, 0 á Í | 1, Because of the relation tf(l -t) = -Ht), we restrict our attention to t ^ .5. We want to approximate \j/(t) in appropriate intervals by polynomials. In order to facilitate address modification on decimal computers, the whole range of t is divided into subintervals of length x^, the subinterval /" being /-: m^t<n-lV' »-0,1,.-.40.
To get a maximum error eM of less than 0.0004, approximation of \f/(t) by linear functions an + bnt is sufficient for 8 ^ n ^ 49. For n ^ 16, the maximum error is even less than 0.0001. The coefficients an and bn are shown in Table 1 . Quadratic functions are sufficient for tM = .0001, n ^ 3, and eM = .0004, n S; 2, respectively, polynomials of third order for eM = .0001, n = 2, and for eM = .0004, n = 1, and a fourth order polynomial for eM = .0001, n = 1. The coefficients are listed in Table 2 .
The first polynomial in Table 2 (n = 0) is correct to 0.001 for t ^ .0020093 only, corresponding to \p(t) = 2.8767; for smaller values of t, the error becomes fairly large, and the function value at t = 0 is -3.283 258 instead of -«j. This approxi- mation might be used, if not too many normally distributed random numbers are needed, or if a lower accuracy is sufficient near t = 0 and t = 1.
The linear functions are computed such, that the error is the same at both ends of the proper interval and has the same absolute value and opposite sign in its middle. The maximum absolute error is then slightly greater. The polynomials of second and higher degree, with the exception of the first one (n = 0), are Chebyshev approximations, which again almost minimize the maximum absolute error. The coefficients were computed first for a linear transform, y, of t, such that y = ±1 at the end points of the corresponding interval. The rounding error of each term then did not exceed 10~ . Transforming to t as independent variable, the rounding error remains of the same order of magnitude, although the high order coefficients seem to provide an accuracy of four decimals only. I.e., any rounding error of the high order term is adjusted by corresponding alterations of the other coefficients to yield a total rounding error not much greater than 10~6. Much accuracy is lost if all coefficients are rounded to four decimal places. The first polynomial (n = 0) yields an error of absolute value 0.001 and opposite signs at six points of the interval 0.002 0093 ^ t ^ 0.01. The first end point is chosen so as to get as large an interval as possible with an absolute error less than 0.001. Table 2 is not sufficient, then other methods must be used to invert the normal distribution function in this interval. An approximation closer than by a poly- Table 3 Approximation of\f/(t) by rational functions Ri(t) = A4 + P¿ + Ci/t + Di/t2 in the intervals a, S I á /3¿ License or copyright restrictions may apply to redistribution; see https://www.ams.org/journal-terms-of-use nomial of fourth degree is given by the functions Ri(t) = Ait + Bi+^ + ^, *iutußi which need about the same computation time on digital computers. Table 3 shows the coefficients of four such functions with a maximum error of 0.0004 in the interval .000 962 ^ t ^ 0.08 and of four functions with a maximum error of 0.0001 in the interval .000 362 4 ^ t ;£ 0.01. In the first case, the use of all four rational functions eliminates the need of quadratic and cubic polynomials as described in Section 2. This simplifies the program; however, the rational functions need about one and a half times the computation time of a quadratic polynomial.
Special Methods for the End Intervals. If the accuracy of the first polynomial in
In the remaining interval, t < .000 962, t < .000 362 4 respectively, i.e.
x < -3.1016, x < -3.3800 respectively, the approximation rrr \ 1.26
may be used. It is derived from the semi-convergent series for $(x)/4>(x); the coefficient of x~ , however, is altered in order to yield a smaller absolute error. Let t be given, and x, x*, Ax be the solutions of This procedure converges considerably faster than Newton's method for S(x), and was derived from Newton's method applied to log S(x). Numerical calcula-
