Abstract. We discuss the system of Fokker-Planck and Hamilton-JacobiBellman equations arising from the finite horizon control of McKean-Vlasov dynamics. We give examples of existence and uniqueness results. Finally, we propose some simple models for the motion of pedestrians and report about numerical simulations in which we compare mean filed games and mean field type control.
(Communicated by the associate editor name) 1 . Introduction. In the recent years, an important research activity has been devoted to the study of stochastic differential games with a large number of players. In their pioneering articles [11, 12, 13] , J-M. Lasry and P-L. Lions have introduced the notion of mean field games, which describe the asymptotic behavior of stochastic differential games (Nash equilibria) as the number N of players tends to infinity. In these models, it is assumed that the agents are all identical and that an individual agent can hardly influence the outcome of the game. Moreover, each individual strategy is influenced by some averages of functions of the states of the other agents. In the limit when N → +∞, a given agent feels the presence of the other agents through the statistical distribution of the states of the other players. Since perturbations of a single agent's strategy does not influence the statistical distribution of the states, the latter acts as a parameter in the control problem to be solved by each agent. Another kind of asymptotic regime is obtained by assuming that all the agents use the same distributed feedback strategy and by passing to the limit as N → ∞ before optimizing the common feedback. Given a common feedback strategy, the asymptotics are given by the McKean-Vlasov theory, [16, 20] : the dynamics of a given agent is found by solving a stochastic differential equation with coefficients depending on a mean field, namely the statistical distribution of the states, which may also affect the objective function. Since the feedback strategy is common to all agents, perturbations of the latter affect the mean field. Then, having each player optimize its objective function amounts to solving a control problem driven by the McKean-Vlasov dynamics. The latter is named control of McKean-Vlasov dynamics by R. Carmona and F. Delarue [8, 7] and mean field type control by A. Bensoussan et al, [4, 5] . When the dynamics of the players are independent stochastic processes, both mean field games and control of McKean-Vlasov dynamics naturally lead to a coupled system of partial differential equations, a forward Fokker-Planck equation (which may be named FP equation in the sequel) and a backward Hamilton-Jacobi-Bellman equation (which may be named HJB equation). For mean field games, the coupled system of partial differential equations has been studied by Lasry and Lions in [11, 12, 13] . Besides, many important aspects of the mathematical theory developed by J-M. Lasry and P-L. Lions on MFG are not published in journals or books, but can be found in the videos of the lectures of P-L. Lions at Collège de France: see the web site of Collège de France, [15] . One can also see [9] for a brief survey. In the present paper, we aim at studying the system of partial differential equations arising in mean field type control, when the horizon of the control problem is finite: we will discuss the existence and the uniqueness of classical solutions. In the last paragraph of the paper, we briefly discuss some numerical simulations in the context of motion of pedestrians, and we compare the results obtained with mean field games and with mean field type control.
Model and assumptions.
For simplicity, we assume that all the functions used below (except in § 4) are periodic with respect to the state variables x i , i = 1, . . . , d, of period 1 for example. This will save technical arguments on either problems in unbounded domains or boundary conditions. We denote by T d the d−dimensional unit torus:
Let P be the set of probability measures on T d and P ∩L 1 (T d ) be the set of probability measures which are absolutely continuous with respect to the Lebesgue measure. For m ∈ P ∩L 1 (T d ), the density of m with respect to the Lebesgue measure will be still be noted m, i.e. dm(x) = m(x)dx. Let g be a map from P to a subset of
• there exists a constant M such that for all m ∈ P and
and a transport plan γ between m and m ′ is a Borel probability measure on
• there exists a mapg from
Hereafter, we will not make the distinction between g andg.
Consider a probability space (Ω, A, P) and a filtration F t generated by a d-dimensional standard Wiener process (W t ) and the stochastic process (X t ) t∈[0,T ] in R d adapted to F t which solves the stochastic differential equation
given the initial state X 0 which is a random variable F 0 -measurable whose probability density is noted m 0 . In (1.1), ν is a positive number, m t is the probability distribution of X t and a t is the control which we take to be
where v(t, ·) is a continuous function on T d . To the pair (v, m), we associate the objective
where f (resp. h) is a map from P to a subset of
We assume that
Hereafter, we will not make the distinction between f andf .
We also assume that there exists a maph from
Hereafter, we will not make the distinction between h andh. It will be useful to define the Lagrangian and Hamiltonian as follows: for any
where p · q denotes the scalar product in R d . It is consistent with the previous assumptions to suppose that
). We will not make the distinction between H andH.
•
As explained in [5] , page 13, if the feedback function v is smooth enough and if m 0 ∈ P ∩L 1 (T d ), then the probability distribution m v (t, ·) has a density with respect to the Lebesgue measure, m v (t, ·) ∈ P ∩L 1 (T d ) for all t, and its density m v is solution of the Fokker-Planck equation
(1.4) with the initial condition
Therefore, the control problem consists of minimizing
subject to (1.4)-(1.5). In [5] , A. Bensoussan, J. Frehse and P. Yam have proved that a necessary condition for the existence of a smooth feedback function v * achieving
where (m, u) solve the following system of partial differential equations
with the initial and terminal conditions
(1.8) It will be useful to write
Remark 1. Note the difference with the system of partial differential equations arising in mean field games, namely 
Existence results. We focus on the system (1.6)-(1.8). We are going to state existence results in some typical situations.
We shall need to use spaces of Hölder functions in Q: For α ∈ (0, 1), the space of Hölder functions C α/2,α (Q) is classically defined by
and we define
of all the functions w ∈ C(Q) which have partial derivatives
, endowed with the semi-norm
and norm
Finally, the space C 1+α/2,2+α is made of all the functions w ∈ C 1 (Q) which are twice continuously differentiable w.r.t. x, with partial derivatives
for all i = 1, . . . , d, and
It is a Banach space with the norm
2.2. The case when ∂ p H is bounded. We make the following assumptions on h, m 0 , H and G, in addition to the regularity assumptions on H already made in
where u T is a smooth function defined on T d . Moreover, m 0 is a smooth positive function.
(H 1 ) There exists a constant γ 0 > 0 such that
There exists a constant γ 1 > 0 such that
and there exists a constant
There exists a constant γ 3 > 0 such that:
Example. All the assumptions above are satisfied by the map H :
where Φ is a C 2 function from R d to R + such that D 2 Φ and DΦ are bounded, α and c are positive numbers, ρ 1 and ρ 2 are smoothing kernels in
Such a Hamiltonian models situations in which there are congestion effects, i.e. the cost of displacement increases in the regions where the density is large. The term
2.2.1. A priori estimates. We first assume that (1.6)-(1.8) has a sufficiently smooth solution and we look for a priori estimates.
Step
The Cauchy problem satisfied by m can be written
and from the classical theory on weak solutions to parabolic equations, see e.g. Theorem 6.1 in [14] , there exists a constant
Moreover, since the operator in (2.1) is in divergence form, we have maximum estimates on m, see Corollary 9.10 in [14] : there exists a constant C 1 depending only on m 0 ∞ and γ 1 such that
Therefore, the Fokker-Planck equation in (2.1) can be rewritten ∂m ∂t
where B ∞ ≤ γ 1 C 1 . From from standard results on the heat equation, see [10] , this implies that for all p ∈ [1, ∞) there exists a constant C 2 (p) which depends on m 0 ∞ and γ 1 , such that
Finally, Hölder estimates for the heat equation with a right hand side in divergence form, see for example Theorem 6.29 in [14] , yield that for any α ∈ (0, 1), there exists a positive constant C 3 (α) ≥ C 1 which only depends on γ 1 and on
For some smooth functionû, let us consider ∂u ∂t
instead of (2.6), with the same terminal condition as in (1.8). From Assumption (H 1 ) and (
where c > 0 depends on C 1 in (2.2) and γ 2 . Multiplying (2.7) by u(t, x)e −2Λt and integrating on T d , then using the bounds on a ∞ , A ∞ ≤ γ 1 and (2.8), a standard argument yields that there exist constants Λ andC 4 which depend only on γ 0 , γ 1 ,
Hence, if 
(2.12) Similarly, a solution of (1.6)-(1.8) satisfies (2.12) with the same constants Λ and C 4 . Note that Λ can be chosen large enough such that the function (t, x) → u T (x) satisfies (2.12).
For a solution of (1.6)-(1.8), this implies that
(2.13)
As a consequence, the left-hand side of (2.6) is bounded in L ∞ (Q), and this yields Hölder estimates on u: by using Theorem 6.48 in [14] , we see that for all θ ∈ (0, 1), there exists a constant C 5 (θ) which depends on θ,
which holds for a solution of (2.7) with the terminal condition (1.8), as soon asû satisfies (2.12) and (2.13).
Step 3: uniform bound on m C (1+θ)/2,1+θ (Q) , θ ∈ (0, 1). Let us go back to (1.7). From Assumptions (H 1 ) − (H 4 ), and from the previous two steps, we see that for any θ ∈ (0, 1), m and ∂H ∂p [m](·, ∇u) are both bounded in C θ/2,θ (Q) by constants which depend on m 0 and u T , and γ 0 , . . . , γ 3 . Thus, the function B in (2.3) is bounded in C θ/2,θ (Q). Using Theorem 6.48 in [14] for the heat equation with a data in divergence form, we see that for all θ ∈ (0, 1), there exists a constant C 6 (θ) which depends on θ, m 0
Step 4: uniform bounds on u C 1+θ/2,2+θ (Q) , θ ∈ (0, 1). From the previous steps and Assumptions (H 1 ) − (H 4 ), we see that there exists a constant c such that the functions in (2.6) satisfy a C θ/2,θ (Q) ≤ c and A C θ/2,θ (Q) ≤ c. Similarly, from Assumptions (H 3 ) and (
Standard regularity results on parabolic equations, for instance Theorem 4.9 in [14] lead to the existence of
The existence theorem.
Theorem 1. Under the Assumptions (H 0 )-(H 5 ), for α ∈ (0, 1) there exist functions u ∈ C 1+α/2,2+α (Q) and m ∈ C (1+α)/2,1+α (Q) which satisfy (1.6)-(1.8), ( note that (1.7) is satisfied in a weak sense).
Proof. The argument is reminiscent of that used by J-M. Lasry and P-L. Lions for mean field games: it is done in two steps
Step A. For R > 0, let η R : R → R be a smooth, nondecreasing and odd function such that
We consider the modified set of equations
We are going to apply Leray-Shauder fixed point theorem to a map χ defined for
where u is a weak solution of (2.15) and u| t=T = u T . Existence and uniqueness for this problem are well known. Moreover, from the estimates above, for every 0 < α < 1, u C 1/2+α/2,1+α (Q) is bounded by a constant independent of m and m → u is continuous from X to C 1/2+α/2,1+α (Q). Fix θ ∈ (0, 1), and consider the map ζ :
, (m, u) →m wherem is a weak solution of the Fokker-Planck equation
andm| t=0 = m 0 . Existence and uniqueness are well known, and moreover, the estimates above tell us that for all 0 < α < 1, there exists R α > 0 such that m C α/2,α (Q) ≤ R α uniformly with respect to m and u. Moreover from the assumptions, it can be seen that ζ maps continuously X × C 1/2+θ/2,1+θ (Q) to X. Let K be the set { m C α/2,α (Q) ≤ R α ; m| t=T = m T } ∩ X: this set is a compact and convex subset of X and the map χ = ζ • ψ: m →m is continuous in X and leaves K invariant. We can apply Leray-Shauder fixed point theorem the map χ, which yields the existence of a solution (u R , m R ) to (2.15)-(2.16). Moreover the a priori estimates above tell us that u R ∈ C 1+α/2,2+α (Q) and m R ∈ C (1+α)/2,1+α (Q).
Step B. Looking at all the a priori estimates above, it can be seen that m R , (resp u R ) belongs to a bounded subset of C α/2,α (Q) (resp. C 1/2+α/2,1+α (Q)) independent of R.
, and (m R , u R ) is a weak solution of (1.6)-(1.8), with u R ∈ C 1+α/2,2+α (Q) and m R ∈ C (1+α)/2,1+α (Q).
Remark 3.
It is possible to weaken some of the assumptions in Theorem 1: for example, we can assume the following weaker version of (H 2 ), namely: (H ′ 2 ) There exists a constant γ 1 > 0 and η ∈ (0, 1) such that
Indeed, the regularity of ∂H ∂p with respect to p is only used in Steps 3 and 4 above: with this weaker assumptions, the conclusions of steps 3 and 4 hold with 0 < θ < η, and this is enough for proving the existence of u ∈ C 1+α/2,2+α (Q) and m ∈ C (1+α)/2,1+α (Q) for some α, 0 < α < η which satisfy (1.6)-(1.8).
2.3.
Hamiltonian with a subquadratic growth in p: a specific case. For a smooth nonnegative periodic function ρ, two constants α > 0 and β, 1 < β ≤ 2, let us focus on the following Hamiltonian:
The map G defined in (1.9) is
whereρ(x) := ρ(−x). Assuming that m 0 is smooth, let us callm 0 = m 0 ∞ : for all 
A priori estimates.
We first assume that (1.6)-(1.8) has a sufficiently smooth weak solution and we look for a priori estimates.
Step 1: a lower bound on u. Since G is non negative, by comparison, we see that
Step 2: an energy estimate and its consequences. Let us multiply (1.6) by m −m 0 and (1.7) by u and integrate the two resulting equations on T d . Summing the resulting identities, we obtain:
In (2.19), the first term in the left hand side is bounded from below by − u T ∞ (1 + m 0 ), The second term is larger than u T T d (m 0 − m(0, x))dx = (m 0 − 1)u T . Therefore, the left hand side of (2.19), is bounded from below by a constant c which only depends onm 0 and u T ∞ ; we obtain that
We see that last term can be bounded as follows:
Therefore,
From (2.17) and (2.18), we see that there exists a constant C 1 which depends on m 0 and u T ∞ such that
Using (2.20), we deduce from a comparison argument applied to the HJB equation that there exists a constant C 2 which depends onm 0 and u T ∞ such that , p) ). We deduce from (2.20) and the latter observation that there exists a constant C 3 > 0 such that
Step 
(2.23) by a constant depending only on u T and m 0 . We infer that (1.6) can be written
where a is a function which belongs to C([0, T ]; C p (T d )) for all p ∈ N, with corresponding norms bounded by constants depending only on u T and m 0 . From (2.20), we deduce that for all p ∈ N, b L 1 (0,T ;W p,∞ (T d )) is bounded by a constant depending only on u T and m 0 , because
Step 4: uniform estimates on |∇u|.
, we can apply Bernstein method to (2.25) and estimate |∇u|. By a slight modification of the proof of Theorem 11.1 in [14] , (the only difference is that in [14] , b is supposed to belong to
, but it can be checked that this assumption can be weakened), we prove that there exists a constant C 4 which depends on u T and m 0 such that
The proof adapted from [14] is rather long, so we do not reproduce it here.
Step 5: stronger a priori estimates. Since |∇u| is bounded, we can recover all the a priori estimates in § 2.2.1, except that the estimates in Step 3 and 4 of § 2.2.1 only hold with 0 < θ < β − 1, in view of Remark 3. We obtain that for all γ ∈ (0, 1), there exist two constants C 5 (γ) and C 6 (γ) such that m C γ/2,γ (Q) ≤ C 5 (γ) and u C (1+γ)/2,1+γ (Q) ≤ C 5 (γ), and that for all θ ∈ (0, β − 1), there exist two constants C 7 (θ) and C 8 (θ) such that m C (1+θ)/2,1+θ (Q) ≤ C 7 (θ) and u C 1+θ/2,2+θ (Q) ≤ C 8 (θ).
The existence theorem.
Theorem 3. We assume (H 0 ) and (2.18). For γ, 0 < γ < β − 1, there exists a function u ∈ C 1+γ/2,2+γ (Q) and m ∈ C (1+γ)/2,1+γ (Q) which satisfy (1.6)-(1.8) with H given by (2.17).
Proof. We start by suitably truncating the Hamiltonian H and the map G: for R > 1, define
and
(2.29) Thanks to Remark 3, we can use a slightly modified version of Theorem 1: for some γ, 0 < γ < β − 1, there exists a solution (u R , m R ) of
with the initial and terminal conditions (1.8), such that u R ∈ C 1+γ/2,2+γ (Q) and m R ∈ C (1+γ)/2,1+γ (Q). Then it is possible to carry out the same program as in Step 1 and 2 in § 2.3.1: using (2.27)-(2.29), we obtain that there exists a constant c independent of R such that
and this implies the counterpart of (2.20): there exists a constant C independent of R such that
From this, we obtain the counterpart of (2.22):
where C is a constant independent of R. This estimate allows one for carrying out Steps 3 and 4 in § 2.3.1 and obtaining estimates independent of R: in particular, the same Bernstein argument can be used, and we obtain that there exists a constant independent of R such that ∇u R L ∞ (Q) ≤ C. In turn, step 5 in § 2.3.1 can be used and leads to estimates independent of R. From this, taking R large enough yields the desired existence result.
3. Uniqueness. In what follows, we prove sufficient conditions leading to the uniqueness of a classical solution of (1.6)-(1.8). For simplicity, we still assume that the final cost does not depend on the density, i.e. that there exists a smooth function u T such that h[m](x) = u T (x). In order to simplify the discussion, we assume that the operator H depends smoothly enough on its argument to give sense to the calculations that follow. We consider two classical solutions (u, m) and (ũ,m) of
We subtract (3.3) from (3.1), multiply the resulting equation by (m(t, x) −m(t, x)), and integrate over Q. Similarly, we subtract (3.4) from (3.2), multiply the resulting equation by (u(t, x) −ũ(t, x)), and integrate over Q. We sum the two resulting identities: we obtain
where It can be checked that e is C 1 on [0, 1] and that its derivative is
Let us introduce the functional defined on
The second order Fréchet derivative of H with respect to m (respectively p) at (m, p) is a bilinear form on
We see that (3.7) can be written as follows:
A sufficient condition for the uniqueness of a classical solution of (1.6)-(1.8) is that 
But, from (3.6) and (3.10), the properties of the quadratic form
(3.12) If ν > 0, then the maximum principle implies that m(t, x) > 0 for all t > 0, x ∈ T d . This observation, (3.12) and the strict concavity of H with respect to p imply that ∇u(t, x) = ∇ũ(t, x) > 0 for all t, x, which yields immediately that u =ũ by using (1.6).
Remark 5. Let us give an alternative argument which does not require the knowledge that m(t, x) > 0 for all t > 0, x ∈ T d . Such an argument may be useful in situations when ν = 0 or ν is replaced in (1.1) by a function of x which vanishes in some regions of T d . The strict concavity of H with respect to p and (3.12) yield the fact that u =ũ in the region where m > 0. This implies that
hence, for all t and x, ∂u ∂t
We can then apply standard results on the uniqueness of the Cauchy problem with the HJB equation
](x, ∇u(t, x)) = g and obtain that u =ũ.
positive definite and we have proved the second condition onH.
4. Numerical Simulations. Here we model a situation in which a crowd of pedestrians is driven to leave a given square hall (whose side is 50 meters long) containing rectangular obstacles: one can imagine for example a situation of panic in a closed building, in which the population tries to reach the exit doors. The chosen geometry is represented on Figure 1 . The aim is to compare the evolution of the density in We use the finite difference method originally proposed in [3] , see [1] for some details on the implementation and [2] for convergence results. On Figure 2 , we plot the density m obtained by the simulations for the two models, at t = 1, 2, 5 and 15 minutes. With both models, we see that the pedestrians rush towards the narrow corridors leading to the exits, at the left and right sides of the hall, and that the density reaches high values at the intersections of corridors; then congestion effects explain why the velocity is low (the gradient of u) in the regions where the density is high. On the figure, we see that the mean field type control leads to a slower exit of the hall, with lower peaks of density. 
