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Abstract 
We consider the problem of dualizing a positive Boolean function f: B” + B given in irre- 
dundant disjunctive normal form (DNF), that is, obtaining the irredundant DNF form of its 
dualSd(x) =f(@. The functionfis said to be regular if there is a linear order 2 on { 1, . . . . rz} 
such that i kj, xi = 0, and xj = 1 imply f(x) < f(x + ui - uj), where uk denote unit vectors. 
A previous algorithm of the authors, the Hop-Skip-and-Jump algorithm, dualizes a regular 
function in polynomial time. We use this algorithm to give an explicit expression for the 
irredundant DNF offd in terms of the one forf. We show that if the irredundant DNF forfhas 
m 2 2 terms, then the one forfd has at most (n - 2)m + 1, and can be computed in O(nm) time. 
This can be applied to solve regular set-covering problems in O(nm) time. 
1. Introduction 
Given a positive Boolean function of n variables in disjunctive normal form (DNF) 
f(x) = \j; A xj> 
k= 1 jsSk 
(1) 
where {S,, . . ..S.} is a collection of subsets of the set N = { 1, . . . , PI} such that A’,$ Sj for 
all i # j (i.e., the DNF is irredundant), the dual function f” off is defined by 
fd(X) =f(~) = ~ V Xj. 
k=l jsSk 
(2) 
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Notice that expression (2) is in conjunctive normal form (CNF). However, in many 
applications such as threshold logic, reliability theory, game theory and combina- 
torial optimization, one is interested in finding the (unique) irredundant DNF offd. 
Let 
fd(x) = Q A xj 
k=l jeTk 
(3) 
be that DNF. An element x of B” = (0, l}“-henceforth called a point-is said to be 
feasible iff(x) = 0 and infeasible iff(x) = 1. A simple but important fact is that the 
maximal feasible points (MFP’s) offare the characteristic vectors of the complements 
of the sets Tk in (3), whereas the minimal infeasible points (MIPS) off are the 
characteristic vectors of the sets Sk in (1). Here “maximal” and “minimal” refer to the 
componentwise or product partial order 6 on B”. 
In principle, one can always obtain the DNF (3) from the CNF (2) using distributiv- 
ity, but this may require exponential time. Under stronger assumptions onf, such as 
regularity, one can compute a DNF for f” in an efficient way. 
The positive Boolean functionfis said to be regular if there is a linear order 2 on 
N such that, for every vector x E B” and all pairs (i,j) with i kj, xi = 0 and xj = 1, one 
has 
f(x) d f(x + Q - uj)> (4) 
where r& denotes the kth unit vector (0, . . . . 0, l,O, . . . ,O). For example, every positive 
threshold function (i.e., the characteristic function of the solutions of a linear inequal- 
ity with nonnegative coefficients in O/l variables) is regular. The notion of regularity 
was introduced by Winder [9]. Using his results, one can recognize regular Boolean 
functions in O(m2n) time. 
An efficient procedure for dualizing a regular Boolean function was proposed by 
Hammer, Peled and Pollatschek [S], who did not analyze the worst-case complexity, 
but empirically observed that the average-case complexity grows linearly with m. 
Subsequently in [S] we devised the so-called “Hop-Skip-and-Jump” dualization 
algorithm for regular functions-a modification of the above procedure-and proved 
a polynomial-time bound, namely O(n3m), for its running time. Furthermore, we 
proved that the number 4 of MFP’s is bounded above by ylm + m + n. Making use of 
these results and of Karmarkar’s linear programming algorithm [7], we obtained the 
first polynomial-time algorithm for threshold synthesis. Another consequence was 
that regular set-covering problems can be solved in polynomial time. Later on Crama 
[4] described a different and elegant dualization algorithm for regular functions 
running in 0(&n) time, and obtained an improved upper bound for 4, namely 
4 d nm. Bertolazzi and Sassano [2], using the terminology of clutters instead of the 
one for positive Boolean functions, introduced the class of ideal clutters as a common 
generalization of regular clutters and matroidal clutters. They presented algorithms to 
recognize and dualize an ideal clutter and solve the associated set-covering problem in 
O(n%?) time. In [3] they specialized these methods to regular clutters to perform 
these tasks in O(nm) time. 
In this paper, we investigate the structure of the set of maximal feasible points of 
a regular Boolean function through a careful analysis of the Hop-Skip-and-Jump 
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algorithm. Our main result (Theorem 3.3) provides explicit formulas for the MFP’s in 
terms of certain MIPS, that is, an explicit DNF expression of the dual of a regular 
Boolean function given in DNF. As we shall see, this result has some important 
consequences: 
(1) an O(nm)-time implementation of the Hop-Skip-and-Jump algorithm; 
(2) an O(nm)-time algorithm for regular set covering; 
(3) an improved upper bound for the number of MFP’s, namely q < (n - 2)m + 1, 
when m 2 2. Notice that for m 3 2, this upper bound is always smaller than nm. 
Further improvements in the upper bound are likely. 
2. The Hop-Skip-and-Jump algorithm 
For convenience, the Hop-Skip-and-Jump algorithm will be recalled in this section. 
For a correctness proof and other details, see [S]. 
Let f be a regular Boolean function. Without loss of generality we may assume that 
f is not constant and that the elements of the index set N are numbered so that 
I>, . . . Ken. The support of a point x E B” is the set supp(x) = {j E N: xj = lj. The 
positional representation of x is the n-vector whose components are the elements of 
supp(x) in increasing order, followed by zeros. We say that x’follows x and write XXX’ 
if the positional representation of x’ is lexicographically greater than the positional 
representation of x. The linear order < on B” will be called the positional order. The 
immediate successor of x in the positional order is denoted succ(x). Expressions like 
“before”, “between”, and “consecutive” always refer to the positional order. 
Let us introduce some more notations: 
b(x) = 
0, 
max{j: Xj = l}, 
if x = ” (bottom), 
if X # 0, 
d(x) = 
1, if x = 0 or x1 = ... = xbCrI = 1, 
max(j: xj- 1 = 0, xj = l}, otherwise, 
fill(x) = 
x + ub(x)+l, if b(x) < n, 
undefined, if b(x) = n, 
brs(x) = 
x - ub(x) + ub(x)+l, if b(x) # 0, n, 
undefined, if b(x) is 0 or n, 
(bottom right shift), 
trunc(x) = x - 1 {Uj: d(x) ,< j < b(x)}. 
For example, if x = (110011100), then: 
b(x) = 7, 
d(x) = 5, 
fill(x) = (110011110), 
brs(x) = (11001 lOlO), 
trunc(x) = (110000000). 
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It is easy to see that 
succ(x) = 
fill(x), if x, = 0, 
brs(x - u,& if x, = 1. 
(5) 
A shelter is a MIP s such that brs(s) is either a feasible point or undefined. 
The list of shelters, in increasing positional order and followed by a dummy shelter, 
forms the input of the Hop-Skip-and-Jump algorithm, shown in Fig. 1. An example 
appears in the next section. 
Basically, the algorithm scans all points of B” in positional order, skipping over 
large intervals that cannot contain any MFP’s. The correctness of the algorithm is 
expressed by the following theorem: 
Theorem 2.1 [S]. The Hop-Skip-and-Jump algorithm outputs precisely the MFP’s in 
positional order. 
s:= first shelter on the list; {s # 0 becausefis not constant} 
START: x:= 0; 
while there are shelters on the list do 
{there will always be, at least, the dummy shelter; the algorithm stops in SKIP or JUMP} 
begin (outer while} 
while x # s - ubcsj do {inner while} 
{if s is the dummy shelter, then x # s - ur,ts) is considered to be true} 
if x, = 0 
then FILL-UP: x := fill(x) 
else SKIP: 
begin {skip} 
output x; 
y:= trunc(x); 
if y = 0 then stop else x := brs(y) 
end {skip} 
{end inner while}; 
LEAP: 
begin {leap} 
if s. = 0 
then HOP: x := brs(s) 
else JUMP: 
begin {jump} 
output x; 
if s = u. then stop else x:= succ(s) 
end {jump}; 
s:= next shelter on the list 
end {leap} 
end {outer while}; 
Fig. 1. The Hop-Skip-and-Jump algorithm 
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3. Properties of the maximal feasible points between two consecutive shelters 
In this section we study the structure of the set of the MFP’s between two 
consecutive shelters. One interesting fact is that these MFP’s are independent of the 
remaining shelters. 
Definition 3.1. The MFP x is of thefirst kind if x, = 1 and of the second kind if x, = 0. 
We consider the point x just after START or just after an execution of LEAP. We 
denote by X the updated versions of x until after the next LEAP is executed. The 
current shelter is denoted by s and the previous shelter by Y (ifs is the first shelter, then 
Y is undefined). The following remark, giving x in terms of I, is easily verified by 
examining JUMP: 
Remark 3.2. The point x is given by the formula 
brs(r), if I, = 0, 
brs(r - un), if r, = 1. 
If r is undefined (because s is the first shelter), then x = 0. 
We shall describe the MFP’s between r and s. To do so, we need the following 
notations: 
0 = s - ub(s), 
i 
0, 
’ = 
if s is the dummy shelter, 
min{j: Xj # Sj}, otherwise, 
S={j:p<j,<tZ,Xj=l}. 
(6) 
(7) 
(8) 
If S # 0, we use the notations: 
S = {jl, . . . . j,,} where j, < ... -=c jr, 
X(l) = X + 1 (Uj: j, < j < tl}, 
Xck) = X - Ujk + C {Uj: jk < j ,< ?I, Xj = 0}, k = 2,...,h. 
The main result of this section is the following theorem: 
(9) 
(10) 
(11) 
Theorem 3.3. (1) There exist MFP’s of the Jirst kind between the consecutive shelters 
r and s if and only if xp = 1 or s is the dummy shelter. In that case S # 0 and the above 
MFP’s are precisely x(l), . . . , xch), and moreover x(l)< ‘. . < dh). 
(2) There exists an MFP of the second kind between r and s tf and only tfs is not the 
dummy shelter and s, = 1. In that case this MFP is unique and is equal to z = s - IA,,, 
and moreover, tf S # 0, then xCh)< z. 
Theorem 3.3 is illustrated in Fig. 2. 
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Fig. 2. The MFP’s between r and s 
Example. Let the regular Boolean functionf: B8 + B be defined by 
f(x) = 0 0 27x1 + 26x2 + 22x3 + 9x4 + 7x5 + 4x6 + 3x7 + 2x, d 60. 
We find 17 MIP’s: 11100000, 11010000, 11001100, 11001010, 11001001, 11000111, 
10111000,10110100, 10110010, 10101110,10101101, 10101011,01111000,01110100, 
OlllOOll,OllOlllO, and 01101101. 
Out of these, 9 are shelters (cf. Lemma 4.2): 11010000, 11001001, 11000111, 
10110010, 10101101, 10101011, OlllOlOO,OlllOOll, and 01101101. 
These shelters are already in positional order, and they form the input to the 
algorithm, followed by a dummy shelter. Table 1 describes how the algorithm works 
on this input, lists p and S every time x changes, and classifies the output according to 
Fig. 2. 
Remark 3.4. Theorem 3.3 completely describes the MFP’s between r and s in terms of 
x and s. In turn, x depends only on Y as in Remark 3.2. Therefore these MFP’s depend 
only on r and s, regardless of any other shelters. 
We establish Theorem 3.3 by using several lemmas. First assume that s is not the 
dummy shelter. 
Lemma 3.5. Between r and s, the algorithm outputs zero or more MFP’s of thefirst kind 
in SKIP. After that it outputs zero or one MFP of the second kind in JUMP. More 
precisely: 
a ifs, = 0, then no MFP of the second kind is output; 
l ifs,, = 1, then exactly one MFP z of the second kind is output, and z = s - u,. 
The algorithm outputs no other MFP’s between r and s. 
Proof. During the execution of the inner while, the algorithm outputs only MFP’s of 
the first kind in SKIP. Then it goes over to LEAP with X = s - ub(s). Ifs, = 0, then 
X “HOPS” over s and no output takes place. If s, = 1, then the algorithm outputs 
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Table 1 
An illustration of the algorithm 
315 
Step Shelter s x X MFP output p S Remarks 
on output 
START 
FILL-UPS 
HOP 
JUMP 
FILL-UP 
JUMP 
SKIP 
FILL-UP 
SKIP 
FILL-UP 
HOP 
SKIP 
FILL-UP 
JUMP 
JUMP 
SKIP 
FILL-UPS 
SKIP 
FILL-UPS 
SKIP 
FILL-UPS 
HOP 
JUMP 
SKIP 
FILL-UP 
JUMP 
FILL-UP 
SKIP 
FILL-UPS 
SKIP 
FILL-UPS 
SKIP 
FILL-UPS 
SKIP 
11010000 
11001001 
11000111 
10110010 
10101101 
10101011 
01110100 
01110011 
01101101 
dummy 
00000000 
11001000 
11000100 
11000101 
10110001 
10101010 
10101001 
01110010 
01110001 
01101010 
11oooooo 
11000110 
11000010 
11000011 
10100000 
10110000 
10101ooo 
10101100 
10100100 
10100111 
10010000 
10011111 
01000ooo 
01110ooo 
01101ooo 
01101100 
01101011 
01100100 
01100111 
01010ooa 
01011111 
00100000 
00111111 
11001000 
11000110 
11000101 
11oooo11 
10110001 
10101 loo 
10101010 
10101001 
10100111 
10011111 
01110010 
01110001 
01101100 
01101011 
01100111 
01011111 
00111111 
1 0 
8 0 
7 0 
2 {‘3,8) 
4 181 
8 0 
1 {3,5,8) 
8 0 
4 (81 
no MFP 
only z 
only z 
XC’) = x 
x(2l 
x(i) = x 
z 
only z 
x(1) = x 
x(z) 
x(3) 
only z 
XC’) xx x 
z 
0 {2,3, 5971 
x(r) = x 
#) 
,.(w 
xw 
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X = s - u, as an MFP of the second kind, and X “JUMPS” over s. In both cases X> s 
becomes true, and hence no further MFP’s between r and s are output. 0 
Lemma 3.6. If x z$s, then the algorithm performs a sequence of FILL-UPS until X, 
becomes 1. 
Proof. By assumption, xj = 1 and sj = 0 for some j. Then throughout the inner while, 
one has Xj = 1 and hence X # 0, so no LEAP can occur before X, becomes 1. 0 
Lemma 3.7. One has xp = 1 if and only ifxj- 1 = 0 and xj = 1 for some j, p < j < n. In 
particular, x, = 0 implies x~+~ = ..’ = x, = 0. 
Proof. If xp = 0 and xj = 1 for some j, p < j < n, then s < x, a contradiction to the 
fact that s is the first shelter following x [S, Lemma 21. Now assume, if possible, that 
xp = 1 but noj with the required properties exists. Then xj = 1 for all j, p < j < b(x). 
Since xp = 1 and sp = 0, by Lemma 3.6 the algorithm performs a sequence of FILL-UPS 
until X, becomes 1. At this time X > s, a contradiction to the feasibility of X 
[S, Lemma 21. 0 
Lemma 3.8. Assume that xp = 0 (and thus b(x) < p < b(s) by Lemma 3.7). Thenfor each 
j satisfying b(x) < j < b(s), sj_ 1 = 0 implies sj = 0. 
Proof. Assume, if possible, that sj- i = 0 but sj = 1. Then gj- 1 = 0 < 1 = Cj. HOW- 
ever, xi- 1 = xj = 0, and therefore the relation Xi_ i > Xj is maintained throughout 
the inner while, implying X # 6. See Table 2. Hence the algorithm performs a se- 
quence of FILL-UPS until X, becomes 1. But at this time X b s, a contradiction. 0 
Lemma 3.9. Zf xp = 0 and p < b(s), then p = b(x) + 1. 
Proof. We have b(x) < p by Lemma 3.7. If b(x) d p - 2, then by (7) sb(x)+ i = 
xbCx)+ i = 0. Since by assumption b(x) + 2 < p < b(s), the hypothesis of Lemma 3.8 is 
satisfied for j = b(x) + 2. Thus by Lemma 3.8, sk = 0 for b(x) + 1 < k < b(s). How- 
ever, sp = 1 and b(x) + 1 d p < b(s), a contradiction. This shows that b(x) = 
p-l. 0 
Lemma 3.10. If xp = 0, then there is no MFP of the jirst kind between r and s. 
Proof. We have p < b(s). Let us distinguish two cases: 
Case 1: p = b(s). Then the condition x = c is satisfied before the inner while has 
started. 
Case 2: p < b(s). Then b(x) = p - 1 by Lemma 3.9. Put 1 = max{j: p < j < b(s), 
sj = I}. Then b(x) < 1. See Table 3. The algorithm performs a sequence of FILL-UPS 
until X1 becomes 1, and then the condition X = c is satisfied. 
In either case, the inner while results in an X such that X, = 0 without ever 
performing a SKIP. Then a LEAP is performed, and the result follows from Lemma 
3.5. 0 
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Table 2 Table 3 
Illustrating the proof of Lemma 3.8 Illustrating the proof of Lemma 3.10 
b(x) ... j - 1 j .” b(s) b(x) = p - 1 p “’ 1 b(4 
XT: 1 0 0 “. 0 X: 1 0 “’ 0 o...o 0 
S: 1 0 1 1 s: 1 1 .” 1 o...o 1 
6: 1 0 1 0 
Table 4 
Illustrating the proof of Lemma 3.11 
b(a) ... P b(s) 
x: 1 1 
s: 1 0 “. 0 0 0 ..’ 0 1 
6: 1 0 “’ 0 oo...o 0 
Lemma 3.11. If x, = 1, then p < b(o) and sj = 1 Jar all j, p < j < b(a). 
Proof. By Lemma 3.7, p < b(s). One cannot have p = b(a), because sp = 0 whereas 
sb(,,) = gbcO) = 1. Assume, if possible, that b(a) < p. Then Sj = Gj = 0 for allj such that 
b(a) < j < b(s), and xi,@) = sb(,,) = 1. See Table 4. If xb(s) = 1, then x > s, a contradic- 
tion. If xb(s) = 0, then x - Ll, + &,@) is still feasible and lies above s, a contradiction. 
Hence p < b(o). 
Now assume, if possible, that sj* = 0 for some j* with p <j* < b(a). Consider the 
point X after the SKIP that outputs x@). At this time X, = 0, X,+ 1 = 1, Xj = 0 for all 
p+l<j~n,andXb(,,=O#l=ab(,,. Hence the algorithm proceeds to FILL-UP 
X and keeps doing this as long as Xb(a) remains 0. Before Xb@) becomes 1, Xj* must 
take the value 1, and since sj* = 0, the algorithm continues to FILL-UP X until X, 
becomes 1 by Lemma 3.6. But then the resulting X lies above s, a contradiction. 0 
Lemma 3.12. Zf xp = 1, then S # 8 and the points x(l), xC2), . . . , xch) given by (9)-(11) are 
precisely the MFP’s of the jirst kind between r and s, and they are output by the 
algorithm in this order. 
Proof. By Lemma 3.7, the set S is nonempty. As long as X, remains 1, the algorithm 
never leaves the inner while by Lemma 3.6. More specifically, the algorithm does the 
following: 
(1) 
(4 
(3) 
(4) 
(5) 
starting from x, it successively FILLS-UP the positions j, + 1, . . . , n; 
it outputs x(l) in SKIP; 
it truncates x(r) and performs a bottom right shift from position j,; at this time 
b(X) =j2; 
it successively FILLS-UP the positionsj2 + 1, . . . . n; 
it outputs xc2) in SKIP; 
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and so on until xch) has been output. Subsequently X is updated in SKIP. By Lemma 
3.11, X continues to be FILLed-UP until Xbcoj becomes 1. At that time X = 0, 
a LEAP is performed, and X>s becomes true, so there are no MFP’s of the first kind 
other than x(l), . . . , xch) between Y and s. 0 
The case that s is the dummy (last) shelter is very similar to the above analysis, as 
shown by the following lemma: 
Lemma 3.13. Zf s is the dummy shelter, then the MFP’s that are output between r and 
s are precisely x(l), . . . , xCh) given by (7)-(11) (with p = 0). 
Proof. Ifs is the dummy shelter, then by convention x # s - ubcsj is always true and 
the algorithm remains in the inner while. Furthermore, p = 0 and hence S = supp(x), 
which is nonempty because x # 0 (as x follows the previous shelter). The rest of the 
proof is similar to the proof of Lemma 3.12. Cl 
Proof of Theorem 3.3. If xp = 0, then there is no MFP of the first kind between r and 
s by Lemma 3.10. 
If xp = 1, then by Lemma 3.12 there are MFP’s of the first kind and they are given 
by (7)-(11). 
If xp is undefined, then p is 0 and s is the dummy shelter. In this case, by Lemma 
3.13, there are MFP’s of the first kind, and they are given by (7)-(11). 
Thus the first part of the theorem is proved. 
By Lemma 3.5, if s, = 0, there is no MFP of the second kind, and if s, = 1, then 
z = s - ubcsj is the only MFP of the second kind. Hence the theorem follows. 0 
Corollary 3.14. If t is any MFP such that r < t i s, then t, = t,. 
Corollary 3.15. The following recursion holds for the MFP’s of the$rst kind between 
r and s: 
X(l) = X + C{Uj: j, < j}, (12) 
Xc2) = X(l) - Uj2 + )JUj: j, < j < jl}, (13) 
xck) = xck-‘) - uj, + C{uj: jk <j < jk_l}, 3 < k < h. (14) 
Proof. Immediate from (10) and (11). q 
Remark 3.16. Theorem 3.3 was anticipated in a weaker form, without proofs, and in 
set-covering terminology, in [6]. 
Corollary 3.15 is the basis of the O(mn)-time implementation of the Hop-Skip- 
and-Jump algorithm in the next section. 
4. The algorithm 
Our procedure for generating all the MFP’s of the regular Boolean functionfgiven 
by (1) consists of the same three stages as those in the original procedure of [S] and in 
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our modification [S], namely: 
Stage 1. Sorting the MIP’s in positional order; 
Stage 2. Extracting the shelters from the sorted list of MIP’s; 
Stage 3. Generating the MFP’s from the sorted list of shelters. 
We discuss the implementation of these three stages separately. 
Stage 1: Given an arbitrary point x E B”, let 
X# = X + 2C{Uj: j > b(X)}. 
Lemma 4.1. For all x, y E B”, x < y ifand only ifx# is lexicographically larger than y#. 
Proof. Follows easily from (5). 0 
On the basis of Lemma 4.1, we can sort the MIP’s x in positional order by sorting 
the corresponding vectors x* in reverse lexicographical order. This can be done in 
O(nm) time using Radix Sort (see e.g. Cl]). L emma 4.1 was stated in [S]. However, the 
authors did not use Radix Sort and reported an O(nm log m)-time bound for this stage. 
Stage 2: As noticed already in [S], one can extract the shelters in positional order 
from the sorted list of MIP’s in O(nm) time by exploiting the following result: 
Lemma 4.2 [S]. Assume that the MIP’s are sorted in positional order. Then a MlPs is 
a shelter if and only ifs, = 1 or brs(s) does not coincide with the next ME’. 
Stage 3: On the basis of Theorem 3.3 and Corollary 3.15, it is possible to generate 
all the MFP’s between any two consecutive shelters in overall O(n) time. For this 
purpose if suffices to replace the inner while of the Hop-Skip-and-Jump algorithm 
with the block INNER CYCLE described below. 
For convenience let us define, for a given y E B” and for given 1 < i Q j < n: 
0, if there is no k < j such 
ahead(y; j) = 
i 
that y, = 1, 
max{k: 1 d k < j, y, = l}, otherwise, 
compl(y; i, j) = y + c{u,& i < k Q j, yk = O}. 
The block INNER CYCLE is shown in Fig. 3. 
In INNER CYCLE, the total time spent on compl is O(n) because the various 
compl operate on disjoint intervals. Similarly, the total time spent on ahead is O(n). 
The time for all the rest is O(n) if we disregard output time. Thus the block INNER 
CYCLE takes O(n) time, and upon its completion the shelter changes. Therefore Stage 
3 takes O(nm) time. 
In conclusion, each of Stages 1,2, 3 requires at most O(nm) elementary operations. 
It follows that the overall complexity of the algorithm is O(nm). 
We conclude this section by pointing out that on the previous results, one can solve 
a regular set-covering problem in O(nm) time for an input matrix of size m x n. One 
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INNER CYCLE: 
begin {inner cycle} 
if s is the dummy shelter 
then p := 0 
else p := min {i: xi # s,}; 
j:= b(x); 
ifj >p thendo 
begin {compute x(l)} 
x := compl(x; j, n); 
output x; 
i:= ahead(x;j); 
if i > p then {compute x(*‘} 
begin 
x:= compl(x; i.j - 1) - ui; 
output x; 
j:z i; 
i := ahead(x; j) 
end 
end 
else i:= j; 
while i > p do {compute x@), . , xc”)} 
begin {while} 
x := compl(x; i, j) - ui; 
output x; 
j;= i; 
i := ahead (x; j) 
end {while}; 
if s is not the dummy shelter then x := s - ubfs, 
end {inner cycle} 
Fig. 3. The block INNER CYCLE. 
version of the set-covering problem is 
maximize cx: 
subject to Ax < b, 
x E B”, 
(15) 
where A is an m x n O/l matrix, b = Ae’ - e and e, e’ are all-l vectors of appropriate 
dimensions. We assume without loss of generality that c is a vector of positive 
numbers, that A contains both O’s and l’s, and that no row of A lies above another 
row. Iffis the Boolean function whose feasible points are the feasible solutions of (15), 
then from the above assumptionsfis not constant and its MIP’s are the rows of A. If 
f is regular, we say that the set-covering problem (15) is regular. To solve such 
a problem, we can make use of the following result, which follows easily from 
Theorem 3.3 and its Corollary 3.15: 
Lemma 4.3 [6, Lemma 161. Consider the regular set-covering problem (15) and the 
corresponding regular Boolean function& Let S, j, and xck) be dejined as in (8)-(11) and 
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assume that h = ISI > 2. Set 
6,=C{Cj:j,<j<j,_,,Xp'=O}, 
A, =O, 
42 = 62 - Cj,, 
Ak = Ak-1 + dk + Cj,_, - Cjk, 2 < k < h. 
Then 
cxck) - cx(‘) = Ak. 
As mentioned in [6], Corollary 3.15 and Lemma 4.3 allow one to compute in O(n) 
time, for each pair of consecutive shelters r and s, the maximum 
max{c,yi + . ..+c.y,:r<y<sandyisaMFP}, 
and thus to solve the regular set-covering problem (15) in O(nm) time provided that the 
sorted list of shelters is available. The authors there concluded that the overall time 
complexity for solving the above problem was O(nmlogm)-the time required in 
order to sort the shelters via an adaptation of Heapsort. However, as we have seen 
above, one can actually compute the sorted list of shelters in O(nm) time. Hence the 
O(nm) bound for regular set covering follows. 
5. An improved upper bound for the number of maximal feasible points 
In this section we derive an improved upper bound for the number of maximal 
feasible points of a regular function. Once more the cornerstone of our analysis is 
Theorem 3.3. However, in order to obtain this bound, we take a closer look at the 
structure of the MFP’s: our basic strategy is to prove the existence of some nonzero 
components in the point x (see Lemmas 5.1, 5.2, 5.4 below). 
Lemma 5.1. Zf x # 0, then xj, _ 1 = 0. 
Proof. Since x # 0, s is not the first shelter. Let r be the previous shelter. The point x is 
obtained from r as in Remark 3.2, and thus xb(_.+ 1 = 0. Since j, = b(x), the result 
follows. 0 
Lemma 5.2. Ifx, = 1, then xj = 0 for some j with p < j $ b(o). 
PrOOf. Assume the contrary. If xb(s) = 1, then x > s, a contradiction. If xb@) = 0, then 
X - Up + ub(S) 2 S and X - Up + &(S) is a right shift of x, a contradiction. 0 
Remark 5.3. Assume that xp = 1. If b(x) d b(s) (in particular ifs, = l), then there are 
at least two indices j with p < j < b(a) such that xj = 0. 
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Proof. By Lemma 5.2, there is at least one index 1 with p < 1 d b(o) such that xi = 0. 
Assume, if possible, that 1 is unique. Since xp > sp by Lemma 3.6, the algorithm 
FILLS-UP x until X, becomes 1. The FILLed-UP X is feasible and hence X’ = X- 
up + uI is also feasible. However, X’ > s because: 
0 Xj=sjfOrj<p; 
0 x;,=s,=o; 
0 Xj=lforp<j<b(a); 
0 Sj = 0 for b(a) <j < n, j # b(S); 
l x/,@, = sb(s) = 1 (XL{,, = 1 since b(x) < b(s)). 
This is a contradiction. 0 
Lemma 5.4. If xp = 1 and there is only one 1 with p < 1~ b(a) such that x1 = 0, then 
Xj = Ofor all j such that b(o) < j Q b(s). 
Proof. Assume, if possible, that there is a u with b(o) < v d b(s) such that x, = 1. Then 
the point X’ = X - Up + U1 - U, + ttb@) is feasible and x’ > s, a contradiction. 0 
Corollary 5.5. If xp = 1, there are at least two indices j > p such that Xj = 0. 
Proof. Follows from Lemmas 5.2 and 5.4. 0 
Lemma 5.6. If n > 3 and s is not the dummy shelter, then there are at most n - 2 MFP’s 
between r and s. 
Proof. Since s is not the dummy shelter, p 2 1. If xp = 0, then by the second part of 
Theorem 3.3, there is at most one MFP between r and s. If xp = 1, there are exactly (SI 
MFP’s of the first kind and at most one MFP of the second kind between r and s, 
again by Theorem 3.3. By Corollary 5.5 and since p 3 1, we have (SI d n - 3 and the 
result follows. 0 
Lemma 5.7. There is at most one MFP before the first shelter. 
Proof. At the start, x = 0 and hence xp = 0. Hence the result follows from the second 
part of Theorem 3.3. q 
Lemma 5.8. Ifs is the dummy shelter and rj = 0 for some j < n, then there are at most 
n - 2 MFP’s between r and s. 
Proof. By Lemma 5.1, ISI < n - 1, with equality holding if and only if x = e - u,- 1, 
where e is the all-l vector. Assume that indeed x = e - u,_ i. Then by Remark 3.2, one 
must have either r = e or r = e - u,. In both cases rj = 1 for all j < n, a contradiction. 
Hence (Sl Q n - 2, and the result follows from Theorem 3.3. 0 
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Theorem 5.9. For m 3 2, the number q of MFP’s satisfies 
q < (n - 2)m* + 1 < (n - 2)m + 1, 
where m* is the number of nondummy shelters. 
Proof. Since f is not constant, n 3 2. Assume that n = 2 and (16) fails. Then q = 2 and 
the two MFP’s must be (0, 1) and (l,O). But then the only MIP is (1, 1) and m = 1, 
a contradiction. Now assume that n > 3. 
We assert that the last nondummy shelter r is different from both e and e - u,. 
Indeed, if r = e, then obviously m = 1, a contradiction. If r = e - u,, then the point 
e - u,_ 1 = brs(r) is feasible since r is a shelter, and hence e - Uj is feasible for allj < n 
by regularity. It follows that e and r are the only infeasible points, hence r is the only 
MIP and m = 1, a contradiction again. 
From the assertion, Lemma 5.8 applies when s is the dummy shelter, and therefore 
there are at most n - 2 MFP’s after the last nondummy shelter. Moreover, by Lemma 
5.6 there are at most n - 2 MFP’s between consecutive nondummy shelters, and by 
Lemma 5.7 there is at most one MFP before the first shelter. It follows that 
q < 1 + (n - 2)(m* - 1) + (n - 2) < 1 + (n - 2)m. 0 
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