We enumerate a necessary condition for the existence of infinitely many geometrically distinct prime non-constant closed geodesics on an arbitrary closed Riemannian manifold M . That is, we show that any Riemannian metric on M admits infinitely many prime closed geodesics such that the energy functional E : ΛM → R has infinitely many non-degenerate critical points on the free loop space ΛM of Sobolev class H 1 = W 1,2 .
Introduction and Preliminaries
Let M be a multiply connected Riemannian manifold. Then the conjugacy classes in the fundamental group π 1 (M) may be mapped bijectively onto the free homotopy classes of closed loops on M. Closed geodesics are generated by undergoing an energy minimizing procedure. Thus, every closed multiply connected Riemannian manifold M carries a closed geodesic. Likewise, every closed simply connected Riemannian manifold M carries a closed geodesic according to Lyusternik and Fet [9] . The existence of at least one non-trivial (nonconstant) closed geodesic on a closed multiply-connected Riemannian manifold follows from properties of the gradient flow of the energy functional. Theorem 1.1. Assume M is closed and π 1 (M) is non-trivial. There is a closed geodesic in each non-trivial free homotopy class or in each non-trivial conjugacy class of the fundamental group π 1 (M).
The aforementioned theorem is only valid for π 1 (M) non-trivial, i.e. when M is multiplyconnected. The theorem of Lyusternik-Fet covers the case for M simply connected. Theorem 1.2 (Lyusternik-Fet [9] ). Any closed simply connected Riemannian manifold carries at least one closed geodesic. Definition 1.3. A non-constant closed geodesic is said to be prime if it traces out its image exactly once and is not the iterate of another closed geodesic. Similarly, two geodesics are geometrically distinct if their images differ as subsets of M.
Two geodesics have the same image if and only if their parameterizations differ modulo an affine transformation of R. Note, in general, prime closed geodesics are not simple; that is, they admit self-intersections. We henceforth address the following question.
Question. Does every closed Riemannian manifold M admit infinitely many geometrically distinct prime non-constant closed geodesics?
The case for S 2 has been proven in the affirmative by Hingston [6] . However, the solution is not known in general. In the case of multiply connected manifolds, we can enumerate a class for which the fundamental group π 1 (M) has infinitely many closed geodesics, whereby the minimization procedure produces infinitely many geometrically-distinct ones (one for each homotopy class). As such, the essence of the problem is reduced to the simply connected case, which was addressed by Gromoll and Meyer [3] .
Notation. We will use the following conventional notations.
(i) ΩM denotes the loop space of a manifold M.
(ii) LM denotes the smooth free loop space on a manifold M.
(iii) ΛM denotes the free loop space of Sobolev class H 1 = W 1,2 on M.
(iv) F p denotes the field with p elements for p ≥ 2 prime.
(v) b k (ΛM; F p ) := rank H k (ΛM; F p ) is the k-th Betti number of ΛM in F p coefficients, which is equivalent to the k-th Betti number of LM in F p coefficients. which is defined on the free loop space ΛM = H 1 (S 1 , M) of Sobolev class H 1 .
Thus, the critical points of E are determined by the topology of the Hilbert manifold ΛM. Let ∇ : Γ(T M) × Γ(T M) → Γ(T M) be the Levi-Civita connection on M. For a smooth curve γ : I ⊂ R → M, the covariant derivative ∇˙γγ := ∇ tγ defines a vector field along γ. The curve γ is said to be a geodesic if it satisfies the autoparallel transport equation
A geodesic has constant speed γ(t) because (2) is a second order non-linear ordinary differential equation with smooth coefficients.
Let p, q ∈ M be distinct points, and consider the space of smooth paths defined on [0, 1] from p to q, P(p, q) = {γ ∈ C ∞ ([0, 1], M) : γ(0) = p, γ(1) = q}.
The space of such paths P(p, q) is a Fréchet manifold and the tangent space at a path γ is defined as T γ P (p, q) = {ξ ∈ Γ(γ * T M) : ξ(0) = 0, ξ(1) = 0}. That is, an element ξ ∈ T γ P(p, q) uniquely determines a curve α ξ : V(0) ⊂ R → P(p, q), α ξ (s)(t) := exp γ(t) (sξ(t)),
where α ξ (0) = γ and d ds | s=0 α ξ (s)(t) = ξ(t), t ∈ [0, 1]. The energy functional E : P(p, q) → R for this Fréchet manifold is defined as
Similarly, the differential of E at γ is a linear map dE[γ] : T γ P(p, q) ∼ − → R given by the first variation formula via its action on a smooth section of the tangent bundle ξ ∈ T γ P(p, q), 
Such paths are continuous so the endpoint conditions are well-defined. The space Ω(p, q) is in fact a smooth Hilbert manifold with tangent space at γ ∈ Ω(p, q) given by the vector space of vector fields along γ belonging to the Sobolev class H 1 and vanishing at endpoints,
The energy functional E : Ω(p, q) → R is C 2 . The critical points are the H 1 -solutions of the autoparallel transport equation ∇ tγ = 0, which is elliptic. As such, the geodesic solutions are necessarily smooth.
Consider the length functional
The functional L is invariant under the action of the infinite-dimensional group of diffeomorphisms on the interval
. Thus, the critical points of L form infinite-dimensional families of solutions. The degeneracy is rectified by observing that some path γ ∈ P(p, q) admits positive reparameterizations on [0, 1] with constant speed [10] . A path γ ∈ P(p, q) is a geodesic if and only if it is a critical point of the length functional L[γ] and has constant speed. Consider the quotient space S 1 = R/Z and the space of smooth loops in M:
which is a Fréchet manifold on which the 2-dimensional orthogonal group O(2) = SO(2) ⋊ {±1} acts by (e iθ · γ)(t) := γ(t + θ) and (−1 · γ)(t) := γ(−t). For economy, we consider the smooth Banach manifold
which is the so-called free loop space of M. The inclusion map LM ֒→ ΛM is a homotopy equivalence, and the O(2) action descends naturally to ΛM. Equation (5) defines a functional E : ΛM → R, whose critical points are smooth periodic or closed geodesics. However, under present considerations, E is O(2)-invariant which induces critical point degeneracy. Closed geodesics may be classified crudely by bifurcating isotropy groups. In particular, a constant geodesic corresponds to a point in M with isotropy group O(2), whereas the isotropy group of a non-constant geodesic is Z/kZ for 1/k the minimal period with k ∈ Z + . The tangent space at a point, identified with a path, γ ∈ ΛM is 
The Arzelá-Ascoli theorem implies a compact inclusion ΛM =
. This inclusion may used to prove the following result. Proposition 1.6 (Klingenberg [8] ). The Riemannian metric on ΛM given by the H 1 -inner product is complete.
Morse Theory
The gradient ∇E is a vector field on ΛM defined by the inner product
Furthermore, if γ is smooth then γ,
is the unique periodic solution of the differential equation,
The following, due to Palais and Smale, is necessary to extend Morse theory to the infinitedimensional setting of Hilbert manifolds such as ΛM.
Theorem 2.1 (Palais-Smale [11] ). The energy functional E : ΛM → R satisfies condition (C) of Palais and Smale: (C) Let (γ m ) ∈ ΛM be a sequence such that E[γ m ] is bounded and ∇E[γ m ] 1 → 0. Then (γ m ) has limit points and every limit point is a critical point of E.
Let Crit(E) := {γ ∈ ΛM : dE[γ] = 0} denote the set of critical points of the energy functional, i.e., the set of closed geodesics on M. For a ≥ 0, we denote
and
The following properties of the negative gradient flow d ds φ s = −∇E(φ s ) of the energy functional are due to condition (C) of Palais Smale.
(i) Crit(E)∩Λ ≤a is compact for all a ≥ 0.
(ii) the flow φ s is defined for all s ≥ 0.
≤ε is a strong deformation retract via φ s for ε > 0 sufficiently small.
Suppose γ ∈ Crit(E) is a critical point. The O(2)-invariance of the energy functional E means that the entire orbit O(2) · γ is contained entirely in Crit(E).
Definition 2.2. The index λ(γ) of γ is the dimension of the negative eigenspace of the Hessian
Definition 2.3. The nullity ν(γ) of γ is the dimension of the kernel of
is invariant under the S 1 reparameterization action. The Hessian of E at γ is given by the second variation formula,
Definition 2.4. A C 2 -function f defined on a Hilbert manifold is a Morse function if all of its critical points are non-degenerate, which means that the Hessian has a zero-dimensional kernel at each critical point c so dim ker d 2 f (c) = 0 Remark 2.5. The energy functional E defined on ΛM will never satisfy the conditions of Definition 2.4 because the critical points at level 0 form a closed dim M-dimensional manifold which means that it is never non-degenerate. In a similar vein, the energy functional E is S 1 -invariant which means that the kernel of the Hessian of E at a non-constant geodesic γ is always at least one-dimensional, dim ker d 2 E[γ] ≥ 1, because it contains the infinitesimal generatorγ of the S 1 -action.
Definition 2.6 (Oancea [10] ). A C 2 -function defined on a Hilbert manifold is said to be a Morse-Bott function if its critical set is a disjoint union of closed connected submanifolds i N i and, for each critical point c i , the kernel of the Hessian at that critical point coincides with the tangent space to the respective connected component of the critical locus,
As such, the critical set is said to be non-degenerate.
Definition 2.7. The index λ(p) of a critical point p is defined as the dimension of the maximal subspace on which the Hessian is negative definite
Definition 2.8. The nullity ν(p) of a critical point p is defined as the dimension of the kernel of the Hessian ν(p) = dim ker d 2 f (p).
Remark 2.9. When one passes the critical level c, the sublevel c + ε, for ε > 0 sufficiently small, deformation retracts onto the the union of the sublevel c−ε and a λ(c)-cell. The λ-cell is the negative vector bundle over the critical manifold consisting of a single point. Such a retraction is forced by a modification of the negative gradient flow The above provides a useful heuristic for determining the homology groups of ΛM by way of the non-decreasing filtration Λ ≤a , whereby
Thus, the homology of ΛM is
. We present the useful and well-known theorem of Gromoll and Meyer. Theorem 2.12 (Gromoll-Meyer [3] ). Let M be a simply connected closed manifold. If the sequence {b k (ΛM; F p )} k≥0 is unbounded for some prime p ≥ 2, then any Riemannian metric on M admits infinitely many prime closed geodescis. Remark 2.13. It was shown by Vigué-Poirrier and Sullivan [12] that for a simply connected closed manifold M, the sequence of rational Betti numbers b k (ΛM; Q) = rank H k (ΛM; Q) is unbounded if and only if the rational cohomology ring H * (M; Q) has at least two generators. That is, M does not have rational cohomology that is the quotient of a polynomial ring. There are a few simply connected compact globally symmetric spaces of rank > 1 whose rational cohomology ring H * (M; Q) is not a truncated polynomial ring. In fact, it was shown by Ziller [15] that compact globally symmetric spaces of rank > 1 are such that the sequence of Betti numbers for their free loop space is unbounded with coefficients in F 2 . On the other hand, compact globally spaces of rank 1 have rational cohomology generated by a single element.
We must address two complications that arise in view of Gromoll and Meyer 2.12, the first being that iterates γ m : S 1 → M with γ m (t) = γ(mt), m ∈ Z of a closed geodesic γ are themselves closed geodesics under the action of infinite-dimensional reparameterization, and thereby constitute a part of the homology of free loop space ΛM. Second, we would like to handle degeneracy for closed geodesics. It was shown by Gromoll and Meyer [3] that a single degenerate closed geodesic adds to homology by at most ν(γ) for degrees contained
By virtue of a combinatorial argument and the Gromoll-Meyer index and nullity iteration lemmata, if the number of simple closed geodesics is bounded, the sequence of Betti numbers of ΛM is also bounded.
Let
γ be the self-adjoint asymptotic elliptic operator at the closed geodesic γ with compact resolvent such that
Its spectrum is discrete with no accumulation point besides ±∞ [7] . The eigenvectors of A γ are smooth by elliptic regularity. The eigenvalue problem −ξ ′′ − R(γ, ξ)γ = −λξ has no non-trivial periodic solutions for λ ≫ 0 since the curvature tensor R is bounded. Moreover, the spectrum of the elliptic operator A γ is bounded from below which implies the finiteness of the index of γ, given by
for mult(λ) the multiplicity of the eigenvalue λ. The nullity of γ is
for which we have the bounds 1 ≤ ν(γ) ≤ 2n−1. The first inequality is a result ofγ ∈ ker A γ , and the second inquality follows because an element in ker A γ solves a second order ordinary differential equation.
Theorem 2.14 (Rademacher [13] ). Let M be a simply connected closed Riemannian manifold with rational cohomology a truncated polynomial ring in one even variable and all geodesics hyperbolic. Then there are infinitely many geometrically distinct ones.
Theorem 2.15. Let M be a simply connected closed Riemannian manifold with rational homotopy type that of a rank 1 symmetric space (i.e. S n , CP n , HP n , P 2 (O)) and suppose all closed geodesics on M are hyperbolic. Then the number π(x) of prime closed geodesics of length less than or equal to x is on the order of
Recall that the isotropy group at a non-constant closed geodesic is Z m with 1/m minimal period. Since Z m , m ≥ 2 are Q-acyclic, we have the following isomorphism on equivariant cohomology H *
Rational Homotopy Theory
An important consequence of rational homotopy theory is that every simply connected closed Riemannian manifold M with rational cohomology not isomorphic to a truncated polynomial has infinitely many geometrically distinct prime closed geodesics. 
Definition 3.2.
A rational space is a simply connected CW complex whose homotopy groups are vector spaces over Q. Definition 3.3. The rationalization of a simply connected CW complex M is the rational space M Q for which the map from M to M Q descends to an isomorphism on rational ho-
The rational cohomology ring H * (M, Q) is a graded commutative algebra and π * (M) ⊗Q is a graded homotopy Lie algebra. Let ΩM be the loop space of M, then π * (ΩM) ⊗ Q is also a graded Lie agebra by the Whitehead product structure. 
Definition 3.5. Let M be a simply connected (CW complex) space for H * (M, Q) finitedimensional over Q. A simply connected space M is said to be rationally elliptic if the homotopy Lie algebra π * (M) ⊗ Q is finite-dimensional over Q, or else it is rationally hyperbolic.
According to Félix and Halperin [2] , if M is rationally hyperbolic, there exists a real number α > 1 and an integer N such that for all n ≥ N,
Remark 3.6. Let M be a simply connected closed Riemannian manifold. Then the rational cohomology ring H * (M; Q) requires more than one generator if and only if
Proof. A basis for rational homotopy π k (M) ⊗ Q corresponds to a set of algebra generators of the minimal model. Then the claim follows from Proposition 1 of Vigué-Poirrier and Sullivan [12] .
Proof. Suppose the rational space M Q is a K(G, n) Eilenberg-MacLane space. Then for n a positive integer, π n (K(G, n)) ∼ = G, and
Lemma 3.8. If the rational cohomology ring H * (M; Q) is not singly generated, M Q = M × EQ = K(G, n) for any positive integer n or group G acting freely on M.
Theorem 3.9 (Hurewicz Theorem). If X is an (k − 1)-connected topological space, then for a positive integer n, the group homomorphism
is an isomorphism for all n ≤ k and an abelianization for n = 1. Definition 3.10. Let G be an abelian group. The group G ⊗ Z Q is the divisible hull of G. The dimension of G ⊗ Z Q over Q is the rational rank of G. We denote by rank Q (G) the rational rank of G. If G is torsion free then the map G → G⊗Q is injective and the rank of G is the minimum dimension of Q-vector space containing G as an abelian subgroup.
Thus, the rational cohomology ring H * (M; Q) has at least two generators.
Proof. If M is rationally hyperbolic, there exists a real number α > 1 and an integer N such that
Theorem 3.12. Let E : ΛM → R be a Morse function on the free loop space of Sobolev class H 1 . Let C λ denote the number of critical points of the energy functional E of index λ. Then we have the following inequalities:
Proof. Let Λ 1 be obtained from Λ 0 by attaching a handle of index λ for
and 0 otherwise. Denote by c 1 < c 2 < · · · < c n the critical values of E. Consider the sequence of real numbers {a i } such that c i < a i < c i+1 for 0 ≤ i ≤ n − 1, and let Λ i = Λ ≤a i . Thus, we obtain the inclusions of an increasing sequence of manifolds with boundary, 
so the rank of H k (ΛM; Z) is less than or equal to the number of critical points of index k.
Suppose ΛM is elliptic with top nonzero rational homology group in degree n. Then the Euler characteristic of the CW complex ΛM is
. We have demonstrated the following lemma.
Lemma 3.13. If ΛM is an elliptic space with top nonzero rational cohomology in degree n, then the rational cohomology ring H * (ΛM; Q) is the complete intersection ring and does not have at least two generators because the sequence of Betti numbers {b λ (ΛM; Q)} λ≥0 is bounded by { n λ } λ≥0 .
Bott's conjecture predicts that any simply connected closed Riemannian manifold with nonnegative sectional curvature should be rationally elliptic. We henceforth assume the validity of Bott's conjecture. If the sectional curvature of M is nonnegative, i.e. K ≥ 0, then M is rationally elliptic. As before, let M be a closed orientable even n-dimensional Riemannian manifold without boundary, and suppose Ω is the curvature form of the LeviCivita connection ∇ L.C. associated with M of dim M := n. Then Ω is an so(n)-valued 2-form on M, so it is a skew-symmetric n-by-n matrix of 2-forms over ∧ even T * M. Let P f (Ω) denote the n-form Pfaffian. Since the sectional curvature is nonnegative, by the generalized Gauss-Bonnet theorem,
where the first isomorphism follows from the rational Hurewicz theorem, and the last by
. We a priori assume the odd Betti numbers b 2i+1 vanish. Then we obtain the following bounds 
Let C λ denote the number of critical points of E : ΛM → R of index λ where the index of a critical point γ ∈ ΛM is λ(γ) := dim{V max ⊂ T γ ΛM : d 2 E < 0} < +∞. Consider the energy functional E : ΛM → R for ΛM an infinite-dimensional Hilbert manifold. For a, b ∈ R regular values of E, let C λ (a, b) denote the number of critical points of index λ in
for λ = 0, 1, . . . For sufficiently large λ, the last inequality becomes an equality. Thus, for
Therefore the total number of primitive elements γ ∈ Γ is
Recall, the total number of critical points is given by the sum over all indices of the number of critical points of a specific index, i.e., λ C λ . Therefore,
That is, for ΛM = H ∞ /Γ hyperbolic,
Lemma 3.16. By the main result 5.15,
Thus, there are infinitely many such prime closed geodesics.
We remark that we have only shown this to be true for ΛM hyperbolic. Thus, we resort to a holonomic classification of simply connected manifolds due to Berger.
4 Holonomy, The Berger Classification, and The Classification of Symmetric Spaces
We begin with preliminary definitions of reducibility and irreducibility of holonomy representations. ) is said to be (resp. locally) reducible if it is (resp. locally) isometric to a Riemannian prouct. Berger provided a complete classification of holonomy for simply connected, Riemannian manifolds which are irreducible and nonsymmetric.
There is a sequence of inclusions Sp(n) ⊂ SU(2n) ⊂ U(2n) ⊂ SO(4n) so every hyperkähler manifold manifold is Calabi-Yau, every Calabi-Yau manifold is Kähler, and every Kähler manifold is also orientable.
Theorem 4.4. If M is simply connected and has reducible holonomy, then the de Rham decomposition theorem implies that M is a product, and hence does not have rational cohomology generated by one element.
Proof. Let M be a simply connected n-dimensional manifold such that there is a complete decomposable reduction of the tangent bundle 
since the Kunneth theorem preserves cup products.
Coupling the Berger classification with the de Rham decomposition, one obtains a classification of reducible holonomy groups by requiring that each factor is one of the example from Berger's list, realized by compact simply connected manifolds. One can find metrics on product manifolds with irreducible holonomy, so the converse of Theorem 4.4 is false. More precisely, a generic manifold (a manifold with O(n) holonomy or SO(n) if it is orientable) will have irreducible holonomy and have homology that is not generated by a single element. Remark 4.7. Another program for determining the dimension of π i (M) ⊗ Q is by way of minimal models. If M is a closed, simply connected smooth manifold, then the rank of the rational homotopy groups π i (M) ⊗ Q equals the number of degree i generators introduced in the construction of the minimal model for M. For manifolds that are formal (for example, if M is Kähler), their cohomology ring (with trivial differential) is quasi-isomorphic as a differential graded algebra to the minimal model. Thus, we can use the cohomology ring to determine the rank of rational homotopy groups.
Since Ziller [15] showed b k (ΛM; F 2 ) to be unbounded for M a compact globally symmetric space of rank > 1, we only consider simply connected, Riemannian manifolds which are irreducible and non-symmetric, as well as non-compact symmetric spaces of rank 1.
Theorem 4.8. An irreducible simply connected symmetric space G/H has holonomy group isomorphic to H.
We obtain the following classification of reducible holonomy groups from Berger's classification and de Rham's decomposition theorem by requiring that each factor in the decomposition is one from Berger's list or the holonomy of an irreducible non-compact symmetric space of rank = 1 (which may be interchanged with a compact symmetric space of rank = 1 under bijection in the decomposition). That is, let M be a simply connected Riemannian symmetric space. Then it may decomposed as M = M 0 × M 1 × · · · × M r for M 0 Euclidean and the other M i irreducible. As such, the classification of symmetric spaces is reduced to the the irreducible case. By duality (see [5] , P. 199), compact and noncompact simply connected irreducible symmetric spaces may be interchanged, which therefore simplifies the classification to that of compact irreducible symmetric spaces.
As such, Hol(non-compact simply connected reducible n-dimensional symmetric space) =Hol(compact simply connected reducible n-dimensional symmetric space). The holonomy is then a direct product decomposition of:
× Hol(compact symmetric spaces of rank = 1)
where it is required that a given decomposition has a least two irreducible factors. Adopting the Cartan labeling convention, we consider the label AIII, BDI, CII, FII symmetric spaces G/K.
) .
Remark 4.10. For label BDI, G/K = SO(p + q)/SO(p) × SO(q) has rank min(p, q) and dim(G/K) = pq. So if we let p = 1, SO(1 + q)/SO(1) × SO(q) has dimension q. Thus,
Remark 4.11. For label CII, G/K = Sp(p + q)/Sp(p) × Sp(q) has rank min(p, q) and dim(G/K) = 4pq. We let p = 1 so F 4 /Spin(9) has dimension n = 4q or K = Sp(1)×Sp
Remark 4.12. For label FII, G/K = F 4 /Spin(9) has rank 1 and dim(G/K) = 16.
Note, if M = R n with the flat Euclidean metric then parallel translation is simply a translation in R n . In particular, if P γ : T γ(0) M → T γ(1) M for γ : [0, 1] → M, then P γ is the identity for each γ, so Hol(R n ) is the trivial group, and it may be ignored in the decomposition. Thus, the decomposition of compact symmetric spaces for the problem under consideration is Hol(compact simply connected symmetric spaces) = S U(1) × U(
) × Spin(9). To be more precise, the holonomy of a reducible simply connected Riemannian manifold M (excluding compact symmetric spaces of rank > 1) is given by the following. 
then it has holonomy decomposition given by the direct product
where it is required that there are at least two factors in a given decomposition and i dim R (M i ) = n.
Corollary 4.14. If M is a simply connected Riemannian manifold with reducible holonomy given by the previous theorem, the rational cohomology ring H * (M; Q) has at least two generators.
Riemannian spaces that are locally isometric to the homogeneous spaces G/H have local holonomy isomorphic to H. The holonomy decomposition is
.
Let M be any space whose rational cohomology ring is a free graded-commutative algebra. Then the rationalization M Q is a product of Eilenberg-MacLane spaces. This hypothesis on cohomology also applies to compact Lie groups. Consider the decomposition of M, i.e.
The total space of the universal bundle over BQ is EQ = BQ × Q since BQ = EQ/Q. Note, BQ is the Eilenberg-MacLane space
We can obtain the space K(Q, 1) by the following procedure. Take the circle S 1 , consider the sequence of maps f n : S 1 → S 1 of degree n, and form an infinite mapping telescope of f n , a special case of a homotopy colimit. Observe, Q is the filtered colimit Z → Z → · · · where successive maps are multiplication by 1, 2, . . . . Note, since ΩQ ∼ = * regardless of its topology, the resulting classifying space BQ will be a K(Q, 1) space. It follows that Hol(M) Q = Hol(M) × Q EQ and Hol(M Q ) = Hol(M) × Hol(EQ), so Hol(M) Q = Hol(M Q ) Hol(EQ) × Q EQ. By first computing the rationalization space M Q , we can determine the equivariant cohomology ring H * Q (M; Q) = H * (EQ × Q M; Q) noting that the rationalization M Q is the product of Eilenberg-MacLane spaces, whose rational cohomology rings are easier to compute. Since Hol(M) under consideration has the decomposition (9) ,
the decomposition of M is given by (9) .
We can compute the rational cohomology ring H * (M; Q) by the Kunneth formula,
Note, for the compact symmetric space G/K, their real cohomology is given by the Kinvariant in the exterior algebra of the cotangent space at the identity, (∧ * p) k .
Integral Cellular Homology and Smith Normal Form
Lemma 5.1. Every continuous map f : M → R n from a Hilbert manifold can be arbitrarily approximated by a smooth map g : M → R n which has no critical points.
Theorem 5.2.
A continuous map f : M → R n from a Hilbert manifold may be approximated to create infinitely many local minima and maxima by a small C 0 -perturbation. This is impossible, in general, for a C 1 -perturbation.
Proof. Working in local charts, let σ(t) := max(0, min(2t, 1)) for t ∈ R. For ε > 0, define f ε (x) = f (σ( x /ε)x). Then f ε is constant in the ball of radius ε/2, coincides with f outside the ball of radius ε, and f − f ε ∞ = o(1) for ε → 0. Proof. The canonical fibration ΩM ֒→ ΛM ev −→M admits the section M ֒→ ΛM given by the inclusion of constant loops, which implies that the associated long exact sequence of homotopy reduces to the split short exact sequences 0
Thus, for k ≥ 1 we have canonical isomorphisms
ε (−∞, ∞) the free loop space for the perturbed M, say M ′ , after a C 0 -perturbation E ε of the energy functional. For a E ε perturbation, E ε is constant in the ball of radius ε/2 and it coincides with E outside the ball of radius ε. The point γ ∈ ΛM is of index λ. Then let α be the number critical points, excluding γ, of index λ. All of the infinitely many local minima (or maxima) in the ε-neighborhood created by the C 0 -perturbation are also of index λ. Therefore, the number of critical points of index λ changes from 1 + α to +∞ since infinitely many critical points of index λ are added in addition to the already existing (1+α)-many. It follows that ΛM ∼ = ΛM
. We will now use this homotopy equivalence π k (ΛM) ∼ = π k (ΛM ′ ) to show that the homotopy type of M is fixed. By the canonical isomorphisms,
follows that f is a homotopy equivalence, and thus M and M ′ are of the same homotopy type. This is similarly seen through the isomorphism
attached along the embedding map θ :
There is a deformation retraction of
, so homotopically attaching an m-handle is the same as attaching an m-cell. In the handle decomposition, we collapse each handle D m × D n−m to obtain a homotopy equivalent CW complex X. Thus, let n λ i denote the number of λ i -handles of ΛM. Then ΛM has an infinitedimensional CW structure with n λ i λ i -cells for each 1 ≤ i ≤ N. In particular, we construct the CW complex for ΛM as follows:
(ii) Form the k-skeleton X k from X k−1 by attaching λ k -cells e k α via attaching maps φ
(iii) We stop the inductive process with X = X N for N < ∞. 
where the disjoint unions are over all (k + 1)-cells of X.
Lemma 5.5 (Hatcher [4] ). If X is a CW complex, then:
is free abelian for k = n with a basis in one-to-one correspondence with the n-cells of X.
We exclude the latter condition because X under present consideration is, indeed, infinite-dimensional.
induced by the inclusion i : X n ֒→ X is an isomorphism for k < n and surjective for k = n.
Proof. (i) Consider the CW pair (X n , X n−1 ). The skeleton X n is obtained from X n−1 by attaching the n-cells (e n α ) α . Choose a point x α at the center of each n-cell e n α . Furthermore, let
The first assertion follows at once.
(ii) Consider the long exact sequence for the CW pair (X n , X n−1 ):
Then if k+1 = n and k = n, from (i), it follows that H k+1 (X n , X n−1 ) = 0 and H k (X n , X n−1 ) = 0. Therefore H k (X n−1 ) ∼ = H k (X n ). If k > n, i.e. for n = k + 1 and n = k, we have that
Since X 0 is a Baire space DProof. Using the fact that H n (X n+1 , X n ) = 0 and H n (X) ∼ = H n (X n+1 ), by the above di-
The former isomorphism follows from the injectivity of j n whereas the latter follows by exactness. Then ker ∂ n = ker d n because d n = j n−1 • ∂ n and j n−1 is injective. Likewise, im ∂ n+1 = im d n+1 where d n+1 = j n • ∂ n+1 for j n injective. Finally, the singular homology of the CW complex is
We henceforth use the notations of Section 1. For any real numbers a, b for b > a, define the sets Λ [a,b] as follows, 
] is compact so it only contains finitely many critical points of E. If λ k+1 is the index of c k+1 , it has the homotopy type of a handle of index λ k+1 .
Corollary 5.10. Every smooth manifold has the homotopy type of a CW complex.
Proof. The set Λ b is homotopy equivalent to Λ a with a 1-cell attached.
Definition 5.11. Let A ∈ Mat m,n (Z) be matrix over the principal ideal domain Z. Then the Smith normal form is a factorization A = UDV for which:
(ii) Every diagonal entry of D divides the next, i.e. d i,i |d i+1,i+1 . Such diagonal entries are called the elementary divisors of A.
(iii) U ∈ Mat m,m (Z) and V ∈ Mat n,n (Z) are invertible over Z. That is det U, det V = ±1, in SL(-,Z).
Similarly, for A ∈ Mat m,n (Z) an integer matrix, the Smith normal form A = UDV may be written as D = U −1 AV −1 , which is permissible by the invertibility of U and V . Here,
where the diagonal elements α i , unique up to multiplication by a unit of the principal ideal domain, satisfy α i |α i+1 for all 1 ≤ i < r. The elements α i are the elementary divisors of A, determined by
where d i (A), known as the i-th determinant divisor, is the greatest common divisor of all i × i matrix of minors of A, and d 0 (A) := 1.
Remark 5.12. The Smith normal form exists for matrices over arbitrary principal ideal domains R whereby U and V must be invertible over R so their determinants are any units in R. The Smith form is unique up to multiplication of units in R. Proof. The boundary map B is zero on im(A) so it descends to a homomorphismB :
We will now show that ker(B)/im(A) is isomorphic to ker(B). From Lemma 5.13,
The target Z k of B is free so that the kernel contains all of the torsion of its domain group. It follows that
The kernel of the restriction ofB to its free part is also free and, thus, the rank is rank ker(B) = m − r − s
for s the rank of im(B) = im(B) = im B | Z m−r .
The manifolds S k and D k are orientable. We may select standard Euclidean coordinates (y 1 , . . . , y k ) for y in D k , which are the same coordinates for the open neighborhood V . As for each point x in the inverse image of y, we can take any coordinate patch consistent with the standard orientation of S k . Then, computing the derivative Df at x in terms of the chosen coordinatizations at x and y as a Jacobian matrix Jac x (f ), the sign of the determinant of Jac x (f ) is well-determined. The sign is either +1 or −1 since Df is invertible. The degree of f is then computed as
It is well defined and independent of which regular value y we pick. It is also invariant with respect to the homotopy class of the attaching map.
To write down the (ij)-entry of the matrix M = M k , we order the attaching maps that we used to get from X k to X k+1 :
where m k := n λ k is the number of λ k -cells of X. We assume there are only finitely many attaching maps for each skeletal dimension, although we can also drop the finiteness assumption. We also order the attaching maps one dimension down:
where n k := λ k+1 is the number of λ k+1 -cells of X. We think of the latter attaching maps in terms of giving maps of pairs of spaces (
, where the first map component D k → X k identifies interior points of D k with points of X k , and the second component is the actual attaching map g j :
for any choice of regular value y of f i in the interior of the j-th cell attachment (D k , S k−1 ) → (X k , X k−1 ) and any choice of coordinatizations of small coordinate patches for the points y and x in the inverse image f −1 i (y) chosen compatibly with the orientations. Thus
The homology of the cellular complex does not depend on the order chosen for the attaching maps. Since we have a cellular chain complex, the composite of any two matrices M k and M k−1 is 0, and one wants to compute ker(M k−1 )/im(M k ) to get the k-th homology group of the CW-complex.
We henceforth compute cellular homology for X using the standard basis of Z k for the free modules C k (X). To do so, we invoke Smith normal form of the matrix representation for the boundary homomorphisms. It should be remarked that if we want to determine homology with a basis over a field K, we would simply use Gaussian elimination. Note, Zmodules are direct sums Z/α 1 ⊕ Z/α 2 ⊕ · · · ⊕ Z/α l for integers α i with α i |α i+1 . We reduce an integer matrix M k to SNF (M k ) using row and column operations as in standard Gaussian elimination, but the caveat is that the entries must remain integers at all stages. Recall M k is m k × n k where m k = n λ k and n k = n λ k−1 . The row and column operations correspond to a change of basis for M k−1 and M k , respectively. Thus, the Smith normal form gives a factorization
for B k a matrix with l k non-zero diagonal entries which satisfy α i ≥ 1. The SNF matrices for M k+1 and M k completely characterize the k-th homology group H k . The rank of the boundary group im M k is the number of non-zero rows of D k , i.e. l k = rank im M k = min(n λ k , n λ k+1 ). The rank of the cycle group ker M k−1 is the number of zero columns of
The torsion coefficients of H k are the diagonal entries α i of M k that are greater than one. The k-th Betti number is therefore
Similarly, the elementary divisors are given by 
for 1 ≤ σ ≤ m k and 1 ≤ ρ ≤ n k . There are i! orderings of the columns (ρ, ρ+1, . . . , ρ+i) that go in each possible order (α, β, . . . , ω). We choose (M k ) σ,α from row 1 of Σ i,k (row σ of M k ), (M k ) σ+1,β from row 2 of Σ i,k (row σ + 1 of M k ), and eventually (M k ) σ+i,ω from row i of Σ i,k (row σ +i of M k ). Then the determinant contains the product (M k ) ρ,α (M k ) ρ+1,β . . . (M k ) ρ+i,ω times +1 or −1. Let P = (α, β, . . . , ω) be the permutation matrices corresponding to a certain ordering of the columns of (M k ) i . Then the determinant of (M k ) i is the sum of the i! simple determinants (up to sign), which are given by choosing one entry from every row and column of (M k ) i . Therefore,
We use a C 0 -perturbation of E : ΛM → R. That is, let σ(t) := max(0, min(2t − 1, 1)) for t ∈ R. Then for ε > 0, define E ε (x) := E(σ( x /ε)x) = S 1 σ( γ /ε)γ(t) + σ( γ /ε)γ(t) 2 dt.
Then E ε is constant in the ball of radius ε/2, coincides with E outside the ball of radius ε, and E − E ε ∞ = o(1) for ε → 0. The homotopy types of ΛM and M are fixed under such a perturbation by Lemma 5.3, i.e. for f : M → M ′ and x 0 ∈ M, π k (M, x 0 ) ∼ = π k (M ′ , f (x 0 )) for all k. Assume that we perturb ΛM via E ε such that we create infinitely many minima (or maxima) in the local neighborhood of a critical point p ∈ X k−1 ⊂ ΛM of index λ k−1 . Then, by Lemma 5.3, the homotopy type of M is fixed and the number of critical points of index λ k−1 tends to infinity, i.e. n λ k−1 → ∞. Then the k-th Betti number of H k (ΛM; Z) becomes lim n λ k →∞ n λ k−1 − min n λ k−1 , n λ k − min n λ k , n λ k+1 = +∞. It follows that the sequence of Betti numbers {b k (ΛM; Z)} k≥0 is unbounded. Since the homotopy type of M is invariant under this C 0 -perturbation, this can be done for an arbitrary closed Riemannian manifold. Thus, every closed Riemannian manifold M carries infinitely many geometrically distinct non-constant prime closed geodesics.
If we instead compute cellular homology over a field K, say Q, then we may simply use Gaussian elimination to reach the factorization M k = U k D k V k for U k ∈ Mat m k ,m k (Q) and V k ∈ Mat n k ,n k (Q) where U k D k is the inverse of the Gaussian elimination matrix E k which transforms M k to V k . Note, each diagonal entry of U k is +1 since D k is the diagonal matrix that contains all the pivots of M k . Then the rank of im M k−1 is the number of non-zero rows of D k , i.e. l k , and the rank of ker M k−1 is the number of zero columns of D k−1 , i.e. Remark 5.16. For the finite CW complex X, the Euler characteristic χ(X) is defined to be the alternating sum k (−1) k c k where c k is the number of k-cells of X. The Euler characteristic of X is independent of the choice of CW structure on ΛM. We similarly define the Euler characteristic of an infinite-dimensional CW complex ΛM to be the alternating sum
k c k where c k is the number of k-cells of ΛM if and only if all homology groups have finite rank and all but finitely many are zero. In this case, X := X N is such that H k (X N ) = 0 if k > N by Lemma 5.5 so that all but finitely many homology groups are zero because the index of any critical point is finite.
Definition 5.17. The Poincaré polynomial of ΛM is given by
If the Euler characteristic is well-defined, i.e. if rank H k (ΛM) = 0 for k ≥ N and a fixed N, then χ(ΛM) = P ΛM (−1).
Since H k (ΛM) = H k (X N ) = 0 for k > N, we have:
(−1) k n λ k−1 − min n λ k−1 , n λ k − min n λ k , n λ k+1 .
Homology H k is sub-additive, from the increasing sequence of inclusions D ∞ = X 0 ⊂ X 1 ⊂ X 1 ⊂ X 2 ⊂ . . . ⊂ X N = ΛM, so we get
That is, rank H k (ΛM; Z) is less than or equal to the number of critical points of index λ k . Equivalently, rank H k (ΛM; Z) = n λ k−1 − l k−1 − l k ≤ n λ k−1 . Since the k-th Betti number of the free loop space ΛM is given by b k (ΛM; Z) = n λ k−1 − min n λ k−1 , n λ k − min n λ k , n λ k+1 , the least upper bound of the sequence of Betti numbers is sup k∈N b k (ΛM; Z) = n λ k−1 . So the supremum of the k-th Betti number is controlled by the number of handles of index λ k−1 .
