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Subtraction with hadronic initial states at NLO: an
NNLO-compatible scheme
Abstract
We present an NNLO-compatible subtraction scheme for computing QCD jet cross sections of
hadron-initiated processes at NLO accuracy. The scheme is constructed specifically with those
complications in mind, that emerge when extending the subtraction algorithm to next-to-next-to-leading
order. It is therefore possible to embed the present scheme in a full NNLO computation without any
modifications.
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Abstract: We present an NNLO-compatible subtraction scheme for computing QCD jet
cross sections of hadron-initiated processes at NLO accuracy. The scheme is constructed
specifically with those complications in mind, that emerge when extending the subtraction
algorithm to next-to-next-to-leading order. It is therefore possible to embed the present
scheme in a full NNLO computation without any modifications.
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1. Introduction
Exploiting the full physics potential of the LHC puts strong demands on the precise the-
oretical understanding of QCD. In particular, accurate predictions of both signal and
background cross sections require the computation of radiative corrections at least at the
next-to-leading order (NLO) accuracy. In some cases however, NLO accuracy is not yet
satisfactory and one would like to be able to compute perturbative corrections beyond
NLO. The physical situations when this happens have been discussed extensively in the
literature [1]. However, the straightforward (albeit toilsome) application of QCD pertur-
bation theory to compute higher order corrections runs into the following problem. The
finite higher order corrections are sums of several pieces which are separately infrared (IR)
divergent in d = 4 spacetime dimensions. Therefore the evaluation of phase space integrals
beyond LO is not straightforward because it involves IR singularities that have to be con-
sistently treated before any numerical computation may be performed. At NLO accuracy
the IR divergences present in the intermediate stages of calculation may be handled using
a subtraction algorithm exploiting the fact that the structure of kinematical singularities
of QCD matrix elements is universal. Thus it is possible to construct process-independent
counterterms which regularize the one-loop (or virtual) corrections and real-emission phase
space integrals simultaneously [2–5].
In recent years a lot of effort has been devoted to the extension of the subtraction
method to the computation of radiative corrections at the NNLO accuracy [6–19]. How-
ever, extending existing NLO subtraction schemes to NNLO accuracy faces the following
problem. Consider the NNLO correction to a generic production cross section (for the sake
of simplicity, below we will write formulae appropriate to e+e− → m jet production). It is
the sum of three pieces, the doubly-real emission, the real-virtual and the doubly-virtual
terms
σNNLO =
∫
m+2
dσRRm+2Jm+2 +
∫
m+1
dσRVm+1Jm+1 +
∫
m
dσVVm Jm . (1.1)
The above expression is formal, because dσRRm+2 is IR singular in the one- and two-parton un-
resolved regions of phase space, dσRVm+1 has explicit ε-poles and is singular in the one-parton
unresolved regions of phase space, while dσVVm again has poles in ε. Let us concentrate on
the singly-unresolved singularities of dσRRm+2 and the ε-poles of dσ
RV
m+1: these are just the
divergences which are present in an NLO computation of m + 1 jet production. Thus it
is a natural first step to try and apply a standard NLO subtraction between the first two
terms in eq. (1.1) above to obtain
σNNLO =
∫
m+2
[
dσRRm+2Jm+2 − dσRR,A1m+2 Jm+1
]
+
∫
m+1
[
dσRVm+1 +
∫
1
dσ
RR,A1
m+2
]
Jm+1
+
∫
m
dσVVm Jm ,
(1.2)
where dσ
RR,A1
m+2 is just the NLO approximate cross section for m + 1 jet production and∫
1 dσ
RR,A1
m+2 is its integral over the phase space of one unresolved parton.
The m+1-parton integral in eq. (1.2) above is now finite in ε by construction, but this
is of course not the end of the story yet, as it is still singular in the one-parton unresolved
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regions of phase space. These singularities would be screened by the jet function in an NLO
computation, but this is no longer the case at NNLO. Thus, we need to further subtract
suitable approximate cross sections which regularize the singly-unresolved limits of dσRVm+1
and
∫
1 dσ
RR,A1
m+2 respectively. The construction of an approximate cross section to the real-
virtual piece is simple enough starting from the universal collinear and soft factorization
formulae for 1-loop squared matrix elements [17]. But building an approximate cross
section for
∫
1 dσ
RR,A1
m+2 may run into the problem that this piece need not obey universal
factorization in the collinear limit. Indeed
∫
1 dσ
RR,A1
m+2 is given by an expression of the form∫
1
dσ
RR,A1
m+2 = dσ
R
m+1 ⊗ I(ε) , (1.3)
where dσRm+1 is the Born cross section for the production of m+ 1 final-state partons and
I(ε) is an operator in colour space with universal pole part
I(ε) = −αs
2pi
1
Γ(1− ε)
∑
i
∑
k 6=i
1
ε2
(
4piµ2
sik
)ε
T iT k − γi
ε
+O(ε0) , (1.4)
the sums running over all (initial- and final-state) external QCD partons. However due to
coherent soft gluon radiation from unresolved partons, only the sum
〈M(0)m+1|T kT i|M(0)m+1〉+ 〈M(0)m+1|T kT r|M(0)m+1〉 (1.5)
factorizes in the pi||pr collinear limit [17] (T ir = T i + T r)
Cir
(
〈M(0)m+1|T kT i|M(0)m+1〉+ 〈M(0)m+1|T kT r|M(0)m+1〉
)
∝ 1
sir
〈M(0)m |T kT irPˆir|M(0)m 〉 . (1.6)
This factorization is violated by the factors of s−εik /ε
2 that appear in eqs. (1.3) and (1.4)
at O(ε0). This was noticed in ref. [18] too, where it was initially claimed that the terms
that violate factorization give a vanishing contribution after integration. However it was
later realized that this is not the case, as pointed out by ref. [19] first. Thus we are lead
to define a new NLO subtraction scheme that specifically deals with this issue. We note in
passing that it is also necessary that the unintegrated singly-unresolved approximate cross
section have universal collinear limits, and this is not guaranteed by QCD factorization
properties. (The approximate cross section we define in this paper will be easily seen to
obey universal collinear factorization however.)
For processes with only colourless partons in the initial state, such a scheme was
presented in ref. [20], and in fact this subtraction scheme can be extended to NNLO
accuracy [16,17] without any modifications.
In the present paper, we construct an NLO subtraction scheme for processes with
hadronic initial states, that may be extended to NNLO accuracy. The steps needed to set
up this subtraction scheme are the same as in ref. [20]. Starting from the known (tree-level)
IR factorization formulae for singly-unresolved emission, we first write all relevant formulae
in such a way that their overlap structure is disentangled, and multiple subtraction avoided.
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Then we carefully define extensions of the formulae, so that they are unambiguously defined
away from the IR limits. As it turns out, the ‘minimal’ extension of the limit formulae as
in ref. [20] does not lead to a satisfactory approximate cross section in the present case,
and we are forced to consider a ‘non-minimal’ extension. Nevertheless, the structure of our
final results will be seen to parallel those of ref. [20] closely, thus the present scheme can
be viewed as an extension of the algorithm of that paper to processes with hadrons in the
initial state.
The outline of the paper is as follows. In sect. 2 we recall the structure of hadronic
NLO cross sections and the implementation of the subtraction procedure in some detail.
In sect. 3 we set up some notation. Sect. 4 recalls the universal factorization properties
of QCD squared matrix elements in the collinear and soft limits. We present the new
subtraction terms in sect. 5. In sect. 6 we discuss the implementation of our subtraction
algorithm and perform the integration of the approximate cross section over the phase
space of the unresolved parton. Finally, in sect. 7 we give our conclusions.
2. The subtraction method at NLO
2.1 QCD jet cross sections at NLO
Let us consider the cross section of some hadron-initiated process at NLO accuracy,
σ(pA, pB) =
∑
a,b
∫ 1
0
dηa fa/A(ηa, µ
2
F )
∫ 1
0
dηb fb/B(ηb, µ
2
F )
[
σLOab (pa, pb) + σ
NLO
ab (pa, pb;µ
2
F )
]
,
(2.1)
where pa ≡ ηa pA, pb ≡ ηb pB , the subscripts on the cross sections denote the flavour of the
incoming partons while fa/A and fb/B are the parton densities of the two incoming hadrons,
A and B. Assuming an m-jet quantity, the leading order parton-level cross section is given
by the integral of the fully differential Born cross section dσBab over the available m-parton
phase space defined by the jet function Jm
σLOab (pa, pb) =
∫
m
dσBab(pa, pb)Jm . (2.2)
The NLO contribution is a sum of three pieces, the real-emission and virtual corrections
and the collinear subtraction term
σNLOab (pa, pb;µ
2
F ) =
∫
m+1
dσRab(pa, pb)Jm+1 +
∫
m
dσVab(pa, pb)Jm +
∫
m
dσCab(pa, pb;µ
2
F )Jm .
(2.3)
Here the notation for the integrals indicates that the real-emission contribution involves
m + 1 final-state partons, while the other two terms have m-parton kinematics, and the
phase spaces are restricted by the corresponding jet functions Jn that define the physical
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quantity. The collinear subtraction term is explicitly given by the following expression
dσCab(pa, pb;µ
2
F ) = −
αs
2pi
Sε
∑
c,d
∫ 1
0
dza
∫ 1
0
dzb dσ
B
cd(za pa, zb pb)
×
{
δbd δ(1 − zb)
[
− 1
ε
(
µ2
µ2F
)ε
P ac(za) +K
ac
F.S.(za)
]
+ δac δ(1 − za)
[
− 1
ε
(
µ2
µ2F
)ε
P bd(zb) +K
bd
F.S.(zb)
]}
.
(2.4)
Above Sε is the phase space factor due to the integral over the (d − 3)-dimensional solid
angle, which is included in the definition of the running coupling in the MS renormalization
scheme∗
Sε =
∫
dd−3Ω
(2pi)d−3
=
(4pi)ε
Γ(1− ε) . (2.5)
The functions P ab(z) appearing in eq. (2.4) are the four-dimensional Altarelli–Parisi prob-
abilities given by
P qg(x) = CF
1 + (1− x)2
x
, (2.6)
P gq(x) = TR
[
x2 + (1− x)2] , (2.7)
P qq(x) = CF
(
1 + x2
1− x
)
+
(2.8)
and
P gg(x) = 2CA
[(
1
1− x
)
+
+
1− x
x
− 1 + x(1− x)
]
+ δ(1 − x)
(
11
6
CA − 2
3
nfTR
)
, (2.9)
where the ‘+’-distribution appearing above is defined, as usual, by its action on a generic
test function g(x) ∫ 1
0
dx g(x)[f(x)]+ ≡
∫ 1
0
dx [g(x)− g(1)]f(x) . (2.10)
The factorization scheme-dependent terms KabF.S. are zero in the MS scheme. The parton
densities are also scale/scheme dependent, so that this dependence cancels in the full
hadronic cross section of eq. (2.1).
2.2 The subtraction procedure
As is well known, the three terms of the NLO correction in eq. (2.3) are all separately
divergent, only their sum is finite for infrared-safe observables. The traditional approach
to finding the finite NLO correction is to first continue all integrals in eq. (2.3) to d = 4−2ε
dimensions, then regularize the real-emission contribution by subtracting a suitably defined
approximate cross section, dσ
R,A
ab (pa, pb), such that
∗The MS renormalization scheme as often employed in the literature uses Sε = (4pi)
εe−εγE . It is not
difficult to check that the two definitions lead to the same expressions in a computation at NLO accuracy.
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• dσR,Aab (pa, pb) matches the point-wise singularity structure of dσRab(pa, pb) in the one-
parton unresolved regions of phase space in d dimensions,
• dσR,Aab (pa, pb) can be integrated over the one-parton phase space of the unresolved
parton analytically.
Then, to compute the NLO cross section we write
σNLOab (pa, pb;µ
2
F ) =
∫
m+1
[
dσRab(pa, pb)Jm+1 − dσR,Aab (pa, pb)Jm
]
ε=0
+
∫
m
[
dσVab(pa, pb) + dσ
C
ab(pa, pb;µ
2
F ) +
∫
1
dσ
R,A
ab (pa, pb)
]
ε=0
Jm .
(2.11)
Since the first integral on the right hand side of this equation is finite in four dimensions by
construction, it follows from the Kinoshita–Lee–Nauenberg theorem that the combination
of terms in the second integral is finite as well for any infrared-safe observable.
The final result is that we have rewritten the NLO contribution as a sum of two
finite integrals, both of which are integrable in four dimensions using standard numerical
techniques.
Lastly, let us note that in eq. (2.11) the notation dσ
R,A
ab (pa, pb)Jm is symbolic in the
sense that dσ
R,A
ab (pa, pb) is actually a sum of terms and the jet function multiplying each
term depends on a different set of momenta. The precise definition is given in sect. 6.1.
3. Notation
We adopt the colour- and spin-state notation of ref. [5] with a different normalization. In
this notation the tree-level amplitude for the hadron-initiated scattering process involving
the n final-state momenta {p1, . . . , pn},
Mc1,...,cn,ca,cb;s1...,sn,sa,sbn,ab (p1, . . . , pn; pa, pb) , (3.1)
is an abstract vector in colour and spin space denoted by
|M(0)n,ab(p1, . . . , pn; pa, pb)〉 ≡ (|c1, . . . , cn, ca, cb〉 ⊗ |s1 . . . , sn, sa, sb〉)
×Mc1,...,cn,ca,cb;s1...,sn,sa,sbn,ab (p1, . . . , pn; pa, pb) .
(3.2)
Here the labels a and b refer to the initial-state partons. Notice that compared to the
definition of ref. [5] in their eq. (3.11), we do not include factors of 1/
√
nc(fa) for each
initial-state parton a of flavour fa carrying nc(fa) colours.
Colour interactions at QCD vertices are represented by associating colour charges T j
with the emission of a gluon from each parton j. In the colour-state notation each vector
|M〉 is a colour singlet state, so colour conservation is simply∑
j
T j |M〉 = 0 , (3.3)
where the sum runs over all external partons (initial- and final-state) of the vector |M〉.
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Owing to our normalization as given in eq. (3.2) above, the two-parton colour-connected
squared matrix element
〈M(0)n,ab(p1, . . . , pn; pa, pb)|T iT k|M(0)n,ab(p1, . . . , pn; pa, pb)〉 (3.4)
does not include factors of 1/nc(fa) (compare with eq. (3.13) of ref. [5]). The colour-charge
algebra for the product T i · T k is
T i · T k = T k · T i , if i 6= k ; and T 2i = Ci , (3.5)
where Ci is the quadratic Casimir operator in the representation of parton i. We have
CF = TR(N
2
c − 1)/Nc = (N2c − 1)/(2Nc) in the fundamental and CA = 2TRNc = Nc in the
adjoint representation, i.e. we use the customary normalization TR = 1/2.
To indicate taking various kinematical limits, we use the formal operator notation
introduced in ref. [13].
4. Factorization in the collinear and soft limits
We consider the tree-level squared matrix element of a generic hadron-initiated process
with m + 1 QCD partons in the final state |M(0)m+1,ab({p}; pa, pb)|2. Here ({p}; pa, pb) ≡
(p1, . . . , pm+1; pa, pb) denotes the set of m+1 final-state momenta and the momenta of the
two incoming partons.
4.1 The collinear limit
4.1.1 Final-final collinear
Let us consider the limit when the momenta of the two final-state partons i and r be-
come collinear. This limit is precisely defined by letting k⊥ → 0 in the usual Sudakov
parametrization of the momenta
pµi = zip
µ
ir + k
µ
⊥ −
k2⊥
zi
nµ
2pir · n , p
µ
r = (1− zi)pµir − kµ⊥ −
k2⊥
1− zi
nµ
2pir · n , (4.1)
where pµir is the light-like (p
2
ir = 0) momentum pointing in the collinear direction, while n
µ
is an auxiliary light-like vector used to specify how the collinear direction is approached.
The transverse momentum kµ⊥ is orthogonal to both p
µ
ir and n
µ (pir · k⊥ = n · k⊥ = 0).
In the small-k⊥ limit (neglecting terms less singular than 1/k
2
⊥), we find that the squared
matrix element behaves as follows
Cir|M(0)m+1,ab({p}; pa, pb)|2 =
= 8piαsµ
2ε 1
sir
〈M(0)m,ab({p}m; pa, pb)|Pˆfifr(zi, k⊥; ε)|M(0)m,ab({p}m; pa, pb)〉 .
(4.2)
Here Pˆfifr(zi, k⊥; ε) are the (tree-level) Altarelli–Parisi splitting kernels (that we choose to
label by the flavours of the two daughter partons) and the m-parton matrix elements on
the right hand side are obtained from |M(0)m+1,ab({p}; pa, pb)〉 by removing partons i and r
and replacing them with a single parton ir. This parton carries the quantum numbers of
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the pair i + r in the collinear limit, that is its momentum is pµir and its other quantum
numbers (colour, flavour) are determined according to the rule: gluon + anything gives
gluon and quark + antiquark gives gluon.
The Altarelli–Parisi splitting kernels are matrices that act on the spin indices of the
parton ir. Their explicit expressions are
〈s|Pˆqg(z, k⊥; ε)|s¯〉 = δss¯CF
[
1 + z2
1− z − ε(1 − z)
]
, (4.3)
〈s|Pˆgq(z, k⊥; ε)|s¯〉 = δss¯CF
[
1 + (1− z)2
z
− εz
]
, (4.4)
〈µ|Pˆqq¯(z, k⊥; ε)|ν〉 = TR
[
−gµν + 4z(1 − z)k
µ
⊥k
ν
⊥
k2⊥
]
, (4.5)
〈µ|Pˆgg(z, k⊥; ε)|ν〉 = 2CA
[
−gµν
(
z
1− z +
1− z
z
)
− 2(1− ε)z(1 − z)k
µ
⊥k
ν
⊥
k2⊥
]
. (4.6)
4.1.2 Initial-final collinear
Now consider the case when the final-state momentum pµr becomes collinear with the initial-
state momentum pµa . Here the collinear limit is defined as follows
pµr = (1− x)pµa + kµ⊥ −
k2⊥
1− x
nµ
2pa · n , p
µ
ar = xp
µ
a , (4.7)
with k⊥ → 0, and the corresponding splitting process a→ ar+r involves a transition from
the initial-state parton a to the initial-state parton ar together with the emission of the
final-state parton r. The factorization formula appropriate in the collinear limit of eq. (4.7)
reads
Car|M(0)m+1,ab({p}; pa, pb)|2 =
= 8piαsµ
2ε 1
x
1
sar
〈M(0)m,(ar)b({p}m; par, pb)|Pˆfarfr(x, k⊥; ε)|M
(0)
m,(ar)b({p}m; par, pb)〉 ,
(4.8)
where the initial-state splitting kernels Pˆfarfr(x, k⊥; ε) are related to the time-like Altarelli–
Parisi splitting kernels by
Pˆfarfr(x, k⊥; ε) = −(−1)F (fa)+F (far) x Pˆfaf¯r(1/x, k⊥; ε) . (4.9)
Notice that similarly to the case of final-state splitting, we choose to label the initial-final
splitting kernel by the flavours of the two daughter partons. In eq. (4.9) above F (q) = 1
and F (g) = 0, which takes care of a factor of (−1) if a fermionic line is crossed. Note that
we do not need to include the customary factor of
ω(far)
ω(fa)
=
ns(far)nc(far)
ns(fa)nc(fa)
(4.10)
in eq. (4.9) that would account for the correct counting of the number of colours and
spins of the incoming partons, because our matrix elements are defined without these
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factors. Nevertheless, for further reference, we record here that in conventional dimensional
regularization
ω(q) = ns(q)nc(q) = 2Nc , and ω(g) = ns(g)nc(g) = 2(1 − ε)(N2c − 1) . (4.11)
The m-parton matrix element on the right hand side of eq. (4.8) is obtained from
|M(0)m+1,ab({p}; pa, pb)〉 by removing the final-state parton r and replacing the initial-state
parton a with the parton ar. This parton carries the momentum pµar.
4.2 The soft limit
Suppose that the momentum of the final state gluon r becomes soft, i.e. we have pµr = λqµ
with qµ fixed and λ→ 0. In this limit the squared matrix element behaves as follows
Sr|M(0)m+1,ab({p}; pa, pb)|2 =
= −8piαsµ2ε
∑
i
∑
k 6=i
1
2
Sik(r)〈M(0)m,ab({p}m; pa, pb)|T iT k|M(0)m,ab({p}m; pa, pb)〉 ,
(4.12)
where
Sik(r) = 2sik
sirskr
(4.13)
is the usual eikonal factor and the m-parton matrix elements on the right hand side are
obtained from |M(0)m+1,ab({p}; pa, pb)〉 by simply removing the soft gluon. The sums over i
and k in eq. (4.12) above run over all initial and final state partons.
4.3 Matching the limits
It is well known that the collinear factorization formulae contain pieces that are singular in
the soft limit, and conversely, the soft factorization formula includes collinear divergences.
To avoid double subtraction in the regions of phase space where the collinear and soft limits
overlap, the common soft-collinear contributions have to be identified and the overlaps
disentangled. A general and efficient way to do this at higher perturbative orders was
presented in ref. [21]. However at NLO the separation of limits is quite straightforward and
here we simply follow the approach of ref. [13] and compute the iterated limits explicitly.
First we consider the soft limits of the collinear factorization formulae. In the case of
the final-final collinear formula, as pµr → 0 we have zi → 1 and
SrCir|M(0)m+1,ab({p}; pa, pb)|2 = 8piαsµ2ε
1
sir
2
1− zi T
2
i |M(0)m,ab({p}m; pa, pb)|2 , (4.14)
if r is a gluon, while SrCir|M(0)m+1,ab({p}; pa, pb)|2 = 0 if r is a (anti)quark. The matrix
element on the right hand side is obtained from the original m+ 1-parton matrix element
by simply dropping parton r. The pµr → 0, x → 1 soft limit of the initial-final collinear
formula reads
SrCar|M(0)m+1,ab({p}; pa, pb)|2 = 8piαsµ2ε
1
sar
2
1− x T
2
a |M(0)m,ab({p}m; pa, pb)|2 , (4.15)
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if r is a gluon, and zero otherwise. Again the matrix element on the right hand side is
obtained from the original m+ 1-parton matrix element by simply dropping parton r.
Next we compute the collinear limits of the soft factorization formula. In the case
where the momenta of the final-state partons i and r become collinear, pµi → zipµir and
pµr → (1− zi)pµir, we find
CirSr|M(0)m+1,ab({p}; pa, pb)|2 = 8piαsµ2ε
1
sir
2zi
1− zi T
2
i |M(0)m,ab({p}m; pa, pb)|2 . (4.16)
When the momentum of the final-state parton r becomes collinear with the momentum of
the initial-state parton a, i.e. pµr → (1− x)pµa , we obtain
CarSr|M(0)m+1,ab({p}; pa, pb)|2 = 8piαsµ2ε
1
sar
2
1− x T
2
a |M(0)m,ab({p}m; pa, pb)|2 . (4.17)
The matrix elements on the right hand sides of eqs. (4.16) and (4.17) are again obtained
from the original m+ 1-parton matrix element by dropping parton r.
It is straightforward that the candidate subtraction term (I and F denote the set of
initial- and final-state partons respectively)
A1|M(0)m+1,ab({p}; pa, pb)|2 =
=
[∑
i∈F
∑
r∈F
r 6=i
1
2
Cir +
∑
a∈I
∑
r∈F
Car +
∑
r∈F
(
Sr −
∑
i∈F
i6=r
CirSr −
∑
a∈I
CarSr
)]
× |M(0)m+1,ab({p}; pa, pb)|2
(4.18)
counts each singly-unresolved limit precisely once and is free of double subtractions. This
equation is an obvious generalization of eq. (4.1) of ref. [20] to the case where coloured
particles are allowed in the initial state. Nonetheless, eq. (4.18) above cannot yet serve
as a true subtraction counterterm because each term in the sum is only well-defined in
a specific collinear and/or soft limit. To define a proper counterterm, we must first give
unambiguous meaning to all expressions away from the limits as well.
5. NNLO-compatible subtraction terms
5.1 Collinear subtractions
5.1.1 Final-final collinear
We define the extension of the collinear factorization formula of eq. (4.2) as follows
CFFir ({p}; pa, pb) =
= 8piαsµ
2ε 1
sir
〈M(0)m,ab({p˜}(ir)m ; pa, pb)|Pˆfifr(z˜i, k˜⊥,i; ε)|M(0)m,ab({p˜}(ir)m ; pa, pb)〉
× (1− αir)2d0−2(m−1)(1−ε)Θ(α0 − αir) ,
(5.1)
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where Pˆfifr are the Altarelli–Parisi kernels as given in eqs. (4.3)–(4.6). The momentum
fractions z˜i and z˜r are
z˜i =
yiQ
y(ir)Q
, and z˜r = 1− z˜i = yrQ
y(ir)Q
, (5.2)
where we define ynQ = snQ/Q
2 ≡ 2pn · Q/Q2 for n = i, r and y(ir)Q = yiQ + yrQ. The
transverse momentum k˜µ⊥,i is
k˜µ⊥,i = ζi,rp
µ
r − ζr,ipµi + ζirp˜µir , ζi,r = z˜i −
yir
αiry(ir)Q
, ζr,i = z˜r − yir
αiry(ir)Q
, (5.3)
where yir = sir/Q
2 ≡ 2pi ·pr/Q2, while the parent momentum p˜µir and αir are defined below
in eqs. (5.5) and (5.6) respectively. Above Q is the total partonic incoming momentum in
the laboratory center-of-mass frame, i.e. Qµ = pµa+p
µ
b ≡ (Ea+Eb, 0, 0, Ea−Eb). This choice
of transverse momentum is exactly orthogonal to the parent momentum (k˜⊥,i · p˜ir = 0) and
in the pi||pr limit behaves as required (k˜2⊥,i → −zi(1 − zi)sir) for any ζir. Furthermore,
the longitudinal component of k˜⊥,i proportional to ζir vanishes by gauge-invariance when
contracted with the matrix element, so in an NLO computation we can set ζir = 0. However
by choosing
ζir =
yir
αiryfir Q
(z˜r − z˜i) (5.4)
and using the Sudakov parametrization of eq. (4.1), we find that k˜µ⊥,i → 0 in the pi||pr limit
(i.e. there is no residual ‘gauge term’ proportional to p˜µir in the limit). This is necessary if
one wants to consider a generalization of the subtraction scheme to NNLO accuracy [16].
The matrix elements on the right hand side of eq. (5.1) are obtained from the original
m + 1-parton matrix element |M(0)m+1({p}; pa, pb)〉 by removing the partons i and r and
replacing them by a single parton ir as explained below eq. (4.2). The momenta entering
the m-parton matrix elements, ({p˜}(ir)m ; pa, pb) ≡ (p˜1, . . . , p˜ir, . . . , p˜m+1; pa, pb) are defined
as follows. First of all, it is convenient to leave the momenta of the incoming partons
unchanged. Secondly, when defining the new final-state momenta, we find it useful to use a
‘democratic’ mapping which treats the momenta of all (final-state) partons different from
i and r identically. This choice is very convenient if one wants to extend the subtraction
scheme to NNLO accuracy. Furthermore, in the context of an NLO computation, it leads
to a smaller number of distinct phase space points at which subtraction terms have to be
evaluated than the original ‘dipole’ mapping of Ref. [5]. We use the mapping introduced
in ref. [20], where
p˜µir =
1
1− αir (p
µ
i + p
µ
r − αirQ) , p˜µn =
1
1− αir p
µ
n , n 6= i, r, a, b , (5.5)
with
αir =
1
2
[
y(ir)Q −
√
y2(ir)Q − 4yir
]
. (5.6)
Finally, note the two factors on the last line of eq. (5.1). These are included to render
the integrated counterterm m-independent (see eq. (5.10) below) and to reduce the CPU
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time necessary for the numerical implementation [22]. For further details, we refer the
reader to appendix A of ref. [23].
Phase space factorization. The momentum mapping of eq. (5.5) implements exact
momentum conservation and leads to an exact factorization of the original m + 1 parton
phase space of total momentum Q = pa + pb in the form
dφm+1({p};Q) = dφm({p˜}(ir)m ;Q)[dp(ir)1;m(pr, p˜ir;Q)] . (5.7)
The factorized phase space measure can be written in several equivalent forms, here we
choose the following [23,24]
[dp
(ir)
1;m(pr, p˜ir;Q)] = dαir(1− αir)2(m−1)(1−ε)−1
sfir Q
2pi
dφ2(pi, pr; p(ir))Θ(αir)Θ(1− αir) ,
(5.8)
where sfir Q = 2p˜ir ·Q and pµ(ir) = (1− αir)p˜µir + αirQµ.
Integral of the subtraction term. Finally we compute the integral of the subtraction
term over the unresolved phase space [dp
(ir)
1;m(pr, p˜ir;Q)]. Firstly, since k˜
µ
⊥,i as given by
eq. (5.3) is orthogonal to p˜µir, the spin correlations generally present in eq. (5.1) vanish
after azimuthal integration [5]. Thus when computing the integral of the subtraction
term CFFir ({p}; pa, pb) over the unresolved phase space, we can replace the Altarelli–Parisi
splitting kernels Pˆfifr by their azimuthally averaged counterparts Pfifr . Then we have∫
[dp
(ir)
1;m(pr, p˜ir;Q)]CFFir ({p}; pa, pb) =
=
αs
2pi
Sε
(
µ2
Q2
)ε
CFFir (yfir Q; ε)T
2
ir|M(0)m,ab({p˜}(ir)m ; pa, pb)|2 ,
(5.9)
where yfir Q = 2p˜ir ·Q/Q2 and
CFFir (yfir Q; ε) =
(4pi)2
Sε
(Q2)ε
×
∫ α0
0
dαir (1− αir)2d0−1
sfir Q
2pi
∫
dφ2(pi, pr; p(ir))
1
sir
Pfifr(z˜i, ε)
1
T
2
ir
.
(5.10)
As claimed, CFFir (yfir Q; ε) is independent of m and in order to lighten the notation through-
out the paper, we do not explicitly indicate its dependence on α0 and d0.
The integral appearing in eq. (5.10) has been computed in refs. [23, 24] (see also [20]
for the case of α0 = 1) and here we only recall the final results. The pole parts of the
integral are independent of α0 and d0 and we have
CFFqg (x; ε) =
[
1
ε2
+
3
2ε
− 2
ε
ln(x) + O(ε0)
]
, CFFgq (x; ε) = C
FF
qg (x; ε) , (5.11)
CFFqq¯ (x; ε) =
TR
CA
[
− 2
3ε
+O(ε0)
]
, (5.12)
CFFgg (x; ε) =
[
2
ε2
+
11
3ε
− 4
ε
ln(x) + O(ε0)
]
. (5.13)
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We present the finite parts for the specific choice of d0 = 3− 3ε in appendix A.1.
5.1.2 Initial-final collinear
The extension of the collinear factorization formula of eq. (4.8) is written as
CIFar ({p}; pa, pb) = 8piαsµ2ε
1
x˜a
1
sar
× 〈M(0)m,(ar)b({p˜}(ar)m ; p˜ar, pb)|Pˆfarfr(x˜a, k˜⊥,a; ε)|M
(0)
m,(ar)b({p˜}(ar)m ; p˜ar, pb)〉
×Θ(y′0 − yar) ,
(5.14)
where Pˆfarfr are the initial-state Altarelli–Parisi kernels as given in eq. (4.9). The momen-
tum fraction x˜a is given by
x˜a = 1− yrQ , (5.15)
while the transverse momentum k˜µ⊥,a reads
k˜µ⊥,a = p
µ
r − yrQ pµa − yarQµ . (5.16)
Again Q is the total incoming partonic momentum in the laboratory center of mass frame,
that is Qµ = pµa + p
µ
b and thus Q
2 = 2pa · pb = 2pa · Q. The choice of k˜µ⊥,a in eq. (5.16)
is orthogonal to the parent momentum p˜µar (k˜⊥,a · p˜ar = 0) to be defined in eq. (5.17)
below and has the correct behaviour in the pa||pr limit: k˜2⊥,a → −(1−x)sar. Furthermore,
using the appropriate Sudakov-parametrization, eq. (4.7), we find that in the collinear limit
k˜µ⊥,a → 0 (again there is no ‘gauge term’ in the limit). This is important if the present
NLO algorithm is to be included as part of an NNLO subtraction scheme.
Finally, the matrix elements on the right hand side of eq. (5.14) are obtained from the
original m+ 1-parton matrix element on the left by removing the final-state parton r and
replacing the initial-state parton a with the parton ar as discussed below eq. (4.11). The
m momenta ({p˜}(ar)m ; p˜ar, pb) ≡ (p˜1, . . . , p˜m+1; p˜ar, pb) (pr is missing from the set) entering
the factorized matrix elements are defined as follows. Firstly, it is convenient to leave the
momentum of parton b unchanged. Secondly, it is also convenient to define the momentum
of parton ar, p˜µar to be parallel with p
µ
a . Thus we set
p˜µar = x˜ap
µ
a , p˜
µ
n = Λ[Q− pr, Q− (1− x˜a)pa]µν pνn , n 6= a, b, r , (5.17)
where Λ(K, Kˆ)µν is
Λ(K, Kˆ)µν = g
µ
ν −
2(K + Kˆ)µ(K + Kˆ)ν
(K + Kˆ)2
+
2KµKˆν
K2
. (5.18)
This is the matrix of a (proper) Lorentz transformation, that maps Kˆµ to Kµ, whenever
K2 = Kˆ2. This mapping treats all final-state momenta except r identically.
The Θ-function is included on the last line of eq. (5.14) to reduce CPU time in a
numerical implementation.
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Phase space convolution. The analogue of the phase space factorization in eq. (5.7) is
the following phase space convolution
dφm+1({p}; pa + pb) =
∫ 1
0
dxdφm({p˜}(ar)m ;xpa + pb)[dp(ar)1;m (pr, pa, x)] , (5.19)
where the one-particle phase space measure can be written as
[dp
(ar)
1;m (pr, pa, x)] =
Sε
(4pi)2
(Q2)1−εdyar dx˜aΘ(x˜a)Θ(1− x˜a)Θ(yar)Θ
(
1− yar
1− x˜a
)
× (1− x)−2ε
[
yar
1− x˜a
(
1− yar
1− x˜a
)]−ε
δ(x− x˜a) .
(5.20)
Above we have yar = 2pa · pr/Q2.
We note that the momentum mapping in eq. (5.17) and consequently the phase space
convolution in eq. (5.19) coincides exactly with the mapping and convolution of section 5.5
of Ref. [5]. Our x˜a is exactly their xi,ab, after the replacement i→ r and similarly, their v˜i
is just our yar after the same replacement.
Integral of the subtraction term. When computing the integral of CIFar ({p}; pa, pb)
over the one parton factorized phase space [dp
(ar)
1;m (pr, pa, x)], we may replace the splitting
functions Pˆfarfr with their azimuthally averaged counterparts Pfarfr since k˜
µ
⊥,a is orthogonal
to p˜µar, and the spin correlations generally present in eq. (5.14) vanish after integration. We
find ∫
[dp
(ar)
1;m (pr, pa, x)]CIFar ({p}; pa, pb) =
=
αs
2pi
Sε
(
µ2
Q2
)ε
ω(fa)
ω(far)
1
x
CIa(ar)(x; ε)T
2
ar|M(0)m,(ar)b({p˜}(ar)m ; p˜ar, pb)|2 ,
(5.21)
with
CIa(ar)(x; ε) =
ω(far)
ω(fa)
∫ y′0
0
dyar
∫ 1
0
dx˜aΘ
(
1− yar
1− x˜a
)
(1− x)−2ε
×
[
yar
1− x˜a
(
1− yar
1− x˜a
)]−ε
δ(x− x˜a) 1
sar
Pfarfr(x˜a; ε)
1
T
2
ar
,
(5.22)
where we have introduced factors of ω(fa) and ω(far) into the definition of C
I
a(ar)(x; ε) above
for later convenience. As before, to lighten the notation, we do not explicitly indicate the
dependence of CIa(ar)(x; ε) on y
′
0.
The integral which appears in eq. (5.22) above has been computed in ref. [5] for y′0 = 1
and in ref. [25] for general y′0, so here we only recall the final results. The pole part of the
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integral is independent of y′0 and reads
CIqg(x; ε) = −
1
ε
CF
CA
[
1 + (1− x)2
x
]
+O(ε0) , (5.23)
CIgq(x; ε) = −
1
ε
TR
CF
[
x2 + (1− x)2]+O(ε0) , (5.24)
CIqq(x; ε) = −
1
ε
(
1 + x2
1− x
)
+
+ δ(1 − x)
(
1
ε2
+
3
2ε
)
+O(ε0) , (5.25)
CIFgg (x; ε) = −
2
ε
[(
1
1− x
)
+
+
1− x
x
− 1 + x(1− x)
]
+ δ(1 − x) 1
ε2
+O(ε0) , (5.26)
where the ‘+’-distribution appearing above is defined in eq. (2.10). Note that for y′0 = 1,
these functions are in fact identical to the V˜a,ai(x; ε) functions introduced in ref. [5], up to
a factor of T 2ar (after the usual replacement of i→ r). Explicitly we have CIa(ar)(x; ε; y′0 =
1)T 2ar = V˜a,ar(x; ε). The finite parts of these expressions are given in appendix A.1.
5.2 Soft-type subtractions
Next we define the extension of the soft (eq. (4.12)) and soft-collinear (eqs. (4.16) and (4.17))
limits. We call these ‘soft-type’ subtractions because they all use the same ‘soft’ momentum
mapping, see eq. (5.30) below. We set
Sr({p}; pa, pb) = −8piαsµ2ε
∑
i
∑
k 6=i
1
2
Sik(r)
× 〈M(0)m,ab({p˜}(r)m ; pa, pb)|T iT k|M(0)m,ab({p˜}(r)m ; pa, pb)〉
× (1− yrQ)d′0−(m−1)(1−ε)Θ(y0 − yrQ)P (yrQ) , (5.27)
CFFir Sr({p}; pa, pb) = 8piαsµ2ε
1
sir
2z˜i
1− z˜i T
2
i |M(0)m,ab({p˜}(r)m ; pa, pb)|2
× (1− yrQ)d′0−(m−1)(1−ε)Θ(y0 − yrQ)P (yrQ) , (5.28)
CIFar Sr({p}; pa, pb) = 8piαsµ2ε
1
sar
2
1− x˜a T
2
a |M(0)m,ab({p˜}(r)m ; pa, pb)|2
× (1− yrQ)d′0−(m−1)(1−ε)Θ(y0 − yrQ)P (yrQ) . (5.29)
The eikonal factor, Sik(r), and the momentum fractions z˜i and x˜a which appear in the
above equations were defined in eqs. (4.13, 5.2) and (5.15) respectively. (Also recall that
the sums over i and k in eq. (5.27) run over all initial and final state partons.) The matrix
elements on the right hand sides are obtained form the originalm+1-parton matrix element
by simply dropping the parton r. The momenta ({p˜}(r)m ; pa, pb) ≡ (p˜1, . . . , p˜m+1; pa, pb) (pr
is missing) entering the m-parton matrix elements are defined as follows:
p˜µn = Λ[Q, (Q− pr)/λr]µν (pν/λr) , λr =
√
1− yrQ , n 6= r, a, b , (5.30)
where Λ is defined in eq. (5.18). Notice that the momenta of the incoming partons are left
unchanged. This mapping treats all final-state momenta except pr in an identical fashion.
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In eqs. (5.27)–(5.29) above, we have included some additional factors. The first two
of these serve the same purpose as in the collinear case, see eq. (5.1). Firstly, they render
the integrated counterterms m-independent (see eqs. (5.35, 5.39, 5.40) below) and secondly
they reduce the necessary CPU time in a numerical implementation.
The final factor of P (yrQ) is included to control the exact form of the integrated soft-
type subtraction terms. A similar approach, albeit in a different context, has been used in
ref. [26]. In the present case this is crucial for obtaining an insertion operator that obeys
universal collinear factorization. In order that the terms in eqs. (5.27)–(5.29) above reduce
to their correct forms in the soft limit, we must have P (yrQ) → 1 as yrQ → 0. Hence we
set
P (yrQ) = 1−
N∑
n=1
an y
n
rQ , (5.31)
where we shall find below that the minimal number of terms necessary is N = 2 and we will
also determine a1 and a2. The an will be seen to depend on the parameters y0 and d
′
0 as
well as ε. In order to keep the notation streamlined, we do not indicate these dependences.
Phase space factorization. The momentum mapping defined in eq. (5.30) above leads
to an exact factorization of the original m + 1-parton phase space of total momentum
Q = pa + pb in the form
dφm+1({p};Q) = dφm({p˜}(r)m ;Q)[dp(r)1;m(pr;Q)] . (5.32)
We choose to write the factorized phase space measure as in refs. [23,24]
[dp
(r)
1;m(pr;Q)] = dyrQ (1− yrQ)(m−1)(1−ε)−1
Q2
2pi
dφ2(pr,K;Q)Θ(yrQ)Θ(1− yrQ) , (5.33)
where the time-like momentum K is massive with K2 = (1− yrQ)Q2.
Integral of the subtraction term. Consider first the integration of the soft counterterm
Sr({p}; pa, pb) over the one-parton unresolved phase space [dp(r)1;m(pr;Q)]. We find∫
[dp
(r)
1;m(pr;Q)]Sr({p}; pa, pb) =
αs
2pi
Sε
(
µ2
Q2
)ε
×
[∑
i∈F
∑
k∈F
k 6=i
SFFik (Yi˜k˜,Q; ε)〈M(0)m,ab({p˜}(r)m ; pa, pb)|T iT k|M(0)m,ab({p˜}(r)m ; pa, pb)〉
+ 2
∑
i∈F
SIFai (Ya˜i,Q; ε)〈M(0)m,ab({p˜}(r)m ; pa, pb)|T aT i|M(0)m,ab({p˜}(r)m ; pa, pb)〉
+ 2
∑
i∈F
SIFbi (Yb˜i,Q; ε)〈M(0)m,ab({p˜}(r)m ; pa, pb)|T bT i|M(0)m,ab({p˜}(r)m ; pa, pb)〉
+ 2SIIab(ε)〈M(0)m,ab({p˜}(r)m ; pa, pb)|T aT b|M(0)m,ab({p˜}(r)m ; pa, pb)〉
]
,
(5.34)
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where a and b are the labels of the two incoming partons and
SJiJkik (Yi˜k˜,Q; ε) = −
(4pi)2
Sε
(Q2)ε
∫ y0
0
dyrQ (1− yrQ)d′0−1P (yrQ)Q
2
2pi
∫
dφ2(pr,K;Q)
1
2
Sik(r) .
(5.35)
Here Ji, Jk = I, F denote whether i and k are initial- or final-state partons. Note that
SJiJkik (Yi˜k˜,Q; ε) is symmetric in i and k, so the ordering of indices does not matter. In
particular SFIki (Y ; ε) = S
IF
ik (Y ; ε). As promised, S
JiJk
ik (Yi˜k˜,Q; ε) is independent of m and
depends on i and k only through the combination
Yi˜k˜,Q =
yi˜k˜
yi˜Qyk˜Q
. (5.36)
Notice that p˜a = pa, p˜b = pb (the soft mapping of eq. (5.30) leaves the incoming momenta
unchanged), so ya˜Q = yb˜Q = 1 and thus Ya˜b˜,Q = 1. Then in eq. (5.34), S
II
ab only depends
on ε, as indicated. As usual, we do not show the dependence on y0 and d
′
0 to lighten the
notation.
Next, consider the integral of the soft-collinear subtraction terms. We have∫
[dp
(r)
1;m(pr;Q)]CFFir Sr({p}; pa, pb) =
αs
2pi
Sε
(
µ2
Q2
)ε
CSFF (ε)T 2i |M(0)m,ab({p˜}(r)m ; pa, pb)|2
(5.37)
and∫
[dp
(r)
1;m(pr;Q)]CIFar Sr({p}; pa, pb) =
αs
2pi
Sε
(
µ2
Q2
)ε
CSIF (ε)T 2a|M(0)m,ab({p˜}(r)m ; pa, pb)|2
(5.38)
with
CSFF (ε) =
(4pi)2
Sε
(Q2)ε
∫ y0
0
dyrQ (1− yrQ)d′0−1P (yrQ)Q
2
2pi
∫
dφ2(pr,K;Q)
1
sir
2z˜i
1− z˜i ,
(5.39)
and
CSIF (ε) =
(4pi)2
Sε
(Q2)ε
∫ y0
0
dyrQ (1− yrQ)d′0−1P (yrQ)Q
2
2pi
∫
dφ2(pr,K;Q)
1
sar
2
1− x˜i .
(5.40)
As before, CSFF (ε) and CSIF (ε) are independent of m but do depend on y0 and d
′
0. The
dependence on the later two parameters however is suppressed in the notation.
The soft integral in eq. (5.35) for i and k both final-state partons, as well as the soft-
collinear integral in eq. (5.39) above have been evaluated in refs. [23,24], with P (yrQ) ≡ 1
(see also [20] for the case of y0 = 1). Computing the soft integral for the cases when either
one or both of i and k are initial-state momenta and the soft-collinear integral in eq. (5.40)
above, with P (yrQ) as given in eq. (5.31), is straightforward with the same techniques. We
nevertheless present the details here, as they are needed to derive the an that enter P (yrQ)
in eq. (5.31).
First, in order to write the factorized phase space measure in eq. (5.33) explicitly,
we choose a specific Lorentz-frame. The choice of a convenient frame is different for
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SFFik (Yi˜k˜,Q; ε), S
IF
ai (Ya˜i,Q; ε) and S
II
ab(ε) as well as for CS
FF (ε) and CSIF (ε). In particu-
lar, in each frame we have
Qµ =
√
s(1, . . .) , and pµr = Er(1, ..‘angles’.., sinϑ sinϕ, sinϑ cosϕ, cos ϑ) , (5.41)
where the dots stand for vanishing components, while the notation ..‘angles’.. denotes the
dependence of pµr on the d− 3 angular variables that can be trivially integrated. Then, for
computing the various integrals, we set
SFFik (Yi˜k˜,Q; ε) , CS
FF (ε) : p˜µi = E˜i(1, . . . , 1) , p˜
µ
k = E˜k(1, . . . , sinχi˜k˜, cosχi˜k˜) , (5.42)
SIFai (Ya˜i,Q; ε) , CS
IF (ε) : pµa =
√
s
2
(1, . . . , 1) , p˜µi = E˜i(1, . . . , sinχa˜i, cos χa˜i) , (5.43)
SIIab(ε) : p
µ
a =
√
s
2
(1, . . . , 1) , pµb =
√
s
2
(1, . . . ,−1) . (5.44)
Now in terms of the scaled energy-like variable
εr =
2pr ·Q
Q2
=
2Er√
s
(5.45)
and the angular variables ϑ and ϕ the two-particle phase space reads
dφ2(pr,K;Q) =
(Q2)−ε
16pi2
Sε
Γ2(1− ε)
Γ(1− 2ε) dεr ε
1−2ε
r δ(y − εr)
× d(cosϑ) d(cosϕ)(sin ϑ)−2ε(sinϕ)−1−2ε ,
(5.46)
for all three choices of frame in eqs. (5.42)–(5.44). In eq. (5.46), the limits of integration on
εr are 0 and 1, while the cosines of both angles run from −1 to +1.
To write the integrands in these variables, we observe that the precise definitions of p˜i
and p˜k as given in eq. (5.30) above imply
sik = (1− εr)si˜k˜ , sir = si˜r , skr = sk˜r , siQ = (1− εr)si˜Q + si˜r , (5.47)
and
sai =
√
1− εr sa˜i +
1
1 +
√
1− εr
saQsi˜r
Q2
−
√
1− εr
1 +
√
1− εr
sarsi˜Q
Q2
− 1
(1 +
√
1− εr)2
sarsi˜r
Q2
.
(5.48)
Then in the Lorentz-frame of eq. (5.42) we find
sik
sirskr
= (1− εr)
si˜k˜
si˜rsk˜r
=
4Yi˜k˜,Q
Q2
(1− εr)
ε2r
1
(1− cos ϑ)(1− cosχi˜k˜ cos ϑ− sinχi˜k˜ sinϑ cosϕ)
,
(5.49)
and
1
sir
z˜i
1− z˜i =
1
si˜r
(1− εr)si˜Q + si˜r
srQ
=
1
Q2
1
εr
[
1 +
2(1− εr)
εr(1− cos ϑ)
]
. (5.50)
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Similarly, in the frame of eq. (5.43) we obtain
sai
sarsir
=
√
1− εr sa˜i
sarsi˜r
+
1
1 +
√
1− εr
saQ
sarQ2
−
√
1− εr
1 +
√
1− εr
si˜Q
si˜rQ
2
− 1
(1 +
√
1− εr)2
1
Q2
,
=
4Ya˜i,Q
Q2
√
1− εr
ε2r
1
(1− cos ϑ)(1− cosχa˜i cosϑ− sinχa˜i sinϑ cosϕ)
+
2
εr(1 +
√
1− εr)Q2
(
1
1− cos ϑ −
√
1− εr
1− cosχa˜i cos ϑ− sinχa˜i sinϑ cosϕ
)
− 1
(1 +
√
1− εr)2Q2
,
(5.51)
and
1
sar
1
1− x˜a =
1
sar
1
yrQ
=
2
Q2
1
ε2r
1
1− cos ϑ . (5.52)
Finally, in the frame of eq. (5.44) we have simply
sab
sarsbr
=
4
Q2
1
ε2r
1
1− cos2 ϑ . (5.53)
The Yi˜k˜,Q and Ya˜i,Q that appear in eqs. (5.49) and (5.51) above are defined in eq. (5.36).
Now we are ready to compute the integrals in eqs. (5.35, 5.39) and (5.40). We start
by computing SFFik (Yi˜k˜,Q; ε) and CS
FF (ε). Using eqs. (5.46, 5.49) and (5.50) we obtain
SFFik (Yi˜k˜,Q; ε) = −4Yi˜k˜,Q
Γ2(1− ε)
2piΓ(1− 2ε)Ω
(1,1)(cosχi˜k˜)
×
[
By0(−2ε, d′0 + 1)−
N∑
n=1
anBy0(n− 2ε, d′0 + 1)
] (5.54)
and
CSFF (ε) = 2B(−ε, 1− ε)
[
By0(−2ε, d′0)−
N∑
n=1
anBy0(n− 2ε, d′0)
]
− 2B(−ε, 2− ε)
[
By0(1− 2ε, d′0)−
N∑
n=1
anBy0(n+ 1− 2ε, d′0)
]
.
(5.55)
In these eqs. By0(α, β) is the incomplete beta function
By0(α, β) =
∫ y0
0
dy yα−1(1− y)β−1 , (5.56)
while Ω(i,k)(cosχ) in eq. (5.54) above denotes the angular integral
Ω(i,k)(cosχ) =
∫ 1
−1
d(cosϑ) (sinϑ)−2ε
∫ 1
−1
d(cosϕ) (sinϕ)−1−2ε
× (1− cosϑ)−i(1− cosχ cos ϑ− sinχ sinϑ cosϕ)−k .
(5.57)
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This was computed in ref. [27] and we have (note the different normalization of the angular
integral here as compared to [27])
Ω(i,k)(cosχ) = 21−i−k pi
Γ(1− 2ε)
Γ2(1− ε)B(1− i−ε, 1−k−ε) 2F1
(
i, k, 1 − ε, 1 + cosχ
2
)
. (5.58)
Furthermore, from eq. (5.42) it is easy to see that
cosχi˜k˜ = 1− 2Yi˜k˜,Q . (5.59)
Next, consider SIFai (Ya˜i,Q; ε) and CS
IF (ε). Using eqs. (5.46, 5.51) and (5.52) we find
SIFai (Ya˜i,Q; ε) = −4Ya˜i,Q
Γ2(1− ε)
2piΓ(1 − 2ε)Ω
(1,1)(cosχa˜i)
×
[
By0(−2ε, d′0 + 12)−
N∑
n=1
anBy0(n− 2ε, d′0 + 12)
]
−
[
B(−ε, 1− ε)−B(1− ε, 1− ε)
]
×
{
By0(−2ε, d′0) +By0(−2ε, d′0 + 1)− 2By0(−2ε, d′0 + 12)
−
N∑
n=1
an
[
By0(n− 2ε, d′0) +By0(n− 2ε, d′0 + 1)− 2By0(n− 2ε, d′0 + 12 )
]}
(5.60)
with cosχa˜i = 1− 2Ya˜i,Q, and
CSIF (ε) = 2B(−ε, 1− ε)
[
By0(−2ε, d′0)−
N∑
n=1
anBy0(n− 2ε, d′0)
]
. (5.61)
Finally, using eqs. (5.46) and (5.53), for SIIab(ε) we obtain
SIIab(ε) = −B(−ε,−ε)
[
By0(−2ε, d′0)−
N∑
n=1
anBy0(n− 2ε, d′0)
]
. (5.62)
The choice of an. Before presenting the ε-expansion of the soft-type integrals, let us
consider how the ans appearing in eq. (5.31) are fixed. The crucial observation, as discussed
in the Introduction, is that we must obtain an integrated approximate cross section which
has a universal collinear limit. However, the colour-connected pieces of the integrated
approximate cross section can ruin universal collinear factorization as explained below
eq. (1.6). Now as eq. (5.34) shows, the integrated soft terms SJiJkik will enter the integrated
approximate cross section multiplying colour-connected matrix elements (see eq. (6.17)).
Thus, in order to guarantee that the integrated approximate cross section does have a
universal collinear limit, we need to insist that
CjlS
JpJj
pj = CjlS
JpJl
pl , (5.63)
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for any j, l and p. This condition implies certain constraints on the an that appear in the
function P (yrQ) in eq. (5.31).
To understand these constraints, consider first the case when j, l and p are all final-state
partons. Then to satisfy eq. (5.63) we need the following equality to hold:
Cj˜ l˜S
FF
pj (Yp˜j˜,Q; ε) = Cj˜ l˜S
FF
pl (Yp˜l˜,Q; ε) . (5.64)
As is clear from eq. (5.36), the variable Yik,Q is homogeneous in the momenta p
µ
i and p
µ
k ,
thus in the collinear limit, when p˜µj → zp˜µjl and p˜µl → (1− z)p˜µjl, we simply find
Cj˜ l˜Yp˜j˜,Q = Cj˜ l˜Yp˜l˜,Q = Yp˜fjl ,Q , (5.65)
and eq. (5.64) is trivially satisfied. The same argument shows that if now p is an initial-state
parton,
Cj˜ l˜S
IF
pj (Ypj˜,Q; ε) = Cj˜l˜S
IF
pl (Ypl˜,Q; ε) (5.66)
also holds.
Next, let p and e.g. j be final-state partons, while l is an initial-state one. By eq. (5.63)
we require
Cj˜lS
FF
pj (Yp˜j˜,Q; ε) = Cj˜lS
FI
pl (Yp˜l,Q; ε) ≡ Cj˜lSIFlp (Ylp˜,Q; ε) . (5.67)
Of course eq. (5.65) is again satisfied (recall that if l is an initial-state parton then p˜l = pl),
but it is obvious from eqs. (5.54) and (5.60) that SFFpj (Y ; ε) and S
IF
lp (Y ; ε) are in general
different functions of the variables Y and ε. We have included the P (yrQ) function in the
definition of the soft subtraction term, eq. (5.27), precisely to have the freedom to enforce
eq. (5.67) above. In particular, we if require that SFFpj (Y ; ε) and S
IF
lp (Y ; ε) are equal, then
by virtue of eq. (5.65), eq. (5.67) holds. We find that SFFpj (Y ; ε) = S
IF
lp (Y ; ε) is satisfied if
we demand that
By0(−2ε, d′0 + 1)−
N∑
n=1
anBy0(n− 2ε, d′0 + 1) =
= By0(−2ε, d′0 + 12)−
N∑
n=1
anBy0(n − 2ε, d′0 + 12) ,
(5.68)
and
0 = By0(−2ε, d′0) +By0(−2ε, d′0 + 1)− 2By0(−2ε, d′0 + 12)
−
N∑
n=1
an
[
By0(n− 2ε, d′0) +By0(n− 2ε, d′0 + 1)− 2By0(n− 2ε, d′0 + 12)
]
.
(5.69)
Finally, if p and l are the two initial-state partons while j is a final-state one, eq. (5.63)
implies that we need to have
Cj˜lS
IF
pj (Ypj˜,Q; ε) = Cj˜lS
II
pl (ε) . (5.70)
In this limit we have p˜µj → (1− x)pµl , so we find
Cj˜lYpj˜,Q = Ypl,Q ≡ 1 , (5.71)
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because p and l are the two initial-state partons (see the discussion below eq. (5.36)). But
as can be seen from eqs. (5.60) and (5.62), SIFpj (1; ε) and S
II
pl (ε) are generally different
functions of ε. Demanding their equality given eq. (5.69) implies
By0(−2ε, d′0 + 12)−
N∑
n=1
anBy0(n− 2ε, d′0 + 12) =
= By0(−2ε, d′0)−
N∑
n=1
anBy0(n− 2ε, d′0) .
(5.72)
We have used that
4
Γ2(1− ε)
2piΓ(1 − 2ε)Ω
(1,1)(−1) = B(−ε,−ε) . (5.73)
Thus, we find that if we choose the an such that eqs. (5.68) and (5.69) as well as
eq. (5.72) are satisfied, then
SFFik (Y ; ε) = S
IF
ai (Y ; ε) (5.74)
and
SIFai (1; ε) = S
II
ab(ε) , (5.75)
so the collinear limit of the integrated soft counterterm is universal.
To solve for the an, note first that eqs. (5.68, 5.69) and (5.72) are not independent. In
fact, eqs. (5.68) and (5.72) clearly imply eq. (5.69). Therefore we only have two independent
equations and thus the minimal number of ans is N = 2. Here we limit ourselves to this
minimal solution and use eq. (5.72) to get
By0(−2ε, d′0 + 12)−By0(−2ε, d′0) =
[
By0(1− 2ε, d′0 + 12)−By0(1 − 2ε, d′0)
]
a1
+
[
By0(2− 2ε, d′0 + 12 )−By0(2− 2ε, d′0)
]
a2
(5.76)
and take the difference of eqs. (5.72) and (5.68) to obtain
By0(1− 2ε, d′0) = By0(2− 2ε, d′0)a1 +By0(3− 2ε, d′0)a2 (5.77)
as the two independent equations determining a1 and a2. In deriving eq. (5.77) we use the
identity
By0(α, β) −By0(α, β + 1) = By0(α+ 1, β) , (5.78)
which is easy to show starting from the integral representation of the incomplete beta
function as given in eq. (5.56). It is straightforward to solve eqs. (5.76) and (5.77) for a1
and a2, and we give the solution in appendix A.2. As remarked before, a1 and a2 depend
on y0, d
′
0 and ε. It is important to point out that for d
′
0 = D
′
0 + d
′
1ε with D
′
0 an integer
(D′0 ≥ 2, see appendix A of ref. [23]), a1 and a2 are finite as ε→ 0, which is necessary for
eqs. (5.27)–(5.29) to make sense as subtraction terms in d = 4 dimensions.
Finally, we remark that using eq. (5.77) to simplify eq. (5.55), we find that the second
term of the latter equation vanishes, and thus we have (compare eqs. (5.55) and (5.61))
CSFF (ε) = CSIF (ε) . (5.79)
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Final results. Having determined the an, we can write the integrated soft-type countert-
erms explicitly. Here we limit ourselves to recalling the pole parts of the combinations
SFFik (Y ; ε) + CS
FF (ε) , SIFai (Y ; ε) +
1
2
[
CSFF (ε) + CSIF (ε)
]
, and SIIab(ε) + CS
IF (ε) ,
(5.80)
as it is these combinations which finally enter the insertion operator (see sect. 6.2 below).
We find that the pole parts are independent of y0 and d
′
0 and read
SFFik (Y ; ε) + CS
FF (ε) = SIFai (Y ; ε) +
1
2
[
CSFF (ε) + CSIF (ε)
]
=
1
ε
lnY +O(ε0) (5.81)
and
SIIab(ε) + CS
IF (ε) = 0 (5.82)
exactly. (Notice that 2B(−ε, 1− ε) = B(−ε,−ε), so that the right hand sides of eqs. (5.61)
and (5.62) coincide up to the overall sign.) The finite part of eq. (5.81), with d′0 = 3− 3ε,
is given in appendix A.2.
6. Implementation of the subtraction scheme
The unpolarized fully differential real-emission cross section with two incoming partons a
and b multiplied by the jet function reads
dσRab(pa, pb)Jm+1 = N
∑
{m+1}
1
Φ(pa · pb)dφm+1({p}; pa + pb)
1
ω(fa)ω(fb)
× 1
S{m+1}
|M(0)m+1,ab({p}; pa, pb)|2Jm+1({p}; pa, pb) .
(6.1)
Here N denotes all QCD-independent factors, the factor 1/(ω(fa)ω(fb)) accounts for the
average over the polarizations and colours of the initial partons and Φ(pa · pb) is the flux
factor, which fulfills the following scaling property
Φ(ηpa · pb) = ηΦ(pa · pb) . (6.2)
Finally,
∑
{m+1} denotes a sum over the different subprocesses that contribute and S{m+1}
is the Bose symmetry factor for identical particles in the final state.
6.1 The approximate cross section
In order to compute the NLO cross section, we write it as in eq. (2.11), with the approximate
cross section dσ
R,A
ab (pa, pb) given by
dσ
R,A
ab (pa, pb)Jm = N
∑
{m+1}
1
Φ(pa · pb)dφm+1({p}; pa + pb)
1
ω(fa)ω(fb)
× 1
S{m+1}
A1|M(0)m+1,ab({p}; pa, pb)|2 ⊗ Jm ,
(6.3)
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Figure 1: Scatter plots of 100 sequences of 30 points each demonstrating the convergence of the
approximate cross section to the real-emission cross section in the process gg → 4g. The ratio R is
defined in eq. (6.5). We have set α0 = y
′
0 = y0 = 1 and D0 = D
′
0 = 3. From left to right the plots
show the C34 final-final collinear limit, the Ca4 initial-final collinear limit and the S3 soft limit
respectively. The labels of the two incoming gluons are a and b, the final-state gluons are labeled
1 through 4.
where we define
A1|M(0)m+1,ab({p}; pa, pb)|2 ⊗ Jm =
∑
r∈F
[∑
i∈F
i6=r
1
2
CFFir ({p}; pa, pb)Jm({p˜}(ir)m ; pa, pb)
+
∑
a∈I
CIFar ({p}; pa, pb)Jm({p˜}(ar)m ; p˜ar, pb) +
(
Sr({p}; pa, pb)
−
∑
i∈F
i6=r
CFFir Sr({p}; pa, pb)−
∑
a∈I
CIFar Sr({p}; pa, pb)
)
Jm({p˜}(r)m ; pa, pb)
]
.
(6.4)
As previously, F and I denote the set of final- and initial-state partons respectively.
We note that the singly-unresolved approximate cross section defined in eq. (6.3) above
is fully local, i.e. all azimuthal and colour correlations are properly taken into account. This
means in particular that we can test numerically the convergence of dσ
R,A
ab Jm to the real-
emission cross section dσRabJm+1 in any singly-unresolved limit. As a check of the proposed
scheme, we have examined the process gg → 4g, where non-trivial azimuthal and colour
correlations are both present. By generating sequences of phase space points tending to a
particular limit, we have confirmed numerically that
R ≡ dσ
R,A
gg J3
dσRggJ4
→ 1 (6.5)
in all one-parton unresolved limits. This is illustrated in fig. 1, where the scatter plots show
100 sequences of 30 points each, starting from random phase space points and converging
to a given limit. One sequence of points is highlighted in each case for transparency.
– 24 –
6.2 The integrated approximate cross section
In order to compute the integral of the approximate cross section, let us write it as follows
dσ
R,A
ab (pa, pb)Jm = dσ
R,Ai
ab (pa, pb)Jm + dσ
R,Aii
ab (pa, pb)Jm + dσ
R,Aiii
ab (pa, pb)Jm , (6.6)
where the three terms correspond to the final-final collinear, initial-final collinear and soft-
type terms respectively.
To evaluate
∫
m+1 dσ
R,Ai
ab (pa, pb)Jm, we use the phase space factorization property of
eq. (5.7) and perform the integral to find∫
m+1
dσ
R,Ai
ab (pa, pb)Jm =
∫
m
N
∑
{m+1}
1
Φ(pa · pb)dφm({p˜}
(ir)
m ; pa + pb)
1
ω(fa)ω(fb)
× 1
S{m+1}
∑
i∈F
∑
r∈F
r 6=i
αs
2pi
Sε
(
µ2
Q2
)ε
1
2
CFFir (yfir Q; ε)T
2
ir
× |M(0)m,ab({p˜}(ir)m ; pa, pb)|2Jm({p˜}(ir)m ; pa, pb) .
(6.7)
This expression is not yet in the form of an m-parton contribution times a factor. In order
to rewrite eq. (6.7) in such a form, we still have to perform the counting of the symmetry
factors in going form m to m + 1 partons. This counting was performed in ref. [5] (see
their eq. (7.19)) and here we only recall the final result
∑
{m+1}
1
S{m+1}
∑
i∈F
∑
r∈F
r 6=i
1
2
. . . =
∑
{m}
(i) 1
S{m}
( ∑
fir ∈F
ffir =q
. . . +
∑
fir ∈F
ffir =q¯
. . .+
1
2
∑
fir ∈F
ffir=g
. . .
)
+
∑
{m}
(ii) 1
S{m}
nf
∑
fir∈F
ffir=g
. . . ,
(6.8)
where the upper indices on the sums indicate that we may go from m to m + 1 parton
final states by (i) adding a gluon or (ii) exchanging a gluon for a quark-antiquark pair.
Substituting eq. (6.8) into eq. (6.7) we find∫
m+1
dσ
R,Ai
ab (pa, pb)Jm =
∫
m
N
∑
{m}
1
Φ(pa · pb)dφm({p˜}
(ir)
m ; pa + pb)
1
ω(fa)ω(fb)
× 1
S{m}
∑
fir∈F
αs
2pi
Sε
(
µ2
Q2
)ε
CF
fir
(yfir Q; ε)T
2
ir
× |M(0)m,ab({p˜}(ir)m ; pa, pb)|2Jm({p˜}(ir)m ; pa, pb) ,
(6.9)
where we have defined
CFq (x; ε) = C
F
q¯ (x; ε) ≡ CFFqg (x; ε) , (6.10)
CFg (x; ε) ≡
1
2
CFFgg (x; ε) + nfC
FF
qq¯ (x; ε) . (6.11)
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For further reference, we note that the pole parts of CFi (x; ε) may be written in the unified
form
CFi (x; ε) =
1
T
2
i
(
T
2
i
ε2
+ γi
1
ε
)
− 2
ε
ln(x) + O(ε0) (6.12)
with the usual flavour constants
γq = γq¯ =
3
2
CF , γg =
11
6
CA − 2
3
TRnf . (6.13)
Next we consider the integral
∫
m+1 dσ
R,Aii
ab (pa, pb)Jm. Using the phase space convolu-
tion property of eq. (5.19) and performing the integral we find
∫
m+1
dσ
R,Aii
ab (pa, pb)Jm =
∫
m
N
∑
{m+1}
∫ 1
0
dx
1
Φ(xpa · pb)dφm({p˜}
(ar)
m ;xpa + pb)
× 1
ω(far)ω(fb)
1
S{m+1}
∑
r∈F
αs
2pi
Sε
(
µ2
Q2
)ε
CIa(ar)(x; ε)T
2
ar
× |M(0)m,(ar)b({p˜}(ar)m ;xpa, pb)|2Jm({p˜}(ar)m ;xpa, pb) + (a↔ b) .
(6.14)
To get eq. (6.14) in the form of an m-parton contribution times a factor we again have to
perform the counting of symmetry factors. This counting was performed in ref. [5] (see
their eq. (8.18)) and is anyway trivial in this case,
∑
{m+1}
1
S{m+1}
∑
r∈F
. . . =
∑
fr
∑
{m}
1
S{m}
. . . . (6.15)
Using the flavour sum rules, we can rewrite the sum over the flavours of r as a sum over
the flavours of the initial-state parton ar (c = far), and eq. (6.14) becomes
∫
m+1
dσ
R,Aii
ab (pa, pb)Jm =
∫
m
N
∑
{m}
∫ 1
0
dx
1
Φ(xpa · pb)
∑
c
dφm({p˜}(c)m ;xpa + pb)
× 1
ω(fc)ω(fb)
1
S{m}
αs
2pi
Sε
(
µ2
Q2
)ε
CIac(x; ε)T
2
c
× |M(0)m,cb({p˜}(c)m ;xpa, pb)|2Jm({p˜}(c)m ;xpa, pb) + (a↔ b) .
(6.16)
Finally we turn to the evaluation of
∫
m+1 dσ
R,Aiii
ab (pa, pb)Jm. Inserting the phase space
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factorization of eq. (5.32) and performing the integral we obtain
∫
m+1
dσ
R,Aiii
ab (pa, pb)Jm =
=
∫
m
N
∑
{m+1}
1
Φ(pa · pb)dφm({p˜}
(r)
m ; pa + pb)
1
ω(fa)ω(fb)
1
S{m+1}
αs
2pi
Sε
(
µ2
Q2
)ε
×
∑
r∈F
[∑
i∈F
∑
k∈F
k 6=i
SFFik (Yi˜k˜,Q; ε)〈M(0)m,ab({p˜}(r)m ; pa, pb)|T iT k|M(0)m,ab({p˜}(r)m ; pa, pb)〉
+ 2
∑
i∈F
SIFai (Ya˜i,Q; ε)〈M(0)m,ab({p˜}(r)m ; pa, pb)|T aT i|M(0)m,ab({p˜}(r)m ; pa, pb)〉
+ 2
∑
i∈F
SIFbi (Yb˜i,Q; ε)〈M(0)m,ab({p˜}(r)m ; pa, pb)|T bT i|M(0)m,ab({p˜}(r)m ; pa, pb)〉
+ 2SIIab(ε)〈M(0)m,ab({p˜}(r)m ; pa, pb)|T aT b|M(0)m,ab({p˜}(r)m ; pa, pb)〉
−
∑
i∈F
CSFF (ε)T 2i |M(0)m,ab({p˜}(r)m ; pa, pb)|2 − CSIF (ε)T 2a|M(0)m,ab({p˜}(r)m ; pa, pb)|2
− CSIF (ε)T 2b |M(0)m,ab({p˜}(r)m ; pa, pb)|2
]
Jm({p˜}(r)m ; pa, pb) .
(6.17)
Using colour conservation (eq. (3.3)), we may combine the integrated soft and soft-collinear
terms and write eq. (6.17) in the following form
∫
m+1
dσ
R,Aiii
ab (pa, pb)Jm =
=
∫
m
N
∑
{m+1}
1
Φ(pa · pb)dφm({p˜}
(r)
m ; pa + pb)
1
ω(fa)ω(fb)
1
S{m+1}
αs
2pi
Sε
(
µ2
Q2
)ε
×
∑
r∈F
[∑
i∈F
∑
k∈F
k 6=i
S˜FFik (Yi˜k˜,Q; ε)〈M(0)m,ab({p˜}(r)m ; pa, pb)|T iT k|M(0)m,ab({p˜}(r)m ; pa, pb)〉
+ 2
∑
i∈F
S˜IFai (Ya˜i,Q; ε)〈M(0)m,ab({p˜}(r)m ; pa, pb)|T aT i|M(0)m,ab({p˜}(r)m ; pa, pb)〉
+ 2
∑
i∈F
S˜IFbi (Yb˜i,Q; ε)〈M(0)m,ab({p˜}(r)m ; pa, pb)|T bT i|M(0)m,ab({p˜}(r)m ; pa, pb)〉
+ 2 S˜IIab(ε)〈M(0)m,ab({p˜}(r)m ; pa, pb)|T aT b|M(0)m,ab({p˜}(r)m ; pa, pb)〉
]
Jm({p˜}(r)m ; pa, pb) ,
(6.18)
where as claimed, the integrated soft and soft-collinear counterterms appear only in the
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following combinations:
S˜FFik (Y ; ε) ≡ SFFik (Y ; ε) + CSFF (ε) , (6.19)
S˜IFai (Y ; ε) ≡ SIFai (Y ; ε) +
1
2
[
CSFF (ε) + CSIF (ε)
]
, (6.20)
S˜IIab(ε) ≡ SIIab(ε) + CSIF (ε) . (6.21)
Recall from sect. 5.2 that in fact S˜IIab(ε) = 0 and S˜
FF
ik (Y ; ε) = S˜
IF
ai (Y ; ε). Furthermore, the
pole parts of the latter functions are very simple:
S˜FFik (Y ; ε) = S˜
IF
ai (Y ; ε) =
1
ε
lnY +O(ε0) . (6.22)
To write eq. (6.18) in the form of an m-parton contribution times a factor, we use the
relations between the m- and (m+ 1)-parton symmetry factors, S{m+1} = (mg + 1)S{m},
and note that for each r of the mg + 1 final-state gluons the expression in the square
brackets in eq. (6.18) contributes the same. Therefore,
∑
{m+1}
1
S{m+1}
∑
r∈F
. . . =
∑
{m}
1
S{m}
. . . , (6.23)
and we obtain∫
m+1
dσ
R,Aiii
ab (pa, pb)Jm =
=
∫
m
N
∑
{m}
1
Φ(pa · pb)dφm({p˜}
(r)
m ; pa + pb)
1
ω(fa)ω(fb)
1
S{m}
αs
2pi
Sε
(
µ2
Q2
)ε
×
[∑
i∈F
∑
k∈F
k 6=i
S˜FFik (Yi˜k˜,Q; ε)〈M(0)m,ab({p˜}(r)m ; pa, pb)|T iT k|M(0)m,ab({p˜}(r)m ; pa, pb)〉
+ 2
∑
i∈F
S˜IFai (Ya˜i,Q; ε)〈M(0)m,ab({p˜}(r)m ; pa, pb)|T aT i|M(0)m,ab({p˜}(r)m ; pa, pb)〉
+ 2
∑
i∈F
S˜IFbi (Yb˜i,Q; ε)〈M(0)m,ab({p˜}(r)m ; pa, pb)|T bT i|M(0)m,ab({p˜}(r)m ; pa, pb)〉
+ 2 S˜IIab(ε)〈M(0)m,ab({p˜}(r)m ; pa, pb)|T aT b|M(0)m,ab({p˜}(r)m ; pa, pb)〉
]
Jm({p˜}(r)m ; pa, pb) .
(6.24)
Collecting eqs. (6.9, 6.16, 6.24), adding eq. (2.4), and using colour conservation, we find
that the sum of the integrated approximate cross section and the collinear counterterm can
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be written in the form∫
m+1
dσ
R,A
ab (pa, pb) +
∫
m
dσCab(pa, pb;µ
2
F ) =
=
∫
m
N
∑
{m}
1
S{m}
∫ 1
0
dx
∫ 1
0
dy
1
Φ(x y pa · pb)dφm({p}m;xpa + ypb)
1
ω(fc)ω(fd)
×
∑
c,d∈I
〈M(0)m,cd({p}m, xpa, ypb)|Iab,cd({p}m; pa, x; pb, y; ε;µ2F )|M(0)m,cd({p}m, xpa, ypb)〉 .
(6.25)
The insertion operator Iab,cd depends on the colour charges, momenta and flavours of the
QCD partons. Its explicit expression can be written as follows
I
ab,cd({p}m; pa, x; pb, y; ε;µ2F ) =
αs
2pi
Sε
(
µ2
Q2
)ε
×
{[∑
i∈F
[∑
k∈F
k 6=i
(
− CFi (yiQ; ε) + S˜FFik (Yik,Q; ε)
)
T iT k
+
(
− CFi (yiQ; ε) + 2S˜IFai (Yai,Q; ε)
)
T aT i
+
(
− CFi (yiQ; ε) + 2S˜IFbi (Ybi,Q; ε)
)
T bT i
]
+ 2S˜IIab(ε)T aT b
]
δac δbd δ(1 − x)δ(1 − y)
+
[∑
i∈F
[
− CIac(x; ε) −
1
T
2
c
(1
ε
P ac(x)−Kac
F.S.
(x)
)]
T cT i
+
[
− CIac(x; ε)−
1
T
2
c
(1
ε
P ac(x)−Kac
F.S.
(x)
)]
T cT b
]
δbd δ(1 − y)
+
[∑
i∈F
[
− CIbd(y; ε)−
1
T
2
d
(1
ε
P bd(y)−Kbd
F.S.
(y)
)]
T dT i
+
[
− CIbd(y; ε) −
1
T
2
d
(1
ε
P bd(y)−Kbd
F.S.
(y)
)]
T dT a
]
δac δ(1− x)
}
.
(6.26)
It is not difficult to check that the pole part of Iab,cd correctly cancels the pole part of
the virtual cross section. Using S˜IIab(ε) = 0 and substituting the following identities into
eq. (6.26)∑
i,k∈F
i6=k
(
− CFi (yiQ; ε) + S˜FFik (Yik,Q; ε)
)
T iT k =
∑
i,k∈F
i6=k
[
− 1
T
2
i
(
T
2
i
ε2
+ γi
1
ε
)
y−εik
]
T iT k +O(ε
0) ,
(6.27)(
−CFi (yiQ; ε)+2S˜IFai (Yai,Q; ε)
)
= − 1
T
2
i
(
T
2
i
ε2
+ γi
1
ε
)
y−εai −
1
T
2
a
T
2
a
ε2
(y−εai −1)+O(ε0) , (6.28)
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[
−CIac(x; ε)−
1
T
2
c
(1
ε
P ac(x)−KacF.S.(x)
)]
= − 1
T
2
c
(
T
2
c
ε2
+ γc
1
ε
)
δac δ(1−x)+O(ε0) , (6.29)
we find that the pole structure of eq. (6.26) is exactly as in eqs. (1.3) and (1.4). Therefore the
sum
∫
1 dσ
R,A
ab (pa, pb)+dσ
C
ab(pa, pb;µ
2
F ) cancels all the singularities in the virtual contribution
dσVab(pa, pb). The cancellation of poles is a strong check on the correctness of the proposed
scheme.
7. Conclusions
Extending any NLO subtraction algorithm to NNLO accuracy in a process-independent
way is non-trivial because the integrated singly-unresolved approximate cross section may
fail to have a universal collinear limit. The subtraction scheme in ref. [20] leads to an
approximate cross section that does not suffer from this problem and indeed that scheme
can be included as part of an NNLO subtraction algorithm without any changes [16, 17].
However, that scheme is defined only for processes with no coloured particles in the initial
state.
In this paper, we have presented the generalization of the subtraction algorithm of
ref. [20] to processes with hadronic initial states. By matching the known factorization
formulae for the collinear and soft limits of QCD squared matrix elements and by carefully
extending the matched expression over the full phase space, we have explicitly defined
a singly-unresolved approximate cross section dσR,A that is completely general (process-
and observable-independent) and fully local (i.e. all azimuthal and colour correlations are
properly taken into account). Furthermore, the integrated approximate cross section obeys
universal factorization properties in the collinear and soft limits. It is then possible to build
a singly-unresolved approximation to the integrated approximate cross section
∫
1 dσ
R,A in
a process-independent fashion, which is necessary for regularizing the real-virtual contri-
bution in an NNLO computation.
We emphasize that in order to define an approximate cross section whose integrated
form obeys universal factorization in the singly-unresolved IR limits, we had to consider a
‘non-minimal’ extension of the (soft and soft-collinear) limit formulae over the phase space.
We have performed the integration of the approximate cross section and found that
its pole structure is exactly the same, but with opposite sign, as that of the one-loop
squared matrix element. Thus the integrated approximate cross section correctly cancels
the poles of the virtual correction. As a further check, we have examined numerically the
local convergence of dσ
R,A
ab Jm to the real-radiation cross section, dσ
R
abJm+1, in the process
gg → 4g and found that their ratio tends to unity in any singly-unresolved limit.
All analytic formulae, relevant for constructing a numerical program to compute cross
sections at NLO accuracy using the new subtraction algorithm have been presented, and
we anticipate that any such implementation will be usable as part of an NNLO calculation
without any modifications, once the scheme is defined at NNLO accuracy. Setting up an
extension of the present algorithm at NNLO seems straightforward conceptually, but it
nevertheless poses a major technical challenge and is therefore left for later work.
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A. The integrated subtraction terms
In this appendix we give the finite parts of the various integrated subtraction terms. We
set the exponents d0 and d
′
0 to d0 = d
′
0 = 3 − 3ε. We choose to consider this particular
value for the reasons explained in app. A of ref. [23].
A.1 The integrated collinear subtraction terms
A.1.1 Final-final collinear
We denote the finite, O(ε0) part of the integrated final-final collinear subtraction terms as
FinCFFir (x; ε). For d0 = 3− 3ε we find
FinCFFqg (x; ε) = − 3α
4
0
8(x−1) −
3α40
8 +
3α30
2(x−1) −
α30
3(x−1)2
+
11α30
6 −
13α20
6(x−1) +
13α20
12(x−1)2
−
α20
6(x−1)3 −
41α20
12 +
5α0
6(x−1) − 7α06(x−1)2 + 5α06(x−1)3 + 2α03(x−1)4 + 13α06 +
(
8
3 +
3
2(x−1) − 13(x−1)2−
1
3(x−1)3
+ 3
2(x−1)4
+ 8
3(x−1)5
)
H(0;α0) +
(
− 173 − 32(x−1) + 13(x−1)2 + 13(x−1)3 − 32(x−1)4−
8
3(x−1)5
)
H(0;x) +
(
2
(x−1)5
− 2
)
H(0;α0)H(1;x) +
(
− α402(x−1) +
α40
2 +
2α30
x−1 −
2α30
3(x−1)2
−
8α30
3 −
3α20
x−1 +
2α20
(x−1)2
− α20
(x−1)3
+ 6α20 +
2α0
x−1 − 2α0(x−1)2 + 2α0(x−1)3 − 2α0(x−1)4 − 8α0 + 32(x−1)−
1
3(x−1)2
− 1
3(x−1)3
+ 3
2(x−1)4
+ 8
3(x−1)5
+ 256
)
H(c1(α0);x) + 4H(0, 0;x) +
(
2
(x−1)5
−
2
)
H(0, c1(α0);x) +
(
2− 2
(x−1)5
)
H(1, 0;x) +
(
2
(x−1)5
− 2
)
H(1, c1(α0);x)−
2H(c1(α0),c1(α0);x)
(x−1)5
− pi2
3(x−1)5
− pi26 + 72 ,
(A.1)
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and
FinCFFqq¯ (x; ε) = TRCA
[
− 2α603(xα0−2α0−x) +
2α50
3(x−2) +
10α50
3(xα0−2α0−x)
− 5α402(x−2) +
α40
6(x−1)−
20α40
3(xα0−2α0−x)
+
5α40
3(x−2)2
+
α40
6 +
10α30
3(x−2) −
2α30
3(x−1) +
20α30
3(xα0−2α0−x)
− 40α30
9(x−2)2
+
2α30
9(x−1)2
+
40α30
9(x−2)3
− 8α309 −
5α20
3(x−2) +
α20
x−1 −
10α20
3(xα0−2α0−x)
+
10α20
3(x−2)2
− 2α20
3(x−1)2
− 20α20
3(x−2)3
+
α20
3(x−1)3
+
40α20
3(x−2)4
+ 2α20 − 2α03(x−1) + 2α03(xα0−2α0−x) +
2α0
3(x−1)2
− 2α0
3(x−1)3
+ 2α0
3(x−1)4
+ 160α0
3(x−2)5
− 8α03 +(
2
3(x−1)5
+ 23 +
160
3(x−2)5
+ 320
3(x−2)6
)
H(0;α0) +
(
− 2
3(x−1)5
+ 23 − 1603(x−2)5−
320
3(x−2)6
)
H(0;x) + 2H(c1(α0);x)
3(x−1)5
+
(
160
3(x−2)5
+ 320
3(x−2)6
)
H(c2(α0);x) +
(
160
3(x−2)5
+
320
3(x−2)6
)
ln(2) − 109
]
.
(A.2)
The other two integrated collinear functions are not independent of eqs. (A.1) and (A.2).
Firstly, we have the trivial relationship that CFFqg (x; ε) and C
FF
gq (x; ε) are equal. Secondly,
the integrated gluon-gluon splitting function satisfies
CFFgg (x; ε) = 2C
FF
qg (x; ε)− (1− ε)
CA
TR
CFFqq¯ (x; ε) , (A.3)
and so for the finite part we have
FinCFFgg (x; ε) = 2FinCFFqg (x; ε) −
CA
TR
FinCFFqq¯ (x; ε) −
2
3
. (A.4)
The H functions appearing in eqs. (A.1) and (A.2) denote one- and two-dimensional har-
monic polylogarithms [28,29]. Those involving c1(α0) or c2(α0) were defined in ref. [24] by
an extension of the standard basis for 2dHPL’s (see appendix B below). However, all HPL’s
and 2dHPL’s that appear above can be written in terms of logarithms and dilogarithms.
We present the explicit expressions in appendix B.
For α0 = 1, the expressions above simplify quite significantly, and we find
FinCFFqg (x; ε;α0 = 1) = − 524(x−1) − 512(x−1)2 + 23(x−1)3 + 23(x−1)4 +
(
− 173 − 32(x−1)+
1
3(x−1)2
+ 1
3(x−1)3
− 3
2(x−1)4
− 8
3(x−1)5
)
ln(x) + 2 ln2(x) +
(
2− 2
(x−1)5
)
Li2(1− x)− pi22 + 8924 ,
(A.5)
and
FinCFFqq¯ (x; ε;α0 = 1) = TRCA
[
− 16(x−2) − 16(x−1) + 59(x−2)2 + 29(x−1)2 − 209(x−2)3−
1
3(x−1)3
+ 40
3(x−2)4
+ 2
3(x−1)4
+ 160
3(x−2)5
+
(
160
3(x−2)5
+ 320
3(x−2)6
)
ln(2) +
(
− 2
3(x−1)5
+ 23−
160
3(x−2)5
− 320
3(x−2)6
)
ln(x)− 52
]
.
(A.6)
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Finally we point out that despite the appearance of factors of 1/(1 − x) in eqs. (A.1, A.2,
A.5) and (A.6) above, the integrated collinear functions are finite at x = 1 as expected,
and we have explicitly
FinCFFqg (x = 1; ε) = 19α
5
0
50 −
9α40
4 +
49α30
9 −
13α20
2 +
3α0
2 +
(
− 2α505 +
3α40
2 −
4α30
3 − 2α20 + 6α0
− 32
)
ln(α0)− ln2(α0)− pi22 + 72 ,
(A.7)
and
FinCFFqq¯ (x = 1; ε) = TRCA
[
− 2α5015 + α40 −
34α30
9 + 11α
2
0 − 36α0 + 2 ln(α0)3 + 1603 ln(α0 + 1)
+ 643(α0+1) − 2029
]
.
(A.8)
For both α0 = 1 and x = 1, we have simply
FinCFFqg (x = 1; ε;α0 = 1) = 1867900 − pi
2
2 , (A.9)
FinCFFqq¯ (x = 1; ε;α0 = 1) = TRCA
[
− 178645 + 160 ln(2)3
]
. (A.10)
In passing we note that the forms of these functions as given in eqs. (A.1) and (A.2) (or
in eqs. (A.5) and (A.6) for α0 = 1) are not particularly well suited for direct numerical
evaluation very close to x = 1 because of issues of numerical stability. However, since the
functions are smooth at x = 1, it is straightforward to develop simple approximations to
any desired accuracy around this one point, e.g. most simply by Taylor-expanding around
x = 1, with the leading terms given in eqs. (A.7) and (A.8) (respectively in eqs. (A.9)
and (A.10) for α0 = 1).
A.1.2 Initial-final collinear
The finite part of the integrated initial-final collinear subtraction terms is denoted by
FinCIab(x; ε). For generic y′0, we find
FinCIqg(x; ε) =
CF
CA
{
1 + (1− x)2
x
[
ln(1− x) + ln(1− x)Θ(x− (1− y′0))
+ ln y′0Θ((1− y′0)− x)
]
+ x
}
, (A.11)
FinCIgq(x; ε) =
TR
CF
{[
x2 + (1− x)2] [ ln(1− x) + ln(1− x)Θ(x− (1− y′0))
+ ln y′0Θ((1− y′0)− x)
]
+ 2x(1− x)
}
, (A.12)
FinCIqq(x; ε) =2
(
ln(1− x)
1− x
)
+
+ 2
(
ln(1− x)
1− x
)
1−y′0
+
2 ln y′0
1− x Θ((1− y
′
0)− x)
−
{
(1 + x)
[
ln(1− x) + ln(1− x)Θ(x− (1− y′0)) + ln y′0Θ((1− y′0)− x)
]
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− 1 + x
}
+ δ(1 − x)
(
−pi
2
6
+ ln2 y′0
)
, (A.13)
FinCIgg(x; ε) =2
(
ln(1− x)
1− x
)
+
+ 2
(
ln(1− x)
1− x
)
1−y′0
+
2 ln y′0
1− x Θ((1− y
′
0)− x)
+ 2
(
1− x
x
− 1 + x(1− x)
)[
ln(1− x) + ln(1− x)Θ(x− (1− y′0))
+ ln y′0Θ((1− y′0)− x)
]
+ δ(1 − x)
(
−pi
2
6
+ ln2 y′0
)
. (A.14)
Above the ‘1 − y′0’ prescription is defined by its action on a generic test function g(x) as
follows ∫
dx g(x)[f(x)]1−y′0 ≡
∫ 1
1−y′0
dx [g(x) − g(1)]f(x) . (A.15)
These integrals were first computed in ref. [25]. However, our notation is sufficiently
different form the one employed in [25] that a direct comparison is not entirely straight-
forward. Therefore, we give the expression for CIab(x; ε) in terms of the various functions
introduced in ref. [25]. We find
CIab(x; ε) = −
1
ε
P ab(x)+K˜ab(x, y′0)+K
ab
(x, y′0)+P
ab(x) ln x+δabδ(1−x)Va(y′0, ε)+O(ε1) ,
(A.16)
where P ab(x) are the four-dimensional Altarelli–Parisi probabilities given in eqs. (2.6)–(2.9),
while K˜ab(x, y′0), K
ab
(x, y′0) and Va(y′0, ε) are all defined in [25] (note also that our y′0 is
the α of ref. [25]).
Finally, we remind the reader that for y′0 = 1, the C
I
ab(x; ε) functions become identical
(up to a colour factor) to the V˜a,b(x; ε) functions of ref. [5]. The precise correspondence is
given by
CIab(x; ε; y
′
0 = 1)T
2
b = V˜a,b(x; ε) . (A.17)
A.2 The integrated soft-type subtraction terms
For completeness, we give the explicit solution of eqs. (5.76) and (5.77) determining a1 and
a2 for general y0 and d
′
0:
a1 =
{
By0(1− 2ε, d′0)
[
By0(2− 2ε, d′0)−By0(2− 2ε, d′0 + 12)
]
−By0(3− 2ε, d′0)
[
By0(−2ε, d′0)−By0(−2ε, d′0 + 12)
]}
×
{
By0(2− 2ε, d′0)
[
By0(2− 2ε, d′0)−By0(2− 2ε, d′0 + 12)
]
−By0(3− 2ε, d′0)
[
By0(1− 2ε, d′0)−By0(1− 2ε, d′0 + 12)
]}−1
, (A.18)
a2 =
{
By0(2− 2ε, d′0)
[
By0(−2ε, d′0)−By0(−2ε, d′0 + 12)
]
−By0(1− 2ε, d′0)
[
By0(1− 2ε, d′0)−By0(1− 2ε, d′0 + 12)
]}
×
{
By0(2− 2ε, d′0)
[
By0(2− 2ε, d′0)−By0(2− 2ε, d′0 + 12)
]
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−By0(3− 2ε, d′0)
[
By0(1− 2ε, d′0)−By0(1− 2ε, d′0 + 12)
]}−1
. (A.19)
Note that the difference By0(−2ε, d′0)−By0(−2ε, d′0 + 12) is finite in ε. For d′0 = 3− 3ε, the
solution reads
a1 =
[
− y7060 +
8y60
45 −
209y50
300 +
31y40
30 −
1027y30
1890 +
4y20
63 − 4y063 +
√
1− y0
(
4y70
675 −
331y60
4725 +
781y50
1575 −
881y40
945 +
506y30
945 −
2y20
63 +
4y0
63
)
+
(
− 2y505 + y40 −
2y30
3
)
ln
(√
1− y0 + 1
)
+
(
2y50
5 − y40+
2y30
3
)
ln(2)
]/[
− y80240 +
y70
30 −
7y60
60 +
47y50
210 −
61y40
252 +
26y30
189 −
2y20
63 +
√
1− y0
(
y80
630 −
29y70
1890 +
17y60
270 −
13y50
90 +
5y40
27 −
23y30
189 +
2y20
63
)]
+O(ε1) ,
(A.20)
and
a2 =
[
y60
72 −
y50
6 +
41y40
60 −
299y30
315 +
26y20
105 +
2y0
7 +
√
1− y0
(
− y60210 +
13y50
210 −
65y40
126 +
61y30
63 −
41y20
105 − 2y07
)
+
(
y40
2 −
4y30
3 + y
2
0
)
ln
(√
1− y0 + 1
)
+
(
− y402 +
4y30
3 − y20
)
ln(2)
]/[
− y80240+
y70
30 −
7y60
60 +
47y50
210 −
61y40
252 +
26y30
189 −
2y20
63 +
√
1− y0
(
y80
630 −
29y70
1890 +
17y60
270 −
13y50
90 +
5y40
27 −
23y30
189 +
2y20
63
)]
+O(ε1) .
(A.21)
As advertised, the solution is finite in ε, and in the expansions above we have kept only the
O(ε0) terms, since they are enough to compute the finite part in the expansion of S˜FFik (Y ; ε)
and S˜IFai (Y ; ε).
We note that for y0 = 1, the above expressions for a1 and a2 simplify to
a1(y0 = 1) = −34485 + 1008 ln 2 + O(ε1) ' 9.09236 + O(ε1) ,
a2(y0 = 1) = 1734 − 2520 ln 2 + O(ε1) ' −12.7309 + O(ε1) . (A.22)
Next, we present the finite parts of the integrated soft terms S˜FFik (Y ; ε) = S˜
IF
ai (Y ; ε),
denoted by FinS˜FFik (Y ; ε) and FinS˜IFai (Y ; ε) respectively. For the specific value of d′0 =
3− 3ε, we find
FinS˜FFik (Y ; ε) = FinS˜IFai (Y ; ε) = −
{
2
[
y100
480 −
y90
40 +
31y80
225 −
2789y70
6300 +
14171y60
16200 −
139y50
135 +
1313y40
1890 −
17y30
63 +
4y20
63 +
√
1− y0
(
− 89y100113400 +
241y90
22680 −
173y80
2520 +
526y70
2025 −
8584y60
14175 +
761y50
945 −
1103y40
1890 +
5y30
21 −
4y20
63
)
+
(
y80
120 −
y70
15 +
7y60
30 −
y50
3 +
y40
6
)
ln
(√
1− y0 + 1
)
+
(
− y80120 +
y70
15 −
7y60
30 +
y50
3 −
y40
6
)
ln(2)
]
ln(Y )
}/{
− y80240 +
y70
30 −
7y60
60 +
47y50
210 −
61y40
252 +
26y30
189 −
2y20
63 +
√
1− y0
(
y80
630 −
29y70
1890+
17y60
270 −
13y50
90 +
5y40
27 −
23y30
189 +
2y20
63
)}
+
(
4y0 − y20
)
lnY − 12 ln2 Y − 2 ln(y0) lnY − Li2(1− Y ) .
(A.23)
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Setting y0 = 1 leads to substantial simplification:
FinS˜FFik (Y ; ε; y0 = 1) = FinS˜IFai (Y ; ε; y0 = 1) =
= −
[(
2516
15 − 252 ln 2
)
lnY + 12 ln
2 Y + Li2(1− Y )
]
.
(A.24)
Finally, we remind the reader that S˜IIab(ε) = 0, and this is true to all orders in ε, for any
y0 and d
′
0. Therefore we have S˜
FF
ik (Y = 1; ε) = S˜
IF
ai (Y = 1; ε) = 0 as well, to all orders in
ε. Clearly, FinS˜FFik (Y ; ε) and FinS˜IFai (Y ; ε) as given in eq. (A.23) are indeed zero at Y = 1.
B. Explicit expressions for some harmonic polylogarithms
In this appendix we collect all one- and two-dimensional harmonic polylogarithms that
appear in the integrated final-final collinear subtraction terms (see eqs. (A.1) and (A.2)),
expressed in terms of logarithms and dilogarithms. The weight one HPL’s are
H(0;α0) = lnα0 , (B.1)
H(0;x) = lnx , (B.2)
H(1;x) =− ln(1− x) , (B.3)
while the weight two HPL’s read
H(0, 0;x) =
1
2
ln2 x , (B.4)
H(1, 0;x) =Li2(1− x)− pi
2
6
. (B.5)
The functions involving c1(α0) or c2(α0) were defined by an extension of the standard basis
for 2dHPL’s in ref. [24]. The new basis functions read
f(c1(α0);x) =
1
x− c1(α0) , f(c2(α0);x) =
1
x− c2(α0) , (B.6)
with
c1(α0) =
α0
α0 − 1 , c2(α0) =
2α0
α0 − 1 . (B.7)
The 2dHPL’s involving c1(α0) are
H(c1(α0);x) = ln
(
1 +
1− α0
α0
x
)
, (B.8)
H(0, c1(α0);x) =− Li2
(
−1− α0
α0
x
)
, (B.9)
H(1, c1(α0);x) =− ln[(1 − α0)(1 − x)] ln
(
1 +
1− α0
α0
x
)
(B.10)
+ Li2(α0)− Li2[1 + (1− α0)x] , (B.11)
H(c1(α0), c1(α0);x) =
1
2
ln2
(
1 +
1− α0
α0
x
)
. (B.12)
Finally, the single function involving c2(α0) evaluates to
H(c2(α0);x) = ln
(
1 +
1− α0
2α0
x
)
. (B.13)
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