The peak fitting uncertainty is often not enough to describe completely the true random uncertainty of a neutron strain measurement and resultant stress determinations. Detecting not enough diffracting grains also contributes to the random uncertainty. A simple model to estimate the extra random uncertainty contribution due to the so-called grain size statistics is applied and verified.
Introduction
In a previous exercise within the first Task Group (TG1) of NeT [1] (The European Network on Neutron Techniques Standardization for Structural Integrity) a single weld bead on plate specimen was measured several times at different facilities. It was noticed that the uncertainty in stress determination quoted, i.e. the one based on standard analysis (using neutron diffraction) tended to be under-estimated [2] : this was especially evident in the weld region and one of the reasons was suspected to be grain size issues as the grains were larger within the weld compared to the parent material. Subsequently a simple model was developed that indicated the extra uncertainty that was due to grain-size effects [3] . When measuring with a single Bragg peak, the strain in a sample is typically obtained by the fit of a Gaussian function [4, 5, 6, 7] relative to a fit obtained from an appropriate strain free reference sample. The uncertainty of the fit (assuming that the fitting routine is appropriately weighted) is based on counting statistics [8] and this uncertainty propagates through the analyses until the final uncertainty of the stress evaluation [4] . For the counting statistics assumption to be valid there has to be a large enough number of detected diffracting grains within the gauge volume to ensure the representativeness of the observed peak for the entire illuminated gauge volume. The number of detected diffracting grains N DG however, depends on the gauge volume size chosen, the average size and distribution of the grains, and the crystallographic texture within the gauge volume. The simple model, neglecting the crystallographic texture, is hence a function of grain size, gauge volume, Full Width at M A N U S C R I P T
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Half Maximum (FWHM) of the Bragg peak, scattering angle θ, size of detector (and hence number of diffracting grains detected) and multiplicity m hkl . It does not take into account the grain shape, i.e. the aspect ratio is taken as 1. The simple model in [3] does not take into account the mosaicity of the measured sample and is hence implemented here. It is expected that strong preferred orientation (texture) would need an extra factor in the model, which is not included here. The impact of texture however can be minimized by averaging over all measurement directions or measuring a particular reflection with weak texture. Such a basic model allows the assessment as to whether one can rely on the fitting uncertainty only for a particular sample/material or whether another approach is needed that will increase the effective number of grains seen on the detector, either by oscillating the sample during the measurement or another method. A continuous or stepwise oscillation to increase the number of detected grains on the detector can be used to supress the grain size effect. If the measurement time is too long, the fitting uncertainty (which is time dependent) is no longer representative of the actual uncertainty as the uncertainty due to grain size (which is not time dependent) dominates.
Alternatively the simple model can estimate the extra uncertainty in strain and stress that would be needed in the final stress uncertainty evaluation. One should however be cautious and a suggested upper limit on the largest acceptable uncertainty will be presented.
The work presented here is specific for single peak analysis, for example, when using an angular dispersive neutron diffractometer for the determination of residual stress. The general trends also exist for time of flight (TOF) residual stress diffractometers, but this is beyond the scope of the present work.
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Specimen Description
The specimens were made from AISI type 316L austenitic stainless steel. Figure 1 depicts one of the specimens (labelled 3-1A) in-situ in the residual stress neutron diffractometer E3 at the HZB in Berlin, Germany [10] . All specimens were cut from the same steel plate in the same orientation and have dimensions of 18 mm in thickness, 194 mm in length and 150 mm in width. A 6 mm deep slot is centred on the top face and machined parallel to the plate's longitudinal direction and before welding was about 10 mm wide and 80 mm long at the top and 6 mm wide at its bottom. A semi-automated Tungsten Inert Gas (TIG) welding process was used to deposit the three weld beads on top of each other. Prior to the welding the edges of the plates were machined to obtain rectangular and parallel edges for easier and more reproducible specimen mounting for the strain measurements. More details about the weld can be found in [11] . Figure 2 shows a schematic diagram of the specimens, all specimens being nominally identical. A dedicated protocol was used describing the specimen and the desired measurement points [12] . Each plate has fiducial marks for specimen identification and definition of the planes of interest. Figure 1 . Picture of the TG4 specimen 3-1A in-situ in the residual stress diffractometer E3 at the HZB, Berlin.
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The location of planes A, B, and C (extending in the x/y directions) are at the slot start (z = -40 mm), at the weld mid-length (z = 0 mm), and at the slot end (z = 40 mm) respectively. The plane D extends in directions y/z and contains the longitudinal weld centre line (x = 0 mm). The line BD is defined by the intersection of planes B and D (x = z = 0 mm). The origin of the right handed coordinate system is on the top surface in the centre of the plate, y pointing perpendicularly through thickness, z pointing in direction of weld torch traverse, and x perpendicularly to the weld line. Because of the wavy surface of the weld, the origin of the y axis at x = y = z = 0 mm could not be clearly marked. Therefore, the surface at the centre of the bottom face was defined as position x = 0 mm, y = 18 mm, z = 0 mm. Sets of reference coupons, which were cuboids cut using Electric Discharge Machining (EDM) from three regions of one of the specimens accompanied the weld specimen: Parent material (one side coloured black), top 3 mm of the weld fusion region (one side coloured red) and bottom 3 mm of the weld fusion region (one side coloured green). Each set of coupons measured 5 x 8 x 6 mm 3 consisting of four smaller cuboids (5 x 4 x 3 mm 3 ) each. Figure 2 . Sketch of TG4 specimen including most of the fiducial marks and the position of specimen identifiers. Start and end refer to the start and end of the slot at z = -40 and +40 mm respectively. Lines A and C mark the intersections of planes A and C with the specimen surface at the slot start and end respectively. Line BD is defined as the intersection between planes B and D. The scan lines depicted, including the neutron diffraction measurement positions (•), are called D2, D5, D9, and D16, according to their y-position at 2, 5, 9, and 16 mm below the top surface.
Uncertainties in residual stress analysis using diffraction
An overview of conventional uncertainty analyses when using a single Bragg peak
The neutron diffraction measurements were made on instruments E3 [10] and Stress-Spec [13] at the steady state neutron sources BER II and FRM II, located at the Helmholtz-Zentrum Berlin and Technische Universität München respectively. In order to measure the strain using neutron diffraction, the specimen is oriented such that the desired measurement direction is aligned with the scattering vector [4] , which bisects the incoming and diffracted neutron beams (see Figure 3 ). The specimen is then positioned such that the centroid of the sampling volume coincides with a chosen measurement location. Subsequently, for this position and orientation the distribution of neutron counts over the angle of scattering is recorded. The duration of neutron counting depends on the required fitting accuracy and the total time available for the measurement campaign. Longer counting leads to better data statistics and results in a lower fitting uncertainty of the data [8] . In order to sample more grains, the specimen can be rotated slightly about the omega (ω) direction (centre of rotation at the centre of the nominal gauge volume), either continuously or stepwise.
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At a steady state reactor the neutrons are typically used in constant wavelength form (monochromatic radiation) and are normally obtained by directing a white neutron beam (containing a range of wavelengths) on a monochromator crystal. The reflected monochromatic beam has a wavelength λ and is directed on the specimen where the beam is diffracted. A neutron detector is used to observe the diffracted beam at angle 2θ [4, 14] . The observed Bragg peak is normally fitted with a symmetrical Gaussian profile and the change in peak position ∆2θ with respect to a reference value is used to estimate elastic strain. Thus the strain, ε, (Eq. 1) is determined by measuring the 2θ angle of a material under stress to determine the scattering angle θ, and the 2θ 0 angle of the same material not subjected to stress to determine θ 0 . The uncertainty of the strain is then a combination of the measurement and reference measurement uncertainties, u(2θ fitting ) and u(2θ 0-fitting ) (Eq. 2). These uncertainty values are obtained from the peak fitting routine. The uncertainty in stress is then calculated using Eq. 3. This is based on measuring strain in three orthogonal directions, often the principal strain directions. E hkl and ν hkl are the Bragg reflection {hkl} specific elastic constants. For the TG4 measurements these values were calculated from single crystal elastic constants for stainless steel 316 [15] based on the self-consistent Eshelby-Kröner model [16] . From now on the subscript '0' indicates a reference measurement and the absence of subscript indicates a measurement on a sample which is not a reference specimen.
u(θ fitting ) and u(θ 0-fitting ) are half the values of the fitting uncertainties for the 2θ angle of a material under stress and the same material not subjected to stress, respectively. All angles in the above equations have to be given in radians. Often the same reference value is used throughout a particular region of a sample and can be thus considered a systematic offset (in this case the uncertainty of this offset should be minimized as much as possible). It can be seen from Eq. 2 that the uncertainties of 2θ angles can be combined in terms of root mean squares (RMS). This is also true for the uncertainties of strains and stresses.
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Measurement of the reference coupons is useful in that it does not only give a strain free reference value but also gives an indication of how the instrument and material behaves while using only little time for the measurement (because of the short neutron path length compared to the corresponding larger specimen). Numerous tests can be carried out simply by rotating and measuring the specimen multiple times, for example in steps of 1 or 2 degrees, as suggested in references [3] and [17] .
One can estimate the average number of detected diffracting grains (and hence estimate the grain size in the specimen) and check for possible instrumental aberrations, such as the so called surface effect and its influence if the gauge volume is larger than the specimen. One can also see how well the peak fitting function fits the data and see how representative the fitting routine's estimate of uncertainty is.
One way to test if the fitting uncertainty is correct is to repeat a measurement several times with equal acquisition times, without moving the specimen. The standard deviation of the 2θ 0 values should be approximately equal to the average of the fitting uncertainties.
An alternative approach to check if the fitting uncertainty is reasonable is by using Eq. 4 from Withers et. al. [8] . This can expose several possible problems, such as fitting software inaccuracies and whether the actual curve function is appropriate for fitting the Bragg peak (assuming the detector has a linear response and is properly calibrated). The equation is presented for Gaussian peak shapes but it is believed to be approximately correct for a wide range of other common diffraction peak shapes such as Lorentzian, Voigtian etc [8] . 
Where I is the integrated area under the peak function (approximately the number of neutrons or photons detected under the peak not including the background). If only the geometrical area under the curve is given by the fit, the integrated intensity is simply the geometrical area divided by the data binning size. H is the height of the peak, i.e. maximum height not including background. B/H is the background/height of peak ratio and SD Gauss is the peak width and is related to the Full Width at Half Maximum (FWHM) in Eq. 5:
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The fitting uncertainty value decreases with an increase of the number of neutrons/photons and thus with time t of measurement. As a rule of thumb, one normally aims to measure 2θ to an uncertainty of u(2θ) ≈ ±0.01° or better (assuming a scattering angle of about 2θ ≈ 90°). The reference value 2θ 0 is normally measured to a smaller uncertainty, for instance u(2θ 0 ) ≈ ±0.005°.
The total uncertainties u(2θ) and u(2θ 0 ) can also contain a significant contribution from so-called grain size statistics [18] as well as from the fitting uncertainty. Normally it is assumed that uncertainties due to sample positioning and instrument calibration are negligible as these should have been thoroughly characterized before the measurement. If all other potential uncertainties are minimized e.g. surface/interface effects, reference value changes (due to composition, micro strain and microstructural variations and possibly texture) then the correct average strain value over which the gauge volume measures within a certain random uncertainty should be achieved. The overall uncertainty in 2θ and 2θ 0 can be described by Eq. 6(a,b). Therefore the actual uncertainty in 2θ and 2θ 0 can be thought of comprising two components each. The final strain uncertainty would then take the form of Eq. 7.
≈
One way to estimate the actual number of diffracting grains detected on the detector is from Poisson statistics, as demonstrated in [19] . The total integrated intensity I of the neutrons under the Bragg peak has a standard deviation (according to counting statistics) of about √(I). However, if the actual standard deviation is greater than √(I) (i.e. the counting statistics assumption is no longer valid) then the concept of Poisson statistics can be used. If one assumes the grains in the gauge volume are Poissondistributed, then one can estimate the actual number of reflecting grains N DG detected on the detector from Eq. 8, where u(I) is the standard deviation of the integrated intensities of multiple measurements and I is the average integrated intensity.
The use of Eqs. 6-8 can be demonstrated by using an example of the TG4 black and red reference coupons, representing the parent material and top of weld of the TG4 specimens respectively ( Table 1 ). The black coupon was measured 28 times in steps of 5 degrees in omega (ω) and the red coupon 109 times in steps of 1.25 degrees in omega (ω), using a gauge volume of 3 x 3 x 2 mm 3 using a radial collimator with a fieldof-view FOV=2mm as a secondary optic. Table 1 shows the different values obtain from the data sets. The value u(2θ 0 ) is the standard deviation of 2θ 0 of the multiple measurements, u(2θ 0-fitting ) is the expected fitting uncertainty value obtained from Eq. 4 and u(2θ 0-grain ) is the value obtained from Eq. 6(b), the contribution from grain size statistics. In standard analysis one normally assumes u(2θ 0 )= u(2θ 0-fitting ) but it is apparent that this cannot be assumed when one has a large grain size and efforts have not been made to reduce the grain size contribution. A comparison is made here between the expected value u(2θ 0-fitting ) which is obtained from Eq. 4, independent of the value obtained by the peak fitting routine. The peak fitting software used in this case was StressTextureCalculator [20] .
The expected fitting uncertainty derived from Eq. 4 is smaller than that obtained by the fitting program when using a Gaussian peak shape with a linear background. This actually over estimates the fitting uncertainty. Using a pseudo Voigt shape with a linear background in the same program shows a much closer fitting uncertainty compared to the expectation from Eq. 4, suggesting in this case the pseudo Voigt function with a linear background is a more appropriate function to use.
The uncertainties from the fits also have a standard deviation, which have been included in Table 1 . This may be a strange concept, a standard deviation of an uncertainty but it shows the spread of values, which increases with the decrease of number of detected diffracted grains N DG (calculated from Eq. 8). 
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It can immediately be seen that the fitting uncertainty is almost negligible compared to that from the grain size contribution for this large grained specimen, even for the parent material with a smaller grain size. Eq. 8 estimates the number of detected diffracting grains N DG and one can see that the u(2θ 0-grain ) value increases as the N DG value decreases. The difference in number of detected diffracting grains is large, being about 138 for the parent material (black reference coupon) and only about 2 for the top of the weld material region (red reference coupon). These are however the N DG values that one would obtain when not oscillating the specimen.
The above measurements are stepwise measurements where the peaks can be added together and fitting the summation of the peaks. Assuming the step size of the omega (ω) rotation is greater or equal to the mosaicity of the grains, then the black coupon measurement has approximately 28 × 138 = 3864 detected grains and the red coupon 109 × 2 = 218 detected grains after summing the peaks.
This means that the expected fitting uncertainty of the sum of all peaks would be better by a factor of 1/√(28) and 1/√(109) for the black and red coupons respectively as the individual peaks were measured with the same time. The fit improves with a factor 1/√(t), where t is time. The uncertainty due to grain size, as shown later, improves with a factor of ≈1/√(N DG ). If we make the same assumption that the omega steps are greater or equal to the mosaicity of the grains, then the uncertainty due to grain size improves by the same factors as for the fitting uncertainty: 1/√(28) and 1/√(109) for the black and red coupons respectively. This means for this example the uncertainty due to grain size contribution is still greater than that for the fitting uncertainty in this case.
Oscillating the specimen either stepwise or continuously increases the number of detected grains on the detector. As will be shown later, the time of measurement can be optimised so that the fitting uncertainty is more representative of the total uncertainty.
A simple model based on that described in [3] is shown below. The model in [3] neglected to take into account the mosaicity of the sample. It is now taken into account in the following equation, where P is a probability factor:
where D H is the angular detector height, m hkl is the multiplicity of the particular Bragg reflection, OSC is the total angular oscillation of the sample around the ω-axis, ω M is the M A N U S C R I P T
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grain mosaicity around the ω-axis and W M is the grain mosaicity in azimuthal direction, i.e. along the diffraction ring. All angular units are converted to radians in Eq. 9.
For a fixed gauge volume, parameter P is proportional to the probability of a grain being seen on the detector. Naturally the larger the detector (and hence D H ), the more grains are detected. When a specimen is not oscillated during a measurement then OSC = 0°, but an oscillation of ±3° for example (if possible) around the omega ω-axis (OSC = 6°), increases the probability of grains being detected. This assumes a 2θ angle of around 90°. A stepwise oscillation of 5 measurements in 1° steps when summed is equivalent to OSC = 4°.
The extra random uncertainty due to the grain size can be estimated from Eq. 10 which is a function of SD Gauss , gauge volume (gv), grain size (S G ) and the probability P from Eq. 9. In order to be consistent with units, SD Gauss is given in degrees in (2θ) space. Eq. 11 shows Eq. 10 solved for grain size. These equations are only approximate and should not be used as an accurate technique to determine grain size. In some cases a grain or grains could be larger than the gauge volume or the gauge volume larger than the specimen being measured. The uncertainty due to grain size u(2θ grain ) is not time dependent and does not improve with time but improves with an increase of the number of detected diffracting grains (N DG ) on the detector. 
Calculation of the residual stress uncertainties from synchrotron X-ray diffraction data obtained with the spiral slit technique
The strain measurements by synchrotron X-ray diffraction were carried out at the highenergy X-ray beamline id15a at the European Synchrotron Radiation Facility (ESRF). The spiral slit technique was employed which is a depth-and phase-resolving nondestructive measurement technique, using focussed monochromatic high-energy Xrays, a spiral slit system, and a large area X-ray detector system [11, 21] . Due to the coarse grain structure of the material investigated and the measurement technique used, even with a linear oscillation range of 4 mm about each measurement position, the diffraction patterns only showed distinct diffraction spots emanating from individual diffracting crystallites. Therefore, "powder like" data analysis approaches were not an option and a novel analysis strategy was applied. As described in detail in [11] this approach was based on the evaluation of the centre of mass position of individual diffraction spots emanating from a specimen volume of interest. Through the geometrical and crystallographic relations every individual diffraction spot position was converted into the lattice parameter 'a' of the face centred cubic crystal structure of the specimen material. Associated with every a was an uncertainty u(a) which was calculated by propagating the uncertainties of key experimental parameters such as photon wavelength, specimen and detector distances, geometrical errors of the spiral positioning, and errors of the reference a 0 values through all the equations used for the conversion of the spot position to the lattice parameter a. However, some parameters, such as the spot width, were not included because they are closely linked to the size and orientation of the diffracting crystallite.
The three experimentally accessible in-plane macro-strain tensor components ε xx , ε xz , and ε zz (see Figure 2 for definition of coordinate system) of individual gauge volumes were now fitted by solving the over determined system of M linear equations of the form: 
where m is the index for the grains in the evaluated gauge volume with m = 1 to M, not to be confused with the Bragg peak multiplicity m hkl . The ε ij are the strain tensor components to be fitted and f ijm are specimen and scattering vector orientation depending coefficients. Formulations for the coefficients f ij can be found in the literature e.g. [22] . 
where n is the index of the refined parameters with n = 1 to N (here N = 3), p n is the refined parameter (i.e. ε ij ), M is the total number of equations contributing to the solution, w n are the singular values as obtained by SVD, and V mn are the elements of the orthogonal matrix V as used in the description of the SVD theorem in Eq. 14:
where A is the M x N design matrix (with M > N), U the column orthogonal matrix, W the N x N diagonal matrix with the singular values and V T the transpose of the N x N orthogonal matrix V.
The uncertainties for the stress tensor components were calculated by propagating the uncertainties of the strain tensor components together with a 5% uncertainty of the Poisson ratio, as prescribed by the measurement protocol [12] , through Hooke's law. The final error obtained for each stress tensor component is obviously depending on the number of linear equations used for the determination of the strain tensor components and is scaling with M -1/2 . M varied between 15 and 1400, depending on the location in the specimen and the gauge volume size. Note that, as a particularity of the spiral slit technique, the gauge volume dimension parallel to the incoming beam is decided on at the time of the analysis.
An estimation of grain size can also be made and is based on the number of detected diffraction spots, the orientation space data coverage of the recorded data, and the size of the illuminated gauge volume. This is expressed in Eqs. 15 to 20.
Eq. 15 describes that the grain size S G is taken as the average of the grain sizes calculated for specific {h k l}, S G hkl . The latter value is calculated following Eq. 16:
where l y and l z are the gauge volume dimensions parallel and perpendicular to the beam and N IG hkl is the number of illuminated grains as calculated for a specific {h k l}. l z was given by the linear rocking of 4 mm of the specimen. A dimension in x-direction is not taken into consideration because the beam cross section was only 14 µm x 14 µm. In fact, the number of grains intersected by the illuminated plane is calculated, rather than the totally illuminated grains in the illuminated volume, which would give erroneous results, due to the small incoming beam dimension. The number of illuminated grains is obtained from Eq. 17:
where N DG hkl is the number of detected grains as inferred from the number of detected diffraction spots for a specific {h k l}, m hkl is the multiplicity for the given {h k l} and C PF hkl is the coverage of the {h k l} pole figure by the diffraction data set used.
The coverage is depending on the grain mosaicity and the angular acceptance range of the spiral slit system. This is taken into account in Eq. 18:
where ω M is the grain mosaicity around the ω-axis (a rotation axis perpendicular to the beam), and is used to determine the slice thickness of the pole η SA is given by the geometry of the spiral slit system [11] as described in Eqs. 19 and 20:
where η is the azimuthal position on one spiral, g S the spiral slit gap, and r the radial position on the spiral where a specific diffraction signal was accepted by the slit. Eq. 20 is the basic equation of the slit system, describing the form of the spiral, starting at the radius r 0 . For the slit system used the radius and slit gap were r 0 = 4 mm and g S = 0.05 mm. The grain mosaicity in azimuthal direction for grains, within a gauge volume of interest and with a specific {h k l}, was estimated by taking the average azimuthal width of all relevant diffraction spots. However, the width used here was not, e.g. the Full Width at Half Maximum, but the width at the peak detection threshold (as used in the first data analysis step consisting of an automatized peak detection procedure), reduced by the constant background, to obtain a better size estimation for the part of the orientation space that is visible through the slit system. Four assumptions were made in calculating the grain sizes in the way described: Firstly, because the specimens were not rotated in this experiment, the grain mosaicity in ω-direction was assumed to be identical to the one in η-direction. Secondly, it was assumed that no grain gives rise to two diffraction spots simultaneously accepted by the spiral slit system. Thirdly, a random texture was assumed, and lastly, it was assumed that the detection probability is constant for all {h k l}. The first two assumptions can be considered as being well fulfilled. The last two are more problematic. In fact, the detection probability is not constant, for reasons such as peak intensity detector response and detector noise. Therefore, only the two strongest reflections {1 1 1}, and {2 0 0} were used for the grain size calculations. The assumption of random texture is well fulfilled in the parent material, as previous texture measurements have shown, but is certainly not fulfilled in the weld region. Stainless steel welds are known to develop a columnar grain structure with <1 0 0> growth direction along the maximum heat flow hereby forming a fibre texture [24] . In our specimen this fibre direction is pointing out of the specimen plane, 
Measurement protocol
For the high energy synchrotron radiation measurements a complete mapping of the specimen 3-1A was performed in the transverse and longitudinal strain directions, including all the measurements points stipulated in the measurement protocol [12] . For the stress evaluation, the normal stress component was assumed to be zero.
For the neutron measurements a more limited set of measurements points were measured. In each case three orthogonal strain directions were measured to determine the stress. Only the data from three D lines are compared to the high energy synchrotron data. Table 2 shows some of the experimental parameters used for the D-line strain measurements. Following the protocol [12] the D lines were measured and four sets of data from the different instruments used different measuring parameters. The D lines that are compared here are D2 with x = 0, y = 2, D5 with x = 0, y = 5 and D9 with x = 0, y = 9, each with strain measurements and stress determinations at positions z = -90, -70, -50, -45, -40, -35, -30, -20, -10 , 0, 10 20, 30 , 35, 40, 45, 50, 70 and 90 mm. Figure 2 shows the location of these points. All measurements presented were made on specimen labelled 3-1A.
The first Stress-Spec measurements (labelled FRM II (a)) used the smallest gauge volume and the smallest oscillation and so any potential grain-size issues should be the most apparent. The HZB E3 measurements use the largest gauge volume and the largest oscillation and so the grain-size issues should be the least. The measurement made at the HZB was continuously oscillated +/-5° in omega (ω-axis), hence OSC = 10°, during data acquisition using slit optics of 3 × 3 × 3 mm 3 . This meant that more grains are observed on the detector. The second Stress-Spec measurement (labelled FRM II (b)), used a radial oscillating collimator as a secondary optic instead of a slit [25] . Of the three existing reference specimen batches produced the one measured by HZB carried the identification mark W, and the one measured at the FRM II and at the ESRF experiments, the mark Z. The first row in Table 3 shows the difference between the standard deviation of the 2θ 0 values of the 219 peaks compared to the expected fit value (after 382 seconds). An estimation of the N DG value was calculated using Eq. 8. For instance, for the 219 single peaks using the {3 1 1} reflection, the average value of I is 6751 and the standard deviation is u(I) = 684. Using Eq. 8 results in a value of N DG =97. Summing the peaks in '2s' and '3s' etc. (rows 2 and 3 in Table 3 ), increases the value of N DG , this is equivalent to oscillating the specimen. Summing in this way with these particular measurement time intervals and experimental set-up show that the actual grain size uncertainty is always about threes time more than the fitting uncertainty which means the measurement time used was far too high.
Summing the peaks in twos (row 2 in Table 3 ), for example, is equivalent to a continuous oscillation of ±0.5° (OSC=1) as the steps used were 1°, below the expected mosaicity of the material which is estimated to be about 1.2°. As a typical value of mosaicity a default value of ω M = η M = 1.2° was used. Measurements made at the ESRF by the JRC saw a range of mosaicity values of up to 1.55° for the {1 1 1} reflection.
One can use the results to optimise the measurement time so that the grain size contribution is no longer dominant. Figure 4 shows that for this particular experimental set-up, one only needs about 40 seconds to get below a value fitting uncertainty of u(2θ 0-fitting ) ≈±0.01°. If one does not oscillate then one has a value N DG ≈ 97. The total uncertainty cannot get lower than about ± 0.0115° no matter how long one measures for because of the u(2θ 0-grain ) contribution. In this case one should not measure longer than 40 seconds otherwise the value of u(2θ 0-grain ) will dominate.
Oscillation of the specimen with this particular set-up (either continuously OSC=3 or stepwise of 4 measurements in 1° steps, see row 4 in Table 3 ) results with N DG ≈284 and the total uncertainty cannot get lower than ±0.0049° after about 200 seconds. Therefore one should not measure longer than 200 seconds otherwise the value of u(2θ 0-grain ) will dominate.
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One can estimate the size of the grains S G from Eq. 11, this is just to cross check the model. One should get a similar value for each summation, which indeed one does get. A value of S G of around 87-100 µm is the estimate for the parent material.
The {2 2 2} peak, which was measured at the same time as the {3 1 1}, has a slower fitting uncertainty improvement rate and also the specimen needs to be oscillated much more to achieve a big enough value of N DG .
The multiplicity of {2 2 2} is 8 and so 3 times less grains should be detected (assuming no texture) compared to the {3 1 1}. It appears that in this case there is texture, as about 5 times less grains are detected. Table 4 shows that not oscillating the specimen (OSC=0) results in a value of only N DG ≈23 which means one cannot measure better than a value of u(2θ 0 ) ≈ ±0.0235°. In this case it is not worth measuring much longer than 30 seconds; however ±0.0235° is a rather poor uncertainty. Oscillation of the specimen (either continuously OSC=3 or stepwise of 4 measurements in 1° steps, see row 4 in Table 4 ) results with N DG ≈54 and the total uncertainty cannot get lower than ±0.0124° after about 100 seconds. Therefore one should not measure longer than 100 seconds otherwise the value of u(2θ 0-grain ) will dominate.
Measurement of the larger TG4 weld specimen under the same conditions could also be optimised in a similar fashion, where the rate of improvement of fitting uncertainty will be slower (due to increased neutron path length) but the uncertainties due to grain size are the same. The graph shows that in order to trust a fitting uncertainty of ± 0.01° one needs to have more than 100 detected diffracting grains when using a Bragg peak with, for example, a SD gauss =0.2° (FWHM of 0.47°). The black coupon {3 1 1} comes the closest to meeting this criterion, although it would be better if the specimens were oscillated during measurement.
The grain size has been estimated from Eq. 11 for all gauge volumes less than 5 × 5 × 2 mm 3 . The typical values were 42-109 µm for the parent material, 137-174 µm for the bottom of the weld and 175-276 µm for the top of the weld.
Measuring the red coupon with a small gauge volume became increasing more difficult because of the lack of detected diffracting grains.
As seen in the previous coupon measurement, if one is to rely on the fitting uncertainty only, the uncertainty due to grain size has to be supressed. It is recommended that the upper bound of the value of u(2θ grain ) should be no more than ≈ ± 0.015°. From Eq.10 it can be seen that for a FWHM of 0.6° the number of detected diffracting grains N DG ≈72. For a FWHM = 0.5°, 0.4° and 0.3°, then N DG ≈ 50, 32 and 18 respectively, The smaller the FWHM of the peak, the smaller the value of N DG needed [27] .
The time of measurement should not be too long otherwise the fitting uncertainty will be an underestimate of the total uncertainty. In order to increase the value of N DG , oscillation of the specimen is recommended. If the value of N DG needed cannot be achieved then the method described by Holden et. al. [28] is recommended (if it is possible), where the specimen is measured and then rotated 180 degrees and measurement at the same place again and the result is averaged. Figure 6 . A comparison of the model with results of the three reference coupons. The results show the relation of number of detected diffracting grains with the random uncertainty due to the grain size. The influence of multiplicity can also be seen, where using the {2 2 2} reflection results in have approximately three times less detected diffracting grains than {3 1 1}.
The D line results
In this section a comparison of data from different laboratories is presented. The TG4 specimens were oscillated in omega (ω-axis) in the single peak neutron diffraction experiments, meaning that more grains are observed on the detector, thus reducing the impact of the grain-size effect. The synchrotron data used 5 peaks for the strain measurement and the data is recorded for larger parts of the Debye-Scherrer-rings however there was a smaller effective gauge volume (0.014 mm x 0.014 mm beam size plus a linear oscillation of ∆z = ±2 mm).
The D9 line is completely within the parent material of the specimen. This is thus expected to show up the least grain size effect as the grain size appears smaller than in the weld region, as seen in the reference coupon specimens in the previous section. Table 5 shows the experimental parameters for the neutron measurements. In the M A N U S C R I P T
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comparisons the data from the 3 × 3 × 2 mm 3 gauge volume of the reference specimen data from the previous section will be used. The data has been collected over a period of time, for instance, the HZB measurements on the TG4 plate were made in 2009 and used a slit set-up. The detector was further away than with the 2013 measurements on the coupons (which used a radial collimator as a secondary optic), hence the difference in the D H values. The monochromator set up was also different, hence the slightly different SD Gauss values. The larger SD Gauss values for the {2 2 2} reflection compared to the {3 1 1} reflection is due to an angular resolution difference of the monochromator as a function of 2θ. All neutron measurements used two-dimensional 3 He position sensitive detectors (PSDs). These are multi-wire detectors with a delay time encoding with data binning of 256 × 256 'pixels'. The one used by HZB was developed by DENEX, Germany, with a spatial resolution of about 1.2 × 1.2 mm 2 with an active area of 300 × 300mm 2 . The detector used for the FRM II (a) measurements was developed by EMBL (Grenoble, France) with a spatial resolution of about 1.5 × 1.5mm 2 and an active area of 200 × 200mm 2 . The detector used for the FRM II (b) measurements was developed by Mirrotron Hungary, and it has a nominal spatial resolution of 2 × 2 mm 2 with an active area of 300 × 300mm 2 .
Many measurements were made in NeT-TG4 and this gave a good opportunity to calculate a robust average of all the measurements. This meant that with the data sets presented here, one could take away the robust average and study the residuals to calculate the actual systematic offsets and random uncertainties (which contains the grain size contribution as well as fitting uncertainties). It should be noted that the robust M A N U S C R I P T
average contained measurements on other nominally the same NeT-TG4 specimens, i.e. the 1-1A and 2-1A specimens. Figure 7 shows a comparison of robust averages with the HZB E3 data for the Longitudinal stress D2 and D9 lines. One can see that the D9 data agrees well with the average and the quoted uncertainties appear also to be reasonable. For the D2 line the measurement points between z = -40 and 40 mm are within the weld material. The scatter of the data is clearly more than that of the D9 line (which is completely in parent material). In addition there appears to be a systematic offset in the weld region, where the stress values appear to be underestimated. The data points outside of the weld on the D2 line (which are in the parent material) agree well with the average. In order to discriminate against outliers in the data, after taking away the appropriate robust average from each data set, the residuals were arranged equidistantly in magnitude order (see Figure 8 ). Subsequently after scaling the abscissa: -100% to 100%, a linear fit was made between ± 68.28%, corresponding to ±1 standard deviation (between the two vertical lines in Figure 8 ). This linear fit gives simultaneously the systematic offset and the total random uncertainty from the gradient. These linear fitting calculations will be referred to as R-fits (Residual fits) from now on. Of the total 19 points in each direction of the D9 line, 13 points lie within the first standard deviation.
For the D5 and D2 lines, the measurement points between z = -40 and 40 mm are within the weld material and only these were considered to estimate the systematic and M A N U S C R I P T
A C C E P T E D ACCEPTED MANUSCRIPT random uncertainties. This meant that out of a total number of points of 11 in the weld region, 7 points laid within the first standard deviation (see Figure 8 ). respectively. The peaks were fitted using a Gaussian function with a linear background and so the fitting uncertainty could be over-estimated as was seen in Table 1 . A different program was used back in 2009 to evaluate this TG4 plate data called TVtueb [26] which only had a Gaussian function with a linear background option. The D2 line has a much larger random uncertainty, much larger than the quoted fitting uncertainty. This is due to the grain size contribution of random uncertainty in the weld region. The corresponding systematic offsets are +11.45 MPa for the D9 line and -31.65 MPa for the D2 line (in the weld region). The R-fit analysis was performed for all D lines and averaged over the three stress directions.
Using the model in Eq. 10 and propagating the numbers through Eq. 7 and then Eq. [12] . Table 6 shows the values one should get using these equations for the parent material. A distinction is made between the reference u(2θ 0-grain ) and non-reference values u(2θ grain ) for Eq. 7. These values have to be divided by two before placing through Eq. 7. The fitting values are set to zero, as we are only considering the extra random uncertainty due to grain size: u(2θ 0fitting )= u(2θ fitting )=0. A grain size of 0.09 mm (90µm) was assumed for the parent material. One can see the influence of multiplicity and P value on the uncertainty values, i.e. the higher the P and multiplicity values, the less the value of uncertainty. The larger gauge volume on the HZB E3 measurements also decreases the uncertainty values. A comparison can now be made with the random uncertainties estimated from the Rfits. These R-fits also include the fitting uncertainty and so a nominal fitting uncertainty of 15 MPa has been added to the model (using root mean squares) as this was a typical quoted and actual uncertainty value for the FRMII and HZB measurements in the parent material (see Table 10 ). Table 7 shows the values of the model assuming a grain size of 0.09 mm (90µm), Table 8 , a grain size of 0.180 mm (180µm) and Table 9 , a grain size of 0.260 mm (260µm). The data has been plotted out in Figure 9 . Figure 9 show the model results against the actual random uncertainties obtained from the R fits. The agreement with the model is very good. The effect of multiplicity, gauge volume, P factor, grain size and the insignificance of quoted stress uncertainties derived from the fitting uncertainties for this example can all be seen. This also shows that the green reference coupon is appropriate for the D5 line and the red coupon is appropriate for the D2 line. Even for the weld material after oscillation, the fitting uncertainty is still not enough to represent the total actual random uncertainty of the measurement. Table  10 shows a comparison of the average quoted stress uncertainties with the actual random stress uncertainties. The uncertainties due to the reference measurements are also included in the quoted uncertainties but these are much less than the sample measurement uncertainties and do not make a large difference when taken away using root mean squares. Table 11 shows the systematic offsets derived from the R-fits.
In general it can be seen that for the weld region, the fitting uncertainty is inadequate for estimating stress uncertainty. With increased gauge volume and oscillation the values become closer, especially in the parent material, where the grain size is smaller. The JRC/ESRF quoted uncertainties are very good and even overestimate the actual stress uncertainty. The synchrotron data used 5 peaks for the strain measurement and the data is recorded for larger parts of the Debye-Scherrer-rings, although with a smaller effective gauge volume. It was the only data set that included 5% uncertainty of the M A N U S C R I P T
Poisson ratio and taking this into account the quoted uncertainties are even closer to the actual random uncertainty. As a rule of thumb, stress uncertainties of greater than 40MPa in steel are too high and efforts to reduce the uncertainty should be implemented. The systematic uncertainties in general are negative in the weld region, which may suggest that the TG4 sample 3-1A may have less stress in this region than the other samples, as the robust average was averaged over different specimens. In general though the systematic uncertainty offset decreases with an increase in P factor/gauge volume and the estimation is better with the HZB measurements, which used the largest oscillation and gauge volume. It should be noted that different sets of reference coupon specimens were used for each measurement (see Table 5 ). The JRC/ESRF measurements assumed zero stress in the normal direction for calculating stress in the longitudinal and transverse directions. From the robust averages it can be seen that this is not the case, the normal stress is slightly positive in the normal stress direction in the weld, a triaxial stress distribution exists. These values have been added to the systematic uncertainty in the last column of Table 12 to show that the underlying estimation of systematic uncertainty is good. These values agree well with the FRM II (b) values in D9 and D5, where both sets of measurements used reference coupon SET Z. The reference coupons for the 2009 E3 TG4 3-1A measurement (SET W) were rotated continuously around a large ω value and summed in a single file. The systematic offset estimation is very good (i.e. close to zero) for the D9 and D5 lines. The D2 line is negative, which may either be because the overall stress in the weld region for the 3-1A specimen is lower or there is still an issue with the correct systematic offset estimation.
M A N U S C R I P T
A C C E P T E D ACCEPTED MANUSCRIPT Figure 10 shows an estimation of grain size from the synchrotron data measured by JRC at the ESRF. The values agree well with the E3 reference coupon measurements grain size estimations. The coupon measurements showed typical values of 42-109 µm for the parent material (y=8 to 17mm in Figure 10 ), 137-174 µm for the bottom of the weld (y=5mm in Figure 10 ) and 175-276 µm for the top of the weld (y=2mm in Figure  10 ). It has to be noted, that the present calculation did not take into account the grain shape, i.e. the aspect ratio is taken as 1. Therefore, it is not unlikely that columnar grains in the weld zone are actually longer than 200 µm. The grain size estimations for the model (which fitted the data best) in Tables 7, 8 and 9 are 90µm, 180µm and 260µm respectively. It should be noted however that there are uncertainties associated with all parameters used in the model. The gauge volume is probably the most difficult to estimate as the divergence of the neutron beam is often slightly larger than the nominal volume set by the beam defining optics.
One set of neutron data for the D lines used a radial oscillating collimator for the secondary collimation of the neutrons. The stress results from that measurement agreed well with the other two sets of neutron data which utilized a slit for the secondary collimation. When using slits however, the secondary slit should not be more than 60 mm away from the centre of the gauge volume as standard good practice [27] . A slit suffers from aberrations similar to the pin-hole camera effect if the distances are larger. A radial oscillating collimator eliminates this effect and can be used at a larger distance away from the centre of the gauge volume. The use of a secondary slit can also alter the shape of the peak, especially if one measures a relatively broad peak with a small slit width. The detected tails of the peak can be attenuated, causing the peak to be less Gaussian in shape and thus the fitting program over estimates the uncertainty. This maybe the cause of the over-estimation of quoted fitting uncertainty for the parent material for the FRM II (a) measurement (see Table 10 , D9 results).
Grain size estimation from the microscopic studies at the Open University in the parent material region provided values of 75 ±12 µm, over grains without twins and 67±10 µm, over grains with twins, each average calculated over 20 values. This agrees well with the JRC/ESRF estimation 83 ± 4 µm (from 11 values, y=8 to 17mm, in Figure 10 ). These values also agree well with the E3 reference coupon measurements grain size estimations in Tables 3 and 4 .
A separate study in the parent material of the TG4 specimen made by JRC (made at a different location in the specimen) gave a result of 92 ± 9 µm (with a range of values 78-106 µm). This agrees well with the grain size estimations from reference specimens. This indicates that the grain size does vary slightly from place to place in the parent material. Figure 10 . Estimation of grain size from the synchrotron data measured by JRC at the ESRF.
Conclusions
By presenting sets of diffraction data, obtained for an identical weld specimen on different strain scanning instruments, it has been demonstrated how grain size can influence the accuracy of a measurement. The traditional method of propagating the uncertainty of a function fit (normally a Gaussian shape on a linear background) relies on good counting statistics to be accurate enough. Counting statistics in turn relies on there being enough diffracting grains being detected to approximate to good counting statistics (and a good Gaussian shape of the data), however when there are not enough grains in the diffracting volume considered, the analysis is inadequate.
Measurement of reference coupons is useful in that it does not only give a strain free reference value but also gives an indication of how the instrument and material behaves while using only little time for the measurement (because of the short neutron path length compared to the corresponding larger specimen). Numerous tests can be carried out simply by rotating and measuring the specimen multiple times, for example in steps of 1 or 2 degrees. A comparison of the average fitting uncertainty with the standard deviation of the whole data set is a good way to check for uncertainty due to grain size. In terms of time the fitting uncertainty should improve (decrease in value), but the M A N U S C R I P T
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standard deviation of the whole data set approaches a certain underlying value if there is a contribution due to the grain size.
An estimate of the number of detected diffracting grains N DG can be obtained from the average of the integrated intensities I and their standard deviation u(I) using Eq. 8.
It is recommended that the upper bound of the value of u(2θ grain ) should be no more than ≈ ± 0.015°. From Eq.10 it can be seen that for a FWHM of 0.6° the number of detected diffracting grains N DG ≈72. For a FWHM = 0.5°, 0.4° and 0.3°, then N DG ≈ 50, 32 and 18 respectively, The smaller the FWHM of the peak, the smaller the value of N DG needed. As a rule of thumb, the final stress uncertainties of greater than 40MPa in steel are too high and efforts to reduce the uncertainty should be implemented.
The time of measurement should not be too long otherwise the fitting uncertainty will be an underestimate of the total uncertainty. In order to increase the value of N DG , oscillation of the specimen is recommended. If the value of N DG needed cannot be achieved then the method described by Holden et. al. [28] is recommended (if it is possible), where the specimen is measured and then rotated 180 degrees and measurement at the same place again and the result is averaged.
It has been shown that in some cases even the fitting uncertainty obtained from the peak fitting routine can be erroneous if the shape function is not appropriate for fitting the Bragg peak (assuming the detector has a linear response and is properly calibrated). This can be easily checked by measuring a reference specimen several times, with equal acquisition times, without moving it. The standard deviation of the 2θ 0 values should be approximately equal to the average of the fitting uncertainties.
Another good way to check if the fitting uncertainty is reasonable is by using Eq. 4 from Withers et. al. [8] . This will give the expected fitting uncertainty.
Knowing the size of grains and thus knowing the number of diffracting grains within a gauge volume can already give an indication as to whether one can rely on the commonly used standard uncertainty propagation or not. This can be worked out from the model presented. The results show that the model describes well situations where a specimen is not oscillated or oscillated around the omega ω axis during data acquisition. The largest oscillation used in this exercise was +/-5° in omega (ω-axis). The oscillation however should not be too large as to compromise the strain value measured in a particular direction.
The TG4 specimen has presented itself as an ideal specimen to highlight the problems associated with grain size. In the examples used in this case the parent region gives the least problems with grain size issues than the weld region where the grain size is much larger. For a grain size of around 70-100 µm in the parent region, the fitting uncertainty seems to be adequate for the neutron measurements with the parameters used (if the sample is oscillated), which means the uncertainty contribution due to fitting is dominating the total uncertainty.
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For the weld region -with typical grain sizes of 140-260 µm or more -the fitting uncertainty is certainly not adequate. Here caution should be taken to optimise the measurement by making sure the uncertainty due to grain size does not dominate the total uncertainty.
The four sets of residual stress data for the D-lines have been a good basis to apply the model. Special care was taken to compare data from the same specimen (3-1A) in order to eliminate any differences that may occur when measuring one of the other nominally identical specimens from the TG4 round robin. Indeed compared to the calculated robust average, the stresses in the weld region appear to be slightly less in the (3-1A). The robust average consisted of measurements on other nominally identical (1-1A) and (2-1A) specimens as well as the (3-1A).
One set of neutron data of the D lines used a radial oscillating collimator for the secondary collimation of the neutrons. The stress results from that measurement agreed well with the other two sets of neutron data which utilized a slit for the secondary collimation. When using slits however, the secondary slit should not be more than 60 mm away from the centre of the gauge volume as standard good practice [27] . A slit suffers from aberrations similar to the pin-hole camera effect if the distances are larger. A radial oscillating collimator eliminates this effect and can be used at a larger distance away from the centre of the gauge volume. The use of a secondary slit can also alter the shape of the peak, especially if one measures a relatively broad peak with a small slit width. The detected tails of the peak can be attenuated causing the peak to be less Gaussian in shape and thus the fitting program over estimates the uncertainty.
The next step should be the study the influence of texture. The concept of graininess and texture can become intertwined, as the presence of texture can either increase or decrease the number of grains seen on the detector. As can be seen from the coupons of TG4 SET Y, there appears to be texture, where the multiplicity ratio m 311 /m 222 is not equal to 3. 
Highlights
By presenting sets of diffraction data, obtained for an identical weld specimen on different strain scanning instruments, it has been demonstrated how grain size can influence the accuracy of a measurement. A simple model to estimate the extra random uncertainty contribution due to the so-called grain size statistics is applied and verified.
It has been shown that in some cases even the fitting uncertainty obtained from the peak fitting routine can be erroneous if the shape function is not appropriate for fitting the Bragg peak (assuming the detector has a linear response and is properly calibrated).
An estimate of the number of detected diffracting grains N DG needed for reasonable accuracies to be obtained can be garnered from a reference sample and the whole measurement can be designed based on this. The reference specimen can be used to optimise the time of an experiment, saving neutron beam time.
The benefit of continuous or stepwise oscillation to increase the number of detected grains on the detector is discussed. From the data obtained, best practice guidelines have been suggested on dealing with large grains when determining strain and stress with neutron diffraction.
