AbstractÐThe analysis of medical images has been woven into the fabric of the Pattern Analysis and Machine Intelligence (PAMI) community since the earliest days of these Transactions. Initially, the efforts in this area were seen as applying pattern analysis and computer vision techniques to another interesting dataset. However, over the last two to three decades, the unique nature of the problems presented within this area of study have led to the development of a new discipline in its own right. Examples of these include: the types of image information that are acquired, the fully three-dimensional image data, the nonrigid nature of object motion and deformation, and the statistical variation of both the underlying normal and abnormal ground truth. In this paper, we look at progress in the field over the last 20 years and suggest some of the challenges that remain for the years to come.
INTRODUCTION AND OVERVIEW
C OMPUTER processing and analysis of medical images covers a broad number of potential topic areas, including image acquisition, image formation/reconstruction, image enhancement, image compression and storage, image analysis, and image-based visualization. In this review, we aim to critique the research efforts that have been put forth specifically in the area of medical image analysis over the past 20 years or so. For our purposes here, we will define this area as including the development of the following methodologies: image segmentation, image matching/registration, motion tracking and change detection from image sequences, and the measurement of anatomical and physiological parameters from images. Furthermore, we assume that research efforts related to these methodologies are the key elements of solutions to more systems-oriented problems. Such problems include image-guided surgery/intervention, atlas-based description of entire anatomical regions, deformation analysis based on biomechanical and other models, and visualization of anatomical and physiological processes. With these definitions and assumptions, we have intended to narrow the discussion in this paper to the medical image analysis tasks that are closest to the core mission of the IEEE Transactions on Pattern Analysis and Machine Intelligence.
In this light, we note that medical image analysis has evolved over these last 20 plus years from a variety of directions, ranging from efforts that were natural followons to the development of the image acquisition equipment to those that were motivated from work in the parallel fields of pattern recognition, image processing, and computer vision. To be more concrete regarding the first direction, take for instance, an example that evolved from efforts related to image acquisition that began 10 years prior to the time frame we are looking atÐthe analysis of cardiac nuclear medicine images. Initially, as cardiac nuclear medicine images became available, simply viewing the change of the volume of blood in the heart between enddiastole (full expansion) and end-systole (full contraction) was an exciting use of this new modality. However, the facts that 1) the data were acquired in digital form and 2) that it was feasible that a computer could semiautomatically outline a ªregion of interestº that contained the entire left ventricle, readily facilitated the measurement of a quantitative index of ejection fraction [1] , making this one of the earliest forms of ªdigital image analysisº that became clinically useful.
From the second direction mentioned above, in the pre-PAMI era of the 1970s, a relatively smaller group of researchers were involved with treating medical and biomedical image analysis as a unique information processing problem, one where approaches based in pattern recognition, image/signal processing, and computer vision may play a role. Examples of this included work to automatically locate tumors using pattern recognitionrelated methods from Sklansky and Ballard [2] . Other efforts, such as the work of Pizer and Todd-Pokropek [3] , emphasized image enhancement and display strategies, realizing that these were critical issues to the end-users (radiologists and others). In this light, one community of researchers, based originally in nuclear medicine imaging, appreciated early-on that the mathematics of forming crosssectional images (i.e., image reconstruction from projections) and that of processing and analyzing images had something in common. This community, bonded by a small, high quality workshop begun in 1969 that was originally titled Information Processing in Scintigraphy and later renamed Information Processing in Medical Imaging (IPMI), still carries on this tradition today [4] .
Most of the efforts reviewed in this paper are more related to this second direction of development, where ideas are motivated from concepts of pattern recognition, image processing, and computer vision. However, with this in mind, it is important to realize that most medical image analysis efforts are heavily influenced, if not fundamentally driven by, the particular image datasets being utilized and the clinical or biological tasks that underlie the need for image analysis. Thus, although we will review work in the field from an analysis-methodology-based viewpoint, we will attempt to point out where the intersections and overlaps are with both the image acquisition/instrumentation and clinical imaging communities where appropriate. We note that companion articles written about medical image analysis written from the viewpoints of these other communities would be interesting additions to the literature, but are felt to be more appropriate for either imaging-modality-based or clinically positioned journals. Furthermore, our focus will be on methods aimed at analyzing organ-level medical images (i.e., we won't say much about the analysis of microscopy-acquired images common in biology). Finally, we emphasize that medical image analysis encompasses the analysis of both anatomy/structure and function, although much of the work in the field has focused on structural analysis. While this paper reflects this bias to some extent, we note that the analysis of physiological function from images is an area of equal or greater importance in the years ahead. In the discussion below, focusing on methodology issues framed in this paragraph, we will divide the last 20 years into four time frames:
1. pre-1980 to 1984, that one could term the era of 2D image analysis, 2. 1985-1991, when knowledge-based strategies came to the forefront and the advent of Magnetic Resonance Imaging (MRI) changed the landscape, 3. 1992-1998 , when the analysis of fully 3D images became a key goal and more mathematical-modeldriven approaches became computationally feasible, and 4. 1999 and beyond, where now advanced imaging and computing technology is facilitating work in imageguided procedures and more realistic visualizations. Finally, in the conclusions, we will take stock of the state of the art of the field, including a look at the remaining challenges we face.
Several final introductory points that may be useful to the more general computer vision-oriented reader relate to the unique nature of the medical image datasets that form the basis of this field. In most of computer vision, one is concerned with issues related to 1) the vagaries of variable placement of light sources and, hence, illumination and 2) recovering depth. These issues either don't exist or come in markedly different forms in medical image analysis. Here, concepts of ªvarying illuminationº are generally not relevant in exactly the same manner, although, in some cases, for instance due to bias field inhomogeneities in MRI, the image intensity in a homogeneous region of tissue can vary as a function of distance from the ªsensorº (i.e., the RF coils). Also, due to the typically tomographic nature of the image data and the ability to acquire full volumes of data in many modalities, recovering depth is often a nonissue. Thus, in general, while certainly many of the problems and issues being addressed in medical image analysis have physics-based components and 3D processing issues that must be carefully considered: 1) It's not typically the case that the physics of optics and light reflection/ absorption that are of concern, but rather the physics of a variety of energy sources interacting with living tissue, and 2) it's not the recovery of depth that is required to segment or measure 3D structure, but rather one must consider how to extract information about shape, motion, etc., from a fully 3D volumetric dataset.
It may also be helpful to the reader to note that there have been several other articles that have reviewed the medical image analysis field from a variety of perspectives in recent years. References to these are included below, throughout the text, and include general overviews [5] , [6] , reviews of image segmentation [7] , reviews of image registration [8] , an overview of clinical applications of virtual reality and surgical simulation (e.g., [9] [11] listed technical sessions dedicated to 1) the image processing topics of enhancement and reconstruction, 2) the development of specialized image processing hardware, and 3) sessions on feature extraction, image segmentation, and structural/ statistical pattern recognition. It is this third group of topics that was most relevant to what is widely thought of today as medical image analysis. Within this group, a variety of applications were addressed at the 1982 meeting, ranging from quantifying structure in cell microscopy to growing regions in x-ray angiograms for finding vessels to finding the outline of the heart in gated blood-pool nuclear medicine images. One forward-looking paper [12] even reported on an early strategy to utilize Computed Tomographic (CT) images as the basis for planning operations in neurosurgery. A particular characteristic of most of the work during these years was that researchers were primarily thinking in terms of analyzing two-dimensional (2D) image datasets. As another interesting way to observe work performed during this era, one could look at a snapshot of three different key areas of effort aimed at 1) segmenting structures, 2) registering two image datasets, and 3) quantifying cardiac motion from image sequences, all problems that continue to be addressed in 1999. Characteristic of segmentation approaches in this time frame were ideas aimed at first detecting contrast edges from twodimensional image datasets and then performing a basic edge grouping or linking operation using some sort of contour search heuristic with smoothness properties embedded in the figure of merit (e.g., [13] ). Such approaches took advantage of some general developments in the image processing/computer vision community, such as in [14] , and could be seen as a very crude precursor to the variety of deformable boundary finding approaches in development today. In terms of image matching or registration, perhaps the most prominent application area in the early 1980s was digital subtraction angiography (DSA). Here, vessels were imaged before and after a dye injection and then the two sets of images subtracted. Since the data consisted of two sets of images taken at different points in time with the possibility of motion in between, the patient movement had to be compensated for in order to perform a high-quality subtraction. Image-gray-scale-based matching metrics, such as correlation and the magnitude of the intensity differences, were employed to estimate the rigid mapping parameters that would register the images (e.g., [15] , [16] ). All of these efforts obviously were aimed at matching 2D image datasets. Interestingly, the same basic problems of which metrics to use, intensity-based or otherwise, remain an open issue in 1999, although now focused more on 3D-to-3D image registration. It is of interest to note that an excellent review of work over the past two decades in motion correction for DSA has been recently published [17] . Some of the early efforts on DSA image matching and subtraction rapidly found their way into commercial imaging products and could be considered to be some of the earliest successes of the field of medical image analysis. It is interesting to note that further work in this area, now related to quantifying coronary stenosis from these images, remains an important issue in the last half of the 1990s (e.g., [18] ).
With respect to the quantitative characterization of cardiac motion from image sequences, this work primarily made use of images from x-ray ventriculography, cardiac nuclear medicine, or echocardiography during these years. The clinical state-of-the-art at this point in time was to manually outline the endocardial boundary in two image frames chosen from the sequence to represent end-diastole (EDÐwhen the heart is at rest) and end-systole (ESÐwhen the heart is fully contracted). Computer algorithms were then used to overlay digitized forms of these two contours and to find the center of mass of the ventricular area at ED. Finally, by extending rays from this center in all directions and measuring the changes in radial raylength between ED and ES, a crude approximation of regional wall motion could be calculated [19] . Problems with this strategy include the fact that the heart goes through a wave of motion between ED and ES and does not truly contract radially towards a single central point. Also, the motion along a radius does not represent motion of a single material point. Finally, actual cardiac motion is in 3D. While some research attempted to characterize the wave of cardiac motion (e.g., [20] ), most of these issues could not be addressed due to limitations in the cardiac image data available in the early 1980s.
Along very different parallel lines, one effort worth noting during these years, based in the medical physics community, was aimed at defining the basic conditions under which human observers could best detect information from medical images. This area of human psychophysics evaluated image quality for task-specific performance. Work went on across the imaging modalities available at this time (general x-ray, CT, DSA) and resulted in a number of papers defining ways to measure observer performance, best exemplified by the work of Metz at the University of Chicago [21] , [22] , who applied the idea of using receiver operating characteristics (ROC) to the analysis of medical image data. This approach, borrowed from work dating back to World War II on the evaluation of the performance of radar observers, showed that human observers achieved different error rates under a variety of imaging conditions and prior assumptions. It set the stage for much of the computer aided diagnosis (CAD) work described in the next section and the years beyond. Furthermore, as many lament the lack of solid evaluation in medical image analysis research in 1999, some would point to the lack of attention to these early efforts, as well as to the ongoing efforts in image quality assessment, as one key part of the problem. It remains the case today that the work in the image quality area and the efforts that are typically thought of as ªmedical image analysisº rarely come in touch with each other, except at a small set of technical meetings [23] , [24] .
Interestingly, as a final comment on these early years in the field of medical image analysis, we note that some researchers were quite ahead of their time in terms of developing ideas that would eventually become useful. The idea of developing a fully 3D edge detector, useful for finding features in volumetric datasets and published by Zucker and Hummel [25] in 1981, is one such example of this. Reprint requests skyrocketed for this at the turn of the 1990s 1 as 3D data became more and more available, whereas few appreciated the impact the original article would have at the time of publication. Another such idea were efforts to try to apply fully 3D deformable object segmentation strategies to stacks of 2D slice images. The PhD thesis work of Schudy, under the guidance of Dana Ballard and published in 1978, uses a 3D model based on Fourier harmonics to guide the recovery of the heart chamber from sets of ultrasound images [26] , an approach not too different from many of the deformable surface strategies ultimately proposed (see Section 4) . Finally, the current wave of atlas-based segmentation and registration strategies popular in 1999 certainly have some of their roots in the visionary efforts of Bajcsy et al. in 1983 on the use of elastic matching of atlases to image data [27] .
1985-1991: KNOWLEDGE-BASED APPROACHES INFLUENCE THE FIELD
The mid-to-late 1980s were a transitional time for the field.
To some extent, research in the classic problems of boundary finding, 2D image matching, and ideas related to pattern recognition-driven, computer-aided diagnosis continued along many of the same directions begun earlier in the decade. Some of these efforts helped lay a solid groundwork for work that still goes on today, helping to shape and refine the problem definitions to the point where more focused efforts could be eventually carried out (e.g., [28] ). In fact, some of the earliest computer-aided diagnosis (CAD) work in mammography went on during this time frame. Other work in this era also began to point in different directions, in part influenced by the then-exploding field of artificial intelligence. Ideas of incorporating higher level reasoning strategies into recognition systems that were previously driven by more bottom-up image processing and pattern recognition approaches were already being considered in the mainstream image processing, pattern recognition, and computer vision communities. This thinking began to influence efforts in the medical image analysis community, although with somewhat of a time lag. Often, this work borrowed from ideas being considered in the general computer vision field, although the more solid efforts developed medical-task-specific strategies that incorporated domain-specific information into the knowledge models. Also, with respect to parallel developments in medical image acquisition during this time period, Magnetic Resonance Imaging (MRI) was becoming more and more important as a source of image data. More details on developments in some of the key image analysis methodology areas are described below.
Computer-Aided Diagnosis (CAD)
The first attempts at fully automatic computer-aided diagnosis of x-ray mammograms were proposed in or about 1987 (e.g., [29] ) and were based on the image quality assessment (i.e., ROC) work developed earlier in the decade. These efforts applied a variety of thresholding and feature-detection operations to digitized mammographic images and then used linear discriminant functions to attempt to automatically classify normal tissue and calcifications. As noted above, this work was seminal in that it formulated this particular feature detection and classification problem in quantitative terms, with the goal of solving it automatically. Benchmarks were developed for false positive and false negative rates that were used to set goals for future efforts. Steady improvements were then made in the decade that followed by a number of research groups and this work continues today. In fact, there is consensus in a 1999 study by the U.S. National Institutes of Health (NIH) that research dedicated to the automated screening of mammographic image data is a key ªbridgeº testbed between image analysis algorithm development and routine clinical application [30] .
Image Segmentation
Issues related to both general and object-specific segmentation continued to be studied during this time frame, with both boundary finding and intensity-based region growing being considered as alternatives. In the first case, more intelligent approaches to assembling image intensity gradients into coherent structures were being considered in a variety of forms. In the popular area of cardiac image analysis, the use of spatially related knowledge about the bounding walls of the left ventricle of the heart were incorporated into models that guided searches through spaces of detected edges from gated nuclear medicine images [31] , [32] and, later, from echocardiographic images [33] . It is important to note that during the later part of this time frame, deformable models were discovered and then introduced into the field [34] , although these ideas were developed in more earnest in the early to mid-1990s as discussed in Section 4. On the region growing side, original ideas aimed at utilizing the multiparameter data inherent in magnetic resonance (MR) images to segment structure based on actual physical signal properties was also investigated. Here, basic decision tree (minimum spanning tree) [35] and statistical clustering strategies [36] were employed to attempt to separate gray matter from white matter using mathematically constructed images of the three MR imaging parameters, T1, T2, and Proton Density, estimated from multiecho MR acquisitions. An example of these results is shown in Fig. 1 . Note that, while some reasonable grouping of intensity data was possible, true 3D segmentation was not yet possible, in part due to the very thick MR slices (7-10mm) that represented the state of the art acquisitions required at this point in time to gain acceptable signal-to-noise ratios. Another interesting notion related to segmentation brought up during this time frame was the concept of applying forms of scale space theory to the problem, addressing the idea that relevant medical image features show up at a variety of scales, even within the same image dataset. Intending to apply the basic theory developed by Koenderinck [37] and others, a variety of researchers, many from the Universities of North Carolina in the United States and Utrecht in The Netherlands [38] , [39] vigorously pursued this direction during this time period with the idea being that alternative spaces derived from scale-space hierarchies of intensity extrema would be useful in negotiating the segmentation (automatic or semiautomatic) of complex medical image data. These approaches ultimately lead to the notions of combining medial primitives with scale space concepts to develop a unified approach to shape description, useful for guiding object segmentation. Perhaps some of the most serious initial attempts at developing basic theories for medical image analysis stemmed from this work during this time period and beyond. However, these approaches generally met with limited success during these years and through the early-tomid-1990s. Nonetheless, these research teams persisted and the ideas are starting to show some promise in the late 1990s, as mentioned below (e.g., [40] ).
It is also of interest to note that image texture was pursued as a feature useful for grouping and measurement in image analysis during this period (e.g., [41] ), especially with respect to ultrasound image data, including for motion analysis of echocardiographic image sequences [42] . Texture continues to be of interest in the mid-to-late 1990s for trying to follow speckle patterns in echocardiograms [43] in order to track motion and as a feature for segmentation and measurement. While a better understanding of the structure of the speckle and scatter in ultrasound images may be helped by studying image texture, the use of this property has been rather limited to date. However, currently, some of the most promising efforts in extracting boundaries from echocardiographic images employ both temporal boundary tracking and low level, texture-like, feature extraction [44] .
Image Registration/Matching
In the late 1980s, clinicians, physicists, and image analysis researchers began to think seriously about integrating different forms of image-derived information. At the forefront of this thinking was the notion that images showing functional information and more spatially detailed anatomical information could be combined or ªfusedº into a single useful display and analysis platform. The critical problem that had to be overcome to permit this fusion was the fact that two 3D sets of disparate image data, typically acquired at two different points in time and often acquired from disparate imaging modalities, had to be registered/ brought into correspondence. Applications requiring such methodology included surgical planning, radiotherapy, and characterization of difficult-to-analyze neurological disorders. Buried within these problems were questions about what exactly was to be registered. For instance, should one register based on image intensity values or features related to the boundaries of certain anatomical structures? The best known early attempt at the registration of 3D image datasets from two different modalities was an algorithm that matched the bounding surfaces of the brain that were manually segmented from either CT, MRI, Single Photon Emission Computed Tomography (SPECT), or Positron Emission Tomography (PET) [45] . The initial application of this idea was to radiotherapy treatment planning. These multimodality registration problems were especially tricky as the images formed from the various imaging modalities produced different types of information, often at different spatial resolutions. Typically, geometrically related cues provided the only chance for finding common information that could be used as the anchor for image registration. In [45] and as shown in Fig. 2 , the authors used a simple Euclidean distance metric to estimate the rigid mapping parameters that will bring one surface in correspondence with the other. As noted above, the surfaces used as the basis for registration were formed from a careful slice-byslice tracing of the outline of the brain. While this worked quite well in many applications, this up-front segmentation was extremely tedious, especially in the case of lowerspatial-resolution datasets such as SPECT and PET.
Alternative image registration strategies, such as registering point clouds of features (such as in [46] ) or efficiently matching intensity-based information, had not been developed in this time frame. While basic brute force correlation of image intensity information was always an option for matching 2D image datasets (as noted earlier for DSA), this was computationally impractical for registering pairs of 3D images during these years.
Motion Analysis
The analysis of information embedded in temporal sequences of images was taking hold more and more as a research activity, with the primary applications coming in the cardiac and cardiovascular clinical areas. Image analysis researchers began to better appreciate that the cardiac wall actually goes through a wave of motion from end-diastole to end-systole and that tracking material points on the LV wall was important to characterize meaningful functional changes. Thus, efforts were begun to develop techniques that could analyze this nonrigid motion more completely. Some efforts used the knowledge-based strategies popular in the computer vision community during this time period, trying to develop descriptive models of the shape and motion of the LV chamber. For instance, in the early-to-mid 1980s, Tsotsos [47] and colleagues developed an approach that incorporated higher order motion information derived from radiographic images that described how the left ventricle of the heart moves. This information was assembled in a semantic net and was integrated with lower level image processing and feature detection to create a more intelligent ªknowledge-basedº expert system model for recovering heart wall motion information. This work was followed by efforts of other groups to incorporate knowledge for finding heart wall boundaries and quantifying motion from nuclear medicine gated blood pool images [31] , [32] . One important concept missing from these efforts was the notion of tracking specific material points on the heart wall. However, by the early 1990s, a number of groups began to develop techniques to find correspondences in pairs of frames from 2D cardiac image sequences [48] as well as to parametrize the full spatiotemporal dataset in attempts to model and more fully determine nonrigid motion [49] , [50] . In fact, all of these efforts were initially reported at the first conference session on nonrigid motion analysis at the IEEE Computer Society's 1991 Conference on Computer Vision and Pattern Recognition (CVPR91). We note as an aside that the notion that problems encountered in the medical image analysis area can motivate the development of a technical session at CVPR in this manner is important. Such cross-fertilization is needed to encourage medical image analysis researchers to continue to be involved with the PAMI community.
1992-1998: 3D IMAGES AND TOWARD MORE INTEGRATED ANALYSIS
The types of problems addressed in the early part of the 1990s were heavily influenced by the explosion of useful image data now accessible, in a large part due to the increased availability of high quality Magnetic Resonance images from both research laboratories and clinical facilities. Full 3D MRI datasets with better and better soft tissue definition and higher spatial resolution in all three spatial dimensions were becoming available from these imagers, which themselves were becoming available to more and more institutions. Other medical imaging modalities improved considerably during this time frame as well and included the advent of fast spiral-CT, full 3D ultrasound, and the more routine use of 3D SPECT and PET. Driven by the ongoing needs of clinical colleagues, as well as research colleagues in areas such as the neurosciences and the cardiovascular sciences, medical image analysis now required new levels of sophistication to handle more and more complex problems exposed by rapidly maturing data types and greater data fidelity. For instance, the advent of MR tagging and phase contrast velocity imaging now required new approaches for assembling data related to cardiac deformation in three dimensions over time (e.g., [51] ). Also, higher 3D MRI spatial resolution facilitated better visualization and also more accurate segmentation and measurement of neuroanatomical structure in the brain. These became important issues for many neuroscience investigators interested in recognizing and quantifying structure related to a variety of neurological disorders (e.g., [52] ). Furthermore, as a continuation of ideas forming in the later part of the 1980s, it was realized in the early part of this decade that there would be a significant need for improved methodology development in three key areas across many applications, with the efforts now focused on handling information from 3D image datasets. These areas were: 1) integrating functional and anatomical information from a variety of sources (e.g., MRI and SPECT/PET) (e.g., [53] ), 2) pooling data within patient groups (e.g., [54] ), and 3) comparing information across different subject populations (e.g., [55] ). Many of these problems required segmenting subtle structure when feature information was incomplete and registering two 3D datasets when some of the key features were difficult to see: in a nutshell, solving a variety of ill-posed problems. Because of this, the need to incorporate more and more context-based, constraining information within robust forms of decision making was fast becoming one of the key information processing problems to be solved withing medical imaging and medical image analysis. In a related manner, it became clear that, methodologywise, the desire to integrate different abstraction levels of knowledge into a variety of medical image analysis problems became more pronounced in the mid-1990s. This was in part due to a new appreciation that algorithm development must go hand in hand with some form of validation and evaluation testing on a range of human image data. This, in turn, drove home the idea that robustness over the variability inherent in image data (even from the same modality), the patient population, and algorithm initialization conditions was now critical. Although certainly not ubiquitous in all parts of the medical image analysis literature, there was a sense that the core approaches that underpinned and drove much of the key work in this time frame were beginning to move out of the realm of using expert system-like approaches and more into the world of mathematical optimization, particularly toward nonlinear optimization. Some key examples of this are noted below in Section 4.1.
Before discussing these examples, it is interesting to note that there were two watershed points between 1992 and 1998 that helped mold the field. First, a smallish workshop was organized under the auspices of the American Association for Artificial Intelligence (AAAI) and held at Stanford University in the Spring of 1994 [56] . For the first time, researchers who had long worked on a variety of medical image processing and analysis problems out of traditions with strong ties to clinical collaborators, came together with researchers coming from the ªmainstreamº computer vision and pattern recognition communities who had now become interested in medical imaging problems. While there is no directly traceable path to this workshop, discussions at this meeting began to mature the field in many ways. The second watershed point was the merging of three conferences (Computer Vision, Visualization, and Robotics in Medicine (CVRMed), Visualization in Biomedical Computing (VBC), and Medical Robotics and ComputerAssisted Surgery (MRCAS)) into a single flagship meeting for the fields of medical image analysis, biomedical visualization, and computer-assisted intervention, now known as Medical Image Computing and Computer Assisted Intervention (MICCAI). This combined meeting was held for the first time at the Massachusetts Institute of Technology (MIT) in the fall of 1998 [57] . In addition to these two watershed events, the strengthening of the IEEE Transactions on Medical Imaging with appointments of more associate editors in image analysis areas and the formation of a journal focused directly on the field, (Medical Image Analysis, Elsevier) helped coalesce researchers and efforts in this area in the middle of the 1990s.
Methodology Development: Optimization-Based
Decision Making and Information Integration Dominate 4.
Image Segmentation
Probably the most visible approaches brought to maturation during this time frame in terms of both methodology development and application were boundary finding strategies based on deformable models. These methods were now coming into their own for medical applications, as different groups developed fully 3D ªsnakesº (e.g., the ªballoonsº approach of [58] ) that could be run on volumetric image datasets. In Addition, approaches that incorporated shape priors were also extended into 3D (e.g., [59] ), and another line of research pursued by Cootes et al. reported novel ways of introducing priors using point sets that showed promise [60] . Szeke Âly et al. later combined these two ideas to develop a robust 3D strategy [61] . Other interesting approaches included making use of gradient vectors (instead of just gradient magnitude) to guide the contour/surface deformation [62] . Efforts that use deformable models, up until 1996, are nicely summarized in a review article by McInerney and Terzopoulos [7] . While deformable models and active contour-based segmentation have often been claimed as one of the key successes of the computer vision community in the past several decades, one of the most fertile grounds for further development and application of these ideas certainly has been within the medical image analysis community. It is of interest to note that basically all of these strategies were implemented by optimizing objective functions of one form or another, with the most basic forms simply trying to find a compromise between some image-based energy term and another term related to an internal energy or shape model (typically, just smoothness of adjacent points).
An interesting alternative to objective function-based deformable contours also emerged in this time frame. These efforts posed contour deformation as a propagating wavefront that can be seen as the zero level set of an evolving function. This evolving function can then be further captured in the form of a partial differential equation where a speed term forces the propagation to stop according to image-derived information (e.g., edges). The efforts in this area has its roots in the work of Osher and Sethian [63] and was brought into the medical arena by a variety of researchers [64] , [65] , [66] . Others have taken this idea even further by now coupling evolving level sets to look for the outer cortex of the brain [67] , [65] , with one version using the spatial constraint that the cortical gray matter is approximately of equal thickness over much of the brain surface [67] . Results using this approach are shown in Fig. 3 . It may be interesting to compare the efforts in the early 1980s aimed at separating gray and white matter (everywhere in the brain) using intensity clustering techniques, one result of which was shown in Fig. 1 , to this approach. While these earlier approaches used spatially unconstrained region growing methods to cluster similar intensity values, the approach shown in Fig. 3 uses seeds of the bias field-corrected T1-weighted gray level values to help find homogeneous values in between the two (coupled) evolving surfaces, but now also uses spatial constraints to guide the segmentation process as well. We also note that, recently, one group has been able to adapt the level set approach to extract tubular structure from medical images by utilizing notions of codimensionality [68] . A key application here is the segmentation of vasculature.
Despite the successes noted above, it is fair to say that, as the 1990s draw to a close, no one algorithm can robustly segment a variety of relevant structure in medical images over a range of datasets. Surface/boundary finding algorithms often remain sensitive to variation in image acquisition parameters and their own initial starting positions. Thus, research is ongoing in this area and there are some very interesting lines of thinking and effort being pursued in addition to the above-mentioned strategies. These include the maturing efforts of looking for scale spacebased medial representations, such as the ªcoresº work being performed at the University of North Carolina [40] and efforts aimed at integrating boundary-based and intensity-grouping-based strategies to gain robustness to noise, blur, and initialization (e.g., [69] , [70] ). Another related idea in this category is the integration of gray-scaleintensity-based ªappearanceº models with the point/surface-based models of image structure that were discussed earlier. The application of these to atlas matching was recently described by Cootes et al. in [71] .
It is important to note that intensity-based segmentation of medical image information also matured during these years in some interesting ways. Perhaps most notable is an idea aimed at simultaneously trying to cluster intensity values and correct for image distortions in MR data. The grouping or clustering of intensities was previously always subject to the spatial variation of the signal information within a study or across studies. While somewhat true when using projection X-ray and/or Computed Tomographic (CT) data, this was most true in the everburgeoning world of magnetic resonance imaging. Here, intensity variation due to bias field effects could greatly affect region growing algorithms. A creative idea to simultaneously estimate the bias field and classify intensity regions in the brain was proposed by Wells and colleagues which provided a promising and interesting solution to this problem [72] . The strategy utilized an Expectation-Maximization (EM) approach to go back and forth between the classifying of a bias field-corrected image and estimating the bias field itself. Certainly not all agreed that this was the best strategy, and a number of groups have separately addressed this bias field estimation problem (e.g., [73] ). It is interesting to note that work still continues aimed at trying to improve basic intensity-based, region growing strategies for finding bias field inhomogeneities [74] using fuzzy c-means and other approaches. In addition, the problems being addressed (e.g., gray/white matter segmentation) are very similar to those that were worked on back in the mid-1980s. Thus, while image data fidelity has improved greatly over 10 or 12 years, approaches to intensity-based region growing have matured only somewhat during this time period.
Finally, we note that, while some initial efforts have been made in the community to form standardized datasets to evaluate and validate segmentation algorithms on simulated data [75] , very little effort has been put forth to organize databases with some form of ground truth, human experts or otherwise, that would permit the community to quantitatively compare and contrast ideas. At least one initial start in this direction is the Internet Brain Segmentation Repository (IBSR) at Harvard which provides manually guided expert segmentation results along with magnetic resonance brain image data. Its purpose is to encourage the evaluation and development of segmentation methods and is based in part on the method described in [76] .
Image Registration
Image registration continued to be an important and challenging area of research, focusing primarily on the rigid matching of two 3D image datasets, but with researchers beginning to address the need for nonrigid mappings. Approaches are generally separated into those that were feature/surface-based, where some form of sparse spatial information had to be identified or segmented prior to the registration process, or those that were voxel intensity-based, where registrations could be performed right from the gray scale data itself, now a possibility due to the improved computational power now available in this time frame. A more detailed categorization of registration approaches and an excellent review of the entire range of rigid and nonrigid image registration strategies through 1998 is provided in a review article by Maintz and Viergever [8] .
As noted above, some of the earliest forms of rigid 3D image registration algorithms relied on minimizing the average Euclidean distance between two (manually) segmented surfaces [45] . This basic approach was later adapted to utilize chamfer distance matching [77] and is included in current commercially available software such as ANALY-ZER [78] . A number of powerful, alternative surface/ feature-based strategies were now being developed as well. For sets of delineated points, many saw the Besl and Mackay iterative closest point (ICP) approach as an attractive idea [46] . However, this strategy could be quite sensitive to changes in feature locations and false positives in the detection of closest points. This problem was partially fixed in the adaptive-threshold work of Feldmar and Ayache [79] . In addition, other investigators noted the problems with robustness to outliers and proposed an alternative scheme based on assignment matrices and robust statistics [80] known as robust point matching (RPM). As surface segmentation strategies were becoming more reliable, the development of feature-based strategies, where both correspondence and mapping were simultaneously estimated as part of the algorithm, became feasible, as exemplified by the work of Thirion [81] and Gue Âziec et al. [82] that focused on the extraction and matching of crest lines initially between skull surfaces segmented from human MRI data. An example of this approach is shown in Fig. 7 . The ICP and RPM strategies discussed above also implicitly simultaneously solve the correspondence and matching problems. Many groups felt that using these more geometrically based strategies that typically relied on some form of a priori segmentation or point identification would provide the highest degree of registration precision for a variety of problems.
Work on intensity-based rigid image registration also gained much attention at the midpoint of this decade, first through efforts from within the neuroscience community to develop an approach that matched 3D image datasets by optimizing a metric related to the ratios of local intensity variances in the two image datasets [83] . Later, more analytically trackable efforts on intensity-based matching emerged simultaneously in the mid-1990s from groups at MIT [84] and Leuven, Belgium [85] , that employed information-theoretic metrics to match intensity values in two sets of images. These mutual information strategies proved to be quite robust across a host of 3D image registration problems and have been successfully applied to a variety of problems, including intermodality registration of functional and structural information, as seen in Fig. 4 , and in the registration of ultrasound images acquired at different time points, as shown nicely for a breast imaging application in Fig. 5 [86] . In addition, during this time frame, the evaluation of registration approaches finally received some serious attention. A study was performed by West and Fitzpatrick at Vanderbilt University to directly compare image registration algorithms aimed at estimating rigid mappings on a brain dataset with known ground truth [87] . While the results were not definitive with respect to the overall strength of any one algorithm, they did reinforce the idea that intensity-based metrics were quite competitive. This has stimulated further work along these lines, including recent efforts to develop new intensity-based registration metrics [88] .
Many, if not most, of the application areas that incorporate image registration ultimately require nonrigid mapping schemes. This is especially true when trying to relate information between two sets of images from two different patients or between an atlas and a particular patient's images. To do this, of course, a nonlinear parametrization of the mapping that is being estimated must be chosen. While many groups began with trying to estimate affine mappings, hoping to move later to fully nonlinear schemes, some realized the importance of trying to obtain proper nonlinear interpolants from the start. Some of the most prominent work here was that of Bookstein [90] , [91] , who argued strongly that thin-plate splines were the appropriate choice based on the statistics of morphology. Other efforts felt that models from fluid mechanics [92] provided the most suitable mechanisms for estimating nonlinear mappings for a range of intra-or interpatient registration problems. While mathematically quite interesting and rather robust, some would say that adhering too closely to the notion that these mappings represent the real physics of these problems (i.e., that one brain can be accurately physically deformed into another according to the laws of fluid mechanics) is problematic. Nonetheless, these approaches are capable of producing interesting and usable results. This is illustrated nicely in Fig. 6 , where an iterative volumetric deformation (using the algorithm described in [93] ) is applied to a 3D MRI image that is part of a deformable atlas. As shown, this volume is deformed to match the 3D target volume of a particular patient's MRI study. Shown on the top part of the figure is a view of the skin surface as the volume deforms. The images in the middle and bottom rows of Fig. 6 show the midsagittal plane of the template, target, and deformed template for two slices. In both cases, the final transformation was achieved by first elastically deforming the template to get the global shape and then deforming it fluidly to get the local shape.
Analysis of Structure/Morphology
The accurate and meaningful measurement of normal and abnormal structure reached new levels in the last half of the 1990s due to both improvements in the underlying image data and the maturation of the image analysis methodologies employed. One aspect of this was that structural measurement was finally moving beyond primarily quantifying volumes to now including shape.
It is important to note that these analysis methods require processing beyond the initial steps of segmentation and/or registration of datasets. The study of morphometry, using landmarks of know correspondence and statistical analysis has long been supported by Bookstein, who has found meaningful shape differences in several domains, including schizophrenia [55] . Examples of this include the characterization of structural differences in the brain via the quantification of sulcal depth, cortical thickness and/or cortical shape, (e.g., [94] , [67] ). Here, an initial segmentation Fig. 4 . Intensity-based registration of an MRI and an integrated thallium/technetium SPECT dataset using mutual information as described in [84] . (a) Shown on top left is a postregistation visualization of key information. The technetium-based data is in blue, the red mesh is from the thallium data, and the underlying gray scale information is from MRI. Note the consistency of the information from the thallium dataset with the bright tumor position as seen in MRI. of the cortical surface(s) is typically performed and then algorithms are run on the resulting segmented information. For instance, in the work of Valliant and Davatzikos [94] , special ªribbonº operators were developed to chararacterize the depth of the sulcal grooves. A related example is the automated extraction of sulcal and gyral curves found using by developing crest lines from the differential geometric properties of a segmented brain surface, as shown in Fig. 7 . It is important to note that the extraction of shape features from a segmented anatomical object in this way may be useful for not only measurement but for feature-based registration as well [81] , [82] . While the brain is an anatomical structure rich in morphological information that can be derived from an accurate segmentation of a particular image, local and global measures of shape may be useful in characterizing many organs and other soft tissue structures, including the heart at rest, the liver, the cartilage in the knee, etc. Furthermore, analysis of bony structure was ongoing during this time frame. One interesting idea already in use in a clinical setting employed composites of x-ray images and semiautomated analysis to measure deformity in the human spine related to scoliosis [95] . The measurement of the articulated motion of bony structure in the movement of the hands, feet, and jaw (for dentistry) are other areas that were under investigation.
Analysis of Function, Including Motion and Deformation
The quantification of physiological processes is an important area of growth within the medical image analysis community that began to receive more attention in this time frame. This was due in part to new developments in the functional brain imaging domain, where functional Magnetic Resonance Imaging (fMRI) was now becoming more and more available to neuroscience investigators, adding to the nuclear medicine modalities of SPECT and PET that were already available for studying brain function. One key problem, mentioned earlier, was the need to register any and all of this functional information to higher-resolution anatomical studies. In the fMRI area, the extraction of the underlying information now also depended on statstical decision making. Much of this work had been done by MR physics-based and neuroscience-based investigators, but now medical image analysis researchers were beginning to get involved in these problems (e.g., [96] , [97] ). As noted throughout this paper, one area of functional analysis that has clearly been an ongoing research issue in the medical image analysis community is the study of left ventricular (LV) motion and deformation, critical for understanding cardiac function. Again, the ongoing development of new image acquisition technology affected this area during the 1990s. Perhaps most prominent was the develoment of MR tagging [98] , [99] that allows for a large number of material points to be marked and tracked over portions of the cardiac cycle in a noninvasive manner. By locally perturbing the magnetization in tissue, one can create spatially encoded patterns such as grids (e.g., [99] ). These patterns or magnetization tags are seen as dark regions in subsequent images (within a certain relaxation time I ). As magnetization moves with tissue, the tags will move in the corresponding images, directly reflecting the motion of the underlying tissue and allowing one to follow the motion patterns within otherwise featureless structures such as the myocardium in the heart wall. Examples of these MR tag images are shown in Fig. 8 . While reproducible and accurate detection of these lines in any given image slice is challenging, once the lines are located, a set of grid intersection points can be assembled in 3D over several periodic time sequences that can be used to compute deformation in the form of spatiallydistributed strains. Procedures for extracting shape and deformation information from MR tag data included efforts using thin plate splines [100] , [101] and forms of mechanics-based finite element models. Shown in Fig. 9 are the efforts of Park et al. [51] using volumetric deformable models based on incorporating concepts from Lagrangian mechanics and finite elements. This model was especially interesting for clinical applications as it was able to recover the myocardial twisting motion of the left ventricle (note endocardium in white in Fig. 9 ). The combination of computed forces from the tag data points from two orthogonal planes allows recovery of the deformation of the model in 3D, ultimately permitting strain measurements to be recorded. This sort of quantitative information about cardiac deformation was quite rich compared to the early forms of measuring LV motion that were used in the early 1980s (see Section 2) to quantify cardiac function that relied on tracings of the endocardial boundary from 2D images at ED and ES. We also note that some interesting work moving toward developing dense strain information in close to real time from MR tag acquisitions was (and continues to be) pursued by Gupta and Prince [102] .
MR tagging was not an end-all to cardiac deformation analysis, however, as the tags tended to fade over the cardiac cycle, as shown in Fig. 8 . Several alternative approaches to quantitatively recovering the deformation of the left ventricle of the heart were also brought forth during this time period. One of these involved another interesting new MR acquisition sequence known as phase velocity imaging [103] . Here, using velocity encoding gradients, one can force the phase of the MR signal to be directly proportional to a specific range of velocities. The technique can be used to develop dense maps of instantaneous velocities. Both the MR community [104] and the image analysis community have looked into constructing deformation/strain maps from these data, the latter using computational models derived from computer vision work originally aimed at recovering object boundary-constrained optical flow [105] . Another alternative was to follow the shape properties of the bounding walls of the myocardium that could be segmented from each frame. Some groups utilized shape to characterize epicardial motion [106] and others used differential geometric features as a basis to recover endocardial motion [107] , [108] . Potentially, these ideas now made the derivation of LV strain measurements possible from any one of a number of imaging modalities, including cine-MRI, cine-CT, and 3D echocardiography. This work is ongoing and some more robust ways of following shape that were proposed in this time frame continue to be explored [109] .
We note that the analysis of motion in temporally acquired datasets may also include the characterization of changes found from longitudinal imaging of a patient over periods of days, weeks, or months. This form of analysis can characterize tumor growth, among other things. Often, cancerous lesions are the only object in a medical image that can grow over time in adults. Work on looking for changes in time series data to better understand the multiple sclerosis disease process was carried out by Gerig et al. [110] , who developed intensity- based statistical difference measures that could quantitatively characterize lesion growth from MR images. While these efforts involve aspects of both segmentation and registration, the exploration of the time domain for deriving quantitative information is unique here. Further efforts in this area have begun to explore the utility of specific operators that could uncover useful information, such as the Jacobian of the deformation field between two registered image data sets [111] . In addition, it is important to note that time series analysis of mammographic data may ultimately be an imporant application area [112] .
Physics-Based Models
In some medical image analysis application areas, the anatomical object or physiological process under study had been previously studied in vitro and, sometimes, in vivo by independent experimental techniques in an effort to develop forward models for simulation and/or analysis. Such modeling efforts, often found in the biomechanics and physiology literature, motivated a number of efforts aimed at recovering quantitative information from medical images by using these models as a basis for integrating imagederived information. Some of the initial work associated with physical modeling included ideas aimed at developing artificial forces related to the adherence of the model to features derived from the image data. These forces were then used as input to finite element models of Lagrangian mechanics, as noted above [51] , and/or models capturing harmonic modes of temporal change [50] . In addition, as Fig. 9 . Fitted LV models during the same five time points during systole shown in Fig. 8 , but using complete 3D data from two orthogonal MR tag acquitions. LV surfaces are formed using the methods described in [51] . described above, biomechanical models have been used as the basis for developing image registration strategies, basically providing an interpolation paradigm [92] . In each of these cases, the models were not necessarily intended to capture true physical properties of the objects under study, but rather to provide a mathematical framework for smoothly integrating image-derived information and interpolating between missing data.
In the mid-to-later part of the 1990s, however, models based on actual physical properties were getting attention in a number of image analysis problems. Inspired by a wealth of effort in the cardiac biomechanics community (e.g., [113] ), simple linear elastic models based on infinitesimal and then finite strain assumptions were used as the basis to integrate a set of displacements and velocities from MR image sequence data [107] in order to ultimately provide a dense set of left ventricular deformation information, useful for quantifying a variety of normal and abnormal states of the heart. Such models were also used to integrate MR tag-derived information from the right ventricle of the heart [114] . In another application gaining interest, using simple models based on crude measurements of brain deformation properties, researchers began to look at the problem of compensating for the brain shift that occurs between preoperative imaging and intraoperative neurosurgical procedures. Here, the challenge is to deform the densely acquired preoperative 3D anatomical image information (usually MR) to a correct intraoperative position that can change from the preoperative state by as much as 1 cm, using some form of intraoperative measurements. Carried along with the deformed anatomy are 3D maps of functional brain information derived from a variety of imaging techniques, including functional MRI (fMRI), and functional PET and SPECT. The models used to date in this application include ones based on dense solid mechanics [115] , mass-spring networks [116] , [139] and porous models based on soil mechanics [117] . A key challenge here is to understand what intraoperative data, image-based or otherwise, will really be available routinely. To date, possibilities range from recovering a sparse set of points [116] to using ultrasound data [118] to using more complete information from intraoperative MRI scanners [119] . Issues of accuracy, utility, and cost must all be carefully considered here in the long run to decide among the options.
As this decade draws to a close, a number of researchers have begun to look at a range of problems other than the heart and brain where physical modeling may play a key role for recovering and analyzing image-based information, including simulation and analysis of the liver, the gall bladder, and bony and soft tissue structure in and around the hands, face, and knees. Interestingly, the increased availability of high spatial and temporal resolution image data, especially of soft tissue structure through MRI and ultrasound, will continue to enhance the field's ability to obtain accurate model parameter information and, hence, make physical models a useful platform for more accurately integrating imagederived data. However, the effective use of these models will require new knowledge from a variety of areas, especially from complimentary fields such as biomechanics.
New Application Areas: Toward Image-Guided Interaction During Intervention
The ever-improving capabilities of medical image acquisition, computers, and computer graphics technology opened new horizons for medical image analysis researchers into areas of interactive analysis and, especially, image-guided intervention in the 1990s. As imaging and the interpretation of information from images become key parts of a surgeon's or interventionalist's procedure, the problems of identifying or segmenting structure from both preoperative and intraoperative information now must be addressed in near real-time. Furthermore, the registration of different types of intraoperative information to preoperative images (and image-based atlases) presents a variety of new challenges. One such problem was alluded to above in terms of brain shift during neurosurgery, where both modeling and intraoperative data gathering are ongoing difficult problems. One example of a state-of-the-art image analysis/ visualization system being used in neurosurgery is illustrated by the work of a Harvard/MIT collaborative team, as shown in Fig. 11 . Here, structured light is used as a basis to register intraoperative head position to preoperative structure and the image analysis efforts result in a visualization that is presented to the surgeon where the position of a tumor can be more clearly seen in relation to the rest of the head [120] . Another clinically successful example is the use of image guidance for hip replacement surgery. Important and interesting work in this area in terms of image analysis was performed by a team from Carnegie Mellon University and Shadyside Hospital in Pittsburgh [121] , [122] . Here, surgical planning is performed from segmented CT images and the software platform includes a component that permits the surgeon to predict the range of motion that the patient can expect after surgery. It is important to note that both of these efforts employ primarily rigid registration to date, although many image-guided surgery and intervention problems require knowledge of, and compensation for, the nonrigid movement of soft tissue structure. While the ideas proposed above under physics-based modeling begin to address this, the need for real-time interaction puts more constraints on the types of processing strategies that can be used. In this regard, some interesting efforts were proposed during the mid-1990s to study volumetric models that can used in closer to real time, such as those described by Gibson et al. [123] , but much more work needs to be done, as noted in recent overview of work in surgery simulation (see [9] and related articles in same issue). Another key use of image analysis is in minimally invasive surgical procedures. One interesting example of is in the replacement of conventional vascular surgery by endovascular procedures for the treatment of abdominal aortic aneurysms [124] (see Fig. 10 (upper right) ). In this procedure, a prosthesis is inserted into the abdominal aorta via the femoral arteries. Insertion is done using a delivery system which contains a folded prosthesis. If the prosthesis is at the right position in the aorta, it can be deployed. The whole procedure is performed under fluoroscopic control. At the University Medical Center Utrecht in The Netherlands, image analysis tools have been developed for preoperative planning and training using this procedure, as shown in Fig. 10 . Here, a typical CT Angiographic (CTA) image slice is shown in the upper left. The manual segmentation of a patient with a large aneurysm is then shown in the upper right. A semiautomated technique has been developed to replace the manual segmentation of the aorta, femoral artery, and iliac artery. This is done in two steps [125] , [126] by first finding the central vessel axis and then locating the vessel wall. Once a segmentation is available, a model of the anatomy can be developed, as shown in the bottom left figure. One can also produce Lower right: A simulated fluoroscopic image using a phantom dataset and a model similar to the one shown in the lower left of this figure [124] , [125] , [126] , [127] . (Figure courtesy of Image Sciences Institute, University Medical Center Utrecht). Fig. 11 . Image-guided neurosurgery, as described in [120] . models of instruments that interact with this anatomical model [127] and can show the introductory trajectory of a prosthesis (e.g., as shown in yellow on the bottom left of the figure) . Furthermore, simulated flouroscopic images can be produced by using these models (see Fig. 10 (lower right), in conjunction with the CTA image data of a phantom in order to provide a radiation-exposure-free environment for interventionalists to train in the use of this procedure.
Ultimately, complete, clinically useful, image-guided surgical and interventional systems must accurately, reproducibly, and interactively locate internal anatomical structure and display quantitative physiological function in relation to the surgeon's external reference field. In addition, the system must have the capability of relating the position of a variety of surgical and interventional instruments to the frame of reference. While some efforts have begun to address these issues (e.g., [128] ), significant work remains to produce robust image-guided platforms. For an overview of the state of the art in this area through about 1996, the reader is referred to an excellent reference text edited by Taylor et al. [129] .
1999 AND BEYOND: MANY DIFFICULT CHALLENGES REMAIN
Medical image analysis in 1999 continues to be an active area of research, with many encouraging results, but also with a number of difficult problems still to be addressed. As a way of taking stock, perhaps the current state of the art of the field could be evaluated at this point in two ways: 1) what's currently in use in something close to routine clinical practice and 2) what promising ideas will be likely to affect clinical/biomedical science and clinical practice in the years to come. In the first category, as an example, a variety of commercial medical imaging equipment now comes loaded with simple forms of image processing and analysis algorithms. While these might range from basic thresholding to semiautomated forms of active contour algorithms, they do exist and radiologists and technologists use them to some extent. This is especially true in the nuclear medicine arena where regions of interest are routinely specified in order to quantify changes in radiopharmaceutical concentration. In addition, several stand-alone commercial image analysis platforms incorporating a range of medical image analysis developments now exist that are used by many medical researchers and, and to some extent, clinicians. Perhaps most prominent of these is the ANALYZE package developed at the Mayo Clinic [130] . Another is the MEDX package [131] , used primarily to analyze functional MRI (fMRI) and functional nuclear medicine data. In addition, there has been a flurry of commercial software platform development activity in the areas of image-guided surgery (e.g., for neurosurgery [132] ) and intervention (e.g., for radiotherapy [133] ), incorporating basic registration schemes that mostly utilize external markers, but with the promise of incorporating more sophisticated algorithms. Furthermore, as noted earlier, the standard clinical equipment used in digital subtraction angiography (DSA) makes use of motion correction strategies originally developed within the medical image analysis community. In addition, a variety of 2D image analysis techniques are already strengthening clinical breast cancer diagnosis at a number of institutions [30] . In the short term, over the next decade or so, it is likely that more sophisticated forms of a range of algorithms, such as deformable surface segmentation, intensity-based segmentation, including bias field correction, informationtheoretic (i.e., mutual information-driven) and/or intensity-based image registration, and robust-point-based image registration will find their way into more and more software packages that are included as part of commercial medical imaging equipment and stand-alone medical image analysis workstations. They will be used in application areas ranging from diagnostic imaging to radiotherapy treatment planning to surgical navigation. As this occurs, it is important that the development of such platforms be closely integrated with the current thinking in the end-user communities in order to provide feedback.
Key Challenges
The research field of medical image analysis also has many difficult challenges ahead, both in terms of addressing the practical needs of its user community (a range of physicians and biomedical scientists) as well as developing theoretical substrates that would help put the field on firmer scientific and technological footing. First, the work in general must be developed and clearly motivated from the underlying biological problems that are being addressed. Many of these problems require the analysis of not only normal structure and function, but also of different abnormal, pathological, or disease states. To date, all too often image analysis algorithm development ignores the latter. In addition, the bridging of information uncovered at the macroscopic (perhaps ªorganº) level to information being uncovered at the molecular and cellular level needs to occur to a greater extent, and imaging and image analysis have an important role to play here in terms of analyzing data and integrating information. As genes are mapped and microstructure better characterized, opportunities may arise where quantitative image analysis of the organ-level images that we typically deal with may benefit from findings at the molecular and cellular levels. Similarly, findings at the organ level may be used in conjunction with microscopy to gain new insights into physiological function. Such lines of research may become more and more relevant here at the turn of the century as the ªmacroº and the ªmicroº begin to merge.
Second, it is felt that the processing and analysis strategies that are proposed must be put more in touch with image acquisition strategies. MRI research is both the most likely candidate for this, as well an example of where it has barely happened to date. Although some image analysis groups have made solid investments in the direction of integrating MR physics knowledge into image analysis strategies (e.g., [134] , [135] , [73] ), in general the MR physics community and the medical image analysis community go their own separate ways in terms of research efforts, as well as in the choice of publication venues (conferences and journals). Interesting observations can even be made about the methodological tools each field focuses on at the moment: For instance, many MR researchers are particularly interested in characterizing brain function and are quite interested in the low level interactions of the NMR signal with biological tissue. However, surprisingly, many are willing to accept rather weak approaches to localizing the anatomical zones from which the activations occur, relying on rather crude piecewise atlases such as Talairach and registration approaches that primarily rely on a few manually delineated points. On the other hand, many medical image analysis researchers still do not fully appreciate the underlying MR physics that are the very basis of the data that they are working with when attempting to quantify structure and function. In general, concepts of task-driven design and feedback between the output of an analysis algorithm and the setting of image acquisition parameters are largely ignored. Neither group of researchers has fully analyzed the variability in the acquisition equipment, the analysis algorithms, and the interaction of human operators with both in order to characterize the complete information processing chain. The above issues are the case not only in MRI efforts, but in work related to other imaging modalities as well. There are, however, some groups making strong efforts to characterize the physics of the imaging process prior to analysis. Examples include work in mammography (e.g., [136] ), ultrasound (e.g., [137] ), and nuclear medicine (e.g., [138] ).
Third, the field needs to think more seriously about defining a set of core principles that drive our efforts or, at least in retrospect, identifying the themes that run through the major research branches of our field, preferably in more analytical terms. So far, the bulk of the efforts over the last 20 years have been driven by assessing a host of separate, but somewhat related, medical and biomedical tasks and then applying engineering principles to design appropriate solutions without much consideration given to assessing what these solutions might have in common. The unique aspects of medical image analysis problems noted at the outset of this paperÐthe manner in which the data are acquired, the deformable nature of the objects involved, the nonrigidity of motion, the statistical variation of both normal and abnormal informationÐmight be used to develop unifying principles that could help guide design methodology. Such efforts serve a variety of purposes, including helping the field to see itself more clearly so as to not be ªreinventing the wheelº as often, and also allowing researchers to communicate more confidently about algorithm design both within the community and to potential user groups. Although this can all sound quite abstract, it is felt by the authors that this is more within our grasp than we realize. For instance, when dealing with multiple patient datasets or trying to combine information across several datasets, many, if not most, segmentation and registration strategies rely on primarily geometrical principlesÐi.e., at the end of the day, it is often geometry in one form or another that permits us to say that we've found a particular structure or that we've brought two datasets into alignment. This isn't to say that intensity-related information isn't a key part of the process for many tasks, just that geometry and geometrical analysis likely are the dominant common themes that run through most applications and tasks. The reader can look over recent review articles on segmentation and registration (e.g., [7] , [8] ) and assess this on her/his own as well. In another way, when trying to analyze information within image data from the same patient, we can begin to think of more physically-based models that can deform a structural or a functional map at one time into its realization at a new time point. Here, the use of models that represent deforming soft tissue that can be guided from data derived over time from a single patient's images clearly makes sense (e.g., [117] , [139] , [107] from above). Finally, we would note that many medical image analysis tasks are taken in isolation, rather than considered together. For instance, segmentation and registration are often just pieces of the same basic underlying problems of identifying structure and function in different, but related, spaces. Integrated decision making that better combines constraints from the individual processing tasks would help constrain the individual task goals and, in general, make the algorithms more robust.
A fourth major challenge for the field is one that remains a critical issue in terms of all practical and theoretical development: The need to develop appropriate validation and evaluation approaches. This challenge has a variety of aspects to it, some of which people in the field have been trying to address. First is the formation of common databases where algorithms can be compared and contrasted to each other. Our literature remains full of papers that evaluate algorithms on a few trial datasets from the home institution. This is sometimes in part due to simple lack of availability of a test set. As noted above, a very small set of test databases are beginning to be made available to the community. However, much more needs to be done in setting up such test databases, and funding agencies and review panels need to take this more seriously. The second issue in evaluation is the need to not only develop databases, but to cultivate research that will focus on the development of evaluation methodology. The one effort that has been heralded in recent years is the work of West and Fitzpatrick mentioned above [87] , who were funded to both develop a database for image registration as well as the test strategy that would evaluate the strengths and weaknesses of rigid registration algorithms from all over the world. Although lauded by many members of the community as quite successful and useful, the emergence of follow-on programs has been nonexistent. Indeed, even this same group has encountered difficulty in trying to get follow-on efforts funded. We as a community cannot continue to cry out for better validation/evaluation and then not embrace such efforts more fully in our review panels and literature. In addition, efforts in the image quality assessment community that could be of great help in setting up evaluation strategies for image analysis remain largely separate from work in medical image analysis as defined in this paper, and this should be explored further.
Finally, it is felt that the medical image analysis community must become much more aware of the research activity in a host of other communities that surround us. Certainly, the modality-specific imaging physics communities and the research communities of a variety of clinical disciplines are examples of this. One current example is the surge of new research endeavors currently being carried out in the functional MRI area with relatively little input from the medical image analysis community. In addition, as noted above, we have largely ignored efforts that are going on in the biological sciences, ranging from the problems that are being addressed to the imaging technology that is being employed. Also, the explosion of medical image data being generated both clinically and from research laboratories provides opportunities for studying problems and developing systems related to indexing, searching, and sorting images based on pictorial information content, currently a topic of much interest in the computer vision community. Additionally, there is a variety of interest in developing surgical simulators that can directly make use of medicalimage-derived information. Attention to ideas such as those listed in this paragraph may provide new opportunities for specific research, but would also promote a broader awareness of such problems that could also (positively) influence current research trends in medical image analysis.
Summary
Medical image analysis will have a major role in biomedical research in the decades to come. In general, the field is flourishing, and this can be seen in a variety of ways, including the formation of new conferences and journals, as well as through the increased interest and activity from funding agencies. For instance, in the United States, a congressional bill has now been introduced to create a biomedical engineering institute at the National Institutes of Health (NIH), with imaging prominently named in a lead position and the analysis and processing of images given a lead role within that framework (see, for instance, http://www.nih.gov/ grants/becon/meeting99/index.htm). However, the challenges listed in the last section must be carefully addressed by researchers in the field if medical image analysis is to continue to flourish and be a key part of bioimaging science. It is felt that the community of scientists and engineers represented by the IEEE Transactions on Pattern Analysis and Machine Intelligence (PAMI) can play a significant role in the ongoing activity in the medical image analysis area, especially from the standpoints of developing integrated core information processing strategies and evaluation methodologies as mentioned in Section 5.1. In order to fulfill such a role, it is felt that the conferences organized under the PAMI rubric, and, ultimately, the journal itself, will have to embrace the idea that there are some interesting and fundamental algorithmic strategies that are coming out of the medical image analysis research area and that all work that utilizes medical images does not simply get categorized as a ªmedical applicationsº paper. James S. Duncan received the BSEE degree from Lafayette College in Easton, Pennsylvania, in 1972, the MS degree in engineering from the University of California, Los Angeles, in 1975, and the PhD degree in electrical engineering from the University of Southern California, Los Angeles, in 1982. In 1973, he joined the staff of Hughes Aircraft Company, Electro-Optical and Data Systems Group, and participated in research and development projects related to signal and image processing for forward looking infrared (FLIR) imaging systems until 1983. During this time he held Hughes' masters, engineer, and doctoral fellowships. In 1983, he joined the faculty of Yale University, New Haven, Connecticut, where he currently is a professor of diagnostic radiology and electrical engineering. His research and teaching efforts have been in the areas of computer vision, image processing, and medical imaging. Currently, he is the director of undergraduate studies for the Yale program in biomedical engineering. He is also the director of the image processing and analysis group within diagnostic radiology. His current, specific research interests include the segmentation of deformable objects from images, the tracking of nonrigid object motion, and the integration of processing modules in vision systems, all with a special interest in using these approaches for medical image analysis.
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