Empirical risk minimization over sieves of the class F of cadlag functions with bounded variation norm has a long history, starting with Total Variation Denoising [Rudin et al., 1992] , and has been considered by several recent articles, in particular Fang et al. [2019] and van der Laan [2016].
Introduction
Empirical risk minimization setting. We consider the empirical risk minimization setting. Suppose that O 1 , ..., O n are i.i.d. realizations of a random variable with distribution P 0 and taking values in O ⊆ R d , for some integer d. We suppose that P 0 lies in a set of distributions that we will denote M, and which we will call the statistical model. Consider a mapping θ from the statistical model M to a set Θ that we will call the parameter set. We want to estimate the parameter θ 0 of the data-generating distribution P 0 , defined by θ 0 = θ(P 0 ). Let L : Θ → R O be a loss mapping, that is for all θ ∈ Θ, L(θ) : O → R is the loss function for the parameter value θ. We suppose that L is a valid loss in the sense that θ 0 ∈ arg min θ∈Θ P 0 L(θ).
Our estimatorθ n will be defined as the empirical risk minimizer over some subset Θ n of Θ, that isθ n = arg min θ∈Θn P n L(θ). We further discuss Θ n in the next paragraph.
Statistical model, sieve, and estimator We suppose that the parameter space and the loss mapping L are such that the loss functions L(θ) belong to class of cadlag functions with bounded sectional variation norm. We define now the notion of sectional variation norm. Denote D((0, 1] d ) the set of real-value cadlag functions with domain (0, 1] d . Consider a function f ∈ D((0, 1] d ). For all subset s ∈ {1, ..., d} and for all vector x ∈ (0, 1] d , define the vectors x s = (x j : j ∈ s), x −s = (x j : j / ∈ s), and the section f s of f as the mapping f s (x s ) : x s → f (x s , 0 −s ). The sectional variation norm of f is defined as In the most general version of our results, the statistical model will be defined implicitly. Specifically, we are going to consider a sieve (Θ n ) n≥1 through Θ, that is a growing (for the inclusion) collection of subsets such that for all θ ∈ Θ, there exists an n 0 such that θ ∈ Θ n for all n ≥ n 0 . We will take the sieve to be such that L(Θ n ) ⊆ F an for a sequence a n ↑ ∞.
Example: least squares regression with bounded loss. An example of the setting just described is least squares regression over the class of cadlag functions over X ≡ (0, 1] d , under the assumption that the range Y of the dependent variable is bounded. Formally, this corresponds to the above setting with O = X × Y, Y ⊂ R such that diam(Y) < ∞, parameter set Θ = {θ ∈ D(R d−1 ) : θ v < ∞}, and loss mapping L such that for all θ ∈ Θ and all o ∈ O, L(θ)(o) = (y − θ(x)) 2 .
Rate of convergence result. Our main theoretical result states that the empirical risk minimizerθ n converges to θ 0 at least as fast as O P (2 d/3 n −1/3 (log n) d/3 a 2/3 n ), if we take a sieve such that the sectional variation norm of the loss grows no faster than a n . The key to proving this result is a characterization of the bracketing entropy of the class of cadlag function with bounded sectional variation norm. A rate of convergence is then derived based on the famed "peeling" technique.
Tractable representation of the estimator. Fang et al. [2019] showed that if the parameter space is itself a set of cadlag functions with bounded sectional variation norm, then the empirical risk minimizer θ n can be represented as a finite combinationθ n = M(n,d) j=1 β j φ j (o), for a certain set of basis functions φ 1 , ..., φ M(n,d) that depends on the observations. The empirical risk minimization problem then reduces to a LASSO problem.
Related work and contributions. van der Laan [2016] considered empirical risk minimization over sieves of F , under the general bounded loss setting, and showed that it achieves a rate of convergence strictly faster than n −1/4 in loss-based dissimilarity. Fang et al. [2019] consider nonparametric least-squares regression with Gaussian errors and a lattice design, over F M for a certain M > 0, and show that the least-squares estimator achieves rate of convergence n −1/3 (log n) C(d) for a certain constant C(d). In this article, we show that a similar rate of convergence n −1/3 (log n) d/3 can be achieved under the general setting of empirical risk minimization with bounded loss over sieves of F . We show that this setting covers the case of nonparametric least-squares regression with a bounded dependent variable, under no assumption on the design. We also consider the nonparametric regression with sub-exponential errors setting, and show that this n −1/3 (log n) d/3 a n rate is achieved by the least squares estiamtor over a certain sieve of the set of cadlag functions with bounded sectional variation norm. 
where g s,1 and g s,2 are cumulative distribution functions on the hypercube [0 s , 1 s ], and α = (α s,i :
This and a recent result [Song and Wellner, 2008] on the bracketing entropy of distribution functions implies that the class F M of cadlag functions with variation norm bounded by M has well-controlled entropy, as formalized by the following proposition.
Proposition 2. For a given M ≥ 0, consider F M the class of cadlag functions sectional variation norm smaller than M and bounded by M . For any ǫ > 0, 0 ≤ r ≤ ∞, and probability distribution P , the bracketing entropy of F M with respect to the L r (P ) norm satisfies
where K(r) is a constant that depends only on r. This implies the following bound on the bracketing entropy integral of F M with respect to the L r (P ) norm: for all δ > 0,
Rate of convergence under the general bounded loss setting
We now present our rate of convergence result for empirical risk minimizers over sieves of Θ. Consider a n an increasing sequence of positive numbers that diverges to infinity. We present assumptions under which the empirical risk minimizer achieves rate of convergence O P (n −1/3 (log n) C(d) a n ).
Assumption 1 (Function class of losses). The sieve (Θ n ) n≥1 a growing (for the inclusion) sequence of subsets of Θ such that, for all n,
and that, for all θ ∈ Θ, there exists an n 0 such that for all n ≥ n 0 , θ ∈ Θ n .
Note that the above assumption defines the function class Θ implicitly: the cadlag and bounded sectional variation norm requirements are expressed for L(Θ n ), not for Θ directly. In practice, we will often directly want to assume that the parameter space is cadlag with bounded sectional variation norm, instead of formulating an assumption on the losses. We argue that under fairly mild conditions, if Θ is a set of cadlag functions with bounded section variation, then assumption 1 holds. We illustrate this fact in the least-squares example with bounded dependent variable.
The reason why we consider a growing sieve Θ n is to ensure we don't have to know in advance an upper bound on the variation norm of the losses. The rate a n impacts the asymptotic rate of convergence and finite sample performance. As the theorem will make clear, the slower we pick a n , the better the speed of convergence. However, for too slow a n , θ 0 might not be included in Θ n even for reasonable sample sizes. Note nevertheless that however slow a n is picked, θ 0 will always be included in Θ n for n large enough, and therefore, we can always achieve an asymptotic rate of convergence asymptotically close to n −1/3 (log n) d/2 , the rate corresponding to constant (a n ).
We will express our rate of convergence result in terms of loss-based dissimilarity, which we define now.
Definition 1. Let n ≥ 1. Denote θ n = arg min θ∈Θn P 0 L(θ). For all θ ∈ Θ n , we define the square of the loss-based dissimilarity d(θ, θ) between θ and θ n as the discrepancy
The second main assumption of our theorem requires the loss L to be smooth in the loss-based dissimilarity.
Assumption 2 (Smoothness). For every n, it holds that
We can now state our theorem.
Theorem 1. Consider Θ n a sieve such that assumptions 1 and assumption 2 hold for the sequence a n considered here. Suppose that a n = O(n p ) for some p > 0. Consider our estimatorθ n , which, we recall, is defined as the empirical risk minimizer over Θ n , that iŝ θ n = arg min θ∈Θn P n L(θ).
Suppose that the parameter space Θ contains the parameter θ 0 of the data-generating distribution P 0 . Then, we have the following upper bound on the rate of convergence ofθ n to θ 0 :
Application to least squares regression with bounded dependent variable
In this section we show how least-squares regression over the class of cadlag functions with bounded sectional variation norm falls under the setting of therorem 1, provided the dependent variable has bounded range. Let us make this formal. Suppose we collect observations O 1 , ..., O n that are i.
The target parameter mapping θ maps every distribution P in the model M to the regression function θ(P ) :
The following proposition characterizes the function classes L(Θ) and L(Θ(M )), for M > 0.
Proposition 3. Consider the setting and notations of this section. Suppose that for
The following proposition characterizes the loss-based dissimilarity d under the least-squares loss and shows the loss is Lipschitz w.r.t. d.
Proposition 4. Consider the setting of this section. Let
Consider a n ↑ ∞. Propositions 3 and 4 tell us that choosing Θ n = Θ(max(1, √ a n /2 − M Y )) ensures that assumptions 1 and 2 are satisfied for the choice of a n considered here.
Therefore, we can state as corrolary of theorem 1 the following result on the convergence rate of least squares regression on Θ.
Corrolary 1. Consider the setting of this section. Consider the sieve Θ n = Θ(max(1, √ a n /2 − M Y )). Then, forθ n , the least-squares estimator over Θ n , d(θ n , θ 0 ) = O P (n −1/3 (log n) d/2 a n ).
Least-squares regression with sub-exponential errors
In this section we consider a fairly general nonparametric regression setting, namely least-squares regression over a sieve of cadlag functions with bounded sectional variation norm, under the assumption that the errors follow a subexponential distribution. Although this situation isn't covered by the hypothesis of theorem 1, our general bounded loss result, it is handled by fairly similar arguments. This is a setting of interest in the literature (see e.g. section 3.4.3.2 of van der Vaart and Wellner [1996] ).
Suppose that we collect observations (
θ v ≤ ∞}, and e 1 , ...e n are i.i.d. errors that follow a sub-exponential distributions with parameters (α, ν). Suppose that for all i, X i and e i are independent. As in the previous section, we define Θ
The following theorem characterizes the rate of convergence of our least-squares estimators, which we explicitly define in the statement of the theorem.
Theorem 2. Consider the setting of this section. Consider the sieve Θ n = Θ(a n ). Suppose that θ 0 ∈ Θ. Then,θ n , the least-squares estimator over Θ n , satisfies
where the constantC(α, ν) is defined in the appendix.
A Proof of the bracketing entropy bound (proposition 2)
The proof of proposition 2 relies on the representation of cadlag functions with bounded sectional variation norm and on the the three results below.
The first result characterizes the bracketing entropy of the set of d-dimensional cumulative distribution functions.
Lemma 1 (Song and Wellner [2008] ). Consider G 0,d the set of d-dimensional cumulative distribution functions. For any probability measure Q, any r ≥ 1,
The next lemma will be useful to bound the bracketing entropy integral.
Lemma 2. For any d ≥ 0 and any δ > 0, we have that
Proof. The result is readily obtained by integration by parts.
We can now present the proof of proposition 2.
Proof. We will first upper bound the (ǫ, · P,r )-bracketing number for F 1 . An upper bound on the (ǫ, · P,r )bracketing number for F M will then be obtained at the end of the proof by means of change of variable. Recall that any function in F 1 can be written as
with g s,1 , g s,2 ∈ G s and α = (α s,i :
be an (ǫ/2 d+1 , · ∞ )-covering of ∆ 2 d+1 . For all s ⊂ {1, ..., d}, denote N [] (ǫ, G s , L r (P )) the (ǫ, · P,r )bracketing number of G s , and let
be an (ǫ, · P,r )-bracketing of G s .
Step 1: Construction of a bracket for F 1 . We now construct a bracket for f from the cover for ∆ 2 d+1 and the bracketkngs for G s , s ⊂ {1, ..., d}, we just defined. By definition of an (ǫ/2 d+1 , · ∞ )-cover, there
This and the fact that α (j0)
s,i + ǫ/2 d+1 , will allow us to construct a bracket for α s,i g s,i . Some care has to be taken due to the fact l js,i s can be negative (as bracketing functions do not necessarily belong to the class they bracket). Observe that, since α s,i ≥ 0, we have 
Since u (js,i) s,i ≥ 0 (at it is above at least one cumulative distribution function from G s ), and α (j0)
Summing over s ⊂ {1, ..., d} and i = 1, 2, we have that
where, for i = 1, 2,
s,i + ǫ/2 d+1 )u js,i s .
Step 2: Bounding the size of the brackets. For i = 1, 2,
s,i (u js,i s − l js,i s ) + ǫ/2 d+1 (u js,i s + |l js,i s |).
Since, for every s ⊂ {1, ..., d}, i = 1, 2 u js,i s and l js,i s are at most ǫ-away in · P,r norm from a cumulative distribution function, we have that u js,i s P,r ≤ 1+ǫ and l js,i s P,r ≤ 1+ǫ. By definition, for all s ⊂ {1, ..., d}, i = 1, 2, u js,i s − l js,i s P,r ≤ ǫ. Therefore, from the triangle inequality,
Therefore, using the triangle inequality one more time,
Since cumulative distribution functions have range [0, 1], brackets never need to be of size larger than 1. Therefore, without loss of generality, we can assume that ǫ ≤ 1. Therefore, pursuing the above display, we get
Step 3: Counting the brackets. Consider the set of brackets of the form (Γ 1 − Λ 2 , Λ 1 − Γ 2 ), where, for i = 1, 2,
where j 0 ∈ {1, ..., N (ǫ/2 d+1 ), ∆ 2 d+1 , · ∞ )} and for any s, i j s,i ∈ {1, ..., N [] (ǫ, G s , · P,r )}. From step 1 and step 2, we know that this set of brackets is a (5ǫ, · P,r )-bracketing of F 1 . Its cardinality is no larger than the cardinality of its index set. Therefore
The covering number of the simplex can be bounded (crudely) as follows:
Therefore, doing a change of variable, (and for a different constant absorbed in the symbol),
B Proofs of theorem 1 and pertaining results
The proof of the theorem relies on the theorem 3.4.1 in van der Vaart and Wellner [1996] , which gives an upper bound on the rate of convergence of the estimator in terms of the "modulus of continuity" of an empirical process indexed by a difference in loss functions. We bound this "modulus of continuity" by using a maximal inequality for this empirical process. This maximal inequality is expressed in terms of the bracketing entropy integrals of the sieve F Mn We first restate here the theorem 3.4.1. in van der Vaart and Wellner [1996] .
Theorem 3 (Theorem 3.4.1 in van der Vaart and Wellner [1996] ). For each n, let M n and M n be stochastic processes indexed by a set Θ. Let θ n ∈ Θ (possibly random) and 0 ≤ δ n ≤ η be arbitrary, and let θ → d n (θ, θ n ) be an arbitrary map (possibly random) from Θ to [0, ∞). Suppose that, for every n and δ n ≤ δ ≤ η, sup δ/2≤dn(θ,θn)≤θ,θ∈Θn
for functions φ n such that δ → φ n (δ)/δ is decreasing on (δ n , η) for some α < 2. Let r n δ −1 n satisfy r 2 n φ n 1 r n ≤ √ n, for every n.
If the sequenceθ n takes its values in Θ n and satisfies
and d n (θ, θ n ) converges to zero in outer probability, them r n d n (θ n , θ n ) = O * P (1). If the displayed conditions are valid for η = ∞, then the conditions that θ n is consistent is unnecessary.
The quantity φ n (δ) is the so-called "modulus of continuity" of the centered process √ n(M n − M n ) over Θ n = F n . Theorem 3 essentially teaches us that the rate of the modulus of continuity gives us the (an upper bound on) the rate of convergence of the estimator.
We now restate the maximal inequality that we will use to bound the modulus of continuity.
Lemma 3 (Lemma 3.4.2 in van der Vaart and Wellner [1996] ). Let F be a class of measurable functions such that P f 2 < δ 2 and f ∞ ≤ M for every f ∈ F . Then
Application of the above maximal inequality is what will allow us to bound the "modulus of continuity". We now present the proof of theorem 1.
Proof of theorem 1. The proof essentially consists of checking the assumptions of theorem 3 for a certain choice of M n , M n , d n and r n . Specifically, we set, for every θ ∈ Θ n , and every n, Further set η = ∞ and δ n = 0. From now, we proceed in three steps.
Step 1: Checking condition 3. By definition of M n and by definition of the loss-based dissimilarity, we directly have, for every θ ∈ Θ n ,
Therefore, condition 3 holds.
Step 2: Bounding the modulus of continuity. We want to bound E P0 sup θ∈Θn:dn(θ,θn)≤δ
where G n (δ) = {L(θ) − L(θ n ) : θ ∈ Θ n , d n (θ, θ n ) ≤ δ}.
We now further characterize the set G n (δ). From assumption 2, for all θ ∈ Θ n , L(θ) − L(θ n ) P0,2 ≤ a n θ − θ n P0,2 . From assumption 1, L(Θ n ) ⊂ F an . Therefore, G n (δ) ⊆ {g ∈ F an − L(θ n ) : g P0,2 ≤ a n δ}.
Therefore, from (1) and the maximal inequality of lemma 3, we have E P0 sup θ∈Θn:dn(θ,θn)≤δ
with φ n (δ) ≡ J [] (a n δ, F an , L 2 (P 0 )) 1 + J [] (a n δ, F an , L 2 (P 0 )) (a n δ) 2 √ n a n .
Step 3: Checking the rate condition r 2 n φ n (1/r n ) ≤ √ n. From proposition 2,
J [] (a n δ, F an , L 2 (P 0 )) 2 d/2 a 1/2 n (a n δ) 1/2 (log(a n /(a n δ))) 1/2 2 d/2 a n δ 1/2 (log(1/δ)) d/2 .
Recall that we set r n = 2 −d/3 a −2/3 n n 1/3 (log n) −d/3 .
Since we supposed that a n = O(n p ) for some p > 0, we have that log r n log n. Therefore, r 2 n φ n (1/r n ) r 2 n 2 d/2 r −1/2 n (log n) d/2 1 + 2 d/2 a n r −1/2 n (log n) d/2 (a n /r n ) 2 √ n a n 2 d/2 a n r 3/2 n (log n) d/2 1 + 2 d/2 r 3/2 n (log n) d/2 √ n 2 d/2 a n (log n) d/2 2 −d/2 a −1 n n 1/2 (log n) −d/2 1 +
where the last line follows from the fact that a −1 n ↓ 0.
C Proof of technical results on the least-squares example
Proof of proposition 3. Suppose that θ ∈ Θ is such that θ v ≤ M and θ ∞ ≤ M , for some M > 0. Then for all o = (x, y) ∈ X × Y, we have
D Proof of the rate theorem for least-squares regression with subexponential errors
We first give an informal overview of the proof. We will proceed very similarly as in the case of the proof of the rate theorem under bounded losses, that is we will first identify M n , M n , d n that satisfy the hypothesis of of theorem 3, and then we will bound the modulus of continuity of M n − M n . Observe thatθ
This motivates setting
and introducing the loss-based dissimilarity d n , defined, for all θ ∈ Θ n , by
The main effort will then be to upper bound, for any δ > 0, the quantity
The proof relies on the following lemmas, whose proofs we defer to subsection D.1.
Lemma 4. For all θ ∈ Θ n , θ − θ n P0,2 ≤ d n (θ, θ n ).
For any θ ∈ Θ n , we introduce the functions g 1,n (θ) and g 2,n (θ), where, for all (x, e) g 1,n (θ)(x, e) = (θ(x) − θ n (x))e, and g 2,n (θ) = (θ − θ n )(2θ − θ n − θ 0 ).
We will consider the following two sets:
We will use the following version of the so-called Bernstein norm, defined for any t > 0 and for any function g : (x, e) → g(x, e) as
where φ(x) = e x − x − 1. As for all i, e i is sub-exponential with parameters (α, ν), |e i | is sub-exponential with parameters (α ′ (α, ν), ν ′ (α, ν)). We will shorten notations by denoting α ′ = α ′ (α, ν) and ν ′ = ν ′ (α, ν).
The following lemma characterizes the Bernstein norm of a certain type of functions.
Lemma 5. Let f :
Similarly, now consider g 2 : (x, e) → f (x)|e|. Setting t = (α ′ M ) −1 , we have
This has the following immediate corollary for g 1,n . In this following result as well as in the rest of this section, we will denote t n = (2 a α ′ ) −1 .
Corrolary 2. We have that for all θ ∈ Θ n , g 1,n (θ) P0,B,tn ≤ C n θ − θ n P0,2 , where C n =C(α, ν)a n , withC(α, ν) = 2α ′ (α, ν)e ν ′ (α,ν) 2 /(4α ′ (α,ν) 2 ) .
The upcoming lemma relates the bracketing numbers in · P0,B,tn norm of G 1,n to the bracketing numbers of Θ n in · P0,2 norm. Lemma 6. For any ǫ > 0,
and the bracketing entropy integral of G 1,n satisfies, for all δ > 0,
The upcoming lemma relates characterizes the · P0,2 and the · ∞ norm of g 2,n and the bracketing numbers in · P0,2 norm of G 2,n .
Lemma 7. Consider g 2,n defined above. For every θ ∈ Θ n ,
and, for all ǫ > 0,
and, for all δ > 0,
In addition to lemma 3 (lemma 3.4.2 from van der Vaart and Wellner [1996]), we will use the maximal inequality of lemma 3.4.3 from van der Vaart and Wellner [1996] , which we restate here.
Lemma 8 (Lemma 3.4.3 in van der Vaart and Wellner [1996] ). Let F be a class of measurable functions such that f P,B ≤ δ for every f ∈ F . Then
We can now present the proof of theorem 2.
Proof. We will oragnize the proof in three steps
Step 1: Checking that M n , M n , and d n satisfy the conditions of theorem 3.
• By definition of d n , for all θ ∈ Θ n , M n (θ) − M n (θ n ) = −d 2 n (θ, θ n ), therefore condition 3 is satisfied.
• By definition ofθ n , M n (θ n ) ≥ M n (θ n ) − O P (r −2 n ).
We will apply the theorem with η = ∞.
Step 2: Bounding the modulus of continuity. We have that
with g 1,n and g 2,n as defined above. From lemma 4, for any θ ∈ Θ n , θ − θ n P0,2 ≤ d(θ, θ n ), and from corollary 2 and lemma 7, that θ − θ n P0,2 ≤ δ implies that g 1,n (θ) P0,B,tn ≤ C n δ and ( θ 0 ∞ + 3a n )δ. Therefore, the right-hand side of the above display is upper-bounded by 2E P0 sup g∈G1,n g P 0 ,B,tn ≤Cnδ |(P n − P 0 )g| + E P0 sup
D.1 Proofs of the technical lemmas
Proof of lemma 4. The proof follows easily from observing that Θ n is convex and that θ n is the projection on Θ n of θ 0 for the · P0,2 norm.
Proof of lemma 5. By definition of the Bernstein norm, and using the power series expansion of φ, we have
≤t −2 f 2 P0,2 e ν 2 2α 2 .
The second line in the above display follows from the fact that X and e are independent under P 0 . The fourth line uses that M ≥ 1, which implies that M k−2 ≤ M k . The sixth line uses that e is sub-exponential with parameters (α, ν). This proves the first claim. The second claim follows by the exact same reasoning, by replacing e with |e| in the above developments and using that for t = (α ′ M ) −1 , E P0 [e tM|e| ] ≤ e ν ′2
2α ′2 .
Proof of lemma 6. . Let θ ∈ Θ n Consider [l, u] an (ǫ, · P0,2 )-bracket for θ. By appropriately thresholding l and u, we can ensure that l, u have values in [−a n , a n ] while still preserving that l ≤ θ ≤ u and l−u P0,2 ≤ ǫ.
For all x, e, we have that Λ(x, e) ≤ (θ(x) − θ n (x))e ≤ Γ(x, e), where Λ(x, e) = (l − θ n )(x)e + + (u − θ n )(x)e − , and Γ(x, e) = (u − θ n )(x)e + + (l − θ n )(x))e − .
For all x, e, Γ(x, e) − Λ(x, e) = (u − l)(x)|e|.
Set t n = (2a n α ′ ). From lemma 5, Γ − Λ P0,B,tn ≤ 2α ′ M e ν ′ (α,ν) 2 /(4α ′ (α,ν) 2 ) ǫ.
We have just shown that an (ǫ, · P0,2 )-bracketing of Θ n induces a (C n ǫ, · P0,B,tn )-bracketing of G 1,n , which implies that N [] (ǫ, G 1,n , · P0,B,tn ) ≤ N [] (C −1 n ǫ, Θ n , · P0,2 ).
Therefore, using the above bound on the bracketing number of G 1,n , and doing a change of variable in the integral, we obtain that J [] (δ, G 1,n , · P0,B,tn ) = δ 0 log N [] (ǫ, G 1,n , · P0,B,tn )dǫ ≤ δ 0 log N [] (C −1 n ǫ, Θ n , · P0,2 )dǫ ≤C n C −1 n δ 0 log N [] (u, Θ n , · P0,2 )du ≤C n J [] (C −1 n δ, Θ n , · P0,2 ).
Proof of lemma 7. The first two claims are elementary. We turn to the claim on the bracketing numbers. Let [l, u] be an (ǫ, · P0,2 )-bracketing of Θ n . Defining
Therefore Γ − Λ P0,2 ≤ ǫ(3a n + θ 0 ∞ ). This proves that an (ǫ, · P0,2 )-bracketing of Θ n induces an (ǫ( θ 0 ∞ + 3a n ), · P0,2 )-bracketing of G 2,n . From there, proceeding as in the proof of lemma 6 yields the claims on the bracketing number and the bracketing entropy integral.
