Abstract. Random matrices whose entries come from a stationary Gaussian process are studied. The limiting behavior of the eigenvalues as the size of the matrix goes to infinity is the main subject of interest in this work. It is shown that the limiting spectral distribution is determined by the absolutely continuous component of the spectral measure of the stationary process, a phenomenon resembling that in the situation where the entries of the matrix are i.i.d. On the other hand, the discrete component contributes to the limiting behavior of the eigenvalues in a completely different way. Therefore, this helps to define a boundary between short and long range dependence of a stationary Gaussian process in the context of random matrices.
Introduction
The notion of long range dependence is of significant importance in the field of stochastic processes. Consider any stationary stochastic process indexed by Z. If the process is an i.i.d. collection, then it does not have any memory, and hence it is short range dependent. For a general stochastic process which is not necessarily i.i.d., whether it is long or short range dependent is determined by how much it resembles an i.i.d. collection. In order to make the idea of resemblance precise, different functionals of the process are studied. If the behavior of a functional of interest is close to that in the i.i.d. setup, then the process is short range dependent, otherwise it is long range dependent. Therefore, the definition of long range dependence varies widely with context, and it is no wonder that there are numerous definitions of this concept in the literature, which are not equivalent. The survey article by Samorodnitsky (2006) describes in detail this notion from various points of view.
The current paper is an attempt to understand long range dependence in yet another context, namely that of random matrices. Let {X j,k : j, k ∈ Z} be a real stationary Gaussian process with zero mean and positive variance. Section 2 lists the main results of the paper. That section is divided into three subsections. In Subsection 2.1, the results that study the limit of ESD(W N / √ N ) as N → ∞ are listed, the main result being Theorem 2.1. In Subsection 2.2, a variant of the ESD called eigen measure is defined. The main result of that subsection, Theorem 2.6, studies the limit of the eigen measure of W N /N as N → ∞. The above two theorems motivate a natural definition of long range dependence, which is discussed in Subsection 2.3. The proofs of the results mentioned in Section 2 are given in Section 3. Finally, in Section 4, the paper is concluded with a corollary and a few examples.
We end this section by pointing out that Theorem 2.1 is actually an extension of the classical result by Wigner which says that if X i,j are i.i.d. standard normal random variables, then ESD(W N / √ N ) converges to the Wigner semicircle law (defined in (2.5)). Relaxation of the independence assumption has previously been investigated by Chatterjee (2006) , Götze and Tikhomirov (2005) , Hofmann-Credner and Stolz (2008) and Rashidi Far et al. (2008) . The articles by Adamczak (2011) , Hachem et al. (2005) , Naumov (2012) , Nguyen and Rourke (2012) and Pfaffel and Schlemm (2012) have studied the sample covariance matrix and non-symmetric matrices after imposing some dependence structures. A work by Anderson and Zeitouni (2008) , which is related to the current paper, considered the ESD of Wigner matrices where on and off diagonal elements form a finite-range dependent random field; in particular, the entries are assumed to be independent beyond a finite range, and within the finite range the correlation structure is given by a kernel function. The results of the current paper, however, are more general than those therein.
The results

Define
R(u, v) := E (X 0,0 X u,v ) , u, v ∈ Z .
The Herglotz representation theorem asserts that there exists a finite measure ν on (−π, π] 2 such that (2.1) R(u, v) = (−π,π] 2 e ι(ux+vy) ν(dx, dy) for all u, v ∈ Z , where ι := √ −1. Let ν ac , ν cs and ν d denote the components of ν which are absolutely continuous with respect to the Lebesgue measure, continuous and singular with respect to the Lebesgue measure, that is, supported on a set of measure zero, and discrete, that is, supported on a countable set, respectively. Since ν ac is absolutely continuous with respect to the Lebesgue measure, there exists a function f from [−π, π] 2 to [0, ∞) such that (2.2) ν ac (dx, dy) = f (x, y)dxdy .
The one and only assumption of this paper is that the continuous and singular component is absent, that is,
As a consequence, it follows that (2.3) ν = ν ac + ν d .
2.1.
The empirical spectral distribution. Denote (2.4)
where W N is as in (1.1). The task of this subsection is to list the results that study the limiting spectral distribution (henceforth LSD) of W N / √ N , that is, the limit of the random probability measures µ N as N → ∞. The first result, Theorem 2.1 below, establishes that the limit exists.
Theorem 2.1. There exists a deterministic probability measure µ f , determined solely by the spectral density f which is as in (2.2), such that
weakly in probability as N → ∞. By saying that the LSD µ f is determined by f , the following is meant. If for two stationary processes satisfying assumption (2.3), the absolutely continuous component of the corresponding spectral measures match, then the LSD of the scaled symmetric random matrices formed by them also agree.
The exact description of µ f is complicated, and will come much later in Remark 3.1. However, a natural question at this stage is "When is µ f the probability measure degenerate at zero?". The following result answers this question.
Theorem 2.2. The second moment of the probability measure µ f is given by
f (x, y)dxdy .
The next result relates some properties of µ f with those of f . Some new notations will be needed for stating that result, which we now introduce. Fix m ≥ 1 and σ ∈ N C 2 (2m), the set of non-crossing pair partitions of {1, . . . , 2m}. Let (V 1 , . . . , V m+1 ) denote the Kreweras complement of σ, which is the maximal partition σ of {1, . . . , 2m} such that σ ∪ σ is a non-crossing partition of {1, 1, . . . , 2m, 2m}. Although the Kreweras complement is a partition of {1, . . . , 2m}, for the ease of notation, V 1 , . . . , V m+1 will be thought of as subsets of {1, . . . , 2m}, that is, the overline will be suppressed. In order to ensure uniqueness in the notation, we impose the requirement that the blocks V 1 , . . . , V m+1 are ordered in the following way. If 1 ≤ i < j ≤ m + 1, then the maximal element of V i is strictly less than that of V j . Let T σ be the unique function from {1, . . . , 2m} to {1, . . . , m + 1}
2. If f ∞ < ∞, then µ f is compactly supported, and
Remark 2.1. It is shown in Example 1 that the converses of the statements above is false.
The last two results of this subsection gives neat descriptions of µ f in two special cases. In what follows, W SL(γ) for γ > 0 denotes the Wigner semicircle law with variance γ, that is, it is the law whose density is
where η r denotes the law of 2 3/2 πr(U ), U is an Uniform (−π, π) random variable, and " ⊠" denotes the free multiplicative convolution.
Theorem 2.5. Suppose that there exists finite subsets
If it holds that
2.2. The eigen measure. Theorem 2.1 shows that the discrete component of the spectral measure does not have a bearing on the limiting behavior of the ESD. Therefore, it is imperative to come up with a variant of the ESD that would capture the role of this component. That end is achieved in this subsection. The first task is to define the proper variant, which we now proceed towards. It should be remembered that a symmetric matrix always means a N × N symmetric matrix for some finite N . A symmetric matrix A is to be thought of as a Hermitian operator A of finite rank acting on the first N coordinates of l 2 , where
If λ 1 ≤ . . . ≤ λ N are the eigenvalues of A counted with multiplicity, then the spectrum of A is {0, λ 1 , . . . , λ N }, where 0 has infinite multiplicity. Motivated by this, we define the eigen measure of A, denoted by EM(A), by
The measure EM(A) is to be viewed as an element of the set P of point measures ξ of the form
where (θ j : j ≥ 1) is some sequence of real numbers. It is not hard to see why EM(A) is an element of P for a symmetric matrix A because θ j can be taken to be zero after a stage. For p ∈ [1, ∞), define a subfamily C p of P by
Once again, it is easy to see that for any symmetric matrix A,
Fix p ≥ 1 and ξ ∈ C p . Clearly, there exist unique real numbers
where j =0 means the sum over all non-zero integers. Define
Given the natural bijection between C p and l p , it is immediate that (C p , d p ) is a complete metric space. It is also worth noting that (2.6)
The main result of this subsection is the following.
Theorem 2.6. Under the assumption (2.3), there exists a random point measure ξ which is almost surely in C 2 such that
as N → ∞, where W N is as defined in (1.1). Furthermore, the distribution of ξ is determined by ν d .
Remark 2.2. It is trivial to see that C 2 ⊂ C 4 , and hence one can talk about the d 4 distance between two point measures in C 2 .
Remark 2.3. There is a notion of convergence different from that in (2.7), namely "vague convergence". Suppose that (ξ n : 1 ≤ n ≤ ∞) are measures on R such that
Then ξ n converges vaguely to ξ ∞ if for all x < 0 < y with ξ ∞ ({x, y}) = 0, it holds that lim
The vague convergence defined above is same as the vague convergence on [−∞, ∞] \ {0} discussed on page 171 in Resnick (2007) , for example. It can be proved without much difficulty that if (ξ n : 1 ≤ n ≤ ∞) ⊂ C p for some p such that
then ξ n converges to ξ ∞ vaguely. The converse is, however, not true, that is, (2.8) is strictly stronger than vague convergence.
If Theorem 2.6 is seen as an analogue of Theorem 2.1, then the next natural question should be the analogue of that answered in Theorem 2.2, namely whether ξ restricted to R\{0} is non-null and necessarily random. Both these questions are answered in the affirmative in the case when ν d ((−π, π] 2 ) > 0 by the following result.
is positive almost surely, and non-degenerate.
2.3. Long range dependence. In this subsection, we make the connection between the random matrix models and the long range dependence mentioned in Section 1. Recalling the fact that for a family of i.i.d. Gaussian random variables, the spectral measure is absolutely continuous, Theorem 2.1 can be interpreted as a result about the "short range dependent" component of the process {X j,k : j, k ∈ Z}. Indeed, the LSD µ f is completely determined by the absolutely continuous component of the spectral measure.
On the other hand, Theorem 2.6 establishes the connection between the discrete component of the spectral measure and the limiting eigen measure ξ. In the presence of atoms in the spectral measure, a stationary Gaussian process is considered to have a long memory for several reasons. For example, in that case, the process is non-ergodic; see Cornfeld et al. (1982) . A trivial example of such a process is the following. Let G be a N (0, 1) random variable, and set X j,k := G for all j, k.
It is also worth noting that in addition to the transition from ESD to EM, the scaling also changes from √ N to N when passing from the former result to the latter. Therefore, it is clear that the absolutely continuous and discrete components of the process contribute only towards the LSD and the limiting eigen measure of W N respectively, albeit with different scalings. The above observation suggests naturally the following definition of short and long range dependence. Definition 1. A mean zero stationary Gaussian process with positive variance indexed by Z 2 is short range dependent if the corresponding spectral measure is absolutely continuous, and the same is long range dependent if the spectral measure is discrete, that is, supported on a countable set.
The above definitions, of course, are not exhaustive in that there may be processes whose range of dependence is neither short nor long. That can be hoped to be resolved partially if the role of the component ν cs is understood. This we leave aside for future research.
We conclude this discussion by pointing out that there are other contexts in which long and short range dependence is defined based on absolute continuity of the spectral measure. For example, Section 5 of Samorodnitsky (2006) approaches long range dependence for a stationary second order process indexed by Z from the point of view of the growth rate of the variance of its partial sums. In particular, the definition given in (5.14) on page 194 therein is close to the definition given above, though not exactly the same.
3. Proofs 3.1. Proofs of Theorems 2.1-2.5. We now proceed towards the proof of Theorem 2.1. The proof is by the classical method of moments. However, as illustrated later by Example 3, the moments of the LSD need not be finite. Hence, some work is needed to get around that.
Define a map T from (−π, π] to itself by
Since the integral on the right hand side of (2.1) is real for all u and v, it follows that ν is invariant under the transformation (x, y) → (T (x), T (y)), and in particular
Since the measure ν d is concentrated on a countable set, and
it follows that ν d is also invariant under the map T . By (2.3), it follows that ν ac is also invariant under that map, that is,
Therefore, for k, l ∈ Z, c k,l defined by
is a real number. By Parseval's identity, it follows that
An important result, on which the current paper is built, is the following fact which is well known in the literature of stationary processes.
3) is a stationary Gaussian process with
Since ν d is T invariant, it follows that
for some at most countable set {(x 1 , y 1 ), (x 2 , y 2 ), . . .} ⊂ (−π, π] 2 and nonnegative numbers a 1 , a 2 , . . . such that j a j < ∞. Since some of the a j 's can be zero, we can and do assume without loss of generality that the above set is countably infinite. Let (V i,j : i = 1, 2, j ≥ 1) be a family of i.i.d. N (0, 1) random variables which is independent of the family (U i,j : i, j ∈ Z). Define
It can be verified by calculating the covariances that
Therefore, without loss of generality, we assume that
Fix n ≥ 1, and define (3.6) and similarly,
for all u, v ∈ Z. For N, n ≥ 1, define the following N × N symmetric matrices:
Notice that even though the set S(σ) has infinite cardinality, only finitely many summands on the right hand side above are non-zero, becausef n (u, v) is 0 if |u| ∨ |v| > 2n. Our first step towards proving Theorem 2.1 is the following proposition.
Proposition 3.1. For fixed n ≥ 1, there exists a compactly supported symmetric probability measure µ f,n whose 2m-th moment is β n,2m for all m ≥ 1.
Proof. The proof is by the method of moments. As is now standard in the literature, for executing the proof, it is sufficient to show that (3.16) lim
It is worth mentioning that the odd moments of the ESD can be safely ignored, because that they go to zero, is now routine. We start with showing (3.16). To that end, fix m ≥ 1, and for i := (i 1 , . . . , i 2m ) ∈ Z 2m , define
with the convention that i 0 := i 2m for all i ∈ Z 2m , a convention that will be followed throughout this proof. Recall that
Fix σ ∈ N C 2 (2m) and denote its Kreweras complement by K(σ). For a tuple i ∈ Z 2m , call i to be σ-Catalan if
In view of standard combinatorial arguments, it suffices to show that
Then it can be shown that for all i ∈ Cat(σ, N ), there exist unique tuples k(i) ∈ S(σ) ∩ {−2n, . . . , 2n} 2m and j(i) ∈ Z 2m such that
As a consequence, it follows that for all (u, v) ∈ σ, (3.22) and
Notice that for fixed (u, v) ∈ σ with 1 ≤ u < v ≤ 2m,
because v − 1 and v cannot belong to the same block of K(σ). Therefore,
and hence
∈ σ, then by a similar reasoning, it can be shown that
As a consequence of the above two identities, it follows that
the last equality following from (3.22) and (3.23). It is, once again, easy to check that for fixed k ∈ S(σ),
and hence (3.19) follows, which establishes (3.16). Proof of (3.17) follows by a similar combinatorial analysis which is analogous to the proof by method of moments for the classical Wigner matrix. Hence we omit that. The proof will be complete if (3.18) can be shown. To that end observe that
It can be shown by Stirling's approximation that
and hence (3.18) follows. This completes the proof.
Recall the N × N random matrix W N,n from (3.10). The second step in the proof of Theorem 2.1 is the following lemma.
Lemma 3.1. For fixed n ≥ 1, as N → ∞,
weakly in probability, where µ f,n is as in the statement of Proposition 3.1.
For the proof of the above result, we shall use the following fact which follows from Theorem A.43 on page 503 in Bai and Silverstein (2010) . Proof of Lemma 3.1. All that needs to be shown is that
as N → ∞. In view of Proposition 3.1, it suffices to show that
To that end, notice that by Fact 3.2,
It is easy to see that the rank of the N × N matrix whose (i, j)-th entry is Z i,j,n is at most 4n. Therefore,
This completes the proof.
For the final step in the proof of Theorem 2.1, we shall use the following fact which is also well known.
Fact 3.3. Let (Σ, d) be a complete metric space, and let (Ω, A, P ) be a probability space. Suppose that (X mn : (m, n) ∈ {1, 2, . . . , ∞} 2 \ {∞, ∞}) is a family of random elements in Σ, that is, measurable maps from Ω to Σ, the latter being equipped with the Borel σ-field induced by d. Assume that
and, for all ε > 0,
Then, there exists a random element X ∞∞ of Σ such that
as m → ∞, and
as n → ∞. Furthermore, if X m∞ is deterministic for all m, then so is X ∞∞ , and then (3.24) simplifies to
Proof of Theorem 2.1. The space of probability measures on R is a complete metric space when equipped with the Lévy distance L(·, ·). In view of Lemma 3.1 and Fact 3.3, all that needs to be shown to complete the proof is that
for all ε > 0. To that end, fix ε > 0 and observe that
the inequality in the last line following from the Hoffman-Wielandt inequality; see Corollary A.41 on page 502 in Bai and Silverstein (2010) . Clearly, by (3.5), it follows that
This establishes (3.26). Fact 3.3 ensures the existence of a deterministic probability measure µ f such that
Furthermore, assertion (3.25) ensures that
From the definition, it is easy to see that µ f,n is determined by f for every n ≥ 1, and hence so is µ f . This completes the proof of Theorem 2.1.
Remark 3.1. Since µ f,n are compactly supported for each n, its characteristic function is
Thus, the characteristic function of µ f is
It is worth noting that exchanging the sum and limit above does not make sense because lim n→∞ β n,2m may or may not be finite. Example 3 is one where the limit is infinite for all m ≥ 2.
Proof of Theorem 2.2. Denote the probability space on which we were working so far by (Ω, A, P ). In particular, the random matrices W N,n are defined on this probability space. Consider the interval (0, 1) equipped with the standard Borel σ-field B((0, 1)) and the Lebesgue measure Leb which when restricted to (0, 1) becomes a probability measure. Define a master probability space (Ω × (0, 1), A × B((0, 1)), P := P × Leb) . Denote the expectation with respect to P by E. By Proposition 3.1 and the Cantor diagonalization principle, one can choose positive integers N 1 < N 2 < N 3 < . . . such that for all fixed n ≥ 1,
for all fixed n ≥ 1, where L is the Lévy distance. For 1 ≤ k, n < ∞, we define a random variables χ k,n on Ω × (0, 1) by
Furthermore, for all k, define
where W N,∞ is as in (3.9). Finally, for all n ≥ 1, define
, where F n (·) is the c.d.f. corresponding to µ f,n , and for any c.d.f.
Our first goal is to show that for all fixed 1 ≤ n < ∞, (3.31) χ k,n → χ ∞,n P-almost surely, as k → ∞ .
To that end, define the set
By (3.30), it follows that P (A) = 1. Therefore, for establishing (3.31), it suffices to show that for all ω ∈ A,
By the choice of the set A, it follows that for fixed 1 ≤ n < ∞,
for all x which is a continuity point of F n . Therefore, by standard analytic arguments (see for example the proof of Theorem 25.6, page 333 in Billingsley (1995) ), (3.32) follows, which in turn establishes (3.31).
The next task is to show that for fixed 1 ≤ n < ∞, the family {χ 2 k,n : 1 ≤ k < ∞} is uniformly integrable. To that end it suffices to show that
Fix n and notice that
→ β n,4 as k → ∞ , the last step following by (3.16). This establishes the uniform integrability, which along with (3.31), proves that
Our final claim is that
To that end, notice that
for some finite constant C. The inequality in the second line is the HoffmanWielandt inequality; see Lemma 2.1.19 on page 21 in Anderson et al. (2010) . This completes the proof of (3.34). Fact 3.3 along with (3.33) and (3.34) shows that there exists χ ∞,∞ ∈ L 2 (Ω × (0, 1)) such that
It is easy to see that for all n < ∞, χ ∞,n has law µ f,n . Therefore, by (3.29) and (3.35), it follows that law of χ ∞,∞ is µ f . Equation (3.35) furthermore ensures that
where Y 0,0 and Y 0,0,n are as in (3.3) and (3.6) respectively. This completes the proof.
We now proceed towards the proof of Theorem 2.3. For that, we shall need the following two facts, the first of which is a simple consequence of the Holder's inequality.
Fact 3.4. Suppose for some integer k ≥ 1 and a measure space (Σ, Ξ, m), the functions {f in :
Then, f 1n . . . f kn ∈ L 1 (Σ) for all 1 ≤ n ≤ ∞, and
The second fact is a restatement of Theorem 3.4.4, page 146 in Krantz (1999) .
Then,
The first step towards proving Theorem 2.3 is the following lemma.
Lemma 3.2. If f is a non-negative trigonometric polynomial defined on
for some finite n ≥ 1, and real numbers (a jk : 1 ≤ j, k ≤ n), then for all fixed m ≥ 1,
where S(σ) is as in (3.14).
Proof. Since f is a trigonometric polynomial, it is integrable, and hence there exists a stationary Gaussian process (G i,j : i, j ∈ Z) with mean zero, and
The hypothesis ensures that R G (k, l) = 0 if |k| ∨ |l| > n. Hence, exactly same arguments as those in the proof of Proposition 3.1 will show that for fixed m ≥ 1,
where
it is easy to see from (3.1) that (3.38)
which shows (3.36). Therefore, to complete the proof, it suffices to show that (3.39)
for all σ ∈ N C 2 (2m). To that end, fix σ, and notice that (3.38) implies that
for almost all x, y. Observe that for all k ∈ {−n, . . . , n} 2m and
This shows (3.39) which in turn establishes (3.37) and hence completes the proof.
The following lemma will also be needed for the proof of Theorem 2.3.
Lemma 3.3. Suppose that for all 1 ≤ n ≤ ∞, g n is a non-negative, integrable and even function on [−π, π] 2 such that as n → ∞,
Proof. The hypothesis can be restated as
Let (G i,j : i, j ∈ Z) be a family of i.i.d. N (0, 1) random variables. Define
and
By Fact 3.1, it follows that for all 1 ≤ n ≤ ∞, the family (H i,j,n : i, j ∈ Z) is a stationary Gaussian process whose spectral density is g n . For every 1 ≤ n ≤ ∞ and 1 ≤ N < ∞, define a N × N matrix A N,n by
By Theorem 2.1, it follows that for all 1 ≤ n ≤ ∞,
Notice that for fixed 1 ≤ N, n < ∞, by arguments similar to those leading to (3.28) from (3.27),
the last equality following from Parseval. Therefore, by (3.40), it holds that for all ε > 0,
The above, along with (3.41) and Fact 3.3 proves the claim of the lemma.
Proof of Theorem 2.3. For the first part, fix m ≥ 2, and assume that f m < ∞. Let c kl be as in (3.2), and define for n ≥ 1,
By Fact 3.5, it follows that
which, with an appeal to Fact 3.4, implies that
Equation (3.43) along with Lemma 3.3 and the observation that f n is a non-negative even function implies that
Therefore, by Fatou's lemma, it follows that
the equality in the last two lines following from Lemma 3.2 and (3.44) respectively. This completes the proof of the first part.
For the second part, assume that f ∞ < ∞. By the arguments above, it follows that
This shows that there exists a compactly supported even probability measure µ * such that
This, along with (3.45) completes the proof of the second part.
Next, we proceed towards the proof of Theorem 2.4. The following lemma, which is the first step towards that, proves the result for a special case.
Lemma 3.4. Suppose that (G i,j : i, j ∈ Z) is a stationary Gaussian process whose covariance kernel R G (·, ·) defined by
for some non-negative f G (·) defined on [−π, π], and there exists n such that
Then ESD of the N × N matrix whose (i, j)-th entry is G i,j / √ N converges weakly in probability to
where η G is the law of f G (U )π2 √ 2 and U is an Uniform (−π, π) random variable.
Proof. By Theorem 2.1, it follows that the limit exists, say µ G , and furthermore by the hypothesis (3.46), and claim (3.36) of Lemma 3.2, it holds that
Our first claim is that
To that end, notice that by (3.1), it follows that
Integrating out y, it follows that f G (·) is an even function. Therefore,
where the fact that f G (·) is even has been used for the last equality. This establishes (3.48). Our next claim is that
The above follows from (3.49) using Fourier inversion and the fact that for |u| > n, r G (u) = 0 which is a consequence of (3.46). By (3.47) and (3.48), it follows that for fixed m ≥ 1,
Fix σ ∈ N C 2 (2m), and let for i = 1, . . . , m + 1, l i be the size of V i which are the blocks of the Kreweras complement of σ, as in (3.13). Then, it is easy to see that
the second last equality being a consequence of (3.50). Therefore, it follows that
the last equality following from Theorem 14.4 in Nica and Speicher (2006) . This shows that µ G = η G ⊠ W SL (1), and thus completes the proof.
The next step towards the proof of Theorem 2.4 is the following.
Lemma 3.5. If
Proof. For n ≥ 1, let f n be as in (3.42), and define and
it follows by Lemma 3.2 that µ fn = µ gn for all n ≥ 1 .
Using (3.43) with m = 1, which is valid because f 1 < ∞, it follows that
Lemma 3.3 completes the proof.
Proof of Theorem 2.4. Define
In view of Lemma 3.5, it suffices to show that (3.51) µ g = η r ⊠ W SL(1) .
To that end, define
Then, it is easy to see that (3.52) (2π)
Clearly, g n (x, y) = r n (x)r n (y) for all − π ≤ x, y ≤ π , where
Arguments similar to those in the proof of Lemma 3.4 show that g n (·, ·) and r n (·) take values in the non-negative half line. By the same lemma, it follows that
where η rn is the law of 2 3/2 πr n (U ), U being an Uniform (−π, π) random variable. By the Fourier inversion theorem, it follows that
and hence by Corollary 6.7 of Bercovici and Voiculescu (1993) and Lemma 8 of Arizmendi and Pérez-Abreu (2009) , it follows that
Again, Fourier inversion and (3.52) tells us that
An appeal to Lemma 3.3 establishes (3.51), and thus completes the proof.
Finally, we prove Theorem 2.5.
Proof of Theorem 2.5. Define
By Lemma 3.5, it suffices to show that (3.53) µ g = W SL(2 f 1 ) .
To that end, set
Since d j,k are the Fourier coefficients of √ g, they are real numbers, and furthermore by the Parseval's identity, it follows that
and hence in view of the assumption that A n ↑ Z, it follows that as n → ∞,
where the modulus is necessary because h n (·) is C-valued. Therefore,
Fix n ≥ 1. Since d j,k is real, it is easy to see that
Since A n is a finite set, g n is a trigonometric polynomial. By (3.36) of Lemma 3.2 and the observation that g n (x, y) = g n (y, x), it follows that for all m ≥ 1,
Fix u ∈ Z \ {0}, and notice that
From the above, a simple induction on m will show that for all σ ∈ N C 2 (2m) and for all k ∈ S(σ), (u,v) ∈σ [−π,π] 2 e ι(kux+kvy) g n (x, −y)dxdy = 0 implies that k = (0, . . . , 0). Therefore, (3.55) boils down to
and hence µ gn = W SL(2 g n 1 ) . Equation (3.54) with an appeal to Lemma 3.3 shows (3.53) and thus completes the proof.
3.2. Proofs of Theorems 2.6 -2.7. As the first step towards proving Theorem 2.6, we start with a special case.
Proposition 3.2. There exists a random point measure ξ which is almost surely in C 2 such that
as N → ∞, where W N is as in (3.11).
Remark 3.2. In view of the inequality
for all ε ∈ (0, 1) and random measures ξ 1 , ξ 2 which are almost surely in C 2 , (3.56) implies that
as N → ∞. Thus, the assertion of Proposition 3.2 is stronger than that of Theorem 2.6 in the special case when the spectral measure of the input process is discrete.
A few facts from the literature will be used in the proof of Proposition 3.2, which we shall now list below. The first fact is essentially a consequence of the well known result that any two norms on a finite dimensional vector space are equivalent.
Fact 3.6. Suppose that for every N ≥ 1, B N is a N × p matrix, where p is a fixed finite integer. Assume that
Then C ≥ 0, and for any p × p symmetric matrix P (3.58) lim
The next fact is a trivial consequence of the Sylvester's determinant theorem Fact 3.7. Suppose that B and P are N 1 × N 2 and N 2 × N 2 matrices respectively, the latter being symmetric. Then,
The next is a well known fact from linear algebra.
Fact 3.8. For any symmetric matrix A, and a positive integer p,
The last fact that we shall use is a combination of Corollary 5.3 on page 115 in Markus (1964) and the above fact. A detailed survey of results similar to this one can be found in Chapter 13 of Bhatia (2007) .
Fact 3.9. For symmetric matrices A and B of the same size and a positive even integer p,
The following fact, the proof of which is an easy exercise, will also be needed. Furthermore, for all x, y ∈ R, (3.59) lim
[cos(ix + jy) + cos(iy + jx)] 2 exists, and is strictly positive.
Proof of Proposition 3.2. Recalling the definition of W N,n from (3.12), in view of Fact 3.3, it suffices to show that there exists a random measure ξ n which is almost surely in C 2 such that
as N → ∞ for all fixed n ≥ 1, and (3.61) lim n→∞ lim sup
Proceeding towards showing (3.60), fix n ≥ 1. By a relabeling, it is easy to see that for all N ≥ 1,
where Y 1 , Y 2 , . . . , Y 4n are normal random variables which are not necessarily independent, and for each k, there exists w k ∈ R such that either
and a similar assertion holds for v k with w k replaced by some z k . For N ≥ 1 and 1 ≤ k ≤ 8n, define a N × 1 vector u kN by
and similarly define the vector v kN . Next define a N × 8n matrix
and a 8n × 8n symmetric matrix P by
, if i = 2k − 1 and j = 2k for some k , sgn(Y k ), if i = 2k and j = 2k − 1 for some k , 0, otherwise , for all 1 ≤ i, j ≤ 8n. Then, it is easy to see that
By Fact 3.10, it follows that there exists a 8n × 8n matrix C n such that
for all 1 ≤ i, j ≤ 8n. Facts 3.6 and 3.9 ensure that
almost surely, which with the aid of (3.62) ensures (3.60), with
For (3.61), it suffices to show that
To that end, notice that by Fact 3.9,
the last line following from arguments analogous to those leading from (3.27) to (3.28). This establishes (3.61) which along with (3.60) and Fact 3.3 shows the existence of ξ which is almost surely in C 2 , and satisfies and (3.56) . This completes the proof of Proposition 3.2.
Proof of Theorem 2.6. By the arguments mentioned in Remark 3.2, (3.57) follows from Proposition 3.2. In view of that, to complete the proof of (2.7), all that needs to be shown is
To that end, recall (3.5), and the definition of W N,n from (3.8). By the triangle inequality, it follows that for all N, n ≥ 1,
By Fact (3.9), it follows that (3.65) for all fixed n ≥ 1 using (3.16) with m = 2. In order to show (3.64), it suffices to prove that lim n→∞ lim sup
for all ε ∈ (0, 1). To that end fix such a ε, and notice by the arguments in Remark 3.2,
for some finite constant C which is independent of N and n. In the above calculation, the second last line follows from Fact 3.9, and the last line is analogous to (3.28). This shows (3.64) which in turn proves (2.7). In order to complete the proof of Theorem 2.6, all that needs to be shown is that the distribution of ξ is determined by ν d . That is, however, obvious from (3.56) and the fact that the spectral measure of the stationary process
Remark 3.3. The only reason that in (2.7), d 4 cannot be changed to d 2 is that the limit (3.65) will become false if the index 4 is replaced by 2. Every other step in the above proof goes through perfectly fine for d 2 .
We next proceed towards proving Theorem 2.7. For that, we shall need the following lemma.
Lemma 3.6. Suppose that G 1 , G 2 , . . . are i.i.d. N (0, 1) random variables and {α jk : j, k ∈ Z} are deterministic numbers such that 2n j,k=1
as n → ∞, for some finite random variable Z. If α 11 = 0, then Z has a continuous distribution.
Proof. The given hypothesis implies that
as n → ∞. By passing to a subsequence, we get a family of random variables (X n , Y n : n ≥ 1) which is independent of G 1 such that G 1 X n + Y n → Z − α 11 G 2 1 , almost surely, as n → ∞ . From here, by conditioning on G 1 and using the independence, it follows that X n and Y n converge almost surely. Therefore, there exist random variables X and Y such that G 1 is independent of (X, Y ) and Z = α 11 G 2 1 + G 1 X + Y a.s. . Since α 11 = 0, for all z ∈ R, it holds that P (Z = z) = R 2 P α 11 G 2 1 + G 1 x + y = z P (X ∈ dx, Y ∈ dy) = 0 because for every fixed x and y, the integrand is zero. This completes the proof.
Proof of Theorem 2.7. In view of (2.6) and (3.63), it follows that α ijkl V ik V jl for all n ≥ 1 , where V ik is as in (3.4). Furthermore, since a premise of the result is that ν d is non-null, we assume without loss of generality that a 1 > 0. Based on that, it will be shown that (3.68) α 1111 > 0 .
Lemma 3.6 along with (3.66) -(3.68) will establish that R x 2 ξ(dx) has a continuous distribution, and thus the claim of Theorem 2.7 will follow. To that end, notice that by (2.6), (3.60) and Fact 3.8, it follows that V ik V jl N −2 Tr (A ikN A jlN ) for all N, n ≥ 1 .
Since by (3.69) for every fixed n the right hand side converges in probability, and the random variables {V ik V jl : 1 ≤ i, j ≤ 2, 1 ≤ k, l ≤ n} are uncorrelated, it follows that α ijkl := lim N →∞ N −2 Tr (A ikN A jlN ) exists for all 1 ≤ i, j ≤ 2, k, l ≥ 1 , and that (3.67) holds. Finally, notice that (3.68) follows from (3.59) in Fact 3.10. This completes the proof of Theorem 2.7.
A corollary and examples
In this section, a corollary and a few numerical examples that follow from the results of the previous sections are discussed. The first one is a corollary of Theorem 2.5, followed by a numerical example of the same result. Corollary 1. Assume that (G n : n ∈ Z) is a one-dimensional stationary Gaussian process with zero mean and positive variance, and whose spectral measure is absolutely continuous. Let ((G in : n ∈ Z) : i ∈ Z) be a family of i.i.d. copies of (G n : n ∈ Z). Define
Then, (X j,k : j, k ∈ Z) is a stationary Gaussian process, and µ f = W SL(2Var(G 0 )) . Clearly, for all j, k, u, v ∈ Z,
which shows the stationarity. Extend h to whole of R by the identity h(·) ≡ h(· + 2π). Notice that Thus, f (x, y) := (2π) −1 h(x + y), −π ≤ x, y ≤ π , is the spectral density for (X j,k ). Furthermore, for integers j = k,
[−π,π] 2 e −ι(jx+ky) f (x, y)dxdy = 0 , and therefore, the hypothesis of Theorem 2.5 is satisfied with A n := {−n, . . . , n}. This completes the proof.
