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A noise analysis is conducted on an interferometric sensor employed 
in the study of underwater acoustic noise. Primary emphasis is placed 
on finding the output Signal to Noise Ratio of the sensor. 
Once the initial problem of the type of noise is established, the 
analysis proceeds along fairly classical lines. Field equations estab-
lish the signal reaching the detector. Linear filter analysis estab-
lishes the nature of the spectrum after passing · through a lowpass 
filter. Finally, second moment theory is used to derive expressions for 
the output Signal to Noise Ratio. 
It is noted that the random ocean noise introduced to the filter 
randomly phase modulates the signal. 
value of the Signal to Noise Ratio. 
This noise seriously affects the 
It is hoped that the spectral 
analysis presented will assist designers in minimizing the noise input 
to the system. The sensor is more sensitive to low frequency acoustic 
signals such as would be encountered from distant ocean vessels. 
Regardless of the noise spectral density, these sensors can be used with 
relative confidence as under water Acoustic Hydrophones. 
ACKNOWLEDGEMENTS 
I appreciate the generous help of my advisor, Dr. Ronald L. 
Phillips, who guided me through this research project. I also want to 
thank my wife. Without her encouragement and support this paper 
probably would never have been written. 
iii 
TABLE OF CONTENTS 
LIST OF FIGURES 
INTRODUCTION 
OVERVIEW OF INTERFEROMETRIC SENSORS 
GENERAL COMMENTS 
THE AUTO-CORRELATION FUNCTION • 
LOWPASS FILTER ANALYSIS • 

















LIST OF FIGURES 
1. Diagram of the Interferometric Sensor . . . . . . . 
2. Output SNR FOR Gaussian Correlated and Uncorrelated Normal 
Noise versus Integer Multiples of the Acoustic Frequency 
for the Filter Cutoff Frequency . . . . . • . . . . . 
3. Output SNR for Lowpass Correlated Normal Noise versus 
Integer Multiples of the Acoustic Frequency for the 






Since 1977, when the first paper on the sensitivity of optical 
fibers to acoustic pressures was written, acousto-optic sensors have 
been the subject of much research and development (Bjorno 1980). Naval 
Research Laboratories has spent a great deal of time working on the 
optical fiber interferometer as an acoustic sensor for the underwater 
detection of sound (Bucaro 1977). In any detection system, noise 
analysis plays an important role and the fiber optic sensor is no 
exception. The subject of this paper is an analysis of the noise 
introduced in a fiber optic hydrophone from the environment. The noise 
will be modeled as a Gaussian random variable with several different 
correlation coefficients and thereby, different spectra (Hanish 1980). 
By use of the autocorrelation function and its Fourier Transform, the 
Spectral Density, a closed form expression for the Signal to Noise Ratio 
(SNR), will be developed. Finally, the signal shall be passed through a 
lowpass filter to see any improvements that can be made to the SNR by 
filtering. 
OVERVIEW OF INTERFEROMETRIC SENSORS 
The sensor in this paper uses the principle of optical interference 
to detect acoustic signals. As a detection device, the Mach-Zehender 
Interferometer has found widespread use in all areas of science and en-
gineering (Hecht 1979; Drzewiecki 1985). Due to its simplicity and ease 
of construction, Naval Research Laboratories has turned to the Mach-
Zehender Interferometer as one of its fiber optic sensors (Bucaro 1977). 
Below is pictured such a sensor (Figure 1). The laser produces a 
beam that is split by a beam-splitter into the two legs of the inter-
ferometer. One leg is unaltered and will be used as the reference beam 
for the sensor. The other beam travels down the sensor leg which 
contains a fiber optic coil. This coil is acted upon by acoustic 
pressure which changes the optical path length of this sensor leg. This 
produces a phase shift · in the sensor which phase modulates the laser 
beam in the sensor leg. The beams are recombined by use of a beam-
splitter and the resulting interference pattern is detected by a "square 
law" detector which produces an output proportional to the square of the 
input signal. The output of the detector is 
difference introduced by the acoustic pressure. 
related to the phase 
It is from this output 
that the acoustic signal's frequency information will be extracted. 
Finally, the filter in the diagram refers to an ideal bandpass filter 
followed by a lowpass filter. The signal is passed through this filter 
network in an attempt to improve the Signal to Noise Ratio. 
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FIBER OPTIC COIL 






Figure 1. Diagram of The Interferometric Sensor. 
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The principles of interference provide a straightforward mathe-
matical model to analyze. The laser beam produces a plane wave of 
single frequency in the form of: 
E = E exp [i[w t - Kz]]. 
0 
(2.1) 
As this field passes through the reference and sensor legs of the 
interferometer, its phase is changed by the system. The "phase 
shifters" in this system are the environmental noises that are present 
in the system and the time varying acoustic signal of interest. The 
electric field in the two legs can then be described as (Bush 1982): 
(2.2) 
for the sensor leg and 
(2.3) 
for the reference leg, where 





=the static phase shifts produced by the optical path 




<f>Nl ( t) 
phase shift produced by the signal source, 
the optical frequency of the laser, 
the noise introduced in the signal leg, 
~N2 (t) = the noise introduced in the reference leg. 






Finally the combined field is passed through a square law 
detector which produces an output, S(t), which is proportional to 
-* 
EI EI • 
Therefore, substituting the fields given in equation (2. 2) and 
(2.3) into the equation for EI the output of the square law detector 

















(t), which is the difference in the noise 
phase terms. 
The acoustic signal <P. (t:) 
1 
is composed of various factors. Each 
of these factors will change the optical path length of the fiber sensor 
by compressing it with acoustic pressure. This change in path length 
causes a phase shift in the sensor which is passed onto the rest of 
the system. This paper shall model the acoustic signal as Bsinwat. 
This signal was chosen for simplicity and its illustrative nature. The 
functional form of the phase shift is (Bush 1982) : 
<P.(t) = [(dN) 
N (dL)] KL P(t) (2.6) +-
1 dp L dp 
where 
L = The length of fiber exposed to the acoustic field, 
N = The effective index of refraction of the fiber, 
p = The static pressure, 
P(t) = The acoustic pressure which phase modulates the sensor, 
and 
K The wave number of the optical frequency. 
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Physically, this equation makes sense. The change in optical path 
length due to acoustic pressure is dependent upon three distinct 
effects. First is the time varying nature of the acoustic pressure 
which is described by P(t). Secondly, the index of refraction of the 
fiber optic coil will vary with the surrounding pressure and the 
material properties of the fiber. Finally, the fiber's length itself is 
a function of the pressure as it compresses or expands with changing 
pressure. Each of these factors is considered in the expression given 
in equation (2.6). 
In this paper, only the time varying terms will be analyzed since 
the non-varying Direct Current (DC) terms contain no information on the 
acoustic pressure variations. These DC terms simply provide a baseline 
voltage. Therefore, it is pr.oposed that the DC terms be filtered from 
the output of the detector by use of an ideal capacitor which does not 
affect the time varying terms. Even though ~S shall be chosen to be 
zero for convenience with no loss of generality, the detector output is 
a highly non-linear function of the acoustic signal. This non-linearity 
is due to the fact that the process of phase modulation mixes the signal 
with the carrier within the phase .variations of the field. In addition, 
the term ~~N(t) will tend to bury the signal in a phase envelope of 
noise by likewise mixing with the signal. This is called random phase 
modulation. In the case of this paper, ~~N(t) will be chosen to be a 
normal random variable with zero mean. 
this noise in more detail. 
The next section will discuss 
GENERAL COMMENTS 
As discussed earlier, the fiber optic interferometric sensor is 
susceptible to random noise produced by the environment which acts to 
bury the information of interest. This noise appears in the phase term 
of the sensor output and serves to randomly modulate the phase of the 
signal. Thus, the sensor undergoes random phase modulation in addition 
to the modulation brought about by the acoustic signal. This phase 
modulation acts to further complicate the extraction of the acoustic 
signal from the sensor. 
The above noise is produ~ed by several sources. First, the sensor 
background noise consists of the noise introduced due to the lack of 
coherence in the sensor brought about by the difference in the length of 
fiber which makes up the reference and sensor legs (Bush 1982). This 
term represents a contribution to the minimum de.tectible signal thresh-
old level. As noted earlier, however, this term will be arbitrarily set 
to zero since it is considered to be a static, non-varying term. The 
overriding noise term, however, is the thermal induced phase fluctua-
tion due to the shifting temperatures in the ocean environment. Naval 
Research Laboratories has noted phase shifts of between 500 rads/m C and 
0.128 rads/m C (Bush 1982; Hanish 1980). It is this thermal noise that 
this paper shall address since it tends to obscure the signal in a 
significant and complex fashion. 
The ocean thermal noise can be modeled as a large number of random 
variables each with a different probability distribution. The statis-
7 
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tical theorem called the Central Limit Theorem states that the Sl.Ull of a 
large number of statistically independent random variables produces a 
random variable whose probability density distribution is Gaussian. If 
this is the case, then the thermal noise introduced to the sensor can be 
modeled as a random variable having a Gaussian Distribution. This is 
one of the classical models of ocean thermal noise and will allow for a 
statistically reliable model (Bennett 1956). 
Based upon the above argument, the statistical phase error in the 
sensor due to ocean thermal noise shall be represented as having a joint 
probability density distribution of (Cooper 1971): 
where 
{ -1 exp 
2 
2 ( 1-p ) 
(3 .1) 
the statistical standard deviation of the noise in refer-
ence and sensor legs respectively, 
p the correlation coefficient between the noises in each 
leg, 
= the random phase 
legs respectively, 
variables in the reference and sensor 
P(~Nl' ~NZ)= the joint probability density function. 
This Gaussian distribution is also called the joint Normal distri-
bution. The form presented in equation (3.1) is specifically a Normal 
~ having a mean of zero. 
N 
This was chosen for distribution with each 
simplicity and ease of computation and will be used several times 
throughout the paper. 
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Much work has been done on the topic of random modulation (Rice 
1944; Middleton 1948; Papoulis 1983). However, random phase modulation 
has not received as much notice since problems of amplitude modulation 
(AM) and frequency modulation (FM) are much more common communication 
problems (Sttnnpers 1947). However, with the advent of these sensors 
random phase modulation has drawn increasing attention (Bush 1982). The 
noise analysis that is to follow in the next section is based largely on 
the works of Middleton and Rice which were completed between 1940 and 
1960 (Middleton 1960; Rice 1944). In this paper, both correlated and 
uncorrelated normal noise shall be investigated. Also, the correlated 
noise shall be analyzed in terms of several different correlation 
functions so that different spectral density properties of the system 
may be investigated. 
THE AUT(}-CORRELATION FUNCTION 
The heart of the noise analysis presented in this paper is the 
auto-correlation function. This common analytical function has found 
many uses in the area of electrical engineering, where it has been used 
to find the spectral nature of a signal. It has been noted that optical 
processes lend themselves well to this correlation analysis (Kumer 
1984). This paper shall utilize these properties and the properties of 
the Fourier Transform to develop a power frequency spectrtml of the 
output of the detector. 
Signal to Noise Ratio. 
This, in turn, shall be used to optimize the 
The auto-correlation function is defined as (Cooper 1971): 
Rss(T) = E[S(t) S(t + T)] (4.1) 
The above equation is the expectation value of the product of two func-
tions. The auto-correlation function allows one to compare a function 
with itself at a time T later and note the degree of correlation 
between them as a function of the time delay T. The correlation func-
tion also serves another purpose·. Its Fourier Transform is a Power 
Spectral Density (Cooper 1971). The Spectral Density allows for the 
analysis of the signal in terms of the distribution of power as a func-
tion of frequency. Also, the Spectral Density lends itself nicely to 
the analysis of a linear system (i.e., the lowpass filter) since, when 
multiplied by the square of the magnitude of a system transfer function, 
it produces the Spectral Density at the output of the system. This . is a 
powerful technique for linear system analysis. 
10 
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The above discussion shall be applied to the specific case of the 
acoustic detector presented earlier. This task is not a trivial one, 
but certain assumptions assist in the analysis. It shall be assumed 
that the random variables in this paper are stationary and ergodic. If 
a random process is stationary, then the choice of the time origin will 
not affect the nature of the process' probability density distribution. 
This is not a physical reality. However, it is a mathematical conve-
nience which closely approximates actual observable natural processes 
(Cooper 1971). The assumption of ergodicity proposes that each member 
of the process' ensemble exhibits the same statistical behavior that the 
entire ensemble exhibits. In other words, mean values and moments can 
be found either from the time average or the ensemble average (Cooper 
1971). This likewise, is a simplifying assumption which greatly reduces 
the complexity of the problem at hand. 
These simplifying assumptions allow for a solution in closed-form 
to this particular problem. The goal of the analysis to follow will be 
to find the auto-correlation of the signal after it passes through the 
square law detector. Once the auto-correlation function is found, the 
spectral density is easily found from the Fourier Transform of the auto-
correlation function. 
Beginning with the output of the detector, given previously by 
equation (2.5) as: 
where ~~ (t) = the difference in the two Gaussian noise random varia-
N 
bles in each leg of the sensor 
and 




where B is a small constant representing the sensitivity of the sensor 
to the acoustic pressure and wa is the acoustic frequency, it is 
possible to filter the unwanted terms from the output. The analysis to 
follow takes into account only the time varying components. It is 
proposed that the Direct Current terms be filtered out by means of an 
ideal capacitor leaving the time varying terms unchanged. This capaci-
tor produces the output given below: 
S(t) a cos[~.(t) + ~~ (t)] 
1 N 
(4.3) 
This filtering provides no loss of generality since it is only the time 
varying phase terms which carry any information. Finally substituting 
the expression for ~. ( t) 
1 
into equation (4.3) one is left with: 
S(t) a cos[Bsinwat + ~~N(t)] (4.4) 
This equation indicates that the output of the detector is a non-linear 
function of both the noise and the signal. This is an expected result 
since phase modulation mixes all phase shifting terms and this mixed 
phase must show up at the outpu~ of the detector. It is this mixing 
which makes signal extraction all the more difficult to do. 
At this point, a short proof is in order. It is known that the 
noise in each leg of the detector is Gaussian in nature. This paper 
assumes that the noise in each leg is independent of the noise in the 
other leg. This is a physically realizable case since it is possible to 
isolate each leg from the other by means of insulating the reference leg 
from the environment. Knowing the nature of the noise before the 
13 
detector allows one to determine the noise after the detector. The 
random variable of the noise at the output of the detector has been 
shown to be the difference in the two noises from each leg as given in 
equation (2.5) as: 
(4. 5) 
Based upon properties of random variables it is possible to analyze 
this situation. It is a well known fact tht the sums and differences of 
Gaussian random variables yield Gaussian random variables (Cooper 
1971). It is this very fact which makes this type of random variable 
easy to work with in large quantities. 
Applying this analysis to equation (4. 3) produces a very useful 
result. Since the random variables of equation (4.4) are statistically 
independent, zero mean Gaussian random variables, the above analysis 
leads to the conclusion that 6*N(t) has .a Gaussian probability density 
function. This conclusion shall be used throughout the rest of this 
paper. Noting that the process of phase modulation is a highly complex 
nonliner process, certain simplifications are necessary so that the true 
nature of the process is identifiable. It is possible to express the 
output of the square law detector as a series of Bessel functions (Bush 
1982). Rewriting equation (4.3) in terms of Bessel Function, one 




(B) cos6*N + 2[ I: J 2n(B) 
n=l 
x cos(2nwat)cos 6*N -
00 




Recalling that B is a sensitivity constant of the detector and is 
proportional to the amplitude of the acoustic signal, it is reasonable 
to assume that it is small in value; in other words B << 1. It shall 
also be assmned that the upper harmonic frequency terms of the signal 
can be neglected. Therefore, equation (4.6) can be modified to produce: 
(4. 7) 
If one utilizes the small argument approximation for the lower order 
Bessel function one may allow (Bush 1982): 
JO(B) ~ 1 (4.8) 
and 





Equation (4. 7) then becomes: 
S(t) a cos~cpN - B sin(wat)sin~cpN (4.10) 
It is now possible to expand this function utilizing trigonometric 
identities to produce: 
S(t) a cos~cpN + ~ [cos(wat + ~cpN) -
cos(wat - ~cp )] 
N 
(4.11) 
This signal is next passed through an ideal bandpass filter. This will 
limit the range of frequencies which are allowed to pass on to the next 
stage of the system, the lowpass filter. The lowest frequency passed is 
the acoustic frequency since it is the lowest frequency of interest for 
this problem. The highest frequency passed is below the second harmonic 
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frequency. This allows one to neglect the upper harmonic frequency 
terms in equation (4.7) as stated earlier. Therefore, when S(t) is 
passed through this part of the filtering process, only one term 
remains. The output of the bandpass filter is: 
B 
S(t) a Z cos(wat + ~~N) (4.12) 
This is a modified form of the output of this detector, but it is well 
to note that the phase information of the acoustic frequency and thermal 
noise is still intact. 
Continuing in the analysis of the output of the square law 
detector, it is necessary to be explicit in the time of concern in each 
term in equation (4.12). Therefore the output of the detector shall be 
written as: 
B 
S(t) a Z cos(wat + ~ ~Nl) (4.13) 
where ~ ~Nl = ~Nl(t) - ~N2 (t) at time t. 
Utilizing the definition of the auto-correlation function given in 
equation (4.1), the a·uto-correlation function for S(t) becomes: 
Rss (T) = E[S(t) S(t + T)] (4.14) 
where the E [ ] operator is the expectation value of the random vari-
ables. Substituting the value of S(t) from equation (4 .12) into 
equation (4.14) one produces: 
(4.15) 
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Simplifying equation (4.15) one produces: 
B2 
R88 (T) = -z;- E [(cos(wat + 6<PN1 ))(cos(wa(t + T) + 6<PN2 ))] (4.16) 
Equation (4.16) can be expanded by use of trigonometric substitutions in . 
order to produce the following equation: 
B2 
R88 (T) = -z;- E[(coswat cos 6<PNl - sinwat sin 6<PN1 )(coswa(t + T) 
x cos 6<PNZ - sinwa(t + T) sin 6<PN
2
)] (4.17) 
It is now necessary to rearrange this equation, grouping the time 
dependent terms and the statistical terms seperately. This will greatly 
simplify calculations later. Rearrangement yields: 
B2 
R88 (T) = ~ E[coswat cos(wa(T + t) cos 6<PN1 cos 6~NZ 
- coswa(t + T_) sinwat cos 6<PN
2
sin 6cpNl 
+ sinwa(t + T) sinwat sin 6<PN
2 
sin ~<PN1 ] (4.18) 
At this point it is possible to analyze equation (4.18) much 
further, based on the above grouping of the terms. The underlined terms 
share many points in common. Each of the underlined terms is a highly 
nonlinear function of the statistical noise. Each is independent of the 
acoustic frequency. Finally, they are not time dependent. Each is, 
however, dependent upon the time delay T. These properties are the 
result of assuming statistical independence and an ergodic nature of the 
random variables. Based upon these properties it is possible to write 
each of the above four terms in equation (4.18) as a product of a time 
17 
average and a statistical average. A statistical average or expectation 
value, E[], is defined as: 
00 00 
E[g(x,y)] J J g(x,y) f(x,y) dx dy (4.19) 
where f(x,y) is the joint probability density of g(x,y) which is a 
function of random variables x and y. 
A time average of a random variable x(t) x (t+T) is defined as: 
<x(t) x (t + T)) = -1- J x(t) x (t +T) dt T T 
0 0 
(4.20) 
These are the most useful forms of time and statistical averages (Ziemer 
1976) and are utilized extensively in this paper. 




A(T) <coswat coswa(t + T)) x E[cos Liq> Nl cos Liq> N2 ] , 
( 4. 2 2) 
B (T) (coswa(t + T) sinwat) x E[cos Liq>N2 sin Liq>Nl] ' (4.23) 
C(T) <coswat sinwa(t + T)) x E[cos il<P Nl sin Li<j>N2], (4.24) 
D(T) = (sinwa(t + T) sinwat> x E[sin Li<j>N2 sin Li<j>Nl] • (4.25) 
Each of the expectation values has been found in the first appendix of 
this paper. The results to follow are from this appendix. First, one 
finds that the value of the first expectation problem is: 
a2 + a2 
_ ( Nl N2) 
2 (Al.26) 
Closely related to this is the value of 
a2 + a2 
( Nl N2) 
2 = e (Al. 52) 
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The cross product terms of ~<PNl and ~cpN2 both result in zero as an 
answer, therefore: 
sin ~,+, ] 
't'N2 0 (Al. 33) 
and 
0 (Al.34) 
Armed with this information, it will now be necessary to find only the 
time average of equations (4.22) and (4.25). Equations (Al .33) and 
(Al.34) force B(T), equation (4.23) and C(T), equation (4.24) to be 
zero. Therefore, turning the analysis to the necessary time averages, 
it shall be necessary to use equation (4.20) twice to solve this 
problem. 
Using the definition of the time average one produces: 
(coswat coswa( t + T )> = -1- J coswat coswa( t + T) dt 
To T 
0 
where T is the period of one cycle of the random variables. 
0 
From Ziemer (1976) it is known that: 
1 
(coswat coswa(t + T)) = 2 coswaT 
Similary Ziemer (1976) provides the solution to 
which is 
(sinwa(t + T) sinwat) 
1 







Compiling this information together one forms the solution to equation 
(4.21), namely: 
This equation allows a person to compute the degree of correlation the 
detector output has with itself after any time delay, T. Up to this 
point it has not been necessary to be explicity state the time delay 
dependence of the correlation coefficient p(T). This has been permit-
ted since all integrations up to this point have been done with respect 
to time, t. If one now wants to compute the Fourier Transform of the 
auto-correlation function, it is necessary to be explicit as possible 
concerning all T dependencies. As discussed earlier, the Fourier 
Transform of the auto-correlation function, produces the 
Spectral Density, S(w). The Fourier Transform is defined as (Cooper 
1971): 
00 
F {f(t)} F(w) = f (4.30) 
where f(t) is a general function of time and F(w) is a function of w. 
F {} is a linear operator indicating the process of a Fourier 
Transform. It should be noted that the Fourier Transform allows one to 
transfer a function's domain from the Time Domain to the Frequency 
Domain. This is a most useful technique, and allows for frequency 
analysis that might otherwise not be possible. 
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To aid in the analysis to follow, equation (4.29) shall be rewrit-
ten as: 
RSS(T) = K (coswaT)[sinh (Cp(T)) + cosh (Cp(T))] (4.31) 
where 
- .!.. (cr2 + cr2 ) 
2 Nl N2 
and C = 
The T dependence of equation (4.31) is now clear. 
It is necessary to choose functional forms of the correlation 
coefficient, p(T) which are illustrative of the physical situation. 
The three forms to follow are chosen with the physical situation in 
mind. First, it shall be assumed that there is no correlation between 
the random variables 6$Nl and· 6<f>NZ. This is a simplification which 
allows one to see the general functional form of the Spectral Density. 
Allowing p(T) to equal 0 
between the random variables. 
becomes: 
R (T) = K coswaT 
SS 
implies that there is no correlation 
If this is true then equation(4.31) 
(4. 32) 
If one takes the Fourier Transform of equation (4. 32) , one produces 
(Cooper 1971): 
S(w) = Kn[o(w - wa) + o(w + wa)] (4.33) 
where o() is the Dirac Delta Function defined as having the properties 
(Ziemer 1976): 
t2 
I o<t - to) at = 1 
tl 
tl < to < t2 (4. 34a) 
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and 
o(t - to) 0 t * to (4.34b) 
Now one may finally substitute the value of the constant, K from equa-
tion (4.31) into (4.33) yielding: 
B2 n 
S(w) = ~8~ [o(w - wa) + o(w + wa)] e 
1 ( o2 + o2 ) 
2 Nl N2 
(4.35) 
Therefore the Spectral Density at the detector output is composed of two 
voltage spikes located at the positive and negative values of the acous-
tic frequency, wa. This symmetric spectrum is the product of the fact 
that the noises are uncorrelated. 
The first correlated noise chosen is the lowpass noise. This type 
of correlation is chosen due to the fact that it occurs frequently in 
nature. Based on Middleton (1960), the correlation coefficient for the 
lowpass correlation case is defined as: 
p(T) = (4.36) 
where /J.w is the bandwi th of the lowpass filter. 
N 
This paper shall 
assume the narrow band approximation; i.e., 
/J.w << wa (4.37) 
N 
This approximation shall be used to a great extent in later sections to 
simplify the equations. It is a realistic assumption since the system 
designer may set the bandwidth at whatever value he wishes. Substitu-
ting equation (4.36) into equation (4.31) produces: 
-/J.w J-rl -/J.w 'Tl 




Utilizing the property that the Fourier Transform of the auto-
correlation function is the Spectral Density, equation (4.38) can be 
transformed into the Spectral Density, S(w) of the signal at the 
output of the square law detector. Therefore, the Fourier Transform 
gives: 
-!:J.W 'T' F {Kcoswat sinh(Ce N ) 
+ (4.39) 
It is now best to solve this equation in two parts. Therefore let 




B = F {Kcoswat cosh(Ce )} 




Beginning with term "A" one soon discovers that it is not a common 
Fourier Transform found in tables. Therefore it shall be necessary to 
make certain approximations to solve it. 
(Gradshteyn 1980): 
sinh x 
one can write 
1 x -x 
2 
(e - e ) 
Utilizing the fact that 
(4.41) 
(4.42) 
This does not appear to be much simplier. However, since b.wN is small 
it is possible to write (Ziemer 1976): 
x 
e ~ 1 + X (4.43) 
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utilizing this approximation, equation (4.42) can be written as: 
(4.44) 
This reduces to: 
(4.45) 
Substituting equation (4.45) into equation (4.40a) yields: 
A= KC 
-~w f-rl 
{coswat e N } (4.46) 





~w 2 + (w - wa) 2 
N 
(4.47) 
In the case of term "B" in equation ( 4 .40b), a similar technique 
can be employed. Expanding the Hyperbolic Cosine as (Gradshteyn 1980): 
1 x -x 
cosh x = 2 [e + e ] 
one can write: 
-~w T -~w T 
-~w T N N 
cosh(Ce N ) = ; (e[Ce ] + e-[Ce l). 
(4.48) 
(4.49) 
Using equation (4.43)'s approximation for 
x 
e equation (4.49) becomes: 
-~w T -~w T -~w T 
cosh( Ce N ) = ; [ 1 - Ce N + 1 + Ce N ] 
Which equals: 
-~W T 
cosh(Ce N ) = 1 
Therefore, equation (4.40b) becomes: 





This Fourier Transform has been used previously in this paper and is 
equal to: 
B KTI[o(w + wa) + o(w - wa)] (4.53) 
Finally, the terms "A" and ''B" may now be combined to form the 
solution to equation (4.39). The Fourier Transform of the auto-
correlation function of the output of the square law detector is 
S(w) 
C6w C6w 
N N = K[----------------- + --------------- + 
6w 2 + (w - wa) 2 6w 2 + (w + wa)2 
N N 
TI O(W + Wa) + TI O(W - wa)) (4.54) 
As a last step the value of the constants C and K may be substituted 
into equation (4.55) to yield: 
- _!_ (cr 2 + cr 2) 




0 Nl 0 N2 6wN °Nl 0 N2 6wN ____ __;,,;;__;;..;.._________ + --------------~ 
6w 2 + (w - wa) 2 8w 2 + (w +wa)2 
N N 
+TI O(W + Wa) + TI O(W - Wa)) (4.55) 
This spectrum is the spectrum of the output of the square law detector 
with a lowpass correlation coefficient. It possesses the same voltage 
spikes at the acoustic frequencies as did the uncorrelated noise spectra 
plus an envelope of noise centered above each acoustic frequency. This 
is an expected result, in keeping with the physical situation. It is 
this narrow band noise which must later be extracted. 
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The final correlation coefficient to analyze with respect to 
equation (4.31) is the Gaussian correlation coefficient defined as 


















(T) = K(coswaT) [sinh(-C_e ____ s---) + cosh(-C_e __ s __ )] (4.57) 
Recalling that the Fourier Transform of the auto-correlation function is 
the spectral density it follows that: 
26w 2 
N 
F {K(coswaT)sinh(~C~e--E--~)} + 
26w 2 
N Ce F {K(coswat)cosh(~----s---)} 
For simplicity this shall be rewritten as: 








F {K(coswa-r) sinh (-C_e ____ )} 
£ 
2b.wN2 
F {K(coswa-r) cosh (-C_e ____ )} 
£ 
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( 4. 60a) 
(4.60b) 
Each of these two equations shall be solved using the same methods used 
with the previous correlation coefficient in equation (4.36). 
Again, beginning with term "A", equation (4.60a) will be rewritten 
as: 
-T2 /2b.W 2 
A = F {K(coswa't"( (.£.) (e N ) )} 
£ 
(4.61) 
where equations (4.41) and (4.43) were employed in the identical fashion 
as above. 
It shall now be useful to rewrite equation (4.30) for the Fourier 
Transform in terms of real functions. For even functions the Fourier 
Transform can be written as (Ziemer 1976): 
00 
F {f(t))} = F(w) J f ( t) ·coswT dT (4.62) 
Again, where f(t) is a function of time and F(w) is that function's 
Fourier Transform. Using this equation, (4.61) becomes: 
00 -T2 /2b.W 2 
K(coswaT)(~)e N COSWT dT 
£ 
(4.63) A = f 
-00 
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From a book of tables (Gradshteyn 1980), the solution to equation (4.63) 
is: 
I - t< w a - w ) 2 liw 2 - ..!_( w a + w) 2 fiw 2} A = KC 2nliw 2 {e N + e 2 N 
£ N (4.64) 
Also, the Fourier Transform of equation (4.60b) has already been shown 
to be: 
B = nK [o(w - wa) + o(w + wa)] (4.65) 
from equation (4.53). 
Finally, combining the results of equation (4.64) and (4.65) and 
substituting them into equation (4.59) for the spectrum at the output of 
the detector of the sensor, one ·finds: 
2 CJ CJ .!.(a 2 + 0 2) B Nl N2)- 2 Nl N2 




+ -8- e 
1 2 2 Z ( ONl + CJ ) 
NZ [o(w + wa) + o(w - wa)] (4.66) 
This Spectral Density, again, has the property that it has voltage 
spikes at the acoustic frequency (indicated by the Dirac Delta Fune-
tions) plus an exponential envelope of noise with its maximum value at 
the acoustic frequency. This means that most of the power is contained 
in a band around the acoustic signal with the maximum amount being at 
the acoustic frequency. This result is not suprising since it makes 
good physical sense that the sensor allows in more power around the 
design operating frequency then at, say, very high frequencies. 
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It is now convienent to find the auto-correlation functions and 
Spectral Densities for the output of the detector assuming that there is 
no signal present. This noise alone output will be used to find the 
total noise power present in the sensor's output. It is physically 
realizable by setting the acoustic frequency to zero or by isolating the 
sensor leg from the acoustic pressure wave. Mathematically, setting the 
acoustic signal, wa, to zero will make equation (4 .12) (the output 
signal from the Square Law Detector) appear as: 
(4.67) 
This change will allow for finding the auto-correlation functions for 
the various correlation coefficients, p(T)'s by simply setting wa = 0 
in equations (4.32), (4.38) and (4.57). Applying this condition 
produces, first for the uncorrelated noise with p(T) = O, an auto-
correlation function of: 
B2 
R (T) = (-) e 
SS 8 
(4.68) 
Fourier transforming this equation produces the Spectral Density of 
(Cooper 1971): 
(4. 69) 
which states that all of the noise power exists only at the frequency of 
zero. 
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Next, for the case of lowpass noise, as expressed in equation 
(4.38), setting wa = 0 makes the auto-correlation function at the 
output of the Square Law Detector: 
where C = oNloN
2 
• To Fourier Transform this auto-correlation function, 
one follows the identical procedure employed earlier to produce as the 
Spectral Density: 
-~wNf-rl 
S ( w) = F {RS S ( -r ) } = F { KCe + K} (4.71) 
where 
- 1 2 2 
B 2 t< a Nl + a N2 ) 
K = - e 
8 
Completing the indicated Fourier Transforms yields (Cooper 1971): 
S(w) 
2~W 
KC N ] + 2TI K o(w) (4.72) 
~w 2 + w2 
N 
Substituting into equation (4. 72) the values of "K" and .. c·· one 
produces: 
(4.73) 
Here, too, the maximum noise signal exists at the frequency of zero. 
Finally, equation (4.57) is converted using wa = O. This will 
give the value of the noise power signal for Gaussian correlated noise; 
i.e. , 




where e: = /2n1::::t.w2 
N 
Equation (4.57) becomes: 
(4.75) 
Once again the Fourier Transform shall be performed in the same method 
as earlier to yield (Cooper 1971): 
B 2 a a - -k a 2 + a 2 ) - .!..( w2 l:::t.w 2) 
S(w) ( ~l N2)(e 2 Nl N2 )(e 2 N ) + 
2 - -ka 2 + a 2) 
(1L.2!_)(e 2 Nl N2 ) o(w) 
4 
(4.76) 
This indicates once again that the maximum value of the noise power is 
at the zero frequency point. This common factor in all noise powers 
presented in this paper is due to the fact that the noise chosen is zero 
mean Gaussian noise that has a narrow band width around that zero 
frequency. 
THE LOWPASS FILTER 
The lowpass filter discussed in this paper is the classic lowpass 
filter constructed of a resistor and capacitor. This filter is used in 
conjunction with the bandpass filter to modify the system's output. 
Since the upper frequency limit for the bandpass filter was not exactly 
specified in the Auto-correlation Section, a lowpass filter is used to 
further restrict the frequencies allowed to pass through the system. 
This type of filter is generally modeled as a linear system with certain 
distinct linear features (Cooper 1971). The most important property of 
a linear system, such as this filter, is its ability to be described by 
a transfer function, H(w). 'This transfer function allows one to 
express the output of the filter immediately, if one has the input 
values. When looking at the spectral density of the linear system, the 
output Spectral Density s0 (w) can be expressed in terms of the input 
spectral density, S(w) and the magnitude of the transfer function as 
follows (Ziemer 1976): 
s0 (w) = IH(w)j 2 S(w) (5 .1) 
This most convenient expression shall be used in the section to 
follow to produce the output Spectral Density for the output of the 
lowpass filter shown in Figure 1. For a lowpass filter such as the one 
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used in this system, the square of the magnitude of the transfer 
function is (Ziemer 1976): 
jH(w) f 2 = __ l __ 
1 + (wRC) 2 
(5 .2) 
where R is the rating of the resistor and C the value of the capaci-
tor in the lowpass filter. 
Therefore, it is now possible to write the output of the filter in terms 
of equation (5.2) as: 
s0 (w) ---1--- S(w) 
1 + (wRC) 2 
(5.3) 
Now, based on the results of the Auto-correlation Function Section, it 
is possible to express the exact output spectra. First, if one looks at 
the uncorrelated case, p(L) = O, then the output spectra for the signal 
plus noise is: 
s0 (w) 
1 2 2 
B 2 - 2 (aNl + 0 N2 ) n 
(S-)(e )( )[c(w - wa) + c(w + wa)] (5.4) 
1 + ( WRC) 2 
and the output spectra for just the noise is: 
s0 (w) (5.5) 
where these equations were formed by substituting equations (4.33) and 
(4.69) into equation (5.3). 
For the case of lowpass correlated noise where p(T) = 
equations (4.55) and (4.72) will be substituted into equation (5.3). 
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Therefore, the output of the filter with the lowpass correlation coeffi-
cient for signal plus noise is: 
s0 (w) 
1 - -(o 
B2e 2 Nl 
2 2 
+ 0 N2 ) 
+TI (o(w - Wa) + O(W + wa)]] (5.6) 
and for noise spectral density alone: 
2 2 
+ 0 N2 ) o o bw 
[ Nl N2 N +TI o(w)] 
bw 2 + w2 
(5. 7) s0 (w) 
1 
- - ( (J 
B2e 2 Nl 
N 
The third and final consideration to do is the Gaussian correlated case 
where equations (4.66) and (4.76) can be placed in equation (5.3) to 
yield: 
s0 (w) 
1-t . w)2 !::,.w 2 
- 2\wa + N 
+ ONloN
2
e +TI o(w - wa) +TI o(w + wa)] (5.8) 
for the signal plus noise case. For the case of noise alone: 
1 2 2 w2 bw 
- 2 (oNl + 0 N2 ) N 
B2 e 2 
[ 0 Nl 0 N2 e s0 (w) +TI o(w)] (5.9) 
Each of these equations shows the frequency dependence of the output 
spectral density at the output of the lowpass filter, indicating the 
linear nature of the lowpass process. 
THE SIGNAL TO NOISE RATIO 
In order to gauge a system's performace specifications, it is 
necesary to look at the ratio of the signal power to the noise power. 
In the case of the system presented in this paper, it is not possible to 
pro-duce the signal without any noise at all. Therefore, this paper 
shall utilize an adaptation of the classical Signal to Noise Ratio; the 
Signal Plus Noise to Noise Ratio. However it shall still be called the 
"Signal to Noise" ratio. 
Central to the analysis to follow is the fact that the total signal 
plus noise power and the noise power can be found from the spectral 
density. Since the mean square value of the spectral density is the 
power of the signal, the following equation shall be utilized (Cooper 
1971): 
co 
xz J S(w) dw (6 .1) 
-CO 
where x2 is the mean square value of the spectral density or the power 
of the signal 
The above equation shall be used for each of the spectral densities 
presented in the previous section. These three cases were the Gaussian, 
lowpass, and uncorrelated noise cases. Solutions to each of these 
problems are detailed in Appendix II at the end of this paper. 
Therefore, for the case of uncorrelated noise, the Signal to Noise Ratio 
at the output of the lowpass filter is given by equation A2.14 as: 
SNR = 
1 (6.2) 
1 + (waRC) 2 
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Equation A2.91 provides the exact same equation for the Gaussian corre-




1 + ( waRC)2 (6.3) 
Finally for the lowpass correlated case, the Signal to Noise Ratio is 
given by equation A2.70 to be: 
SNR = ~-----1-------
2/2. (1 + (waRC) 2 ) oNloN2 
[2/3 + 3/2 AwNRC + ! /3 AwN2R2c2] 
1 - D.w 2R2 c2 
N 
(6 .4) 
In order to analyze this most important case of lowpass correlated noise 
it shall now be necessary to express the cutoff frequency as: 
1 
we= - = Nwa 
RC 
(6. 5) 
where the integer N is the ratio of the cutoff frequency to the 
acoustic frequency. Substituting this assumption into equation (6.4) 
yields: 
D.w D.w 2 
213 + 3/z N N + 34 /3 __ N_,,_ 
SNR = [--1--------] [ wa ( Nwa)2] 
fi wa ~N 
2 2 (1 + (Nwa)2 oNloN2 1 - (Nwa)2 
Reducing, this yields: 
D.w D.w 
213 + 3/2 __E + i f3 ( N) 2 
N2 Nwa 3 Nwa 
SNR = [--------][-----------] D.w 
2/2(N2 + 1) oNloN2 1 - (___!!)2 
Nwa 













0 1 2 3 
Figure 2. Output SNR For Gaussian Correlated and Uncorrelated 
Normal Noise verses Integer Multiples of the Acoustic 
Frequency For the Filter Cutoff Frequency. 
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This is the equation for the Signal to Noise Ratio for the lowpass 
case. Before any more simplification is done on this equation, certain 
bits of infonnation can be extracted which shed light on the problem at 
hand. First of all, from equation (6.7) one can see that as the 
acoustic frequency increases, the Signal to Noise Ratio decreases for a 
given cutoff frequency. As the acoustic frequency increases it places 
itself closer to the cutoff frequency and the possibility of removal 
from the system output. This suggests that this sensor is more respon-
sive to lower frequency signals. This is a useful feature in that many 
of the ocean sounds of interest are generated at very low frequencies. 
Secondly, as the Resistor-Capacitor time constant decreases or 
equivalently, as the filter cutoff frequency increases, the Signal to 
Noise Ratio decreases for the same acoustic frequency. Physically, this 
is reasonable since a higher cutoff frequency allows more system noise 
to be present but does not gain any additional signal power. The upper 
hannonic frequencies of the acoustic signal act as additional noise 
which tends to further obscure the signal. If the cutoff frequency 
becomes less than the acoustic frequency (or as N becomes less than 
one), the Signal to Noise Ratio will equal zero since no signal power is 
allowed to pass. 
It is possible to rearrange equation (6.7) even further in the hope 
of gaining additional insight into the problem. Employing the narrow 
band approximation for the last time to remove the insignificant terms 
of the ratio of the bandwidth to the acoustic frequency one produces: 
SNR = (4) ( 1 ) [ N2 
2 o Nl o NZ N 2 + 1 
+ (6. 8) 
1.2 
1 2 3 N 
Figure 3. Output SNR For Lowpass Correlated Normal Noise 
verses Integer Multiples of the Acoustic Fre-
quency For the Filter Cutoff Frequency. 
39 
This form clearly shows the functional dependence of the Signal to 
Noise Ratio on the bandwidth of the noise, the cutoff frequency and the 
accoustic frequency. Utilizing this equation, a system designer could 
adjust the cutoff frequency to permit the maximum Signal to Noise 
Ratio. One further simplification shall be employed to show the 
dependence of the output of the lowpass filter Signal to Noise Ratio on 
the input Signal to Noise Ratio for each of the legs in the sensor. If 
one allows the two aN's in equation (6.8) to equal a single a (i.e., 
assume that the standard deviation of the noise input to the reference 
and sensor legs is equal), one can produce a more meaningful equation 
which will allow for the expression of the output Signal to Noise Ratio 
in terms of the input Signal to Noise Ratio. Therefore Equation (6.8) 
can be written as: 
SNR (6.9) 
Now the input S~gnal to Noise Ratio in the sensor leg, SN~N can 
be defined as (Andrews 1971): 
(6.10) 
where B is the amplitude of the signal (B2 is the signal power) 
and o2 is the variance of the input noise (o 2 is the noise power). 
It shall be assumed that the amplitude of the signal B is constant in 
magnitude. One notes that it is now possible to write the output Signal 
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to Noise Ratio in terms of the input Signal to Noise Ratio. After some 
algebraic rearrangement one is left with: 
SNR (6.11) 
where N is still the ratio of the acoustic frequency to the cutoff 
frequency of the lowpass filter. Therefore, the output Signal to Noise 
Ratio is a monotonically increasing function with respect to the input 
Signal to Noise Ratio. Physically, this makes sense, since the fraction 
of signal to noise which makes it through the system should be directly 
proportional to the fraction that starts at the input of the system. 
This is in agreement with previously published works in this area 
(Andrews 1971). 
CONCLUSION 
The goal of this paper was to analyze the signal output of a fiber-
optic interferometric sensor. To this end, the following results were 
obtained. The output signal of the interferometric sensor, when passed 
through a square law detector, produces a signal that is randomly phase 
modulated by thermal ocean noise. This signal was analyzed by use of 
the auto-correlation function. This auto-correlation function was then 
Fourier Transformed from the time domain to the frequency domain to 
produce a Power Spectral Density. As one might expect, this Spectral 
Density showed the acoustic signal buried in a Gaussian noise spectrum. 
Various correlation coefficients were chosen and their spectra were 
analyzed. Each and similar functional forms for their spectra. 
Next, the signal was passed through a lowpass linear filter. For 
each of the correlation coefficients mentioned earlier, a Signal to 
Noise Ratio was found. The Signal to Noise Ratio chosen was the ratio 
of the signal plus noise power to the noise power. This definition for 
the Signal to Noise Ratio was chosen since it is a physically realizable 
measure of the system's performance. It was determined that the Signal 
to Noise Ratio was dependent upon the acoustic frequency as well as the 
bandwidth of the noise and the value of the cutoff frequency of the 
filter. 
The special case of the lowpass correlated Gaussian noise was 
analyzed in detail. Two notable features of the Signal to Noise Ratio 
were discovered. First, as the cutoff frequency of the lowpass filter 
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increased, the Signal to Noise Ratio decreases and, as it decreased, the 
Signal to Noise Ratio increased. This is due to the fact that beyond a 
certain frequency one only gains noise with no extra gains in signal. 
It was also found that the Signal to Noise Ratio at the output of the 
lowpass filter was directly proportional to the Signal to Noise Ratio at 
the sensor input. This was an expected result and is in agreement with 
previous work on this type of sensor. The lowpass case is important 
since it would be the most common case in actual practice. The presence 
of the lowpass filter even in this paper's system, tends to support this 
claim. 
This noise analysis is by no means complete. Future areas of 
research are in no.n-Gaussian random noise, correlated noise in the 
reference and sensor legs of the sensor and many other variations on the 
system configuration. This paper analyzed the problem in such a way 
that closed form solutions were achieved. Numerical analysis could be 
used to further explore this problem without using the approximations 
utilized in the derivations. 
long time to come. 
Research in this area will continue for a 
APPENDIX I 
The solution of the expectation value problems presented in this 
paper are non-trivial in nature. So as not to lose continuity it was 
felt best to place such solutions in the separate appendix. There are 
four expectation value problems to solve and each will be solved in turn 
in the appendix. These expectations are: 
1. E [ cos6<t>Nl cos6<PN2
] (Al. I) 
2. E [ cos6<PN
2 sin6<PNl] 
(A2.2) 
3. E [ cos6<PNl sinil<PNZ] (Al. 3) 
4. E [sin6<PN2 sin6<PNl] 
(Al .4) 
where in each case, the joint Probability Density Function is given by: 
1 
~~~~~~~~~ exp 







+ (Al. 5) 
which shall be substituted into equation (4.19) to solve for each of the 
above expectation valve problems. 
00 00 
= I I 
x e (Al. 6) 
1 
c = 2(1-P2) 
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Separating terms one produces: 
00 







For ease of computation equation (Al.7) can be expressed as: 
bcp 2 







b<j> 2 b<j>Nl 6<f>N2 
00 
[-C N2 + 2pC ] 











00 -Bb<j> 2 ybcpN2 








Noting that each of these integrals is in the form of (Gradshteyn 1980): 
y-i b 2 
j cosbx e-Bx2 - Yx dx = ~ ~ {e( 4B )erfc (Y-i b) 
o 2/B 
( y+i b) 2 




Therefore, the integral can finally be solved: 
(Y-i) 2 (y+i) 2 
A=.!. /i {e 4B [1 - erf (Y-i)] + e 4B [1 - erf (y+i)] 
4 B 2/B 2/B 
+ e 
- Y-i 2 
( -4B ) . 






Simplifying, and using the fact that erf(-x) = - erf(x) one achieves: 
(y-i)2 
1 fff 4B 





y 2 -2iY-1 
A = l. fo- { ~ 4B ) 
( y 2 + 2iY-l) 
4B } 
2 B + e 
Further simplification leads to: · 
(y2-l) 1 -2iY +2iY 
A = 1 e 4B 2 { e 4B + e 4B } 
(y2-l) 













aN22 n - --
A = - e 4c [e c 
(Al .18) 
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Recalling the original equation, and substituting equation (Al.18) into 


























But this integral has a known solution (Gradshteyn 1980). Therefore: 
cr 
- 1-o -~) 2 (2 cr 2 ) 
2D 1 4 ONl Nl 
[ ~~ ~~ ] = ~ - '2n~ 2 {e E cos ~Nl cos o/N2 K 4 v VNl 
+ e (Al.22) 
[Item 3.898.2] 
This form can be further simplified: 
x {e + e (Al.23) 
Simplifying one produces: 
x {e (e + e )} (Al .24) 




Upon substitution and simplification the final solution is: 





6cp 2 6cp 2 
_ [ Nl + N2 ] 
ONl 2 ONZ 2 
f f e 
2 pC6cpN1 6cpN2 
- [ 0 0 ] 
Nl N2 
x e 
One can write this utilizing terms already defined: 
00 
= f e 
6<J>Nl 2 
0 2 
Nl A . d6<J>Nl 





Using trigonometric identities one produces: 
now this integral is in the form of (Gradshteyn 1980): 
p2 
J 
_ q2x2 /TI - 4qz-
e sin[px + pA] dx = ~ e sin pA 
q 
[Item 3.896.2] 
However in this particular case A = 0 therefore: 
(4). 
0 by an identical solution. 
00 




6cp 2 6cp 6cp 
_ [C N2 _ 2pC Nl N2] 
ON2












sin6cp ] = .!_ J sin6cpNl e Nl K _
00 
6cp 2 
_ C Nl 
0 2 
Nl (Al .36) 
00 
where a = J sin~<PNZ e 
-00 












- Bilcp 2 
N2 
e 




(y-i b) 2 
e-Bx
2 
- Yx sinbxdx = -! { [{e 4B 
- {e 
(y+ib) 2 






(y-i) 2 (Y+i) 2 
a=.!. /i [(e 4B [1-erf(y-i)]) - (e 4B [1-erf(Y+i)])] 
4 B 2fi 2/B 
(-Y-i) 2 
+ .!. Ii [ ( e 4B 
4 B 












Simplifying one achieves: 
(Y-i) 2 
Cl = -i ;--!_ [ e 4B 
2 B 







(y2 +2 iY-1) 
4B 
2Yi 
Cl [.L_ ( 4B 2i e 
Simplifying equation (Al.45) results in: 
Cl sin 
Substituting into a as was done earlier produces: 













(Al. 4 7) 
Substituting into the original equation (Al .35), and simplifying one 
obtains: 
00 
E [sin~<f>NZ sin~<f>Nl] =~!.co sin~<f>Nl 
a ~<I> 
. ( N2 Nl) x sin p e 
0
Nl 
d~<f>Nl (Al. 48) 
But this integral has a known solution (Gradshteyn 1980): 
0
N2 _ (1-p --)2 cr 2 
crNl Nl 
0
N2 _ (l+p -)2 a 2 
crNl Nl 
----
2 2 x {e - e 
} 
[Item 3.898.1] 
Simplifying, one produces: 
cr cr 
2P Nl N2 -pcr cr 
x (e 2 _ e Nl N2)} 
1 x (- e 
2 
( cr 2 + pcr 2) 
Nl N2 
2 







Finally substituting the constants · into the above equation one obtains 
the final answer: 
(cr 2 + cr 2) 
Nl N2 
2 
sinh( pcrNl crN2 ) 
(Al.52) 
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In summary, the derived results are: 
(o 2 + o 2) 
Nl N2 
1. 2 cosh( pONl ON2) (Al. 26) 
2. E [cos6<PN2 sin6<f>Nl] 0 
(Al .33) 
3. E [cos6<f>Nlsin6cpN2 ] 0 
(Al.34) 




4. E [sin6<PN1sin6<PN2 ] 
2 
sinh ( pONl ON2) (Al. 52) = e 
APPENDIX II 
Solutions to the signal to noise problems presented are quite com-
plicated in nature. The three cases to be evaluated are: 
Case 1. 
1 2 2 
- 2(crNl + 0 N2 ) 














B2 s0 (w) = N 
e 
e 
x [o(w-wa) + o(w+wa)] 
1 2 2) - Z (crNl + 0 N2 
B2 e ___ 4_(_1 +_(_w_R_C_) ..,,,...2 )--- 1T o ( w) 
- _!_( (J 2 + (J 2 ) 
2 Nl N2 
B 2 e 
8(l+(wRC)2) 
+ 1T o(w-wa) + 1T o(w+wa)] 
- .!_( (J 2 + (J 2 ) 
B2 e 2 Nl N2 
4(1 +( WRC) 2) · 
cr cr 6w 
[ Nl N2 N + 1T o(w)] 6w 2 + w 2 
N 
- _!_( (J 2 
2 Nl 
+ (J 2) 
N2 





8(1 +( WRC) 2 ) 
+ e 
1( 2 + (J 2) - Z 0 Nl N2 
8(l+(wRC) 2) 
[ 1T o(w-wa) + 1T o ( w+wa) ] 
_ _!_(cr 2 + cr 2) w
26w 
N 
2 Nl N2 2 e 











The Signal to Noise Ratio was defined as (Papoulis 1984): 
00 
~TI J 0 dw X~+N S S+N(w) -00 
SNR =--= 
xz- 00 ~TI J SoN(w) dw N 
-00 
(A2. 7) 
Therefore, each case defined above shall be evaluated for the mean 
square values and then for the Signal to Noise Ratio. 
Case 1. 
Given the equation for signal plus noise power in equation (A2.7), one 
produces: 
00 
-z- _ K f o(w)-wa) o(w+wa) dw 
x S+N- TI 8(2TI) _
00 
[ l+(wRc)2 + l+(wRc)2] 
(o 2 + o 2) 
Nl N2 
2 
Evaluating the integral one finds: 
-2- K 1 1 ] 
X S+N = 16 [·l+((wa)Rc)2 + 1 +( (-wa)RC)2 




S+N = B [l+(waRC)2 ] 
Based on equation (A2.7) the noise power is found by: 
00 
x2 = Kn J 
N 4( 2 )n _
00 
o(w) d 































A = f N N N dw 
_
00 
(l+(wRC)2)(!:::.wN2 + (w-wa)2) ' 
B 
00 
J TI o(w-wa) C = (l+(wRC)2) dw, 
-00 
00 







Each of these integrals need to be evaluated in turn and Stllilmed to 
produce the final value of signal plus noise power. 
Beginning with A: 
00 
A z J 1 2 dw (l+(wRC)2)(bw 2 + (w -2waw + wa2)) 
-00 N 
where z 0 Nl 0 N2 bwN 
00 
1 = A z J (1 +( wRC) 2)(w 2-2waw + (wa2 + bw 2)) 
-00 N 
let Q = R2 c2 
P = -2wa 
Therefore: 
s (bw 2 + wa2) N . 
A = Z f l dw 
_
00 
(l+Qw 2)(w 2 + :Pw +S) 
For convenience let 1 T = (1+Qw2)( w 2 + PW + S) 
00 
Therefore A = Z J T dw 
-00 
Now expanding T in terms of partial fractions one obtains: 
A'w+C B 'w+D 
T = (l+Qw 2) + w2+Pw+S = 
1 
( 1 +Qw2) (w2 +Pw+S) 
Cross multiplying and expanding leads to: 
(A'w+C)(w2+Pw+S) + (B'w+D)(l+Qw2 ) = 1 










Now equating coefficients: 
0 A' + B'Q For w3 (A2. 27) 
0 = A'P + C + DQ For w2 (A2.28) 
0 A'S + CP + B' For wl (A2.29) 
1 = CS + D For wO (A.30) 
By Gaussian elimination one finds: 
A' 
- pg2 
(QS-1) 2 + p2q' (A2.31) 
B' = -Pg 
(QS-1)2 + p2q' (A2.32) 




(QS-1) 2 + p2q• (A2.34) 
Having determined these coefficients, one must solve the integral in 
equation (A2.22). Writing A as: 
()I) ()I) ()I) 
A'w C dw J B'w dw 
A z £00 (l+qw2) dw + z ~oo (l+QW2) + z -00 w2+pw+s + 
00 
+ z J D dw w2+pw+s (A2.35) 
59 
From a book of solution to such integrals (Gradshteyn 1980) one finds 
that: 
A = Z A' [ 0] + ZC [ 1T I/ + DZ [ 1T I/] 




For B, in equation (A2.17) the only difference is P = 2wa as opposed 
to P = - 2wa, but each of the terms above is expressed in terms of P2 
therefore A= B where A is given by equation (A2.38). 
00 
Now c = 1T J o(w-wa) dw 
_
00 
( 1 +( wRC)2 ) 
1T (A2. 39) 
(1 +( waRC) 2) 
Finally, by inspection: 
D = (1 +( waRc)2) 
1T (A2. 40) 
Therefore: 
Now for the case of noise alone: 
oo a a ~w 
X 2 K f [ Nl N2 N 0 ( ) ] 
N = (2n)(4) _oo (~wN2+w2)(l+(wRC)2) + n w dw 
~-~----1-~~-~-- dw + K 
(~w 2+(~w 2 R2 c 2+l)w + R2c2w4 ) 8 
N N 
Again, simplifying results in: 
where 
and 
1 dw + K 
qw4+ aw2+C 8 
Q = R2c2, 
a ~w 2 R2 c2+1 N , 




- KZ Q 















a 2 1 
f = 2 - 2 I a 2-4QC 
a 2 1 
g = z + 2 /a2-4QC (Gradshteyn 1980) 
[I tern 2. 161. 1] 
00 
but J dw 
_oo qw2+f 




X 2 N = ~z /Qf - /'Qg] + K 
lfg g (A2.47) 
Simplifying: 
X 2 = K [ zlQ (If - fg) + 1 ] 
N 8 /fg 
(A2. 48) 
Therefore, substituting into equation (A2. 7) the results of equation 
(A2.41) and (A2.48) are: 
SNR = _!_ [ Z lq (If - /g) 
2 v'fg 
[ (2Z) ( Q2 S-Q 





2( s-P2) 2 
(A2. 49) 
(A2.SO) 
This most complex expression contains the Signal to Noise Ratio as a 
function of frequency. Based upon the assumption that the bandwidth of 
the noise is very small as compared to the acoustic frequency, "Narrow 
Band Approximation" this equation reduces to give the Signal to Noise 
Ratio in closed form. 
62 
It is now necessary to simplify this expression making liberal use 
of the narrow band approximation, ~w < < w a. 
N 





SNR = /fg [((SQ-1)2+p2q)(/Q (./f-/g) + /fg)]-1 z 
(A2.51) 
(A2.52) 
Now dividing termwise and taking the most significant term (i.e. drop-
ping the remainder) one produces: 
,.., ffi lfg 
SNR = - + 





Now substituting in values for the terms in brackets: 
SNR :; fig 
IQ (If-lg 
1 +------] 
Z( 1 +wa2 R2 c2 ) 
63 
(A2.55) 
Now based on the narrowband assumption the only significant term is the 
last one. Therefore: 
SNR :; fig 
IQ (If-lg) 
[ 1 ] 
Z( l+wa2 R2 c2 ) 
Further substitution leads to: 
SNR = [ l ] x 
Z( 1 +wa2 R2 C2 ) 
a 2-4QC 
4 ] x 





Squaring terms, one produces: 
SNR = [ l2 ] x 
2RCZ( 1 +wa2 R2c2) 
(A2.59) 
Factoring out a ~WJlC one produces: 
~w 
SNR = [ N ] x 
zl2 (l+( WaRC) 2 
(A2. 60) 
Again employing narrow band approximations, any term on the order of 
~w 3 or greater is a small term. Therefore: 
N 
~w 
SNR = [ N ] x 





where A = ____ N __ _ 
12 (l+wa2 R2 c2 )z 
(A2. 63) 
Expanding each term and factoring one obtains: 
(A2.64) 
(A2.65) 
Now completing the square for the first term: 
(A2.66) 
Simplifying, 
Finally dropping the flw 4 
N 
terms, one achieves: 
Grouping terms results in: 
213 + 413 l:lw 2 R2 c2 + 312 l:lw RC 
"'A[ 3 N N] 











A' = f 
= __!___ [ A' + B ' +C' + D' ] 
161T 
l:lw 2 

















- (wa2 + 2 waw + w2 ) 
e 
(1 + (wRC)2) 
C' I n c(w-wa) 
= _
00 
(1 + (wRC)2) dw, 
00 
D' = I n c(w + wa) _
00 








A' = e 
2 I 
-00 
- (w2 -2 waw) 6.w 
N 
e 2 
(1 + (wRC)2) 
00 
A' T I 




T = e 
a = .!.. 6.w 2 
2 N ' 
b wa6.w 2 , 
N 
1 + (y)w 2 





1 T I; eb
2 /a erf (law + b/la) 
2 { -; - (1 + yw2) 2 (2yw) dw 
-00 
00 
T !-;- eb2/a J A' = - I ..:.:. (2Y) 
2 a 
w erf (law + b/./8.) 










Now using the first term of the series expansion for error functions as 
a first order approximation in the form of (Gradshteyn 1980): 
erf(x) :; L x 
rrr 
[Item 3.253.1] 
Substituting equation (A2.80) into (A2.79) produces: 
00 
w (L)(raw + b/.fa) dw In o + yw2)2 
la 3/2 00 
J a w dw + !.__ J w dw] 
_
00 
(l+yw2)2 l""'i. -00 (l+yw2)2 · 
Using the relation (Gradshteyn 1980) 
00 
J 
-00 (ax2 + bx +C)N 
One notes that: 
E(m) 
2 
x [ I: 
K=o 










since, based on term wise comparison with equation (A2.82), there is no 
term corresponding to b. Therefore (A2 .83) reduces to zero. By the 
exact same prodedure B' reduces to: 
B' = 0 (A2.84) 
From previous work one sees that: 
C' [ 1 ] 
= n 1 + (waRC) 2 
and 
D' [ 1 ] 
= 1T 1 + (waRC) 2 
Therefore: 
K 1 
(2)(8)n [ 2n][l + (waRC)2] 







N2 n o(w) 
X
2
N (2n)(4) ~00 [ (1 +. (wRC)2) + (1 + (wRC)2)] dw 
00 
x2 




(1 +yw 2 ) dw + n] 
x2N is the same form as A' in the S+N case. 
Therefore: 
x2N = ~n [n] 







8 [l + (waRC)2] 1 
K (n) 
81T 
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