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1.1. INTRODUCTION AND DEFINITION OF THE PROBLEM 
In this paper we are concerned exclusively with approximating real-valued 
functions of a real variable by real polynomials, on the interval [- 1, 11. 
Let p&-f, x) 3 CT=, aixi E P, and f(x) E L [--I, l] be the space of 
integrable functions on [-I, 11. pn(,4*, x) is defined to be a best L, ap- 
proximation from P, to f(x) on [- 1, I] if 
41 dx G I1 I f(x) - pn(A xl dx 
-1 
for all coefficient vectors A in Euclidean n + l-space. &l(f) shall be referred 
to as the minimal, or best, L, deviation off with respect o P, . 
We denote by U?(x), the Chebyshev polynomial of the second kind of 
degree r for all real r. By a U-polynomial of degree N, we mean an expression 
of the form CL0 ejUj(x), where {ej}E, are real scalars. We let Pm,,, denote 
the class of all U-polynomials of degree IZ where e, is fixed and nonzero for 
a particular m < n. 
It follows from the argument in [I, p. IO] that there exists a pz,, E P,,, 
such that forf(x) E L[-1, 11: 
J%,,(f) = j-l I f(x) - ~iit,n(x)l da-c < j”’ I f(4 - ~m.n(x)I d-x -1 -1 
for all pmsn fz Pm,, . 
This pz,, is defined to be a partial best L, approximation to f from P, . 
The motivation for investigating the partial minimum phenomenon in L, 
for this class of rational functions, stems from its analogue in uniform 
approximation. There, taking the Fourier expansion in Chebyshev poly- 
nomials of the first kind, Rivlin [5] has shown that the truncated series 
polynomial, suitably modified, is the best uniform approximation. 
41 
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1.2. BEST APPROXIMATION 
PROPOSITION. For h, TV real, I X / > 1, p # 0, the functions 
6) g(x) = & 
1 
(iid g(x) = x2 _ x2 (iib) g(x) = h2 z x2 
1 
(iiia) g(x) = ~ p2 + x2 (iiib) g(x) = x p” + x2 
all have their unique best L, approximations on [ - 1, l] from P, given by the 
polynomial interpolating g(x) at the roots of U,+,(x) (cf: [4, Theorems 4.3 
and 4.41). 
Explicit expressions can be found for the L, deviation of these functions 
and their asymptotic behavior for k large is tabulated here: 
(9 Ekl (-J&) N 4@ - (A2 - l)w)k+2 
(iia) E& ( h2 A x2 ) = E&+, ( x2 A x2 ) - t (A - (x2 - 1)1/2)21’+3 
(iib) E&+l i x2 ” x2 1 = E,1,+, h2 ” x2 - 4(h - (A” - 1)1/2)=+4 c 1 
(iii4 Elk ( p2 i x2 ) = Elk+, ( p2 k x2 ) - + ((1 + v2Y2 - CL)~'+~ 
(iiib) E&+1 ( 
X 
1 
El ( 
X 
p2 + xz = 2k+2 P-z + xz 1 - 4(( 1 + p2)1/2 - pp+4. 
The case g(x) = l/(X - x) has been treated in [I, Addenda, Sects. 31, 321 
and the others may be similarly derived. 
1.3. SOME LEMMAS 
We first present a sufficient condition for partial best L, approximations, 
(c.f. [2, Corollary 1.51). 
LEMMA 1. Letf(x) E L[-1, I]. Thenpz,, is a best L1 approximation to f 
from P,,, if 
s ’ sign(f(x) -p:,,(x)) Uj(x) dx = 0 
j = 0, I,..., n; j # m. 
-1 
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In the case n = m, f E C[ - 1, 11, it is also true that pz,, is unique by extending 
the arguments in [4, Sect. 4.51. 
DEFINITION (i). Let LX,[V = l,..., m] be the real or complex-conjugate 
roots of the polynomial 
pm(x)= fJ(l -ej m 20 (1.1) 
where p,(x) is positive in the interior of the interval [ - 1, l] but is allowed 
simple roots at one or both ends of the interval. If m = 0, we interpret this 
product as 1. p,(x) as expressed in (1.1) is dehned to be in its canonical form. 
We now introduce the mapping x = (l/2)(0 + (l/u)). 
The real variable x, j x 1 < 1 is then related to the complex value u by the 
equation 
xz; v+1 ( 1 / 1’ j = 1 Im 21 > 0. V 
DEFINITION (ii). Define the complex constants c, by 
C”2 - 2C”Cx” + 1 = 0 I G I G 1 [v = l,..., m] 
Then 
1 
( 
1 a,=- c,+-. 
2 C” 1 
DEFINITION (iii). Define H,(v) to be the modified image under the 
mapping x = (1/2)(v + (l/v)) of the canonical polynomial p,(x) by 
H*(v) = fi (2: - c,). 
V=l 
LEMMA 2. With p,(x) defined as in Definition (i) and H,(v) defined as 
in Dejinition (iii) we have that for n > m 
U,,(x, p,) = K,+l,, 
[ v”+I-~~ +$& - v 
2m-.,-1 fW/v) 
I 
Pn4-9 
m &(v) v - (l/v) 
is a polynomial in x of degree n whose coejicient of x” is equal to one provided 
K - 2-n fj (1 + c,2). n+1.m - 
"=l 
Note that H&l/v) H,(v) = n,“=, (1 + c,2) p,(x). 
Lemma 2 is stated in [l, p. 2511 and in [3, p. 371. 
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LEMMA 3. For any p,(x) defined as before and n >, m 
l min s 
1 xn + Alxn-l + ... + A, / dx 
{Ad -l Pd4 
' _ 
-s 
I un(x,~m)ldx = 2K 
Pm(X) 
ni1.m. 
-1 
The proof of Lemma 3 is to be found in [l, p. 2511. 
LEMMA 4. Let y&c) be a polynomial in x of degree a defined by 
ya(x) = 1 + r* - 2t cos[a cos-l (x)] 
and pa(x) be its canonical form as dejined in Definition (i). Then ya(x) = 
II:=, (1 + ~,")~a(4 w ere h c, are the appropriate constants defined in 
Definition (ii). Furthermore, H,(v), the mod@ied image of ya(x) under the 
mapping x = (l/2)(0 + (l/u)) is given by 
H,(v) = ua - t. 
The proof is omitted. 
LEMMA 5. For p,(x) defined as in Lemma 4, we have that sign U,rtin(~, pa) 
is orthogonal on E-1, l] to Uj(x) 0 < j ,< m + a - 1, j # m; for all non- 
negative integers m and a. 
Proof. With x = cos 0 and v = eis: 
sign Urn+&, PJ 
(c.f. [I, p. 2521). Therefore 
where 
JT = $ j: [@l) _ u-(j+l)] 
1 s =- 
2i lVizl 
U(j+l)+lm-at-1)(2~+l) H,(I,v) , 1 Ha(v) 
-4 1 
2i hk 
v(:("~-a+l)(2r+l)-lj+1) __ I Hd 
Jfdl 
Note l/[H,( l/u)] = v”/[l - uV] has poles at l/c, 1 I/c, j > 1. 
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By the theorem of residues, the first term of the last equation gives zero 
contribution for r 3 0, m 3 0, and all j > 0, whereas the second term gives 
zero contribution for r > 1, 1p1 3 0, a > 0, and 0 <j < 3m + 1. 
Now for Y = 0, we consider the following cases for the second term. 
(a) j < m - 1: 
by the theorem of residues. 
(b) j=m: 
(c) m<j<m+a-l(a>l): 
Set 
Make the change of variable e = 4 + (2n/a). 
Qm,,(j) = ei(m-j)(Zlr/a) r n42n:‘a) ei(m-j),$ (@ad - t) - -r-b/a) 1 _ tea d4 
by periodicity. This is contradictory unless 
qb,,dj) = 0 for m+l <j<m+a-1. 
1.4. PARTIAL BEST APPROXIMATION 
THEOREM. Let a, b be non-negative integers a > 0 and 
f(x) = f twnj-~b(x) ItI <I 
j=O 
Then 
fW = Wx) - t&-d4 1 + t2 - 2t cos a(cos-l x) ’ 
(1.2) 
(1.3) 
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Furthermore, for m = ak -I- b and e, = tk/(l - is): 
d&) = %n(x) = f tjUai+b(X) + & uak+b(x) 
j=O 
(1.4) 
E;,,(j) = g$t (1.5) 
for m < n < m $ a. 
Proof. (1.3) follows from (1.2) since 
f tjUnifb(x) = & Im [eiO+l)e E (te(‘)j] 
j=O 
and the right-hand side is a convergent geometric series for I t 1 < 1. Therefore 
f(x) - si; e sin(b ‘1‘y-‘;;w-; + 1P 
from which the result follows. 
Let us first consider II = m. Set E(X) = f(x) - qm(x). Then putting 
x = cos 13, we obtain 
44 = & 
t 
sin[a(k + 1) + b + 110 - 2t sin[ak + b + 110 
+ t2 sin[a(k - 1) + b + 118 1
sin e(1 + t2 - 2t cos a@ (1.6; 
Putting ya(x) = 1 + t2 - 2t cos a (co5l x): 
N = a(k + 1) + b and u = eie 
'(X) = g 
Um7+1)-2a(ua _ f)" _ u2a-w+l)(v--a - t)" 
Ya(X)(U - WN 
Therefore, by Lemma 4 and the note on Lemma 2: 
Thus, 
s 1 -l 
by Lemma 3. 
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Since the approximation of f(x) by a polynomial from the class Pm,, is 
equivalent here to the minimization (by norm) of a rational form whose 
numerator is a polynomial of degree N = m + a with its highest coefficient 
prescribed and whose denominator is a prescribed polynomial of degree a in x, 
positive on the given interval, we have from Lemma 3 that E(X) is minimal 
and P&,~x> = dx)- 
&,(x) is obviously unique, due to the determinateness of U,(x, p,). 
Now, sign (f(x) - qm(x)) = 5 sign U,m+a(~, pa) and from Lemma 5, 
sign Um+a(~, pJ is orthogonal to U,(x), 0 < j < m + a - 1, j # m. Hence, 
from Lemma 1, qm(x) is a partial best U-polynomial approximation in the L, 
norm to f(x), among polynomials of degree m + d for 0 < d -< a - 1 with 
e - t”/(l - t2). We now prove its uniqueness. 
nLFTom (1.6) we have E(X) = (t”+l/(l - t”)) sin((m + l)e + #)>, where I,A is 
defined by 
sin + = (I - t2) sin a0 
Ya(COS 0) 
(1.7) 
cos $ = -2t + (1 t t2) cos ue 
YdCOS 0) - 
From (1.7) we see that as 0 varies from 0 to r, # increases from 0 to arr. 
Therefore (m + I)0 + # increases continuously from 0 to (m + a + 1)~ as 
0 runs from 0 to rr and C(X) has m + a alternations of sign, and hence, real 
single roots on (-1, 1). Let the roots of C(X) be 01~ on (-1, 1) for i = l,..., 
m + a. Swposep,,,,, is another partial best L, approximation for 0 < d < 
a - 1. Then by extending the argument in [4, Lemma 4.51, f - pm,m+d 
changes sign at the 01~ . From this it would follow that pm,m+d - qm has 
m + a roots, which is clearly impossible. 
COROLLARY 1. If 01, /3 are arbitrary real numbers; a, b are nonnegative- 
integers a > 0; 1 t 1 < 1, m = ak + b, and m < n < m + a, then f(x) = 
/I + 01 z3z, tW,j+b(x) can be expressed as 
f(x) = B(1 + t2) - 2Pt cos 4cos-1x> + c4L4 - ~adX) 
1 + t2 - 2t cos a(cos-l x) 
(1 8) 
and 
P:,,(x) = B + fz f tjUai+a(x) + g U,,+,(x) 
j=O 
&l(f) < E;*,(f) = 2 ’ a! ’ ’ t lk+l . 
1 - t2 
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COROLLARY 2. For u = I,..., a the best L, approximation from P,- to 
f(x) - (at”/(l - t2)) LL(x) is /3 + LY CiLi tjUaj+b(x) and 
EXAMPLE (i). 
Choose t = X - (X2 - l)liz, then 1 t 1 < 1. Choose a = I, b = 0, fl = 0, 
cz = -2t. Then (1.8) becomes l/(x - A). Thus, 
n-1 
p,“,,.(x) = -2t c tjuj(x) - +g$ u7d-4 
J--O 
Ei,, (,-1,-j = y&y. 
EXAMPLE (iia). 
1 
g(x) = ___ X2 - A2 ’ /Al >. I. 
Choose t = -( 1 - 2X2) - 2h(- 1 + Xz)1/z. Then 0 < t < 1. Choose a = 2, 
b = 0, fi = 0, a: = -4t/(l + t). Then (1.8) becomes 1/(x2 - X2) and 
EXAMPLE (iib). 
With the same choice of t as in (iia) choose a = 2, b = 1, ,!3 = 0, E = -2t. 
Then 
~Lclcil,2Pfl 
( 
x ) = Ek+1*2L+2 ( x ) 
4 I t lkf2 
.y2 .- A2 x2 - x2 =n-- 
EXAMPLE (iiia). 
g(x) =z -I 
p2 $- x2 ’ 
lpl >o. 
Choose t = -(I + 2p2) + 2p(l + p2)lj2. Then -1 < t < 0. Choosea = 2, 
b = 0, /3 = 0, 01 = -4t/(l -t t). Then (1.8) becomes 1/(p2 + x2) and 
8 / t /k+2 
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EXAMPLE (iiib). 
g(x) = .-s- p2 + x2 ’ IPI >o. 
With the same choice oft as in (iiia) choose a = 2, b = 1, cy = 0, j3 = -2t. 
Then 
Ek+1,2?L+1 ( l ) = Gz+1,2lc+2 ( x 4 j t / k’-2 p2 + x2 EL 2 ) + .x2 =m-- 
1.5. CONCLUSION 
The partial best L, approximations described above possess the advantage 
that their coefficients are readily available. Furthermore, one may show for 
the rational functions considered, that if the proximity of the partial best 
L, approximation is expressed as the ratio of E;,,(g) to &l(g) then, in the 
limit, this is determined by the a priori factor l/(1 - t”). 
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