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Abstract
Driven by emergent needs in industrial applications such as film production, navigation and
virtual reality, the problem of inferring 3D structures of urban scenes from 2D images has
recently drawn a lot of interest in the computer vision community. Despite the extremely
rich literature in multiple view geometry and structure from motion (SFM), reconstructing
large-scale high-quality 3D urban models still remains a challenging problem.
A key feature of urban scene that differentiates it from other kinds of landscapes is
the presence of strong structural regularities, such as planar surfaces, repetitive structures
and all types of symmetries. While such regularities are largely ignored by existing SFM
systems, in this thesis we demonstrate how they can be used to greatly facilitate 3D urban
reconstruction as well as other related vision tasks.
In the first part of the thesis, we first look into the problem of structure and motion
recovery directly from one or more large planes in the scene. We develop a new SFM method
that generates high-quality reconstruction results in a short time, while avoiding several
practical difficulties of conventional methods. Then, we show how the recovered planar
structures can be seamlessly integrated into the current state-of-the-art video stabilization
systems to obtain high-quality jitter-free videos in many challenging cases.
In the second part of the thesis, we focus on the structural regularities in visual data
which give rise to a low-rank matrix structure, and develop a series of tools to recover them
from images and videos. After reviewing the recent developments of convex optimization
techniques for low-rank matrix recovery, we propose a novel 3D reconstruction approach
based on a new class of global features called transform invariant low-rank textures (TILT).
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We demonstrate the advantage of such global features over traditional local features in
handling large-baseline images, occlusions, and repetitive patterns. In addition, we extend
the tools from low-rank matrix recovery to harness the redundancy and temporal correlations
among a large number of video frames, which leads to a novel method for generating clean
textured models for street views.
For future work, my focus is on developing new methods for discovering complex struc-
tural regularities in urban scenes from large-scale visual data. I believe such methods would
have a big impact in many modern industry applications in the near future.
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Chapter 1
Introduction
Reconstructing 3D structures of a scene from its 2D images has long been a central research
topic in computer vision, with successful applications in many areas ranging from film pro-
duction and virtual reality to navigation and robotics. Since this process typically involves
estimating both 3D structure and camera motion at the same time, it is commonly known
as structure from motion (SFM). More recently, largely driven by industrial applications
such as Google Earth, Street View, and Microsoft’s Bing Maps, there has been tremen-
dous interest in building large-scale 3D models for urban areas. To meet the demands of
such applications, significant progress about SFM techniques has been made in terms of the
scalability and reliability [88, 98].
The conventional SFM approach to build a 3D model of a scene typically relies on de-
tecting, matching, and triangulating a set of feature points (e.g., corners or SIFT features)
across multiple camera views, which has been extensively studied in the past two to three
decades. One great advantage of working with point features is that the system can be
somewhat oblivious to the scene: the scene could be of any shape or texture as long as the
structure is general, the motion is a single rigid body and texture is rich of distinguishable
feature points.1
However, in practice, researchers have observed that urban scenes often exhibit strong
structural regularities, such as planar surfaces, repetitive patterns, symmetries and self-
symmetries. Intuitively, the presence of all types of regularities provides opportunities for
1There have been multiple parallel lines of work in studying 3D shape reconstruction for scenes that lack
rich textures, using cues such as shape from shading and contours, etc.
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(a) (b)
Figure 1.1: The presence of structural regularities poses significant challenges for conven-
tional SFM systems. (a) Plane degeneracy. (b) Ambiguity in matching.
constraining and simplifying the reconstruction task. But rather surprisingly, such regulari-
ties actually pose significant challenges for conventional SFM systems:
• Plane degeneracy. The presence of a dominant plane is very common in man-made
environments (Figure 1.1(a)). However, it violates the general structure assumption
of traditional 3D reconstruction methods, and therefore often leads to ambiguous and
even meaningless solutions.
• Ambiguity in matching local features. The fact that urban scenes are full of sym-
metry or self-symmetry, and repetitive patterns, makes the matching of local features
across different views extremely difficult (Figure 1.1(b)). This problem could get even
more drastic when the baseline between views is large, and/or the images are subject
to occlusions and illumination changes.
Despite the above difficulties, it has been shown that structural regularities can greatly
facilitate many 3D reconstruction and modeling tasks. If a method can take advantage of
the presence of structural regularities in the scene, it is expected to achieve more efficient,
robust, and accurate results. Consider the following two examples:
• Handling textureless regions. Existing methods for inferring 3D models of urban
scenes typically require textured surfaces, and hence work poorly in textureless regions,
such as the ground and building interiors. However, people have noticed that these
2
textureless regions often correspond to the large planar surfaces in the scene. Therefore,
piecewise planar models have become popular in recent years for modeling indoor and
outdoor urban scenes. For example, in the past two or three years, several piecewise
planar stereo algorithms [97, 43, 44, 80] have been developed to produce the state-of-
the-art mutli-view stereo results for urban scenes.
• Robustness to perspective distortions, illumination changes and occlusions.
As a crucial part of the architectural scene reconstruction task, building textured
geometric models for building facades from street view images and videos has drawn
tremendous interest lately. However, this is not a trivial task at all, due to the presence
of perspective distortions, illumination changes, as well as dynamic and unwanted
foreground objects in the scene. To tackle these problems, traditional approaches
often rely on local features and robust statistical techniques such as RANSAC, but
only achieve limited success. Recently, it is demonstrated that holistic approaches
[59, 64] which explore the scene regularities (e.g., repetitive patterns, symmetries)
can obtain satisfactory results at a much higher level of variations in appearance and
corruptions.
In view of the above challenges and opportunities, in this dissertation we develop a
series of new tools for 3D reconstruction of urban scenes by exploiting various types of
structural regularities in the scene including (1) piecewise planar structures, (2) symmetric or
regular textures, and (3) linear correlations between images. We show that our methods not
only avoid the aforementioned difficulties of conventional methods (e.g., plane degeneracy,
ambiguity in matching local features), but also outperform existing methods in handling
textureless regions, dynamic foregrounds, occlusions, reflections and illumination changes in
the image sequences.
3
1.1 Organization and Summary of Contributions
This thesis can be divided into two parts. The first part (Chapter 2 - 3) is focused on the de-
tection, reconstruction of piecewise planar structures in the scene, and their applications
in 3D modeling. In this part, we still rely on feature tracks to detect planes in the scene.
In the second part (Chapter 4 - 6), we show how the symmetric and regular patterns in a
single image and the linear correlations between multiple images can be both captured by a
low-rank structure model. By leveraging powerful high-dimensional convex optimization
tools from compressive sensing of sparse signals and low-rank matrix recovery, we develop
new holistic approaches for reconstructing geometric and textural models of urban scenes
without using local features.
In Chapter 2, we introduce a new approach to structure and motion recovery directly
from one or more large planes in the scene. When such a plane exists, we demonstrate how to
automatically detect and track it robustly and consistently over a long video sequence, and
how to efficiently self-calibrate the camera using the homographies induced by this plane.
We build a complete structure from motion system which does not use any additional off-
the-plane information about the scene, and show its advantage over conventional systems in
handling two important issues in real world videos, namely, the plane degeneracy and the
dynamic foreground problems.
In Chapter 3, we further demonstrate how the planes reconstructed via SFM can be used
to substantially boost the performance of existing methods for other 3D modeling tasks,
such as video stabilization. Particularly, we investigate a newly developed image deformation
technique called content-preserving warping (CPW), which is shown to produce the state-of-
the-art video stabilization results in many challenging cases. Since CPW solely relies on the
tracked feature points to guide the warping, it works poorly in large textureless regions, such
as ground and building interiors. To overcome this limitation, we present a hybrid approach
for novel view synthesis, observing that the textureless regions often correspond to large
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planar surfaces in the scene. Specifically, given a jittery video, we first segment each frame
into piecewise planar regions as well as regions labeled as non-planar using Markov random
fields. Then, a new warp is computed by estimating a single homography for regions belong to
the same plane, while inheriting results from CPW in the non-planar regions. By seamlessly
integrating the information about planar structures into the stabilization framework, our new
method is able to generate high-quality jitter-free videos in a variety of practical scenarios.
In Chapter 4, we briefly review some of the recent developments in the field of low-rank
matrix recovery. In particular, we describe the newly proposed Principal Component Pursuit
(PCP) method [18], which utilizes a convex program to recover the low-rank matrix L0 from
corrupted observations M = L0 + S0, where S0 is a sparse error matrix. It is shown in
[18] that under quite broad conditions, the convex program exactly recovers L0 even if a
constant fraction of entries in M are grossly corrupted. We extend this result to the case
where the observation matrix M is also subject to small entry-wise noise: M = L0 +S0 +Z0,
and prove that under the same conditions as PCP, a relaxed version of the convex program
gives a stable estimate of L0 and S0. These results form the basis for the 3D reconstruction
techniques we will introduce in the next two chapters.
In Chapter 5, we introduce a new approach to reconstructing accurate camera geometry
and 3D models for urban structures in a holistic fashion, i.e., without relying on extraction
or matching of traditional local features such as points and edges. Instead, we use a new
class of image features called the transform invariant low-rank textures (TILT) [118], which
extend PCP to handle transformations in the image domain. Modern high-dimensional
optimization techniques enable us to accurately and robustly recover precise and consistent
camera calibration and scene geometry from single or multiple images of the scene. We
demonstrate how to construct 3D models of large-scale buildings from sequences of multiple
large-baseline uncalibrated images that conventional SFM systems do not apply.
While Chapter 5 is focused on the low-rank structures within a single image, in Chapter 6
we explore the low-rank structures among multiple video frames to generate clean street
5
view panoramas from videos. We formulate the problem as one of robust recovery of a
low-rank matrix from highly incomplete, corrupted, and deformed measurements (the video
frames). In particular, we show how the proposed method can effectively remove severe
occlusions or corruptions (caused by trees, cars, or reflections, etc.), automatically and
robustly establish pixel-wise accurate registration among all the video frames, and finally
obtain street panoramas that have very clean global appearance and very accurate global
geometry.
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Chapter 2
Robust Plane-Based Structure From
Motion
One of the most prominent characteristic of man-made environments is the presence of
one or more (relatively large) planes. Rather surprisingly, such structural regularity has
been largely ignored by existing general-purpose SFM systems. In this chapter, we develop
a reliable SFM system that can explicitly take advantage of the planar structures in the
scene, and demonstrate its effectiveness in handling various challenging cases in real 3D
reconstruction applications.
2.1 Introduction
It is well known that planar structures encode very important geometric information about
the scene, which can be used to greatly facilitate the 3D reconstruction task [7, 83]. Besides
their benefits for reconstruction, the recovered planes are also of great interest to people
working on other 3D modeling applications, as it provides a compact, abstract representation
of the architectural objects.
In order to leverage information about planar structures for our task, the first task ob-
viously is to automatically detect such a plane in the scene from a given image sequence.
This turns out to be not so trivial at all. For instance, one may attempt to detect planes
between adjacent image pairs and combine the detection result across multiple pairs. How-
ever, since the camera motion between two adjacent frames is usually small, the detection
result is very sensitive to noise. Further, the planes detected in different pairs of images may
not be consistent with each other. Another practical difficulty is the presence of dynamic
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foreground in the scene. In fact, large majority of commercial or consumer videos consist
of one or more moving objects, violating the single rigid body requirement, see Figures 2.2
and 2.3 for examples. Those objects, if not properly handled, could lead to huge detection
and reconstruction errors in the final results. In this chapter, we assume that for most
cases of interests, a relatively dominant plane, if existing in the scene, belongs to a static
background, and the foreground consists of out-of-plane structures and possibly other inde-
pendently moving objects. Our goal is hence to robustly detect the plane and accurately
recover the static part of the scene, despite severe corruption by dynamic outliers.
2.1.1 Related Work
Prior knowledge about the scene planes has been explored before for SFM problem. For
instance, [7] uses user-provided geometry about a piecewise planar scene to constrain the
estimation of structure and motion parameters. [83] shows that the relationship between
uncalibrated cameras and 3D scene points is linear with a known reference plane, and can
be solved simultaneously via a linear algorithm. However, these methods require users to
provide necessary information about the planes.
The problem of plane degeneracy in multi-view structure from motion has also been pre-
viously addressed. Several papers have tried to detect the degenerated frames and exclude
them from the initial projective reconstruction by either fitting an average planar homogra-
phy [87] between two frames or using some other statistic measures [107, 89]. Alternatively,
[29] proposes a RANSAC-based algorithm for robust estimation of the epipolar geometry.
These methods often substantially complicate the SFM system, and are not always reliable
in practice, as noticed by [117]. Also, these methods assume the existence of enough out-
of-plane structure, at least in certain part of the video, which may be unrealistic for many
practical scenarios.
A popular method for detecting planar structure between two frames is to use RANSAC
[39]. In this chapter, we show how to extend this method to produce consistent plane models
8
(a) (b) (c) (d)
Figure 2.1: “Google Street View” example. Top row: Eight snapshots of the input video
from Google Street View taken by a smoothly moving camera mounted on the car. (a) and
(b) Frontal and top view of the reconstruction results of our plane-based SFM algorithm.
(c) and (d) Incorrect reconstruction result from one of the state-of-the-art systems [117].
over long video sequences. Recently, [90] proposes a model selection method for multiple-
frame plane detection using the Minimal Description Length (MDL) principle. While it
focuses on discovering multiple plane models simultaneously, its robustness to gross outliers
is unknown.
Finally, with the seminal work by Triggs [108], various approaches for camera self-
calibration from a planar scene have been developed over the past decade. However, many
of these methods require additional assumptions on the data (e.g., fronto-parallelism of the
key image) or user input to initialize the local optimization algorithm [74, 53, 77]. Assuming
that only the constant focal length is unknown, a global solution is derived in [13]. But this
method does not scale beyond a small number of views, and hence is not suitable for our
purpose.
2.1.2 Contributions of this Work
In this chapter, we propose a novel and complete automatic SFM system specifically designed
to exploit the useful properties of scene planes, meanwhile avoiding the aforementioned diffi-
culties of conventional methods. We show how to automatically and robustly detect a scene
9
Figure 2.2: Three consecutive frames of the “Google Street View” sequence with the detected
plane (building facade) using our method. Green dots correspond to the inlying points on
the plane, red dots correspond to outliers. Note the outliers on the window glasses due to
reflection.
plane (if present) and obtain accurate information about the cameras and structures directly
from the plane, without using any additional off-the-plane information about the scene. Our
method can handle multiple planes in the scene in a unified manner, and there is no need
for images in the sequence to share a common plane (see the “Wall” and “Office Desk” se-
quences in Figure 2.5). As a result, our system produces clean, simple and visually plausible
models for various challenging commercial or consumer videos on which conventional SFM
systems often fail.
Figure 2.1 shows an example of successful reconstruction of a challenging sequence cap-
tured by Google Street View1 using our method. Such sequences are of great importance to
the computer vision community nowadays due to the increasing interest in building large-
scale 3D models for urban area from the industry. However, conventional SFM systems often
perform very poorly on them because (1) most of the tracked point trajectories lie on a plane
(i.e., the building facade) in the scene and (2) there exists a significant amount of outliers
due to the reflection of window glass, moving objects, etc. As one can see in Figure 2.1, the
reconstruction result by one of the state-of-the-art SFM systems [117] is obviously wrong.
The success of our system relies on several technical improvements over existing methods
and systems, with the following notable advantages:
• We develop a novel method called TRASAC (TRAjectory SAmpling Consensus) for
1www.google.com/streetview
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robust plane detection and tracking from video sequences. This method generalizes
the classical two-frame RANSAC to estimate consistent plane models across multiple
views, and has a very high breakdown point to gross outliers. This ensures that our
method is much more robust than conventional SFM methods which utilize epipolar
geometry for outlier rejection or two-frame RANSAC.
• We propose a fully automatic plane-based self-calibration approach, which is fast, easy
to implement and yet able to reliably handle practical sequences that have significant
varying focal lengths. This makes our system very robust to initialization of the cam-
era calibration and significantly enhances its applicability to commercial or consumer
videos.
• Another advantage of our method is that the motion parameters for all the cameras are
initialized globally. In contrast, most traditional SFM methods such as [41, 88, 117]
employ an incremental method, i.e., they solve for progressively larger sets of images.
Incremental methods are known to be sensitive to the initialization and amenable
to local minima. Furthermore, our method is significantly more efficient than existing
work for obtaining global initialization using a hybrid discrete-continuous optimization
method [30].
2.2 Overview of the Method
Before introducing our method, we review some notations and backgrounds of the multi-view
geometry [54, 72]. Supposing a rigid scene is viewed by N cameras, we use Ki ∈ R3×3 to
denote the intrinsic matrix of the i-th camera. Without loss of generality, we choose the
world coordinate frame to be the camera frame of the first camera, and use Ri ∈ SO(3) and
ti ∈ R3 to denote the Euclidean transformation from the world coordinate frame to the i-th
camera frame.
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For a piecewise planar scene with P planes, we assume that a 3D plane pik (1 ≤ k ≤ P )
has coordinates pik = (nk, dk)
T with respect to the world coordinate frame, where nk is the
unit normal vector and dk > 0 denotes the distance from the plane to the world origin.
Therefore, for any point X ∈ R3 on it we have nTkX = dk.
Consider the situation in which we observe a set of trajectories T = {Tj}Mj=1 of M feature
points. For each Tj, let pj and qj (1 ≤ pj < qj ≤ N) denote its starting and ending frames,
respectively. We can therefore write Tj = {xij}qji=pj , where xij ∈ P2 is the homogeneous
coordinates of the j-th point as seen by the i-th camera. We also use T ab = {Tj ∈ T : pj ≤
a, qj ≥ b} to represent the set of trajectories which span the a-th and b-th frames.
Finally, if a tracked point lies on pik, the coordinates of the first frame and the i-th frame
are related by a planar homography xij = Hix
1
j where Hi can be written as:
Hi ' Ki(Ri + tinTk /dk)K−11 , (2.1)
with the symbol ' meaning “equality up to a scale.”
Our approach takes the feature point trajectories obtained by any standard tracking
algorithm as input. To measure the fitness of a plane model to a trajectory Tj, we use the sum
of the squares of the standard Euclidian image distance in the i-th image, ‖xij −Hixj‖2, for
all i’s between pj and qj. Note that here we use xj as the (to be estimated) true feature point
location in the first frame. This is different from x1j , the (possibly noisy) 2D measurement
of the same quantity.
Our goal is then to partition all the trajectories into groups, each corresponding to a
plane in the scene, plus a set of trajectories which are labeled as outliers. We emphasize
that an outlier may either come from non-planar structures of a static scene (e.g., trees),
or dynamic foreground objects (e.g., moving cars). Defining Sk as the set of indices of the
trajectories which belong to the k-th plane, and S0 as the set of outlying trajectories, we
can now formulate our structure and motion recovery problem as minimizing the following
12
Figure 2.3: Selected frames of the “Beach” sequence with classified trajectories using
TRASAC. Green: inliers. Red: outliers.
geometric error function:
P∑
k=1
∑
j∈Sk
qj∑
i=pj
‖xij −Ki(Ri +
ti
dk
nTk )K
−1
1 xj‖2 +
∑
j∈S0
qj∑
i=pj
η2, (2.2)
where η is the penalty for labeling a trajectory as an outlier.
In order to minimize this nonlinear function, we use an alternating method, which it-
erates between updating the plane models and assigning each trajectory to current plane
candidates. Like other local methods, a set of good initial values of the unknowns are cru-
cial for the algorithm to converge to the desired solution. In this chapter, we propose to
find such a good initialization using a two-stage approach. First, we detect and track each
plane using a robust algorithm, yielding a set of inter-image homographies induced by the
planes (Section 2.3). Second, we develop a plane-based self-calibration method which takes
the homography matrices as the input and outputs the structure and motion parameters
(Section 2.4). This is followed by the aforementioned alternating scheme which refines all
the parameters (Section 2.5). We illustrate the performance of our method in Section 2.6
and conclude our discussion in Section 2.7.
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2.3 Robust Plane Detection and Tracking
In this section, we describe a novel method called TRASAC, which is a generalization of the
RANSAC estimator, for detecting and tracking one plane in the video sequence. To obtain
all the planes one can simply apply this method sequentially by removing the inliers of the
current plane after each iteration.
The novelty of our method is that instead of independently sampling point correspon-
dences between every two frames, it directly samples the feature point trajectories. By
doing so, we assume that if a trajectory is classified as an inlier within any pair of frames,
it remains as an inlier to the same plane for all the other frames it spans. Compared to the
two-frame RANSAC, the advantage of our method is two-fold: First, it directly generates a
consistent plane model over the entire sequence – no linking is needed as a post-processing
step. Second, it enables us to use only trajectories with known membership to estimate the
homographies induced by the same plane in the rest of the frames. In this way, we derive
an efficient algorithm with very high tolerance to (possibly dominant) outliers in the scene.
We now discuss our method in full detail. Since our method is based on sampling
consensus, it consists of multiple trials of the same procedure followed by a selection of the
best result from these trials. We first describe the procedure of one trial, which contains
two steps (Step 1 and 2 below). Note that given an input sequence, our method operates
in an incremental manner, processing two adjacent frames at a time. Therefore, for each
trial, we maintain the sets of trajectories which are classified as inliers and outliers, Tin and
Tout, respectively. They are both empty at the beginning, and expanded accordingly after
processing each image pair.
Step 1: Random sampling. Given an input sequence of N frames {Fi}Ni=1, we form N−1
pairs of adjacent frames C = {(F1, F2), (F2, F3), . . . , (FN−1, FN)}. Our algorithm starts with
a randomly chosen pair in C, say (Fi−1, Fi). Then, a putative plane model between these two
frames is generated using a random minimum subset of samples. More precisely, 4 randomly
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Algorithm 1 (TRASAC)
1: Input: A set of M trajectories T over N frames. A distance threshold .
2: repeat for n trials:
3: Select a random pair of frames (Fi−1, Fi) from C.
4: Select a random sample of four trajectories from T (i−1)i and compute the homography
H(i−1)i.
5: Classify each Tj ∈ T (i−1)i into Tin or Tout according to H(i−1)i.
6: while not all pairs in C are processed
7: Select a new pair of frames (Fk−1, Fk).
8: if |Tin
⋂ T (k−1)k| ≤ 4; break; end if
9: Compute H(k−1)k using two-frame RANSAC estimation from trajectories in Tin
⋂ T (k−1)k.
10: Classify all the unclassified trajectories in T (k−1)k into Tin or Tout according to H(k−1)k.
11: end while
12: end repeat
13: Choose the set of homographies {H(i−1)i}Ni=2 from the trial with the largest number of inliers
|Tin|.
14: Compute the homography between the first and the i-th frame recursively using {H(i−1)i}Ni=2:
H1 = I3×3, Hi = H(i−1)iHi−1, i = 2, . . . , N.
15: Output: A set of inter-image homographies {Hi}Ni=1.
chosen trajectories in T (i−1)i are used to estimate a homography matrix H(i−1)i. Then, given
a fixed threshold , we classify each trajectory Tj ∈ T (i−1)i into Tin or Tout by comparing the
projection error ‖xij −H(i−1)ixi−1j ‖ with .
Step 2: Computation of the consensus. Next, we choose a new pair of frames which is
adjacent to the previous pair, say (Fi, Fi+1),
2 and compute the set of trajectories in T i(i+1)
which have already been labeled as inliers, i.e., Tin
⋂ T i(i+1). These trajectories are then
used as candidates to estimate the homography Hi(i+1). In the ideal case, any 4 or more
samples from this set should do the job equally well because they are all inliers. However, to
ensure the estimation quality in the presence of image noise, we generate a small number of
model hypotheses and select the one with the largest number of inliers. We repeat this step
for each pair of adjacent frames, until all the frames are processed or there are not enough
inliers to proceed.
Selection of the best model. After repeating Steps 1 and 2 for enough times, the plane
2The other adjacent pair is (Fi−2, Fi−1). We do not make any preference among these two choices.
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model (i.e., a set of homographies) estimated from the trial with the largest total number of
inliers across the entire sequence is kept as the output.
We summarize the complete procedure as Algorithm 1. The only parameter for our
method is the distance threshold . Since our goal is to detect those large scene planes, we
find that a fixed value  = 4 (pixels) works well enough in practice. Figure 2.3 shows an
example of the detected plane (the ground) in the “Beach” sequence by TRASAC. As one
can see, the plane detected by our method is consistent despite large number of outliers in
certain frames.
2.4 Plane-Based Self-Calibration
In this section, we discuss how to self-calibrate a camera using only the set of homographies
H = {Hi}Ni=1 induced by a scene plane. We assume the camera to have a zero pixel skew and
known aspect ratio, which is true for most modern digital cameras. We also assume that the
principal point coincides with the image center, as the error introduced by this approximation
is normally well within the region of convergence of the subsequent nonlinear optimization.
As a result, the self-calibration problem is reduced to finding the focal length for each frame.
Inspired by the work of [46], we propose to enumerate the inherently bounded space of focal
lengths and examine the tentative metric reconstruction produced by each sample. In the
rest of this section, we first describe our method for the constant focal length case in detail.
Then we will show how to generalize this method to handle varying focal length.
2.4.1 Self-Calibration with Constant Focal Length
Our self-calibration method is based on two important observations. First, if the focal length
f (or equivalently the matrix K) is given, then there are at most two physically possible
solutions for a decomposition of any H into parameters {R, t˜,n} where t˜ = t/d (see e.g.
[72]). Second, the space of possible values of f is inherently bounded by the finiteness of the
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Figure 2.4: (a) Score C as a function of f for the “Beach” sequence. It is minimized at the
true focal length. (b) Reconstruction result.
acquisition devices. We assume f ∈ [0.3f0, 3f0] where f0 is defined as the sum of half width
and half height of the image and propose the following two-stage method:
1. Given a guess on f , compute the plane normal n from the homography induced by
any two frames.3 This yields at most two physically possible normals. For each n,
estimate {Ri, t˜i}Ni=2 for all cameras.
2. Enumerate the space of focal length (a subset of R) and score each focal length f based
on how well the recovered structure and motion parameters fit the homographies.
The best solution is then obtained according to the scores. We now elaborate each step in
detail.
Planar homography decomposition. Given an estimate for the focal length, we can
compute the Euclidean homography matrix as: Hˆi = K
−1HiK. Hˆi is related to {Ri, t˜i,n}
as follows:
Hˆi = λi(Ri + t˜in
T ). (2.3)
It turns out that there are only four solutions for decomposing Hˆi to {Ri, t˜i,n}. The positive
depth constraint can be imposed to reduce the number of physically possible solutions to
two. We refer the reader to [72] for more details.
3In this work, we always choose the homography HN between the first frame and the last frame for
computing n.
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Estimation of the focal length. As mentioned before, our self-calibration algorithm
determines the focal length f by enumerating all of its possible values and checking how
well the resulting camera parameters {Ri, t˜i}Ni=2 and plane normal n fit the homographies
{Hˆi}Ni=2 where Hˆi = K−1HiK. Once a set of parameters are obtained for a given f , there are
several ways to score them. In this chapter, we adopt the cost function used in [74], which
compares the normalized difference of the two non-zero singular values σ1i and σ
2
i (σ
1
i ≥ σ2i )
of the matrix Hˆin̂:
C =
N∑
i=2
σ1i − σ2i
σ1i
. (2.4)
The computational complexity of our self-calibration algorithm is linear in the number
of samples of f . Figure 2.4(a) shows a plot of the score as a function of focal length for the
“Beach” sequence. As one can see, the correct focal length can be easily determined as the
minimizing point on the curve. Once the camera is calibrated, the camera motion and scene
points can be recovered as shown in Figure 2.4(b).
2.4.2 Handling Varying Focal Length
Our method can be easily generalized to handle the varying focal length case. Instead of
sampling f ∈ R, we sample all possible values of (f1, fN) ∈ R2 (the first and last cameras
are chosen for convenience) and compute the plane normal n as described before. Compared
to the constant focal length case, the extra work required is to compute the focal length for
other images f2, . . . , fN−1. We note that K−1i HiK1 has to preserve the length of any vectors
inside the subspace perpendicular to n (see details in [72]). Leting u,v be two unit vectors
in that subspace, the length constraint dictates
‖K−1i HiK1v‖2 = ‖K−1i HiK1u‖2. (2.5)
Equation (2.5) is a linear equation in f 2i which can be easily solved to obtain fi.
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2.5 Optimal Structure and Motion Recovery
With a good initialization of all parameters, we solve the global optimization problem (2.2)
using an alternating algorithm. On one hand, given the labeling {Sk}Pk=0, (2.2) becomes:
min f(xj, Ki, Ri, ti,nk, dk)
=
P∑
k=1
∑
j∈Sk
qj∑
i=pj
‖xij −Ki(Ri + tinTk /dk)K−11 xj‖2,
which can be solved via the Levenberg-Marquardt (LM) method. On the other hand, given
the structure and motion parameters, we can update the index sets {Sk}Pk=0. For the trajec-
tory Tj, let
fj(k) =
qj∑
i=pj
‖xij −Ki(Ri + tinTk /dk)K−11 xj‖2.
We assign Tj to class k
∗ using the following rule:
k∗ =
 0 if mink fj(k) > (qj − pj + 1)η
2
arg mink fj(k) otherwise
Full 3D reconstruction. To recover the full 3D structure, we back-project all the points
on the plane to obtain their 3D positions. In addition, we can triangulate the positions of
the off-the-plane points. We employ the standard 3D bundle adjustment to get the optimal
estimates of all structure and motion parameters.
2.6 Experiments
We have tested our algorithm on more than 50 video sequences captured by a variety of
cameras. These sequences cover a wide range of scenes with one or more large planes, from
both natural and indoor/outdoor man-made environments. In the section, we report the
reconstruction results of our method on several representative examples, which are shown in
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Figure 2.5: Snapshots of several testing sequences. From top to bottom: “Seashore”,
“Street”, “Shallow Sea”, “Wall”, “Office Desk” and “Lonely Hippo”.
Figure 2.5. In terms of speed, for a typical sequence such as “Beach” with 660 frames, our
system chooses 44 keyframes and reconstructs 1479 3D points, which takes about 50 seconds
on a desktop PC with Intel Xeon 2.67GHz CPU and 24GB memory.
To better understand the reconstruction quality and the advantage of our method, we
further compare our method against one of the state-of-the-art general-purpose SFM system,
ACTS [117]. We have also tested Bundler [98] and Voodoo Camera Tracker4 on these
sequences. However, Bundler is designed for unordered large-baseline images and computes
point correspondences between each pair of images, and hence is very inefficient for our
purpose. Also, it assumes known camera intrinsic parameters. For Voodoo, we found that
its performance is generally worse than ACTS; hence we omit its results here.
According to the performance of ACTS, we roughly partition the test sequences into
two categories. The first category consists of planar scenes with no or little 3D structure
throughout the entire sequence, whereas the second category contains videos with certain
4www.digilab.uni-hannover.de/docs/manual.html
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Figure 2.6: Some augmented images of the “Beach” sequence using the reconstruction result
obtained by our method.
(a) Seashore (b) Street
Figure 2.7: Some reconstruction results of our method.
3D structure in at least a fraction of the frames (e.g., the “Beach” and “Office Desk” se-
quences). As expected, while sequences in the first category are considered easy to our
method, ACTS performs poorly on them, generating incomplete or obviously wrong results.
For the second category, ACTS is able to obtain reasonable solutions, thanks to its ability
to detect key frames with enough 3D structures for initialization. For these sequences, we
further demonstrate the reconstruction quality of our method by inserting virtual objects to
the videos.
The “Beach” sequence. This is a representative example with both large dynamic fore-
ground (sea waves, running people) and planar scene structure (Figure 2.3). We have already
seen the reconstruction result of our method in Figure 2.4(b). Here, we further examine the
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(a) our method (b) ACTS
Figure 2.8: Comparison of reconstruction results. Top row: The “Shallow Sea” sequence.
Bottom row: The “Wall” sequence.
reconstruction result of our method by augmenting the video with a synthetic object. As
one can see in Figure 2.6, the castle in our result remains firmly registered to the scene,
implying the reconstruction by our method is very accurate.
The “Seashore” sequence. This sequence is taken by an aerial camera moving forward
along the seashore. Because the scene is completely flat, ACTS crashes on this example.
The reconstruction result of our method is shown in Figure 2.7(a).
The “Street” sequence. This is an example of planar scene in man-made environments
with dynamic foregrounds (i.e., cars). The planar structure and camera motion are easily
obtained by our method, as shown in Figure 2.7(b), while ACTS generates completely wrong
result.
The “Shallow Sea” sequence. This is another example of a planar scene with large
dynamic foreground (i.e., the clouds). In this sequence the camera is smoothly moving
forward, which is correctly recovered by our method, as shown in Figure 2.8. However,
ACTS fails in this case possibly due to lack of static 3D structure in the scene.
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Figure 2.9: Reconstruction results of the “Office Desk” sequence. Top row: Two views of
the result of our method. Bottom row: Augmented frames by our method.
The “Wall” sequence. We use this somewhat extreme example to test the ability of both
systems in handling multiple planes. As one can see in Figure 2.8, the structure recovered
by our system is very accurate, with a clean right angle between the two walls. In contrast,
ACTS generates incorrect structure in this case.
The “Office Desk” sequence. This scene also contains two large planes, the desk and
the computer monitor. In addition, as one can see in Figure 2.9, the synthetic object in
our method’s augmented video remains very steady throughout the sequence. This further
evidences the advantage of using information encoded by scene planes for accurate recon-
struction.
The “Lonely Hippo” sequence. Lastly, we test our method on a sequence with a
smoothly zooming-out camera. It is very challenging in that the focal length changes by
a factor of 8 between the first frame and the last frame. Figure 2.10 shows the estimated
focal lengths as well as the reconstruction result by our method, verifying its effectiveness
in handling varying focal length.
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Figure 2.10: The “Lonely Hippo” sequence with varying focal length. Left: Estimated focal
lengths. Right: Reconstruction result.
2.7 Conclusion
In this chapter, we have proposed a novel and complete SFM system which produces very
accurate reconstruction result by directly analyzing the geometry information encoded by
large scene planes. The system consists of two main components, namely, a new method to
detect and track the planes consistently across the entire sequence and an efficient multiple-
view self-calibration algorithm based on the homographies induced by the scene plane. We
show that by taking advantage of the presence of planar structures in the scene, our method
avoids the difficulties of conventional SFM techniques in handling plane degeneracy and
dynamic foreground, and hence highly complements those techniques in processing real-
world commercial and consumer videos.
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Chapter 3
Plane-Based Content-Preserving
Warps for Video Stabilization
In Chapter 2, we proposed a reliable and efficient approach to structure and motion recovery
by extracting the geometric information encoded in large scene planes. In fact, in addition
to boosting the performance of SFM system, the recovered planar structures can be used to
facilitate many other 3D modeling tasks as well. In this chapter, we will focus on the video
stabilization problem, and investigate how the information about planar scene structures
can be integrated into existing method to produce the state-of-the-art stabilization results.
3.1 Introduction
With the fast development of hand-held digital cameras, we have seen a dramatic increase
in the amount of amateur videos shot over the past decade. However, very often people find
their videos hard to watch, mainly due to the excessive amount of shake and undirected
camera motions in the footage. Therefore, there has been an urgent demand in developing
high-quality video stabilization algorithms, which are able to remove the undesirable jitters
from amateur videos so that they appear to be taken under smooth, directed camera paths.
In general, there are two major steps in stabilizing a jittery input video, namely (1)
designing new smooth camera paths, and (2) synthesizing stabilized video frames according
to the new path. In this chapter, we focus on the second step, which still remains a highly
challenging problem nowadays. Most existing methods [76, 47, 27, 61, 51] apply a full-
frame 2D transformation to each input frame to obtain the stabilized output frame. Despite
its computational efficiency and robustness, this approach is well-known for its inability in
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handling the parallax effects of a non-degenarate scene and camera motion, as illustrated in
Figure 3.1 (first row).
In fact, in the ideal case one will need the dense 3D structures of the scene in order to
create a novel view of it. However, obtaining such a dense reconstruction from 2D images
is extremely challenging in terms of both effectiveness and efficiency. Several attempts have
been made along this direction [17, 40, 11], which rely on image-based rendering (IBR) to
generate new images of a scene as seen along the smooth camera path. But these techniques
are all limited to static scenes, among other issues. In a recent work [66], Liu et al. propose
a novel method, namely content-preserving warping (CPW), which instead uses the sparse
3D points obtained by any structure from motion system for synthesis. The key idea of
CPW is that the true dense deformation can be well approximated by diffusing the sparse
displacements suggested by the reconstructed 3D points via a carefully chosen regularization
term. This approximation is shown to be sufficient for stabilization, producing state-of-the-
art results in many challenging cases, as long as there are enough feature tracks in each
image region. In practice, however, large textureless regions often exist in the scene, such as
ground, building facades, and indoor walls, where feature tracks are rare. It has been noticed
that CPW performs poorly in these regions, as illustrated in Figure 3.1 (second row).
In this chapter, we propose a new synthesizing scheme which aims to remedy this impor-
tant issue of CPW. Our key observation is that real scenes often exhibit strong structural
regularities, in the form of one or more planar surfaces, which are largely ignored so far by
existing methods. More importantly, these planar surfaces typically correspond to the tex-
tureless regions in the scene, which are problematic to CPW as well as many other methods.
Therefore, our goal is to develop a novel 3D stabilization method that can explicitly take
advantage of the presence of (relatively large) planar surfaces in the scene. To this end,
we propose to automatically detect large planes in the scene, and partition each frame into
regions associated with each plane, as well as regions that are “non-planar”. Note that,
since our ultimate goal is to improve the stabilization system and produce jitter-free videos,
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Figure 3.1: Effects of various warping methods. Each row shows a sequences of warps
of a single input frame created by pulling the camera away from its original location. First
row: Warping based on 2D transformation (e.g., homography) is too rigid to handle general
motion and structures, resulting in large distortions in non-planar regions (e.g., buildings).
Second row: Content-preserving warping preserves the non-planar structures well, but
yields increasingly visible distortion in the textureless regions (i.e., the ground) where fea-
tures are rare. Third row: Our plane-based warping is able to produce visually pleasing
results by combining the strengths of both methods. Red line represents the boundary of
planar and non-planar regions obtained by our video segmentation algorithm.
it is crucial for our segmentation algorithm to process the entire video in a short period of
time, and obtain results which can be seamlessly integrated into the stabilization pipeline.
To achieve this goal, we develop a novel algorithm which directly works on the same uniform
grid mesh that is employed by CPW, and only uses geometric cues for fast processing. This
is contrary to the existing piecewise planar scene segmentation algorithms, which operate
at the per-pixel level and rely on multiple low-level and high-level photometric cues. These
methods are generally too slow for stabilization purposes, taking hours to process a video
with a few hundred frames. We demonstrate that our algorithm is capable of processing the
entire video in about 30 seconds, and obtaining results that are sufficient for stabilization.
With the segmentation information, our new plane-based warping method computes a
single homography for image regions that belong to the same plane, while borrowing the
results of CPW for non-planar regions (Figure 3.1 third row). In this way, we not only
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seamlessly integrate the information about planar structures of the scene into the stabi-
lization framework, but also provide an unified framework for 2D-3D stabilization. When
the scene is dominated by complex non-planar or dynamic structures, our method becomes
CPW which is known to work well in such cases, whereas on the other end, if the scene
contains a single large plane, it reduces to the robust and efficient 2D method.
3.1.1 Related Work
In general, depending on the level of scene geometry one recovers, existing video stabilization
techniques can be roughly divided into two categories. Methods in the first category [76,
47, 27, 61, 51] aim to estimate a single 2D transformation between each pair of frames.
Stabilization is then obtained by smoothing the parameters of 2D transformations followed
by synthesizing a new video using the smoothed parameters. It is well known that 2D
stabilization can only achieve limited smoothing before introducing noticeable artifacts to
the output video. Several ideas have been examined in recent years to alleviate this problem,
including interpolating the homography matrices in a transformed space [47], considering
user’s capturing intention [27], directly smoothing a set of robust feature trajectories [61],
and designing an `1-optimal camera path [51].
In order to fully handle general scene structure and camera motion, 3D stabilization
methods [17, 40, 11, 66] attempt to recover true camera motion and scene structures via
structure from motion (SFM) systems. Stabilization is subsequently done by smoothing
the camera path in 3D and synthesizing a new video based on the smoothed path. To
avoid the dependency on structure from motion techniques, [67] directly smoothes the 2D
feature trajectories based on the observation that they approximately lie in a low-dimensional
subspace over any short period of time. Alternatively, [48] resorts to epipolar point transfer,
which only requires projective reconstruction. However, all these methods except [48] solely
rely on features that allow reliable tracking, and hence suffer from the presence of large
textureless regions. In [48], epipolar constraints are used to search for additional matches
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along edges. But this approach is very sensitive to noise, and does not work if there is
no strong edge in the scene. Recently, [68] proposed to use additional depth sensors to
compensate for the lack of feature tracks, but access to depth data is unrealistic for the vast
majority of amateur videos.
The problem of segmenting video into motion layers that admit parametric transforma-
tion models was first studied in [112], and remains an active research topic in computer
vision today. Since its goal is to obtain simultaneous motion estimation and segmentation,
it typically involves iterative schemes which are prone to local minima. Given camera motion
and 3D point cloud, early works on piecewise-planar scene segmentation from multiple im-
ages [4, 114] are based on line grouping and plane sweeping, whose complexity is prohibitive
beyond a few images. More recently, [5] and [105] both combine the idea of random sampling
consensus (RANSAC) with photometric consistency check to obtain piecewise planar scene
models. However, the experiment results in both papers only involve simple examples with
little non-planar structure. In addition, their computational complexity is still too high
for our purpose. For example, it is reported in [105] that it takes 14 hours to process a
sequence consisting of 380 frames. Finally, planes extracted from 3D point clouds or depth
maps have been recently explored to improve the performance of multi-view stereo (MVS)
systems [97, 43, 44, 80]. But these methods are again too slow for more than a few im-
ages. In summary, none of the existing methods meets our goal of obtaining satisfactory
segmentation results within a few seconds for long video sequences.
3.2 Overview of the Content-Preserving Warping
Technique
Since our method is built upon the content-preserving warping (CPW) technique introduced
in [66], in this section we give a brief review of it.
Generally speaking, CPW is an image warping technique specifically designed for 3D sta-
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bilization, which aims to deform an input frame according to a set of 2D sparse displacement
constraints induced by the 3D viewpoint change, while minimizing the distortion of local
shape and salient image content. In particular, it takes two sets of corresponding 2D points
as input – Pˆ in the input frame, and P in the output frame – and create a dense warp guided
by the displacements from Pˆ to P . For 3D stabilization, Pˆ and P are obtained by projecting
the reconstructed 3D points into input and output (stabilized) cameras, respectively.
To create the dense warp, CPW first divides the original video frame Iˆ into an m × n
uniform grid mesh, represented by a set of N vertices Vˆ = {vˆq}Nq=1. Then, it estimates a
warped version of the mesh, denoted by V = {vq}Nq=1, for the output frame by minimizing
the following objective function:
E(V ) = Ed(V ) + αEs(V ), (3.1)
where α is a scalar weight between the data term Ed(V ) and smoothness term Es(V ).
Data term. The data term penalizes the difference in the output frame between the
projected location of each point Pt and the location suggested by the estimated mesh V . For
each point Pˆt in the input frame, a bilinear interpolation of the four corners of the enclosing
grid cell, denoted by Vˆt, is first computed so that Pˆt = w
T
t Vˆt. Here, the vector wt contains
the four coefficients that sum to 1. Then, the data term is defined as:
Ed(V ) =
∑
t
‖wTt Vt − Pt‖2. (3.2)
Smoothness Term. The smoothness term measures the deviation of the estimated 2D
transformation of each grid cell from a similarity transformation. This is inspired by the
work [56], which suggests that warps resembling a similarity transformation can effectively
avoid noticeable distortions of image content due to shearing and non-uniform scaling, and
hence should be preferred as long as the viewpoint change is not too large, which is indeed
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the case in video stabilization. [56] further shows that this constraint can be written in the
form of every three vertices that form a triangle in a grid cell. Specifically, let (Vˆ ∆1 , Vˆ
∆
2 , Vˆ
∆
3 )
and (V ∆1 , V
∆
2 , V
∆
3 ) denote the vertices of any triangle ∆ in the input and output grid mesh,
respectively. Then, its deviation from a similarity transformation can be written as
es(∆) = ‖V ∆1 − (V ∆2 + a∆(V ∆3 − V ∆2 ) + b∆R90(V ∆3 − V ∆2 ))‖2, (3.3)
where a∆, b∆ satisfy
Vˆ ∆1 = Vˆ
∆
2 + a∆(Vˆ
∆
3 − Vˆ ∆2 ) + b∆R90(Vˆ ∆3 − Vˆ ∆2 ), (3.4)
and R90 = [0 1;−1 0] is a 2D rotation matrix.
Finally, the smoothness term Es(V ) is the sum of es(∆) over all eight triangles of each
vertex:
Es(V ) =
∑
∆
es(∆). (3.5)
Since minimizing the energy E(V ) is a linear least-squares problem in the set of unknown
V , it can be solved efficiently by any standard linear system solver. The output frame is
then generated using standard texture mapping algorithm according to V .
Finally we note that, according to the above discussion, the warp obtained by CPW tends
to be close to a similarity transformation, especially in regions where features are rare or
non-existing. However, similarity transformation cannot faithfully represent the projective
effects of the scene, and hence may cause serious wobble effects in the stabilized videos.
Next, we show how this problem can be properly addressed by incorporating information
about scene planes.
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3.3 Fast Piecewise Planar and Non-Planar Scene
Segmentation for Videos
In this section, we propose a fast two-step approach to automatically segment each video
frame into piecewise planar and non-planar regions. First, we detect scene planes from 3D
point cloud obtained by structure from motion using a robust multiple structure estimation
algorithm called J-Linkage [104]. Second, we describe a novel video segmentation algorithm,
which classifies each grid cell in the CPW framework into K + 1 classes – one for each
of the K detected planes, plus a “non-planar” class. For this problem, we lay out a MRF
formulation for the entire sequence to simultaneously take into account the spatial coherence
between neighboring cells within each frame, and improve the segmentation consistency
across different frames. We now describe these two steps in detail.
3.3.1 Multiple Plane Detection
Since real scenes often contain multiple planes as well as non-planar structures, we adopt a
robust multiple structure estimation method called J-Linkage [104] to detect planes from 3D
point cloud. Similar to the popular RANSAC technique, this method is based on sampling
consensus. Meanwhile, it has been shown in [104] that J-Linkage substantially outperforms
other variants of RANSAC for multiple structure detection, such as sequential RANSAC
and multi-RANSAC [122], in many real applications including 3D plane fitting.
Basically, J-Linkage works in the following way. It first generates a large number (typi-
cally a few thousands) of putative models by random sampling. Next, for each data point, a
preference set (PS) of models is computed, which include all the models to which the distance
from that data point is less than a threshold . J-Linkage then uses a bottom-up scheme to
iteratively group data points that have similar PS. Here, the PS of a cluster is defined as the
intersection of the preference sets of its members. Specifically, in each iteration, J-Linkage
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Figure 3.2: Three planes are detected by J-Linkage [104] on the video shown in Figure 3.3.
computes the Jaccard distance between any two clusters A and B:
dJ(A,B) =
|A⋃B| − |A⋂B|
|A⋃B| , (3.6)
and merge the two clusters with the smallest distance. As in RANSAC, the only free
parameter of J-Linkage is the consensus threshold , which is set to 10 in our experiments.
Also, since our goal is to detect large scene planes, we only keep those clusters with a support
size larger than one sixth of the total number of points.
Figure 3.2 shows the result of applying J-Linkage to the 3D point cloud for an indoor
video sequence taken by a person walking down the corridor with a hand-held camera (see
Figure 3.3 for some input frames). In this example, three planes are detected, namely the
ground and two side-walls. Although J-Linkage fails to detect the other two planes, namely
the ceiling and front door, due to their small support sizes, we still consider the result
successful as these two planes only occupy a very small portion of the video frames.
3.3.2 A Markov Random Field Formulation for Video
Segmentation
Once a set of dominant planes is detected, the next step is to perform piecewise planar
and non-planar segmentation for each input frame. To take both spatial and temporal
consistency into consideration, we define a Markov random field for the entire sequence. For
each frame, If , f = 1, . . . , F , we divide it into a 64×36 uniform grid mesh and build a graph
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Figure 3.3: Piecewise planar and non-planar scene segmentation. Top Row: Results
of classifying each 3D point (represented by its image in each frame) into the K + 1 classes
based on the proposed distance measure ‖x−x∗k‖2. Each color represents a class, with black
circles corresponding to the points labeled as “non-planar”, i.e., ‖x−x∗k‖2 > β, ∀k. Bottom
Row: Segmentation results obtained by the proposed method.
Gf = (Vf , Ef ) on it. Each vertex p ∈ Vf is a cell of the mesh, while the edges, Ef , denote the
neighboring relationship between cells. Then, the graphs {Gf} from all frames are merged
into a large graph G = (V , E), by adding edges between the two cells at the same spatial
location in two consecutive frames.
Given a set of K 3D planes, our goal is to assign a unique label li to each vertex pi ∈ V .
That is, li = k, k = 1, 2, . . . , K if pi belongs to the k-th plane, and li = 0 if pi lies on
any non-planar surface. The solution L = {li} can be obtained by minimizing the energy
function
E(L) =
∑
pi∈V
Ψi(li) +
∑
eij∈E
Ψij(li, lj), (3.7)
which involves a unary data function Ψi and a pairwise smoothness function Ψij. In this
chapter, we adopt the popular multi-label graph-cut algorithm [14] to minimize E(L). It is
guaranteed to find a solution that is within a constant factor of the global minimum, and
has been shown to produce satisfactory results in many vision tasks [102].
Data term. For a vertex in the f -th frame, pi ∈ Vf , the function Ψi is defined as follows.
Let Xi be the set of 3D points whose images in the f -th frame lie in the cell corresponding
to pi. Then, for each point X ∈ Xi, we compute its projection to the k-th plane, denoted as
X∗k . We further denote x and x
∗
k as the images of X and X
∗
k in the f -th frame, respectively.
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The function Ψi then measures the image distance between x and x
∗
k:
Ψi(li) =

∑
X∈Xi min{‖x− x∗k‖2, dmax}, if li = k > 0
β|Xi|, if li = 0
(3.8)
where β is a penalty assigned to each point X ∈ Xi if the corresponding cell is classified as
“non-planar”. Note that, geometrically, β can be viewed as a threshold that determines how
far the images of X and its projection onto the k-th plane X∗k may be before X is considered
not belonging to that plane. On one hand, by comparing the image distance instead of the
distance in 3D, β sets a uniform threshold across all 3D points which is irrelevant to their
individual uncertainty in the 3D space. On the other hand, the value of β should depend on
the overall accuracy of structure from motion, and is chosen to be 1.5 times the size of each
cell in our work. For example, for a 640× 360 input frame, we have β = 15. In addition, the
distance measure has been truncated in Eq. (3.8) to dmax in order to prevent it from being
dominated by a small number of poorly reconstructed 3D points. We fix dmax = 2β for all
the experiments.
In Figure 3.3 (first row) we show the results of classifying each 3D point (represented by
its image in each frame) into the K + 1 classes based on the proposed distance measure for
an indoor scene. As one can see, the classification results indeed give us very strong cues for
segmentation.
Smoothness term. For each edge eij ∈ E in the same image If , the smoothness function
is defined as:
Ψij(li, lj) = δ(li, lj) · g(i, j), (3.9)
where δ(li, lj) is the indicator function which takes value 0 if li = lj, and 1 otherwise.
The function g(i, j) is designed to improve the estimation of label boundaries by imposing
geometric constraints derived from multiple planes in the scene. First, for each pair of planes
in the scene (if one exists), we compute the 2D intersection line L between them in each
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frame If . Then, we find all pairs of neighboring cells (pi, pj) in If where the centers of pi
and pj lie on different sides of L, and accumulate all such pairs for all intersection lines in a
set ELf . Finally, the function g(i, j) is defined as
g(i, j) =
 λ1, if (pi, pj) /∈ E
L
f
λ2, otherwise
(3.10)
For edges eij across two frames, the smooth cost is defined as
Ψij(li, lj) = λ3δ(li, lj). (3.11)
In this work, λ1, λ2 and λ3 are empirically set to λ1 = λ3 = 10, λ2 = 2 for all experiments.
In Figure 3.3 and Figure 3.4, we show some representative results of the proposed method.
As one can see, our segmentation algorithm correctly identifies the large planar regions in a
variety of indoor and outdoor scenes. However, since our algorithm purely relies on geometric
cues, the label boundaries estimated by it may not be very accurate. This is mainly due to
the uncertainty in 3D reconstruction, which decides the smallest possible threshold β one can
choose to distinguish points on a plane from others. In addition, the facts that our algorithm
only operates on a coarse spatial grid, and that feature points are not evenly distributed in
the images, could also contribute to the errors. Nevertheless, we find that these errors have
little effect on the final stabilization results, since the shifts in viewpoint are usually small
for video stabilization.
In terms of speed, for a typical sequence such as the one shown in Figure 3.3 with 250
frames, the plane detection1 and piecewise planar scene segmentation algorithms take about
10 and 15 seconds on a desktop PC with 3.40GHz CPU and 12GB memory, respectively.
1We use the Matlab code from J-Linkage website: http://www.diegm.uniud.it/fusiello/demo/jlk/.
36
Scene 1 Scene 2
Scene 3 Scene 4
Scene 5 Scene 6
Figure 3.4: Additional results on piecewise planar and non-planar scene segmentation.
3.4 Plane-Based Stabilization
As we have already discussed, this chapter aims at leveraging the flexibility of CPW and the
structural regularities (i.e., planar surfaces) of the scene to produce high-quality stabilization
results, especially in the cases where CPW performs poorly because of large textureless
regions. In this section, we describe our plane-based stabilization algorithm in detail.
Like other 3D stabilization methods, our plane-based method first applies structure from
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motion to recover the original camera motion and sparse 3D point cloud. Here, we use ACTS
[117], a publicly available structure from motion system. To generate the stabilized camera
path, we apply Gaussian filter to the original camera parameters. Since a camera can be
modeled by a rotation matrix R ∈ SO(3) and its center C ∈ R3, we apply a Gaussian filter
to these two components separately. Note that, since the space of rotation matrices is not
Euclidean, the filtering of the rotational component is done in a locally linearized space at
each timestamp in the same way described in [66].
For novel view synthesis, we also follow the same idea of [66] by processing one input
frame at a time to avoid ghosting effect caused by the moving objects. Each input frame
is divided into a 64 × 36 grid mesh Vˆ = {vˆq}Nq=1 and the content-preserving warp is then
computed. We denote the output mesh by V 0 = {v0q}. To incorporate information about
the piecewise planar scene structures into stabilization, we give a label, lq, to each vertex
of the mesh according to the labels of its surrounding cells. For any vertex that lies on the
segmentation boundary (hence the surrounding cells have more than one labels), we simply
assign the smallest label to it. Based on the labels, a new mesh V = {vq} is computed:
vq =
 Hkvˆq if lq = k, k = 1, . . . , Kv0q, if lq = 0 (3.12)
where Hk is the homography induced by the k-th plane between the input and output frames.
The output frame is then obtained using standard texture mapping algorithms.
3.4.1 Quantitative Comparison of Two Warping Methods
In the rest of this section, we provide a quantitative performance comparison of our plane-
based warping with CPW in handling planar regions in the scene. In particular, we are
interested in evaluating the performances of both methods with respect to the number of
available feature tracks. Therefore, we choose the video shown in the upper-left corner of
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(a) CPW (b) Our plane-based warping
Figure 3.5: Average reprojection errors (pixels) achieved by both methods with various
number of feature tracks.
Figure 3.6 for this experiment, in which the scene is dominated by a large plane (the ground)
and the tracking algorithm is able to obtain a large number of feature tracks (> 200) for
each frame.
Given the estimated 3D structure and camera motion, we randomly select mp feature
tracks for each input frame, and use them to compute the warps between the input and
output frames using both warping methods. Then, we use the rest of the feature tracks
to evaluate the accuracy of both warping methods. Specifically, let Pˆt and Pt denote the
locations of a feature point in input and output frames, respectively, and P˜t be the estimated
location of this feature point in the output frame given Pˆt using either warping method. We
compute the average reprojection error for each frame as follows:
err(f) =
1
|Pf |
∑
t∈Pf
‖P˜t − Pt‖ (3.13)
where Pf is the set of test feature points in frame f .
In Figure 3.5 we show the average reprojection error err(f) of both methods with var-
ious numbers of feature tracks mp. As expected, The reprojection error of CPW increases
significantly as mp decreases. On the contrary, the performance of our plane-based method
remains stable with a small number of features, justifying its advantage in handling texture-
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Figure 3.6: Snapshots of the videos used for evaluation.
less regions in the scene.2 Meanwhile, it also worth noting that the performance of CPW
varies from frame to frame. The reason is at least two-fold. First, the motion between
the input and output frames is different for each frame. Second, CPW is more sensitive to
certain types of motion (e.g., camera rotations) than others (e.g., translations) as it uses a
similarity transformation to regularize the warping.
3.5 Video Stabilization Results
We have tested our algorithm on 32 video sequences (see Figure 3.6) which consist of one
or more large scene planes,3 including 5 videos that are used in [66] to demonstrate the
performance of CPW. These sequences cover a wide range of scenes from both natural and
indoor/outdoor man-made environments. Among them, noticeable wobble effects can be
seen in 18 results obtained by CPW, due to the lack of feature tracks in large planar regions.
Meanwhile, our plane-based method succeeds in 30 of the 32 videos, generating satisfactory
stabilization results.
Challenging cases. For the other two testing videos shown in Figure 3.7, our method is
not able to completely remove the wobble effects, although it still produces better results
2In theory, four reliable feature tracks are sufficient to compute the plane-based warping (i.e., homogra-
phy) for each plane in the scene. In practice, however, a slightly large number may be necessary due to the
presence of noise.
3More precisely, we mean that J-Linkage detects at least one plane in each of these videos. For videos
with no plane detected, our method simply becomes CPW so no comparison needs to be done.
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(a) Input frame with points (b) Segmentation result
Figure 3.7: Challenging cases for our method. Top row: In this case, only a very
small number of points are detected on the ground. Some of them actually correspond to
the reflection. Bottom row: In this case, the ground is slightly curved.
than CPW. In the first video, only a very small number of points are reconstructed on the
ground, with a large number of outliers due to reflection. Therefore, J-Linkage fails to detect
the ground plane in the case. Consequently, our segmentation algorithm incorrectly assigns
the ground regions to the planes corresponding to the walls, causing undesirable artifacts in
the stabilized video. In the second video, the ground is slightly curved, which confuses our
plane detection and segmentation algorithms. As a result, a portion of the ground region is
labeled as non-planar, hence the wobble effects remain in the output video.
In fact, both cases reveal the dependency of our method’s performance on a few free
parameters in the plane detection and segmentation algorithms, for which a set of fixed
values is certainly not enough to handle all cases. Nevertheless, we have shown in this
chapter that, by exploiting information about scene structures such as the planar surfaces,
our method significantly outperforms CPW in many challenging cases.
41
3.6 Conclusion, Limitations, and Future Work
In this chapter we have described a novel method for video stabilization, which outperforms
the state-of-the-art methods by taking advantage of the presence of large planes in the scene.
Our method is built upon the newly proposed CPW framework, but is able to avoid the
difficulties of CPW in handling large textureless regions. In particular, we have proposed
an efficient Markov random field formulation to segment each video frame into piecewise
planar and non-planar regions. This level of scene understanding is shown to be ideal for
generating high-quality jitter-free videos in a variety of practical scenarios.
Like CPW and many other 3D methods, our algorithm relies on structure from motion
to get accurate information about the 3D scene structures and camera motions. For this
reason, all the videos tested in this work are chosen to be friendly to SFM. Also, we do
not address other common issues in video stabilization, including the smaller field of view,
motion blur [76], and rolling shuttle effects [50].
Another bottleneck of our method is the plane detection part. Currently we use the
robust model estimation package J-Linkage, but it leaves to the user to decide the minimum
number of inliers for a valid model; hence it may fail when the number of reconstructed
3D points on the plane is extremely small. A different direction would be combining plane
detection with 3D reconstruction, as we discussed in Chapter 2.
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Chapter 4
Low-Rank Matrix Recovery via
Convex Optimization
In the previous two chapters, we systematically studied the problem of recovering 3D planar
structures and camera motions from 2D image sequences, and demonstrated the application
of the recovered planar structures in stabilizing shaky amateur videos. In the next three
chapters, we move away from planar structures and investigate other types of regularities
in the visual data, including symmetric or regular patterns in an image and the linear
correlations among multiple images, which can be captured by a low-rank structure model.
In this chapter, we introduce a new method for recovering low-rank matrices from corrupted
observations via convex optimization, with a focus on the stability of this new method when
applied to noisy data. We show how this method can be extended and employed to solve
3D reconstruction problems in Chapter 5 and 6.
4.1 Introduction to Principal Component Pursuit
The advance of modern information technologies has produced a tremendous amount of
high-dimensional data in science, engineering, and society, such as images, videos, web doc-
uments, and bioinformatics data. It has become a pressing challenge to develop efficient and
effective tools to process, analyze, and extract useful information from such high-dimensional
data. One of the fundamental problems here is how to extract the intrinsic low-dimensional
structure of such high-dimensional data.
Arguably, the classical Principal Component Analysis (PCA) [34, 58] is the most widely
used statistical tool for high-dimensional data analysis and dimensionality reduction today.
43
It basically assumes that the data approximately lie on a low-dimensional linear subspace.
Mathematically, if we stack all the data points as column vectors of a matrix M , then the
matrix should be approximately low-rank and can be written as M = L0 + Z0, where L0 is
a low-rank matrix (representing the subspace) and Z0 models a small noisy perturbation of
each entry of L0. Then, PCA simply seeks the best rank-k estimate of L0 in the `2 sense,
which can be solved efficiently via singular value decomposition (SVD) and thresholding. It
can be shown that if the perturbation is i.i.d. Gaussian, this gives a statistically optimal
estimate of the subspace. Such an estimate is naturally stable in the sense that the error is
bounded to be proportional to the magnitude of the perturbation.
However, it is well known that the classical PCA breaks down even with a single grossly
corrupted entry in the data matrix M , i.e., it is not robust to gross errors or outliers.
Many methods have been proposed to alleviate this problem; however, none of them yield
a polynomial-time algorithm with strong performance guarantees (see [18] for a detailed
discussion). Unlike the previous methods, the recently proposed Principal Component Pur-
suit (PCP) method utilizes a convex program that guarantees to recover a low-rank matrix
despite gross sparse errors under rather broad conditions. In the rest of this section, we give
a brief review of this method.
Mathematically, PCP considers the matrix M of the form M = L0 + S0, where L0 is
low-rank and S0 is a sparse matrix with most of its entries being zero. Unlike the model for
PCA, here both components can be of arbitrary magnitude and no other information about
the rank of L0 and/or the support or signs of S0 is given. To recover L0 and S0, PCP solves
the following convex optimization problem1
min
L,S
‖L‖∗ + λ‖S‖1 subject to M = L+ S. (4.1)
1In this chapter, we use five norms of a matrix A. ‖A‖∗ denotes its nuclear norm – sum of its singular
values, ‖A‖F denotes its Frobenius norm and ‖A‖ denotes its 2-norm. Moreover, ‖A‖1 and ‖A‖∞ are the
`1 and `∞ norms of A viewed as a vector, respectively.
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It has been shown in [18] that, under surprisingly broad conditions, the above convex program
exactly recovers L0 and S0.
2 Specifically, let L0 = UΣV
∗ =
∑r
i=1 σiuiv
∗
i denote the singular
value decomposition of L0 ∈ Rn1×n2 , where r is the rank, σ1, . . . , σr are the singular values,
and U = [u1, . . . , ur], V = [v1, . . . , vr] are the matrices of left- and right-singular vectors,
respectively. The incoherence conditions on U and V with parameter µ are as follows:
max
i
‖U∗ei‖2 ≤ µr
n1
, max
i
‖V ∗ei‖2 ≤ µr
n2
, ‖UV ∗‖∞ ≤
√
µr
n1n2
, (4.2)
where ei’s are the canonical basis vectors. Now let ‖S0‖0 = m be the number of nonzero
entries in S0. The conditions on S0 concern the identifiability issue arises when S0 is also low-
rank. To avoid such pathological cases, [18] assumes that the support of sparse component
S0 is selected uniformly at random among all subsets of size m. Under these conditions, the
main result of [18] states:
Theorem 1 ([18]). Suppose L0 ∈ Rn×n obeys (4.2) and that the support set of S0 is uniformly
distributed. Then there is a numerical constant c such that with probability at least 1− cn−10
(over the choice of support of S0), Principal Component Pursuit (4.1) with λ = 1/
√
n
recovers L0 and S0 exactly, provided that
rank(L0) ≤ ρrnµ−1(log n)−2 and m ≤ ρsn2, (4.3)
where ρr and ρs are some positive constants.
Note that the analysis and result of PCP apply to any rectangular (n1 × n2) matrix.
But to simplify presentation, we have assumed that the matrices are all square and write
n = n1 = n2. The modification needed for general rectangular matrices is straightforward
and will be briefly discussed in the end of the chapter.
It is also worth noting that a large number of first-order techniques have been developed to
2Readers are also referred to [26] which proposed to solve the same problem but with different exact
recovery conditions.
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solve the convex program (4.1). In particular, we have found that the Augmented Lagrange
Multiplier (ALM) method [103] works well in all the 3D reconstruction applications we study
in this thesis. Interested readers are referred to [103] for detailed discussion of the method.
4.2 Stable Principal Component Pursuit
The PCP result [18] is limited to the low-rank component being exactly low-rank and the
sparse component being exactly sparse. However, in real world applications such as 3D
reconstruction the observations are often corrupted by noise, which may be stochastic or
deterministic, affecting every entry of the data matrix. For example, in face recognition,
the human face is not a strictly convex and Lambertian surface, so small perturbation
accounting for the fact that the low-rank component is only approximately low-rank needs
to be considered. In ranking and collaborative filtering, user’s ratings could be noisy because
of the lack of control in the data collection process. Therefore, for the techniques developed
in [18] to be widely applicable, results that guarantee stable and accurate recovery in the
presence of entry-wise noise must be established.
4.2.1 Assumption and Main Result
The new measurement model that we consider here assumes that we observe
M = L0 + S0 + Z0, (4.4)
where Z0 is a noise term – say i.i.d. noise on each entry of the matrix. However, all we
assume about Z0 is that ‖Z0‖F ≤ δ for some δ > 0. To recover the unknown matrices L0
and S0, we propose solving the following optimization problem, as a relaxed version to PCP
(4.1):
min
L,S
‖L‖∗ + λ‖S‖1 subject to ‖M − L− S‖F ≤ δ. (4.5)
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where we choose λ = 1/
√
n. Our main result is that under the same conditions as PCP, the
above convex program gives a stable estimate of L0 and S0:
3
Theorem 2. Suppose again that L0 obeys (4.2) and the support of S0 is uniformly dis-
tributed. Then if L0 and S0 satisfy (4.3) with ρr, ρs > 0 being sufficiently small numerical
constants, with high probability in the support of S0, for any Z0 with ‖Z0‖F ≤ δ, the solution
(Lˆ, Sˆ) to the convex program (4.5) satisfies
‖Lˆ− L0‖2F + ‖Sˆ − S0‖2F ≤ Cn2δ2, (4.6)
where C is a numerical constant.
The precise form of the constant C will be given in Proposition 4. Here, we would
like to point out two ways to view the significance of this result. To some extent, our
model unifies the classical PCA and the robust PCA by considering both gross sparse errors
and small entry-wise noise in the measurements. So on one hand, our result says that the
low-rank and sparse decomposition via PCP is stable in the presence of small entry-wise
noise, hence making PCP more widely applicable to practical problems where the low-rank
structure is not exact. On the other hand, together with the result of PCP [18], our new
result convincingly justifies that the classical PCA can now be made robust to sparse gross
corruptions via certain convex programs. Since this convex program can be solved very
efficiently [65], at a cost not so much higher than the classical PCA, our result is expected
to have significant impact on many practical problems.
4.2.2 Relations to Existing Work
Aside from its close relations to the classical PCA and the newly proposed robust PCA work
mentioned above, our analysis and result are closely related to two lines of development,
3It can be shown that our result also implies stability in estimation of the singular values and singular
subspace of L0; see, for example, [100].
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regarding stable recovery of sparse signals and low-rank matrices, respectively.
Conceptually, our work is very similar to the development of results for the “imperfect”
scenarios in compressive sensing where the measurements are noisy and the signal is not
exact sparse. More precisely, `1-norm minimization techniques are adapted to recover a
vector x0 ∈ Rm from contaminated observations y = Ax0 + z where A ∈ Rn×m with n m
and z is the noise term. After the landmark work of [23] which established that for the noise-
free case, the minimal `1-norm solution exactly recovers the sparse signal under fairly broad
conditions, later works have demonstrated that stable recovery occurs for most measurement
ensembles [32], or particularly, when the measurement ensembles satisfy some incoherence
conditions [33] or restricted isometry property (RIP) [22].
Recently, there has been an explosion of literature regarding the power of nuclear-norm
minimization in recovering low-rank matrices from under-sampled measurements. A matrix
RIP is first proposed by [92] to connect compressive sensing with low-rank matrix recovery.
For measurement ensembles obeying the RIP, tight bounds of the recovery error from noisy
data have been developed in [19] which is within a constant of the minimax risk and an
oracle error. Also see [82] for similar results. Technically, our work is more closely related
to the recent work [20] which developed the first stability result for the matrix completion
problem under small perturbations. Naturally, in establishing the stability result for robust
PCA, we borrow heavily from the techniques used in [20] and [18].
4.2.3 Notation and Outline of Analysis
Our goal is to show that in cases where the noise free PCP (4.1) exactly recovers (L0, S0), the
noise aware version (4.5) stably estimates (L0, S0). In the noise free case, exact recovery is
guaranteed by the existence of a “dual certificate” W described in Lemma 3 below. The main
result of [18] is to show that under the stated conditions, with high probability such a dual
certificate exists. Then Proposition 4 below shows that the existence of such a certificate
also implies that the recovery via (4.5) under noise is stable.
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Before continuing, we fix some notation. Given a matrix pair X0 = (L0, S0), let Ω ⊆
[n]× [n] denote the support of S0, and PΩ denote the projection operator onto the space of
matrices supported on Ω. Let r = rank(L0), and let L0 = UΣV
∗ denote the compact SVD
of L0, with U, V ∈ Rn×r and Σ ∈ Rr×r. We will let T denote the subspace generated by
matrices with the same column space or row space as L0:
T = {UQ∗ +RV ∗ | Q,R ∈ Rn×r} ⊂ Rn×n,
and PT be the projection operator onto this subspace.
For any pair X = (L, S) let ‖X‖F .= (‖L‖2F + ‖S‖2F )1/2, and define the projection
operator PT × PΩ : (L, S) 7→ (PTL,PΩS). Define the subspaces Γ .= {(Q,Q) | Q ∈ Rn×n}
and Γ⊥ .= {(Q,−Q) | Q ∈ Rn×n}, and let PΓ and PΓ⊥ denote their respective projection
operators. Finally, for any linear operator A : Rn×n → Rn×n, we use ‖A‖ to denote the
operator norm sup‖X‖F=1 ‖AX‖F .
With these notations, the optimality conditions for (4.1) can be stated in terms of a dual
vector as follows.
Lemma 3 (Lemma 2.5 in [18]). Assume that ‖PΩPT‖ ≤ 1/2 and λ < 1. Suppose that there
exists W such that 
W ∈ T⊥, ‖W‖ < 1/2,
‖PΩ(UV ∗ − λsgn(S0) +W )‖F ≤ λ/4,
‖PΩ⊥(UV ∗ +W )‖∞ < λ/2.
(4.7)
Then the pair (L0, S0) is the unique optimal solution to (4.1).
From now on, we will write λPΩD = PΩ(UV ∗−λsgn(S0)+W ). The following proposition
shows that under the existence of such a dual certificate, (4.5) will also stably recover L0
and S0 in the presence of noise.
Proposition 4. Assume ‖PΩPT‖ ≤ 1/2, λ ≤ 1/2, and that there exists a dual certificate W
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satisfying (4.7). Let Xˆ = (Lˆ, Sˆ) be the solution to (4.5) and X0 = (L0, S0), then Xˆ satisfies
‖X0 − Xˆ‖F ≤ (8
√
5n+
√
2)δ. (4.8)
Proposition 4 implies Theorem 2, since under the conditions of Theorem 2, Lemma 2.8
and Lemma 2.9 of [18] show that with high probability, there indeed exists such a dual
certificate W , and Corollary 2.7 of [18] proves ‖PΩPT‖ ≤ 1/2 as well.
The rest of the section then sets out to prove Proposition 4 and is organized as follows.
In Section 4.2.4, we prove two key lemmas on which our main result depends. The proof of
Proposition 4 then follows in Section 4.2.5. We further provide numerical results in Section
4.2.6 to support our analysis and conclude the section with additional discussions in Section
4.2.7.
4.2.4 Two Lemmas
In this section, we prove two lemmas which will be useful in the development of our main
result. For any matrix pair X = (L, S), we define ‖X‖♦ = ‖L‖∗ + λ‖S‖1.
Lemma 5. Assume ‖PΩPT‖ ≤ 1/2 and λ ≤ 1/2. Suppose that there exists a dual certificate
W satisfying (4.7) and write Λ = UV ∗ + W . Then for any perturbation H = (HL, HS)
obeying HL +HS = 0,
‖X0 +H‖♦ ≥ ‖X0‖♦ + (3/4− ‖PT⊥(Λ)‖)‖PT⊥(HL)‖∗
+(3λ/4− ‖PΩ⊥(Λ)‖∞)‖PΩ⊥(HS)‖1.
Proof. For any Z = (ZL, ZS) ∈ ∂‖X0‖♦, we have
‖X0 +H‖♦ ≥ ‖X0‖♦ + 〈ZL, HL〉+ 〈ZS, HS〉.
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Now due to the form of the subgradients of the `1 norm and the nuclear norm,
4 we have the
identities: ZL = Λ + PT⊥(ZL − Λ) and ZS = Λ− λPΩD + PΩ⊥(ZS − Λ). Thus we have:
〈ZL, HL〉+ 〈ZS, HS〉 = 〈Λ, HL〉+ 〈PT⊥(ZL − Λ), HL〉
+〈Λ− λPΩD,HS〉+ 〈PΩ⊥(ZS − Λ), HS〉
≥ 〈ZL − Λ,PT⊥(HL)〉+ 〈ZS − Λ,PΩ⊥(HS)〉 −
λ
4
‖PΩ(HS)‖F
since HL +HS = 0 and ‖PΩD‖F ≤ 1/4.
Moreover, by duality, there exists Z∗L ∈ ∂‖L0‖∗ with ‖Z∗L‖ ≤ 1 such that 〈Z∗L,PT⊥(HL)〉 =
‖PT⊥(HL)‖∗. Also notice that |〈Λ,PT⊥(HL)〉| = |〈PT⊥(Λ),PT⊥(HL)〉| ≤ ‖PT⊥(Λ)‖‖PT⊥(HL)‖∗.
Therefore, let ZL = Z
∗
L, we have:
〈ZL − Λ,PT⊥(HL)〉 ≥ (1− ‖PT⊥(Λ)‖)‖PT⊥(HL)‖∗.
Similarly, by duality, there exists Z∗S ∈ ∂(λ‖S0‖1) with ‖Z∗S‖∞ ≤ λ such that 〈Z∗S,PΩ⊥(HS)〉 =
λ‖PΩ⊥(HS)‖1. Therefore, choose ZS to be ZS = Z∗S, we have:
〈ZS − Λ,PΩ⊥(HS)〉 ≥ (λ− ‖PΩ⊥(Λ)‖∞)‖PΩ⊥(HS)‖1.
Observe now that
‖PΩ(HS)‖F ≤ ‖PΩPT (HS)‖F + ‖PΩPT⊥(HS)‖F ≤
1
2
‖HS‖F + ‖PT⊥(HS)‖F
≤ 1
2
‖PΩ(HS)‖F + 1
2
‖PΩ⊥(HS)‖F + ‖PT⊥(HS)‖F .
Therefore,
‖PΩ(HS)‖F ≤ ‖PΩ⊥(HS)‖F + 2‖PT⊥(HS)‖F ≤ ‖PΩ⊥(HS)‖1 + 2‖PT⊥(HL)‖∗.
4That is, ZS = λ(sgn(S0) + F ) with PΩF = 0 and ‖F‖∞ ≤ 1; and ZL = UV ∗ +W ′ with PTW ′ = 0 and
‖W ′‖ ≤ 1.
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Combining the inequalities above, we have
‖X0 +H‖♦ ≥ ‖X0‖♦ + (1− λ/2− ‖PT⊥(Λ)‖)‖PT⊥(HL)‖∗
+(λ− λ/4− ‖PΩ⊥(Λ)‖∞)‖PΩ⊥(HS)‖1
≥ ‖X0‖♦ + (3/4− ‖PT⊥(Λ)‖)‖PT⊥(HL)‖∗
+(3λ/4− ‖PΩ⊥(Λ)‖∞)‖PΩ⊥(HS)‖1.
Lemma 6. Suppose that ‖PTPΩ‖ ≤ 1/2. Then for any pair X = (L, S), ‖PΓ(PT ×
PΩ)(X)‖2F ≥ 14‖(PT × PΩ)(X)‖2F .
Proof. For any matrix pair X ′ = (L′, S ′), PΓ(X ′) =
(
L′+S′
2
, L
′+S′
2
)
and so ‖PΓ(X ′)‖2F =
1
2
‖L′ + S ′‖2F . So,
‖PΓ(PT × PΩ)(X)‖2F =
1
2
‖PT (L) + PΩ(S)‖2F
=
1
2
(‖PT (L)‖2F + ‖PΩ(S)‖2F + 2 〈PT (L),PΩ(S)〉) .
Now,
〈PT (L),PΩ(S)〉 = 〈PT (L), (PTPΩ)PΩ(S)〉 ≥ −‖PTPΩ‖‖PT (L)‖F‖PΩ(S)‖F .
Since ‖PTPΩ‖ ≤ 1/2,
‖PΓ(PT × PΩ)(X)‖2F ≥
1
2
(‖PT (L)‖2F + ‖PΩ(S)‖2F − ‖PT (L)‖F‖PΩ(S)‖F )
≥ 1
4
(‖PT (L)‖2F + ‖PΩ(S)‖2F ) = 14‖(PT × PΩ)(X)‖2F ,
where we have used that for any a, b, a2 + b2 − ab ≥ (a2 + b2)/2.
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4.2.5 Proof of Proposition 4
Our proof uses two crucial properties of Xˆ. First, since X0 is also a feasible solution to (4.5),
we have ‖Xˆ‖♦ ≤ ‖X0‖♦. Second, we use triangle inequality to get
‖Lˆ+ Sˆ − L0 − S0‖F ≤ ‖Lˆ+ Sˆ −M‖F + ‖L0 + S0 −M‖F ≤ 2δ.
Furthermore, set Xˆ = X0 + H where H = (HL, HS) and write H
Γ = PΓ(H), HΓ⊥ =
PΓ⊥(H) for short. We want to bound ‖H‖2F , which can be expanded as
‖H‖2F = ‖HΓ‖2F + ‖HΓ
⊥‖2F
= ‖HΓ‖2F + ‖(PT × PΩ)(HΓ
⊥
)‖2F + ‖(PT⊥ × PΩ⊥)(HΓ
⊥
)‖2F . (4.9)
Since (4.9) gives us ‖HΓ‖F =
(‖(HL +HS)/2‖2F + ‖(HL +HS)/2‖2F )1/2 ≤ √2/2× 2δ = √2δ,
it suffices to bound the second and third terms on the right-hand-side of (4.9).
a. Bound the third term of (4.9). Let W be a dual certificate satisfying (4.7). Then,
Λ = UV ∗ +W obeys ‖PT⊥(Λ)‖ ≤ 1/2 and ‖PΩ⊥(Λ)‖∞ ≤ λ/2. We have
‖X0 +H‖♦ ≥ ‖X0 +HΓ⊥‖♦ − ‖HΓ‖♦ (4.10)
and
‖X0 +HΓ⊥‖♦ ≥ ‖X0‖♦ + (3/4− ‖PT⊥(Λ)‖)‖PT⊥(HΓ⊥L )‖∗
+
(
3λ/4− ‖PΩ⊥(Λ)‖∞
)‖PΩ⊥(HΓ⊥S )‖1
≥ ‖X0‖♦ + 1
4
(
‖PT⊥(HΓ⊥L )‖∗ + λ‖PΩ⊥(HΓ
⊥
S )‖1
)
,
which implies that
‖PT⊥(HΓ⊥L )‖∗ + λ‖PΩ⊥(HΓ
⊥
S )‖1 ≤ 4‖HΓ‖♦. (4.11)
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For any matrix Y ∈ Rn×n, we have the following inequalities:
‖Y ‖F ≤ ‖Y ‖∗ ≤
√
n‖Y ‖F , 1√
n
‖Y ‖F ≤ λ‖Y ‖1 ≤
√
n‖Y ‖F ,
where we assume λ = 1√
n
. Therefore
‖(PT⊥ × PΩ⊥)(HΓ⊥)‖F ≤ ‖PT⊥(HΓ⊥L )‖F + ‖PΩ⊥(HΓ
⊥
S )‖F
≤ ‖PT⊥(HΓ⊥L )‖∗ + λ
√
n‖PΩ⊥(HΓ⊥S )‖1
≤ 4√n‖HΓ‖♦ = 4
√
n(‖HΓL‖∗ + λ‖HΓS‖1)
≤ 4n(‖HΓL‖F + ‖HΓS‖F ) = 4
√
2n‖HΓ‖F ≤ 8nδ, (4.12)
where the last equation uses the fact that HΓL = H
Γ
S .
b. Bound the second term of (4.9). By Lemma 6,
‖PΓ(PT × PΩ)(HΓ⊥)‖2F ≥
1
4
‖(PT × PΩ)(HΓ⊥)‖2F .
But since PΓ(HΓ⊥) = 0 = PΓ(PT × PΩ)(HΓ⊥) + PΓ(PT⊥ × PΩ⊥)(HΓ⊥), we have
‖PΓ(PT × PΩ)(HΓ⊥)‖F = ‖PΓ(PT⊥ × PΩ⊥)(HΓ⊥)‖F
≤ ‖(PT⊥ × PΩ⊥)(HΓ⊥)‖F .
Combining the previous two inequalities, we have
‖(PT × PΩ)(HΓ⊥)‖2F ≤ 4‖(PT⊥ × PΩ⊥)(HΓ
⊥
)‖2F ,
which, together with (4.12), gives us the desired result,
‖HΓ⊥‖2F ≤ 5‖(PT⊥ × PΩ⊥)(HΓ
⊥
)‖2F ≤ 64× 5× n2δ2. (4.13)
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4.2.6 Simulations
In this section, we run a series of numerical experiments on square matrices with noisy
entries. For each setting of parameters, we report the average errors over 20 trials. Each
entry of the noise term Z0 is i.i.d. N(0, σ
2). A rank-r matrix L0 is generated as L0 = UV
∗
where both U and V are n× r matrices with i.i.d. N(0, σ2n) entries, with σ2n .= 10 σ√n . Here,
the value of σn is rather arbitrary and set such that the singular values of L0 are much larger
than the singular values of Z0. The entries of S0 are independently distributed, each taking
on value 0 with probability 1− ρs, and uniformly distributed in [−5, 5] with probability ρs.
In order to stably recover Xˆ = (Lˆ, Sˆ), instead of directly solving (4.5), we solve the follow-
ing dual problem, to which a fast proximal gradient algorithm proposed in [65], Accelerated
Proximal Gradient (APG), can be applied.
min
L,S
‖L‖∗ + λ‖S‖1 + 1
2µ
‖M − L− S‖2F . (4.14)
It is well established that (4.14) is equivalent to (4.5) for some value µ(δ). Our choice of
µ here follows similar arguments as in [20]. First, note that if we fix S = 0 in (4.14), the
solution Lˆ of (4.14) is equal to the singular value thresholding version of M with threshold
µ. Similarly, if we fix L = 0 in (4.14), the solution Sˆ is equal to the entry-wise shrinkage
version of M with threshold µλ. Thus, we choose µ to be the smallest value such that the
minimizer of (4.14) is likely to be Lˆ = Sˆ = 0 if we set L0 = S0 = 0 and M = Z0. In
this way, µ is large enough to threshold away the noise, but not too large to over-shrink
the original matrices. Now, it is well known that for Z0 ∈ Rn×n, n−1/2‖Z0‖ →
√
2σ almost
surely as n → ∞. Thus, we choose µ = √2nσ. This also fits the sparse component well
since µλ =
√
2σ. We shall see that this choice of µ works well in practice.
Comparison with An Oracle. To further understand our algorithm, we would like to
compare its performance to the best possible accuracy one can achieve, for instance, by the
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minimal mean-square-error (MMSE) estimator over all low-rank and sparse matrix pairs.
However, because obtaining the MMSE estimation is not computationally tractable, we
instead resort to an oracle which gives us information about the support Ω of S0 and the
row and column spaces T of L0. Our oracle estimates L and S as the solution Loracle and
Soracle to the following least squares problem:
min
L,S
‖M − L− S‖F subject to L ∈ T, S ∈ Ω. (4.15)
Since we know the locations of the corrupted entries, we can solve for Loracle and Soracle
separately. That is, we first find the matrix in T which best fits the uncorrupted data
in a least squares sense. Under the hypotheses of Theorem 4, the operator PTPΩ⊥PT is
invertible5 when restricted to T and the least squares solution is given by
Loracle = (PTPΩ⊥PT )−1PTPΩ⊥(M),
and the sparse component is given by
Soracle = PΩ(M − Loracle).
Experiment Results and Analysis. We first evaluate the performance of (4.14) with
matrix L0 whose rank r = 10 is fixed. We measure estimation errors using the root-mean-
squared (RMS) error as ‖Lˆ − L0‖F/n, ‖Sˆ − S0‖F/n for the low-rank component and the
sparse component, respectively. Figure 4.1(a) shows the RMS error with varying noise level
σ. In this experiment, the dimension n = 200 and the fraction of corrupted entries ρs = 0.2
are fixed. As predicted by our main result, the RMS error grows approximately linearly with
the noise level. Moreover, the RMS error by solving (4.5) is just about twice the RMS error
5In fact, since ‖PTPΩPT ‖ = ‖PΩPT ‖2 ≤ 1/4, the smallest eigenvalue of PTPΩ⊥PT is bounded below by
1− 1/4 = 3/4.
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Figure 4.1: (a) RMS errors as a function of σ with r = 10, ρs = 0.2, n = 200. (b) RMS errors
as a function of ρs with r = 10, σ = 0.1, n = 200.
achieved by the oracle introduced in the previous section.
Now we fix σ = 0.1. Figures 4.1(b) and 4.2(a) show the results with varying ρs (when
n = 200 is fixed) and n (when ρs=0.2 is fixed). Figure 4.1(b) illustrates that one can achieve
higher breakdown point by knowing Ω and T . It is observed in [18] that when the rank r
is fixed or grows sufficiently slowly as n increases, our method can recover more and more
corrupted entries. Here in Fig. 4.2(a) we see a similar phenomenon. As n increases, the
RMS error decreases given a fixed fraction of corrupted entries. That is, our approach can
simultaneously tolerate a large fraction of corrupted entries and a high level of noise when
the dimension n is sufficiently large.
To further test the stability of (4.14), we examine how the algorithm performs when the
rank of L0 grows in proportion to n and the fraction of errors in S0 grows in proportion to
n2. More precisely, in Fig. 4.2(b) we fix σ = 0.1, and plot the RMS error as a function of
n, with rank(L0) = 0.1 × n and ρs = 0.1. The result clearly shows that our approach can
recover a wide range of matrix pairs (L0, S0), in the presence of noise. Interestingly, these
results also suggest that our analysis loses a factor of n with respect to the optimal bound.
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Figure 4.2: RMS errors as a function of n with (a) σ = 0.1, ρs = 0.2, r = 10 fixed, (b)
σ = 0.1, ρs = 0.1 and r = 0.1× n growing in proportion to n.
4.2.7 Discussion
In this chapter, we only present the result for square matrices for simplicity. However, the
arguments and results can be easily modified to handle the general case. For instance, when
the matrices are n1 × n2, let n(1) = max(n1, n2) and n(2) = min(n1, n2). The conclusion
of Theorem 1 can be stated as: PCP with λ = 1/
√
n(1) succeeds with probability at least
1 − cn−10(1) , provided that rank(L0) ≤ ρrn(2)µ−1(log n(1))−2 and m ≤ ρsn1n2. Also, relation
(4.6) in Theorem 2 becomes ‖Lˆ− L0‖2F + ‖Sˆ − S0‖2F ≤ Cn1n2δ2.
As suggested by the numerical results, one could hope to improve the stability result by
removing the dependence on n. In this direction, we would like to point out that most of
our analysis seems to be tight, except (4.12) where we invoke the generic relations between
the nuclear norm, `1 norm and the Frobenius norm. Full examination of this problem may
require additional model assumptions. It is also very likely that some results in the geometry
of Banach spaces, namely the spherical sections theorem and concentration of measure, will
play a key role in it.
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Chapter 5
Holistic 3D Reconstruction from
Low-Rank Textures
In Chapter 4, we described a new framework for low-rank matrix recovery via convex opti-
mization and the major theoretical guarantees of its performance on both clean and noisy
data. In this chapter, we apply the techniques described in Chapter 4 to explore symmet-
ric or regular patterns in the images, and show how this leads to a holistic solution to 3D
reconstruction of urban scenes without the use of any local features.
5.1 Introduction
Handling large-baseline images is a challenging problem in structure from motion. In the
literature, in order to handle large-baseline images, which represent a large portion of images
captured in popular applications [98, 42], sophisticated techniques have been proposed to
extract and match image features beyond points and edges. Examples include affine-invariant
features (SIFT) [70, 75, 78, 9], superpixels [79], and object part-based regions [121, 49], to
name just a few. However, none of these features is truly invariant to camera viewpoint
changes, and they are often sensitive to image errors.
In addition to improving local-feature detection, it has long been noticed that 3D recon-
struction of urban structures can be more accurate and simple if one can detect in advance
certain salient symmetric patterns (see [69] for a review on this topic) or global structures
such as vanishing points [81]. However, symmetry and vanishing points are global or semi-
global properties of the scene structures. They cannot be easily extracted from any individual
image features. Instead, they must be inferred from the relations among a group of related
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feature points or edges.
Despite numerous attempts [84, 69], it remains a challenging problem to reliably detect
and extract large, symmetric patterns. The reason is twofold: First, it is difficult to properly
detect all the features that represent a symmetric pattern (say the four corners and four
edges of a window). Second, the task becomes more daunting in the presence of outliers and
partial occlusion in the extracted feature set, which obscure the dominant global structures.
This is the main reason robust statistical techniques such as Hough transform or RANSAC
have been widely used for such purposes. Finally, even when local features are reliably
extracted, it is not trivial to verify which ones satisfy what symmetric and/or vanishing
point relations under camera perspective projection [55]. To address these problems, there
has been an increasing amount of work trying to infer approximate 3D geometry of image
patches of urban scenes using supervised machine learning methods [60, 52, 94]. In contrast,
in this chapter, we investigate a novel approach to infer accurate 3D geometry from multiple
large-baseline uncalibrated images of an urban scene in a mainly unsupervised fashion.
To avoid the aforementioned difficulties while inferring 3D geometry, we exploit a new
class of “building blocks” for modeling urban objects. These new tools complement local
features such as points, edges, SIFT features, and generic local patches. The new building
blocks shall have the following good properties:
1. Holistic: They need to encode accurate, global geometric information such as structural
symmetry, vanishing points, and camera positions.
2. Invariant: Their representation should be invariant to camera viewpoint and perspec-
tive distortion, so that they can be matched reliably across multiple images.
3. Robust: The extraction of such new features should be numerically stable and robust
(say, to partial occlusion or random image noise and error).
Motivated by a new type of image feature called transform invariant low-rank texture
(TILT) [118], in this chapter, we study how such low-rank textures can be used as new
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Figure 5.1: Left Pair: Example of matched facades of a building. Right Pair: Automati-
cally reconstructed 3D model from only four uncalibrated images around the building by our
method. Each image covers a pair of facades. The pyramids show the estimated location of
cameras.
building blocks for modeling urban scenes. The proposed new approach suggests that we
can obtain accurate 3D models for urban objects such as buildings and houses without relying
on extraction of any traditional local features such as points and edges. The new approach
relies directly and exclusively on semi-global or global image patches and regions built from
TILT features. For this very reason, the approach is called “holistic.” We show how to
obtain accurate information about camera calibration, orientation and position from each
image, correspondence between two images, and ultimately a consistent 3D structure from
multiple images, as the example shown in Figure 5.1.
5.2 Geometry from One Facade of a Building
For completeness, we first give a brief review of work on low-rank textures [118] and then
show how to use them for 3D modeling. It has been observed by the authors of [118] that
the image of repetitive or symmetric patterns, when viewed as a matrix, is low-rank. For
example, if I0 is a rectified frontal view of a planar patch on the facade of a typical office
building (see Figure 5.2 right), then as a matrix, I0 has a rank much lower than its dimension.
The authors call such an image patch a low-rank texture. In some other (perspective) view
of the building (see Figure 5.2 left) the corresponding patch I deforms by a homography
transform: I = I0 ◦ τ−1, where τ belongs to the homography group GL(3) and deforms the
image domain.
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Figure 5.2: Geometry from a low-rank patch on a building facade. Left: The red box
represents the selected candidate region I, and the green box corresponds to the recovered
low-rank texture using TILT. Right: The rectified building facade I0 = I ◦ τ using the
homography τ estimated from the low-rank texture.
One intriguing observation of the work [118] is that as long as the patch is large enough
and contains sufficient texture, both the deformation τ and the view-invariant low-rank
texture I0 can be accurately recovered from the observed I, up to scaling in each of the
image coordinates. The basic idea is to solve for a transformation τ of I so that I0 = I ◦ τ
has the lowest possible rank. Furthermore, the image patch I is often corrupted by noise
and occlusion. As a result, a more realistic model between the low-rank texture I0 and its
image I has been proposed by [118] as:
I ◦ τ = I0 + E, (5.1)
where E represents some sparse error that corrupts the image, say due to partial occlusion.
As shown in the work [118] and Robust PCA literature [18], the transformation τ and the
low-rank texture I0 can be recovered by solving the following optimization problem:
min
A,E,τ
‖A‖∗ + λ‖E‖1 subject to I ◦ τ = A+ E, (5.2)
where ‖ · ‖∗ and ‖ · ‖1 represent the nuclear norm and `1-norm of a matrix, respectively 1.
The recovered low-rank texture A only differs from the original low-rank texture I0 by a
1The nuclear norm of A is defined as the sum of its singular values: ‖A‖∗ =
∑
i σi. The `1-norm of E is
defined as ‖E‖1 =
∑
i,j |eij |.
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scaling in the x and y coordinates. The recovered τ encodes the homography from the default
image plane z = 0 to the low-rank planar patch in 3D: τ−1 .= [t1, t2, t3] = K[r1, r2, T ], where
R = [r1, r2, r3] ∈ R3×3 is the rotation, T ∈ R3 the translation, and K ∈ R3×3 the intrinsic
parameters of the camera. If the horizontal and vertical directions of the low-rank patch are
parallel to two vanishing directions in 3D, then the first and second columns of τ−1 as a 3×3
matrix give the coordinates of the two vanishing points v1 = t1,v2 = t2 ∈ R3 in the image
coordinates, respectively [72]. If the camera is calibrated, the two vanishing points should
be orthogonal to each other. So from a low-rank texture region in an uncalibrated image, we
obtain one linear constraint on the camera intrinsic parameters K ∈ R3×3: vT1K−TK−1v2 =
0. If the image(s) consist of a sufficient number (≥ 5) of low-rank patches with independent
orientations in 3D, one can fully recover the camera intrinsic parameters K without any
special calibration apparatus.
5.3 Geometry from Intersecting Facades
Although the TILT method allows us to extract geometry from each individual low-rank
patch, an urban scene typically consists of numerous low-rank regions. A representative
image of a building may contain two or more of its facades, as shown in Figure 5.3(a). The
homographies recovered from individual patches on each of the facades may not be consistent
in their scales.
Normally the low-rank textures on two intersecting facades of a building give three sets
of parallel lines, two horizontal and one vertical. These three sets of parallel lines define
three vanishing points in the image, denoted as v1,v2,v3 ∈ R3, respectively. Notice that the
pairs (v1,v3) and (v2,v3) can be obtained from the homography of an individual low-rank
patch on each of the facades.
In order to determine the relative scale of the two facades in 3D, we need to find their
intersection line l in the image. It belongs to the one-parameter family of lines that go
63
(a) (b) (c) (d)
Figure 5.3: Identifying the intersection line l of two facades. (a) Three different intersection
hypotheses for the two adjacent 4-sided polygons. (b) The unfolded joint textures: each
corresponds to one of the hypotheses shown in (b), as indicated by the color of its boundary.
(c) The value of (5.3) as a function of the location of the intersection line. It is minimized
precisely at the correct location (the blue line).(d) Accurate 3D “pop-up” from this single
image. Camera position is recovered, shown as a small pyramid.
through the vanishing point v3 in the image. As it turns out, we can use the joint low-rank
structure of both facades to determine the precise location of this line regardless whether
there is a visible edge along this line or not.
To see this, let us fix one point in each facade, say, the upper-left corner of a low-
rank patch on the first facade and the lower-right corner of a patch on the second facade,
labeled as points A and B respectively, as shown in Figure 5.3(a). As one can see, since
the vanishing points v1,v2,v3 are known, any intersection line l between A and B will
uniquely determine a special structure with two adjacent 4-sided polygons in the image,
each corresponding to a facade of the building. That is, the homographies τ1 and τ2 of the
two facades are parametrized by the same one-parameter family lines l passing through v3.
Figure 5.3(a) shows examples of the special structure with three different intersection lines
(labeled as 1, 2 and 3).
Given the corresponding homography τi(l), we may rectify each polygon and then con-
catenate them into a joint rectangular texture, as shown in the Figure 5.3(b). Then the
joint texture, as a matrix, should also have the lowest rank when the intersection line is the
correct one (Figure 5.3(c)).
Mathematically, let I1 and I2 be the two low-rank texture windows subject to transfor-
mations τ1 and τ2, which depend only on l. We find the true position of the intersection line
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l∗ by solving the following optimization problem:
l∗ = arg min
l
‖[A1 A2]‖∗ + λ‖[E1 E2]‖1
s.t. Ii ◦ τi(l) = Ai + Ei, i = 1, 2. (5.3)
This problem can be solved very effectively using a line search technique along the unknown
parameter l. Figure 5.3(c) shows a typical plot of values of the objective function. Once the
intersection line l∗ is determined, the relative scale of the two facades and camera geometry
are uniquely determined. Figure 5.4 shows more representative results. As one can see,
the proposed scheme accurately identifies the correct intersection lines even when local edge
features around the intersection, on which most traditional methods rely, are almost invisible
in the image (e.g., in Figure 5.4(b)) or even suggest an incorrect line (e.g., in Figure 5.4(c))!
If the camera is calibrated, from the assumption we know v3 should be orthogonal to both
v1 and v2 as v3 ∼ v1×v2. Very often, the two facades of the building are also orthogonal to
each other, i.e., v1 ⊥ v2.2 If the camera is not calibrated, the three vanishing points impose
three independent constraints on the camera intrinsic parameters:
vT1K
−TK−1v2 = 0,vT1K
−TK−1v3 = 0,vT2K
−TK−1v3 = 0. (5.4)
This allows us to fully calibrate the camera from just a pair of intersecting facades, if only
the focus length f and principal point (ox, oy) are not known in K. An example of such
reconstruction from single image is shown in Figure 5.3 (d).
5.4 Segmenting Building Facades
Patches of low-rank textures allow us to extract from a single image accurate information
about the camera location, calibration, and 2D textures and 3D structures. But in order
2This may not always be the case. For instance, the facades in Figure 5.9 (a) and (b) are not orthogonal.
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(a) (b) (c) (d)
Figure 5.4: Additional representative results of identifying the intersection line of two adja-
cent facades. Red windows are the initialization.
to obtain a complete 3D model from multiple images around a large building, we need to
establish correct, precise point-wise correspondence between different views.
Repetitive features and patterns in an urban scene make finding the correct correspon-
dence between images much more challenging than that for a generic non-urban scene. The
reason is obvious: Matching local features or even local patches are inherently ambiguous –
there are many other points and patches in the other image(s) that have exactly the same
local appearance. Most SFM methods then rely on having images taken with relatively small
baselines, either from a video sequence or from a very dense set of photos.
When the baseline between images is large or images are sparse, any effort to eliminate
such ambiguity has to rely on certain global spatial relationships among multiple points,
lines, or patches. The approach we propose here relies on a very simple observation: the
larger the patch or region we match, the less the ambiguity [111, 110]. To the extreme, if we
can detect the entire facades, then the matching would have minimal ambiguity. Hence, a
necessary step to establish globally consistent correspondence between views is to segment
out each building facade.
As different facades of the same building often have the same local color and textural
appearance (see Figure 5.4), global geometry and texture become the only cues to tell them
apart. Our approach relies on another simple observation: if two adjacent patches, say
I1, I2, belong to the same facade, then after we merge them into a larger patch I = [I1, I2],
the joint texture should remain low-rank (after rectification by a homography found by TILT:
66
I ◦ τ = A+ E). Such a patch I can be represented very compactly by the triplet (A,E, τ):
the homography τ , the low-rank component A, and the sparse component E. Thus, by
comparing the compactness of the representation before and after the merging, we can tell
whether the two patches belong to the same facade or not.
In the rest of the section, we first derive a purely objective measure for the compactness
of a patch I based on its coding length,3 and then we show how to use this measure to
effectively cluster patches to form facades.
5.4.1 Compact Coding for Low-rank Textures
A naive way to encode the patch I would be entropy-coding of the quantized sequence of
pixel values in I, as conventional image compression schemes do. However, when rank(A) is
small and E sparse, encoding I in terms of the triplet (A,E, τ) is far more efficient as both
sparse and low-rank matrices allow efficient coding. In order to get a finite coding length,
the components of the triplet must be quantized. Denote the number of bits required to
represent a quantized real number by f .4 For controlling overall reconstruction quality of
the patch, we define a distortion parameter . No matter how we encode the patch, the
decoded triplet (Aˆ, Eˆ, τˆ) must satisfy a distortion tolerance:
‖(Aˆ+ Eˆ) ◦ τˆ−1 − I‖2F ≤ 2size(I), (5.5)
where size(I) is the number of pixels of I, say m× n.
3There is a theoretical connection between rank and the coding length of a matrix [91]. However, rank
is very sensitive to noise and outliers. We have conducted experiments using the aggregated rank, and the
segmentation results are unstable. The proposed coding length is essentially a robust measure of rank based
on Robust PCA of the image region.
4 We have empirically observed that for any real number, 16 bits are more than sufficient to ensure a
good precision. For example, the homography τ is a 3 × 3 matrix. Thus, it is sufficient for us to assign 9f
bits to it, i.e. L(τˆ) = 9f , where τˆ is the quantized τ .
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Figure 5.5: Left: The residual matrix Eˆ of the original (left) and transformed (right)
images in Figure 5.6 approximated by top three singular values/vectors. Right: Empirical
probability distributions of the errors for the left (green) and right (blue) residual maps.
The empirical distribution (blue) of the right residual map can be fit closely by a Laplace
distribution (red).
Encoding the Sparse Matrix E. The sparsity in Eˆ implies that it has a very low-entropy
– many entries are zero. It has long been observed empirically in signal processing that most
sparse signals obey a Laplace distribution [16]: p(x) = 1
2λ
exp
( − |x−µ|
λ
)
, where we typically
assume µ = 0 in our setting. Since we here are working with a set of discrete samples:
X = {x1, . . . , xN}5, we can work with a discrete Laplace distribution pk = 1ZΛ exp
(− |xk|
Λ
)
,
over some support interval [−B,B]. Here Z is the normalization constant and xk is a
sampling point. We simply choose B = maxi |xi| over the sample set X . The maximum
likelihood estimate of Λ based on X is given by the following expression: Λ = 1
N
∑N
i=1 |xi|.
Figure (5.5) shows a typical example of empirical distribution of Eˆ (blue), from one of
the building images, against the estimated distribution {pk} (red). The distribution {pk}
has two parameters, namely (B,Λ). Thus, by merely transmitting B and Λ, which takes 2f
bits, the receiver can construct {pk} and use it to infer the optimal codebook for X . With
such a (Laplace) encoder, the expected coding length for Eˆ would be:
L(Eˆ) = 2f +mn(
∑
k
−pk log2 pk). (5.6)
Encoding the Low-rank Matrix A. Naive entry-wise encoding of the m × n quantized
low-rank matrix Aˆ would take mnf bits. However, since A is low-rank, the singular value
5Each xi ∈ X is an element of the matrix Eˆ, thus |X | = N = mn.
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Figure 5.6: Approximation of a facade image with the top three singular components∑3
i=1 σiuiv
T
i . Top: SVD of the original image. Bottom: SVD of the rectified image
by TILT.
decomposition A = UΣV T leads to a more effective encoding. Let r = rank(A). Then,
we only need to encode (m + n + 1)rf bits associated with (quantized) non-zero singular
values and their corresponding singular vectors: Aˆ =
∑r
i=1 σˆiuˆivˆ
T
i , where the non-quantized
variables are ui ∈ Rm, vi ∈ Rn and σi ∈ R+. Obviously, for r  min{m,n}, this encoding
uses much fewer bits than the naive encoding (m+ n+ 1)rf  mnf .
For noisy real images, A may not be a perfectly low-rank matrix. So we only need to
encode its leading rank-q approximation: Aq =
∑q
i=1 σiuiv
T
i subject to the allowed distortion
. The coding length of Aˆq is thus given by:
L(Aˆq) = (m+ n+ 1)qf. (5.7)
We can further compress the vectors {uˆi, vˆi} based on additional structures in them. As
each uˆi or vˆi is often a smooth signal except at the image edges (see Figure 5.6), we can
encode each vector by a difference code6 plus the head element. This way, the difference of
each vector is a sparse sequence and can be encoded again by the Laplace code.
6The code subtracts from each element in the sequence the value of the previous element.
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(a) (b) (c) (d) (e) (f)
Figure 5.7: (a) Initial grid. (b) Initial TILT. (c) Final segmented regions. (d) Recovered
intersection line. (e)-(f) The homography estimated from cyan and magenta regions applied
to the entire I to get the transformed images I ′ (corresponding regions are rectified).
5.4.2 Compression-Based Facade Segmentation
To summarize, the coding length required to encode a supposedly low-rank patch I subject
to the distortion tolerance  is given by:
min
q
L(Aˆq) + L(Eˆ) + L(τˆ) s.t. ‖(Aˆq + Eˆ) ◦ τˆ−1 − I‖2F ≤ mn2, (5.8)
where (Aˆ, Eˆ, τˆ) is the decoded quantized version of (A,E, τ).
For an image that contains multiple facades, we segment the image I into a set of subre-
gions S = {Ik} whose union covers all the valid TILT features in I. The goal is to choose S
such that, when each Ik is encoded by the proposed scheme, the total coding length becomes
minimal:
minS,{qk}
∑
k L(Aˆk,qk) + L(Eˆk) + L(τˆk)
s.t. ‖(Aˆk,qk + Eˆk) ◦ τˆ−1k − Ik‖2F ≤ mn2, ∀k. (5.9)
We solve this problem in a greedy and agglomerative fashion, similar to that in [91]. The
algorithm starts from a simple grid on I, where each Ik is a tile of the grid. At each
subsequent iteration, a pair of adjacent regions are chosen to be merged into a larger region,
which leads to maximal reduction in the total coding length (5.9). The process stops when
the number of bits can no longer be reduced given the distortion. Figure 5.7 shows some
representative results.
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Comparison with Symmetry Detection. Conceptually, one could also utilize the work
of [84] to parse the building facades, which can effectively detect and segment regions tiled
by a repetitive 2D pattern. We have tested their method on our data and found that the
method is not suitable for our purposes due to several reasons: it often breaks one facade into
multiple disconnected small lattices; the symmetry groups/lattices detected from different
images (of the same facade) can be very different, and it cannot handle large perspective
distortion. These problems make the results hard to use for subsequent matching.
5.5 Point-wise Matching of Building Facades
The segmentation provides a good estimate for the relative location of the facades and their
rectified texture (see Figure 5.7 (e) and (f)). Using such rectified textural regions, solving
large-baseline correspondence between two images I1 and I2 becomes better conditioned (say
by a similarity match). However, each segmented region may not share the same location
and scale in different images. Therefore, we need to refine their location and scale in order
to obtain precise point-wise matching between images.
Denote A1 as a low-rank texture from one facade in the first image I1. If we assume the
triplet (A2, E2, τ2) in the second image I2 best matches A1 among all obtained segments in
I2, then the entire image I2 can be rectified by the homography τ2, and the sparse error E2
be removed before matching. Thus, the problem is reduced to matching A1 to a cleaned
image: I ′2 = I2 ◦ τ2 − E2 (see Figure 5.7).
The goal now is to find a region R∗ in I ′2 which, after translation and scaling, best
matches A1 point-wise. We use normalized cross correlation (NCC) to measure the similarity
between the two regions, which is ideal for our task as the regions are already distortion-free.
Therefore, the best region is given by the following optimization:
R∗ = arg max
φ=(x,y,u,v)
vec(A1)
T vec(R ◦ φ)
‖ vec(A1)‖2‖ vec(R ◦ φ)‖2 , (5.10)
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(a) (b) (c) (d) (e)
Figure 5.8: (a) Segmented and unwarped facade. (b),(c) Segmented and unwarped region
of the same facade in a different image. In (c), the segmentation result is further refined
to the orange box by matching. (d) Point-wise match between two regions of the facades.
(e) Feature-point matching result of the two rectified regions by SIFT [70], with red lines
indicate mismatches.
where φ is parameterized by the center location (x, y) of R and scales (u, v) in x and y
directions, respectively.
We solve the optimization task iteratively. Initially, we start from a guess (x0, y0, u0, v0),
which is a box among the candidate regions in I2 (such as those in Figure 5.7) that has the
highest NCC with A1. We then maximize the objective function in a gradient ascent fashion.
The iteration terminates when no more improvement can be made. Due to the greedy na-
ture of this procedure, theoretically we can only guarantee a local optimal matching region
Rˆ. However, since we are working with very large segmented regions, we have observed
in practice that the above procedure typically finds the globally optimal matching. Again,
since there is no geometric distortion left in the rectified low-rank textures, the refinement
converges to a very precise point-wise matching. If the two images each has multiple (seg-
mented) facades, we run the above matching procedure on each candidate pair and choose
the one that has the best matching score. As the number of segments is typically very small
(2 or 3 per image in most cases), this process is very efficient.
Comparison with Feature Matching. An example of final matching results between
two images is given in Figure 5.8. As a comparison, in Figure 5.8 (e), we illustrate the
difficulty of applying the classical SIFT matching technique [70] to the same urban scenes
with repetitive or symmetric patterns. Point-wise matching of low-rank regions outperforms
SIFT in this scenario because the texture segmentation results enable us to perform accurate
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(a) (b) (c) (d)
Figure 5.9: (a) and (b) Segmentation (green) and intersection detection (blue) on two
images of an octagonal building. (c) and (d) A pair of matched regions from the same
facade with different partial occlusion.
region-based matching rather than using local points or edges.
5.6 Full 3D Reconstruction of Buildings
In this section, we demonstrate how the techniques from the earlier sections can be as-
sembled together for 3D reconstruction of a large octagonal building.7 We use only eight
uncalibrated and widely separated images for the full reconstruction of the building. Each
of the images covers a pair of adjacent facades as shown in Figure 5.9. This building has a
few interesting properties. First, the large number of facades and intersections will magnify
the accumulation of (geometry or calibration) error if any. Second, occlusion by trees and
reflections on the glass are two major problems that challenge conventional SFM methods,
but can testify the robustness of our scheme against such errors.
We do not use any prior information about the geometric model of the building except
that all the facades share the same vertical vanishing point. We use the vanishing point
constraints to partially determine the calibration matrices of the eight images. Since two
facades in each image impose two independent constraints on the calibration matrix, we use
them to recover the focal length f and the x-coordinate ox of the principal point, assuming
the y-coordinate oy is fixed at one half of the image height. Once the calibration matrix is
obtained, we can compute the relative orientation and position of the camera with respect
7For 3D reconstruction of a typical rectangular building, see Figure 5.1.
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to the scene.
To segment the facades, we assume the rough location of the building within the images
is provided.8 A 5 × 5 grid of initial windows is then placed around this location. Some
of the identified facades for the octagonal building are shown in Figure 5.9(a) and (b).
We further arrange the sequence of images so that matching of common facades is only
performed between consecutive images. See Figure 5.9(c) and (d) for an example of the
matched facades.
Now we can obtain a full 3D reconstruction by assembling the building one view at a
time using consecutively matched facades. However, errors in both camera parameters and
the 3D model, when estimated from real images, are inevitable. For example, the camera
calibration may not be precise enough because of simplifying assumptions on the parameters
(i.e., f, ox, oy). Thus, if we assemble the views one by one, geometric error accumulates as
the number of images increases. For example, the start and the end of the model do not
meet each other in Figure 5.10(a).
Enforcing Global Consistency. For global consistency, we propose a global objective,
which uses the current camera parameters and 3D model as the input, and tries to refine
them simultaneously. Conceptually, this is similar to “bundle adjustment” in conventional
SFM.
We randomly select two adjacent facades, say the pair in Figure 5.9(a), and choose the
origin of the world frame to be a point at the intersection of the two facades. In addition,
we let the x and y axes of the world frame to be parallel to the left facade in that image.
Once the world frame is chosen, a building with n facades can be described using a set of
n points X = {Xi}ni=1, where each Xi = (xi, 0, zi)T is (1) on the plane y = 0 and (2) at
the intersection line of two adjacent facades. These points form a n-sided polygon on the
y = 0 plane. For example, the 3D model of the octagonal building (n = 8) is shown in
8Either by the user or by a simple detection scheme.
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(a) (b)
Figure 5.10: (a) A top view of the reconstructed structures of the octagonal building showing
the accumulated geometry error when assembling the views one by one. (b) The parame-
terized 3D model of the building.
Figure 5.10(b).
For the cameras, we use the same set of parameters {Ki, Ri, Ti}ni=1 as before. Here
we assume both the focal length fi and the principal point (oxi , oyi) of each camera are
unknown. Now we formulate the global optimization as follows. First, from each image Ii,
we can extract two rectified facades (Aji , E
j
i ), 1 ≤ j ≤ 2: Ii ◦ τ ji (Ki, Ri, Ti, X) = Aji + Eji .
Second, we ask the i-th pair of matching facades to be the same, up to some sparse error ei:
Ii ◦ τ 2i (Ki, Ri, Ti, X) = Ii′ ◦ τ 1i′(Ki′ , Ri′ , Ti′ , X) + ei, (5.11)
where i′ = mod (i+ 1, n). Combining these two criteria, we propose to solve the following
problem:
min
n∑
i=1
2∑
j=1
{‖Aji‖∗ + λ‖Eji ‖1}+ n∑
i=1
γ‖ei‖1,
s.t. Ii ◦ τ ji (Ki, Ri, Ti, X) = Aji + Eji ,
Ii ◦ τ 2i (Ki, Ri, Ti, X) = Ii′ ◦ τ 1i′(Ki′ , Ri′ , Ti′ , X) + ei, (5.12)
where λ and γ are the weights of the respective term. To deal with the nonlinear constraints
in (5.12), we use an iterative scheme, which repeatedly solves the linearized version of (5.12)
w.r.t. the current estimates of all unknown parameters (Ki, Ri, Ti, Xi)
n
i=1. To reduce the
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Figure 5.11: Frontal (left & middle) and top (right) views of the recovered building. Each
pyramid shows the estimated location of a camera.
effect of change in illumination and contrast, we normalize each Ii ◦τ ji to zero mean and unit
Frobenius norm. With the initialization obtained from assembling the views one by one, the
iterative scheme usually converges in 15 to 20 iterations.
Figure 5.11 shows the reconstructed full 3D model as well as the recovered camera poses.
The readers should note the improvement in the top view of the 3D model, compared to
Figure 5.10(a). We also calculated the average error in the eight angles between the building
facades. It is 3.1 degree and 1.5 degree before and after global adjustment, respectively. As
one can see, despite unknown calibration, partial occlusion, large baselines, our method is
able to recover a very precise and complete 3D model of the building.
Comparison with other SFM Systems. It is difficult to make a fair comparison be-
tween the proposed approach and other SFM methods, since the large baselines and rich
symmetry make other methods fail. In fact, we tested our sequences on almost all publicly
available SFM packages such as Bundler [98], SFM-SIFT9 (which combines Torr’s SFM tool-
box [106] with SIFT feature detector [70]), FIT3D [37], and Voodoo Camera Tracker.10 All
these packages report errors related to their inability of establishing meaningful correspon-
dence across the views.
9http://homepages.inf.ed.ac.uk/s0346435/projects/sfm/sfm_sift.html
10http://www.digilab.uni-hannover.de/docs/manual.html
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Chapter 6
Low-rank Panoramas for Street View
Videos
In Chapter 5, we saw how low-rank matrix recovery techniques could be effectively employed
to exploit the internal regularities of each image, resulting in a set of simple yet powerful tools
for 3D reconstruction of urban scenes. In this chapter, we will apply the low-rank matrix
recovery techniques to harness the regularities and redundancy among a large number of
frames of a video. Compared to a set of unsorted large-baseline images, frames of a video
are more closely correlated, hence allowing us to recover the underlying low-dimensional
structures in a more aggressive and efficient fashion. To this end, we propose a new method
to generate street view panoramas from videos and demonstrate its robustness to illumination
changes, occlusions and dynamic objects in the scene.
6.1 Introduction
Recently, driven by industrial applications such as map building, virtual reality, and auto-
matic navigation in urban environments, there has been tremendous interest in and effort
toward building large-scale textured geometric models for urban areas from street view videos,
taken by a moving camera mounted on cars (see Figure 6.1). One of the common and chal-
lenging tasks for effectively compressing and presenting such video data is to align and stitch
a long video sequence to generate a single seamless panorama for the street view.
Image stitching (or mosaicing) is often tackled with a two-step approach. The first step
is image alignment, which aims to map corresponding pixels from one image to another. In
the literature, a variety of parametric deformation models are available for this purpose. For
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(a) Sampled Input Frames
(b) Simple Overlapping (c) AutoStitch
(d) Median Filter (e) Our Result
Figure 6.1: Comparison of stitching results of a street view video. (a) The input sequence
is challenging due to camera exposure changes and moving objects (e.g., cars) in the scene.
(b) Simply overlapping video frames together creates visible seams and cutting-through
effects in the result. (c) Current state-of-the-art algorithms such as AutoStitch often suffer
from the undesired ghosting effect caused by the occluding objects. (d) While being robust
to outliers, median filter cannot handle inconsistent exposures or illuminations. (e) Both
moving objects and exposure changes are properly handled by our method, which generates
a clean panorama.
street view videos, we typically want to build a panorama for the building facade along the
street, which can be modeled approximately as a plane. Thus, in this chapter, we adopt the
common planar perspective motion model for aligning video frames into the same coordinate
system. This consists of estimating a homography (general linear transformation of a 2D
plane) between every two consecutive frames. Figure 6.1(b) shows an example of overlapping
the video frames in Figure 6.1(a) according to the estimated homographies.
As one can see in Figure 6.1(b), even with accurate alignment, the stitching result by
simple overlaying looks very awkward. The reason is at least two-fold: First, the scene
appearance or camera parameters (e.g., exposure) often change during the recording process,
leading to visible seams in the stitching result. Second, the moving objects (e.g., cars) in the
scene violate the (planar homography) model, resulting in the cutting-through or ghosting
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effect in Figure 6.1(b). Therefore, the second step of most conventional approaches is to stitch
the frames together using some blending algorithms to alleviate these problems, and generate
a single panorama image that tries to keep all the objects in the scene. Unfortunately, this
goal turns out to be impossible as not all objects can be fit with the same global parametric
model. As a result, even for a panorama that is generated by one of the state-of-the-art
algorithms AutoStitch [15] in Figure 6.1(c), there are obvious problems: One can easily
notice the unbalanced illumination in the panorama, and the ghost effect due to its failure
to handle occluding or moving objects effectively.
Hence, different from the conventional methods, in this chapter we propose to simply
remove from the final panorama all the objects that do not fit the parametric motion model
(i.e., outliers), which include occluding objects, reflection on glasses, or some large parallax
in the scene (see the supplementary video). Note that if outliers are the only problem and
the same point shows up in all images with constant intensity, a median filter would often do
a good job removing the outliers from the panorama. However, as shown in Figure 6.1(d),
it cannot handle inconsistent exposures or illuminations, and hence produces visible seams
in a long sequence.
This observation motivates us to reconsider the following question: Is it really necessary
to blend all the input images into a single mosaic image? In fact, each input image can
be viewed as an incomplete (windowed) view of a scene under certain unknown exposure
or illumination. The key observation here is that if we can complete each view then we
have multiple complete views of the scene under different exposures and illuminations. Most
importantly, it has been shown that these views all lie in a low-dimensional subspace, not only
for Lambertian scenes [8], but for scenes under very general real-world lighting and viewing
conditions as well [45], except for some outlying regions (reflections or occlusions). We call
each element within this subspace a view-dependent panorama of the scene. Hence, instead
of blending all the input images into a mosaic image, we argue that it is more appropriate
to recover a view-dependent panorama for each of the input image (see Figure 6.2).
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(a) (b) (c) (d)
Figure 6.2: View-dependent panoramas from a street video sequence. (a) Input frames.
(b) Residual images. (c) Recovered view-dependent panoramas for the input frames. (d)
Details of a small region in (c).
Mathematically, given a sequence of aligned input images, the problem is equivalent to
recovering a low-rank matrix (one column per input image) with severely under-sampled
(windowed) measurements which are partially corrupted. In this chapter, we leverage new
convex optimization tools for recovering low-rank and sparse signals [92, 21, 18, 26, 113,
115] and develop an efficient and scalable algorithm for solving this problem effectively.
Somewhat surprisingly, we show that, with such a benign low-rank assumption, it is possible
to recover all missing parts of each input image despite all the aforementioned types of
outliers, yielding a complete panorama for each input frame under the same exposure and
illumination! Figure 6.1(e) and Figure 6.2 show some examples of our results.
In fact, the flexibility of the low-dimensional subspace model goes beyond merely han-
dling the photometric variations. For instance, as one can see in Figure 6.2, the building
facades on a street are never perfectly planar, and windows and doors do have some small
depth variation. It causes small appearance changes across different views. In fact, those
changes can also be well approximated by a low-dimensional subspace, and hence are re-
tained in the panorama associated with each view in our results (see Figure 6.2(d) and the
supplementary video). Different from occluding objects, keeping these small-depth variations
actually produces more realistic presentation of the real scene than enforcing everything to
lie on a single plane.
Remember that the first step for any accurate image stitching is to obtain pixel-wise pre-
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cise image alignment. While image-intensity based (direct) methods are often used to align
sequential frames in a video, they typically assume the intensity remains constant over time.
Recently, using the same idea of matrix rank minimization, [85] proposes a novel method
called Robust Alignment by Sparse and Low-rank decomposition (RASL) for aligning a batch
of linearly correlated images. However, like other direct methods, RASL requires a reason-
able initialization. In this chapter, we extend RASL to automatically register video sequences
by initializing it using the robust plane detection and tracking algorithm TRANSAC intro-
duced in Chapter 2. By combining the strengths of both intensity-based and feature-based
methods, our new method achieves fully automatic alignment with pixel-wise accuracy.
6.1.1 Related Work
Low-dimensional subspace models
The low-dimensional subspace model has been extensively used to model appearances of
objects (e.g., faces) as well as indoor and outdoor scenes in computer vision. For example,
many empirical and theoretical results exist for Lambertian scenes [36, 10, 8]. Most notably,
[8] has shown that the set of images of a convex Lambertian object obtained under arbitrary
distant lighting sources lies close to a 9D linear subspace.
Recently, there has been increasing interest in studying the appearances of indoor and
outdoor scenes under general lighting and viewing conditions [101, 45]. In particular, for
man-made scenes with a small number of surface orientations, [45] derives upper bounds on
the dimensionality of their appearances. Consider the pixel-wise aligned images I1, . . . , In
of a scene consisting of kρ different materials or BRDFs and kn distinct surface normals
obtained from arbitrary distant viewpoints under arbitrary distant illuminations. The main
result of [45] says that, neglecting cast shadows, the rank of the matrix M formed by stacking
I1, . . . , In as columns is at most kρkn. This result suggests that for street view videos where
kn = 1, the rank of M is as low as the number of different BRDFs in the scene.
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In addition to the above variations of the scene appearance, images of a scene may
further undergo some global linear photometric transformations due to the changes of camera
parameters (e.g., exposure, color balance) during the recording process, or the different
response functions of different cameras [38, 101, 6]. For gray-level images I1, I2 ∈ Rm, the
most common transformation is the gain and bias model: I2 = aI1 + b where a, b are two
scalars. For color images, the affine transformation is often used to model the mixture of
color channels, in addition to the gain and bias of each channel. For any two color images,
the affine transformation can be written as
[I2,r, I2,g, I2,b]
T = A [I1,r, I1,g, I1,b]T + b1T (6.1)
where A is a 3× 3 matrix, and b is a 3-vector. It is easy to see that images subject to such
linear transformations also lie in a low-dimensional subspace.
Finally, the low-dimensional subspace model has also been successfully used to represent
non-parametric motion fields [12, 31]. It is argued in [31] that, for videos with very small
motions, the components and coefficients obtained through a PCA decomposition can be
interpreted as a model of motion fields within the scene. This actually agrees well with our
previous observation that small depth variations are kept in our low-rank panoramas.
Image stitching
The problem of image alignment has been extensively studied in the literature. Existing
methods can be roughly classified into two categories. On one hand, direct alignment meth-
ods [71, 93] work on image regions and provide accurate registration using local algorithms,
but need a good initialization. On the other hand, feature-based methods rely on detecting
and matching a set of feature points, such as corners and SIFT features [96, 25, 15]. They do
not require an initialization, but often fail to achieve pixel-wise registration accuracy even
with global multi-frame bundle adjustment. Recent work on video registration has been
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focused on the efficiency of feature-based methods [99]. In this work, we take advantage of
both types of methods to achieve robust and accurate registration of video frames.
Given multiple aligned input images, there exist many works addressing the problem of
composing a final mosaic image, such as pixel and seam selection, blending and exposure
compensation. In particular, pixel and seam selection techniques aim to eliminate the ghost
effects due to moving objects, and keep exactly one copy of each object in the final result,
by using a minimum likelihood selection criterion [3], a weighted average in the regions of
difference [109, 15], or interacting with users [2]. However, these methods are not always
reliable in practice, as separating moving foregrounds from background for videos remains
an open problem [24, 73].
To compensate for differences in exposure or illumination from the source images, many
sophisticated blending algorithms have been developed in the literature. [15] uses pyramid
blending to compensate for exposure differences, and [86] develops a gradient domain blend-
ing method to do seamless object insertion in image editing applications. Several variants
of [86] with different cost functions have been studied in [62] to further improve its perfor-
mance. Meanwhile, readers are referred to [116] for a comprehensive performance evaluation
on existing color correction approaches. Finally, [35] proposes to convert each image into
a radiance image using its exposure value and then create a stitched, high dynamic range
image. While all the aforementioned methods focus on eliminating photometric variations
from input images, it is the novelty of our method to directly model these variations using
a low-dimensional subspace model and recover them all in the final results.
6.2 Problem Formulation
We begin introducing our method with a formal definition of the low-dimensional subspace
model for video panoramas. Suppose we are given n complete and pixel-wise aligned panora-
mas (w.r.t. a common coordinate system) of a scene from different viewpoints under po-
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tentially varying exposures or illuminations. We stack all the m pixels of each panorama as
a vector, and denote them as I01 , . . . , I
0
n ∈ Rm. If we put these vectors as columns of the
matrix
A
.
= [I01 , . . . , I
0
n] ∈ Rm×n, (6.2)
then, according to our discussion in the previous section, the matrix A has a very low rank
depending on the scene and camera. This is illustrated in Figure 6.3.1
For the image stitching problem, in each input image Ij we only see a deformed version
of a very small portion of the entire scene. Particularly, a video sequence along a street
can be thought as a sliding window through which each frame sees a small chunk of the
street from a different view. If the camera is a perspective projection, then there exist
homography matrices τ1, . . . , τn ∈ GL(3)2 which transform the input video frames I1, . . . , In
into a common coordinate system on the dominant plane, respectively.
In addition, since each image Ij (1 ≤ j ≤ n) has a limited field of view and only sees a
very small portion of the scene, there is an associated support Ωj that indicates the observed
region (entries) from the j-th view, as illustrated in Figure 6.3. We write PΩj(Ij) as the
projection of Ij to the space of vectors supported on Ωj. With a slight abuse of notation, we
also use Ωj ∈ Rm as a vector to represent the observed pixels in I0j , where Ωj(k) = 1 if the
k-th pixel in I0j is observed, and Ωj(k) = 0 otherwise. Hence the video frames are related to
the complete panoramas as
PΩj(Ij ◦ τj) = PΩj(I0j ). (6.3)
Given the transformation matrices τ = {τj}nj=1, we can write the aligned data matrix
as PΩ(D ◦ τ) .= [PΩ1(I1 ◦ τ1), . . . ,PΩn(In ◦ τn)], where Ω .= [Ω1, . . . ,Ωn] are the supports
associated with all the views. Then the image stitching problem naturally reduces to the
1For color images, one can write the data matrix as A = [I01,r, I
0
1,g, I
0
1,b, . . . , I
0
n,r, I
0
n,g, I
0
n,b] ∈ Rm×3n,
which also has a low rank depending on the scene and camera. However, we stick to gray-level images in
the chapter for the simplicity of presentation.
2Here, GL stands for General Linear. This class of transformations is able to represent distortion in a
perspective image of a planar object.
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Ω1 →
PΩ(D ◦ τ) A
+
E
Figure 6.3: Illustration of problem formulation: Robust recovery of a low-rank matrix A
from highly incomplete measurements within a band along the matrix diagonal.
following low-rank matrix completion problem:
min
τ,A
rank(A) s.t. PΩ(D ◦ τ) = PΩ(A). (6.4)
In practice, the low-rank structure of the aligned images can be easily violated, due to
the presence of reflections and occluding objects in the scene. Since these errors typically
affect only a small fraction of all pixels in an image, we can model them as sparse errors
whose nonzero entries can have large magnitude. Let ej represent the error corresponding
to the j-th frame: PΩj(Ij ◦τj) = PΩj(I0j +ej), and let E = [e1, . . . , en] be the matrix with all
the error vectors as columns. Then, to recover the low-rank panoramas {I0j }nj=1, we actually
need to solve the following more challenging problem of recovering a low-rank matrix from
highly incomplete and corrupted observations:
min
τ,A,E
rank(A) + ν‖E‖0 s.t. PΩ(D ◦ τ) = PΩ(A+ E), (6.5)
where the `0-norm ‖ · ‖0 counts the number of nonzero entries of a matrix, and ν > 0 is a
parameter that trades off the rank of the solution versus the sparsity of the error.
To summarize, our goal is to recover a set of homographies τ1, . . . , τn that align all the
frames to a common world coordinate system as well as the corresponding view-dependent
panoramas, by minimizing the rank of a matrix A which agrees with the aligned input images
{Ij ◦ τi}nj=1 on the observed regions Ω, up to some sparse gross errors E. Notice that here
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(τ, A,E) are all unknowns.
The rest of the chapter is organized as follows. In Section 6.3, by assuming that the
correct homographies τ are given, we introduce an efficient and effective solution to (6.5)
via convex programming. Then, to obtain the homographies τ for the sequence, we rely on
a robust video frame alignment algorithm discussed in Section 6.4. We conduct experiments
on both synthetic and real data to illustrate the performance of our method and compare
with other state-of-the-art techniques in Section 6.5.
6.3 Robust Low-rank Panoramas via Convex
Optimization
In this section, we show how to solve the problem (6.5) when the correct transformations
τ are given. Note that even with τ given, the objective function of problem (6.5) is still
highly combinatorial, which is in general NP-hard if we are looking for the global optimal
solution. However, by the recent advances in convex optimization, we can replace the non-
linear functions rank(·) and `0-norm by their corresponding convex surrogates, as proposed
by the work of [18, 26]. Specifically, we replace rank(·) by the nuclear norm ‖ · ‖∗3, and ‖ · ‖0
by the ‖ · ‖1 norm4, which leads to the following convex optimization problem:
min
A,E
‖A‖∗ + λ‖E‖1 s.t. PΩ(D ◦ τ) = PΩ(A+ E), (6.6)
where λ = 1/
√
m is a scalar weight. Since the pioneering work [92, 21], there have been
extensive theoretical results that provide evidence for the effectiveness of using such convex
surrogates for recovering sparse signals and low-rank matrices. In particular, [18, 63] have
shown that in the case when Ω contains a constant fraction of the entries, the above convex
program succeeds with high probability under mild conditions. In fact, this type of “low-
3Sum of all singular values of a matrix.
4Sum of absolute values of all entries.
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dimension + sparse” model has been proven to be very powerful and widely used for image
and video processing tasks such as denoising [57], segmentation [28] and compressive imaging
[95].
Similar recoverability results have also been obtained for a more general low-dimensional
subspace Ω, known as SpaRCS [113] or compressive principal component pursuit [115] . In
a nutshell, the results in [115] claim that, if (A0, E0) are incoherent, then the recovery from
(6.6) is exact with high probability if “dim(Q) ≥ C · log2 n × degrees of freedom(A0, E0),”
where Q is a randomly chosen observable subspace according to the Haar measure. Curious
readers are referred to [115] for the detailed proofs. Notice that if the matrix A has a fixed
rank r – which is the case in our setting, then a lower-bound on the number of measurements
needed is O(rn log2 n) which is only a diminishing fraction of the entries O(n2) of the matrix
as n goes to infinity. This is actually the case when the length of the video sequence grows
large. In other words, the results of [115] suggest that as long as the resolution of the image
frame – the size of the support |Ω1| in Figure 6.3 – grows as O(r log2 n), then good recovery
of the low-rank panoramas and sparse errors from (6.6) is possible.5
Finally, many efficient and scalable first-order methods have been proposed in recently
years to solve (6.6). In this work we adopt the alternating direction method developed in
[103].
6.3.1 Simulation on Synthetic Data
While our formulation of the stitching problem is largely inspired by the robust PCA theory
[18], there is a major difference between our problem and the conditions for exact recovery
of a low-rank matrix using (6.6). Specifically, for the exact recovery property to hold, it is
assumed in [18] that entries in Ω are selected uniformly at random among all entries of D◦τ .
However, as one can see in Figure 6.3, the observed regions for our problem are within a
5In practice, the resolution of a frame is often fixed. So the existing theory actually cannot imply exact
recovery for our stitching problem. However, experiment results show that our approach works well for fairly
long videos. We consider bridging this gap between theory and practice as an interesting future direction.
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Figure 6.4: Simulation results. (a) Relative error in estimating each row of A. Rows in red
correspond to the ones whose sampling rates are greater or equal to the overall sampling
rate. (b) Average relative error for rows in S as a function of overall sampling rate.
band along the matrix diagonal. One particular problem with it is that image pixels near
the boundary of the visible region in the panorama are sampled much less frequently than
other pixels.
To understand the effect of diagonal sampling on the solution to (6.6), we first conduct
some simulations on synthetic data. The observation matrix M ∈ Rm×n = PΩ(A0 + E0)
is generated as follows: First, we generate a rank-r matrix A0 as a product A0 = XY
T
where X and Y are random matrices of size m × r and n × r, respectively, with entries
independently sampled from a N (0, 1) distribution. Then, E0 is generated by choosing
a support set of size p × m × n uniformly at random, and assigning each of its non-zero
entries a value independently sampled from the uniform distribution in [−5, 5]. Finally,
to generate the diagonal sampling pattern Ω, for the j-th column we set Ωj(k) = 1 if
(j − 1)× q < k ≤ m− (n− j)× q, and Ωj(k) = 0 otherwise. Here, q controls the width of
the band along the matrix diagonal.
In the first experiment, we fix m = 2000, n = 200, r = 2, p = 0.1 and q = 6. Let (A∗, E∗)
be the estimated low-rank and sparse matrices from M by solving (6.6). Figure 6.4(a) shows
the relative error in estimating each row of A, which is defined as k =
‖A∗k−A0,k‖2
‖A0,k‖2 , 1 ≤ k ≤ m,
where A∗k and A0,k are the k-th row of A
∗ and A0, respectively. As one can see, rows at the
two ends of the matrix have very large errors. This is expected because there are simply not
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(a) (b)
Figure 6.5: Handling non-uniform sampling. (a) Panorama obtained by solving (6.6) for the
sequence shown in Figure 6.1. White curve represents the boundary of the panorama. Note
that regions close to the boundary are darker than other regions. (b) Panorama obtained
by solving (6.7). Notice the improvement at pixels near the boundary.
enough samples for these rows.
More importantly, one can also see in Figure 6.4(a) that accurate recovery of the low-rank
matrix A0 is possible for rows in the middle with sufficient number of samples, despite a
constant fraction of corrupted entries. To further understand this phenomenon, we define the
overall sampling rate of the data matrix as α =
P
j,k Ωj(k)
m×n ; then let S be the set of rows whose
sampling rates are greater or equal to the overall sampling rate: S = {k ∈ {1, 2, . . . ,m} :∑n
j=1 Ωj(k)/n ≥ α}, as shown in Figure 6.4(a).
Now, fixing m = 2000, n = 200, we vary the overall sampling rate by changing the value
of q. For each q, we generate a data matrix M and obtain (A∗, E∗) by solving (6.6). We
compute the average relative error for all rows in S: S =
∑
k∈S k/|S| and plot it as a
function of α in Figure 6.4(b), for different values of r and p.6 As one can see, the error
remains very small for fairly small sampling rates. For example, for α = 0.3, S is less than
0.1 for all cases.
In addition, in Figure 6.4(b) we also plot the average relative error when the entries in
Ω are selected uniformly at random with probability α, as suggested by the robust PCA
theory [18]. We can see that the performance of the convex program (6.6) on data matrices
with diagonal-band sampling (restricted to rows in S) is as good as on those with random
sampling for the same sampling rate α!
6The result is averaged over 10 trials for each choices of r, p and q.
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6.3.2 Handling Non-uniform Sampling for Image Stitching
For real image stitching problem, the same error pattern occurs as the synthetic data case.
This is evidenced in Figure 6.5(a), which shows the estimated panorama by solving (6.6).
As one can see, the regions close to the boundary of the panorama are darker than other
regions. This suggests that the corresponding rows of A∗ tend to have zero values.
To remedy this problem, we propose to use a different weight for each row of E in (6.6),
instead of a single scalar λ. Intuitively, we wish to incur a heavier penalty for non-zero
entries of E in the rows with fewer samples. Therefore, for the k-th row, we set λk =
max{1, 0.5n/∑nj=1 Ωj(k)}/√m and propose to solve the following optimization problem:
min
A,E
‖A‖∗ + ‖ΛE‖1 s.t. PΩ(D ◦ τ) = PΩ(A+ E), (6.7)
where Λ = diag(λ1, . . . , λm) ∈ Rm×m is a diagonal matrix. The panorama obtained by
solving (6.7) is shown in Figure 6.5(b), where the missing pixels near the boundary are now
recovered. However, as we will see later (e.g., Figure 7), by setting a large penalty to regions
near the boundary, one actually compromises the robustness to outliers in these regions. This
is often acceptable as there are simply not enough samples to separate low-rank component
from sparse errors in these regions.
6.4 Robust and Accurate Video Registration
We have seen from previous sections that by imposing low-rankness on the desired solution,
one can robustly and efficiently recover the complete panoramas of the scene despite gross
errors. In fact, with some proper modifications, the same idea of matrix rank minimization
can be used to obtain accurate estimates of the homography matrices among all video frames.
Specifically, a new direct alignment algorithm called Robust Alignment by Sparse and Low-
rank decomposition (RASL) has been recently proposed by [85] to register a batch of linearly
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+PR(D ◦ τ)
R
AR ER
One batch 
Figure 6.6: Illustration of robust alignment of a consecutive batch of frames with a common
overlap region R.
correlated images. In this section, we briefly discuss how to apply RASL to our problem
of aligning video frames, resulting in a fully automatic image stitching system for low-rank
panoramas.
Given n input images {Ij}nj=1, recall that the ideal observation model is PΩj(Ij ◦ τj) =
PΩj(I0j ) for the j-th image. Denote R =
⋂n
j=1 Ωj as the intersection of observed regions
among images considered – see Figure 6.6 for an illustration. If R is not empty, we write
PR(Ij ◦ τj), j = 1, . . . , n as the projection of the aligned input images to the space of vectors
supported on R. Then, if we stack each PR(Ij ◦ τj) as column of a new data matrix:
PR(D ◦ τ) = [PR(I1 ◦ τ1), . . . ,PR(In ◦ τn)], (6.8)
this matrix should also have a very low rank. In the presence of errors, we can write our
observation model as:
PR(D ◦ τ) = AR + ER, (6.9)
where AR, ER represent the low-rank component and sparse error component, respectively,
with their k-th entries being zero for any k /∈ R. Then, using the same argument as in
Section 6.2, we can cast the problem of joint image alignment as the following optimization
problem:
min
AR,ER,τ
‖AR‖∗ + λ‖ER‖1 s.t. PR(D ◦ τ) = AR + ER. (6.10)
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Algorithm 2 (Robust Video Registration via RASL)
1: Input: Input images {Ij}nj=1, number of batches L and batch size p.
2: τ ∗1 ← I3×3.
3: for the i-th batch:
4: Set Dl ← [Ip×(l−1)+1, . . . , Ip×l+1]; Rl ←
⋂p×l+1
j=p×(l−1)+1 Ωj.
5: Compute τ l = [τp×(l−1)+1, . . . , τp×l+1] by solving the following RASL problem:
min
A,E,τ l
‖A‖∗ + λ‖E‖1 s.t. PRl(Dl ◦ τ l) = A+ E.
6: Update τ ∗j ← τj · τ−1p×(l−1)+1 · τ ∗p×(l−1)+1 for p× (l − 1) + 2 ≤ j ≤ p× l + 1.
7: end for
8: Output: A set of homographies τ ∗1 , . . . , τ
∗
n.
In [85], given a good initialization, (6.10) is solved by iteratively linearizing the nonlinear
equality constraint at the current estimate of τ , yielding a sequence of convex programs
whose solutions converge quadratically to the correct alignment. It has been shown in [85]
that RASL is able to achieve pixel-wise alignment accuracy over a wide range of realistic
misalignments and corruptions.
However, in order to apply the above scheme to street view video sequences, there are
two important issues which need to be addressed. First, for a typical long video sequence,
there is often no common region among all frames. To deal with this problem, we divide
the entire sequence into L multiple small (overlap) batches of size (p + 1), so that the l-th
batch contains frames (p × (l − 1) + 1) to (p × l + 1), and apply RASL to solve (6.10) for
each batch individually. Note that the way we divide the sequence ensures that any two
adjacent batches share exactly one frame, which enables us to link all the transformations
between frames into a common coordinate system in the end. In addition, as suggested by
[85], the value of p should be chosen as large as possible, as the low-rank model works better
when p is much larger than the dimension of the subspace spanned by the intrinsic views. In
our problem, however, p is restricted by the condition that R must be large enough so that
(6.10) can be solved reliably in the presence of gross errors. See Figure 6.6 for an illustration
of the relation between the size of R and the batch size p. In this work, we fix p = 10 for
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(a) (b)
(c) (d)
Figure 6.7: Pixel-wise accurate alignment via matrix rank minimization. (a) Overlapping
result according to the homographies estimated by the feature-based plane detection and
tracking algorithm [54]. (c) Overlapping result according to the homographies refined by
RASL. The improvement of alignment quality is clear. (b) and (d) Details of a small region
in (a) and (c), respectively.
videos taken by our own and p = 8 for Google Map Street View sequences.
Second, as a local method, a good initialization of the transformation parameters τ is
needed. For this purpose, one may simply use the standard point-based RANSAC algorithm
for two-view homography estimation [54]. However, in this chapter we adopt the TRANSAC
algorithm developed in Chapter 2. It generalizes two-view RANSAC to estimate consistent
plane models across multiple frames, and has a very high breakdown point to gross outliers.
Finally, we summarize our robust video registration algorithm in Algorithm 2.
In Figure 6.7(a), we show the alignment result obtained by the plane detection and
tracking algorithm. As one can see in Figure 6.7(b), due to the fact that feature point
localization is often noisy, the feature-based method cannot achieve pixel-wise alignment
accuracy, even with multi-view bundle adjustment. We note that more instances of the same
problem can be found in the panoramas obtained by AutoStitch (Figure 6.9(b)), which also
uses a feature-based method for alignment. On the contrary, using the output of featur-based
method as initialization, a direct method such as RASL can greatly improve the alignment
93
quality, as shown in Figure 6.7(c) and (d), as well as in Figure 6.9(a).
6.5 Experiments
In this section, we report results of our method on both videos captured by ourselves using
a hand-held SONY NEX-5N camera (Figure 6.8) and videos from the Google Map Street
View database7 captured by camera mounted on a moving car (Figure 6.10). Note that for
videos taken by our own, we use the newly developed camera calibration system [120] to
remove radial distortion.
To better understand the advantages of our method, we compare our method against
the state-of-the-art image stitching system AutoStitch [15], and the popular software Pho-
tomerge in Adobe Photoshop CS58, which is largely based on the work of [2, 1].
Our Video Sequences. In Figure 6.9, we show the results of both methods on sequence
H1 to H3. As one can see, our method performs consistently better than AutoStitch and
Photomerge, producing clean, pleasing-looking results with pixel-wise registration accuracy.
In particular, comparing Figure 6.9(a) with the corresponding input images, one can see
that objects do not belong to the dominant plane (e.g., cars, trees) have been completely
removed from the panoramas by our method, except for some small regions close to the
boundary due to insufficient number of samples as we discussed before. For example, see
the lower-left corner of the panorama for sequence H1 in Figure 6.9(a). On the contrary,
Both AutoStitch and Photomerge perform poorly in removing outliers, resulting in significant
ghosting effects (Figure 6.9(b)) or cutting-off effects (Figure 6.9(c)). In addition, Photomerge
also has difficulties in matching video frames, possibly due to the repetitive patterns.
Google Map Street View Sequences. Next, we compare our method with AutoStitch
on the Google Map Street View database (Figure 6.10). As one can see in Figure 6.11,
our method works very well on both sequences, while AutoStitch have obvious problems
7maps.google.com/streetview
8http://www.adobe.com/products/photoshop.html
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Figure 6.8: Snapshots of testing videos taken by a hand-held camera. From top to
bottom: Sequences H1, H2, and H3. The number of frames for each sequence is 101, 81
and 121, respectively.
(a) Our method (b) AutoStitch
(c) Photomerge
Figure 6.9: Comparison of video stitching results on sequences H1 to H3.
registering the input images. Furthermore, our method successfully remove outliers, such as
pedestrians, reflections on the window, and signs on the ground, from the panoramas, while
preserving details on the dominant planes.
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G1 G2
Figure 6.10: Snapshots of testing videos from Google Map Street View database. The
number of frames for both sequences is 57.
(a) Our method (b) AutoStitch
Figure 6.11: Video stitching results on Google Map Street View sequences G1 and G2.
Discussion. From the above results, we have seen that by harnessing the intrinsic re-
lationships across multiple frames of a street view video via a low-dimensional subspace
model, we can generate panoramas for the video frames in a new holistic and effective way,
despite exposure and illumination differences, parallax, reflections, and occluding objects.
From comparison with conventional image stitching methods, one may also notice that pixels
of our panoramas are all “estimated”, not “stitched” together from raw pixels of original
images. As result, our panoramas are not as sharp in local regions, but their global ap-
pearance is much more clean and homogeneous and their global geometry is much more
accurate and consistent. This opens up good future research directions on how to combine
this new method with conventional stitching methods to achieve both local sharpness and
global accuracy for the final panoramas.
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Chapter 7
Discussion and Conclusions
In this thesis, we have demonstrated the power of exploring structural regularities in solving
challenging problems in 3D reconstruction and modeling of urban scenes from images and
videos. In particular, we have developed a series of tools to exploit different types of struc-
tural regularities, including planar surfaces, repetitive patterns, symmetries and the linear
correlations across multiple images. In Chapters 2 and 3, we described a novel structure from
motion technique using one or more large planes in the scene, and further demonstrated how
the reconstructed planes can be used to substantially improve the performance of existing
video stabilization methods. In Chapters 4 – 6, we introduced a recently developed technique
for robust low-rank matrix recovery, and applied it to reconstruct geometric and textural
models of urban scenes from both large-baseline images and long video sequences.
Indeed, with the fast development of acquisition technology, we now have access to a huge
amount of visual data from street view videos to aerial photos for city-scale 3D modeling.
Clearly, there is still a gap between the results one can get from existing techniques and
the desired high-quality city-scale 3D models for industrial applications. Here, we believe
that the main difficulties lie in the scale of the collected visual data, as well the inherent
complexity in the geometry and topology of urban scenes. In the rest of this chapter, we
outline a few promising directions for future work that would strengthen the current systems
for 3D reconstruction and modeling, as well as influence many other applications in computer
vision.
Accurate piecewise planar scene segmentation. A crucial step towards urban scene
understanding is to segment images into geometrically consistent regions (e.g., building fa-
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cades), often under severe occlusions, and identify the precise boundaries between them.
However, none of the existing methods, including those developed in this thesis, can provide
satisfactory solutions to this problem. For example, the segmentation algorithm we intro-
duced in Chapter 5 can obtain accurate boundaries between two building facades, but is
very slow, and can only handle simple cases where each image is dominated by one or two
large planar regions. Meanwhile, the piecewise planar and non-planar scene segmentation
algorithm we developed in Chapter 3 is very efficient, and can handle more complicated
scene geometry. However, it cannot get accurate segmentation boundaries. Therefore, we
believe that it is necessary to combine local and global features within each frame, as well
as the temporal correlations among multiple frames, in order to achieve the desired results.
Handling complex scene geometry. In practice, urban scenes may contain many objects
whose geometry is more sophisticated than the few planar surfaces currently assumed by
our methods. For example, in a recent paper [119], TILT has been extended to reconstruct
another class of surfaces called the generalized cylindrical surfaces, which are very common
in urban environments. Meanwhile, non-planar repeating structures, such as the balconies
of a building, are also extremely important for modeling urban scenes. Therefore, we need
to extend our method to handle more complex parametric deformation models, and develop
new computational tools which can exploit the underlying structural regularities with respect
to such models.
Fast and scalable algorithms. Another important aspect of any practical algorithm is its
efficiency. In this thesis, we have already seen a few instances of discovering the structural
regularities via new powerful computational tools such as graph cuts and first-order methods
for low-rank matrix recovery. However, in practice, these methods are still not fast enough
for time-critical applications on very large datasets. For example, the holistic segmentation
algorithm based on low-rank textures currently requires a large number of SVD computations
for each image patch. It remains an open question whether or not there is an alternative
approach to the fast recovery of low-rank textures from images.
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