Multifractal analysis of dimension spectrum and the set of irregular
  points in non-uniformly hyperbolic systems by Guan-Zhong, Ma & Xiao, Yao
ar
X
iv
:1
40
1.
18
96
v1
  [
ma
th.
DS
]  
9 J
an
 20
14
Multifractal analysis of dimension spectrum and the
set of irregular points in non-uniformly hyperbolic
systems
GUAN-ZHONG MA1, YAO XIAO2∗
1, Department of Mathematical Sciences, Tsinghua University, Beijing 100084, China
2, Department of Mathematical Scineces, Tsinghua University, Beijing 100084, China
mgz09@mails.tsinghua.edu.cn, yaox11@mails.tsinghua.edu.cn
Abstract
We study the multifractal analysis of dimension spectrum for al-
most additive potential in a class of one dimensional non-uniformly
hyperbolic dynamic systems and prove that the irregular set has full
Hausdroff dimension.
Key words: multifractal analysis; non-uniformly hyperbolic; measure
concatenation
Mathematics Subject Classification:37B40; 28A80
1 Introduction
Given a compact metric space X, and T a continuous transformation from
X to itself, we call the pairs (X,T ) a topological dynamical systems. A
sequence Φ = (φn)
∞
n=1 is said to be almost additive if every φn is continuous
from X to R and there is a positive constant C(Φ) > 0 such that
−C(Φ)+φn(x)+φp(T
nx) ≤ φn+p(x) ≤ φn(x)+φp(T
nx)+C(Φ), ∀n, p ∈ N,∀x ∈ X.
We denote by Caa(X,T ) the collection of almost additive potentials on X.
The almost additive potential arise naturally in the study of non-conformal
repellers [1] and topological pressure of product of positive matrices [?] .
If Φ = (Φ1, · · · ,Φd) and Φj ∈ Caa(X,T ) for each j, we call Φ a vector-
valued almost additive potential and write Φ ∈ Caa(X,T, d). For Φ ∈
Caa(X,T, d), we have Φ = (φn)
∞
n=1 with φn = (φ
1
n, · · · , φ
d
n).
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Given any Φ ∈ Caa(X,T, d), by subadditivity we have Φ∗(µ) := lim
n→∞
∫
X
φn
n
dµ
exists for every µ ∈ M(X,T ). We define the set LΦ = {Φ∗(µ) : µ ∈
M(X,T )}, which is compact and convex. Given Φ ∈ Caa(X,T, d) and
α ∈ Rd, one can define the level set as Xα := {x ∈ X : lim
n→∞
φn(x)
n
= α}. It
is well known that if (X,T ) satisfies specification condition, then Xα 6= ∅ if
and only if α ∈ LΦ. Roughly speaking, the level sets Xα forms multifractal
decomposition and the map α → dimH Xα forms a multifractal spectrum.
We also define the set Xirr =
{
x ∈ X : lim
n→∞
Φn(x)
n
does not exist
}
.
The theory of multifractal analysis for uniformly hyperbolic conformal
dynamic system is well developed in the aspects of entropy spectrum and
Birkhoff spectrum and local dimension of Gibbs measure [4, 12, 6, 13]. In
the case of sub-shift of finite type, the multifractal analysis for the level sets
of almost additive potential or quotient almost additve potential has been
well understood [1, 2]. However there is still not a complete picture for the
multifractal analysis of non-uniform hyperbolic dynamic systems. In the
recent years, people become more and more interested in the multifractal
analysis of non-uniform hyperbolic dynamic systems [8, 10]. In this note we
proved that irregular set in non-uniform hyperbolic dynamic system carries
full of Hausdroff dimension unless it is an empty set. The corresponding
part in uniform hyperbolic dynamic systems was proved in [3, 4].
We start with an introduction about the basic settings. Let T :
⋃m
i=1 Ii →
[0, 1] be a piecewise C1 map satisfies the following condition:
• Ii ⊂ [0, 1], i = 1, · · · ,m such that Ii and Ij does not overlap for i 6= j.
• T |Ij : Ij → [0, 1] is onto and C
1 map, for all 1 ≤ j ≤ m. There is a
unique xj ∈ Ij such that T (xj) = xj.
• T ′(x) > 1 for x 6∈ {x1, · · · , xm}.
We remark that since the map T is C1, we have T ′(xj) ≥ 1 for j = 1, · · · ,m.
If for some j, T ′(xj) = 1, we call xj a parabolic fixed point.
Define the attractor of T as
Λ =

x ∈
m⋃
j=1
Ij|T
n(x) ∈ [0, 1],∀n ≥ 0

 .
It is known that Λ is invariant under T and we get a dynamic system T :
Λ→ Λ.
This special class of non-uniform hyperbolic maps includes the famous
example of Manneville-Pomeu map and Farey map [14].
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The above system has a symbolic coding which can be defined as follows.
Let Ti be the inverse map of T |Ii : Ii → [0, 1] for i = 1, · · · ,m. Let A =
{1 . . . ,m} and Σ = AN. There is a shift map σ : Σ → Σ defined by
σ((ωn)n≥1) = (ωn)n≥2. Define a projection Π : Σ→ [0, 1] as
Π(ω) = lim
n→∞
Tω1 ◦ Tω2 ◦ · · · ◦ Tωn([0, 1]).
Then Π(Σ) = Λ and moreover
Π ◦ σ(ω) = T ◦ Π(ω).
Obviously, we have that Π is a bijection except for at most countable
points.
In this paper, we concern with Λα andXα respectively for Φ ∈ Caa(Λ, T, d)
and Ψ ∈ Caa(Σ, σ, d). Two kinds of level set are related in the following way.
Given Φ ∈ Caa(Λ, T, d). Define Ψ = Φ ◦ Π, then Ψ ∈ Caa(Σ, T, d) and
Π(Xα) = Λα.
Define g(ω) := − log T ′ω1Π(σω) and let
Σ˜ =

ω ∈ Σ : lim infn→∞ 1n
n−1∑
j=0
g(σjω) > 0

 .
Let h(µ, σ), λ(µ, σ) be the metrical entropy and Lyapunov exponent of µ.
We have the following theorem:
Theorem 1. [9] Given Φ ∈ Caa(Σ, T, d), then for α ∈ LΦ,
dimHΠ(Xα ∩ Σ˜) = sup
µ∈M(Σ,σ)
{
h(µ, σ)
λ(µ, σ)
∣∣∣∣ limn→∞
∫
φn
n
dµ = α, λ(µ, σ) > 0
}
.
If we take d = 1 and φn = nc where c is a real constant. We have the
following result.
Corollary 1. Let T : Λ→ Λ is non-uniform hyperbolic, we have
dimHΠ(Σ˜) = sup
µ∈M(Σ,σ)
{
h(µ, σ)
λ(µ, σ)
|λ(µ, σ) > 0
}
.
Roughly speaking ΠΣ˜ can be seen as the hyperbolic part of non-uniform
hyperbolic attractor. Of course this corollary implies the following theorem
in the uniform hyperbolic setting, for which Σ˜ = Σ. One has
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Theorem 2. [2] Assume that T : Λ→ Λ is uniformly hyperbolic, then
dimHΠ(Σ) = sup
µ∈M(Σ,σ)
{
h(µ, σ)
λ(µ, σ)
|λ(µ, σ) > 0
}
.
In the non-uniform hyperbolic dynamic systems, it is really subtle that
whether the hyperbolic part of attractor ΠΣ˜ carries the full hausdroff dimen-
sion of the attractor of ΠΣ. This has been verified in [16] for the case that
each inverse branch of T is C1+α together with some geometric conditions.
In [8], it was proved that dimH ΠΣ˜ = dimH ΠΣ under C
1+Lip condition .
However, as pointed in [10], it is still unknown whether it is true for C1
condition in non-uniform hyperbolic dynamic systems. The following as-
sumptions implied that dimH ΠΣ˜ = dimH ΠΣ, which was first proposed in
[10].
Assumptions: For any ǫ > 0, there exists ν ∈M(Λ, T ) such that λ(ν, T ) >
0 and h(ν,T )
λ(ν,T ) > dimH Λ− ǫ.
Consider the system T : Λ → Λ. Let I ⊂ {x1, · · · , xm} be the set of
parabolic fixed points. Given Φ ∈ Caa(Λ, T, d), we defineA = Co
{
lim
n→∞
φn(x)
n
: x ∈ I
}
,
which is the convex hull of
{
lim
n→∞
φn(x)
n
: x ∈ I
}
.
Theorem 3. [9] Let(Λ, T ) be a system defined as above. Given Φ ∈ Caa(Λ, T, d)
and define A as above. Under the assumption above, then for any α ∈ LΦ\A,
we have
dimH Λα = sup
µ∈M(Λ,T )
{
h(µ, T )
λ(µ, T )
|Φ∗(µ) = α
}
,
and for all α ∈ A we have dimH Λα = dimH Λ.
Finally we consider the Hausdroff dimension of Λirr. By Kingman’s sub-
additive ergodic Theorem, we have µ(Λirr) = 0 for any µ ∈ M(Λ, T ). How-
ever, this set carries full topological entropy and full Hausdorff dimension
in most cases[3], especially in uniformly hyperbolic dynamics. Motivated
by the method in [10, 5], we can proved it is also true for non-uniform
hyperbolic dynamic systems in a simple way.
Theorem 4. Under the assumption in Theorem 3 and assume that ♯LΦ ≥ 2,
then dimH Λirr = dimH Λ.
Remark 1. In [9], Theorem1 and Theorem 3 are proved for the case of
additive potential in higher dimension. The skills there can be completely
extended to the almost additive potential.
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Remark 2. There has been great interest in the study of irregular set in
recent trend [1, 11, 4, 5, 15]. The full dimension of irregular set has been
verified in subshifit of finite type[3, 4], conformal repellers[1, 4]. It is in-
teresting to ask the corresponding question in the non-uniform hyperbolic
dynamic systems. It is possible to follow the line in [5] and use the approx-
imation skills as [8] to give a proof for the Hausdroff dimension of irregular
set. Here we combine some ideas in [3, 5, 10] to give a short and direct
proof.
The rest of this note is organized as follows. In Section 2 we give some
preliminary results and lemmas which are needed for the proof. In Section
3, we prove Theorem 4.
2 Preliminaries
In this section, we will give the notations and the lemmas needed in the
proof.
Assume that T : X → X is a topological dynamical system. Denote by
M(X,T ) the set of all invariant probability measures and E(X,T ) the set
of all ergodic probability measures. Given µ ∈ M(X,T ), let h(µ, T ) be the
metric entropy of µ.
Recall that A = {1, 2 . . . m} and Σ = AN. Write Σn = {w = w1 · · ·wn :
wi ∈ A}. For ω = {ωn}
∞
n=1 ∈ Σ, write ω|n = ω1 · · ·ωn. For w ∈ Σn define
the cylinder [w] := {ω : ω|n = w}.
If φ : Σ→ Rd is continuous,we define the n-th variation of Φ as
||φ||n := sup
ω|n=τ |n
|φ(ω)− φ(τ)|.
For Φ ∈ Caa(Σ, T, d), we define ||Φ||n := ||φn||n.
where | · | is the Euclidean norm in Rd. Given f : Σ → Rd continuous,
let ‖f‖ := sup
τ∈Σ
|f(τ)|. For f : Λ → Rd continuous we define ‖f‖ similarly.
We have the following standard result:
Lemma 1. If Φ = {φn}
∞
n=1 ∈ Caa(Σ, T, d), then limn→∞
1
n
‖Φ‖n = 0
Consider the projection Π : Σ→ Λ. Let Λ˜ := {x ∈ Λ : #{Π−1(x)} = 2}.
In other words Λ˜ is the set of such x with two codings. By our assumption
on Ij, we know that both Λ˜ and Π
−1Λ˜ are at most countable. Moreover
Π−1Λ˜ ⊂ {ω : ω = wm∞ or w˜1∞}. (1) {coding}?coding?
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Then it is seen that
Π : Σ \ Π−1(Λ˜)→ Λ \ Λ˜
is a bijection. We will need this fact in the proof of the lower bound of
Theorem 1.
For w = w1 · · ·wn, write Iw = Tw1 ◦ · · · ◦ Twn [0, 1]. Especially for ω ∈ Σ,
we write In(ω) = Iω|n . Let Dn(ω) = diam(In(ω)). Recall that we have
defined g(ω) := − log T ′ω1Π(σω) and
Dn(ω) can be estimated via Ang(ω) by the following lemma:
Lemma 2 ([16, 10]). Under the assumption on T , Dn(ω) converges to 0
uniformly. Moreover
lim
n→∞
sup
ω∈Σ
{
| −
1
n
logDn(ω)−Ang(ω)|
}
= 0.
By this lemma we can understand that Σ˜ is the set of such points ω such
that the length of In(ω) tends to 0 exponentially. To simplify the notation
we write λ˜n(ω) = − logDn(ω)/n.
Given µ ∈ M(Σ, σ), let λ(µ, σ) :=
∫
gdµ be the Lyapunov exponent of
µ. Similarly given µ ∈ M(Λ, T ), let λ(µ, T ) :=
∫
log |T ′|dµ be the Lyapunov
exponent of µ. For a µ ∈ M(Σ, σ), we denote the image of µ under Π by
Π∗µ.
The following lemma, which is a combination of Lemma 2 and Lemma
3 in [10], is very useful in our proof.
Lemma 3. For any µ ∈ M(Σ, σ), there exists a sequence of ergodic mea-
sures {µn : n ≥ 1} such that µn → µ in the weak star topology and
h(µn, σ)→ h(µ, σ); λ(µn, σ)→ λ(µ, σ).
We remark that from their proof each ergodic measure µn is continuous,
i.e. µn has no atom.
Lemma 4. Assume that Φ ∈ Caa(Σ, σ, d), and given a sequence of measures
{µn}
∞
n=1, such that lim
n→∞
µn = µ ∈ M(Σ, σ), then lim
n→∞
lim
m→∞
1
m
∫
φmdµn =
lim
m→∞
1
m
∫
φmdµ, i.e, lim
n
Φ∗(µn) = Φ∗(µ).
Proof. Let C be a constant vector with each coordinate positive such that
−C + φn(T
px) + φp(x) ≤ φn+p(x) ≤ C + φn(T
px) + φp(x)
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∀n, p ∈ N, x ∈ X. By sub-additivity of the families {φm(x) + C}
∞
m=1 and
{φm(x)− C}
∞
m=1, we have
lim
m→∞
1
m
∫
(φm − C)dµn = lim
m→∞
1
m
∫
φmdµn = lim
m→∞
1
m
∫
(φm + C)dµn
and
sup
m
1
m
∫
(φm − C)dµn = lim
m→∞
1
m
∫
φmdµn = inf
m
1
m
∫
(φm + C)dµn.
Thus we get
1
m
∫
(φm − C)dµn = lim
m→∞
1
m
∫
φmdµn =
1
m
∫
(φm + C)dµn.
Then taking n goes to infinity, and m goes to infinity, we get the desired
result.
3 Proof of Irregular set Theorem 4.
For Φ ∈ Caa(Λ, T, d), we define Ψ = Φ ◦ Π. It is rather easy to check
LΦ = LΨ. Then Theorem 4 is a immediately consequence of the following
Lemma.
Lemma 5. For any µ, ν ∈ M(σ,Σ) with λ(µ, σ) > 0, λ(ν, σ) > 0 and
Ψ∗(µ) 6= Ψ∗(ν), we have
dimH Λirr ≥ min
{
h(µ, σ)
λ(µ, σ)
,
h(ν, σ)
λ(ν, σ)
}
.
Proof of Theorem 4. Under the assumption of Theorem 3,
dimH Λ = sup
µ∈M(Σ,σ)
{
h(µ, σ)
λ(µ, σ)
: λ(µ, σ) > 0
}
.
For any ǫ > 0, there exists µ ∈ M(σ,Σ) such that h(µ,σ)
λ(µ,σ) ≥ dimH Λ− ǫ.
Write α = Ψ∗(µ). Since ♯LΨ ≥ 2, we can choose ν ∈ M(σ,Σ) such that
Ψ∗(ν) = β 6= α.
Define νs = sµ+ (1− s)ν, where s ∈ [0, 1]. We have Ψ∗(µs) = sα+ (1−
s)β 6= α for any s ∈ [0, 1). By Lemma 5,
dimH Λirr ≥ min
{
h(µ, σ)
λ(µ, σ)
,
h(µs, σ)
λ(µs, σ)
}
= min
{
h(µ, σ)
λ(µ, σ)
,
sh(µ, σ) + (1− s)h(ν, σ)
sλ(µ, σ) + (1− s)λ(ν, σ)
}
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for all s ∈ [0, 1). Taking s goes to 1, we get dimH Λirr ≥
h(µ,σ)
λ(µ,σ) ≥ dimH Λ−ǫ.
By the arbitrary of ǫ, we get the desired result.
Proof of Lemma 5. By Lemma 1 and Lemma 2, we can choose a decreasing
sequence ǫi ↓ 0 such that for all n ≥ 2i− 1,
1
n
||Ψ||n < ǫ2i−1, varnAng < ǫ2i−1 and |λ˜n(ω)−Ang(ω)| < ǫ2i−1(∀ω ∈ Σ).
(2) {var2}?var2?
By Lemma 3 and Lemma 4, we can choose a sequence of µ2i−1 ∈ E(Σ, σ),
such that
|Ψ∗(µ2i−1)−α| < ǫ2i−1, |h(µ2i−1, σ)−h(µ, σ)| < ǫ2i−1 and |λ(µ2i−1, σ)−λ(µ, σ)| < ǫ2i−1.
(3) {control1}?control1?
Since µ2i−1 is ergodic, for µ2i−1 a.e. ω,
1
n
Ψn(ω)→ Ψ∗(µ2i−1), Ang(ω)→ λ(µ2i−1, σ) and −
log µ2i−1[ω|n]
n
→ h(µ2i−1, σ).
(4) {block}?block?
Fix δ > 0. Since µ2i−1 is continuous as we remarked after Lemma 3,
there exists ℓ2i−1 ≥ 2i− 1 such that µ2i−1(
⋃m
j=1[j
ℓ2i−1 ]) ≤ δ/2. By Egorov’s
theorem, there exists Ω′(2i−1) ⊂ Σ such that µ2i−1(Ω
′(2i−1)) > 1−δ/2 and
(8) holds uniformly on Ω′(2i − 1). Then there exists l2i−1 ≥ ℓ2i−1 ≥ 2i − 1
such that for all n ≥ l2i−1 and ω ∈ Ω
′(2i − 1), we have

| 1
n
Ψn(ω)−Ψ∗(µ2i−1)| < ǫ2i−1
|Ang(ω)− λ(µ2i−1, σ)| < ǫ2i−1
| − log µ2i−1[ω|n]/n− h(µ2i−1, σ)| < ǫ2i−1
(5) {estimation2}?estimation2?
Let
Σ(2i− 1) = {ω|l2i−1 | ω ∈ Ω
′(2i− 1)} \ {1l2i−1 , · · · ,ml2i−1}.
Let Ω(2i− 1) =
⋃
w∈Σ(2i−1)[w]. Then
µ2i−1(Ω(2i−1)) ≥ µ2i−1(Ω
′(2i−1))−µ2i−1(
m⋃
j=1
[jl2i−1 ]) ≥ 1−δ/2−δ/2 = 1−δ.
Similarly for all n ≥ 2i, we have
1
n
||Ψ||n < ǫ2i, varnAng < ǫ2i and |λ˜n(ω)−Ang(ω)| < ǫ2i(∀ω ∈ Σ). (6) {var3}?var3?
By Lemma 3 we can pick a sequence of ν2i ∈ E(Σ, σ), such that
|Ψ∗(ν2i)−α| < ǫ2i, |h(ν2i, σ)−h(ν, σ)| < ǫ2i and |λ(ν2i, σ)−λ(ν, σ)| < ǫ2i.
(7) {control2}?control2?
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Since ν2i is ergodic, for ν2i a.e. ω,
1
n
Ψn(ω)→ Ψ∗(ν2i), Ang(ω)→ λ(ν2i, σ) and −
log ν2i[ω|n]
n
→ h(µ2i, σ).
(8) {block}?block?
Similarly for all n ≥ 2i, we have


| 1
n
Ψn(ω)−Ψ∗(ν2i)| < ǫ2i
|Ang(ω) − λ(ν2i, σ)| < ǫ2i−1
| − log ν2i[ω|n]/n− h(ν2i, σ)| < ǫ2i
(9) {estimation3}?estimation3?
Let
Σ(2i) = {ω|l2i | ω ∈ Ω
′(2i)} \ {1l2i , · · · ,ml2i}.
Let Ω(2i) =
⋃
w∈Σ(2i)[w]. Then
ν2i(Ω(2i)) ≥ ν2i(Ω
′(i)) − ν2i(
m⋃
j=1
[jl2i ]) ≥ 1− δ/2 − δ/2 = 1− δ.
It is seen that we can take li such that li ↑ ∞ and still satisfies all the
above property. Let N0 = 1, Ni = 2
li+2+Ni−1 , i ≥ 1. Let
M =
∞∏
i=1
Ni∏
j=1
Σ(i).
By the definition of Σ(i) and (1), it is ready to see that M ∩ Π−1Λ˜ = ∅. In
the following we will show that ΠM ⊂ Λirr. To be precise, we will check the
following result:
Lemma 6. Let nj =
j∑
i=1
liNi and fix ω ∈M , then we have
lim
j→∞
Ψn2j+1 (ω)
n2j+1
= α,
lim
j→∞
Ψn2j (ω)
n2j
= β.
Proof of Lemma6
Ψn2j+1(ω)− n2j+1α
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≤2j+1∑
i=1
Ni−1∑
k=0
[Ψli(σ
ni−1+kliω)− liα+ C]
=
j+1∑
i=1
N2i−1−1∑
k=0
[Ψl2i−1(σ
n2i−2kl2i−1ω)− l2i−1α+ C] +
j∑
i=1
N2i−1∑
k=0
[Ψl2i(σ
n2i−1kl2iω)− l2iα+ C]
≤
j+1∑
i=1
3l2i−1N2i−1ǫ2i−1~1 +
j∑
i=1
[3l2iN2iǫ2i~1 + l2iN2i(β − α)] +
2j+1∑
i=1
NiC
=
2j+1∑
i=1
Ni(3liǫi~1 + C) +
j∑
i=1
l2iN2i(β − α).
where for the second inequality we use (2) (3) (5) (6) (7) (9)and similar
method used in the proof of lower bound of Theorem 1. Similarly we have
Ψn2j+1(ω)− n2j+1α ≥ −
2j+1∑
i=1
Ni(3liǫi~1 + C) +
j∑
i=1
l2iN2i(β − α).
Noting that
lim
j→∞
l2N2 + l4N4 + · · ·+ l2jN2j
l1N1 + l2N2 + · · ·+ l2j+1N2j+1
= 0,
we have
lim
j→∞
Ψn2j−1(ω)
n2j−1
= α.
Similarly we can also get
lim
j→∞
Ψn2j (ω)
n2j
= β.
This implies that ΠM ⊂ Λirr.
Now we will construct a measure η supported on M and show that for
all x ∈ Π(M)
lim inf
r↓0
log Π∗η(B(x, r))
log r
≥ min
{
h(µ, σ)
λ(µ, σ)
,
h(ν, σ)
λ(ν, σ)
}
.
Consequently, we have
dimH Λirr ≥ dimH ΠM ≥ min
{
h(µ, σ)
λ(µ, σ)
,
h(ν, σ)
λ(ν, σ)
}
.
Then the result follows.
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For convenience we relabel the following sequence
l1 · · · l1,︸ ︷︷ ︸
N1
· · · , li · · · li,︸ ︷︷ ︸
Ni
· · ·
as {l∗i : i ≥ 1}. Relabel the following sequence
Σ(1) · · ·Σ(1),︸ ︷︷ ︸
N1
· · · ,Σ(i) · · ·Σ(i),︸ ︷︷ ︸
Ni
· · ·
as {Σ∗(i) : i ≥ 1}. Accordingly we get {Ω′∗(i)}, {Ω∗(i)}, {ν∗i )}, {ǫ
∗
i }. Let
nk =
k∑
i=1
l∗i . For any n > 0, there exists J(n) ∈ N such that
J(n)∑
i=1
l∗i ≤ n <
J(n)+1∑
i=1
l∗i . There also exists r(n) ∈ N such that
r(n)∑
i=1
Ni ≤ J(n) <
r(n)+1∑
i=1
Ni. It
is seen that
J(n) ≤ J(n+ 1) ≤ J(n) + 1, l∗J(n)+1 = lr(n)+1 and l
∗
J(n)+2 ≤ lr(n)+2, (10) {J-n}?J-n?
then, for j = 1, 2,
l∗
J(n)+j
J(n)∑
i=1
l∗i
≤
lr(n)+j
Nr(n)lr(n)
=
lr(n)+j
2Nr(n)−1+lr(n)+2 lr(n)
.
We have
J(n)+1∑
i=1
l∗i /
J(n)∑
i=1
l∗i → 1 and l
∗
J(n)+j/
J(n)∑
i=1
l∗i → 0, j = 1, 2. (11) {l-i-basic1}?l-i basic1?
For convenience, define ηi = µi if i is odd, and ηi = νi, if i is even. At
first we define a probability m supported on M . For each w ∈ Σ∗(i) define
ρiw =
η∗i [w]
η∗i (Ω
∗(i))
.
It is seen that
∑
w∈Σ∗(i) ρ
i
w = 1. Write Cn := {[w] : w ∈
∏n
i=1Σ
∗(i)}.
It is seen that σ(Cn : n ≥ 1) gives the Borel-σ algebra in M. For each
w = w1 · · ·wn ∈ Cn define
ηˆ([w]) =
n∏
i=1
ρiwi .
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Let η be the Kolmogorov extension of ηˆ to all the Borel sets. By the con-
struction it is seen that η is supported on M.
Fix ω ∈ M . At first we find a lower bound for Dn(ω). Define n0 = 0,
ni =
i∑
j=1
l∗j , for i ≥ 1. Recall that Dn(ω) = e
−nλ˜n(ω). By the construction
of M we have σni−1ω ∈ [w] for some w ∈ Σ∗(i), consequently there exists
ωi ∈ Ω′∗(i) ∩ [w] such that (5) (9) holds. By the similar method used in
Theorem 1, we have
nλ˜n(ω)
≤n(Ang(ω) + ǫ
∗
J(n))
≤
J(n)∑
i=1
l∗i (Al∗i g(σ
ni−1ω) + ǫ∗i ) + (n− nJ(n))
(
An−nJ(n)g(σ
nJ(n)ω) + ǫ∗J(n)
)
≤
J(n)∑
i=1
l∗i
{
Al∗i g(σ
ni−1ω)−Al∗i g(ω
i) +Al∗i g(ω
i)− λ(ηi, σ)+
λ(ηi, σ) − λ(ηi, σ) + λ(ηi, σ) + ǫ
∗
i
}
+ l∗J(n)+1(||g|| + ǫ
∗
J(n))
≤
J(n)∑
i=1
l∗i (λ(ηi, σ) + 4ǫ
∗
i ) + l
∗
J(n)+1(||g|| + ǫ
∗
J(n)) =: ρ(n).
Then Dn(ω) ≥ e
−ρ(n). It is seen that ρ(n) is increasing.
Now fix x ∈ Π(M) and some r > 0 small. Then there exists a unique
n = nr such that
e−ρ(n+1) ≤ r < e−ρ(n). (12) {r}?r?
Consider the set of n-cylinders
C := {In(ω) : ω ∈M and In(ω) ∩B(x, r) 6= ∅}.
By the bound Dn(ω) ≥ e
−ρ(n), the above set consists of at most three
cylinders, i.e. #C ≤ 3.
Choose ω ∈ M such that In(ω) ∈ C. Write ω|n = w1 · · ·wJ(n)v, then
wi ∈ Σ
∗(i) and v is a prefix of some v˜ ∈ Σ∗(J(n) + 1). Then
Π∗η(In(ω)) = ν[ω|n] =
J(n)∏
i=1
η∗i [wi]
η∗i (Ω
∗(i))
·
η∗
J(n)+1[v]
η∗
J(n)+1(Ω
∗(J(n) + 1))
≤ (1− δ)−J(n)−1
J(n)∏
i=1
η∗i [wi].
12
Then we conclude that Π∗η(B(x, r)) ≤ 3(1 − δ)
−J(n)−1
J(n)∏
i=1
η∗i [wi]. For con-
venience, we define τi be the measure which is µ whenever i is odd is ν
whenever i even. Consequently
logΠ∗η(B(x, r))
≤ −
J(n)∑
i=1
l∗i
(
−
log η∗i [wi]
l∗i
)
− (J(n) + 1) log(1− δ) + log 3
≤ −
J(n)∑
i=1
l∗i (h(τi, σ)− 2ǫ
∗
i )− (J(n) + 1) log(1− δ) + log 3,
where for the second inequality we use (7) and (9). Notice that r → 0 if and
only if n → ∞. By (10) we have J(n + 1) ≤ J(n) + 1. Together with (12)
and (11) we get
lim inf
r↓0
log Π∗η(B(x, r))
log r
≥ lim inf
n→∞
J(n)∑
i=1
l∗i (h(τi, σ)− 2ǫ
∗
i ) + (J(n) + 1) log(1− δ) − log 3
J(n+1)∑
i=1
l∗i (λ(τi, σ) + 4ǫ
∗
i ) + l
∗
J(n+1)+1(||g|| + ǫ
∗
J(n+1)+1)
= lim inf
n→∞
J(n)∑
i=1
l∗i (h(τi, σ)− 2ǫ
∗
i )
J(n)∑
i=1
l∗i (λ(τi, σ) + 4ǫ
∗
i )
≥ lim
n→∞
J(n)∑
i=1
l∗i (λ(τi, σ) + 4ǫ
∗
i )min{
h(µ,σ)−2ǫ∗i
λ(µ,σ)+4ǫ∗i
,
h(ν,σ)−2ǫ∗i
λ(ν,σ)+4ǫ∗i
}
J(n)∑
i=1
l∗i (λ(τi, σ) + 4ǫ
∗
i )
= lim
n
min
{
h(µ, σ)− 2ǫJ (n)
∗
λ(µ, σ) + 4ǫJ(n)∗
,
h(ν, σ) − 2ǫJ(n)
∗
λ(ν, σ) + 4ǫJ(n)∗
}
= min
{
h(µ, σ)
λ(µ, σ)
,
h(ν, σ)
λ(ν, σ)
}

13
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