In countries where best-practice probabilistic hazard studies and seismic monitoring networks are available, there is increasing interest in direct validation of hazard maps. It usually means trying to quantitatively understand whether probabilities estimated via hazard analysis are consistent with observed frequencies of exceedance of ground motion intensity thresholds. Because the exceedance events of interest are typically rare with respect to the time span covered by data from seismic networks, a common approach underlying these studies is to pool observations from different sites. The main reason for this is to collect a sample large enough to convincingly perform a statistical analysis. However, this requires accounting for the dependence among the stochastic processes counting exceedances of ground motion intensity measures thresholds at different sites. Neglecting this dependence may lead to potentially fallacious conclusions about inadequateness of probabilistic seismic hazard. This study addresses this issue revisiting a hazard validation exercise for Italy, showing that accounting for this kind of spatial dependence can change the results of formal testing.
I N T RO D U C T I O N
Due to their underlying predictive meaning, probabilistic seismic hazard analysis or PSHA (e.g. Cornell 1968; Reiter 1990 ) studies are often questioned. Italy is not an exception in this sense, and there is currently an ongoing debate about consistency and adequacy of the national hazard map, which serves as a basis for the definition of seismic actions for structural design (Stucchi et al. 2011) .
Several studies have tried to quantitatively confirm or disprove probabilistic seismic hazard estimates via observed ground motions over the years. The most sound research is based on the theory of hypothesis testing. These studies recognize that validating hazard at a single site requires a large number of earthquake observations, which are seldom available due to the very long time (on average) required to collect them; see, for example, Iervolino (2013) . Therefore, they tend to pool seismic records at different sites, in the same time span, to create a sample of sufficiently large size to make the formal comparison with PSHA results.
Hazard maps are usually a collection of location-specific values of ground motion intensity measures (IMs), for example peak ground accelerations or PGAs, corresponding to a given rate of exceedance from site-specific hazard analysis (i.e. from marginal IM probabilistic distributions). As a consequence, their statistical validation should also be site-specific, collecting multiple earthquake recordings at each location in question. However, the rarity of strong ground motions records pushes toward pooling data from multiple sites in the region covered by the map. In this context, validation is only possible if it is considered that, even if the effects of differ-ent earthquakes at each given site (i.e. IM) are assumed stochastically independent, the effects of each given earthquake at different sites cannot, in general, be considered independent (Iervolino & Giorgio 2015; Giorgio & Iervolino 2016) . As a consequence, validation via data recorded at different sites cannot be performed using the same statistical tools which could be used for exceedances observed at a single site. Neglecting the effect of stochastic dependence of ground motion IMs may led to fallacious conclusions, for example labelling seismic hazard estimates from PSHA as erroneous (often claimed not conservative), while they are not. This short study highlights the practical impact of this issue. In particular, the hazard validation study by Albarello & D'Amico (2008) is revised to account for the effect of the above-mentioned dependence. To this aim, the remainder of the paper is organized such that a brief review of spatial dependence of IMs is given first, highlighting that the processes counting in time exceedances of IM thresholds can rarely be considered independent among sites. Then, the considered hazard validation study and related data are described and discussed. Subsequently, the study by Albarello & D'Amico (2008) is revised, under the same hypotheses and considering the same models, except accounting for the effect of dependence existing among IMs. Finally, some remarks are given.
C AU S E S A N D E F F E C T S O F S PAT I A L D E P E N D E N C E I N M U LT I S I T E H A Z A R D
In its standard form, PSHA consists of the estimate of the rate (e.g. annual) of exceedance of a given value of an IM threshold, say im * , 1364 I. Iervolino, M. Giorgio and P. Cito at a site of interest (e.g. the location where a building under design is to be constructed). The computation of this rate, which can be indicated as λ IM>im * , is often carried out considering the rate of earthquakes above a magnitude of interest occurring on the source, ν; then, the conditional probability of IM exceedance given event magnitude, M, and location, {X, Y }, as well as other parameters (to follow); and finally by averaging the product of these two terms over all possible events via the joint distribution, f M,X,Y (m, x, y) , of M and {X, Y }:
This formulation is convenient, because the P(IM > im * |m, x, y) term is obtained from ground motion prediction equations or GMPEs (usually a function of source-tosite distance, R(X, Y )), while ν and f M,X,Y (m, x, y) are obtained based on seismicity -historical or instrumental -and geological information about the source. 1 It is possible to show that, under the hypotheses of classical PSHA, the process describing the occurrence of events determining exceedance of im * at the site of interest follows a homogeneous Poisson process (HPP). This means that the stochastic process counting the number of exceedances of im * at the site is completely defined by the rate in eq. (1) and that the probability that the number of exceedances in the (t, t + t) time interval at the site, N IM>im * (t, t + t), results exactly equal to k can be computed as
If the analysis as per eq. (1) is repeated for all IM-values in a range of interest, a curve for λ IM>im * , as a function of im * , is obtained. The graph of this function is termed hazard curve, and for each IM-value it provides the rate of the specific HPP regulating the occurrence of its exceedances at the site of interest.
When multiple sites are concerned, that is, in the case of multisite hazard, one may want to calculate the rate of exceedance of a vector of IM values. For example, if two sites { j, h} are considered, let the objective of multi-site hazard be to compute the annual rate of earthquakes causing exceedance jointly at the two sites, λ IM j >im * j ∩ IM h >im * h ; it could be carried out by eq. (3). In the equation, the probability P(IM j > im * j ∩ IM h > im * h |m, x, y) shows that, to compute λ IM j >im * j ∩ IM h >im * h , it is required to account for the possible simultaneous exceedances in a specific earthquake of given magnitude and location:
The nature and form of stochastic dependence existing among the processes counting in time exceedances of ground motion thresholds at multiple sites is related to the probabilistic characterization of the effects of a common earthquake at the different sites.
To provide insights into this correlation it is worthwhile to recall that common GMPEs, providing the P(IM > im * |m, x, y) term of 1 In the case of multiple sources, the integral of eq. (1) is repeated for each source and the resulting rates added. eq. (1), model the logs of IM, at the generic site j due to earthquake i, log IM j,i , as:
where E(log IM|m i , r j,i , θ ) is the mean of log IM j,i conditional on parameters such as magnitude, source-to-site distance, and others (θ). It is computed considering the IMs in multiple events featuring the same magnitude, recorded at the same distance from the source, in the same θ conditions. η i denotes the inter-event residual, which is a constant term for all sites in the ith earthquake; and ε j,i is the intra-event residual of the log of IM at site j in earthquake i. The inter-event residual is used to account for the fact that the mean of logs of IMs, recorded in the same event, at different sites featuring the same distance from the source, even for the same magnitude, varies from event-to-event because of factors unexplained by the GMPE model. The intra-event residual accounts for the fact that in a single earthquake: (a) observed IMs are different among sites at the same distance from the source; (b) and that, for sites that are close, recorded IMs tend to be similar. Interevent residuals are usually assumed to be stochastically independent from intra-event residuals, and both are usually assumed to be normally distributed at each site, with zero mean and with variance σ 2 inter and σ 2 intra , respectively. Then, for site-specific hazard, IM is modelled as a lognormal random variable where the log has variance σ 2 T = σ 2 inter + σ 2 intra . It is generally assumed that the logs IMs at multiple sites (say j = 1, 2, . . . , s) form a Gaussian random field (GRF), given M and {X, Y }; for example, Park et al. (2007) ; Malhotra (2008) . This means that the logs of IMs have a multivariate normal distribution where the components of the mean vector are given by the E(log IM|m i , r j,i , θ ) terms (one for each j) and the covariance matrix, , is
In eq. (5), ρ j,h , is the correlation coefficient between intra-event residuals at two generic sites { j, h} among those considered. Assigning the mean vector and the covariance matrix completely defines the GRF.
With regard to correlation of IMs, it should be noted that (i) correlation/dependence among IMs is generated by the fact that all components of the mean vector share the same event features such as magnitude and location;
(ii) correlation/dependence among IMs is also generated by the fact that the first term at the right hand side of eq. (5) produces inter-event residuals that are perfectly-correlated at all sites in one event (given earthquake i the interevent term is the same for each j);
(iii) the last source of correlation/dependence among IMs in a single earthquake is the second term at the right hand side of eq. (5); the latter matrix produces non-perfectly correlated intraevent residuals.
In other words, the primary source of dependence among IMs, generated at different sites by the same event, stems from the fact that ground motions at all sites share the same rupture's features, including the interevent residual. Another source of stochastic dependence is that represented by intra-event residuals; usually, correlation among these residuals is assumed to reduce as the separation distance between sites increases (e.g. Esposito & Iervolino 2011) .
Because of the kind of dependence of these IMs, it is possible to show that if the earthquakes can cause exceedances at the two sites j and h (i.e. exceedances are not mutually exclusive in each event), then the counting processes N IM j >im * j (t) and N IM h >im * h (t), see eq. (2), are stochastically dependent. Indeed, it was demonstrated in Giorgio & Iervolino (2016) that the processes N IM j >im * j (t) and N IM h >im * h (t) are stochastically independent if and only if the probability of exceedance at multiple sites in one earthquake is zero:
whereas they are positively correlated otherwise. The only way not to observe multiple exceedances in any specific earthquake is for the inter-site distance to be large enough. This condition is hardly satisfied in the case of monitoring via dense seismic networks; therefore, stochastic spatial dependence should always be considered in hazard validation, as proven in the following.
A H A Z A R D VA L I DAT I O N S T U DY F O R I TA LY
In this section, the validation study developed in Albarello & D'Amico (2008) is revised based on the arguments discussed so far. The aim of the considered study was to validate the Italian hazard map reporting the PGA with 10 per cent in 30 yr exceedance probability on A-type local site conditions (according to the Eurocode 8 classification; CEN 2003). This IM-value will be indicated as PGA(10/30) hereafter. The cited authors gathered data from sixtyeight seismic stations operating during a 30 yr period across the country. For these stations, it was observed that the PGA(10/30) values from the official hazard study for Italy (Stucchi et al. 2011) were collectively exceeded thirteen times. In Fig. 1 , the year of earthquake occurrence and/or of PGA(10/30) exceedance, is given.
To validate the hazard map, Albarello & D'Amico (2008) adopt two approaches, both based on the hypothesis that the number of exceedances observed at different sites in 30 yr, given that these are sufficiently far away from each other, can be considered stochastically independent. In particular, in the first approach (i.e. the one considered in this paper), termed the counting approach, a Bernoulli random variable (RV) is associated to the exceedance event of PGA(10/30) at each site. Such a RV assumes value zero if exceedance is not observed, and one if PGA j (10/30) is exceeded at least once in 30 yr at site j = {1, 2, . . . , 68}. This RV is characterized by 0.1 probability of observing the exceedance, which is a direct consequence of the definition of PGA(10/30). Indeed, the Bernoulli RVs associated to different sites are equally distributed with parameter p = 0.1 (obviously, each site has a different PGA j (10/30), j = {1, 2, . . . , 68}, corresponding to the same exceedance probability). Then, under the independence hypothesis, the probability that at exactly k of the sixty-eight considered stations is observed at least one exceedance in 30 yr can be computed via the binomial probability mass function in eq. (6), where the number of trials, s, is 68 and p = 0.1: P [k exceedances of PGA(10/30) across 68 sites in 30 yr]
Consequently, Albarello & D'Amico (2008) computed the mean and the variance of the number of sites in which at least one exceedance is observed as s · p = 68 · 0.1 = 6.8 and s · p · (1 − p) = 68 · 0.1 · (1 − 0.1) = 6.12, respectively. Finally, they performed a formal statistical test to check the (null) hypothesis that the exceedance probability at the generic site is 0.1, as suggested by the Italian hazard map, against the (alternative) hypothesis that this probability differs from 0.1. Indeed, considering that from available data it results that exceedance has been observed in thirteen of the sixty-eight sites in 30 yr, and recalling that for the central limit theorem (i.e. via a Gaussian approximation; e.g. Mood et al. 1974) it can be assumed that P |number of exceedances − 6.8| > 1.96 √ 6.12 ∼ = 0.05 (7) they infer that, being 13 − 6.8 = 6.2 > 1.96 √ 6.12 = 4.85, the observed number of exceedances gives evidence that the null hypothesis has to be rejected at the 0.05 significance level. Finally, although recognizing the possible biasing effect of the independence assumption, they concluded that the values from the hazard map apparently tend to underestimate the actual hazard. It is noted that, based on the approach adopted by Albarello & D'Amico (2008) , the test rejects the null hypothesis in the case twelve or more exceedances are observed. In fact, the upper limit of the acceptance region of the considered two-tailed hypothesis test at 0.05 significance level is: 6.8 + 1.96 √ 6.12 = 11.65 (in this approach, the p-values for twelve and thirteen exceedances are 0.035 and 0.012, respectively).
Reviewing exceedance data
It may be worthwhile for the following discussion to look more carefully at the data considered in Albarello & D'Amico (2008) . In particular, the observed exceedances are reported in Table 1 . The first two columns are the original data, while the event information is retrieved by the station search option of the Italian accelerometric archive or ITACA (Luzi et al. 2008 ) online database (http://itaca.mi.ingv.it/; last accessed December 2016). The last column is the PGA(10/30) from the national hazard map; that is, from the study described in Stucchi et al. (2011) . The latter does not directly provide PGA(10/30) (see http://zonesismiche.mi.ingv.it/; last accessed December 2016). The closest available PGAs are PGA(6/30) and PGA(14/30). A log-linear interpolation between these allows the obtaining of the PGA(10/30) values for the sites.
At this point it is necessary to discuss a few issues. The seismic source model discussed in Stucchi et al. (2011) computes exceedance rates of PGA due to magnitude larger than 4.15, except one seismic zone where the minimum magnitude is 3.55 (the Mount Etna zone, in Sicily). Therefore, exceedances considered for validation should be those caused by earthquakes of magnitude larger than 4.15. The exceedance at the RASRL station (Sirolo, Ancona, central Italy) is an M3.7 event, which occurred far from the Etna's zone. Moreover, the maximum recorded PGA at RASRL from ITACA is slightly lower than that available to Albarello & D'Amico (2008) , and it is below the PGA(10/30) of the site from the hazard map. In fact, IM values are sensitive to waveform processing, and such a variability, for the same record among different data sources, is not exceptional, and should be accounted for as an additional source of uncertainty. In any case, these two issues put in question whether the datum from RASRL should be considered an exceedance or not in the considered validation study.
It should also be noted that records collected in early history of seismic monitoring (around the seventies in Italy) are from analog instruments, and cannot be considered homogeneous with respect to more recent measurements, typically from digital instruments. Moreover, the given soil conditions in the ITACA database for the considered sites are, in some case, far from A-type soil. This may be relevant as, in the case of the tested hazard model that relies on GMPEs with linear soil terms, the PGA(10/30) values computed for soil conditions different than A-type would be necessarily larger. Finally, data used for validation are part of those used to calibrate the models employed in PSHA being validated (e.g. earthquake rates and GMPEs), which constitutes a further issue. Nevertheless, the impact on validation results may be considered negligible when data are a relatively small fraction of the bulk at the basis of the tested hazard map. In any case, these issues are not addressed further herein, where the focus is on the effect of spatial dependence.
A C C O U N T I N G F O R D E P E N D E N C E O F I M s I N H A Z A R D VA L I DAT I O N
In this section, the study of Albarello & D'Amico (2008) is revised to account for the effect of dependence of IMs at multiple sites caused by a common seismic event (see Section 2). The final target is to build the distribution of the number of sites, among the sixty-eight considered, experiencing at least one exceedance of PGA j (10/30), j = {1, 2, . . . , 68} in 30 yr. It is easy to recognize that such a distribution (hereinafter referred to as the exact distribution) is the sum of the same Bernoulli random variables Albarello & D'Amico (2008) considered to obtain the binomial RV of eq. (6) (i.e. the RVs that are equal to zero if PGA j (10/30) is not exceeded at least once in 30 yr at site j = {1, 2, . . . , 68}, and are equal to one otherwise). The two distributions, that of Section 3 and the one discussed in this section, only differ because the latter accounts for the fact that the considered Bernoulli random variables are stochastically dependent, whereas the former neglects that. To compute the sought distribution, it is required to simulate random fields of IMs at the sixty-eight sites. To this aim, the model at the basis of the hazard map of Stucchi et al. (2011) is considered; it is made of thirty-six areal seismic source zones. As it regards the seismic features of each zone (e.g. earthquake rates and magnitude distributions), it should be recalled that the work of Stucchi et al. (2011) considers a logic tree made of several branches. Herein, the branch named 921 is considered, because it is the one producing results claimed to be the closest to those provided by the full logic tree results. In this branch the GMPE is that of Ambraseys et al. (1996) , which is also used herein. Note that this GMPE has only one residual term, not distinguishing between inter-and intra-event. It is treated herein as an intra-event residual with σ intra = 0.25. Moreover, no spatial correlation is introduced among the residuals (e.g. Esposito & Iervolino 2011) . This means that only source (i) of spatial correlation from Section 2 is explicitly considered. It can be shown that accounting for the other two sources of correlation can only amplify the dependence between the considered Bernoulli RVs (Giorgio & Iervolino 2016) .
Given the described hazard model, which is consistent with the work of Albarello & D'Amico (2008) , the seismic history spanning 30 yr at the sixty-eight sites was simulated one-hundred-thousand times via the following steps, using the software of Iervolino et al. (2016) .
(i) A realization of the number of earthquakes, say n, occurring in the country in 30 yr was obtained by sampling from a Poisson distribution with rate 30 · ν tot , where ν tot is the sum of the annual rates of occurrence of earthquakes of the thirty-six zones: ν tot = 36 z=1 v z . (ii) For each earthquake i = {1, 2, . . . , n} the seismic source zone where it occurs is sampled according to the probability that when a seismic event occurs it is from zone z: P[Zone = z|earthquake i occurs] = ν z /ν tot .
(iii) Once the zone generating event i is established, earthquake magnitude and location are simulated. The M-value is sampled from the magnitude distribution for the source in question, while {x, y} are simulated assuming that these are uniformly distributed over the source zone.
(iv) The magnitude and location of the ith earthquake are used, in turn, to compute the mean of the logs of PGA on rock at each of the sixty-eight sites. Moreover, sixty-eight values of the residual of the GMPE are sampled independently from a Gaussian distribution with zero mean and variance σ 2 intra . The mean plus the residual of the GMPE is used to compute, in the simulated event, the PGA at each site (zero intensity is assigned to sites more distant than 200 km from the earthquake location, because of the applicability limits of the considered GMPE). These IMs allow the counting of how many exceedances are observed at the sites in the ith earthquake of the simulated thirty years.
(v) Repeating steps (i-iv) for the n earthquakes allow the counting, in the thirty years under simulation, of how many different sites, among the sixty-eight considered, experienced at least one exceedance of their PGA(10/30), say they are k.
(vi) Repeating steps (i-v) one-hundred-thousand times allows the collection of the k-values to build the exact distribution of the number of sites experiencing at least one exceedance of PGA(10/30) in thirty years. This distribution, clearly, is the probability mass function (PMF) of a discrete random variable taking values between zero and sixty-eight and it is shown in Fig. 2. For comparison, the figure also reports the binomial distribution of eq. (6), which Albarello & D'Amico (2008) obtained neglect- ing dependence existing among the above-mentioned site-specific Bernoulli random variables. The two distributions have the same mean, 6.8, as the average total number of exceedances in thirty years is not affected by the presence of dependence. However, the binomial distribution has variance equal to 6.12, while the exact distribution has a larger variance, equal to 8.43 (such variance would further increase considering a GMPE modelling inter-event residuals and the spatial correlation of intra-event residuals; see Giorgio & Iervolino 2016) .
At this point the same formal hypothesis test discussed in Section 3 can be carried out using the exact PMF of Fig. 2 Because k 2 = 12.49, it means that also in this exact case thirteen observed exceedances lead to the conclusion that the null hypothesis, that PGA(10/30) for the sites have been appropriately evaluated via PSHA, has to be rejected at the level of significance 0.05.
The test results show that sites, on average, are distant enough to almost satisfy the independence assumption discussed above. Nevertheless, the effect of the spatial dependence is not negligible as the variance increase of the exact case leads twelve exceedances within thirty years to fall in the acceptance region, while this number would be out of the acceptance region in the case exceedances are modelled as in Albarello & D'Amico (2008) ; that is, using eq. (6). Eq. (8) refers to a Gaussian approximation as in the revised study (the p-values for twelve and thirteen exceedances, computed with the same approach of Albarello & D'Amico 2008, are 0.073 and 0.033, respectively). Nevertheless, the same test results are obtained by building the exact acceptance region from the PMF of Fig. 2 . At this point it has to be recalled that, as discussed in Section 3.1, at least one exceedance remains doubtful. If it would be not considered, then exceedances would become twelve, a number that leads not to reject the hypothesis that observed exceedances are in agreement with the hazard map in the exact case only. Indeed, twelve is still in the rejection region according to the binomial distribution, giving evidence that spatial dependence may have a large impact on hazard validation and it should be always accounted for, even if the stations seems far enough of each other. (This discussion does not consider the actual soil conditions of the stations from Table 1 , which would further lead rise the PGA(10/30) values for the site and in turn reduce the number of observed exceedances.)
C O N C L U S I O N S
This short paper discussed the critical role of spatial dependence among strong motion IMs in attempts to validate probabilistic seismic hazard studies via observed ground motions. Indeed, such a stochastic dependence implies, in general, dependence of stochastic processes counting in time the exceedances of IM thresholds at multiple sites. The only possibility for the number of exceedances that occur in a common time span at different sites to be independent is that each earthquake can cause exceedance at one site at the most, which is a condition rarely occurring in the case of modern (i.e. relatively dense) seismic monitoring networks. As a consequence, the test statistic to validate hazard cannot rely on models not able to account for this form of dependence.
To quantitatively evaluate the effect of spatial dependence, a previous hazard validation was revised. It considers sixty-eight sites in Italy and the corresponding PGAs with marginal exceedance probability equal to 10 per cent in thirty years from the national hazard map. It was found that, although the considered sites were somewhat sparse, and the effect of dependence could be considered negligible at a first glance, it may be relevant. This is evident in the case of the revisited study, where one of the counted exceedances is questionable. Excluding it, the small difference brought in by spatial dependence, would lead to revert the decision whether the observed exceedances are in agreement with the tested hazard map.
Two side conclusions also emerged from the study: (i) neglecting the effect of spatial dependence among strong motion IMs is expected to be more detrimental for recent hazard validation studies, because they will likely involve data from dense seismic networks; (ii) it is of paramount importance to carefully evaluate data, to make sure they come from shaking fully consistent with what is contemplated by the tested hazard map, because even small changes in the number of observed exceedances can be relevant for the validation results.
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