Abstract. The need for rigorous process composition is encountered in many situations pertaining to the development and analysis of complex systems. We discuss the use of Classical Linear Logic (CLL) for correct-by-construction resource-based process composition. Abstract processes are specified as CLL sequents describing the types of input and output resources. The proofs-as-processes paradigm and its recent evolutions enable the composition of such processes via logical inference, with mathematical guarantees when it comes to concurrent execution, deadlock freedom, and systematic resource accounting. We introduce algorithms to automate the necessary inference steps for binary compositions of processes in parallel, conditionally, and in sequence. We combine decision procedures and heuristics to achieve intuitive and practically useful compositions in an applied setting. Our work is implemented within the formal setting of the HOL Light proof assistant and incorporated in the WorkflowFM prototype to facilitate diagrammatic, correct-by-construction process workflows.
Introduction
The ideas behind process modelling and composition are common across a variety of domains, including software architecture (synthesis), multi-agent systems, web services, and business processes. Although the concept of a "process" takes a variety of names -such as agent, role, action, activity, and service -across these domains, in essence, it always captures the idea of an abstract, functional unit. Process composition then involves the combination and connection of these units to create systems that can perform more complex tasks. We typically call the resulting model a (process) workflow. Viewed from this standpoint, resource-based process composition then captures a structured model of the resource flow across the components, focusing on the resources that are created, consumed, or passed from one process to another within the system.
Workflows have proven useful tools for the modelling, design, and implementation of complex systems. This is particularly evident through industry adoption of Business Process Management (BPM) methodologies [35] that involve workflow models in their core, e.g. via the well known Business Process Modelling Notation (BPMN) [25] . The main benefit of process workflows is the balance between their intuitive, diagrammatic nature and the process automation that can be achieved. In the context of BPM, for instance, workflow models can be shared between business experts and software engineers in order to achieve a common understanding of the underlying system. Similar evidence can be found in the modelling of clinical care pathways where workflows can be both understandable by healthcare stakeholders and yet remain amenable to formal analysis [12, 14, 21] .
For these reasons, process workflows seem a good candidate towards enabling novice users to design complex systems and, ultimately, towards supporting a wide range of people in creating computational infrastructure that extends from businesses (which BPM currently supports) to everyday tasks, including social collaboration and computation (as we discuss in recent work [26] ). The above is in line with efforts, such as IPFS [6] and SOLID [9] , that aim to re-decentralise the Web, though it focuses on processes rather than data. People can regain control of the social systems they participate in by modelling them using workflows that are both machine-and human-understandable. This includes supporting the composition of existing, trusted processes in a graphical and intuitive, but formal way, and the work described in this paper is a step towards that.
A fundamental issue in this context is to enable the novice user to trust that the system they have designed is correct. Formal verification efforts, including theorem proving and model checking, aim to achieve a high level of trust in the correctness of a system, but are difficult for non-expert users to use and do not scale well with large or complex systems. A more scalable approach is that of correct-by-construction engineering [2, 18, 32] . In general, this refers to the construction of systems in a way that guarantees correctness properties about them from the get go and without requiring post-hoc verification. This often relies on reuse and composition of verified components [18, 32] .
In the spirit of this, we have developed the WorkflowFM system for correct-by-construction process composition [29] . It relies on inference in Classical Linear Logic (see Section 2) to rigorously compose abstract process specifications in a way that (a) systematically accounts for all resources and exceptions, (b) de facto prevents deadlocks, and (c) results in an executable workflow where component processes can be executed concurrently. The inference is performed within the logic-based proof assistant HOL Light, which offers systematic guarantees of correctness for every inference step [15] . However, the details of the logic are hidden behind a simple diagrammatic interface, so that the user is not required to understand CLL or have any expertise in HOL Light or theorem proving. WorkflowFM has been successfully used for the formalisation of care pathways in multiple multidisciplinary projects [4, 21, 27, 28] .
In this paper, we describe the mechanisms that automate the CLL inference so as to enable intuitive process compositions, including parallel, conditional, and sequential composition. These are essential in order to bridge the gap between the rigour and particularities of CLL and the intuitive expectations of the user at the level of process specifications.
Classical Linear Logic
Linear Logic, as proposed by Girard [13] , is a refinement to classical logic where the emphasis is not only on the truth of a statement, but also on formulas that represent resources. The classical rules of contraction and weakening are not allowed in linear logic and therefore assumptions cannot be ignored or copied. In order to achieve a proof, all assumptions must be consumed as resources.
In this work, we use the multiplicative additive fragment of propositional CLL without units (MALL). Although there exist process translations of full CLL and even first-order CLL, the MALL fragment allows enough expressiveness for simple processes while keeping the reasoning complexity at a manageable level (MALL is PSPACE-complete whereas full CLL is undecidable [20] ). More specifically, we use a one-sided sequent calculus version of MALL. This helps simplify the process specifications and reduces the number of rules which makes proof search more efficient [30] .
In this particular version of MALL, linear negation (· ⊥ ) is defined as a syntactic operator, so that, for example, both A and A ⊥ are considered atomic formulas. The de Morgan style equations in Fig. 1 provide a syntactic equivalence of formulas involving negation [33] . There are no inference rules involving linear negation in this case. Based on this, in the proofs presented in this paper we use syntactically equivalent formulas, such as A ⊥`B⊥ and (A ⊗ B) ⊥ interchangeably. Fig. 1 . The equations used to define linear negation for MALL.
The one-sided sequent calculus versions of the inference rules for MALL are presented in Fig. 2 . In the 90s, Abramsky, Bellin and Scott developed the so-called "proofs-as-processes" paradigm [1, 5] . It involved a Curry-Howard style correspondence [17] between CLL inference and concurrent processes in the π-calculus [24] . They proved that cut-elimination in a CLL proof corresponds to reductions in the π-calculus translation, which in turn correspond to communication between concurrent processes. As a direct result, π-calculus terms constructed via CLL proof are inherently free of deadlocks.
The proofs-as-processes paradigm has recently gained traction in the programming languages community as a means to tackle key challenges in concurrent programs. The most notable recent efforts by Wadler [34] , Pfenning et al. [3, 7, 31] , Dardha [10, 11] and others, focus on a correspondence between CLL and the more recently developed theory of session types [16] . These aim towards the development of a general purpose programming language that relies on CLL inference to produce deadlock-free concurrent programs.
WorkflowFM uses the original proofs-as-processes paradigm, although its modular implementation allows swapping to a different correspondence, e.g. Wadler's "propositions as sessions" [34] , which we describe in a forthcoming paper. In the current paper, we focus exclusively on the CLL inference needed to support abstract process composition, which is independent of the choice of corresponding process calculus. This means that our CLL composition approach can easily be applied to both π-calculus and session typed processes. Notably, we do not generate the entire system code through CLL inference as in related work [3] . Instead we generate only the connections between typed processes that are otherwise treated as black boxes. We construct the "piping", so to speak, that realises the appropriate resource flow between the available processes, such that it does not introduce deadlocks, it accounts for all resources explicitly, and it maximizes runtime concurrency.
Process Specification
Thanks to its lack of weakening and contraction rules, CLL provides an intuitive representation for resources that cannot be replicated or destroyed arbitrarily. Based on this, CLL sentences can be used to represent processes, with each literal representing a type of resource that is involved in that process. The currently used MALL can only support simple resource types, whereas First Order CLL can also support polymorphism. Although at this level the types are abstract, in practice they can be instantiated by concrete datatypes in the host programming language, from primitive types to complicated objects, including references to relational database tables and ontological classes [27] .
The equivalence equations for linear negation shown in Fig. 1 demonstrate a symmetry in CLL where each operator has a dual. This duality can be exploited in order to represent information/resource flow [5] . More specifically, we assume a direction (or polarity) for each connective, either as an input or as an output, so that dual connectives have opposite directions. This assumption can, in principle, be arbitrary, and we choose to treat negated literals, multiplicative disjunction (`), and additive conjunction (&) as inputs, and positive literals, multiplicative conjunction (⊗), and additive disjunction (⊕) as outputs. This distinction of polarization of the CLL connectives is common, e.g. in Laurent's Polarized Linear Logic (LLP) [19] .
We can use this distinction to obtain an intuitive interpretation of the CLL operators as composite resources: In our effort towards resource-based process composition, we focus on the ways that a process interacts with other processes, rather than its specific functionality and control flow. Our approach is to construct CLL specifications of abstract processes based on their inputs (and preconditions) and outputs (and effects), also referred to as IOPEs. This is standard practice in various process specification formalisms, including WSDL for web services [8] , OWL-S for Semantic Web services [22] , PDDL for actions in automated planning [23] , etc.
Based on the above, we focus on the following, specific pattern of process specification which is both intuitive and manageable in terms of proof complexity:
This consists of the following elements: The restrictions imposed on our process specifications reduces the expressiveness of our formalism to some extent, although the similarity to LLP provides some guarantee of logical equivalence to the full MALL [19] . These restrictions are necessary to keep the specifications accessible for the non-specialist user and to achieve manageable composition algorithms. Intuitively, this also matches the programming language paradigm of a function or method that can have multiple input arguments and returns a single (possibly composite) result.
If any CLL sequent (with the restrictions stated earlier) represents a process specification, then the CLL inference rules represent the logically legal ways to manipulate and compose these specifications. Using given process specifications as assumptions A i , we can produce a composite process specification G using (mainly forward) inference in CLL:
Given a proofs-as-processes style correspondence, the above inference will produce a process calculus term P that corresponds to G and is dependent on the process translations of each assumption A i . The produced process P will include automatically generated code that links the processes A i in the appropriate way so as to result in the composite process specified by G. Because P is produced by CLL inference, it is guaranteed that no resources have been implicitly destroyed or replicated, and therefore any CLL-based composition accounts for all resources explicitly. The proofs-as-processes correspondence also guarantees P will be deadlock-free assuming each of the processes A i are also deadlock-free.
The axiom ⊢ A, A ⊥ represents the so-called "axiom-buffer", corresponding to a process that receives a resource of type A and outputs the same resource without affecting it.
Unary inference rules, such as the ⊕ L rule, correspond to manipulations of a single process specification. For example, the ⊕ L rule (see Fig. 2 ) takes a process P specified by ⊢ Γ, A, i.e. a process with some inputs Γ and an output A, and produces a process ⊢ Γ, A ⊕ B, i.e. a process with the same inputs Γ and output either A or B. Note that the produced composite process relies on P and therefore will in practice always produce A and never B.
Binary inference rules, such as the ⊗ rule, correspond to binary process composition. The ⊗ rule in particular (see Fig. 2 ) takes a process P specified by ⊢ Γ, A and another process Q specified by ⊢ ∆, B and composes them, so that the resulting process ⊢ Γ, ∆, A ⊗ B has all their inputs Γ and ∆ and a simultaneous output A ⊗ B. Notably, the Cut rule corresponds to the composition of 2 processes in sequence, where one consumes a resource A given by the other.
Naturally, these manipulations and compositions are primitive and restricted. Constructing meaningful process compositions requires several applications of these rules and, therefore, doing this manually would be a very tedious and impractical task. Our work focuses on creating high level actions that automatically produce intuitive, binary process compositions that are correct-byconstruction based on the guarantees described above. Each of these actions performs the necessary CLL inference in the background by automatically applying the appropriate CLL rules. We describe the algorithms that accomplish this automation in the next sections.
All our algorithms are implemented within the Higher Order Logic proof assistant HOL Light. The implementation relies on setting the above composition inference (2) as a proof goal and then applying the algorithms as tactics 1 . As a result, the names of most of our implemented methods have the TAC suffix, which is conventionally used when naming HOL Light tactics.
Note that, as a general principle, our algorithms try to maximize resource usage (i.e. every composition attempts to involve as many resources as possible) and minimize the number of rule applications (as each rule application introduces additional process code and therefore more complex and less efficient process terms).
Buffers
In the previous section, we introduced the notion of an axiom buffer that merely buffers an atomic resource without affecting it. Using this, we can construct processes that buffer composite resources, such as A⊗B⊗C. We call such processes composite buffers or, in this example, an "A⊗B⊗C buffer". Formally, composite buffers are specified by the following sequent, in which A is any composite formula:
Based on this, an "A ⊗ B ⊗ C buffer" is specified by
Constructing such a buffer from axiom buffers is fairly trivial based on the following proof 2 :
In fact, we introduce the automatic procedure BUFFER TAC which can construct any composite buffer ⊢ A ⊥ , A. We omit the implementation details of this procedure in the interest of space and in favour of the more interesting composition procedures that follow.
In addition to composite buffers, we also introduce parallel buffers as another particular type of buffering processes. Parallel buffers relay resources in parallel based on the following specification:
Such buffers are useful when composing processes with an optional output (see Section 9.3). Their construction can also be trivially automated with a decision procedure we call PARBUF TAC.
Filters
Often during process composition by proof, resources need to match exactly for the proof to proceed. In some cases, composite resources may not match exactly, but may be manipulated using the CLL inference rules so that they end up matching.
For example, the term A ⊗ B does not directly match B ⊗ A. However, both terms intuitively represent resources A and B in parallel. This intuition is also reflected formally to the commutativity property of ⊗, represented by the lemma ⊢ (A ⊗ B) ⊥ , B ⊗ A, which is easily provable in CLL as follows:
A simple application of the Cut rule allows us to use this lemma to convert an output A ⊗ B of any process ⊢ Γ, A ⊗ B to an output B ⊗ A (and symmetrically for inputs) as follows:
More generally, such lemmas that correspond to CLL properties are useful in terms of converting CLL types to equivalent ones. The process calculus translations of these lemmas perform the appropriate buffering and rearrangement needed to achieve the corresponding CLL output type. We call such processes filters.
In essence, a filter is any provable lemma of the form ⊢ X ⊥ , Y , where X and Y are arbitrary formulas preserving polarity restrictions. We prove such lemmas automatically using the proof strategies developed by Tammet [30] . Note that the particular form ⊢ X ⊥ , Y and typically small size of the filters helps reduce the complexity of the proof procedure and maintain a reasonable level of efficiency.
These filters are very useful towards matching together terms that would not otherwise match. Using the example above, the original process ⊢ Γ, A⊗B cannot be cut with a process ⊢(B⊗A) ⊥ , C using the Cut rule directly, because A ⊗ B is not equal to B ⊗ A. Applying the commutativity filter through inference (6), we can then cut the resulting process ⊢ Γ, B ⊗ A normally.
There are several instances in our algorithms where such term matchings need to be made. We give some examples as we go through them below, to demonstrate how filters allow better, more intuitive results. However, as a general rule the reader may assume that, for the remainder of this paper, by "equal" or "matching" terms we refer to terms that are equal modulo the use of filters.
Parallel Composition -The TENSOR Action
The TENSOR action corresponds to the parallel composition of two processes. This is particularly useful in cases where each of the components of a parallel output (A ⊗ B) of a processes needs to be handled by a different receiving process. Composing these handlers in parallel allows all the involved outputs to be handled simultaneously. The TENSOR action trivially relies on the appropriate application of the tensor (⊗) inference rule. Assuming 2 processes, ⊢ A ⊥ , C ⊥ , D and ⊢ B ⊥ , E, the TENSOR action will perform the following simple composition:
The WITH action corresponds to the conditional composition of two processes. This type of composition is useful in cases where each of the components of an optional output of a process needs to be handled by a different receiving process. For example, assume a process S has an optional output A ⊕ C where C is an exception. We want A to be handled by some process P, for example specified by ⊢ A ⊥ , B ⊥ , X, while another process Q specified by ⊢ C ⊥ , D ⊥ , Y plays the role of the exception handler for exception C. For this to happen, we need to compose P and Q together using the WITH action so that A ⊕ C from S can taken as input in one go. This composition can be viewed as the construction of an if-then statement where if A is provided then P will be executed (assuming B is also provided), or if C is provided then Q will be executed (assuming D is also provided) in a mutually exclusive choice. The generated proof tree for this particular example is the following:
The WITH action fundamentally relies on the & rule of CLL. From that, we derive the following slightly more flexible version of the rule, which incorporates our process specification restrictions and can also compose 2 processes with different outputs X and Y :
The particularity of this rule is that the context Γ , i.e. all the inputs except the ones involved in the WITH action, must be the same for both the involved processes. In the process interpretation, this means we need to account for unused resources from other inputs. In the example above, P apart from input A ⊥ has another input B ⊥ which is missing from Q. The composite process formed by the conditional composition of P and Q will also have to have this input. Therefore, if exception C occurs and B ⊥ is provided, B will not be consumed (since P will not be invoked). Thus, it needs to be buffered through together with the output Y of Q that will handle C. The same applies to D for Q, so that both B and D are explicitly accounted for in the resulting optional output
More generally, in order to apply the & rule to 2 processes P and Q, we need to minimally adjust their contexts Γ P and Γ Q so that they end up being the same Γ , where Γ = Γ P ∪ Γ Q . Notice that we use multiset union (∪) instead of multiset sum (⊎) so that common inputs of P and Q are shared in the resulting composition.
In order to accomplish this for process P, we calculate the multiset of "missing" inputs Γ P = Γ Q \ Γ P so that Γ = Γ P ⊎ Γ P . In the previous example in (7), we obtain Γ P = {D ⊥ }. We then construct a parallel buffer (see Section 5) of type
(notice the use of negation to convert every input in Γ P to an output). In the example, this corresponds to the atomic buffer ⊢ D ⊥ , D. We remind the reader that parallel buffers can easily be proven/constructed using PARBUF TAC. The parallel composition between this buffer and the process P results in the following process:
Symmetrically, we obtain the following process from Q:
Since Γ P ⊎ Γ P = Γ Q ⊎ Γ Q = Γ , the &proc rule is now applicable and yields the following process:
Notice that the output X of P has now been paired with the buffered resources Γ P that are only used by Q and are not consumed by P, and symmetrically Y has been paired with the unused inputs of P.
Finally, we consider the special case where, after the preliminary steps described above, the following holds:
In this case, the composition's output in (8) will be G⊕G. We could then apply the idempotence filter ⊢(G⊕G)
⊥ , G to reduce the output to G. In order to minimize the number of rule applications, we instead manipulate the algorithm to use the original & rule and produce the G output directly.
Note that, as discussed in Section 6, (9) above does not strictly require equality. The special case
can also be applied if we can prove and use the filter Filters can also be applied to the inputs, so that the processes
Without filters, the algorithm would yield the much more complicated and less intuitive ⊢(A ⊕ C)
These results and the complexity underlying their construction demonstrate the non-trivial effort needed to adhere to CLL's systematic management of resources and, more specifically, its systematic accounting of unused resources.
Sequential Composition -The JOIN Action
The JOIN action is perhaps the most useful one when composing processes, but also the most complicated to handle at a high level in CLL because of all the possible cases. It reflects the connection of two processes in sequence, i.e. where (some of) the outputs of a process are connected to (some of) the corresponding inputs of another. At its core, the JOIN action relies on the use of the Cut rule in CLL:
Notice the variation from the Cut rule given in Fig. 2 . Here we make the output Y of the second assumption explicit since, based on our restrictions, that process has exactly one output.
More generally for the JOIN action, we assume the user wants to compose a process P with specification ⊢ Γ, X, i.e. with some (multiset of) inputs Γ and arbitrary output X in sequence with a process Q with specification ⊢ ∆, C ⊥ , Y , i.e. with an input C ⊥ , output Y , and (possibly) more inputs in context ∆. We also assume the user selects a subterm A of X in P and a matching subterm A of the input C ⊥ in Q. It is worth noting that, even though A is selected by the user, the JOIN action attempts to connect the output of P to the inputs of Q maximally. For example, if P has output A ⊗ B, Q has inputs A ⊥ and B ⊥ , and the user selects A from A ⊗ B and A ⊥ from Q, JOIN will still attempt to connect both A and B as explained further below.
The general strategy of the algorithm behind the JOIN action is to construct a new input for Q based on the chosen C ⊥ such that it directly matches the output X of P (and while prioritizing the output selection A). Depending on the complexity of X, the functionality of the JOIN action may become fairly complicated in order to produce a result that is intuitively expected by the user. In what follows, we present different cases for X and the technical details of how each case is handled.
Atomic or Matching Output
In the simple case where X is atomic, a straighforward use of the Cut rule is sufficient to connect the two processes. For example, consider the JOIN action between process P specified by ⊢ A ⊥ , B ⊥ , X and process Q specified by ⊢ X ⊥ , Z. The resulting proof tree is the following:
The same approach can be applied more generally for any non-atomic X as long as a matching input of type X ⊥ (including via filtering) exists in Q.
Parallel Output
If X is a parallel output, such as B ⊗ C, then we need to manipulate process Q so that it can receive an input of type (B ⊗ C) ⊥ , and so that we can then apply the Cut rule as described above. We consider the following cases:
-If Q has both inputs B ⊥ and C ⊥ , i.e. Q is of the form ⊢ ∆, B ⊥ , C ⊥ , Y , then we can use ther ule to combine them. For example. the generated proof tree of the JOIN action between process P specified by ⊢ A ⊥ , D ⊥ , B ⊗ C and process Q specified by ⊢ B ⊥ , C ⊥ , E ⊥ , Y is the following:
-If Q has only one of the two inputs, for example B ⊥ , i.e. Q is of the form ⊢ ∆, B ⊥ , Y and C ⊥ ∈ ∆, then Q is not capable of handling the second resource C. Instead, C must be buffered. In this case, we use the following derivation:
Notice the use of BUFFER TAC (see Section 5) to prove and discharge the subgoal involving the introduced buffer of arbitrarily complex type C. If Q instead had an input C ⊥ (i.e. the right-hand side of B ⊗ C) and no input B ⊥ we would use a symmetric derivation to buffer the left-hand side of B ⊗ C.
It is worth noting that, depending on the exact use of the ⊗ rule in (10), the output of the result could be either Y ⊗ C or C ⊗ Y . We generally try to match the form of P's output, so in this case we would choose Y ⊗ C which better matches B ⊗ C. Our algorithm keeps track of what should be the appropriate buffer orientation left or right of the output through the special orient parameter, which we mention again in Section 9.4. As an example, the constructed proof tree of the JOIN action between process P specified by ⊢ A ⊥ , D ⊥ , B ⊗ C and process Q specified by ⊢ B ⊥ , E ⊥ , Y is the following:
Optional Output
If X is an optional output, such as B ⊕C, then, similarly to the parallel case, we need to manipulate process Q so that it can receive an input of type (B ⊕ C) ⊥ . Assume the original process Q can handle B, i.e. Q is of the form ⊢ ∆, B ⊥ , Y , which means the second option C needs to be handled by buffers. To accomplish this, we need to construct a parallel buffer (see Section 5) of type (
n (notice the use of negation to convert all inputs in ∆ to outputs). We then create a conditional composition between Q and the buffer using the &proc rule (see Section 8) as follows:
Notice the use of PARBUF TAC (see Section 5) to prove and discharge the subgoal involving the introduced parallel buffer. The &proc rule can also be used symmetrically to construct input (B ⊕ C)
⊥ when Q has an input C ⊥ . Similarly to the WITH action, the particular structure of the CLL rules (in this case, the &proc rule) ensures the systematic management of unused resources. More specifically, among the two optional inputs B and C, if C is received then process Q will never be executed. As a result, any extra resources that are provided as part of the context ∆ of Q will remain unused and need to be buffered together with C. This is the reason behind the type (⊗ i ⊥ ∆) ⊗ C of the constructed buffer (as opposed to plainly using type C).
The proof tree of an example of the JOIN action between process P specified by ⊢ A ⊥ , D ⊥ , B ⊕C and process Q specified by ⊢ B ⊥ , E ⊥ , Y is shown below:
Based on the functionality described above, it is interesting to consider some special cases:
-If ∆ = {}, i.e. Q only has one input B (or, symmetrically, only one input C), proof (11) can be simplified as follows:
-If ∆ = {} and Y = C then the proof (12) can be further simplified as follows:
for some D, then the proof (12) can also be further simplified as follows:
Putting It All Together
In the general case, the output X of P can be a complex combination of multiple parallel and optional outputs. For that reason, we apply the above proof strategies in a recursive, bottom-up way, prioritizing the user selections. We call the algorithm that produces the appropriate input X ⊥ (or equivalent) from Q "INPUT TAC" and it has the following arguments:
-primary: optional term corresponding to the user selected input C ⊥ of Q. -priority: a list representing the path of the user selected subterm A in the syntax tree of the output X of P. For example, if the user selects subterm B of output (A ⊗ B) ⊕ C, the priority is [Lef t; Right]. -orient: an indication of our latest path selection (left or right) in the syntax tree of X. This affects whether buffers are added on the left or right of the input, so that they match their original position in X as much as possible (see also Section 9.2). -inputs: the current input list of Q. We gradually remove inputs from this list as they are getting used, to ensure each input is only used once. -target: the input term we are trying to construct (initially X).
-process: the CLL specification of Q.
Based on these parameters, the pseudocode of INPUT TAC is summarized below as Algorithm 1. The priority parameter is particularly useful in cases where more than one subterms of the output either (a) are the same or (b) have the same matching input in Q. Table 1 shows examples where the result of INPUT TAC changes with different priorities selected by the user.
Algorithm 1 Attempts to construct an input of type target in process in order to enable the application of the Cut rule for sequential composition in the JOIN action.
1: function INPUT TAC(primary, priority, orient, inputs, target, process) 2:
Try to match target with primary (if provided) or one of the inputs ⊲ also using filters 3:
if it matches then 4:
return process 5: else if target is atomic then 6:
if priority = None then ⊲ we couldn't match the user selected output 7: fail 8:
Create a target buffer using (10) if ∆ = {} and Y matches R then ⊲ also using filters 25:
Use derivation (13) 26:
else if ∆ = {} and Y matches X ⊕ R then ⊲ for some X -also using filters 27:
Use derivation (14) 28:
else if ∆ = {} and Y matches R ⊕ X then ⊲ for some X -also using filters 29:
Use (symmetric of) derivation (14) 30: else 31:
Use derivation (11) if ∆ = {} and Y matches L then ⊲ also using filters 37:
Use (symmetric of) derivation (13) 38:
else if ∆ = {} and Y matches X ⊕ L then ⊲ for some X -also using filters 39:
Use (symmetric of) derivation (14) 40:
else if ∆ = {} and Y matches L ⊕ X then ⊲ for some X -also using filters 41:
Use (symmetric of) derivation (14) 42: else 43:
Use derivation (11) with parallel buffer (⊗ Table 1 . Examples of how the priority parameter, i.e. the user selection on the output of P, can affect the behaviour of INPUT TAC and subsequently of the JOIN action. The selected subterms and the output of Q are highlighted in bold.
Limitations and Future Work
In the future, we intend to work towards relaxing identified limitations along 3 main lines: functionality, expressiveness, and efficiency. In terms of functionality, our algorithms can already handle the vast majority of cases encountered in practice, such as across our healthcare modelling projects. However, attempts to use increasingly more complex process specifications reveal rare, but key gaps in what can be achieved.
A key example that we have identified involves complex input specifications. Based on what we have encountered in practice, our implementation implicitly assumes that inputs are relatively simple (usually atomic) and therefore easier to manage. An example that cannot currently be handled is the case where an output A needs to be connected with an input ((A ⊗ B) ⊕ C) ⊥ . Our algorithm will attempt to prove the filter ⊢ A ⊥ , (A ⊗ B) ⊕ C and fail, because resource B in the left branch of ⊕ cannot be created out of nowhere. Instead, we need to prove ⊢ A ⊥ , B ⊥ , (A ⊗ B) ⊕ C, which currently doesn't even fit within our definition of a filter from Section 6. Detecting when a more complex lemma needs to be proven and formulating that is far from trivial.
In terms of expressiveness, augmenting the version of CLL we are using will allow more expressive process specifications, with an obvious tradeoff in terms of efficiency and automation. Introducing units (particularly ⊥ and 1, the units of ⊗) will allow processes with no outputs (destructors or garbage collectors) or processes with no inputs (generators). Introducing the CLL modalities (! and ?) will allow repeatable processes. Lastly, introducing first order quantification (∀ and ∃) will allow richer, polymorphic types. The effect of each of these additions to efficiency and decidability (e.g. CLL with modalities is undecidable [20] ) needs to be carefully examined.
Finally, due to the high complexity of CLL, efficiency improvements are fundamental to allow our approach to scale up to large workflows. Our existing ideas involve using better automated proving techniques for filters (perhaps in the form of external automated theorem provers) and heuristics for early, faster failure, since most filter conjectures generated by the system are unprovable.
Conclusion
CLL's inherent properties make it an ideal language to reason about resources. CLL sequents (under some polarity restrictions) can be viewed as resource-based specifications of processes. Based on this, the CLL inference rules describe the logically legal, but primitive ways to manipulate and compose such processes.
We presented a series of high-level algorithms that allow intuitive process compositions in parallel, conditionally, and in sequence. We call these composition actions TENSOR, WITH, and JOIN respectively, and they are implemented as HOL Light tactics. We analysed the functionality of each of the actions and their behaviour in different cases and examples.
As a result of the rigorous usage of CLL inference rules, the constructed compositions have guaranteed resource accounting, so that no resources disappear or are created out of nowhere. The proofs-as-processes paradigm and its recent evolutions allow us to extract process calculus terms from these proofs, that allow concurrent and guaranteed deadlock-free execution.
Through this work, it is made obvious that intuitive process compositions in CLL require complex applications of a large number of inference rules. Our algorithms automate the appropriate deductions and alleviate this burden from the user. We have tied these with the diagrammatic interface of WorkflowFM [29] , so that the user is not required to know or understand CLL or theorem proving, but merely sees inputs and outputs represented graphically. They can then obtain intuitive process compositions with the aforementioned correctness guarantees with a few simple clicks.
