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Abstract: In recent years, deep learning researchers have focused on how to find the 
interpretability behind deep learning models. However, today cognitive competence of human 
has not completely covered the deep learning model. In other words, there is a gap between 
the deep learning model and the cognitive mode. How to evaluate and shrink the cognitive 
gap is a very important issue. In this paper, the interpretability evaluation, the relationship 
between the generalization performance and the interpretability of the model and the method 
for improving the interpretability are concerned. A universal learning framework is put 
forward to solve the equilibrium problem between the two performances. The uniqueness of 
solution of the problem is proved and condition of unique solution is obtained. Probability 
upper bound of the sum of the two performances is analyzed. 
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1. Introduction 
Safe, controllable and credible artificial intelligence has been the goal which the 
humanity has been pursuing. In the field of deep learning, in order to achieve this goal, it is 
needed for learning algorithm to really interact with the humanity and it is also indispensable 
for the learning algorithm to have the ability to correct errors, so as to avoid a prediction 
model with serious errors caused by unnecessary deviation in training data. So, it is necessary 
to establish a learning algorithm for capturing and learning causal relationships in the world 
around us. However, recently, all of this is out of reach. The reason is that the prediction 
model and its training process are not yet understood by human being. In other words, there is 
a gap between the deep learning model and the cognitive modes from human being. 
For shrinking the gap, two general interpretation methods about deep learning model 
were identified by Lipton [1]: posting interpretation and transparent interpretation. For deep 
learning, the current mainstream methods are mainly from three aspects: hidden layer analysis 
method [2-4], simulation model method [5], attention mechanism[6-8]. 
We posits that how to make the prediction model and training process understood by us 
ascribe to an optimization problem which can promote the interpretability of the prediction 
model and make the model more suitable to its causality or discover faults in the causality.  
2. Learning framework of traditional machine learning 
Suppose 𝑋 is a compact domain or a manifold in Euclidean space and 𝑌 ∈ 𝑅𝑘, 𝑘 = 1, 
𝜌  is a Borel probability measure of a space 𝑍 = 𝑋 × 𝑌 . 𝑓𝜌: 𝑋 → 𝑌  as 
𝑓𝜌(𝑥) = ∫ 𝑦dρ(𝑦|𝑥)𝑌  is defined. The function 𝑓𝜌 is a regression function of 𝜌. In machine 
learning, 𝜌 and 𝑓𝜌 are unknown. At some conditions, an edge probability measure 𝜌𝑋 of 
𝑋 is known. The goal of the learning is to find the best approximation of 𝑓𝜌 in a functional 
space. Therefore, Tihonov regularization learning framework[9-10] can be obtained 
𝑓𝒛,𝛾 = argmax𝑓∈ℋ𝐾 {
1
𝑚
∑ (𝑓(𝑥𝑖) − 𝑦𝑖)
2 + 𝛾‖𝑓‖𝐾
2𝑚
𝑖=1 }       (1)  
3. Learning framework for improving the interpretability of the 
deep learning model 
In traditional machine learning framework [11], generalization error bound[12] of 
prediction model is focused. However, if trying to shrink the gap between the deep learning 
model and cognitive model, in the learning process, not only the generalization error bound 
should be considered also the deviation boundary between the both models.  
3.1 Evaluation of the interpretability of the prediction model 
The cognitive model  𝑃(𝑥)  firstly should be provided in a mathematical model 
describing prior knowledge. However, the prior knowledge is usually uncertain and 
incomplete. The uncertain representation method of the prior knowledge and how to obtain 
complete knowledge from incomplete knowledge, in another article [13], has been 
introduced.  
We posit that the correctness of the deep learning model 𝑓(𝑥)itself depends on the 
correct expression of causal relationship. When the attributes in both models satisfy the same 
causal relationship, we can assume that both models express the same interpretation, even if 
their magnitude is different. Inspired by induction and analysis coupling learning method, in 
the square integral function space ℒ𝜌
2(𝑋) the variance ℇ𝑃(𝑓) of the error between the both 
model is used to calculate the gap which can evaluated the interpretability of 𝑓(𝑥). 
ℇ𝑃(𝑓) = ∫ (𝑓(𝑥) − 𝑃(𝑥) − 𝜇𝑃(𝑓))
2
Z
                  (2) 
where𝜇𝑃(𝑓) = ∫ (𝑓(𝑥) − 𝑃(𝑥))Z  is a mean error between 𝑓(𝑥) and 𝑃(𝑥). 
3.2 Learning framework for improving the interpretability of the deep 
learning model 
Based on Tihonov regularized learning framework [10-11] and the evaluation formula of 
the interpretability, a learning framework for improving the interpretability of the deep 
learning model can be obtained. 
𝑓𝑧,𝜆 = argmin𝑓∈ℋ𝐾 {
1
𝑚
∑ (𝑓(𝑥𝑖) − 𝑦𝑖)
2𝑚
𝑖=1 + 𝜆‖𝑓‖𝐾
2 +
1
𝑚
∑ (𝑓(𝑥𝑖) − 𝑃(𝑥𝑖) −
𝑚
𝑖=1
1
𝑚
∑ |𝑓(𝑥𝑖) − 𝑃(𝑥𝑖)|
𝑚
𝑖=1 )
2
}                                            (3) 
4. Error estimate of Hypothesis Space 
Suppose the optimal solution 𝑓ℋ
𝑃(𝑥) of the optimal problem (6) can be found in the 
convex subset ℋ of ℒ𝜌
2(𝑋). The deviation between 𝑓 ∈ ℋ and 𝑓ℋ
𝑃(𝑥) is defined as an 
error ℰℋ(𝑓) = ℰ(𝑓) − ℰ(𝑓ℋ
𝑃) + ℰ𝑃(𝑓) − ℰ𝑃(𝑓ℋ
𝑃), where ℰ(𝑓) is an error between 𝑓(𝑥) 
and the real output 𝑦. If 𝑓: 𝑋 → 𝑌, ℰ(𝑓) = ℰ𝜌(𝑓) = ∫ (𝑓(𝑥) − 𝑦)
2
𝑍
. 
For any function 𝑓 ∈ ℋ, ℰℋ(𝑓) ≥ 0 and ℰℋ(𝑓ℋ
𝑃) = 0. Let us focus on that 
ℰ(𝑓𝜇𝑧) + ℰ
𝑃(𝑓𝜇𝑧) = ℰℋ(𝑓𝜇𝑧) + ℰ(𝑓ℋ
𝑃) + ℰ𝑃(𝑓ℋ
𝑃)                (4) 
where ℰℋ(𝑓𝜇𝑧) is a distance between 𝑓𝜇𝑧(𝑥) and 𝑓ℋ
𝑃(𝑥), denoted by sample error. ℰ(𝑓ℋ
𝑃) 
is a distance between 𝑓ℋ
𝑃(𝑥) and 𝑦, and ℰ𝑃(𝑓ℋ
𝑃) is a distance between 𝑓ℋ
𝑃(𝑥) and 𝑃(𝑥), 
the sum of the two distances is approximate error. 
4.1 Sample error estimation 
From the above formula(4), it can be seen that 
ℰℋ(𝑓) = ℰ(𝑓) − ℰ(𝑓ℋ
𝑃) + ℰ𝑃(𝑓) − ℰ𝑃(𝑓ℋ
𝑃)                   (5) 
The formula can be divided into two parts: ℰ(𝑓) − ℰ(𝑓ℋ
𝑃) and ℰ𝑃(𝑓) − ℰ𝑃(𝑓ℋ
𝑃). 
Probability bound of the former, ℰ(𝑓) − ℰ(𝑓ℋ
𝑃), can be deduced by Theorem B, theorem 
C and lemma 5 in literature [14], it is easy to deduce the following conclusion. 
Theorem 1. Suppose ℋ is a compact convex subset of ℒ𝜌
2(𝑋). If to all 𝑓 ∈ ℋ, 𝑃(𝑥) is an 
interpretation function, |𝑓(𝑥𝑖) − 𝑃(𝑥𝑖) − 𝜇
𝑃(𝑓)| ≤ 𝑀𝑃, and |𝑓(𝑥) − 𝑦| ≤ 𝑀 is true almost 
everywhere, for all 𝜀𝑃 > 0, inequality 
𝑝𝑟𝑜𝑏𝑧∈𝑍𝑚{|ℰ
𝑃(𝑓𝑧) − ℰ
𝑃(𝑓
ℋ
𝑃 )| + |ℰ(𝑓𝑧) − ℰ(𝑓ℋ
𝑃 )| ≤ 𝜀} ≥
1 − 𝒩 (ℋ,
𝜀
8(3𝑀+2𝑀𝑃)
) 𝑒
−
𝑚𝜀
32(𝑀2+𝑀𝑃
2 )
(
𝑀
3𝑀+2𝑀𝑃
)
2
                          (6)
 
holds. 
4.2 Approximation error estimate 
Based on the Hilbert-Schmidt theorem, we can get the theorem 2. 
Theorem 2. Suppose ℋ  is a Hilbert space, 𝐴 is a strict positive definite self adjoint 
compact operator.  
(1) If 0 < 𝑟 ≤ 𝑠, 𝑟 ∈ ℝ, for all 𝑎 ∈ ℋ, let ℒ = 𝐼𝑑 − Γ, Γ(𝑏 − 𝑝) = ∫(𝑏 − 𝑝)𝑑𝜌, then  
min𝑏∈ℋ(‖𝑏 − 𝑎‖
2 + 𝜏‖𝑏 − 𝑝 − ∫(𝑏 − 𝑝)𝑑𝜌‖2 + 𝛾‖𝐴−𝑠𝑏‖2) ≤
‖(𝐼𝑑 + 𝜏ℒ2 + 𝛾𝐴−2𝑠)−1[𝜏ℒ2𝑝 − (𝜏ℒ2 + 𝛾𝐴−2𝑠)𝑎]‖2 + 𝜏‖ℒ(𝐼𝑑 + 𝜏ℒ2 + 𝛾𝐴−2𝑠)−1[𝑎 −
(1 + 𝛾𝐴−2𝑠)𝑝]‖2 + (𝑟 + 𝑠)
𝑟+𝑠
𝑠 𝛾
𝑟
𝑠(𝑠 − 𝑟)−
𝑟+𝑠
𝑠 (1 + 𝜏ℒ2)
−
𝑟+𝑠
𝑠
‖𝐴−𝑟 (𝑎 + 𝜏ℒ2𝑝)‖
2
  (7) 
(2) If ‖𝐴−𝑠𝑏‖ ≤ 𝑅, 𝑅 > 0, for all 𝑎 ∈ ℋ, 
min𝑏∈ℋ(‖𝑏 − 𝑎‖
2 + 𝜏‖𝑏 − 𝑝 − ∫(𝑏 − 𝑝)𝑑𝜌‖2) ≤ ‖(𝐼𝑑 + 𝜏ℒ2 + 𝛾𝐴−2𝑠)−1[𝜏ℒ2𝑝 −
(𝜏ℒ2 + 𝛾𝐴−2𝑠)𝑎]‖2 + 𝜏‖ℒ(𝐼𝑑 + 𝜏ℒ2 + 𝛾𝐴−2𝑠)−1[𝑎 − (1 + 𝛾𝐴−2𝑠)𝑝]‖2            (8) 
where 𝛾 ≤ (𝑟 + 𝑠)
𝑟+𝑠
𝑠−𝑟𝑅−
2𝑠
𝑠−𝑟(𝑠 − 𝑟)−
𝑟+𝑠
𝑠−𝑟(1 + 𝜏ℒ2)−
𝑟+𝑠
𝑠−𝑟‖𝐴−𝑟(𝑎 + 𝜏ℒ2𝑝)‖
2𝑠
𝑠−𝑟. 
In both cases, 𝑏 is uniquely exists and finite and in the first part, the optimal 𝑏 is  
?̂? = (𝐼𝑑 + 𝜏ℒ2 + 𝛾𝐴−2𝑠)−1(𝑎 + 𝜏ℒ2𝑝). 
Now, in a Hilbert space, let us introduce a general setting. Suppose 𝜈 is a Borel 
measure in 𝑋 and A: ℒ𝜈
2(𝑋) → ℒ𝜈
2(𝑋) is a strict positive definite compact operator, and 
𝔼 = {𝑔 ∈ ℒ𝜈
2(𝑋)|‖𝐴−𝑠𝑔‖𝜈 < ∞} where ℒ𝜇
2(𝑋) is a squared integrable function space with 
Lebesgue measure 𝜇 induced by ℝ𝑛 quotient space 𝑋. In 𝔼, an inner product is defined as 
〈𝑔, ℎ〉𝔼 = 〈𝐴
−𝑠𝑔, 𝐴−𝑠ℎ〉𝜈 . 𝔼  is a Hilbert space. So, 𝐴
−𝑠: ℒ𝜈
2(𝑋) → 𝔼  is a Hilbert 
isomorphism. For the general setting, some supposes should be given. 𝔼 → ℒ𝜈
2(𝑋) can be 
decomposed into 𝐽𝔼: 𝔼 → 𝒞(𝑋) and 𝒞(𝑋) ⊂ ℒ𝜈
2(𝑋). Suppose ℋ = ℋ𝔼,𝑅 is 𝐽𝔼(𝐵𝑅)
̅̅ ̅̅ ̅̅ ̅̅ ̅, where 
𝐵𝑅 is a sphere with radius 𝑅. If 𝒟𝜈𝜌 is a norm of operator 𝐽: ℒ𝜈
2(𝑋) → ℒ𝜌
2(𝑋), we can 
obtain Theorem 3. 
Theorem 3. In the general setting of a Hilbert space, for 0 < 𝑟 ≤ 𝑠, 𝑟 ∈ ℝ , the 
approximation error  
ℰ(𝑓ℋ
𝑃) + ℰ𝑃(𝑓ℋ
𝑃) = min𝑔(𝑥)∈𝐵𝑅 (‖𝑓𝜌(𝑥) − 𝑔(𝑥)‖𝜌
2
+ 𝜏‖𝑔(𝑥) − 𝑃(𝑥) − 𝜇𝑃(𝑔)‖𝜌
2 ) + 𝜎𝜌
2 ≤
𝒟𝜈𝜌
2 ‖(𝐼𝑑 + 𝜏ℒ2 + 𝛾𝐴−2𝑠)−1[𝜏ℒ2𝑃(𝑥) − (𝜏ℒ2 + 𝛾𝐴−2𝑠)𝑓𝜌(𝑥)]‖𝜈
2
+ 𝜏𝒟𝜈𝜌
2 ‖ℒ(𝐼𝑑 + 𝜏ℒ2 +
𝛾𝐴−2𝑠)−1[𝑓𝜌(𝑥) − (1 + 𝛾𝐴
−2𝑠)𝑃(𝑥)]‖
𝜈
2
+ 𝜎𝜌
2                                   (9)
 
where 
𝛾 ≤ (𝑟 + 𝑠)
𝑟+𝑠
𝑠−𝑟𝑅−
2𝑠
𝑠−𝑟(𝑠 − 𝑟)−
𝑟+𝑠
𝑠−𝑟(1 + 𝜏ℒ2)−
𝑟+𝑠
𝑠−𝑟𝒟𝜈𝜌
2 ‖𝐴−𝑟 (𝑓𝜌(𝑥) + 𝜏ℒ
2𝑃(𝑥))‖
𝜈
2𝑠
𝑠−𝑟
. 
If 𝜈 = 𝜌, 𝒟𝜈𝜌 = 1. 
4.3 Approximation error estimate in Sobolev space 
In the section, suppose 𝑋 ⊂ ℝ𝑛 is a compact region with smooth boundary. 
Theorem 4. If 0 < 𝑟 < 𝑠, 𝐵𝑅 is a sphere with radius 𝑅 in a conjugate space 𝐻(𝑋) on 𝑋, 
and ℋ = 𝐽𝐻(𝑋)(𝐵𝑅)̅̅ ̅̅ ̅̅ ̅̅ ̅̅ ̅̅ , the approximation error is 
(𝑓ℋ
𝑃) + ℰ𝑃(𝑓ℋ
𝑃) ≤ 𝒟𝜈𝜌
2 ‖(𝐼𝑑 + 𝜏ℒ2 + 𝛾𝐴−2𝑠)−1[𝜏ℒ2𝑃(𝑥) − (𝜏ℒ2 + 𝛾𝐴−2𝑠)𝑓𝜌(𝑥)]‖𝜈
2
+
𝜏𝒟𝜈𝜌
2 ‖ℒ(𝐼𝑑 + 𝜏ℒ2 + 𝛾𝐴−2𝑠)−1[𝑓𝜌(𝑥) − (1 + 𝛾𝐴
−2𝑠)𝑃(𝑥)]‖
𝜈
2
+ 𝜎𝜌
2                  (10)
 
where 𝛾 ≤ (𝑟 + 𝑠)
𝑟+𝑠
𝑠−𝑟(𝑅𝐶)−
2𝑠
𝑠−𝑟(𝑠 − 𝑟)−
𝑟+𝑠
𝑠−𝑟(1 + 𝜏ℒ2)−
𝑟+𝑠
𝑠−𝑟𝒟𝜈𝜌
2 ‖𝑓𝜌(𝑥) + 𝜏ℒ
2𝑃(𝑥)‖
𝜈
2𝑠
𝑠−𝑟 , 
and 𝐶 is a constant only depends on 𝑟, 𝑋. 
5. How to solve this new learning problem 
    According the general setting in section 4.2, suppose sample size is 𝑚  and the 
confidence is 1 − 𝛿, 0 < 𝛿 < 1. For every 𝑅 > 0, hypothesis space ℋ = ℋ𝔼,𝑅. We consider 
𝑓ℋ
𝑃 and 𝑓𝑧, 𝑧 ∈ 𝑍
𝑚. In the general setting, the optimal solution of the new learning problem 
(6) is how to find an optimal 𝑅，𝑀 and 𝑀𝑃, where |𝑓(𝑥) − 𝑃(𝑥) − 𝜇
𝑃(𝑓)| ≤ 𝑀𝑃, and 
|𝑓(𝑥) − 𝑦| ≤ 𝑀 are true almost everywhere.  
Theorem 5. For all 𝑚 ∈ ℕ, 𝛿 ∈ ℝ, 0 < 𝛿 < 1, and 𝑟 ∈ ℝ, 0 < 𝑟 < 𝑠, in the general setting , 
the optimal 𝑅∗，𝑀∗ and 𝑀𝑃
∗ , can be found in the learning framework for improving the 
interpretability of a predication model. 
The optimal 𝑅∗，𝑀∗ and 𝑀𝑃
∗ , can be found in the learning framework for improving the 
interpretability of the predication model. And ‖𝐽𝔼‖𝑅
∗ + 𝑀𝜌 + ‖𝑓𝜌‖∞ = 𝑀
∗  and 𝑀∗ =
−(𝑀𝜌+‖𝑓𝜌‖∞
)+√(𝑀𝜌+‖𝑓𝜌‖∞
)
2
−24𝑀𝑃
∗2
4
 will minimize the sample error and the approximate error.  
6. Conclusion 
In this paper, we proposed a quantitative index of the interpretability, and analyzed the 
relationship between the interpretability and the generalization performance of the deep 
learning model. The equilibrium problem between the two performances was proven to exist. 
We studied a universal learning framework for improving the interpretability of the deep 
learning model. Next, the uniqueness of solution of the problem was proved and condition of 
unique solution was found. Probability upper bound of the sum of the two performances is 
analyzed. The solving method was proposed for the equilibrium problem. 
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