We investigate the rate of convergence of stochastic basis elements to the solution of a stochastic operator equation. As in deterministic finite elements, the solution may be approximately represented as the linear combination of basis elements. In the stochastic case, however, the solution belongs to a Hilbert space of functions defined on a cross product domain endowed with the product of a deterministic and probabilistic measure. We show that if the dimension of the stochastic space is n, and the desired accuracy is of order E, the number of stochastic elements required to achieve this level of precision, in the Galerkin method, is on the order of I In E 1" .
Introduction
We consider the stochastic equation where the operator has been split into a deterministic part L and a random part n, ( L + rI)u = f.
(
1.1)
The domain of L + II is a dense subset of the Hilbert space L2( D 8 0, dp 8 dP), more specifically, the domain is a dense linear span of independent functions of the form cp(x)+(<), x E D , 5 E R, where cp and 1c, are measurable and IIcp+II < 00 We show that to achieve a precision of level E, assuming that sufficiently many of the deterministic elements cp have been chosen, the number of stochastic elements, +, using the Galerkin method, is on the order of I ln(E)ln. By the expression "a precision of level E," we mean that 11 u, -u 1 1 1 E, where u, is the approximate solution given by the Galerkin method. This assertion implies that the computational cost, due to the stochastic component, is relatively inexpensive, provided the dimension of the probability space is not too large.
The next section summarizes the requisite theorems from Hilbert space theory. In the third section we state and prove our main results. The fourth section presents some numerical examples, and demonstrates the rapid convergence of the stochastic finite elements in the low dimensional case. Aside from the practical interest in the rate of convergence, this analysis may provide some insight into the underlying structure of the random processes that arise in engineering.
Symmetric, Semi-bounded Operators
Many problems in mathematical physics can be stated in variational form as the function u that minimizes the functional
where A is a symmetric, positive-bounded-below transformation with domain DA C H and range contained in the real Hilbert space H . (By positive-boundedbelow we mean that (Au, u) 2 b2(u,u) = b2 11 u \I2 for some b > 0.) The minimum of the functional F may be derived using the associated inner product defined on DA, namely, hf(u0) = ( U O , U ) A and 1) uo ))I)) f I). We set uo = X-'f, and observe that that the inverse of 2, denoted x-, exists and is bounded; 11 X-' 1 1 1 b-'. Also, it can be shown that the operator 2-is self-adjoint, see Riesz-Nagy [5] .
The function that minimizes F is given by the solution to equation (2.3) ,
where (1 u ( ( A is the energy norm defined by )I u ) I ; = (xu,u) . It follows that F ( u ) has a unique minimum at u = uo and the minimum value is -11 uo / / A , see Mikhlin [4] .
Stochastic Finite Elements
A mathematical representation for a problem involving random spatial fluctuations is given by the operator equation
, and the ti's are zero-mean, uncorrelated random variables. Invoking the central limit theorem we are led to consider Gaussian variables as possible candidates for the ti's; however, since Gaussian deviates can assume arbitrarily large negative values the coefficients may become negative. This problem, however, is avoided if we assume that the variates ti are truncated. Gaussian variables also have the advantage that uncorrelated variates are actually independent. In the following, we assume that the ti's are independent, identically distributed (not necessarily Gaussian), bounded ( P ( )til > y) = 0 for some y > 0), zero-mean random variables. Additionally, we assume that the solution satisfies a deterministic boundary condition C(x)u(x, <) = 0, for x E dD.
The form of the stochastic operator in equation (3.1) was derived by replacing the coefficients of the corresponding deterministic differential operator with random coefficients. In turn, the Karhunen-Loeve expansion was used to express the random coefficients as a finite orthonormal expansion involving the variables ti, see Ghanem and Spanos [2], Ghanem and Red-Horse [3] . where u = u(x, 6) and v = v ( x , 5) are mean square integrable with respect to dp(x) 63 dP(<), that is,
Here, the symbol p denotes Lebesgue measure, P(<) equals the joint distribution of the random variables ti, i = 1, .., n, dP(<)=nZ1 p ( f i ) d < i , and p(&) is the probability density of ti. ( We use angled brackets to emphasize that the underlying measure is a product involving a probabilistic measure.) If A is symmetric, positive-boundedbelow, f E H , and DA is dense in H , then the transformation A has an extension such that ?1u0 = f has a solution (see the preceding section).
As we have seen, the problem of solving equation (3.1) may be replaced by the problem of finding the function that minimizes the functional here Sj,jt denotes the Kronecker delta function and (cpj, cpy) E so 'pj (x)'pjt (x)dp(x).
Also, we assume that the $k's are a subset of the orthogonal basis of the 
Our goal is t o estimate the number of stochastic elements required to produce the estimate ua satisfying 11 ua -u g 1 1 1 E , assuming that the deterministic elements can be chosen to provide a desired level of precision. 
00
-AUO = Eo(I -T')uo = Eo(I -Tc) C T j g = Eo9 = f.
(3.7)

1=0
It follows that we need only estimate the number of basis elements required to approximate the solution u g given by equation (3.5).
To estimate the rate of convergence of the stochastic elements we need an assumption on the rate at which the orthogonal expansion converges to f . For a given 6 > 0, we assume that f(x, 5 ) may be approximated by a function where I/ C(h, E ) (15 6. We are ready to state and prove our main result. 
The second inequality follows from the fact that ua minimizes F ( u ) over the finite basis. It follows that to establish the required accuracy for the Galerkin method we need only produce a v, satisfying 11 v, -uo 11~5 be.
that is, from equation (3.6) we obtain,
We may replace the right-hand side of equation Here, we also use that the cardinality of J equals K". Setting va = z i l s l , M and using inequality (3.16), we obtain for the first term on the right-hand side of expression (3.14),
62-(3.17)
Now, from expressions (3.14) and (3.17), we obtain 11 '110 -va 11 I 11 -~0 II + II B II + II R II To obtain an estimate for 11 uo -v, 1 1~ we need a bound on 11 Av, 11, for this 
1-77 (3.19)
Using the Cauchy inequality 11 u l l~< l l Au 1111 u 11, together with inequalities (3.18) and (3.19), we obtain 11 uo -v, I I A I I I ~( 2 1 0 -va) 1111 u.
20) as desired. This demonstrates that, for this basis, the Galerkin method provides the desired accuracy.
The number of basis elements in this set is given by M N = MK", where N = K" is the cardinality of the index set J . We recall that K = 1 + m and that 1 was chosen so that v*( 1 -q)-'c-' 11 f 11 5 61 = O(e), more precisely,
where 0 5 8 < 1. Now, since m = O(ln61) = O(lnE), as E 4 0, we have as E 4 0. We have arrived at the desired conclusion, namely, the number of stochastic elements are O(l ln(E)/ln(q)ln) = O(l ln(E)ln), as E 4 0, where E is the desired level of precision and n is the dimension of the stochastic space.
The key step in the proof is the representation of the solution as a partial sum of the resolvent Tl f . In turn, this function may be expressed as polynomials, of low degree, in the variables ti. 4 
Numerical Results
We consider a set of stochastic operator problems governed by the equation Therefore, using equation (4.7) we have It follows that, for CY = 1, p = 11200 and y = 100 are identical up to the thousandth place, for B << ff.
Summary
The analysis and numerical examples indicate that the increase in cost, due to the stochastic component, is relatively modest, provided the dimension of the probability space is not too large. The approach used, here, is to treat the combined deterministic and stochastic problem in a manner analogous to the deterministic case alone, namely, the elements are basis functions for the entire cross product space, and the inner products are taken with respect to a cross product measure. We have used polynomials for the stochastic finite elements, and the evaluation of the inner product requires only that the degree of the polynomials be less than the highest known moment of the underlying distribution. The numerical examples show the rapid convergence of the stochastic components in the one dimensional case, in fact, the approximate solutions have almost "converged" using only three stochastic elements. Further, the analysis demonstrates that, for operators satisfying the contraction and commutativity assumptions, the stochastic elements converge rapidly in the low dimensional case, more precisely, O( I In el") (n is the dimension of the probability space) elements provide O(6) accuracy, as E 4 0. In other words, setting E = exp(-tc),
we have shown, for O ( P ) stochastic elements, the error decreases exponentially fast, that is, the error is O(exp(-tc)), as IE --+ 00.
