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Abstract
Lagrange interpolation and partial fraction expansion can be used to derive a Gerschgorin-type theorem that
gives simple and powerful a posteriori error bounds for the zeros of a polynomial if approximations to all
zeros are available. Compared to bounds from a corresponding eigenvalue problem, a factor of at least two
is gained.
The accuracy of the bounds is analyzed, and special attention is given to ensure that the bounds work well
not only for single zeros but also for multiple zeros and clusters of close zeros.
A Rouch5e-type theorem is also given, that in many cases reduces the bound even further.
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1. Introduction
Polynomial zeros have a very long history, and a multitude of papers on the subject appeared.
An exhaustive bibliography is available in [23], and a book in [26] is dedicated solely to this topic.
Therefore, we only review work that was used during the research resulting in the present results.
Error bounds for zeros of polynomials usually take the form of disks in the complex plane C, and
circular arithmetic (see [13,17]) is frequently used to obtain such enclosing disks. While a lot of
information is available on enclosures for isolated zeros (see, e.g., [7,27] for very accurate aposteriori
enclosures), much less has been done on enclosing multiple zeros or tight cluster of zeros that are
diBcult to isolate numerically. Interesting results in this direction were obtained in [18,22].
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Most methods of the latter type are related to Gerschgorin’s theorem. This theorem (see, e.g.,
[32]) states that all eigenvalues of a complex n × n-matrix A belong to the union S of the closed
disks D[Ajj; rj] with center Ajj and radius rj =
∑
k =j |Ajk |. Moreover, every connected component
of S consisting of m of these disks contains exactly m eigenvalues of A, if these are counted with
their algebraic multiplicity.
Since the eigenvalues are the zeros of the characteristic polynomial of A, we expect that a similar
result is possible for zeros of polynomials. Indeed, any polynomial f(z) of degree n with highest
coeBcient 1,
f(z) = zn + a1zn−1 + · · ·+ an; (1)
is the characteristic polynomial f(z) = det(zI − A) of the companion matrix
A=


0 1 0
0 1
. . . . . .
0 0 1
−an −an−1 · · · −a2 −a1


:
Applying Gerschgorin’s theorem to A and AT gives well-known but crude bounds for the zeros of
the polynomial (1), cf. [3,34].
With suitable generalizations of companion matrices, Smith [31], BIorsch-Supan [4], Braess &
Hadeler [5], Elsner [12] and Carstensen [8,9] are able to use Gerschgorin’s theorem to get good
bounds for individual zeros and zero clusters when good approximations are available.
In the following, we obtain sharper Gerschgorin-type disks that provide elegant, cheap and quite
accurate bounds for individual zeros of a polynomial if good approximations to all zeros are available.
The polynomial need not be in standard form (1) but may have an arbitrary representation; it suBces
that a program is available that computes function values (and for rigorous bounds enclosures of
function values).
We also apply an idea of Neumaier [24] to the partial fraction expansion, and obtain a Rouch5e-type
theorem that gives a simple suBcient condition that a disc contains as many zeros as approximate
zeros. In many cases, this gives even better error bounds.
Many zeroKnders [23] can be used to obtain crude or highly accurate approximations for all zeros.
In this paper we are only concerned with bounding the errors in such approximations, and mostly
ignore the question of how good approximations are computed in the Krst place. Also, after having
obtained bounds, one can in principle use these as starting enclosures for various other methods
(such as [30]) to squeeze out a little more accuracy.
Extensive tests of the new bounds, and comparisons to a number of other methods for enclosing
multiple roots, were done in [29] with the INTLAB interval environment [28], with very positive
results. Therefore, no numerical results are given here.
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2. Partial fraction expansions
Let f(z) be a polynomial of degree n with highest coeBcient a0 = 0, with (unknown) zeros
1; : : : ; n (repeated according to their algebraic multiplicity), so that
f(z) = a0
n∏
k=1
(z − k): (2)
Let z1; : : : ; zn be (known) approximations to the zeros (with unknown accuracy), and deKne the
polynomial
g(z) :=
n∏
k=1
(z − zk): (3)
We assume that the zk are distinct; then the partial fraction expansion of f(z)=g(z) has the form
f(z)
g(z)
= a0 +
n∑
k=1
pk
z − zk : (4)
The coeBcients pk in this expansion are easily identiKed as
pk = f(zk)
/∏
l =k
(zk − zl) (5)
(cf. [4]). To check this, it suBces to multiply (4) by g(z) and observe that we simply obtain the
Lagrange interpolation formula for interpolating the polynomial f(z)− a0g(z) of degree 6 n− 1 in
the n points z1; : : : ; zn.
The pk can be calculated easily whenever a program for evaluating the polynomial is available.
Thus the polynomial need not be in standard form (1) but may have an arbitrary representation.
If the highest coeBcient is not available, it can be computed by evaluating both sides of (4)
for some z = zk and solving for a0. In many applications, however, the highest coeBcient a0 is
known; in particular, this holds for the case when the polynomial is given in standard form, as a
Taylor series expansion, as a Newton interpolation polynomial. In a polynomial eigenvalue problem,
where f(z) = det(A0zs + · · ·+ As−1z+ As) with nonsingular A0 ∈Cd×d, the degree is n= sd and the
highest coeBcient is a0=det A0. (The singular case is more tricky.) Note that in such cases, rigorous
computations produce a small disk for a0; it is not advisable to normalize the highest coeBcient to 1
since this introduces unnecessary overestimation due to additional dependence.
Note that once a set of pk is available one needs no further evaluations of f(z) to determine the
zeros of the latter; it suBces to Knd the zeros of the rational function
h(z) = a0 +
n∑
k=1
pk
z − zk : (6)
This is important when f(z) is given implicitly by a lengthy program (such as in the poly-
nomial eigenvalue problem mentioned earlier). Solving h(z) = 0 for z − zj gives the Kxed point
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equation
z = zj − pja0 +
∑
k =j pk=(z − zk)
: (7)
BIorsch-Supan [4] observed that if all pk are small and zj is not close to some other zk then this
deKnes a Kxed point iteration converging quickly to the zero close to zj; indeed, Nourein [25] proved
local cubic convergence to isolated zeros. For clusters of zeros, the behavior is erratic but a spiral
search [2] applied to h(z) = 0 will produce good approximations to the zeros in the cluster.
In particular, for expensive f, this can be used to compute reKned representations of form (4)
with improved approximations z′k in place of zk , without needing new evaluations of f. Indeed, the
function values f(z′k) needed in (5) can be found by evaluating instead (4) at z= z
′
k and multiplying
with g(z) from (3).
ZeroKnding problems for functions of the form (6) also arise in Cuppen’s [10] divide-and-conquer
approach to the tridiagonal eigenvalue problem, and in the problem of updating the spectrum of a
matrix under rank one changes, see [14,6,15].
3. A Gerschgorin-type theorem
We want to enclose the set of zeros in a union of complex disks. Writing z∗ for the complex
conjugate of z and D[z; r] := {z ∈C | z∗z6 r2} for the closed disk with midpoint z and radius r,
we have the following simple enclosure condition.
Lemma 3.1. For real ¿ 0,
Re
(
+
a
b
)
6 0⇒ b∈D
[
− a
2
;
∣∣∣ a
2
∣∣∣] :
Proof. From
0¿ b∗bRe(+ a=b) = b∗b · (+ a=2b+ a∗=2b)
= b∗b+ b∗a=2 + a∗b=2 = (|b+ a=2|2 − |a=2|2);
we obtain |b+ a=2|6 |a=2|, as claimed.
This simple test has the following useful consequence.
Theorem 3.2. If a0 = 0 then all zeros of f(z) belong to the union S of the disks
Dj := D[zj − npj=2a0; |npj=2a0|]: (8)
Moreover, every connected component of S consisting of m of these disks contains exactly m zeros
of f(z), if these are counted with their algebraic multiplicity.
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Proof. Substitution of an arbitrary zero z =  of f(z) into (4) gives
0 =
n
a0
Re
(
a0 +
n∑
k=1
pk
− zk
)
=
n∑
k=1
Re
(
1 +
npk
a0(− zk)
)
:
This implies that for some index j,
Re
(
1 +
npj
a0(− zj)
)
6 0:
By Lemma 3.1, we conclude that ∈D[zj − npj=2a0; |npj=2a0|] ⊆ S. Since  was arbitrary, any zero
of f is in S.
To prove the second part, note that for 06 t6 1,
pt(z) := a0g(z) +
n∑
k=1
tpk
g(z)
z − zk
deKnes a polynomial of degree n, and p0(z) = a0g(z), p1(z) = f(z). For t = 0, pt(z) therefore has
the zeros zk , and for 06 t6 1, pt(z) has its zeros in the union of the disks
D[zj − ntpj=2a0; ntpj=2a0] ⊆ S:
Since the zeros of a polynomial depend continuously on the coeBcients, the m zeros of p0(z) in a
component S0 of S formed by m disks cannot leave S0. Hence, all pt(z), 06 t6 1, and in particular
f(z) = p1(z) have m zeros in S0.
Remarks 3.3. (i) To apply the theorem we need approximations zk for all roots. There are many
zeroKnders that can be used [23]; a common and eBcient method is the Jenkins–Traub method
[19,20]. We need to assume that the zk are distinct even when f(z) has multiple roots; this is easily
achieved in practice, see the discussion in Section 4.
(ii) It is not diBcult to show that f(z) is the characteristic polynomial of the matrix
A=Diag(zk)− peT;
where p= (p1; : : : ; pn)T, e = (1; : : : ; 1)T. Indeed, writing
u= (p1=(z − z1); : : : ; pn=(z − zn))T;
we have
det(zI − A) = det(Diag(z − zk) + peT) = det(Diag(z − zk)(I + ueT))
= det Diag(z − zk) det(I + ueT) =
∏
(z − zk)(1 + eTu)
= g(z)
(
1 +
∑ pk
z − zk
)
= f(z):
Thus we may apply Gerschgorin’s theorem to this matrix (cf. [31,4,5,12]) and Knd that the eigen-
values of A (i.e., the zeros of f(z)) belong to the union of the disks D[zj − pj; (n − 1)pj]. These
disks contain the disks of our theorem but have (for large n) almost twice the diameter. Thus
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Theorem 3.2 is signiKcantly stronger than Gerschgorin’s theorem for that matrix, unless the approx-
imations to the zeros are so good that the disks computed as an enclosure of npj=2a0 are nearly
centered at zero.
4. Accuracy of the bounds
The quotients pk=a0 are the corrections to the approximate zeros zk in the (for simple zeros
quadratically convergent) Durand–Kerner method [11,21] that actually goes back to Weierstrass [33]
(see [16]; I learnt it from the recent Ph.D. thesis in [1]). Thus the bounds are just a factor n=2 larger
than these corrections.
The same factor is obtained from an analysis of the attainable limit accuracy. Even the best
numerical method will produce approximations zk such that the corresponding polynomial g(z) =∏
(z− zk) only satisKes f(z)− a0g(z)=O(), where  is the machine precision. Thus let us assume
Krst that
f(z)− a0g(z) = d(z) (9)
with a polynomial d(z) of degree ¡n and coeBcients of order O(1). Standard perturbation theory
(see, e.g., [32, Chapter 5.8]) implies that the zeros of f(z) have the form
k = zk −  d(zk)a0g′(zk) + O(
2):
Since f(zk) = a0g(zk) + d(zk) = d(zk) and
g′(zk) =
∑
j
∏
l =j
(z − zj)|z=zk =
∏
l =k
(zk − zl);
we see that, unless zk is very close to some other zl,
pk = 
d(zk)
g′(zk)
= O()
and
k − zk = pk=a0 + O(2):
Thus the radius of our disks is about a factor n=2 larger than the error in the approximations if the
linearized perturbation theory is applicable. This is the case whenever zk is close to a simple and
well isolated zero of f(z), and this shows numerically in that the disk D[zk − npk =2a0; npk =2a0] is
a connected component of S.
4.1. Multiple zeros and zero clusters
Let C be the cluster of m closest zero approximations zk (k = 1; : : : ; m) to a given center zC ; we
take zC := m−1
∑
k6m zk if the cluster is given. To improve the quality of the enclosure we may
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replace the approximations zk (k = 1; : : : ; m) in each cluster C by better separated approximations
zk := zC +  ks (10)
with a suitable (cluster dependent) s = 0 and the mth roots of unity  k . With this new approximations,
we deKne
qC(z) =
f(z)∏
zk ∈C (z − zk)
; (11)
C =max
zk∈C
|q˜C(zk)− q˜C(zC)|; (12)
where the tilde denotes computed values. Then
gC(z) :=
∏
k6m
(z − zk) = (z − zC)m − sm;
∏
l6m; l=k
(zk − zl) = g′C(zk) = m(zk − zC)m−1 =  −1k msm−1;
hence
pk =
 kqC(zk)
msm−1
: (13)
If we evaluate (13) in Knite precision arithmetic, we expect
|q˜C(zk)− qC(zk)| ≈ " := "f∏
zk ∈C |zC − zk |
;
where "f is an estimate for the rounding error obtainable by a running error analysis [35] or in
circular arithmetic (see [17]) as radf(zC), where zC is a very narrow interval around zC .
Since the zk ∈ C are approximate zeros, we also expect
qC(zk) ≈ a0
∏
l6m
(zl − l) ≈ a0(zk − zC)m = a0sm;
hence, the computed value p˜k satisKes
|p˜k | ≈ |a0s
m|+ "
|msm−1| =
1
m
(|a0s|+ "|s|1−m):
The right hand side is minimal for
|s|= # :=
(
(m− 1)"
|a0|
)1=m
; (14)
and for this choice,
|p˜k | ≈ 1m (|a0|# + "#
1−m) =
|a0|#
m− 1
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has the magnitude of the limit accuracy for multiple zeros. The phase of s may still be chosen
freely, and a natural choice is to take
s=
#s˜
|s˜| where s˜= m
√∏
zk∈C
(zk − zC): (15)
Thus calculation according to (11)–(15) should provide nearly optimal results even for multiple
zeros. But in fact, zeroKnders that Knd all roots simultaneously usually produce automatically ap-
proximations roughly separated as in (10). Thus, in practice, no special precautions are needed, and
the above analysis applies to the original approximations zj.
5. Re%nement of the bounds
Once one has a partition of the zero set into clusters belonging to diQerent connected component
of S, it is possible to reKne the enclosure (and possibly the partition) by applying the method used
in the proof to each cluster separately. Indeed, denote by C$ the set of indices j such that zj is
in the $th cluster, and by |C$| its size. Then the sets C$ partition the index set {1; : : : ; n}, and the
cluster sums
r$(z) :=
1
a0
∑
j∈C$
pj
z − zj
satisfy∑
$
r$() =−1 for all zeros : (16)
From the current enclosure we can compute circular enclosures r%(Dj) for {r%(z) | z ∈Dj}, where Dj
is given by (8), and hence Knite lower bounds &$ with
&$6
∑
% =$
Re r%(z) for all z ∈Dj; j∈C$: (17)
Theorem 5.1. If
$ :=
(1 + &$)|a0|
|C$| ¿
a0
n
; (18)
then the zeros in the $th cluster belong to the union of the disks
D′j := D
[
zj − pj2$ ;
∣∣∣∣ pj2$
∣∣∣∣
]
(19)
with j∈C$. Moreover, any connected component of this union consisting of m such disks contains
m zeros of f(z).
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Proof. Let  be a zero in the $th cluster. Then  is in some Dk (k ∈C$), and we Knd from (16)
and (17) that Re r$()6− 1− &$. Using (18), we can rewrite this in the form
∑
j∈C$
(
Re
pj
− zj + $
)
6 0;
so that, for some index j∈C$,
Re
pj
− zj + $6 0: (20)
Now Lemma 3.1 implies that the disk (19) contains . In particular,  lies in the union of the disks
(19) with j∈C$. Since  was an arbitrary zero in the cluster, the Krst part follows. The second part
follows as in Theorem 3.2 by a continuation argument.
Note that the radius in Theorem 3.2 has the form n=2·|pj=a0|, while the new radius is |C$|=(2+2&$)·
|pj=2a0|. In practice, &$ is usually close to zero. Then (18) holds, and the new radius overestimates
the distance of  from the center (which in the linear approximation is approximately |pj=2a0|) only
by a factor of about 12 |C$|.
Whenever (18) holds, the radius of all D′j (from the cluster) are strictly smaller than that of the
corresponding Dj; The zeros in the $th cluster now belong to the union of the disks (19) with j∈C$,
and if this set has several components we may again split clusters. We may repeat the procedure
until no further gain is possible. To have a more compact (but less accurate) Knal representation,
one can compute for each Knal connected component of disks Dj = D[z˜j; r˜j] (j∈C$) the common
midpoint and radius
Sz$ = |C$|−1
∑
j∈C$
z˜j; Sr$ := max
j∈C$
(r˜j + |z˜j − Sz$|); (21)
to get a single disk SD$ = D[ Sz$; Sr$] enclosing the corresponding cluster of zeros. The union of these
disks covers all zeros, and although overlap is possible, each disk SD$ contains at least |C$| zeros.
Algorithm 5.2. Step 1: Find the connected components of S=
⋃
Dj and put the corresponding (index
sets of) clusters into a list of initial clusters.
Step 2: While the list of initial clusters is nonempty: Pick one of these clusters C$ and compute
&$ and $.
• If (18) holds, replace the disks SDj (j∈C$) by D′j from (19), Knd the connected components of
their union, and insert them in place of C$ into the list of initial clusters.
• But if (18) does not hold, move C$ from the list of initial clusters to the list of Knal clusters.
Step 3: Compute for each cluster C$ in the list of Knal clusters the disk SD$ = D[ Sz$; Sr$] and the
number n$ = |C$| of zeros in SD$.
If this is done in circular arithmetic, and we have rigorous enclosures for the pk deKned by (5)
then all bounds are rigorous and we have veriKed enclosures for all zeros of the polynomial. Of
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course, the quality of the bounds depends on the quality of the approximate zeros used, and improve
with the accuracy of the approximations.
The partition into clusters found by the algorithm is of course not necessarily the same as
that found by other methods; this is unavoidable since there is no natural unambiguous criterion
for discriminating between one larger cluster and several smaller ones, or a cluster and isolated
zeros.
6. A Rouch'e-type theorem
Lemma 6.1. If z ∈ 9D[c; r]; z0 ∈ 9D[c; r], then∣∣∣∣ pz − z0 −
(c − z0)∗p
|c − z0|2 − r2
∣∣∣∣= r
∣∣∣∣ p|c − z0|2 − r2
∣∣∣∣ : (22)
Proof. For |c − z0|¡r, the same inequality follows from circular arithmetic; however, we need it
for |c − z0|¿r. Let
q=
c − z0
z − z0 ; s=
r
|c − z0| : (23)
From
|q− 1|=
∣∣∣∣ c − zz − z0
∣∣∣∣= r|z − z0| = s|q|;
we Knd∣∣∣∣q− 11− s2
∣∣∣∣
2
= q∗q− q+ q
∗
1− s2 +
1
(1− s2)2
=
(q− 1)2 − s2|q|2
1− s2 +
s2
(1− s2)2 =
s2
(1− s2)2 ;
whence∣∣∣∣q− 11− s2
∣∣∣∣=
∣∣∣∣ s1− s2
∣∣∣∣ :
If we substitute (23) we Knd∣∣∣∣c − z0z − z0 −
|c − z0|2
|c − z0|2 − r2
∣∣∣∣= r
∣∣∣∣ c − z0|c − z0|2 − r2
∣∣∣∣ ;
and (22) follows upon multiplication with p=(c − z0).
The following theorem is inspired by applications of Rouch5e’s theorem (see, e.g., [17]) in [4],
but it uses a slight sharpening of Rouch5e’s theorem used implicitly in [24] and explicitly formulated
by Batra [1].
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Theorem 6.2. If
Re
(
a0 +
∑
k
(c − zk)∗pk
|c − zk |2 − r2
)
¿r
∑
k
∣∣∣∣ pk|c − zk |2 − r2
∣∣∣∣ (24)
then f and g have the same number of zeros in D[c; r].
Proof. For z ∈ 9D[c; r],∣∣∣∣∣Re f(z)g(z) − Re
(
a0 +
∑
k
(c − zk)∗pk
|c − zk |2 − r2
)∣∣∣∣∣
=
∣∣∣∣∣
∑
k
Re
(
pk
z − zk −
(c − zk)∗pk
|c − zk |2 − r2
)∣∣∣∣∣
6
∑
k
∣∣∣∣ pkz − zk −
(c − zk)∗pk
|c − zk |2 − r2
∣∣∣∣
=
∑
k
r
∣∣∣∣ pk|c − zk |2 − r2
∣∣∣∣
by Lemma 6.1. The assumption of the theorem, therefore, implies that
Re
f(z)
g(z)
¿ 0 for all z ∈ 9D[c; r]:
Hence Re(f(z)=g(z)) has a constant sign on the boundary of D[c; r]. The principle of the argu-
ment [17] now implies that the number of zeros and the number of poles of f=g in D[c; r] are the
same. (Rouch5e’s theorem asserts the same statement under the stronger condition |f(z)|¿ |f(z) −
g(z)| on 9D[c; r].) But the zeros of f=g are the zeros of f and the poles of f=g are the zeros
of g.
One may search for the best enclosing discs by varying c and r, minimizing r subject to the
constraint (24). This may be especially proKtable for the enclosure of root clusters, where Kxed
choices of c and r seem vulnerable to the presence of an additional zero not belonging to the
cluster.
The special case
a0 = 1; c = z1; 0¡r¡rmax = min
k¿1
|c − zk |
is instructive. The condition of the theorem reduces to
’0(r)¿’(r);
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where
’0(r) = Re
(
1 +
∑
k¿1
(c − zk)∗pk
|c − zk |2 − r2
)
;
’(r) =
|p1|
r
+ r
∑
k¿1
∣∣∣∣ pk|c − zk |2 − r2
∣∣∣∣ :
If all pk =O(), rmax then the choice r := )|p1| with Kxed )¿ 1 gives
r =O(); ’0(r) = 1 + O(); ’(r) =
1
)
+O(2):
Thus if ) − 1, Theorem 6.2 applies and shows the existence of a unique zero in D[z1; )|p1|].
Thus the disks computable from Theorem 6.2 do not involve the spurious factor n=2 that occurs in
the Gerschgorin-type theorem.
For isolated zeros, a similar result (also without the spurious factor n=2) was proved in [27].
However, since the latter involves a bound on the separation of all zeros, all enclosures suQer from
the presence of a single pair of close zeros.
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