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Abstract
Recently several authors have published results about the problem
of finding which pairs of partitions of n correspond to pairs of com-
muting n × n nilpotent matrices. We describe a maximal nilpotent
subalgebra SNB of the centralizer of a given nilpotent n × n ma-
trix with Jordan form; we show that SNB intersects the maximum
nilpotent orbit intersecting the minimal affine subspace defined by the
condition that some coordinates are 0 of which SNB is a subvariety.
Then we prove that the maximum partition which forms with a given
partition a pair with the previous property can be found by a simple
algorithm which was conjectured by Polona Oblak.
Mathematics Subject Classification 2010: 15A21, 15A27, 14L30.
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1 Introduction
We will use the following notations: M(n,K) is the set of the n×n matrices
over an infinite fieldK, GL (n,K) is the set of the n×n nonsingular matrices
over K, N(n,K) is the set of the n × n nilpotent matrices over K, J ∈
N(n,K) is a matrix with Jordan canonical form, µ1 ≥ µ2 ≥ · · · ≥ µt are
the orders of the Jordan blocks of J , B = (µ1, . . . , µt) is the partition of n
associated to J and the orbit of J under the action of GL(n,K).
Let J ′ be another nilpotent matrix, let µ′1 ≥ · · · ≥ µ
′
t′ be the orders of
its Jordan block and let B′ = (µ′1, . . . , µ
′
t′). Then B = B
′ if and only if
rankJm = rank(J ′)m for all m ∈ N. It is said that B < B′ if rankJm ≤
rank(J ′)m for all m ∈ N and there exists m ∈ N such that rankJm <
rank(J ′)m. The following claim is due to Hesselink ([8], 1976): B < B′ iff
B, as an orbit, is contained in the closure of the orbit B′.
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For i ∈ N we set µi = 0 for i > t, µ
′
i = 0 for i > t
′; then we have that
B ≤ B′ ⇐⇒
l∑
i=1
µi ≤
l∑
i=1
µ′i for all l ∈ N
where equality holds in the first relation iff it holds in the second one for all
l ∈ N.
Examples (6, 4, 3) < (6, 5, 2) < (6, 6, 1), (5, 3, 2, 1) < (6, 3, 1, 1) < (6, 4, 1) ;
(6, 5, 2) and (7, 3, 3) cannot be compared, as (6, 5, 4, 3) and (6, 6, 2, 2, 2).
Let CB be the centralizer of J and let NB be the subset of CB of all the nilpo-
tent matrices. We recall the following result, whose proof is a consequence
of Wedderburn’s Theorems.
Lemma 1.1 If U is a finite dimensional algebra over an infinite field K
then the subvariety N (U) of the nilpotent elements of U is irreducible.
For m ∈ N the subvariety of NB of all X such that rankX
m is the maximum
possible is open and by lemma 1.1 (see also for example Lemma 2.3 of [4])
NB is irreducible, then the intersection of these open subsets for m ∈ N
is not empty. Hence there is a maximum partition for the elements of NB
and the subset of the elements which have this partition is open (dense) in
NB . Then we can define a map Q in the set of the orbits of n×n nilpotent
matrices (or partitions of n) which associates to any orbit B the maximum
nilpotent orbit which intersects NB.
For s ∈ N − {0} let q and r be the quotient and the remainder of the
division of n by s; then if J is the n×n Jordan block we have that Js has r
Jordan blocks of order q + 1 and s− r Jordan blocks of order q. Hence the
partition B is almost rectangular (that is µ1 − µt ≤ 1) iff J is conjugated
to a power of the n × n Jordan block. Hence if B is almost rectangular we
have Q(B) = (n). The converse of this claim is also true; it is a consequence
of the next Proposition which we are going to explain.
There exist p ∈ N and almost rectangular partitions B1, . . . , Bp of numbers
less or equal than n such that B = (B1, . . . , Bp); we denote by rB the
minimum of all p with this property (sometimes it can be obtained with
different choices of B1, . . . , BrB ).
Examples If B = (5, 4, 3, 1, 1) we have rB = 3, which is obtained with
B1 = (5), B2 = (4, 3), B3 = (1, 1) or with B1 = (5, 4), B2 = (3), B3 = (1, 1).
If B = (9, 7, 5, 1) we have rB = 4.
Let sB be the maximum value of l for which there exists a subset {i1, . . . , il}
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of {1, . . . , t} such that i1 < . . . < il and µi1 − µil ≤ 1. The following
Propositions were proved in [4] (Propositions 2.4 and 3.5).
Proposition 1.1 There exists a non-empty open subset of NB such that if
A belongs to it we have that rank A = n − rB (that is A has rB Jordan
blocks).
Proposition 1.2 For A ∈ NB and m ∈ N we have that
rank (AsB )m ≤ rank Jm .
Let B = (B1, . . . , BrB ) where Bi is almost rectangular for i = 1, . . . , rB ; let
ni be the sum of the numbers of Bi and let B˜ = (n1, . . . , nrB ). The following
result is a consequence of Proposition 1.2 (see Theorem 1.11 of [5]).
Proposition 1.3 If sB = |Bi| for i = 1, . . . , rB then Q(B) = B˜.
Example If B = (5, 4, 4, 2, 2, 1) we have B˜ = (13, 5) and Q(B) = B˜.
Corollary 1.1 We have that Q(B) = B iff rB = t , that is µi−µi+1 > 1
for i = 1, . . . , t− 1.
Let {q1, q2, . . . , qu} be the ordered subset of {0, . . . , t} such that qu = t
and
µ1 = µq1 6= µq1+1 = µq2 6= µq2+1 = · · · 6= µqu−1+1 = µqu
(for example if B = (6, 6, 6, 6, 5, 2, 2, 1) we have that q1 = 4, q2 = 5, q3 = 7,
q4 = 8). If we set q0 = 0 then J has qi − qi−1 Jordan blocks of order µqi for
i = 1, . . . , u. We will write the partition (µ1, . . . , µt) also as
(µq1q1 , µ
q2−q1
q2
. . . , µqu−qu−1qu ) .
We consider the subset of {1, . . . , u}×{0, 1} of all (i, ǫ) such that µqi−µqi+ǫ ≤
1 (that is such that ǫ = 1 iff i < u and µqi+1 = µqi + 1); then we consider
the map from this subset to N defined by
(i, ǫ) 7−→ 2qi−1 + µqi(qi − qi−1) + ǫ µqi+1(qi+1 − qi) .
We denote by ω1 the maximum of the image of this map and by (˜i, ǫ˜) a
preimage of ω1. Polona Oblak in [15] (2007) proved the following result.
Theorem 1.1 The maximum index of nilpotency for an element of NB
(that is the first number of the partition Q(B)) is ω1.
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Example If B = (52, 4, 34, 2, 1) we can only have i˜ = 2, ǫ˜ = 1 and the first
number of Q(B) is ω1 = 2× 2 + 4 + 3× 4 = 20.
We will write the canonical basis ∆B of K
n in the following way:
∆B = { v
µqi
µqi ,j
, v
µqi−1
µqi ,j
, . . . , v1µqi ,j
, i = 1, . . . , u, j = qi − qi−1, . . . , 1} .
For example if B = (5, 3, 3, 2, 1) = (51, 32, 21, 11) we will write
∆B = { v
5
5,1, v
4
5,1, . . . , v
1
5,1︸ ︷︷ ︸, v33,2, v23,2, v13,2︸ ︷︷ ︸, v33,1, v23,1, v13,1︸ ︷︷ ︸, v22,1, v12,1︸ ︷︷ ︸, v11,1︸︷︷︸ } .
Let ∆◦B be the union of the following subsets:
∆◦,1B = {v
1
µqi ,j
| j = qi − qi−1, . . . , 1 , i = 1, . . . , i˜+ ǫ˜} ,
∆◦,2B = {v
l
µqi ,j
| j = qi − qi−1, . . . , 1 , l = 1, . . . , µqi , i = i˜, i˜+ ǫ˜} ,
∆◦,3B = {v
µqi
µqi ,j
| j = qi − qi−1, . . . , 1 , i = 1, . . . , i˜+ ǫ˜} .
Then |∆◦B | = ω1. Let B̂ be the partition obtained from B by cancelling the
powers µ
qi−qi−1
qi for i = i˜, i˜ + ǫ˜ and decreasing by 2 the numbers µqi for
i = 1, . . . , i˜− 1, that is:
B̂ = ((µq1 − 2)
q1 , . . . , (µq
i˜−1
− 2)qi˜−1−qi˜−2 , µ
q
i˜+ǫ˜+1−qi˜+ǫ˜
q
i˜+ǫ˜+1
, . . . , µqu−qu−1qu ) .
Let Q(B) = (ω1, . . . , ωz); let Q(B̂) = (ω̂1, . . . , ω̂zˆ). The main aim of this
paper is to prove the conjecture of Polona Oblak which is expressed by the
following Theorem.
Theorem 1.2 The maximum partition (ω1, ω2, . . . , ωz) which is associated
to elements of NB is (ω1, ω̂1, ω̂2, . . . , ω̂zˆ), that is Q(B) = (ω1, Q(B̂)).
This conjecture was communicated by its author to some of the participants
of the meeting ”Fifth Linear Algebra Workshop” (Kranjska Gora, May 27 -
June 5, 2008). Recently A. Iarrobino and L. Khatami wrote a paper on the
inequality (ω1, ω2, . . . , ωz) ≥ (ω1, ω̂1, ω̂2, . . . , ω̂zˆ) (see [9]; the first version of
it was circulated in October 2011). In that paper the conjecture is expressed
by using the digraph associated to the nilpotent subalgebra SNB which will
be defined in the next section (see also [15]); by Theorem 1.1 that form
is equivalent to Theorem 1.2. Recently L. Khatami obtained the following
results: in [10] she proved the uniqueness of the result of the algorithms
which follow from Theorem 1.2 (since there can be different choices of (˜i, ǫ˜)),
which we will show to be Q(B); in [11] she gave a formula for ωz.
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2 The subalgebras EB, NB, SEB and SNB
We will consider any n×n matrix X as a block matrix (Xh,k), where Xh,k is
a µh × µk matrix and h, k = 1, . . . , t. Let UB be the subalgebra of M(n,K)
of all X such that for 1 ≤ k ≤ h ≤ t the blocks Xh,k and Xk,h are upper
triangular, that is have the following form:
Xh,k =


0 . . . 0 x1,1h,k x
2,1
h,k . . . x
µh,1
h,k
... 0 x1,2h,k
. . . xµh−1,2h,k
...
. . .
. . .
...
0 . . . . . . . . . . . . 0 x1,µhh,k

 ,
Xk,h =


x1,1k,h x
2,1
k,h . . . x
µh,1
k,h
0 x1,2k,h
. . . xµh−1,2k,h
...
. . .
. . .
...
... 0 x1,µhk,h
... 0
...
...
0 . . . . . . 0


where for µh = µk we omit the first µk − µh columns and the last µk − µh
rows respectively.
For X ∈ UB , i, j ∈ {1, . . . , u} and l ∈ {1, . . . ,min {µqi , µqj}} let
X(i, j, l) = (x1,lh,k) , qi−1 + 1 ≤ h ≤ qi, qj−1 + 1 ≤ k ≤ qj.
We set X(i, l) = X(i, i, l). Lemma 1.1 for the algebra UB becomes more
precise, as follows.
Lemma 2.1 For X ∈ UB we have that:
a) there exists G ∈ GL (n,K) such that G−1XG ∈ UB and (G
−1XG) (i, l)
is lower (upper) triangular for i = 1, . . . , u and l = 1, . . . , µqi ;
b) X is nilpotent iff X(i, l) is nilpotent for i = 1, . . . , u and l = 1, . . . , µqi .
Proof We can construct a semisimple subalgebra of UB whose direct sum
with the Jacobson radical of UB is UB ; the construction is as follows. For
l = 1, . . . , µq1 let
U l = 〈vlµqi ,j
: i = 1, . . . , u, j = qi − qi−1, . . . , 1, µqi ≥ l〉;
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then Kn =
µq1⊕
l=1
U l and X(U l) ⊆
µq1⊕
i=l
U i. For v ∈ Kn let v =
µq1∑
l=1
v(l) where
v(l) ∈ U l and let LX,l : U
l → U l be defined by LX,l(v) = X(v)
(l). Then
X is nilpotent iff LX,l is nilpotent for l = 1, . . . , µq1 . For l = 1, . . . , µq1
let il ∈ {1, . . . , u} be such that l ≤ µqil and µqil+1 < l if il 6= u. Then the
matrix of LX,l with respect to the basis {v
l
µqi ,j
: i = 1, . . . , u, µqi ≥ l} is the
lower triangular block matrix (X(i, j, l)), i, j = 1, . . . , il, which is nilpotent
iff X(i, l) is nilpotent for i = 1, . . . , il. For v ∈ K
n let v =
u∑
i=1
v(i) where
v(i) ∈ 〈v
l
µqi ,j
: j = qi − qi−1, . . . , 1, l = 1, . . . , uqi〉. For i = 1, . . . , u and
l = 1, . . . , uqi let U
l
i = 〈v
l
µqi ,j
: j = qi−qi−1, . . . , 1〉 and let LX,i,l : U
l
i → U
l
i
be defined by LX,i,l(v) = LX,l(v)(i). Then X(i, l) is the matrix of LX,i,l with
respect to the basis {vlµqi ,j
: j = qi − qi−1, . . . , 1} . We can substitute
this basis with another basis of the same subspace such that X(i, l) is upper
triangular, for i = 1, . . . , u and j = qi − qi−1, . . . , 1. 
We will denote by SUB the subspace of UB of all X such that X(i, l) is
lower triangular for i = 1, . . . , u and l = 1, . . . , µqi . Moreover we will denote
by EB the subset of UB of all the nilpotent matrices and we will set
SEB = SUB ∩ EB .
Lemma 2.2 The centralizer CB of J has the following properties:
i) it is the subspace of UB of all X such that
xl,1h,k = x
l,2
h,k = · · · = x
l,µh+1−l
h,k , x
l,1
k,h = x
l,2
k,h = · · · = x
l,µh+1−l
k,h
for 1 ≤ k ≤ h ≤ t and l = 1, . . . , µh;
ii) if X ∈ CB we can choose G with the property expressed in a) of lemma
2.1 and such that GJ = JG.
Proof For i) see [1] or Lemma 3.2 of [3]. Using the notations of the proof
of lemma 2.1, for i = 1, . . . , u let (c
(i)
h,k), h, k = qi− qi−1, . . . , 1 be a qi − qi−1
matrix over K such that the vectors
w1µqi ,j
=
1∑
k=qi−qi−1
c
(i)
j,kv
1
µqi ,k
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form a basis with respect to which LX,i,1 is upper triangular. If we set
wlµqi ,j
=
1∑
k=qi−qi−1
c
(i)
j,kv
l
µqi ,k
for l = 1, . . . µqi and for i = 1, . . . , u we get the basis required by ii). 
We can shortly say that X ∈ CB iff its blocks are upper triangular Toeplitz
matrices. By lemma 2.2 if A ∈ CB then A(i, l) = A(i, l
′) for i ∈ {1, . . . , u}
and l, l′ ∈ {1, . . . , µqi} ; we denote this matrix by A(i) .
We will denote by SCB the subspace of all A ∈ CB such that A(i) is lower
triangular for i = 1, . . . , u. Moreover we will set
SNB = SCB ∩ NB .
Example 1 If B = (3, 3, 3, 2) we have that A ∈ NB iff there exists a set
{alh,k ∈ K | (h, k, l) ∈ {1, 2, 3, 4}
2 × {1, 2, 3}} such that A is the matrix:


a111 a
2
11 a
3
11 | a
1
12 a
2
12 a
3
12 | a
1
13 a
2
13 a
3
13 | a
1
14 a
2
14
a111 a
2
11 | a
1
12 a
2
12 | a
1
13 a
2
13 | a
1
14
a111 | a
1
12 | a
1
13 |
− − − − − − − − − − − − − −
a121 a
2
21 a
3
21 | a
1
22 a
2
22 a
3
22 | a
1
23 a
2
23 a
3
23 | a
1
24 a
2
24
a121 a
2
21 | a
1
22 a
2
22 | a
1
23 a
2
23 | a
1
24
a121 | a
1
22 | a
1
23 |
− − − − − − − − − − − − − −
a131 a
2
31 a
3
31 | a
1
32 a
2
32 a
3
32 | a
1
33 a
2
33 a
3
33 | a
1
34 a
2
34
a131 a
2
31 | a
1
32 a
2
32 | a
1
33 a
2
33 | a
1
34
a131 | a
1
32 | a
1
33 |
− − − − − − − − − − − − − −
a141 a
2
41 | a
1
42 a
2
42 | a
1
43 a
2
43 | 0 a
2
44
a141 | a
1
42 | a
1
43 | 0


and 
 a111 a112 a113a121 a122 a123
a131 a
1
32 a
1
33

 ∈ N(3,K) .
For each A ∈ NB there exists G ∈ CB and a set {a¯
l
h,k ∈ K | (h, k, l) ∈
{1, 2, 3, 4}2 × {1, 2, 3}} such that det G 6= 0 and G−1AG is the following
element of SNB:
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

0 a¯211 a¯
3
11 | 0 a¯
2
12 a¯
3
12 | 0 a¯
2
13 a¯
3
13 | a¯
1
14 a¯
2
14
0 a¯211 | 0 a¯
2
12 | 0 a¯
2
13 | a¯
1
14
0 | 0 | 0 |
− − − − − − − − − − − − − −
a¯121 a¯
2
21 a¯
3
21 | 0 a¯
2
22 a¯
3
22 | 0 a¯
2
23 a¯
3
23 | a¯
1
24 a¯
2
24
a¯121 a¯
2
21 | 0 a¯
2
22 | 0 a¯
2
23 | a¯
1
24
a¯121 | 0 | 0 |
− − − − − − − − − − − − − −
a¯131 a¯
2
31 a¯
3
31 | a¯
1
32 a¯
2
32 a¯
3
32 | 0 a¯
2
33 a¯
3
33 | a¯
1
34 a¯
2
34
a¯131 a¯
2
31 | a¯
1
32 a¯
2
32 | 0 a¯
2
33 | a¯
1
34
a¯131 | a¯
1
32 | 0 |
− − − − − − − − − − − − − −
a¯141 a¯
2
41 | a¯
1
42 a¯
2
42 | a¯
1
43 a¯
2
43 | 0 a
2
44
a¯141 | a¯
1
42 | a¯
1
43 | 0


By lemma 2.1 we get the following result.
Corollary 2.1 The subvariety SEB (SNB) has non-empty intersection with
the orbit of any element of EB (NB).
3 Upper triangular form of SEB, SNB
We will denote by < the linear order of ∆B given by v
l
µqi ,j
< vl
′
µq
i′
,j′ iff one
of the following conditions holds:
c1) i < i
′ (that is µqi > µqi′ );
c2) i = i
′ and j > j′;
c3) i = i
′ , j = j′ and l > l′.
We observe that for i ∈ {1, . . . , u} an element of B is equal to µqi iff there
exists j ∈ {qi − qi−1, . . . , 1} such that it is the (qi − j + 1)−th element of
B; if we represent an element X of M(n,K) in the block form X = (Xh,k),
h, k = 1, . . . , t we have that the entry of X vl
′
µq
i′
,j′ with respect to v
l
µqi ,j
is
the entry of the matrix Xqi−j+1,qi′−j′+1 which, in this matrix, has indices
(µqi − l + 1, µqi′ − l
′ + 1). The next lemma explains which square blocks of
the matrix X ∈ SEB are nilpotent (see the matrix A of Example 1).
Lemma 3.1 For i, i′ ∈ {1, . . . , u} , j ∈ {qi − qi−1, . . . , 1} and j
′ ∈ {qi′ −
qi′−1, . . . , 1} the maximum rank of Xqi−j+1,qi′−j′+1 for X ∈ SEB ( X ∈
SNB ) is:
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a) µqi′ if i < i
′ ( µqi > µqi′ );
b) µqi − 1 if i = i
′ and j ≤ j′ ;
c) µqi if i > i
′ or if i = i′ , j > j′ .
Proof The claim is a consequence of the fact that ifX ∈ UB thenX ∈ SEB
iff X(i, l) is strictly lower triangular for i = 1, . . . , u (if X ∈ SNB then
X(i, l) = X(i, l + 1) for l = 1, . . . , µqi − 1). 
IfX is an endomorphism ofKn and Λ is a basis ofKn we will denote by RX,Λ
the relation in the set of the elements of Λ defined as follows: w′ RX,Λ w iff
X w′ has nonzero entry with respect to w. By the form of the matrices of
UB and lemma 3.1 we get the following description of the elements of SEB .
Corollary 3.1 There exists a non-empty open subset of SEB (SNB ) such
that if X belongs to it and vlµqi ,j
, vl
′
µq
i′
,j′ ∈ ∆B then v
l′
µq
i′
,j′ RX,∆B v
l
µqi ,j
iff one of the following conditions holds:
ι1) i < i
′ and µqi − l ≤ µqi′ − l
′;
ι2) i = i
′ , j ≥ j′ and l > l′ (that is µqi − l < µqi′ − l
′ );
ι3) i = i
′ , j < j′ and l ≥ l′ (that is µqi − l ≤ µqi′ − l
′ );
ι4) i > i
′ and l ≥ l′ .
The subalgebra SEB ( SNB) is a maximal nilpotent subalgebra of UB (CB);
hence there exists a basis of Kn with respect to which all the elements of
SEB ( SNB) are upper triangular. This basis is just ∆B with the following
new order. We set vlµqi ,j
≺ vl
′
µq
i′
,j′ if one of the following conditions holds:
e1) µqi − l < µqi′ − l
′ ;
e2) µqi − l = µqi′ − l
′ and i < i′ (hence l > l′);
e3) µqi − l = µqi′ − l
′ , i = i′ (hence l = l′) and j > j′ .
Let ∆B,≺ be the basis of K
n which has the same elements as ∆B with the
order ≺. Then by Corollary 3.1 we have that the representation of all the
elements of SEB ( SNB) with respect to ∆B,≺ is upper triangular.
Example 2 Let n = 13 and B = (4, 32, 2, 1). In this case we have:
∆B = {v
4
4,1, v
3
4,1, v
2
4,1, v
1
4,1︸ ︷︷ ︸, v33,2, v23,2, v13,2︸ ︷︷ ︸, v33,1, v23,1, v13,1︸ ︷︷ ︸, v22,1, v12,1︸ ︷︷ ︸, v11,1︸︷︷︸} ,
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∆B,≺ = {v
4
4,1, v
3
3,1, v
3
3,2, v
2
2,1, v
1
1,1︸ ︷︷ ︸, v34,1, v23,1, v23,2, v12,1︸ ︷︷ ︸, v24,1, v13,1, v13,2︸ ︷︷ ︸, v14,1︸︷︷︸} .
The matrices of an endomorphism A of K13 with respect to ∆B and with
respect to ∆B,≺ are respectively as follows:


0 a b c | p q r | v z w | α β | λ
0 a b | p q | v z | α | 0
0 a | p | v | |
0 | | | |
− − − − − − − − − − − − − − − −
s t u | 0 i l | 0 m n | ρ σ | π
s t | 0 i | 0 m | ρ | 0
s | 0 | 0 |
− − − − − − − − − − − − − − − −
j y k | d e f | 0 g h | ξ ζ | θ
j y | d e | 0 g | ξ | 0
j | d | 0 | |
− − − − − − − − − − − − − − − −
0 δ ǫ | η ν | τ γ | 0 o | φ
0 δ | η | τ | 0 |
− − − − − − − − − − − − − − − −
0 0 ω | 0 ψ | 0 ι | χ | 0


.


0 v p α λ | a z q β | b w r | c
0 d ξ θ | j g e ζ | y h f | k
0 ρ π | s m i σ | t n l | u
0 φ | 0 τ η o | δ γ ν | ǫ
0 | 0 0 0 χ | 0 ι ψ | ω
− − − − − − − − − − − − − − − −
| 0 v p α | a z q | b
| 0 d ξ | j g e | y
| 0 ρ | s m i | t
| 0 | 0 τ η | δ
− − − − − − − − − − − − − − − −
| | 0 v p | a
| | 0 d | j
| | 0 | s
− − − − − − − − − − − − − − − −
| | | 0


.
In this section and in the following one we will represent any endomorphism
of Kn with respect to the basis ∆B,≺ . For h = 0, . . . , µq1 − 1 let
∆B,h = {v
l
µqi ,j
∈ ∆B | j = qi − qi − 1, . . . , 1, µqi − l = h } ,
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with the order induced by ≺ . We have that |∆B,h| ≥ |∆B,h′ | if h < h
′.
Let πh be the canonical projection of K
n onto 〈∆B,h〉; for X ∈ M(n,K)
and h, k ∈ {0, . . . , µq1 − 1} let Xh,k = πh ◦ X|〈∆B,k〉 ; we consider X as a
block matrix:
X = (Xh,k) , h, k ∈ {0, . . . , µq1 − 1} .
The following results of this section have the purpose to describe the re-
presentation of the algebra SNB with respect to ∆B,≺ , as it appears in
Example 2.
Let A ∈ SNB . If we cancel the column of the entries of v
l
µq1 ,q1
and the row
of the entries with respect to vlµq1 ,q1
for l = 1, . . . , µq1 (that is the first row
of each row of blocks and the first column of each column of blocks) we get
a matrix A(1) of SNB(1) , where B(1) = (µ2, . . . , µt) . If we instead cancel
the column of the entries of v1µqi ,j
and the row of the entries with respect
to v1µqi ,j
for i = 1, . . . , u and j = 1, . . . , qi − qi−1 we get a matrix A
(1) of
SNB(1) , where B
(1) = (µ1 − 1, . . . , µt − 1) (here we cancel the 0’s).
We observe that for X ∈ M(n,K) we have X ∈ SNB if and only if X is a
strictly upper triangular matrix with the following property: any block Xh,k
for h, k = 0, . . . , µq1 − 2 has the block Xh+1,k+1 as a submatrix and if they
are different then Xh,k is obtained by writing 0’s under Xh+1,k+1 and (or)
other columns on its right. This is expressed by the following Proposition.
Proposition 3.1 With respect to ∆B,≺ the variety SNB is the affine space
of all the strictly upper triangular matrices A such that:
i) if µqi′ − µqi > l
′ − l > 0 (hence µqi′ − µqi > 1) the entry of Av
l′
µq
i′
,j′
with respect to vlµqi ,j
is 0;
ii) for k ∈ {1, . . . , µq1 − 1} and h ∈ {1, . . . , k} the entry of Ah,k of
indices (i, j) is equal to the entry of Ah−1,k−1 of indices (i, j) .
Proof The claim i) can be proved by Corollary 3.1; the claim ii) can be
proved by lemma 2.2, Corollary 3.1 and induction on n (we can consider
A(1) or A
(1)). 
We will denote by X = (xi,j) the generic element of SEB, whose nonzero
entries are the coordinates of the affine space SEB. For h = 0, . . . , µq1 − 1
let B(h) = (µ1 − h, . . . , µt − h) (omitting the values which are not positive)
and let
th =
h∑
l=0
∣∣∣∆B,l∣∣∣ .
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Then t0 = t; we set t−1 = 0. By Proposition 3.1 we get the following result.
Lemma 3.2 If h ∈ {µq1−1, . . . , 0} the submatrix of X obtained by choosing
the last n− th−1 rows and columns is the generic element of SEB(h) .
Corollary 3.2 For h, k ∈ {0, . . . , µq1 − 1} and m ∈ N we have that:
iii) if Y ∈ M(|∆B,h|,K) is strictly upper triangular there exists A ∈
SNB such that (A
m)h,h = Y
m;
iv) if the entry of (Am)h,k of indices (i, j) is 0 for all A ∈ SNB then,
for all A ∈ SNB , we have that:
iv’) the entry of (Am)h,k of indices (i
′, j′) is 0 for i′ = i, . . . , |∆B,h|
and j′ = 1, . . . , j ;
iv”) the entry of indices (i, j) of (Am)h,k−1 (if k 6= 0 ) and of (A
m)h+1,k
(if h 6= µq1 − 1 and i ≤ |∆B,h+1| ) is also 0.
Proof We can prove the claim by Proposition 3.1, using for simplicity
induction on n and lemma 3.2. By ii) of Proposition 3.1 in order to prove
iv”) it is enough to prove the following claim: if k ∈ {1, . . . , µq1 − 1} and
the entry of indices (i, j) of (Am)0,k is 0 for all A ∈ SNB then the
entry of indices (i, j) of (Am)0,k−1 is also 0 for all A ∈ SNB . It can be
proved by induction on |∆B,0| − i (if i = |∆B,0| the claim is true, since
(A(1))
m−1 has the property iv) by the inductive hypothesis). 
We will denote by A = (ai,j) the generic element of SNB, whose nonzero
different entries are the coordinates of the affine space SNB. By Proposition
3.1 we also get the following result.
Corollary 3.3 For i = 1, . . . , n the entry of A of indices (i, i+1) is different
from 0 iff i 6= th for h = 0, . . . , µq1 − 1 or i = th and |∆B,h| = |∆B,µq1−2|.
By Corollary 3.2 we get the following result.
Corollary 3.4 If i ∈ {1, . . . , n}, J ⊆ {i + 2, . . . , n} and there exists l ∈ J
such that ai,l 6= 0 then there exists j ∈ J such that ai,j is trascendent over
the field of the rational functions in the entries of the set
{ar,s | r = i, . . . , n, s ∈ J, (r, s) 6= (i, j)} .
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Proof Let hl ∈ {µq1 − 1, . . . , 0} be such that thl−1 < l ≤ thl ; let hJ be the
maximum of the set{
0
}
∪
{
h ∈ {µq1 − 1, . . . , 1} | J 6⊆ {1, . . . , th−1 }
}
.
If hJ = hl by ii) of Proposition 3.1 we can set j = l, since ai,l is different
from all the other entries of the submatrix (ar,s), i = 1, . . . , n, s ∈ J . Hence
we can prove the claim by induction on hJ − hl. If ai,l is not different from
all the entries of the set
{ar,s | r = i, . . . , n, s ∈ J, (r, s) 6= (i, l)}
then by ii) of Proposition 3.1 there exist l′ ∈ J and hl′ ∈ {µq1 − 1, . . . , 0}
such that hl′ > hl , thl′−1 < l
′ ≤ thl′ , l
′ − thl′−1 = l − thl−1. But then by
iv”) of Corollary 3.2 we get that ai,l′ 6= 0. Hence the claim follows by the
inductive hypothesis. 
4 Properties of SEB and SNB
For any n × n strictly upper triangular matrix Y = (yi,j) over any ring let
ΦY be the map from {1, . . . , n} to {2, . . . , n+1} which is defined as follows:
ΦY (i) =


n+ 1 if yi,l = 0 for l = i+ 1, . . . , n
min {l ∈ {i+ 1, . . . , n} | yi,l 6= 0} otherwise .
For any map Φ from {1, . . . , n} to {2, . . . , n+1} let NΦ be the set of all the
n× n matrices Y over K which are strictly upper triangular and such that
ΦY = Φ (which is a quasi projective subvariety).
Lemma 4.1 If Φ is not decreasing and the restriction of Φ to Φ−1({2, . . . , n})
is increasing there exists a nilpotent orbit which contains NΦ.
Proof For k ∈ N we can define the map Φk from {1, . . . , n} to {2, . . . , n+1}
by induction on k, as follows: Φ1 = Φ and
Φk(i) =


n+ 1 if Φk−1(i) = n+ 1
Φ(Φk−1(i)) otherwise .
If Φ is not decreasing and the restriction of Φ to Φ−1({2, . . . , n}) is increasing
then Φk is not decreasing and the restriction of Φk to (Φk)−1({2, . . . , n}) is
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increasing for all k ∈ N; moreover the rank of all the elements of NΦk is the
number of their nonzero rows, that is∣∣∣{i ∈ {1, . . . , n} | Φk(i) 6= n+ 1}∣∣∣ .
If Y ∈ NΦ then Y
k ∈ NΦk for all k ∈ N; this can be proved by induction
on k and considering the transpose matrices of Y and Y k−1. Hence we get
that rank Y k is the same for all Y ∈ NΦ, which proves the claim. 
Let id be the identity map in {1, . . . , n} and let In be the identity matrix of
order n over K. For any permutation σ of {1, . . . , n} let Gσ be the matrix
of the endomorphism of Kn defined by ei 7−→ eσ(i). If i, j ∈ {1, . . . , n} and
i < j let σi,j be the permutation (i, j, j−1, j−2, . . . , i+1); we set σi,i = id.
If Y is a strictly upper triangular matrix of order n over a polynomial ring
there exists a matrix Y ′ over the corresponding field of the rational functions
such that:
1) Y is conjugated to Y ′ by a product of matrices each one of which is
a product of the form Gσi,j · G, where G is upper triangular and the
entries of G are rational functions in the entries of Y ;
2) ΦY ′ is not decreasing and the restriction of ΦY ′ to (ΦY ′)
−1({2, . . . , n})
is increasing.
In the next Example we show how the matrices Gσi,j and G can be found if
Y is the generic element A of SNB , in order to prove that we can get a map
ΦA′ which is not dependent from the Toeplitz conditions. We will denote
by A{i} and A
{i} respectively the row and the column of A of index i for
i = 1, . . . , n.
Example 3 Let A be the second matrix of Example 2, where the basis is
{e1, e2, . . . , e13}. If we set e
′
10 = e10 + τv
−1e9 the representation of A with
respect to the basis {e1, e2, . . . , e9, e
′
10, e11, e12, e13} is obtained from A by
replacing A{9} with (0, . . . , 0, η − τv
−1, δ − τv−1) and A{10} with A{10} +
τv−1A{9}. We also set e′11 = e11 + (η − τv
−1)d−1 e9 and e
′
12 = e12 + (δ −
τv−1 − (η − τv−1)d−1)s−1 e9; let G9 be the matrix of the map defined by
ei −→ e
′
i for i = 10, 11, 12 and ei −→ ei for i = 1, 2, . . . , 9, 13, that is(
I8 0
0 G
)
where
G =


1 τv−1 (η − τv−1)d−1 (δ − τv−1 − (η − τv−1)d−1)s−1 0
1 0 0 0
1 0 0
1 0
1

 .
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The matrix (G9)
−1AG9 is obtained from A by replacing A{9} with the zero
row and
A{10} with A{10} + τv−1A{9} , A{11} with A{11} + (η − τv−1)d−1A{9} ,
A{10} with A{10} + (δ − τv−1 − (η − τv−1)d−1)s−1A{9} .
If y is an entry of A, y” will denote a rational function in entries of A
which appear in the same row as y but in columns of smaller index; y′
will denote a sum y + y”. We have σ9,12 = (9, 12, 11, 10) and the matrix
G−1σ9,12(G9)
−1AG9Gσ9,12 is

0 v p α λ a z q b′ w′ r′ β c
0 d ξ θ j g e y′ h′ f ′ ζ k
0 ρ π s m i t′ n′ l′ σ u
0 φ 0 τ η δ′ γ′ ν ′ o ǫ
0 0 0 0 χ” ι′ ψ′ χ ω
0 v p a′ z′ q′ α b
0 d j′ g′ e′ ξ y
0 s′ m′ i′ ρ t
0 v p 0 a
0 d 0 j
0 0 s
0 0
0


.
Now we set
e′8 = e8 + χ”(s
′)−1e5 , e
′
9 = e9 + (ι
′ − χ”(s′)−1)v−1 e5 ,
e′10 = e10 + (ψ
′ − χ”(s′)−1 − (ι′ − χ”(s′)−1)v−1)d−1 e5
and G5 to be the matrix of the map defined by ei −→ e
′
i for i = 8, 9, 10 and
ei −→ ei for i = 1, 2, . . . , 7, 11, 12, 13; then the matrix
(G5)
−1G−1σ9,12(G9)
−1AG9Gσ9,12G5
has the entries of indices (5, l), l = 1, . . . , 11 equal to 0 while the entry of
indices (5, 12) is
χ−χ”(s′)−1− (ι′−χ”(s′)−1)v−1− (ψ′−χ”(s′)−1− (ι′−χ”(s′)−1)v−1)d−1 =
χ− χ”(s′)−1(1− v−1 − d−1 + v−1d−1)− ι′v−1(1− d−1)− ψ′d−1
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and will be denoted by χ∗. By corollary 3.4 we get that χ∗ is not 0 (in
fact the coefficients of the elements χ, χ”, ι′, ψ′ cannot be equal to the zero
polynomial; for example ψ′ is a trascendent element as expressed in that
corollary). The entry of indices (5, 13) is obtained by a similar formula and
will be denoted by ω∗. Let σ5,10 = (5, 10, 9, 8, 7, 6). The matrix
(Gσ5,10)
−1(G5)
−1G−1σ9,12(G9)
−1AG9Gσ9,12G5Gσ5,10
is 

0 v p α a z q b′ w′ λ r′ β c
0 d ξ j g e y′ h′ θ f ′ ζ k
0 ρ s m i t′ n′ π l′ σ u
0 0 τ η δ′ γ′ φ ν ′ o ǫ
0 v p a′ z′ 0 q′ α b
0 d j′ g′ 0 e′ ξ y
0 s′ m′ 0 i′ ρ t
0 v 0 p 0 a
0 0 d 0 j
0 0 χ∗ ω∗
0 0 s
0 0
0


.
The next step will be done by the following definitions: e′5 = e5 + τv
−1e4 ,
e′6 = e6+(η− τv
−1)d−1e4 , e
′
7 = e7+(δ
′− τv−1− (η− τv−1)d−1)(s′)−1e4 ,
e′8 = e8+(γ
′−τv−1−(η−τv−1)d−1−(δ′−τv−1−(η−τv−1)d−1)(s′)−1)v−1e4
and σ4,8 = (4, 8, 7, 6, 5); we will get an entry φ
∗ of indices (8, 10). Going
on in this way we get a matrix A′ conjugated to A such that ΦA′ is not
decreasing and the restriction of ΦA′ to (ΦA′)
−1({2, . . . , 13}) is increasing.
If we had considered the generic element X of SEB instead of A, since X has
the same zero entries as A we would have obtained a matrix X ′ conjugated
to X and such that ΦA′ = ΦX′ .
In the next Proposition we will extend the results shown in Example 3 to
any partition B, showing that there exists an open subset of SEB whose
intersection with SNB is not empty such that all the elements of it are
conjugated to elements of NΦ for a certain Φ which is not decreasing and
such that the restriction of Φ to Φ−1({2, . . . , n}) is increasing. We set
{e1, . . . , en} = ∆B,≺ (the basis with respect to which we represent the ele-
ments of SEB). We denote by Gn, Gn−1, . . . , G1 a sequence of n× n upper
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triangular matrices over the field of the rational functions over SEB , where
Gl is such that the elements along the main diagonal are 1 while the ele-
ments which don’t belong neither to the main diagonal nor to the row of
index l are 0, for l = n, . . . , 1. For l = n, . . . , 1 and i = l+1, . . . , n we set gl,i
to be the entry of Gl(ei) with respect to el; we set gl,l = 0. We will denote
by σn, σn−1, . . . , σ1 a sequence of permutations of {1, . . . , n}. We denote by
X the generic element of SEB ; we set
X [n] = X , X [l] = (Gσl)
−1(Gl)
−1X [l+1]GlGσl for l = n− 1, . . . , 1
and X [l] = (x
[l]
i,j), i, j = 1, . . . , n. For l = n, . . . , 1 let jl be the maximum of
the set
{k ∈ {l, . . . , n} | ΦX[l+1](k) ≤ Φ(Gl)−1X[l+1]Gl(l)} .
For l = n, . . . , 1 the matrix Gl and the permutation σl are inductively defined
according to the properties PGl and Pσl , which we are going to explain.
PGl ) If ΦX[l+1](l) = n + 1 or ΦX[l+1](l) < ΦX[l+1](l + 1) then Gl is In ,
otherwise gl,i is defined by induction on i for i = l + 1, . . . , n in the
following way: if ΦX[l+1](i) = ΦX[l+1](i − 1) + 1 or x
[l+1]
l,k = 0 for all
k ∈ {2, . . . ,ΦX[l+1](i)− 1} then
gl,i =
(
x
[l+1]
l,Φ
X[l+1]
(i) −
i−1∑
k=l
gl,k
)(
x
[l+1]
i,Φ
X[l+1]
(i)
)−1
;
otherwise (that is, for greater values of i) we have gl,i = 0 ;
Pσl ) σl = σl,jl .
Let A[l] be the matrix obtained from X [l] by replacing any variable which
has the smallest indices in one of the equations of SNB (as subvariety of
SEB) with the variable of that equation with greatest indices (equal to it
according to that equation).
Proposition 4.1 For l = n, . . . , 1 there exist an upper triangular n × n
matrix Gl with the property PGl and a permutation σl of {1, . . . , n} with the
property Pσl such that:
i) the entries of A[l] are rational functions in the coordinates of the affine
space SNB;
ii) there exists a map Φl from {1, . . . , n} to {2, . . . , n + 1} such that the
restriction of Φl to {l, . . . , n} is not decreasing, the restriction of Φl to
Φ−1l
(
{l+1, . . . , n}
)
∩ {l, . . . , n} is increasing and ΦX[l] = ΦA[l] = Φl.
17
Proof If µ1 − µt ≤ 1 then the rank of X and A is n − 1, hence we set
Gl = In, σl = id for l = n, . . . , 1. Since the claim is true if µ1 − µt ≤ 1
we can prove it by induction on n. By the inductive hypothesis the claim
is true for B(1), hence by lemma 3.2 we can assume that it is true for
l ∈ {n, . . . , t0 + 1} and we prove it for l = t0, . . . , 1. Let Gt0 be as de-
scribed in the property PGt0 . By the definition of Gt0 we get that either
Φ(Gt0 )−1X[t0+1]Gt0
(t0) = n + 1 or Φ(Gt0 )−1X[t0+1]Gt0
(t0) does not belong to
the image of the restriction of ΦX[t0+1] to {t0 + 1, . . . , n}. Still by the defi-
nition of Gt0 , by Corollary 3.4 and by the inductive hypothesis on X
[t0+1]
we get that the matrix which is obtained from (Gt0)
−1X [t0+1]Gt0 by repla-
cing any variable which in one of the equations of SNB has the smallest
indices with the variable of that equation with greatest indices has the fol-
lowing property: its entries are rational functions in the coordinates of the
affine space SNB and if Φ(Gt0)−1X[t0+1]Gt0
(t0) 6= n + 1 the entry of indices
(t0,Φ(Gt0 )−1X[t0+1]Gt0
(t0)) is different from 0 (this is a consequence of Corol-
lary 3.4, as it was noticed for the element χ∗ in Example 3). By the property
Pσt0 and by the inductive hypothesis on X
[t0+1] we get that X [t0] has the
required properties. We can repeat the same argument for l = t0 − 1, . . . , 1.

By lemma 4.1 and Proposition 4.1 we get the following result, which claims
the independence of Q(B) from the Toeplitz conditions.
Corollary 4.1 The maximum orbit intersecting SEB (EB) is Q(B).
Proof Let Φ1 be as described in Proposition 4.1; then there exists an open
subset A of SEB whose intersection with SNB is not empty such that all
the elements of A are conjugated to elements of NΦ1 , which proves the claim
by ii) of Proposition 4.1 and lemma 4.1. 
5 The graph associated to B
Let RB be the relation in the set of the elements of ∆B defined as follows:
vl
′
µq
i′
,j′ RB v
l
µqi ,j
⇐⇒ ι1) or ι2) or ι3) or ι4) of Corollary 3.1 holds .
Proposition 5.1 The relation RB in the set of the elements of ∆B is a
strict partial order.
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Proof The relation RB is obviously antisymmetric; the condition ι1) im-
plies l > l′, hence it is also transitive. 
The relation RB describes a generic element of SEB , hence by Corollary 4.1
we get the following result.
Corollary 5.1 The maximum nilpotent orbit of the elements of SNB is
determined by the relation RB.
We will write the vertices of the graph of RB forming a table as follows.
The indices of the rows are the elements of N ∪ {0} and the columns have
as indices µqu , . . . , µq1 ; the element v
l
µqi ,j
of ∆B is written in the µqi−th
column and in the row whose index is the maximum number m such that
there exist elements of ∆B whose images under X
m have nonzero entry with
respect to vlµqi ,j
for some X ∈ SEB . The graph of RB can be obtained by
writing arrows on this table according to Corollary 3.1. We will say that
vl
′
µq
i′
,j′ precedes v
l
µqi ,j
in the graph of RB if the row of v
l′
µq
i′
,j′ is smaller than
the row of vlµqi ,j
(this happens if there is an arrow from vl
′
µq
i′
,j′ to v
l
µqi ,j
).
Lemma 5.1 The vectors of ∆B are written in the graph of RB according
to the following rules:
a) vl
′
µqi ,j
′ precedes vlµqi ,j
in the graph of RB if l
′ < l or if l′ = l and j′ > j;
b) if µqi′ < µqi and µqi′ − l
′ ≥ µqi − l then v
l′
µq
i′
,j′ precedes v
l
µqi ,j
in the
graph of RB;
c) if µqi′ > µqi and l
′ ≤ l then vl
′
µq
i′
,j′ precedes v
l
µqi ,j
in the graph of RB.
Proof The claim a) follows by ι2) and ι3) of Corollary 3.1; the claims b)
and c) follow respectively from ι1) and ι3) of the same Corollary. 
Example 4 For B = (7, 5, 2) , B = (22, 1) , B = (4, 22, 1) , B = (23) ,
B = (5, 23) , B = (6, 5, 23) , B = (32, 2, 1) , B = (82, 64, 32, 2, 1) , B =
(4, 32, 2, 1) , B = (5, 4, 32, 2, 1) and B = (17, 15, 13, 5, 4, 32 , 2, 1) we respec-
tively get the following graphs (where we omit the arrows and we put ◦ in
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front of the elements of ∆◦B):
2 5 7
0 ◦ v171
1 v151 ◦ v
2
71
2 v121 v
2
51 ◦ v
3
71
3 v221 v
3
51 ◦ v
4
71
4 v451 ◦ v
5
71
5 v551 ◦ v
6
71
6 ◦ v771
1 2
0 ◦ v122
1 ◦ v121
2 ◦ v211
3 ◦ v222
4 ◦ v221
1 2 4
0 ◦ v141
1 ◦ v122 v
2
41
2 ◦ v121
3 ◦ v111 v
3
41
4 ◦ v222
5 ◦ v221
6 ◦ v441
20
20 ◦ v123
1 ◦ v122
2 ◦ v121
3 ◦ v223
4 ◦ v222
5 ◦ v221
2 5
0 ◦ v151
1 ◦ v123 v
2
51
2 ◦ v122 v
3
51
3 ◦ v121
4 ◦ v223 v
4
51
5 ◦ v222
6 ◦ v221
7 ◦ v551
2 5 6
0 ◦ v161
1 ◦ v151
2 v123 ◦ v
2
61
3 v122 ◦ v
2
51
4 v121 ◦ v
3
61
5 v223 ◦ v
3
51
6 v222 ◦ v
4
61
7 v221 ◦ v
4
51
8 ◦ v561
9 ◦ v551
10 ◦ v661
1 2 3
0 ◦ v132
1 ◦ v131
2 ◦ v121
3 v111 ◦ v
2
32
4 ◦ v231
5 ◦ v221
6 ◦ v332
7 ◦ v331
1 2 3 6 8
0 ◦ v182
1 ◦ v181
2 ◦ v164 v
2
82
3 ◦ v163 v
2
81
4 ◦ v162
5 ◦ v161
6 v132 ◦ v
2
64 v
3
82
7 v131 ◦ v
2
63 v
3
81
8 v121 ◦ v
2
62
9 v111 ◦ v
2
61
10 v232 ◦ v
3
64 v
4
82
11 v231 ◦ v
3
63 v
4
81
12 v221 ◦ v
3
62
13 ◦ v361
14 v332 ◦ v
4
64 v
5
82
15 v331 ◦ v
4
63 v
5
81
16 ◦ v462
17 ◦ v461
18 ◦ v564 v
6
82
19 ◦ v563 v
6
81
20 ◦ v562
21 ◦ v561
22 ◦ v664 v
7
82
23 ◦ v663 v
7
81
24 ◦ v662
25 ◦ v661
26 ◦ v882
27 ◦ v881
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1 2 3 4
0 ◦ v141
1 ◦ v132
2 ◦ v131
3 v121 ◦ v
2
41
4 v111 ◦ v
2
32
5 ◦ v231
6 v221 ◦ v
3
41
7 ◦ v332
8 ◦ v331
9 ◦ v441
1 2 3 4 5
0 ◦ v151
1 ◦ v141
2 ◦ v132 v
2
51
3 ◦ v131
4 v121 ◦ v
2
41
5 v111 ◦ v
2
32 v
3
51
6 ◦ v231
7 v221 ◦ v
3
41
8 ◦ v332 v
4
51
9 ◦ v331
10 ◦ v441
11 ◦ v551
1 2 3 4 5 13 15 17
0 ◦ v1171
1 ◦ v1151 v
2
171
2 ◦ v1131 v
2
151 v
3
171
3 ◦ v151 v
2
131 v
3
151 v
4
171
4 ◦ v141 v
3
131 v
4
151 v
5
171
5 ◦ v132 v
2
51 v
4
131 v
5
151 v
6
171
6 ◦ v131 v
5
131 v
6
151 v
7
171
7 v121 ◦ v
2
41 v
6
131 v
7
151 v
8
171
8 v111 ◦ v
2
32 v
3
51 v
7
131 v
8
151 v
9
171
9 ◦ v231 v
8
131 v
9
151 v
10
171
10 v221 ◦ v
3
41 v
9
131 v
10
151 v
11
171
11 ◦ v332 v
4
51 v
10
131 v
11
151 v
12
171
12 ◦ v331 v
11
131 v
12
151 v
13
171
13 ◦ v441 v
12
131 v
13
151 v
14
171
14 ◦ v551 v
14
151 v
15
171
15 ◦ v13131 v
16
171
16 ◦ v15151
17 ◦ v17171
We recall the definitions of (˜i, ǫ˜), ∆◦,1B , ∆
◦,2
B , ∆
◦,3
B , ∆
◦
B, B̂, Q(B) =
(ω1, . . . , ωz) which were given in section 1; the index of the last row of
the graph of RB where there are written some vectors is ω1 − 1 and, by
Corollary 4.1, the maximum partition which is associated to elements of
SEB is Q(B).
By the definition of the rows of the graph of RB any row of index less than
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ω1 has at least one vector; by ι2) and ι3) of Corollary 3.1 the first vector
and the last vector of the µqi−th column are respectively v
1
µqi ,qi−qi−1
and
v
µqi
µqi ,1
for i = 1, . . . , u. Moreover we can observe the following less obvious
properties. We consider the injective map ϕ : ∆B −→ {0, . . . , ω1 − 1}
which associates to any vector the index of its row in the graph of RB and
the injective map φ : {0, . . . , ω1 − 1} −→ ∆B such that φ(i) is the first
vector of the i−th row of the graph of RB.
Lemma 5.2 The basis ∆B with the order < has the following properties:
i) the restriction of the map ϕ to ∆◦B is a bijection;
ii) the restriction of φ to {0, . . . , qi˜+ǫ˜ − 1} preserves the order and its
image is ∆◦,1B ; the restriction of φ to {ω1 − qi˜+ǫ˜ + 1, . . . , ω1} reverses
the order and its image is ∆◦,3B ;
iii) if i ∈ {1, . . . , i˜ + ǫ˜}, j ∈ {qi − qi−1, . . . , 1} and v
l′
µq
i′
,j′ is written in
the same row of the graph of RB as v
µqi
µqi ,j
then i′ ∈ {1, . . . , i− 1} and
l′ ∈ {µqi + 1, . . . , µqi′ − 1}.
Proof We can write the graph of RB starting with writing the vectors of
∆◦B according to lemma 5.1. In fact, by Corollary 3.1 and i) of Proposition
3.1 if µqi′ − l
′ < µqi − l there is no arrow from v
l′
µq
i′
,j′ to v
l
µqi ,j
and the same
holds if µqi′ − µqi > l
′ − l > 0; hence by the maximality of 2qi˜−1 + µqi˜(qi˜ −
qi˜−1) + ǫ˜ µqi˜+1(qi˜+1 − qi˜) if the vectors of ∆B are written in the graph of
RB according to lemma 5.1 then each vector of ∆B − ∆
◦
B is in the same
row as one of the vectors of ∆◦B , which proves i). If µqi < µqi′ then v
1
µq
i′
,j′
precedes v1µqi ,j
in the graph of RB by c) of lemma 5.1, while v
µqi
µqi ,j
precedes
v
µq
i′
µq
i′
,j′ by b) of lemma 5.1, hence we get ii). Moreover for i = 1, . . . , i˜ − 1,
j = qi − qi−1, . . . , 1 and l = µqi − 1, . . . , 1 the index of the row of v
l
µqi ,j
is
smaller than the index of the row of v
µqi+1
µqi+1 ,qi+1−qi
by ι2), ι3) of Corollary 3.1
(see the graph of RB in the case B = (17, 15, 13, 5, 4, 3
2 , 2, 1)), hence we get
iii). 
By i) of lemma 5.2 we get Theorem 1.1, which was proved by Polona Oblak
in [15].
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6 The maximum partition in NB (EB)
In this section we will prove properties of SEB with arguments which could
be used also for SNB , hence the proof of Theorem 1.2 is not really dependent
from Corollary 4.1.
Let X be the matrix of an endomorphism of Kn with respect to the basis
∆B ; let SE
⋆
B be the open subset of SEB ×K
n of all the pairs (X, v) ∈
N(n,K)×Kn with the following property:
if m ∈ N ∪ {0}, m ≤ ω1 − 1 then X
m v has nonzero entry with respect to
the vector of ∆◦B which is written in the m−th row of the ”graph of B” ;
let KB be the subset of K
n of all the vectors which have nonzero entry with
respect to v1µq1 ,q1
.
Proposition 6.1 If v ∈ Kn the fiber of v with respect to the canonical
projection of SE⋆B into K
n is not empty iff v ∈ KB.
Proof By Corollary 3.1 there exists a non-empty open subset of SEB (SE
⋆
B)
such that if X belongs to it the vector X v1µq1 ,q1
has nonzero entry with
respect to all the elements of ∆B − {v
1
µq1 ,q1
}. Hence if v ∈ Kn has nonzero
entry with respect to v1µq1 ,q1 and m, i ∈ N ∪ {0}, i ≥ m the condition that
Xm v has zero entry with respect to a vector of the i−th row of the graph
of RB isn’t an identity with respect to X. 
We recall the following classical lemma (see [7]).
Lemma 6.1 If X ∈ N(n,K) has index of nilpotency ω and v ∈ Kn is such
that Xω−1v 6= 0 there exists a subspace V of Kn such that X(V ) ⊆ V and
V ⊕ 〈v,Xv, . . . ,Xω−1v〉 = Kn .
For (X, v) ∈ SEB ×K
n let WX,v,0 = {0} and, for i ∈ N, let WX,v,i =
〈XhJkv |h, k ∈ N∪{0} , k < i〉. The subspaceWX,v,i is stable with respect to
X; let Xv,i be the endomorphism of K
n/WX,v,i defined byXi(WX,v,i+w) =
WX,v,i +Xw.
By Lemma 6.1 we get the following result.
Proposition 6.2 If (X, v) ∈ SEB ×K
n and Xω1−1v 6= 0 the partition of X
is (ω1, ν2, ν3, . . . , νp) iff the partition of Xv,1 is (ν2, ν3, . . . , νp).
If (X, v) ∈ N(n,K)×Kn and Kn = 〈XhJkv, h, k = 1, . . . , n〉 one says that
v is cyclic for X. The following Proposition explains a generalization of a
known result for the elements of NB .
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Lemma 6.2 For all v ∈ KB the subset of SEB of all X such that v is cyclic
for X is not empty.
Proof In [14] it has been proved that the subset of SNB ×K
n of all the
pairs (X, v) such that v is cyclic for X is not empty. The projection of this
subset on Kn is an open subset which is not empty, hence its intersection
with KB is not empty. Since any element of KB can be the µq1−th element
of a Jordan basis for J we get that KB is contained in that projection. 
Proposition 6.3 If (X, v) ∈ SEB ×K
n and v is cyclic for X then:
i) X has partition (ν1, . . . , νp) iff the set
Ω(X,J) = { X
hJkv | , h = νk+1 − 1, . . . , 0 , k = 0, . . . , p− 1 }
is a Jordan basis for X;
ii) if X has partition (ν1, . . . , νp), h
′, k′ ∈ N∪ {0} and k′ ≥ p or h′ ≥ νk′+1
then
Xh
′
Jk
′
v ∈ 〈 XhJkv |h = νk+1 − 1, . . . , 0 , k = 0, . . . , k
′ − 1 〉 .
Proof Since v is cyclic for X we have that
Kn/WX,v,i = 〈 WX,v,i +X
hJkv | h, k ∈ N ∪ {0} , k ≥ i 〉 .
Let X have partition (ν1, . . . , νp). Since ν1 is the index of nilpotency of X we
have Xν1−1v 6= 0, henceWX,v,1 = 〈v,Xv, . . . ,X
ν1−1v〉. Then ν2 is the index
of nilpotency of Xv,1 by lemma 6.1. Hence X
ν2−1Jv 6∈WX,v,1. Similarly for
i = 2, . . . , p − 1 we have that νi+1 is the index of nilpotency of Xv,i and
then Xνi+1−1J iv 6∈WX,v,i. 
Lemma 6.3 If (X, v) ∈ SE⋆B then WX,v,1 ∩ 〈∆B −∆
◦
B〉 = {0}.
Proof Let w be an element of WX,v,1 different from 0; let m be the mi-
nimum element of {0, . . . , ω1 − 1} such that w, if represented with respect
to {v,Xv, . . . ,Xω1−1v}, has nonzero entry with respect to Xmv. By the
definition of SE⋆B and Corollary 3.1 w has nonzero entry with respect to the
element of ∆◦B which is written in the row of indexm; hence w 6∈ 〈∆B−∆
◦
B〉.

If (X, v) ∈ SE⋆B we will denote by JX,v the endomorphism of K
n/WX,v,1
defined by JX,v(WX,v,1+w) =WX,v,1+J(w) for w ∈ ∆B−∆
◦
B . We observe
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that if X ∈ SNB then JX,v commutes with Xv,1. In general JX,v is not in
Jordan canonical form with respect to the basis {WX,v,1 + v
l
µqi ,j
| vlµqi ,j
∈
∆B − ∆
◦
B}; in fact it is not true that v
µqi
µqi ,j
∈ WX,v,1 for i = 1, . . . , i˜ − 1
and j = qi − qi−1, . . . , 1 (see the example with B = (17, 15, 13, 5, 4, 3
2 , 2, 1),
where µq
i˜
= 4 and µq
i˜+ǫ˜
= 3). In the next Corollary we will show that
if (X, v) ∈ SE⋆B the partition of n − ω1 which corresponds to JX,v is the
partition B̂ which has been defined in the introduction.
For i = 1, . . . , i˜ − 1 and j = qi − qi−1, . . . , 1 let H(i, j) be the set of
all (i′, j′, l′) such that i′ ∈ {1, . . . i − 1} , j′ ∈ {qi′ − qi′−1, . . . , 1} and
l′ ∈ {2, . . . , µqi′ − µqi + 1}.
Lemma 6.4 If (X, v) ∈ SE⋆B then for i = 1, . . . , i˜ − 1, j = qi − qi−1, . . . , 1
there exist a(i, j, i′, j′, l′) ∈ K for (i′, j′, l′) ∈ H(i, j) such that:
v
µqi
µqi ,j
+
∑
(i′,j′,l′)∈H(i,j)
a(i, j, i′, j′, l′) v
l′+µqi−1
µq
i′
,j′ ∈WX,v,1 ,
v
µqi−1
µqi ,j
+
∑
(i′,j′,l′)∈H(i,j)
a(i, j, i′, j′, l′) v
l′+µqi−2
µq
i′
,j′ 6∈WX,v,1 .
Proof Let (X, v) ∈ SE⋆B. By iii) of lemma 5.1 for i = 1, . . . , i˜ − 1 and
j = qi − qi−1, . . . , 1 there exist a ∈ K − {0} and a(i, j, i
′, j′, l′) ∈ K for
(i′, j′, l′) ∈ H(i, j) such that
X
ϕ(v
µqi
µqi
,j
)
v = a v
µqi
µqi ,j
+
∑
(i′,j′,l′)∈H(i,j)
a · a(i, j, i′, j′, l′) v
l′+µqi−1
µq
i′
,j′ ;
this proves the first claim. For m = 0, . . . , ϕ(v
µqi−1
µqi ,j
) the vector Xm v has
nonzero entry with respect to the vector of ∆◦B which is written in the row
of index m of the ”graph of B”, while it has zero entry with respect to the
vectors of ∆◦B which are written in the previous rows; hence
v
µqi−1
µqi ,j
6∈ WX,v,1 +
〈
v
l′+µqi−2
µq
i′
,j′ , (i
′, j′, l′) ∈ H(i, j)
〉
which proves the second claim. 
In the following we will assume that for (X, v) ∈ SE⋆B , i = 1, . . . , i˜ − 1,
j = qi − qi−1, . . . , 1 and (i
′, j′, l′) ∈ H(i, j) the elements a(i, j, i′, j′, l′) ∈ K
have the property expressed in lemma 6.4.
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Corollary 6.1 If (X, v) ∈ SE⋆B and we set
vˆlµqi ,j
=


vlµqi ,j
+
∑
(i′,j′,l′)∈H(i,j)
a(i, j, i′, j′, l′) vl
′+l−1
µq
i′
,j′
if i ∈ {1, . . . , i˜− 1}, j ∈ {qi − qi−1, . . . , 1}, l ∈ {1, . . . , µqi − 1}
vlµqi ,j
if i ∈ {˜i+ ǫ˜+ 1, . . . , u}, j ∈ {qi − qi−1, . . . , 1}, l ∈ {1, . . . , µqi}
the representation of JX,v with respect to the basis
∆̂B,X,v = {WX,v,1 + vˆ
l
µqi ,j
| vlµqi ,j ∈ ∆B −∆
◦
B}
(with the order induced by ∆B) has Jordan canonical form and its partition
is B̂.
Proof In lemma 6.4 for i = 1, . . . , i˜ − 1 and j = qi − qi−1, . . . , 1 we have
proved the following claims:
Jµqi−1
(
v1µqi ,j
+
∑
(i′,j′,l′)∈H(i,j)
a(i, j, i′, j′, l′) vl
′
µq
i′
,j′
)
∈WX,v,1 ,
Jµqi−2
(
v1µqi ,j
+
∑
(i′,j′,l′)∈H(i,j)
a(i, j, i′, j′, l′) vl
′
µq
i′
,j′
)
6∈WX,v,1 .
By the definition of JX,v they imply that (JX,v)
µqi−2
(
WX,v,1 + vˆ
2
µqi ,j
)
=
WX,v,1, (JX,v)
µqi−3
(
WX,v,1 + vˆ
2
µqi ,j
)
6= WX,v,1. Moreover for i = i˜ + ǫ˜ +
1, . . . , u and j ∈ {qi − qi−1, . . . , 1} we have that vˆ
µqi
µqi ,j
= v
µqi
µqi ,j
6∈ WX,v,1,
since v
µqi
µqi ,j
is written in the same row of the graph of RB as one of the
elements of ∆◦B; this means that (JX,v)
µqi−1
(
WX,v,1 + vˆ
1
µqi ,j
)
6= WX,v,1,
while (JX,v)
µqi
(
WX,v,1 + vˆ
1
µqi ,j
)
=WX,v,1 since J
µqi v1µqi ,j
= 0. 
For any (X, v) ∈ SE⋆B we consider a basis ∆̂B,X,v with the property expressed
in lemma 6.1 and we define a map from ∆̂B,X,v to {e1, . . . , en−ω1} in the
following way: if WX,v,1+ vˆ
l
µqi ,j
is the h−th element of ∆̂B,X,v the image of
WX,v,1+vˆ
l
µqi ,j
is eh. This map induces an isomorphism pX,v fromK
n/WX,v,1
to Kn−ω1 ; we denote by πB the morphism from SE
⋆
B to N(n−ω1,K) defined
by
(X, v) 7−→ pX,v ◦ Xv,1 ◦ (pX,v)
−1 .
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Let QB be the open subset of SE
⋆
B of all the pairs (X, v) such that the parti-
tion of X is the maximum partition Q(B) = (ω1, . . . , ωz) which is associated
to the elements of SEB (SNB). Let S˜E B̂ be the set of all the nilpotent en-
domorphisms of Kn−ω1 which are conjugated to elements of SE
B̂
.
Proposition 6.4 The morphism πB has the following properties:
a) SE
B̂
⊆ πB (SE
⋆
B ) ;
b) πB (QB ) ⊆ S˜E B̂ .
Proof
a) We consider the pairs (X, v) ∈ SE⋆B with the following properties:
P1) there are no arrows from elements of ∆
◦
B to elements of ∆B−∆
◦
B;
P2) v = v
1
µq1 ,q1
.
We observe that pairs of this type exist also in SNB ×K
n (this proves
the observation written at the beginning of this section). Since v1µq1 ,q1
∈
∆◦B, for these pairs we have that WX,v,1 = 〈∆
◦
B 〉; hence by lemma
6.4 we have that a(i, j, i′, j′, l′) = 0 for all i = 1, . . . , i˜ − 1, j =
qi − qi−1, . . . , 1 and (i
′, j′, l′) ∈ H(i, j), that is ∆̂B,X,v = {WX,v,1 +
vlµqi ,j
| vlµqi ,j
∈ ∆B−∆
◦
B} by Corollary 6.1. If v
l
µqi ,j
and vl
′
µq
i′
,j′ are re-
spectively the h−th and the h′−th vector of ∆B−∆
◦
B then the entry of
pX,v ◦ Xv,1 ◦ (pX,v)
−1 (eh) with respect to eh′ is the entry of X (v
l
µqi ,j
)
with respect to vl
′
µq
i′
,j′ . By the definition of RB , Proposition 5.1 and
Corollary 5.1 we get that for all X̂ ∈ SE
B̂
there exists (X, v) ∈ SE⋆B
with the properties P1) and P2) such that πB((X, v)) = X̂.
b) Let (X, v) ∈ QB and let (X
′, v′) ∈ QB ∩ (NB ×K
n). By Corol-
lary 4.1 and Proposition 6.2 the endomorphisms Xv,1 and (X
′)v′,1
are conjugated. Since (X ′)v′,1 commutes with JX′,v′ we have that
πB((X
′, v′)) ∈ N
B̂
, hence πB((X, v)) ∈ S˜E B̂ .

Now we can prove Theorem 1.2, which has been announced in the introduc-
tion.
Proof of Theorem 1.2
1st step: by Corollary 4.1 the maximum partition which is associated to the
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elements of S˜E
B̂
(SE
B̂
) is (ω̂1, ω̂2, . . . , ω̂ẑ).
2nd step: by Propositions 6.1 and by a) of Proposition 6.4 there exists a
non-empty open subset of SEB such that if X belongs to it the partition
of Xv,1 is greater or equal than (ω̂1, ω̂2, . . . , ω̂ẑ); hence by Proposition 6.2
there exists a non-empty open subset of SEB such that if X belongs to it
the partition of X is greater or equal than (ω1, ω̂1, ω̂2, . . . , ω̂ẑ).
3rd step: by b) of Proposition 6.4 the maximum partition which is associated
to the elements of SEB is smaller or equal than (ω1, ω̂1, ω̂2, . . . , ω̂ẑ).
Hence the maximum partition which is associated to the elements of SEB is
(ω1, ω̂1, ω̂2, . . . , ω̂ẑ), which by Corollary 4.1 is equivalent to the claim. 
Example 4 If B = (15, 13, 5, 4, 32 , 2, 1) we have i˜ = qi˜ = µqi˜ = 4, ω1 =
4 + 3 · 2 + 2 · 3 = 16 and B̂ = (15 − 2, 13 − 2, 5 − 2, 2, 1) = (13, 11, 3, 2, 1).
Then
̂̂
B = (11, 3, 2, 1) and
̂̂̂
B = (3, 2, 1). Since the maximum partition of the
elements of N ̂̂
B̂
is (5, 1), we get that the maximum partition of the elements
of NB is (16, 13, 11, 5, 1).
Theorem 1.2 leads to an algorithm for the determination of the maximum
partition which is associated to elements of NB for any partition B.
7 Other results on the orbits intersecting NB
In [5] one proved a relation between Q(B) and the Hilbert functions of the
algebras K[A, J ] for A ∈ NB. After this result Tomazˇ Kosˇir and Polona
Oblak in [13] (2008) proved that a generic pair of commuting nilpotent
matrices generates a Gorenstein algebra and then obtained as a consequence
the following result.
Theorem 7.1 For any partition B the partition Q(B) has decreasing parts
differing by at least 2, hence the map Q is idempotent.
Theorem 1.2 leads to the following proof of Theorem 7.1.
Another proof of Theorem 7.1 We can prove the claim by induction
on n, hence we can assume that ω̂i − ω̂i+1 ≥ 2 for i = 1, . . . , ẑ − 1. By the
definition of ω1 and ω̂1 we get that ω1 − ω̂1 ≥ 2, hence by Theorem 1.2 we
get that ωi − ωi+1 ≥ 2 for i = 1, . . . , z − 1. Then by Corollary 1.1 we get
that Q(Q(B)) = Q(B). 
Polona Oblak recently published a paper on properties of the nilpotent orbits
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which intersect NB for some special types of B (see [16]), among which we
cite the following result.
Theorem 7.2 If n > 3 then NB intersects all the nilpotent orbits if and
only if J2 = 0.
The map Q was investigated by D.I. Panyushev in the more general context
of Lie algebras. In fact if g is a semisimple Lie algebra over an algebraically
closed field K such that char K = 0 and N (g) is the nilpotent cone of g then
N (g) is irreducible (see [12]). Let e ∈ N (g) and let zg(e) be the centralizer
of e. Let {e, h, f} be an sl2-triple and let g =
⊕
i∈Z
g(i) be the corresponding
Z− grading of g. Let G be the adjoint group of g. In [17] D.I. Panyushev
defined an element e to be self-large if G ·e ∩ (zg(e) ∩ N (g)) is open (dense)
in zg(e) ∩ N (g) and he proved the following result.
Theorem 7.3 The element e ∈ N is ”self-large” iff zg(e) ∩ g(0) is toral
and zg(e) ∩ g(1) = {0}.
Acknowledgements I am greatly indebted to Polona Oblak for sharing
the conjecture with me and to Tomazˇ Kosˇir for precious observations on the
first version of this paper.
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