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Abstract
In this thesis we analyze scheduling in wireless networks under the physical
model. In particular, we ask the following question. Given n communication
requests as pairs of nodes from a metric space, how fast can we schedule all
of them? We have to assign a schedule slot and a transmission power to each
request and need to ensure that during each schedule step the interference
at the addressed receivers is not too high. The interference is modeled in
terms of the Signal to Interference Plus Noise Ratio (SINR) that compares
the received signal strength with the sum of all other simultaneously sent
signals plus ambient noise. We strive to minimize the schedule length.
We investigate scheduling using oblivious power assignments where each
request uses a transmission power depending only on the path loss between
sender and receiver. The most famous examples of such power assignments
are the uniform assignment, where each sender uses the same transmission
power, and the linear assignment that uses transmission powers linear in the
path loss between the two nodes.
We first present a measure of interference that allows us to lower bound
the schedule length when using linear or optimal power assignment. Based
on this measure of interference we devise distributed scheduling algorithms
for the linear power assignment reaching the minimal schedule length up to
small factors.
Second, we study the limitations of oblivious power assignments by prov-
ing lower bounds for scheduling algorithms using these power assignments.
In particular, when only considering the number of nodes in the lower bound,
oblivious power assignments cannot yield an approximation ratio asymptot-
ically better than the worst possible performance guarantee.
When modifying the problem to bidirectional communication these lower
bounds only hold for some oblivious power assignments, e. g., for uniform
and linear power assignment. This motivated us to deeply investigate the
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bidirectional variant of the problem. Here, in every schedule step the two
nodes of a pair can exchange messages in both directions, as long as only one
of them acts as a sender at any given time. We present a detailed analysis
of bidirectional scheduling using the square root power assignment which
provides an exponential shorter worst-case schedule than, e. g., the linear or
uniform power assignment.
In the last part we raise the question of the capacity of wireless networks
in an online setting. To be more specific, requests arrive over time and on
arrival of a single request we have to either accept or reject it. The objective
is to accept as much requests as possible such that all accepted requests form
an SINR feasible set. Not only does our analysis reveal an exponential gap
between the performance of deterministic offline and online algorithms, we
also present a well-performing randomized algorithm for this problem.
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Zusammenfassung
Diese Dissertation bescha¨ftigt sich mit dem Scheduling von Kommunikati-
onsanfragen in drahtlosen Netzwerken unter dem physikalischen Interferenz-
modell. Wir untersuchen, wie viele Zeitschritte beno¨tigt werden, damit n
solcher Anfragen, modelliert als Paare von Punkten aus einem metrischen
Raum, ihre Nachrichten kollisionsfrei senden ko¨nnen. Unser Ziel ist es, die
Anzahl der notwendigen Zeitschritte zu minimieren. Dazu weisen wir je-
dem Kommunikationspaar einen Zeitschritt und eine Sendeleistung zu, so
dass die Interferenz an allen Empfa¨ngern im selben Zeitschritt hinreichend
klein ist. Interferenz modellieren wir unter Zuhilfenahme des sogenannten
Signal-zu-Interferenz-plus-Rausch-Verha¨ltnisses. Dieses setzt die empfangene
Signalsta¨rke in Verha¨ltnis zu der Summe aller anderen zeitgleich empfange-
nen Signale plus Hintergrundrauschen.
Wir konzentrieren uns in dieser Arbeit auf distanzbasierte Sendeleistun-
gen, bei denen jedem Paar eine Leistung zugewiesen wird, die nur vom Ab-
stand der beiden Kommunikationspartner abha¨ngig ist. Die bekanntesten di-
stanzbasierten Zuweisungsschemata sind lineare Sendeleistungen, bei denen
die Energie proportional zum Abstand der Punkte ist, und uniforme Sen-
deleistungen, bei denen jeder Sender mit der gleichen, konstanten Energie
sendet.
Im ersten Teil geben wir ein Interferenzmaß an, dass es uns ermo¨glicht,
eine untere Schranke fu¨r die Anzahl beno¨tigter Zeitschritte sowohl fu¨r das
lineare als auch fu¨r das optimale Sendeleistungsschema anzugeben. Weiter-
hin pra¨sentieren wir auf dem Interferenzmaß basierende verteilte Scheduling-
Algorithmen fu¨r lineare Sendeleistungen, die diese untere Schranken bis auf
kleine Faktoren erreichen.
Die na¨chste Frage, die uns bescha¨ftigt, ist die Folgende. Wie gut ko¨nnen
Algorithmen mit distanzbasierten Sendeleistungen im Vergleich zu optimalen
Algorithmen sein? Wir zeigen, dass wenn wir nur die Anzahl n der Kommu-
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nikationsanfragen beru¨cksichtigen, fu¨r solche Algorithmen nur die triviale
untere Schranke von Ω(n) gezeigt werden kann.
Wenn wir hingegen ein bidirektionales Kommunikationsmodell betrach-
ten, gelten diese Schranken nur noch fu¨r einige distanzbasiere Sendeleis-
tungsschemata, darunter auch das lineare und das uniforme Schema. Aus-
gehend von dieser Beobachtung starten wir eine detaillierte Untersuchung
des bidirektionalen Modells. In diesem ko¨nnen zwei Kommunikationspartner
wa¨hrend eines Zeitschrittes Nachrichten in beide Richtungen austauschen,
solange nur einer von beiden zu einem gegebenen Zeitpunkt sendet. Wir
zeigen, dass Sendeenergien proportional zur Quadratwurzel der Distanz zwi-
schen den Knoten eine exponentiell bessere Worst-Case-Schranke liefern als
lineare oder uniforme Sendeenergien.
Im letzten Teil untersuchen wir die Kapazita¨t von drahtlosen Netzwer-
ken in einem Online-Szenario. Wir nehmen an, dass Kommunikationsanfra-
gen nacheinander gestellt werden. Bei Ankunft einer Anfrage mu¨ssen wir
entscheiden, ob wir diese akzeptieren oder zuru¨ckweisen. Dabei wollen wir
mo¨glichst viele Anfragen akzeptieren, ohne dass an einem der akzeptierten
Empfa¨nger die Interferenz zu hoch wird. Unsere Analyse zeigt eine signifikan-
te Diskrepanz zwischen deterministischen Offline- und Online-Algorithmen.
Weiterhin pra¨sentieren wir einen randomisierten Online-Algorithmus, der die
deterministischen Algorithmen deutlich u¨bertrifft.
vi
Acknowledgements
Without the support and advice of several people it would not have been
possible to write this thesis. First of all, I thank my advisor Berthold Vo¨cking
for giving me the opportunity to work in his department. His focus and
enthusiasm have been a great inspiration and motivation for me. I also
thank Roger Wattenhofer for his effort of co-refereeing my thesis.
Second, I am indebted my coauthors Heiner Ackermann, Patrick Briest,
Sascha Geulen, Martin Hoefer, Thomas Kesselheim and Harald Ra¨cke for
many valuable discussions and productive collaboration. In particular, I
thank Martin and Thomas for their patience in our scientific discussions and
for proofreading this thesis.
Finally, I thank all the actual and former members of the Algorithm and
Complexity group at RWTH Aachen for such a great (working) atmosphere.
vii
viii
Contents
1 Introduction 1
1.1 Modeling Interference . . . . . . . . . . . . . . . . . . . . . . . 2
1.2 The Interference Scheduling Problem . . . . . . . . . . . . . . 5
1.2.1 Online Scheduling . . . . . . . . . . . . . . . . . . . . . 6
1.2.2 Oblivious Power Assignments . . . . . . . . . . . . . . 7
1.3 Our Contribution . . . . . . . . . . . . . . . . . . . . . . . . . 8
1.3.1 Analyzing the Linear Power Assignment . . . . . . . . 8
1.3.2 Square Root Power and the Bidirectional Model . . . . 10
1.3.3 Online Scheduling . . . . . . . . . . . . . . . . . . . . . 12
1.4 Related Work . . . . . . . . . . . . . . . . . . . . . . . . . . . 14
1.4.1 Bibliographical Notes . . . . . . . . . . . . . . . . . . . 17
2 Scheduling with the Linear Power Assignment 19
2.1 The Measure of Interference I and Lower Bounds . . . . . . . 19
2.2 Upper Bounds for the Linear Power Assignment . . . . . . . . 25
2.3 Extensions for Multi-hop Scheduling and Routing . . . . . . . 31
2.3.1 Multi-hop Scheduling with Fixed Paths . . . . . . . . . 32
2.3.2 Finding Optimal Paths (Routing) . . . . . . . . . . . . 33
2.3.3 Consequences for the CLM Problem . . . . . . . . . . . 34
3 Oblivious Power Assignments and the Bidirectional Model 37
3.1 The Gap of Oblivious Power Schemes . . . . . . . . . . . . . . 37
3.2 The Square Root Assignment . . . . . . . . . . . . . . . . . . 42
3.2.1 Scaling the SINR Threshold . . . . . . . . . . . . . . . 43
3.2.2 Splitting Pairs . . . . . . . . . . . . . . . . . . . . . . . 45
3.2.3 From General Metrics to Trees . . . . . . . . . . . . . . 47
3.2.4 From Trees to Stars . . . . . . . . . . . . . . . . . . . . 48
3.2.5 Putting the Pieces Together . . . . . . . . . . . . . . . 49
ix
Contents
3.2.6 Analysis for Star Metrics . . . . . . . . . . . . . . . . . 50
3.3 A Scheduling Algorithm for the Square Root Power Assignment 61
4 Online Request Scheduling 69
4.1 A Simple Algorithm and a Lower Bound . . . . . . . . . . . . 70
4.2 Competitive Ratios below ∆d . . . . . . . . . . . . . . . . . . 79
4.2.1 A Near-Optimal Algorithm for the Square Root As-
signment . . . . . . . . . . . . . . . . . . . . . . . . . . 79
4.2.2 Multiple Channels . . . . . . . . . . . . . . . . . . . . 81
4.2.3 A Randomized Algorithm . . . . . . . . . . . . . . . . 82
4.3 Extensions . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 83
4.3.1 Requests with Duration . . . . . . . . . . . . . . . . . 83
4.3.2 Doubling Metrics . . . . . . . . . . . . . . . . . . . . . 84
5 Conclusions 89
Bibliography 93
x
Chapter 1
Introduction
The importance and omnipresence of wireless networks raises new challenges
for the theoretical computer science community. A deep understanding is
necessary not only to analyze throughput and capacity of such networks, but
also to develop applicable algorithms that achieve near-optimal performance.
Wireless devices can communicate without a physical connection between
them. This useful feature raises new challenges as communication attempts
that use the same frequencies interfere with each other. One of the main
tasks is carefully balancing the number of simultaneous transmissions since
too many transmissions lead to numerous collisions and dropped packets,
whereas too few transmissions do not utilize the available spectrum and in
this way deteriorate the performance of the network. This highlights the
need of developing good scheduling strategies.
In a first step we need to formalize system models that are on the one
hand mathematically conceivable, on the other hand reasonable realistic.
There are two widely accepted classes of interference models: Graph based
(or protocol) models and fading channel models. In graph based models
interference is described as a binary property. Usually, two communication
links connected by an edge in the graph cannot transmit successfully at the
same time. The existence of an edge is often based on the distance between
the nodes. Such models have the advantage that graph theoretical results can
be directly adapted. Then again, the main criticism is that these models are
too simplifying. In fading channel models such as the physical model, which
is a widely accepted model in the engineering community, signals fade away
with increasing distance from the sender. Thus, interference has a continuous
character, which makes the analysis and development of scheduling strategies
1
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more involved.
Finding good schedules is only one step towards increasing the network
utility. A second task is to find suitable transmission powers for the devices
as this has great influence on the data rates. First basic analyses assumed
that all devices use a specific, fixed transmission power. It turns out that
allowing the involved devices to adjust their transmission power can lead to
significant improvements.
In this thesis we give a deep insight into such scheduling scenarios with
power control. Before giving an outline of our results we present our formal
model.
1.1 Modeling Interference
Wireless communication and data transmission are omnipresent. High data
rates and low latency are demanded. But the more transmissions take place,
the more interference arises, causing a negative effect on these criteria.
Interference has been modeled in various ways. Simple approaches about
transmitting data packets in radio networks rely on graph based vicinity mo-
dels of the following flavour. Two nodes in the radio network are connected
by an edge in a communication graph if and only if they are in mutual trans-
mission range. Interference is modeled through independence constraints:
If a node u transmits a signal to an adjacent node v, then no other node
in the vicinity of v, e. g., in the one- or two-hop neighborhood, can trans-
mit. This modeling approach is far from reality. First, the graph theoretical
concept of an edge is too simplifying as neither radio signals nor interfer-
ence end abruptly at a boundary. This can lead to too much interference as
the received signals from multiple far away transmissions add up. Second,
in reality two close by pairs can transmit simultaneously under the right
circumstances. These models are not able to cover such cases.
A more realistic model was presented by Gupta and Kumar [GK98]. This
so called physical model is well-accepted in the engineering community and
gained some interest in recent theoretical work [AD09, ALP09, CKM+07,
CKM+08,GHWW09,GOW07,Hal09,MW06,MWZ06]. This model describes
interference as a continuous property. It is assumed that the strength of a
signal diminishes with the distance from its source. More specifically, let
d(u, v) denote the distance between the nodes u and v. We assume the path
2
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loss radio propagation model, where a signal sent by node u with power p is
received at node v with p/d(u,v)α, where α ≥ 1 is a parameter of the model,
the so-called path-loss exponent.1 Node v can successfully decode this signal
if its strength is relatively large in comparison to the strength of other signals
received at the same time. This constraint is described in terms of the Signal
to Interference plus Noise Ratio (SINR) being defined as the ratio between
the strength of the signal that shall be received and the sum of the strengths
of signals simultaneously sent by other nodes (plus ambient noise). For suc-
cessfully receiving a signal, it is required that the SINR is at least as large
as some hardware-defined threshold β > 0, the so-called SINR threshold.
Recent work compares graph based and physical models, e. g., [MJD08,
GH01, MWW06, Mos07, LP10]. They conclude theoretically as well as ex-
perimentally that schedules based on the physical model outperform graph
based schedules. On the other hand, when restricting certain model param-
eters from the physical model such as the path-loss exponent or the aspect
ratio scheduling in this model reduces up to a constant factor to solutions
obtained by graph coloring models [Hal09,LL09,KR10].
In the following, we will illustrate the physical model with a simple but
intriguing example also showing the importance of choosing the right power
assignment. Suppose there are two pairs of nodes (u1, v1) and (u2, v2). Two
signals shall be sent simultaneously, one from u1 to v1 and the other from
u2 to v2. Suppose the nodes are placed in a nested fashion on a line, that
is, the points are located on the line in the order u1, u2, v2, v1 such that the
distance between u1 and u2 is 2, the distance between u2 and v2 is 1, and the
distance between v2 and v1 is 2 (cf. Figure 1.1). For simplicity fix α = 2 and
β = 1, and neglect the noise.
• At first, let us assume that both u1 and u2 send their signal with the
same power 1. Then the strength of u1’s signal at node v1 is 1/25 while
the strength of u2’s signal at the same node is 1/9. Hence, v1 cannot
decode the signal sent by node u1 as it is drowned by u2’s signal. That
is, the outer pair is blocked by the inner pair when using uniform
powers.
• At second, let us assume that signals are sent in a way that the path
loss is compensated, that is, both nodes use a strength that is linear
1Depending on the environment, it is usually assumed that 2 ≤ α ≤ 5.
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u1 v1u2 v2
25
1
9
9
Figure 1.1: Placement of the nodes and the path loss for α = 2. Linear and
uniform power assignment both need different schedule steps for each of the
requests, the square root power assignment can schedule both requests at
once.
in the path loss. In particular, u1 sends at power 25 and u2 sends at
power 1. Now consider the strengths of the signals received at v2: The
strength of u2’s signal is only 1 while the strength of u1’s signal is 25/9.
Thus, the inner pair is blocked by the outer pair when using powers
that are chosen linear in the path loss.
• Finally, let us make an attempt setting the powers equal to the square
root of the path loss, that is, u1 uses power 5 and u2 uses power 1. Now
easy calculus shows that, at v1, the strength of u1’s signal is larger than
the strength of u2’s and, at v2, the strength of u2’s signal is larger than
the strength of u1’s. Hence, simultaneous communication between the
nested pairs is possible when choosing the right power assignment.
This simple example highlights the power of the physical model. In con-
trast to graph based models nested pairs of devices can be scheduled si-
multaneously as long as we choose the right power assignment. Moscibroda
et al. [MWW06] created a testbed to show that this effect is not only a
theoretical artifact but implementable in a real-world network.
In our previous example the nodes were placed in a one-dimensional met-
ric. In several works, e. g., [CKM+07, AD09], it is assumed that the nodes
are placed in the two-dimensional Euclidean space and α > 2. In this case
the accumulated interference from infinitely many equidistant senders with
constant transmission powers is bounded by some constant. A generalization
4
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of such a combination of path loss function and distance metric are so-called
fading metrics [Hal09]. In such fading metrics the path loss coefficient α has
to be strictly less than the doubling dimension, that is, the smallest k such
that any ball of radius r can be covered by 2k balls of radius r/2.
Most results we are presenting in this thesis are more general, as they
hold for general metric spaces and any α ≥ 1, if not mentioned otherwise.
1.2 The Interference Scheduling Problem
We investigate interference scheduling problems like the one in the introduc-
ing example. Let V be a set of nodes from a metric space and let d(u, v)
denote the distance between two nodes u, v ∈ V . Let the aspect ratio
∆ = maxu,v{d(u, v)}/minu,v{d(u, v)} denote the ratio between the longest
and the shortest distance between any two nodes. W.l.o.g. let the distances
be scaled such that minu,v{d(u, v)} = 1 and maxu,v{d(u, v)} = ∆.
One is given a set R of n requests each consisting of a pair (ui, vi) ∈ V 2,
where ui is the source and vi is the destination of the signal from the i-th
communication request. For every i ∈ [n] := {1, . . . , n} we need to specify a
power level pi > 0 and a color ci ∈ [k] such that the latency, i. e., the number
of colors k, is minimized and the request pairs in each color class satisfy the
following SINR constraint :
pi
d(ui, vi)α
≥ β
 ∑
j∈[n]\{i}
cj=ci
pj
d(uj, vi)α
+N
 . (1.1)
In this expression α is the path loss exponent that characterizes the decay of
a signal over a distance. The exact value of α depends on external conditions
such as obstacles, reflections and humidity. Several measurements for indoor
and outdoor path loss exponents can be found in [Rap01], where α ranges
from 1.6 to 6. Our analyses hold for α ≥ 1, unless stated otherwise. The
hardware-dependent constant β is the so-called SINR threshold. We assume
β > 0. Finally, the constant N expresses ambient noise.
The SINR constraint (Equation 1.1) is the central condition for successful
communication in the physical model. It characterizes the strength at vi of
the signal emitted by ui compared to ambient noise and the interference from
5
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signals of all other senders that are assigned the same color (corresponding
to time slots or non-interfering channels).
The most common communication protocols used in practice rely on bidi-
rectional point-to-point communication. This is reflected by the following
variant of the physical model in which requests are undirected, that is, each
of the two nodes of a request acts both as sender and receiver. In this bidi-
rectional problem variant the SINR-constraint is adapted as follows. For all
requests i ∈ [n] and each w ∈ {ui, vi}, it must hold
pi
d(ui, vi)α
≥ β
 ∑
j∈[n]\{i}
cj=ci
pj
min{d(uj, w)α, d(vj, w)α} +N
 . (1.2)
Here the distance between two nodes from different request pairs i and
j is always the shortest distance between those pairs, that is, it equals
min{d(ui, uj), d(ui, vj), d(vi, vj), d(uj, vi)}. In every request set that fulfills
the bidirectional SINR condition the two nodes of a request can exchange
messages in both directions, as long as only one of them acts as sender at any
given time. An alternative way of understanding this model is the following.
Each request pair i induces two directed links (ui, vi) and (vi, ui) and each
solution is restricted to use the same transmission power for both links.
1.2.1 Online Scheduling
In this section we introduce an online variant of the interference scheduling
problem. We receive an unknown number of n communication requests se-
quentially over time. As in the offline model, each request i ∈ [n] consists
of a point pair from a metric space V with a distance function d(u, v) for
u, v ∈ V . Further, each request pair i comes with a parameter ti, which
denotes the duration of the request. We denote by Γ = (maxi ti)/(mini ti),
where w.l.o.g. we let mini ti = 1 and maxi ti = Γ.
Requests arrive sequentially over time. The goal is to accept the maxi-
mum number of requests that can successfully communicate simultaneously,
that is, to maximize the capacity. For each request an online algorithm must
make a decision whether to accept the request or not. For an accepted request
i it needs to set a power level pi and a channel ki ∈ {1 . . . , k} for the sender
ui to emit a signal. The algorithm maintains the sets S1, . . . , Sk of accepted
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requests on the corresponding channels. Decisions on acceptance, power lev-
els, and channels of a request cannot be revoked later on. If a request is
accepted, the algorithm must ensure that it remains successful throughout
its duration. The criterion of “successful” for an accepted directed request i
is the SINR constraint (Equation 1.1) modified for the available channels:
pi
d(ui, vi)α
≥ β
∑
j∈Ski
j 6=i
pj
d(uj, vi)α
+Nki
 . (1.3)
An online algorithm has to ensure that Equation 1.3 is satisfied for all i ∈
S = S1 ∪ . . . ∪ Sk throughout. The adaption for the bidirectional model is
straight forward and not stated explicitly. When we try to find maximum
feasible subsets of requests we will refer to this as capacity maximization
problems.
For the analysis of our online algorithms we make use of the following
definitions. Let A(ω) denote the number of request pairs an online algorithm
A accepts, and let OPT(ω) denote the number of requests in an optimal
offline solution on an input sequence ω. An online algorithm is c-competitive
(or “yields competitive ratio c”) if there exists a constant a, such that for
every input ω
A(ω) ≥ (OPT(ω)/c) + a .
We call algorithm A strictly c-competitive if it is c-competitive with a = 0.
All algorithms we present in Chapter 4 are strictly competitive. For the lower
bounds we do not need to rely on strictness.
1.2.2 Oblivious Power Assignments
The presented interference scheduling problems consist of two correlated sub-
problems: the power assignment and the coloring (for schedule minimization)
or selection (for capacity maximization). In this thesis we shed light on
scheduling with distance-based power assignments, as they are locally com-
putable independent of other requests. This locality allows an immediate
implementation in a distributed setting.
By far most literature focuses on scheduling with uniform power assign-
ment, in which all pairs send at the same power, i. e., pi = 1 for each request
7
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i (see, e. g., [GK98, HM04, SR98]). These power assignments are motivated
by devices without power control which is a common characteristic for sen-
sor network devices [ALPP09]. In other studies, the linear power assignment
is considered, in which the power level for a pair is chosen proportional to
the path loss, i. e. pi = d(ui, vi)
α, (e. g., [BM02, CKM+07, WNE02]). The
linear power assignment has the advantage of being energy-efficient as the
minimal transmission power required to transmit along a distance d is Θ(dα).
Furthermore, in the introducing example we have seen that square root (or
mean) assignments which set powers proportional to the square root of the
path loss (pi =
√
d(ui, vi)α) might be an interesting alternative, as they – in
contrast to linear and uniform power assignments – allow to schedule nested
pairs of requests.
In this thesis we focus on such distance-based power assignments because
of their simplicity and locality, which is a striking conceptual advantage in
distributed wireless systems. A distance-based (or oblivious) power assign-
ment p is given by pi = φ(d(ui, vi)) with a function φ : [1,∆]→ (0,∞). For
uniqueness we assume φ is always scaled such that φ(1) = 1. A slightly more
narrow class is the class of polynomial assignments of the form φ(d(ui, vi)) =
d(ui, vi)
rα with parameter r ∈ R. Both, the class of oblivious and the class of
polynomial assignments include uniform, linear and square root assignments.
1.3 Our Contribution
1.3.1 Analyzing the Linear Power Assignment
In Chapter 2 we focus on the linear power assignments, i. e., for a request
pair (ui, vi) the power is pi = d(ui, vi)
α and, hence, linear in fading. Linear
power schemes also have been considered in [BM02,CKM+07,WNE02]. Our
analysis will show that one loses only a factor of order log ∆ due to restrict-
ing to this power scheme. Let us remark that the dependence on the aspect
ratio ∆ cannot be avoided using a linear power assignment which, without
taking into account other parameters than n, cannot achieve an approxima-
tion ratio better than Ω(n) (see Section 3.1).
We introduce an instance-based measure of interference that enables us
to estimate the optimal schedule length of any set of requests within small
factors.
8
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Definition 1.3.1 (Measure of Interference). Let R ⊆ V × V be a set of
requests. For w ∈ V define
Iw(R) =
∑
(u,v)∈R
min
{
1,
d(u, v)α
d(u,w)α
}
.
Using this we define the measure of interference induced by the requests R:
I = I(R) = max
w∈V
Iw(R) .
In Chapter 2 we present upper and lower bounds for the optimal schedule
length in terms of I, i. e., we bound the number of steps needed for schedul-
ing R. When the requests are placed in any metric space and the power
assignment of the optimal solution is not restricted at all, we can prove the
following lower bound.
Theorem 1.3.2. For a set of requests, every schedule using an arbitrary
power assignment has length at least Ω (I/log ∆·logn).
This bound improves to Ω(I/log ∆), when restricting to the two-dimensional
Euclidean space and assuming α > 2. Alternatively, when restricting to lin-
ear power assignments and assuming general metrics, this bound improves
even to Ω(I). We complement these lower bounds with two efficient algo-
rithms. The first, very basic algorithm computes a schedule for linear power
assignments using only O(I · log n) steps. For a slightly more involved algo-
rithm we derive the following upper bound.
Theorem 1.3.3. For any instance there exists a schedule under the linear
power assignment of length at most O(I + log2 n) steps whp2.
This results in a constant-factor approximation of the optimal schedule
under linear power assignments for dense instances, i. e., if I ≥ log2 n. To the
best of our knowledge, this result is so far the only constant-factor approx-
imation for the scheduling problem in the physical model. Combining this
upper bound for linear power assignments with the lower bound for general
power assignments and the two-dimensional Euclidean space shows that the
price for using linear, in other words, energy-efficient power assignments is
of order O(log ∆).
2with high probability: with probability 1− n−c for any constant c > 0
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We further extend our results towards multi-hop scheduling and routing.
In the multi-hop scheduling problem, a request is defined by a sequence of
pairs, so-called paths, rather than a single pair of nodes. Along each of these
paths, one should forward a message from the first to the last node on the
path. Let D denote the maximum number of hops on each of these paths,
the so-called dilation. Generalizing, the lower bounds from the single-hop to
the multi-hop problem, shows that one needs at least Ω(I/log ∆ logn+D) steps,
for general power assignments, Ω(I/log ∆ + D) for the Euclidean space, and
Ω(I + D) steps, for linear power assignments. We show how to extend our
second algorithm for the single-hop scheduling to the multi-hop case, where
it produces a schedule of at most O(I +D · log2 n) steps.
These results for multi-hop scheduling remind of the O(congestion +
dilation)-type results that have been shown previously for routing in wired
networks, see, e. g., [adHV95,LMR94,LMRR94,ST97]. In fact, this previous
work was the inspiration to search for an instance-based density measure
that allows to derive lower bounds for the scheduling complexity in wireless
networks like the congestion in wired networks. At this point, let us remark
that, unlike the congestion, our interference measure I does not trivially give
a lower bound on the number of steps needed for scheduling a set of requests
but it requires a careful analysis as also the upper bound does.
We then show how to extend our result to combined multi-hop routing and
scheduling. Now requests are again defined by pairs of nodes. The problem is
to find source-destination paths for all requests and to compute a power as-
signment and a schedule delivering all packets using as few steps as possible.
Combining our multi-hop scheduling algorithm with a linear programming
approach for computing paths that minimize the term max{I,D} gives an
O(log ∆ log3 n)-approximation for the combined routing and scheduling prob-
lem in general metrics. In the two-dimensional Euclidean space the approx-
imation factor is O(log ∆ log2 n). This generalizes the results from Chafekar
et al. [CKM+07] (cf. Section 1.4) towards general metrics and improves on
their approximation factors.
1.3.2 Square Root Power and the Bidirectional Model
In Chapter 3 we turn our focus on oblivious power assignments. We study
the question whether those power assignments are efficient with respect to
the schedule length (or, equivalently, number of colors) they require in com-
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parison to an optimal schedule. Our answer to this question is different
depending on whether one considers the directed or bidirectional version of
the problem.
For the directed scheduling problem we prove the following.
Theorem 1.3.4. For any oblivious power assignment p there exists a family
of instances with n directed communication requests needing Ω(n) schedule
steps when using p, but only a constant number of steps when using an optimal
power assignment.
Thus, when considering only the size of the input, oblivious power as-
signments cannot yield approximation ratios better than n for the directed
interference scheduling problem, which corresponds to the worst possible per-
formance guarantee. As a consequence, the dependence on the aspect ratio ∆
cannot be avoided when considering oblivious power assignments on directed
request sets. We also show that, when taking the aspect ratio into account,
there is a gap of Ω(
√
log log ∆) between oblivious and non-oblivious power
schemes.
The negative results for the directed variant are shown by specifying
families of request pairs on the line. That is, these results hold already
for the one-dimensional Euclidean space. In contrast, the following positive
result about the bidirectional variant holds for request pairs from every metric
space.
Theorem 1.3.5. For any set of n bidirectional requests, the square root
power assignment admits a schedule that is at most polylog(n) times longer
than an optimal schedule.
The introductory example with the nested request pairs on the line al-
ready gave an intuition what is the secret behind the square root power
assignment. Our analysis shows that this kind of balancing effect does not
only exist for the line but it is present in any metric space.
The proof for the existence of the schedule in the bidirectional case relies
on simulating general metrics by tree metrics and then, as a next step, decom-
posing tree metrics into star metrics in a hierarchical manner. Our existence
proof is non-constructive. We make our result constructive by additionally
giving an efficient approximation algorithm for the scheduling problem under
the square root assignment. This way, we obtain the first polynomial time
11
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algorithm with approximation ratio polylog(n) for interference scheduling in
the physical model.
These motivating results for the bidirectional model were first presented
in [FKRV09] and triggered the research on the square root power assignment,
see, e. g., [Hal09,HM10].
1.3.3 Online Scheduling
The drawback of all previous treatments of the physical model is that they
neglect the dynamic structure of this problem. In Chapter 4 we focus on this
aspect. In particular, we analyze capacity maximization in an online setting,
that is, we aim to maximize the number of accepted requests rather than
scheduling all requests. The offline version of this problem received a lot of
attention, e. g., [AD09,GHWW09].
In the online version of this problem requests arrive over time one by one.
An online algorithm has to decide whether to accept an incoming request or
not and assign the accepted requests a transmission power. Decisions about
acceptance as well as power assignments cannot be revoked later on.
Our first contribution are lower bounds for deterministic online algorithms
choosing requests for a single channel. We show the following lower bound
for deterministic online algorithms.
Theorem 1.3.6. Every deterministic online algorithm using a polynomial
power assignment has a competitive ratio of Ω
(
Γ ·∆d·max{r,1−r}). Every de-
terministic online algorithm is Ω
(
Γ ·∆d/2)-competitive
• using arbitrary power assignments in the case of bidirectional requests
and
• using distance-based power assignments in the case of only directed re-
quests.
For uniform and linear power assignments, this result yields a lower bound
of Ω
(
Γ ·∆d); for the square root power assignment, we get lower bound of
Ω
(
Γ ·∆d/2). In fact, we can show that the Ω (Γ ·∆d/2) lower bound on
the competitive ratio is not restricted to polynomial power assignments: In
the case of directed requests, this bound holds for any distance-based power
assignment and, in the case of bidirectional requests, the same bound holds
even for general power assignments.
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Our lower bounds reveal an exponential gap between the approximation
guarantees achievable by deterministic online and offline algorithms. The
main difficulty of the online scenario turns out to be that requests cannot
be ordered by length. This has been a crucial ingredient to all existing
deterministic offline algorithms with polylogarithmic approximation guaran-
tee [AD09,GHWW09,Hal09].
Our second contribution is a deterministic online algorithm for a single
channel that almost matches the lower bounds. All following results hold
for directed and bidirectional requests. Algorithm Safe-Distance works
for polynomial power assignments with r ∈ [0, 1]. For uniform and linear
power assignments, it achieves a competitive ratio of O (Γ ·∆d). For the
square root power assignment, we extend the basic idea and obtain algorithm
Multi-Class Safe-Distance, which achieves the following near-optimal
competitive ratio.
Theorem 1.3.7. For any constant ε > 0, Multi-Class Safe-Distance
is O (Γ ·∆d/2+ε)-competitive for a single channel using the square root power
assignment.
Let us explicitly point out that these competitive ratios compare the per-
formance of online algorithms with polynomial power assignments to opti-
mal offline algorithms with general power assignments. Combining the upper
bound for the square root power assignment with the lower bounds above
shows that this power assignment achieves nearly the best possible competi-
tive ratio among all (distance-based) power assignments (in case of directed
requests) and is superior to any other polynomial power assignment.
Our third contribution is an illustration of the power of multiple chan-
nels for deterministic online algorithms. We generalize algorithm Multi-
Class Safe-Distance and its analysis from 1 to k channels and achieve
an exponential reduction in the competitive ratio. We prove that algo-
rithm Multi-Class Safe-Distance using k = k′ · k′′ channels is only
O (k · Γ1/k′ ·∆(d/2k′′)+ε)-competitive. In particular, with just a logarithmic
number of channels we obtain a deterministic algorithm with logarithmic
competitive ratio. This algorithm is only constant-competitive against an
optimum solution that uses only one channel. By randomly choosing a chan-
nel, we thus obtain a randomized algorithm Random Safe-Distance for
a single channel that beats the deterministic lower bounds.
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Channels Uniform/Linear Square root
Determ.
1 Θ
(
Γ ·∆d) O (Γ ·∆d/2+ε)
Ω
(
Γ ·∆d/2)
k O (k · Γ1/k1 ·∆d/k2) O (k · Γ1/k1 ·∆(d/2k2)+ε)
Random.
1 Θ(log Γ · log ∆) O(log Γ · log ∆)
Ω(log log Γ · log log ∆)
k O(log Γ · log ∆)
Table 1.1: Main results of Chapter 4.
Corollary 1.3.8. Random Safe-Distance is O(log Γ · log ∆)-competitive
for any polynomial power assignment.
Finally, we show the robustness of our results by extending all upper
bounds from Euclidean to doubling metrics. This allows to introduce features
such as obstacles in our model, which locally disturb Euclidean distances but
do not affect the global structure of the metric.
In Table 1.1 we give a structured summary of the results presented in
Chapter 4.
1.4 Related Work
The first theoretical studies about interference scheduling in the physical
model focus on topologies generated by placing nodes randomly in two-
dimensional Euclidean space, see, e. g., [BL03,GK00,KT03].
Studying the capacity of wireless networks with respect to arbitrary to-
pologies has been initiated by Moscibroda and Wattenhofer [MW06]. They
present the first worst-case analysis of the interference scheduling problem.
However, they do not handle general request sets but only specific kinds of
sets. In particular, they study the question of how many time slots are needed
to schedule a set of communication requests ensuring strong connectivity
among n points placed arbitrarily in two-dimensional Euclidean space. On
the one hand, they prove that there are configurations requiring Ω(n) time
slots using either uniform or linear power assignments, when not taking other
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parameters, like the aspect ratio ∆, into account. On the other hand, they
show that O(log4 n) time slots are sufficient to ensure strong connectivity
when choosing the right power assignment.
After this seminal work several authors considered versions of the schedul-
ing problem independently. One wide branch of research analyses scheduling
for uniform power assignments.
The best known result for uniform power assignments is achieved by
Goussevskaia et al. in [GHWW09,Gou09]. They present the first topology-
independent algorithm that achieves an O(1) approximation guarantee with
respect to the number of requests that can be scheduled simultaneously
when restricting to uniform power assignments. Repeatedly applying this
result to a set of request yields an O(log n) approximation for the scheduling
problem using uniform power. Halldo´rsson and Wattenhofer [HW09] intro-
duce the affectance, a function closely related to our measure of interference
(cf. Definition 1.3.1). They claim that their affectance-based algorithm yields
a constant-factor approximation for scheduling with uniform powers. Unfor-
tunately, due to a faulty claim in [HW09] the question whether the scheduling
problem using uniform powers is O(1)-approximable still remains open.
Kesselheim and Vo¨cking [KV10] generalize the idea of an interference
measure for a broader class of monotone power assignments, including uni-
form and square root power assignment. For a fixed power assignment, they
introduce the maximum average affectance A¯ and show that it is at most an
O(log n) factor away from the optimal schedule length. They first present
a basic algorithm, that uses transmission probabilities depending on A¯ for
each request. With an exponential backoff and a nontrivial way of sending
acknowledgments they obtain a fully decentralized algorithm which yields an
O(log2 n) approximation factor.
Goussevskaia et al. [GMW08] examine the local broadcasting problem
where any node in the network intends to transmit a packet to all nodes
within its so-called local broadcasting range. They describe two distributed
algorithms which have a polylogarithmic approximation factor.
In [ALPP09] Avin et al. study the connectivity problem for wireless grid
networks under uniform power. They show that the number of colors needed
for strong connectivity is constant in two-dimensional grids if α > 2.
The work of Avin et al. [AEK+09] gives an insight, which possibilities and
restrictions are caused by uniform powers. They study properties of SINR
diagrams, i. e., graphs that depict reception regions for a given instance under
15
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uniform power assignment. They show that every reception region is convex
(for α > 0 and β ≥ 1) and fat (for α = 2 and β > 1).
In [ALP09] Avin et al. study the capacity maximization problem for uni-
form power with bounded resources. On the one hand they bound the length
L of the network for one-dimensional networks. Here they show construc-
tively that when changing the power assignment from optimal to uniform
power one loses at least a factor of Ω(logL), which matches with the upper
bound of an example from [MOW07]. On the other hand they allow only
power levels in [1, pmax] and prove that scheduling with uniform powers yields
a schedule of length Θ(n/log pmax). They show that the usual worst-case exam-
ples that grow exponentially will rarely occur in practical, resource-bounded
instances. This motivates solving such problems for the simpler uniform
power model and then get rid of the logarithmic factor for general powers.
Andrews and Dinitz [AD09] consider the capacity maximization problem
from a game theoretic point of view and present an O(log ∆) approximation.
They further show that it is NP-hard to find a maximal feasible subset of
requests. This work was extended by Dinitz in [Din10] towards a distributed
setting by using a no-regret algorithm.
The results from [FKRV09] (which we will present in this thesis) bring
focus to the square root power assignment and show that in the bidirec-
tional model a schedule at most O(polylog n) longer than a schedule using
optimal powers exists. This result was improved by Halldo´rsson [Hal09] to
a factor of O(log n) in fading metrics. Further he proves that the optimal
schedule length is at most an O(log log ∆ · log n) factor worse than one using
the optimal power assignment. Recently, Halldo´rsson and Mitra [HM10] fur-
ther improve on these results. For the capacity maximization problem, they
present an O(1)-approximation algorithm for any length monotone, sublin-
ear power assignment in general metrics. They use this algorithm to prove
that scheduling in the bidirectional model is bounded by O(log n) in general
metrics. This upper bound matches asymptotically with their lower bound of
Ω(log n) for bidirectional scheduling with oblivious power assignments. Their
result underlines the strength of the square root power assignment, as this
transmission power is essentially the best possible for the scheduling problem
in the bidirectional setting.
Other work uses some more complicated, non-oblivious power assign-
ments. Moscibroda et al. [MWZ06] extend the results from [MW06] to arbi-
trary demands. They introduce a certain interference measure Iin and present
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an O(log2 n · Iin) algorithm. This result enables them to improve the bound
for strong connectivity from O(log4 n) to O(log3 n). Unfortunately, Iin is no
lower bound for the optimal schedule length. Thus, it does not give any ap-
proximation guarantee for general request sets since there is no comparison
between Iin and the optimal schedule length.
Chafekar et al. [CKM+07] study the combined routing and multi-hop ver-
sion of the interference scheduling problem. It is crucial for their analysis to
deal with two-dimensional Euclidean instances and α > 2. This allows to
use graph coloring in a way similar to the approaches used in the graph the-
oretical vicinity models. In their analysis the considered power assignment is
restricted, that is, it is assumed that power levels must be chosen from a spec-
ified interval [1, pmax]. It yields a schedule using O(opt′ ·log2 n log ∆ log2 pmax)
time slots where opt′ denotes the minimal number of time slots needed for a
schedule with slightly smaller power range [1, (1− )pmax].
Another branch of research focuses on power control. First power control
algorithms had a heuristic nature. In [EE04], ElBatt and Ephremides pro-
pose a power control algorithm with the following idea. They start with an
arbitrary power assignment and modify the power for each pair in a given
iteration step to overcome the noise plus interference from the previous step.
This iteration converges to the optimal assignment, as long as a feasible power
assignment exists. To derive a scheduling algorithm from such a power con-
trol approach, one selects a set of requests with guaranteed existence of a
fixed point for the power control mechanism. Moscibroda et al. [MOW07]
discussed these approaches and proved a bad worst-case performance for a
number of heuristics.
The long open question of approximating optimal powers in the physical
model was recently addressed by Kesselheim [Kes10]. He presents an algo-
rithm that yields a constant-factor approximation for capacity maximization
in fading metrics. The same algorithm achieves a bound of O(log n) in gen-
eral metrics.
1.4.1 Bibliographical Notes
Most of the results presented in this thesis have been published as joint
work at various conferences. The results regarding the linear power assign-
ment presented in Chapter 2 appeared in [FKV09]. The in-depth analysis
of bidirectional scheduling in the physical model using square root power
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(see Chapter 3) were sketched in [FKRV09]. The online model we discuss in
Chapter 4 was first analyzed in [FGHV10].
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Chapter 2
Scheduling with the Linear
Power Assignment
In this chapter we focus on the interference scheduling problem with the lin-
ear power assignment, i. e., the power for a request pair (ui, vi) is proportional
to d(ui, vi)
α and, hence, linear in the path loss. The linear power assignment
has the advantage of being energy efficient as the minimal transmission power
required to transmit along a distance d(ui, vi) is proportional to d(ui, vi)
α.
In Section 2.1 we present our measure of interference I, which allows
us to lower bound the schedule for general metrics using the linear power
assignment by Ω(I). If we allow any power assignment, the schedule length
can be bounded by Ω(I/log ∆ logn). For α > 2, embedding the instance in the
Euclidean space improves this bound to O(I/log ∆).
These results are complemented in Section 2.2 by a simple and efficient
algorithm computing a schedule using O(I · log n) steps. A more sophisti-
cated algorithm computes a schedule using O(I + log2 n) steps. This gives a
constant-factor approximation of the optimal schedule using the linear power
assignment for dense instances, i. e., if I ≥ log2 n. These results are extended
to multi-hop scheduling in Section 2.3.
2.1 The Measure of Interference I and Lower
Bounds
We first present an instance-based measure of interference I. This allows us
to lower bound the number of steps needed for scheduling a request set R in
19
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w1
w2
Figure 2.1: An example for the measure of interference with three requests.
Gray circles mark the areas where the interference from a sender is at least 1.
For the red node Iw2 is 1 plus the interference from the two rightmost senders
(each less than 1). The interference is maximal at the blue node w1, i. e.,
Iw1 = 3, so the measure of interference I for this instance is I = 3.
terms of I.
Definition 2.1.1 (Measure of Interference). Let R ⊆ V × V be a set of
requests. For w ∈ V define
Iw(R) =
∑
(u,v)∈R
min
{
1,
d(u, v)α
d(u,w)α
}
.
Using this function we define the measure of interference induced by the re-
quests in R:
I = I(R) = max
w∈V
Iw(R) .
Figure 2.1 illustrates an example of the measure of interference. The in-
stance depicted there consists of three requests, the gray circles mark areas
where the interference of the corresponding sender is at least 1 while trans-
mitting and, thus, the minimum in the measure of interference evaluates to
1. The measure of interference at w2 is 1 plus the interference from the two
rightmost senders (each less than 1, depending on the exact value of α). At
w1 it is Iw1 = 3, which is at the same time the measure of interference I for
the whole instance.
Observe that I is subadditive, i. e., for R = R1 ∪R2 it holds
I(R) = max
w∈V
Iw(R) ≤ max
w∈V
{Iw(R1) + Iw(R2)}
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≤ max
w∈V
Iw(R1) + max
w∈V
Iw(R2) = I(R1) + I(R2) .
We first present a lower bound comparing the measure of interference with
the optimal schedule using the linear power assignment in general metrics.
Theorem 2.1.2. For a set of requests, every schedule using the linear power
assignment has length at least Ω(I).
Proof. Assume there is a schedule of length T when using the linear power
assignment. Then there exist sets of requests R1, . . . , RT each of which
satisfies the SINR constraint for this power assignment. As I is subadditive
we have I
(⋃T
t=1Rt
)
≤ ∑Tt=1 I (Rt). Thus it suffices to show that I(Rt) =
O(1) for every t ∈ {1, . . . , T}, as this implies T = Ω(I).
Let Rt = {(u1, v1), . . . , (un¯, vn¯)} and let w ∈ V . Furthermore, let vj
be the receiver from Rt that is closest to w, i. e., j ∈ arg mini∈[n¯] d(vi, w).
Possibly it holds that w = vj.
We distinguish between two kinds of requests. We define a set U of indices
of requests whose senders ui lie within a distance of at most
1
2
d(vj, w) from w,
i. e., U = {i ∈ [n¯] | d(ui, w) ≤ 12d(vj, w)}. First we upper bound Iw(Rt \ U).
For all i ∈ [n¯] \ U it holds that
d(ui, vj) ≤ d(ui, w) + d(w, vj) ≤ d(ui, w) + 2d(ui, w) = 3d(ui, w)
by applying triangle inequality and the definition of U . Thus, it follows
Iw(Rt \ U) ≤
∑
i∈[n¯]\U
i 6=j
d(ui, vi)
α
d(ui, w)α
≤
∑
i∈[n¯]\U
i 6=j
d(ui, vi)
α
1
3α
d(ui, vj)α
≤ 3
α
β
.
Next we bound Iw(U). Using the triangle inequality we can conclude for
all i ∈ U
d(ui, vj) ≤ d(ui, w) + d(w, vj) ≤ 3
2
d(vj, w) . (2.1)
In addition, it holds
d(vj, w) ≤ d(vi, w) ≤ d(vi, ui) + d(ui, w) ≤ d(vi, ui) + 1
2
d(vj, w) .
Here the first inequality is true since vj is the closest receiver to w, the second
step holds by triangle inequality and the third step follows from the definition
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of U . This implies
d(vj, w) ≤ 2d(ui, vi) . (2.2)
Combining Equation 2.1 and Equation 2.2 we get d(ui, vj) ≤ 3d(ui, vi). Thus
it follows
|U \ {j}| =
∑
i∈U
i 6=j
d(ui, vi)
α
d(ui, vi)α
≤
∑
i∈U
i 6=j
d(ui, vi)
α
1
3α
d(ui, vj)α
≤ 3
α
β
,
and, hence,
Iw(U) =
∑
i∈U
min
{
1,
d(ui, vi)
α
d(ui, w)α
}
≤ 3
α
β
+ 1 .
In conclusion, with the bounds for Iw(U) and Iw(Rt \ U) we get
Iw(Rt) ≤ Iw(U) + Iw(Rt \ U) = 2 · 3
α
β
+ 1 = O(1) .
Next we present a lower bound on the optimal schedule length using an
optimal power assignment in general metrics.
Theorem 2.1.3. For a set of requests, every schedule using an arbitrary
power assignment has length at least Ω (I/log ∆·logn).
Proof. We use a similar technique as in the proof of Theorem 2.1.2. However,
the main challenge here is to deal with an unknown power assignment. Since
there is a schedule of length T in this power assignment, there exist sets
of requests R1, . . . , RT each of which satisfies the SINR constraint for this
power assignment. We divide such a set Rt into log ∆ classes Ct,j = {(u, v) ∈
Rt | 2j−1 ≤ d(u, v) < 2j}. Again, by using the subadditivity of I, it suffices
to show that I(Ct,j) = O(log n) for such a class. Fix Ct,j and let Ct,j =
{(u1, v1), . . . , (un¯, vn¯)}. Further, for notational simplicity we write L = 2j−1.
We can bound the number of requests whose senders are located around
a node within a distance of at most `.
Lemma 2.1.4. For all w ∈ V and ` ≥ L let K`(w) = {i ∈ [n¯] | d(ui, w) ≤ `}.
Then, it follows
|K`(w)| ≤ 1
β
(
4`
L
)α
+ 1 .
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Proof. Let p be the power assignment that allows all requests to be scheduled
in a single time slot. Let furthermore (uk, vk) be the request with k ∈ KL(w)
that is transmitted with minimal power pk. As the SINR condition is satisfied
for request (uk, vk), we get
1
β
pk
d(uk, vk)α
≥
∑
i∈K`(w)
i 6=k
pi
d(ui, vk)α
≥
∑
i∈K`(w)
i 6=k
pi
(2`+ 2L)α
≥ (|K`(w)| − 1) · pk
(2`+ 2L)α
.
It follows
|K`(w)| − 1 ≤ 1
β
(
2`+ 2L
d(uk, vk)
)α
≤ 1
β
(
4`
L
)α
.
Now, let w ∈ V . We prove Iw(Ct,j) = O(log n). W. l. o. g. let u1, . . . , un¯
be ordered by increasing distance to w. Observe that for all ` > 0 we have
K`(w) = {1, . . . , x} for some x ∈ N by this definition.
For k ≤ log n¯+ 1 let Sk = [2k] \ [2k−1]. Furthermore, let `k be defined as
`k = mini∈Sk d(ui, w). For Iw(Ct,j) follows from these definitions
Iw(Ct,j) =
n¯∑
i=1
min
{
1,
d(ui, vi)
α
d(ui, w)α
}
≤
log n¯+1∑
k=1
∑
i∈Sk
d(ui, vi)
α
d(ui, w)α
+
∑
i∈KL(w)
1
≤ (2L)α
log n¯+1∑
k=1
|Sk|
`αk
+ |KL(w)| .
As the distances are increasing, it holds `k ≥ d(ui, w) for all i ≤ 2k−1. In
other words [2k−1] ⊆ K`k(w).
Since we add up the interference induced by requests from KL(w) sepa-
rately, we may assume `k ≥ L for all k and apply Lemma 2.1.4 on |K`k(w)|,
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thus
2k−1 = |[2k−1]| ≤ |K`k(w)| ≤
(
4`k
L
)α
+ 1 .
Consequently, it follows
`αk ≥ (2k−1 − 1)
(
L
4
)α
.
Using the above results for `αk and |KL(w)| we can bound Iw(Ct,j) by
(2L)α
log n¯+1∑
k=1
2k−1
(2k−1 − 1) (L
4
)α +(4α
β
+ 1
)
≤ 8α
log n¯+1∑
k=1
2 +
4α
β
+ 1 = O(log n) .
Earlier results (e. g., [CKM+07,GOW07]) restricted the instances often to
the Euclidean plane and required α to be strictly greater than 2. Under these
assumptions we can use geometric arguments to get an even better bound of
Ω(I/log ∆) on the optimal schedule length, as we show in the following.
Theorem 2.1.5. For a set of requests located in the Euclidean plane, if
α > 2, every schedule using an arbitrary power assignment has length at
least Ω (I/log ∆).
Proof. Let T denote the length of a schedule using an arbitrary power as-
signment. Again, we divide the requests into log ∆ ·T classes Ct,i. This time,
we have to prove Iw(Ct,i) = O(1). Let us remark that in the Euclidean plane
a ring of inner radius L · r and width L can be covered by 8(r + 1) circles of
radius L. If x is the center of such a circle, it follows from Lemma 2.1.4 that
|KL(x)| ≤ 4αβ . Thus we have |KL(r+1)(w) \KLr(w)| ≤ 8(r + 1)4
α
β
≤ 16r 4α
β
=
r 4
α+2
β
for r ≥ 1. We can bound Iw(Ct,j) by
Iw(Ct,j) ≤
∞∑
r=1
|KL(r+1)(w) \KLr(w)| · (2L)
α
(Lr)α
+ |KL(w)| .
Using the above result we get
Iw(Ct,j) ≤ 2α4
α+2
β
∞∑
r=1
r1−α +
4α
β
≤ 4
α
β
(
2α42
α− 1
α− 2 + 1
)
= O(1) .
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2.2 Upper Bounds for the Linear Power As-
signment
The measure of interference introduced in the last section enables us to design
randomized algorithms using the linear power assignment. Before we turn
towards the algorithms we simplify the SINR constraint to avoid notational
clutter.
For a request pair (ui, vi) the linear power assignment sets the power
pi = c · (ui, vi)α for some fixed c ≥ βN . If R is a set of requests that can be
scheduled in one time slot, we have for all nodes v′ with (u′, v′) ∈ R
∑
(u,v)∈R
(u,v)6=(u′,v′)
c · d(u, v)α
d(u, v′)α
≤ c
β
−N .
Since β > 1 we can write equivalently
Iv′(R) =
∑
(u,v)∈R
min
{
1,
d(u, v)α
d(u, v′)α
}
≤ 1
β
− N
c
. (2.3)
For simplicity of notation we replace 1
β
− N
c
by 1
β′ in the following proofs.
The idea of our basic algorithm (Algorithm 1) is that each sender decides
randomly in each time slot if it tries to transmit until it is successful. The
probability of transmission is set to 1
2β′I and is not changed throughout the
process.
Algorithm 1 A simple single-hop algorithm
1: while packet has not been successfully transmitted do
2: try transmitting with probability 1
2β′I
3: end while
Theorem 2.2.1. Algorithm 1 yields a schedule of length at most O(I log n)
whp.
Proof. We first consider the probability of success for a fixed request (uk, vk)
in a single step of the algorithm. Let Xi, i ∈ [n], be the 0/1 random variable
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indicating if sender ui tries to transmit in this step. Assume a sender uk tries
to transmit in this step, i. e., Xk = 1. To make this attempt successful, the
interference constraint (Equation 2.3) has to be satisfied. We can express
this event as Z ≤ 1/β′ where Z is defined by
Z =
∑
i∈[n]
i 6=k
min
{
1,
d(ui, vi)
α
d(ui, vk)α
}
Xi .
We have E [Z] ≤ 1/2β′ and thus we can use Markov’s inequality to bound the
probability that this packet cannot be transmitted successfully by
Pr
[
Z ≥ 1
β′
]
≤ Pr [Z ≥ 2E [Z]] ≤ 1
2
.
To make the transmission successful the two events Xk = 1 and Z ≤ 1/β′
have to occur. Since they are independent it holds that
Pr
[
Xk = 1, Z ≤ 1
β′
]
= Pr [Xk = 1] · Pr
[
Z ≤ 1
β′
]
≥ 1
2β′I
(
1− 1
2
)
=
1
4β′I
.
Thus, the probability for packet k not to be successfully transmitted in (k0 +
1)4β′I lnn independent repeats of such a step is therefore at most(
1− 1
4β′I
)(k0+1)4β′I lnn
≤ e−(k0+1) lnn = n−(k0+1) .
Applying a union bound we get an overall bound on the probability that one
of n packets is not successfully transmitted in these independent repeats by
n−k0 . This means all senders are successful within O(I log n) steps whp.
An obvious disadvantage of the basic algorithm is that the probability of
transmission stays the same throughout the process. We can improve this
bound by increasing the probability of transmission after some transmis-
sions have successfully taken place. We need the following weighted Chernoff
bound that can deal with dependent random variables.
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Lemma 2.2.2. Let X1, . . . , Xn be 0/1 random variables for which there
exists p ∈ [0, 1] such that for all k ∈ [n] and all a1, . . . , ak−1 ∈ {0, 1}
Pr [Xk = 1 | X1 = a1, . . . Xk−1 = ak−1] ≤ p . (2.4)
Let furthermore w1, . . . , wn be reals in (0, 1] and µ ≥ p
∑
wi. Then the
weighted Chernoff bound
Pr
[
n∑
i=1
wiXi ≥ (1 + δ)µ
]
≤
(
eδ
(1 + δ)(1+δ)
)µ
holds.
Proof. To show this bound, a standard proof for the weighted Chernoff
bound [Rag88] can be adapted. By using the definition of expectation and
repeatedly applying Equation 2.4, one can show that
E
[
etX
] ≤ n∏
i=1
(
petwi + 1− p) ,
although random variables are no more independent. In the original proof
no other step makes use of the independence.
This bound can be used to analyze the more sophisticated Algorithm 2.
This algorithm assigns random delays to all packets. The maximum delay is
decreased depending on Icurr, which denotes the measure of interference that
is induced by the requests that have not been scheduled at this point.
Algorithm 2 An O(I + log2 n) whp algorithm
1: while Icurr ≥ log n do
2: J := Icurr
3: while Icurr ≥ J
2
do
4: if packet i has not been successfully transmitted then
5: assign a delay 1 ≤ δi ≤ 16eβ′J i. u. r.
6: try transmission after waiting the delay
7: end if
8: end while
9: end while
10: execute algorithm Algorithm 1
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The algorithm works as follows: The measure of interference is reduced
to a half of its initial value during one iteration of the outer while loop by
repeatedly assigning random delays to the packets. This is repeated until we
have Icurr < log n and the basic algorithm is applied.
Our first observation is that reducing Icurr by factor 2 takes O(Icurr)
scheduling steps whp.
Lemma 2.2.3. During one iteration of the outer while loop of Algorithm 2,
the inner while loop is executed at most k0 + 2 times with probability at least
1− n−k0 for all constants k0.
Proof. Let us first consider a single iteration of this loop. We assume all
senders are taking part as if none has been successful during this iteration of
the outer while loop yet. We only benefit from any previous success.
Observe, if the senders of a set S are transmitting and there is a collision
for packet i, it holds∑
j∈S
j<i
min
{
1,
d(uj, vj)
α
d(uj, vi)α
}
>
1
2β′
or
∑
j∈S
j>i
min
{
1,
d(uj, vj)
α
d(uj, vi)α
}
>
1
2β′
.
In the first case let Y <i = 1, in the second one Y
>
i = 1. We now show that
the random variables Y <1 , . . . , Y
<
n fulfill Equation 2.4 for p =
1
8e
. Let us fix
k ∈ [n] and a1, . . . , ak−1 ∈ {0, 1}. We have to show
Pr
[
Y <k = 1 | Y <1 = a1, . . . , Y <k−1 = ak−1
] ≤ p .
Since the delays δi are drawn independently they can be considered as if
they were drawn one after the other in order δ1, δ2, . . .. Then the value of Y
<
i
would already be determined after drawing δi by definition. In other words:
The values of δ1, . . . , δk−1 already determine the values of Y <1 , . . . , Y
<
k−1. It
follows that there is a subset M ⊆ [16eβ′J ]k−1 of delay values such that
Y <1 = a1, . . . , Y
<
k−1 = ak−1 iff (δ1, . . . , δk−1) ∈M .
Now let Xi be a 0/1 random variable for i ∈ [k − 1] such that Xi = 1 iff
δi = δk. We can observe that for all (b1, . . . , bk−1) ∈ [16eβ′J ]k−1 it holds
E [Xi | δ1 = b1, . . . , δk−1 = bk−1] = 1
16eβ′J
.
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Define furthermore
Z<k =
k−1∑
i=1
min
{
1,
d(ui, vi)
α
d(ui, vk)α
}
Xi
with E [Z<k | δ1 = b1, . . . , δk−1 = bk−1] ≤ 116eβ′ . Now it follows that
Pr [ Y <k = 1 | δ1 = b1, . . . , δj−1 = bk−1 ]
= Pr
[
Z<k >
1
2β′
∣∣∣∣∣ δ1 = b1, . . . , δk−1 = bk−1
]
≤ 2β′E [Z<k | δ1 = b1, . . . , δk−1 = bk−1]
=
1
8e
= p .
Applying the law of alternatives yields
Pr
[
Y <k = 1 | Y <1 = a1, . . . , Y <k−1 = ak−1
]
=
∑
(b1,...,bk−1)∈M
Pr
[
δ1 = b1, . . . , δk−1 = bk−1 | Y <1 = a1, . . . , Y <k−1 = ak−1
]
·Pr [Y <k = 1 | δ1 = b1, . . . , δk−1 = bk−1]
≤ p .
Thus, for w ∈ V , we may apply Lemma 2.2.2 on I<w defined as
I<w =
n∑
i=1
min
{
1,
d(ui, vi)
α
d(ui, w)α
}
Y <i .
This random variable indicates the remaining measure of interference that is
caused by these collisions. Setting δ = 2e−1 and µ = J
8e
Lemma 2.2.2 states
Pr
[
I<w ≥
J
4
]
≤ 2−J4 ≤ n−1 .
Now consider the situation after k0 + 2 iterations of the inner while loop.
Since these are independent repeats we have
Pr
[
I<w ≥
J
4
]
≤ n−(k0+2) .
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With a symmetric argument this also applies to I>j . For a sender that has not
been successful we have Z<j +Z
>
j ≥ 1. This means we have the bound Icurrw ≤
I<w + I
>
w . For the remaining measure of interference I
curr = maxw∈V Icurrw we
can conclude
Pr
[
Icurr ≥ J
2
]
≤
∑
w∈V
Pr
[
Icurrw ≥
J
2
]
≤
∑
w∈V
Pr
[
I<w ≥
J
4
or I<w ≥
J
4
]
≤ n (n−(k0+2) + n−(k0+2))
≤ n−k0 .
Using the previous lemma, we can bound the numbers of steps that are
generated in the while loops.
Theorem 2.2.4. Algorithm 2 generates a schedule of length at most O(I +
log2 n) steps whp.
Proof. Let Tk denote the number of scheduling steps generated in the k-th
execution of the outer while loop. From the previous lemma we know that
Pr
[
vk ≥ (k0 + 3) 16eβ′ 1
2k−1
I
]
≤ 1
nk0+1
.
Let furthermore U denote the number of scheduling steps generated in the
execution of Algorithm 1. As shown in Lemma 2.2.1, it holds that
Pr [U ≥ (k0 + 2) 4β′ lnn log n] ≤ 1
nk0+1
.
Thus the total number of steps generated in the while loops
∑
k vk + U can
be estimated by
Pr
[∑
k
vk + U ≥ (k0 + 3) 32eβ′I + (k0 + 2) 4β′ lnn log n
]
≤ Pr
[∨
k
vk ≥ (k0 + 3) 16eβ′ 1
2k−1
I ∨ U ≥ (k0 + 2) 4β′ lnn log n
]
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≤
∑
k
Pr
[
vk ≥ (k0 + 3) 16eβ′ 1
2k−1
I
]
+ Pr [U ≥ (k0 + 2) 4β′ lnn log n]
≤
∑
k
1
nk0+1
+
1
nk0+1
≤ (log n+ 1) 1
nk0+1
≤ 1
nk0
.
This means the total number of steps is upper bounded by
(k0 + 3) 32eβ
′I + (k0 + 2) 4β′ lnn log n = O(I + log
2 n)
with probability at least 1− 1
nk0
.
In sufficiently dense instances, i. e., I ≥ log2 n, this algorithm with high
probability yields a constant-factor approximation to the optimal sched-
ule length restricted to the linear power assignment. Compared to the
length with an optimal power assignment the approximation factor then
is O(log ∆ · log n) whp for general metrics resp. O(log ∆) for the two-
dimensional Euclidean plane.
Algorithm 1 can be implemented in a distributed way losing a factor
O(log n) in the following way. In contrast to the centralized problem, the
nodes do not know the correct value of I, thus, they do not know their trans-
mission probability. Now in the distributed setting the algorithm executes in
each while iteration log n steps, where in each of these steps the transmission
probability is halved, that is, starting by 1/2β′ down to 1/2β′n. Algorithm 2 can
be modified analogously, leading to a schedule of length O(log n ·(I+log2 n))
whp.
A more detailed discussion about distributed approaches can be found
in [KV10].
2.3 Extensions for Multi-hop Scheduling and
Routing
The multi-hop variant of the interference scheduling problem was first stated
by Chafekar et al. [CKM+07] as Cross-Layer Latency Minimization (CLM)
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problem. Given n source destination pairs (ui, vi), the objective is to find
paths from ui to vi to send the packets along, powers for each transmission,
and a schedule assigning the hops to time slots minimizing the time until
the last packet is delivered. In this section we will present how the measure
of interference introduced in Section 2.1 and the single-hop algorithms from
Section 2.2 can be extended to multi-hop scheduling.
2.3.1 Multi-hop Scheduling with Fixed Paths
At first we consider the paths to be fixed. In this case the task is to schedule
a set of requests R consisting of n pairs of nodes that lie on paths, respecting
dependencies such that one request may not be served before the ones lying
earlier on the path have been served. Obviously, the bounds on the measure
of interference proven in Section 2.1 still hold. However, we additionally
express these dependencies in the dilation D, which is the maximum path
length. Of course, any schedule using an arbitrary power assignment has
length at least D.
In a naive approach to solve this problem we could treat the multi-hop
problem as a concatenation of D single-hop problems and schedule each of
them separately. This schedule has a length of O((I + log2 n)D) steps whp.
Algorithm 3 extends this idea by assigning a random delay to each packet.
This technique has also been applied for scheduling in wired networks, e. g.,
by Leighton et al. [LMR94].
By this shift, a number of time frames is created and to each of them
a set of requests Ri is assigned. Due to the random delay the measure
of interference I(Ri) is sufficiently balanced between those time frames. As
different hops that lie on the same path are assigned to different time frames,
our single-hop algorithm can be used to generate a schedule for each time
frame.
Algorithm 3 Fixed path multi-hop scheduling
1: for all i ∈ [n] do
2: assign a delay 1 ≤ δi ≤ 2eIlog2 n i. u. r.
3: end for
4: for all 1 ≤ t ≤ 2eI
log2 n
+D do
5: execute Algorithm 2 on all hops (i, j) with δi + j = t
6: end for
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Theorem 2.3.1. The schedule generated by Algorithm 3 has length O(I +
D log2 n) whp.
Proof. Let Iw(Rt) denote the random variable of I caused by all requests
assigned to time frame t. Further, let Pi,j denote the i-th node on the j-th
path and let Xi,j,t be a 0/1 random variable such that Xi,j,t = 1 iff δi + j = t.
Then it holds
Iw(Rt) =
∑
i,j
min
{
1,
d(Pi,j−1, Pi,j)α
d(Pi,j−1, w)α
}
Xi,j,t .
As we have Pr [Xi,j,t = 1] = log
2 n/2eI, we can bound the expectation of Iw(Rt)
by E [Iw(Rt)] ≤ log2 n/2e. For fixed t the random variables Xi,j,t are negatively
associated as defined by Dubhashi and Ranjan [DR98]. So a Chernoff bound
is applicable. For all k2 ≥ 1 it holds that
Pr
[
Iw(Ri) ≥ k2 log2 n
] ≤ 2−k2 log2 n ≤ 2−k2 logn = n−k2 .
Let Tt denote the schedule length that is used by Algorithm 2 to schedule
Rt. We proved in Theorem 2.2.4 that for all constants k1 and k2 there is a
constant k0 such that
Pr
[
Tt ≥ k0k2 log2 n
∣∣∣∣∣ maxw∈V Iw(Rt) ≤ k2 log2 n
]
≤ 1
nk1
.
Applying a union bound we get the probability that none of the 2eI/log2 n+D ≤
n random variables Tt exceeds k0k2 log
2 n. In total, Algorithm 3 generates a
schedule length of O(I +D log2 n) whp.
2.3.2 Finding Optimal Paths (Routing)
To find optimal paths an approach first used by Srinivasan and Teo [ST97]
for wired networks can be adapted, solving an Integer Linear Program (ILP)
approximately by using relaxation and randomized rounding. Chafekar et al.
[CKM+07] also use this technique as a part of their CLM algorithm.
First, let us formalize the problem of finding paths such that max{I,D}
is minimal as ILP. We introduce a set of edges E ⊆ V ×V which describes the
set of links that may be used. Let furthermore Nin(v) resp. Nout(v) denote
the incoming resp. outgoing edges from v.
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Minimize w subject to:
∀i ∈ [n]
∑
e∈Nout(si)
y(i, e)−
∑
e∈Nin(si)
y(i, e) = 1 (2.5a)
∀i ∈ [n], v ∈ V \ {ui, vi}
∑
e∈Nout(v)
y(i, e)−
∑
e∈Nin(v)
y(i, e) = 0 (2.5b)
∀i ∈ [n]
∑
e∈E
y(i, e) ≤ w (2.5c)
∀v ∈ V
∑
i∈[n]
∑
e′=(u′,v′)
y(i, e′) min
{
1,
d(u′, v′)α
d(u′, v)α
}
≤ w
(2.5d)
∀i ∈ [n], e ∈ E y(i, e) ∈ {0, 1} (2.5e)
This ILP is designed to minimize w = max{I,D} as follows. Condi-
tion 2.5d ensures that I ≤ w whereas Condition 2.5c ensures D ≤ w. By
leaving out Condition 2.5e, this ILP can be relaxed to an LP which then
describes a multi-commodity flow problem.
This LP can be solved in polynomial time. Afterwards we can use the
LP result to approximate a solution of the ILP, by selecting paths of length
at most 2w and applying the technique of randomized rounding [RT87]. In
a simple analysis we find out the following. If I∗ and D∗ denote the values
such that max{I,D} is minimal – which is the optimal solution for the ILP
– we calculate paths such that I = O(I∗ log n) whp and D ≤ 2D∗ this way.
2.3.3 Consequences for the CLM Problem
Let us combine our results to get an approximation algorithm for the CLM
problem as stated by Chafekar et al. [CKM+07]. Assume there is an optimal
choice of paths, powers and a schedule such that the latency is T . Let the
measure of interference caused by these paths be denoted by I† and their
dilation by D†. In Section 2.1 we showed that I† = O(log ∆ · log n · T ).
Obviously D† = O(T ) holds, too.
If I∗ and D∗ are the values such that max{I,D} is minimal, our path
selection algorithm chooses paths such that I = O(I∗ log n) whp and D =
O(D∗). A schedule by Algorithm 3 using these paths has length O(I +
D log2 n) = O(I∗ log n+D∗ log2 n) = O((I†+D†) log2 n) = O(log ∆·log3 n·T )
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whp. Thus we reached an approximation factor of O(log ∆ · log3 n) whp. For
instances restricted to the Euclidean plane, we even get an approximation
factor for O(log ∆ · log2 n) whp.
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Chapter 3
Oblivious Power Assignments
and the Bidirectional Model
In this chapter we analyze the interference scheduling problem for oblivious
power assignments, i. e., pi = φ(d(ui, vi)) with φ : [1,∆] → (0,∞). In Sec-
tion 3.1 we show that in the unidirectional problem each oblivious power
assignment can perform poorly compared to the optimal schedule. We fur-
ther present a single instance in which each schedule using an oblivious power
assignment is at least a factor Ω(
√
log log ∆) longer than an optimal schedule.
When studying the bidirectional model, the most common power as-
signments (namely the uniform and the linear assignment) still yield poor
worst case schedules. This does not hold for any oblivious power assign-
ment. Section 3.2 is an in-depth analysis that a schedule using the square
root assignment is at most a polylogartihmic factor longer than the opti-
mal one. We present how to decompose general metrics first to tree metrics
(Section 3.2.3) and then into star metrics (Section 3.2.4). In Section 3.2.6
we analyze scheduling on those star metrics. We finally present an efficient
approximation algorithm in Section 3.3.
3.1 The Gap of Oblivious Power Schemes
In the unidirectional case any oblivious power assignment can perform poorly
when compared to an optimal power scheme. To prove this we construct a
family of instances for a given function f such that using f requires at least
Ω(n) colors or schedule steps while an optimal power assignment needs only
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O(1) steps.
Theorem 3.1.1. For any oblivious power assignment p there exists a family
of instances with n directed communication requests needing Ω(n) steps when
using p, but only a constant number of steps when using an optimal power
assignment.
Proof. Let di = d(ui, vi) and let pi be any oblivious power assignment defined
by φ : R>0 → R>0, that is, pi = φ(di). We distinguish three cases. In the
first case, we assume that φ is asymptotically unbounded, that is, for every
c > 0 and every d0 > 0 there exists a value d > d0 with φ(d) > c.
We consider the following family of instances as illustrated in Figure 3.1.
They consist of n pairs (ui, vi), with distances di between two nodes of a pair
and M · yi between neighboring pairs. Depending on β, we choose M as a
suitable constant that is large enough to get along with different values of β.
Formally, this kind of instance can be defined by u1, v1, . . . , un, vn ∈ R
such that
ui =
{
0 if i = 1
vi−1 +M · yi otherwise
and vi = ui + di .
We now define the distances di and yi between the nodes recursively depend-
ing on the function φ:
yi = 2(di−1 + yi−1).
Given d1, . . . , di−1 and yi, we choose di such that di ≥ yi and
φ(di) ≥ yαi
φ(dj)
dαj
for all j < i.
This is always possible since φ is asymptotically unbounded. By this con-
struction it is ensured that a pair k is exposed to high interference by pairs
u1 v1 u2 v2 un vnd1 M · y2 d2 dn
Figure 3.1: A visualization of the instances of asymptotically unbounded φ.
di and yi are chosen depending on φ.
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with larger indices. To show this, let S ⊆ [n] be a set of indices of pairs that
can be scheduled together in one step and let k = minS. For i ∈ S \ {k}
holds
d(ui, vk) =
i−1∑
j=k+1
dj +
i∑
j=k+1
M · yj ≤ 2M ·
i∑
j=k
yj ≤ 2M ·
i∑
j=k
1
2i−j
yi ≤ 4M · yi .
Since all pairs in S can be scheduled in one step the SINR condition is
satisfied for pair k and it holds
β
∑
i∈S\{k}
pi
d(ui, vk)α
≤ pk
d(uk, vk)α
=
φ(dk)
dαk
.
Putting these facts together yields
1
β
· φ(dk)
dαk
≥
∑
i∈S\{k}
pi
d(ui, vk)α
≥
∑
i∈S\{k}
yαi
φ(dk)
dαk
(4M · yi)α =
|S| − 1
(4M)α
φ(dk)
dαk
.
This implies |S| ≤ (4M)α
β
+1, which means there are at least β
(4M)α+β
n = Ω(n)
schedule steps needed when using pi = φ(d
α
i ).
On the other hand for these instances there is a power assignment, pi =√
2i, such that there is a schedule of constant length. This is caused by the
fact that for all instances described it holds that yi ≤ di and yi+1 ≥ 2di.
Thus, for any link k the interference by the ones with higher index as well
as the ones with lower index form a geometric series. This means a constant
fraction of all links may be assigned in the same schedule slot and therefore
there exists a schedule of constant length.
In the second case, we assume that φ is asymptotically bounded from
above by some value c > 0 but does not converge to 0. In this case, there
exists a value b ∈ (0, c] such that for every d0 > 0 there exists a value d > d0
with φ(d) ∈ [b, 2b]. Let M > 1 be a suitable constant. We choose n numbers
d1, . . . , dn satisfying the properties a) φ(di) ∈ [b, 2b], for 1 ≤ i ≤ n, and b)
di ≥M · di−1, for 2 ≤ i ≤ n. We set ui = −di/2 and vi = di/2. This yields a
sequence of nested pairs on the line (see Figure 3.2). The power assignment
defined by φ essentially corresponds to the uniform power assignment so that
only a constant number of requests can be scheduled simultaneously. To show
this, let S ⊆ [n] be a set of indices of pairs that can be scheduled in one step
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and let k = maxS. For i ∈ S \ {k} holds
d(ui, vk) =
di
2
+
dk
2
< dk .
The SINR condition for k yields
β
∑
i∈S\{k}
pi
d(ui, vk)α
≤ pk
d(uk, vk)α
=
φ(dk)
dαk
≤ 2b
dαk
.
Combining the last equations gives
1
β
· 2b
dαk
≥
∑
i∈S\{k}
pi
d(ui, vk)α
≥
∑
i∈S\{k}
b
dαk
= (|S| − 1) b
dαk
and so |S| ≤ 2
β
+ 1. This implies φ yields a schedule of length at least
β
2+β
n = Ω(n) for this request set. In contrast, if M is chosen sufficiently
large then the square root power assignment can schedule all these requests
simultaneously.
Finally, in the third case, limφ(d) = 0, we again construct a sequence
of nested pairs analogously to second case but replacing condition a) by
the condition φ(di) ≤ φ(di−1). Analogously to the second case, the power
assignment defined by φ allows only for scheduling a constant number of
pairs simultaneously while the square root assignment can schedule all pairs
simultaneously.
This result shows that the dependence on ∆ is necessary for nontriv-
ial results. The following theorem shows that there is a gap of at least
u1 v1un vn
dn
2
d1
2
d1
2
dn
2
Figure 3.2: A visualization of the instances where φ is asymptotically
bounded from above by some positive constant. Again, di and yi are chosen
depending on φ.
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Ω(
√
log log ∆) between oblivious and optimal power assignments.
Theorem 3.1.2. An instance of the interference scheduling problem exists
such that every schedule using an oblivious power function needs at least
Ω(
√
log log ∆) more steps than the optimal schedule.
Proof. In this proof we construct an instance that can be scheduled in a
constant number of rounds by a non-oblivious power assignment, but every
oblivious power assignment needs at least Ω(
√
log log ∆) steps. The instance
consist of two nearly identical requests sets, only the role of sender and
receiver in each request is exchanged. More formally, let x1 = 1, yi = x
2
i and
xi+1 = 2yi for every i ∈ [n]. Let the request set R1 consist of the requests
(ui, vi) described by
ui =
{
0 if i = 1
−∑ij=2 xj otherwise and vi =
i∑
j=1
yi
and let R2 consist of requests (u
′
i, v
′
i) with
u′i = M +
i∑
j=1
yi and v
′
i =
{
M if i = 1
M −∑ij=2 xj otherwise ,
where M denotes a constant large enough that interferences between requests
from R1 and R2 become negligible. Since for all i ∈ [n] holds d(ui, vi) =
d(u′i, v
′
i), every oblivious power assignment uses the same power pi for request
(ui, vi) and (u
′
i, v
′
i).
Let T denote the schedule under an arbitrary, fixed oblivious power as-
signment. In this schedule there must be a step where at least n/T requests
from R1 are scheduled. Let Rˆ ⊆ [n] denote their indices. Let i, j ∈ Rˆ with
i < j. The SINR-constraint states
β
pi
d(ui, vj)α
≤ pj
d(uj, vj)α
.
Using d(ui, vj) ≤ xj and d(uj, vj) ≥ yj = x2j we get
β
pi
xαj
≤ pj
x2αj
,
which implies pi ≤ pj/βxαj . With d(u′j, v′i) ≤ 2xj, the interference from (u′j, v′j)
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on (u′i, v
′
i) is
β
pj
d(u′j, v
′
i)
α
≥ β pj
(2xj)α
≥ β
2pi
2α
>
pi
d(u′i, v
′
i)
.
Thus, for every i 6= j, i, j ∈ Rˆ, the requests (u′i, v′i) and (u′j, v′j) cannot
be scheduled in the same step. In fact, for every i ∈ Rˆ, (u′i, v′i) must be
assigned to a different schedule step. This yields T ≥
∣∣∣Rˆ∣∣∣ and it follows
T ≥ √n = √Ω(log log ∆).
3.2 The Square Root Assignment
In this section we extend the interference scheduling problem for bidirectional
communication. A straight forward adaption from the proof of Theorem 3.1.1
from the previous chapter shows that bounded, linear and superlinear power
assignments still produce schedules that are a factor Ω(n) away from optimal
schedules. However, for sublinear functions such an adaption is not possible.
In fact, we will show in this chapter that there exists a sublinear function,
namely the square root function, which allows to minimize the number of
colors up to a polylogarithmic factor for bidirectional communication. For
the square root power assignment, which we will denote in the following with
p¯, we prove the following theorem.
Theorem 3.2.1. For any set of n bidirectional requests, the square root
power assignment admits a schedule that is at most O(log3.5+α n) times longer
than an optimal schedule.
In this chapter we will ensure that the SINR constraint is fulfilled with
strict inequality. As a consequence we will ignore the noise N , i. e., we set
N = 0, as we can scale all powers up to overcome any noise eventually.
Clearly, such a scaling might be wasteful or infeasible in practice, but this
aspect is beyond our analysis.
The first major observation for the proofs that is used throughout the
remainder of the chapter is that we can “play” with the SINR threshold β
in the sense that changing the SINR threshold by a constant factor can only
change the the length of a feasible schedule by a logarithmic factor. Suppose
that one is given a schedule or coloring for small value β′ but the actual
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threshold parameter of the model is β. Then we can sample pairs from a
color class with probability O(β/β′). In such a sample many of the sampled
pairs (say a constant fraction) will have a sufficiently small interference so
that they can be scheduled. Hence, from a color class with k pairs one round
of sampling schedules O(k·β/β′) pairs. Repeating this process for O(β′/β log n)
rounds schedules all pairs from a class with high probability. Because of this
technique, which we will present in Section 3.2.1, the proofs in the following
sections assume that we are given an instance of the problem that can be
scheduled in one round with sufficiently high threshold β. Then we show
that the square root assignment schedules a large fraction of this instance
with threshold β′ that may be a polylogarithmic factor smaller than β.
The second approach which we use to simplify the problem will be pre-
sented in Section 3.2.2. We reduce the scheduling from pairs of nodes to
scheduling single nodes by splitting up the communication pairs. In this
node-loss scheduling problem a so called loss parameter is used to keep track
of the signal fading between the communication partners.
This is followed by the main part of the proof of Theorem 3.2.1, which
consists of two major parts. In Sections 3.2.3 and 3.2.4 we present how to
decompose general metrics first to tree metrics and from there finally to star
metrics. In Section 3.2.6 we then analyze the node-loss scheduling in detail
on stars, finishing the proof of the theorem.
3.2.1 Scaling the SINR Threshold
Consider an instance of the interference scheduling problem in the directed
or bidirectional variant with n requests. Suppose both the coloring c and
the power assignment p are fixed such that the SINR constraints are satisfied
with threshold β. We show the existence of a coloring c′ that for the same
power assignment p satisfies the SINR constraints with a more restrictive
threshold β′ > β and uses only O(β′/β log n) times the number of colors
in c. Our analysis focuses on the bidirectional variant. The analysis for the
directed variant is analogous.
We present an existence proof based on the randomized rounding tech-
nique. It can be derandomized by the method of pairwise independence. The
difficulty in applying this technique to the interference scheduling problem is
the non-convex domain of this problem. We circumvent this difficulty by con-
sidering the requests from a fixed color class of c for given power assignment
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p.
Proposition 3.2.2. Let S denote a set of requests with power assignment p
satisfying the SINR constraints with threshold β. Then there exists a subset
S ′ of S with |S ′| ≥ β/8β′|S| satisfying the SINR constraints with threshold
β′ > β for the same power assignment.
Proof. Suppose every request from S is chosen with probability β/4β′. To
simplify notation, we identify requests (ui, vi) with their index i. For i ∈ S,
let Xi be a random variable such that Xi = 1 if request i is chosen and 0,
otherwise. We assume that the Xi’s are pairwise independent. Let S
′′ = {i ∈
S | Xi = 1}.
Consider a request i = (ui, vi). It holds Pr [Xi = 1] = β/4β′. Let us have
a closer look at the interference at ui conditioning on Xi = 1. For j 6= i, let
wj =
pj
min{d(uj, ui)α, d(vj, ui)α} ·
d(ui, vi)
α
pi
,
that is, wj is the normalized strength of the signals from (uj, vj) received at ui.
As S satisfies the SINR constraints with threshold β, it holds
∑
j∈S\{i}wj ≤
β−1. Let the normalized interference at ui under S ′′ be defined by
W (ui) =
∑
j∈S′′\{i}
wj .
By linearity of expectation,
E [W (ui) | Xi = 1] =
∑
j∈S\{i}
wj E [Xj | Xi = 1] .
Observe that E [Xj | Xi = 1] = Pr [Xj = 1 | Xi = 1] = β4β′ because of pair-
wise independence. Consequently,
E [W (ui) | Xi = 1] = β
4β′
∑
j∈S\{i}
wj ≤ 1
4β′
.
Now applying the Markov inequality gives
Pr
[
W (ui) ≥ β′−1 | Xi = 1
] ≤ 1
4
.
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The same is true for W (vi). Thus, the probability that request i violates the
SINR constraint with threshold β′ is at most
Pr
[
W (ui) ≥ β′−1 ∨W (vi) ≥ β′−1 | Xi = 1
] ≤ 1
2
.
Now let S ′ be the set of those requests from S ′′ that satisfy the SINR con-
straints with threshold β′. Our analysis above shows that the probability
that a request i from S is contained in S ′ is Pr [Xi = 1] ·Pr [i ∈ S ′|Xi = 1] ≥
β/4β′ · 1/2 = β/8β′. Hence, by linearity of expectation, the expected cardinality
of S ′ is at least β/8β′|S|.
Let us remark that the randomized existence proof above can be made
constructive by applying the derandomization technique of pairwise indepen-
dence. This yields a deterministic polynomial time algorithm for computing
a set of requests |S ′| of cardinality, say, β/9β′|S| instead of β/8β′|S|.
We are now ready to prove the following
Proposition 3.2.3. Let S denote a set of requests with power assignment p
satisfying the SINR constraints with threshold β. Then there exists a coloring
c′ for S with O(β/β′ log |S|) colors such that c′ together with p satisfy the SINR
constraints with threshold β′ > β.
Proof. Choose a subset S ′ from S with |S ′| ≥ |S|β/8β′ and assign the first color
to the requests in S ′. The remaining subset of size at most |S| · (1 − β/8β′)
is colored recursively. This yields a coloring with at most − log |S|/ log(1 −
β/8β′) + 1 = O(β/β′ log |S|) colors.
3.2.2 Splitting Pairs
For our analysis of the interference scheduling problem we use a slightly
modified variant, the node-loss scheduling problem. One is given a set of
nodes [n] and each node i is associated with a loss parameter `i. For every
i ∈ [n] := {1, . . . , n}, one needs to specify a power level pi > 0 and a color
ci ∈ [k] := {1, . . . , k} such that the number of colors, k, is minimized and
the pairs in each color class satisfy the following SINR constraints.
pi
`i
≥ β
 ∑
j∈[n]\{i}
cj=ci
pj
d(i, j)α
+N

45
3. Oblivious Power Assignments and the Bidirectional Model
In words, for each node the ratio between the power pi and the loss `i needs
to be at least β times larger than the sum of the strengths of the signals
sent by other nodes plus the noise. Again we neglect the ambient noise in
the model, i. e., N = 0 and fulfill the SINR constraints with “>” rather than
“≥”.
A power assignment specifies a power level for each node. The square
root power assignment p¯ sets the power level for node i ∈ [n] equal to √`i.
For a power assignment p = p1, . . . , pn and a set of nodes U ⊆ [n], let
Ip(i | U) =
∑
j∈U\{i}
pj
d(i, j)α
denote the interference at node i ∈ [n] induced by elements of U . We say
that U is β-feasible for a power assignment p if pi
`i
> βIp(i | U), for every
i ∈ U .
On any given instance, feasible schedule steps for the interference schedul-
ing and the node-loss scheduling problem are related as follows: First, if we
have a feasible schedule step S for the node-loss scheduling that schedules a
fraction greater than one half of the nodes, we can give a feasible schedule
step for a constant fraction of the nodes in the interference scheduling setting
by scheduling the pairs with both nodes in S.
Second, if we have a set of pairs U that we can schedule in the interference
scheduling setting with SINR threshold β, the set of all nodes from pairs in
U is β/2+β-feasible for the node-loss scenario, as we show in the following.
For a node i let I ′(i) denote the interference at this node in the interference
scheduling problem, and I(i) denote the interference at this node in the
node-loss scheduling problem. If now all nodes from pairs in U transmit,
the interference at a single node i is at most twice the interference from the
interference scheduling problem plus the interference from the other node of
this pair, i. e., pi/`i, so
I(i) ≤ 2I ′(i) + pi
`i
≤ 2 + β
β
· pi
`i
,
as I ′(i) ≤ pi/β`i. As the results from Section 3.2.1 can be proven analogously
for the node-loss scheduling problem, we can compute a schedule for the
node-loss scheduling problem from a schedule for the interference scheduling
problem, that is longer by at most a logarithmic factor.
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In Section 3.2.6 we prove for the node-loss scheduling problem the follow-
ing result.
Lemma 3.2.4. Let β′ ≥ β > 0. Suppose S([n], d, `) is a star for which there
exists a power assignment p such that [n] is β′-feasible under p. Then there
is a subset U ⊆ [n] with |U | ≥ (1−O(( β
β′ )
2/3)))n that is β-feasible under the
square root assignment p¯.
There a star S([n], d, `) is defined by a set [n] of nodes placed around
a center c, the distances of the nodes d and their loss parameters ` (see
Section 3.2.6 for details). Using this lemma we now turn to the proof for
Theorem 3.2.1.
3.2.3 From General Metrics to Trees
For this part we utilize the following lemma, which is suitably adapted from
a lemma in [GHR06].
Lemma 3.2.5. Given a finite metric space ([n], d) there exist r = O(log n)
edge-weighted trees T1, . . . , Tr with node-set [n] such that the following holds
1. For every pair (u, v) ∈ [n]2 and for every tree Ti: d(u, v) ≤ dTi(u, v)
where dTi denotes the shortest path metric induced by tree Ti.
2. For every node v ∈ [n] there exists a subset Tv ⊆ {T1, . . . , Tr} with
|Tv| ≥ 910r such that the pairwise distances involving v are stretched by
at most a logarithmic factor, i. e., ∀T ∈ Tv : ∀u ∈ [n] : dT (u, v) ≤
O(log n) · d(u, v).
For a tree Ti in the above lemma we call the set of nodes whose distances
are at most stretched by the logarithmic factor the core of Ti, and denote it
with Ci. Suppose that we are given an instance of the node-loss scheduling
problem in a metric space ([n], d). With every tree Ti from the decomposition
of Lemma 3.2.5 we associate a corresponding node-loss scheduling instance
that only includes nodes in the core of Ti (the loss parameters stay the same).
Proposition 3.2.6. Suppose there exists a β′-feasible set U ⊆ [n] for the
node-loss scheduling problem on ([n], d). Then there exists a tree Ti with a
β′-feasible set of size at least 9
10
· |U | in its core Ci.
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Proof. Since the distances in a tree increase, any set that is β′-feasible w.r.t.
the original metric is still feasible in a tree. Let j∗ := arg maxj |U ∩ Cj| and
define U ′ := U ∩ Cj∗ . Note that
∑
i |U ∩ Ci| ≥ 910 |U |r as every node in U is
in the core of at least 9
10
r trees. Hence, |U ′| ≥ 9
10
|U | and Tj∗ is the desired
tree.
Lemma 3.2.7. Suppose there is a β′-feasible subset U of core nodes for
the node-loss scheduling instance in a tree Ti (for some power assignment
p). Then, this set U is β′′-feasible with respect to the original metric for
β′′ = Ω( β
′
logα n
).
Proof. For nodes in the core the distances to other nodes decrease by at
most a logarithmic factor f = O(log n), when going from the tree distance
to the original distance. This in turn can only increase the interference
at a node by a factor of fα. This means that for every node i ∈ U , the
inequality pi/`i > β′Ip(i | U) implies pi/`i > β′fα I ′p(i | U), where Ip(i | U) and
I ′p(i | U) denote the interference in the tree metric and the original metric,
respectively.
3.2.4 From Trees to Stars
In this section we extend Lemma 3.2.4 to tree metrics.
Lemma 3.2.8. Suppose we are given an instance T ([n], d, `) of the node-loss
scheduling problem on a tree metric for which there exists a power assignment
p such that a subset U ⊆ [n] is β′-feasible under p. Then, there exists a subset
U ′ ⊆ U with |U ′| ≥ 9
10
|U | that is β-feasible under p¯ for β = Ω( β′
log2.5 n
).
Proof. In order to show the result we repeatedly make use of Lemma 3.2.4,
and remove nodes from the set U that cannot be scheduled by the square
root power assignment in one round. In the end we show that we did not
remove too many nodes from U . For the first round we choose a node c in
the tree such that the removal of c partitions the tree into disjoint sub-trees
with size at most n/2. Such a node can be found in any tree. Now we consider
the node-loss scheduling problem on the star metric obtained by selecting c
as center and setting the distance dv of a node v to the center as the tree-
distance d(v, c). Note that distances in this star-metric are not smaller than
distances in the original tree and that therefore the set U is β′-feasible in this
metric.
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When applying Lemma 3.2.4 with a suitable parameter β′′ = β/O(log3/2 n)
we obtain a subset U ′1 ⊂ U , |U ′1| ≥ (1− 110 logn)|U | that is β′′-feasible for the
square root power assignment p¯. Here the constant 10 comes from suitably
balancing the hidden constant in the O-notation of Lemma 3.2.4 and the
hidden constant in the O-notation of β′′. Of course, this subset may not
be feasible for the square root power assignment in the original tree metric
([n], d), because some nodes of U ′1 are closer in ([n], d) and hence induce more
interference between each other. In order to compensate for this we re-run
the algorithm on the forest obtained after splitting the graph at c, i. e., we
delete all but one edge incident to c. In each of the trees of this forest we
run the above algorithm recursively. For each level i of the recursion, the
algorithm returns a set U ′i , |U ′i | ≥ (1 − 110 logn)|U | that is β′′-feasible in the
corresponding forest. There are at most log n recursion levels as the size of
a tree reduces by at least a factor of 2 in each iteration. Let U ′ :=
⋂
i U
′
i .
Then we have |U ′| ≥ 9|U |/10.
Note that a pair (u, v) ∈ U ′ × U ′ has the correct distance in at least one
of the recursions. Therefore, the total interference induced at a node u ∈ U ′
(from all the other nodes of U ′) when using the square root assignment in
the tree metric ([n], d) is at most the sum of the interferences generated at u
in all iterations which is at most log n · 1
β′′
√
`u
, since u is β′′-feasible in each
iteration. This means that the set U ′ is β = β
′′
logn
= Ω( β
′
log2.5 n
)-feasible.
3.2.5 Putting the Pieces Together
In this section we prove Theorem 3.2.1.
• We are given a set S of request pairs from a metric space ([n], d) for
which there is a power assignment that is feasible for bidirectional SINR
constraints within a single schedule step. Let U denote the set of
terminal nodes of pairs from S. Following the discussion in Section 3.2.2
this set is β′-feasible for the node-loss scheduling problem with β′ ≥ β
2+β
(on the same metric ([n], d)).
• We apply Proposition 3.2.6 to this set U , and obtain a subset U ′ ⊂ U ,
|U ′| ≥ 9
10
|U | that is β′-feasible and is contained in the core Ci of a tree
Ti.
• We apply Lemma 3.2.8 to this set and obtain a subset U ′′, |U ′′| ≥
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9
10
|U ′| that is β′′-feasible for the square root assignment p¯, where β′′ =
Ω(β′/log2.5 n).
• Lemma 3.2.7 gives that this set is also β′′′-feasible for p¯ in the original
metric, where β′′′ = Ω(β′′/logα n).
• Note that the subset U ′′ contains at least 9
10
· 9
10
|U | > 8
10
|U | nodes. This
means that for at least a 6
10
-fraction of pairs from the original set S,
both end-points are contained in U ′′. Let S ′ ⊂ S denote a set that
contains only these pairs. The pairs in S ′ fulfill the bidirectional SINR
constraints with threshold β′′′ for the power assignment p¯.
• Rescaling the SINR threshold with Proposition 3.2.2, we obtain a sub-
set S ′′ with |S ′′| ≥ β′′′/8β that fulfills the SINR constraints with thresh-
old β.
• Observe that the size of S ′′ is Ω(1/β log2.5+α n)|S|. Assigning the requests
from S ′′ to one schedule step and repeating the process for the remain-
ing request gives that we get a schedule of length O(log3.5+α n).
This completes the proof of the theorem.
3.2.6 Analysis for Star Metrics
In this Section, we prove Lemma 3.2.4. Let β′ ≥ β > 0. We are given a
set {(1, `1), . . . , (n, `n)} of node-loss pairs (requests) being β′-feasible under
some power assignment p. The nodes 1, . . . , n form a star centered around an
additional node c. The distance between c and i is denoted by di. Let δi = d
α
i ,
that is, δi corresponds to the loss between c and i. In the following, this
parameter is called decay in order to distinguish it from the loss parameter
`i. W.l.o.g., we assume δ1 ≤ δ2 ≤ · · · ≤ δn. Let ai = `i/δi. We have to
show that there exists a subset U ⊆ [n] with |U | ≥ (1 −O(( β
β′ )
2/3)))n being
β-feasible under the square root power assignment p¯.
We will first prove some helpful properties. These properties will show
that the lemma follows relatively easy for the special case in which the loss
parameter is relatively large in comparison to the decay, i. e., ai > 2
α+1/β′,
for every i ∈ [n]. We then turn our attention to the case in which the loss
parameter is relatively small, i. e., ai ≤ 2α+1/β′, for every i ∈ [n]. Finally, we
will combine the results for these special cases in order to prove the lemma
for stars with both small and large loss parameters.
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Helpful properties
Consider two nodes i and i′ with i′ < i. As there exists a power scheme p
with a β′-feasible schedule, it holds that
pi′
`i′
> β′
pi
(di + di′)α
and
pi
`i
> β′
pi′
(di + di′)α
.
Multiplying these equations we obtain (di + di′)
2α > β′2 · `i · `i′ . As i′ < i we
have (2di)
2α ≥ (di + di′)2α and thus
δ2i = d
2α
i >
β′2
4α
· `i · `i′ . (3.1)
It follows
δi ≥ ai · β
′2
4α
· `i′ , (3.2)
δi ≥ ai · ai′ · β
′2
4α
· δi′ , (3.3)
`i ≥ a2i ·
β′2
4α
· `i′ . (3.4)
Stars with large loss parameters
In this section, we assume ai > 2
α+1/β′, for every i ∈ [n]. We apply Equa-
tion 3.4 with `i′ = `i−1 and repeat this for i− j times deriving the following
lower bound relating `i to `j, for i > j,
`i ≥ a2i · . . . · a2j+1 · `j ·
(
β′
2α
)2(i−j)
> a2i ·
(
2α+1
β′
)2(i−j−1)
· `j ·
(
β′
2α
)2(i−j)
= a2i ·
(
β′
2α+1
)2
· `j · 22(i−j) . (3.5)
Now we solve the equation above for `j and exchange the indices i and j.
This way, for i < j,
`i < a
−2
j ·
(
2α+1
β′
)2
· `j · 22(i−j) . (3.6)
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These inequalities enable us to prove the following result for stars with large
loss parameters.
Lemma 3.2.9. Suppose ai > 2
α+1/β′, for every i ∈ [n]. If there exists a power
scheme p such that [n] is β′-feasible under p then [n] is β-feasible under the
square root power assignment p¯ with β ≤ β′/2α+2.
Proof. At node j the received interference is
Ip¯(j) ≤
j−1∑
i=1
√
`i
δj
+
n∑
i=j+1
√
`i
δi
=
j−1∑
i=1
√
`i
δj
+
n∑
i=j+1
ai√
`i
.
Now applying Equation 3.6 and Equation 3.5 gives
Ip¯(j) <
√
`j
ajδj
· 2
α+1
β′
·
j−1∑
i=1
2i−j +
1√
`j
· 2
α+1
β′
·
n∑
i=j+1
2j−i <
2√
`j
· 2
α+1
β′
.
The SINR constraint at j is satisfied if Ip¯(j) < 1/β
√
`i. For β ≤ β′/2α+2 this
condition is satisfied.
Stars with small loss parameters
Now we assume that all loss parameters are relatively large in comparison
to the decay. In this case, given a β′-feasible power assignment p, we can
ensure that the square root power assignment is β-feasible for any β < β′ if
a small fraction of the nodes that depends on the ratio between β and β′ can
be dropped.
Lemma 3.2.10. Suppose ai ≤ 2α+1/β′, for every i ∈ [n]. If there exists a
power scheme p such that [n] is β′-feasible under p then there exists a subset
U ⊆ [n] that is β-feasible under p¯ with |U | = (1−O(( β
β′ )
2/3))n.
Proof. We partition the nodes into classes depending on their distance/decay
to the center c. W.l.o.g., assume δu > 1, for every u ∈ [n]. Let Dj = {u |
2j−1 < δu ≤ 2j}, |Dj| = kj and let m denote the largest index for which Dm
is not empty.
Claim 3.2.11. Let 0 < µ < 1. For a (1 − µ)-fraction of the nodes in class
Dj, the loss parameter `u fulfills `u ≤ 2α+j+2µβ′kj .
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Proof. In the given power assignment p, a node v from class Dj induces an
interference on node u ∈ Dj of
pv
(du + dv)α
≥ pv
(2 · 2j/α)α =
pv
2α+j
.
The interference at node u is upper-bounded by pu/β′`u because p satisfies the
SINR constraint. Thus, it follows∑
v∈Dj\{u}
pv
2α+j
≤
∑
v∈[n]\{u}
pv
d(u, v)α
≤ pu
β′`u
.
For nodes u that fulfill pu ≤
∑
v∈Dj\{u} pv, we thus get
`u ≤ 2
α+j
β′
· pu∑
v∈Dj\{u} pv
≤ 2
α+j+1
β′
· pu∑
v∈Dj pv
.
For the other nodes,
`u ≤ au · δu ≤ 2
α+j+1
β′
≤ 2
α+j+2
β′
· pu∑
v∈Dj pv
since pu >
∑
v∈Dj\{u} pv implies 2pu >
∑
v∈Dj pv. Summing the above in-
equality over all nodes in the class Dj gives∑
u∈Dj
`u ≤ 2
α+j+2
β′
.
This means that, on average, a node has a loss parameter of only 2α+j+2/(β′kj).
Using the Markov inequality, we get that a fraction of at most µ of the nodes
have a loss parameter larger than 2α+j+2/(µβ′kj).
Claim 3.2.11 is based on properties of p. In the remainder of the proof of
Lemma 3.2.10, we will not consider other properties of p than the one given
by the claim. For the time being, let us ignore a µ-fraction of the nodes
such that all remaining nodes fulfill the bound in the claim. The µ-fraction
dropped will be taken into account at the end of the proof of the lemma.
When using the square root power assignment, the interference induced
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at a node u ∈ Dj by a node v ∈ Di, i ≤ j is at most
√
`v
2j−1
≤ 1
2j−1
√
2α+i+2
µβ′ki
=
1
2j
√
2α+i+4
µβ′ki
.
Summing this over all nodes in the class and then over all classes gives the
following bound on the interference generated at u by nodes from classes
with lower or equal index:
Ip¯(u | D1 ∪ . . . ∪Dj) ≤
√
2α+4
µβ′
j∑
i=1
√
ki2i
2j
.
The interference generated by nodes from higher classes can be estimated as
Ip¯(u | Dj+1 ∪ . . . ∪Dm) ≤
√
2α+4
µβ′
m∑
i=j+1
√
ki2i
2i
.
We now select all nodes for which, both, the interference from classes with
lower index and the interference from classes with higher index, is no more
than 1/2β times the strength of the received signal.
We first count the number of nodes that are not selected this way because
the interference from classes with lower or equal index is too high, that is,
the number of nodes u ∈ Dj satisfying
Ip¯(u | D1 ∪ . . . ∪Dj) ≥ 1
2β
1√
`u
≥ 1
2β
√
µβ′kj
2α+j+2
as the received signal strength at a node u in class Dj is
√
`u
`u
≥
√
µβ′kj
2α+j+2
.
Together with the above bound on the interference we obtain
kj ≤
(
2α+4β
µβ′
)2( j∑
i=1
√
ki
2j−i
)2
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=
(
2α+4β
µβ′
)2( j∑
i=1
√
ki√
2j−i
·
√
1√
2j−i
)2
≤
(
2α+4β
µβ′
)2( j∑
i=1
ki√
2j−i
)
·
(
j∑
i=1
1√
2j−i
)
≤
(
2α+6β
µβ′
)2 j∑
i=1
ki√
2j−i
.
Here the third inequality uses Cauchy-Schwarz ((
∑
aibi)
2 ≤ ∑ a2i ·∑ b2i ).
Now the number of nodes lost because of too much interference from classes
with lower or equal index can be estimated by
∑
j : class Dj
not scheduled
kj ≤
m∑
j=1
(
2α+6β
µβ′
)2 j∑
i=1
ki√
2j−i
=
(
2α+6β
µβ′
)2 m∑
i=1
ki
m∑
j=i
1√
2j−i
≤
(
2α+8β
µβ′
)2 m∑
i=1
ki .
Analogously the number of nodes lost because of too much interference from
classes with higher index is at most
∑
j: class Dj
not scheduled
kj ≤
m−1∑
j=1
(
2α+6β
µβ′
)2 m∑
i=j+1
ki√
2i−j
≤
(
2α+6β
µβ′
)2 m∑
i=2
i−1∑
j=1
ki√
2i−j
≤
(
2α+8β
µβ′
)2 m∑
i=2
ki .
So in total we only lose O(( β
µβ′ )
2 +µ)n nodes. Choosing µ = ( β
β′ )
2/3 gives the
bound in Lemma 3.2.10.
55
3. Oblivious Power Assignments and the Bidirectional Model
Stars with arbitrary combinations of loss parameters
In the following, we use the results for the special cases given in Lemma 3.2.9
and Lemma 3.2.10 to prove Lemma 3.2.4 for stars without any restrictions
on the ratio ai between `i and δi.
W.l.o.g., assume that β′ ≥ 2c0β and choose β′′ = 2c1β, for suitable large
positive constant terms c0 and c1 as specified at the end of the proof. We will
show that there is a way to remove a subset of Θ((β′′/β′)2/3)n = Θ((β/β′)2/3)n
many nodes such that the interference at any remaining node i is at most
(c0/β′+c1/β′′)·1/√`i ≤ 1/β√`i, that is, the set of the remaining nodes is β-feasible.
Suppose we hypothetically reduce the loss `i, for every i ∈ [n] with `i >
δi · 2α+1/β′, to δi · 2α+1/β′. Under this hypothesis, all nodes have small loss
parameters so that Lemma 3.2.10 shows the existence of a subset U ⊆ [n]
that is β′′-feasible (with respect to the hypothetical loss parameters) under p¯
with |U | = (1−O((β′′
β′ )
2/3))n. In the following, we will study the interference
caused by the square root power assignment applied to the nodes in U with
respect to the original loss parameters.
Define the set L ⊆ U of large loss nodes by L := {i ∈ [n] | ai > 2α+1/β′}.
For a node i ∈ U , we use pred(i) := max{j ∈ L | j < i} and succ(i) :=
min{j ∈ L | j > i} to denote the predecessor and successor, respectively, of
i in L. The nodes in L partition the remaining nodes into subsets as follows.
For i ∈ L we define the set Si := {j ∈ U | pred(i) < j < i}.
The interference that is induced by large-loss nodes (nodes in L) onto
other large-loss nodes can be handled by applying Lemma 3.2.9. Similarly,
the interference that is induced by low-loss nodes (nodes not in L) onto other
low-loss nodes can be handled by Lemma 3.2.10. In the following two lemmas
we will derive bounds for the interference that is induced by small-loss nodes
onto large-loss nodes and vice versa.
Lemma 3.2.12. For every node i ∈ L,∑
j∈L\{i,succ(i)}
Ip¯(i | Sj) < 2
α
β′′
√
`i
.
In words, for a node i ∈ L, the interference generated at i by the small-
loss nodes in the sets Sj (with exception of Si and Ssucc(i)), is less than 1/
√
`i,
the strength of the signal received at node i, times 2α/β′′.
Proof. To show the lemma, we split the interference at i from classes Sj into
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two parts, the interference from classes Sj, j ∈ L, j < i, and interference
from classes Sj, j ∈ L, j > succ(i). We will show that each of these terms is
upper-bounded by 2α/2β′′
√
`i, which proves the lemma.
The interference at node i due to the classes Sj, j ∈ L, j < i can be
bounded as follows. We first prove an upper bound on the interference at
node pred(i) and then we show that this bound translates to the desired
upper bound for the interference at node i. Let L<i := {j ∈ L | j < i}. The
interference at node pred(i) from sets Sj, j ∈ L<i is at least
∑
j∈L<i
∑
k∈Sj
√
`k
(dk + dpred(i))α
≥
∑
j∈L<i
∑
k∈Sj
√
`k
(2 · dpred(i))α =
∑
j∈L<i
∑
k∈Sj
√
`k
2αδpred(i)
.
For every j ∈ U , let `′j = δj ·a′j with a′j = min{aj, 2α+1/β′}, that is, we decrease
the large loss parameters so that all loss parameters `′j, j ∈ U , are small. On
the one hand, due to the construction of the set U , the interference at node
pred(i) caused by the nodes from U wrt to the loss parameters `′j is upper-
bounded by 1/β′′
√
`′
pred(i)
because the nodes in U are β′′-feasible wrt modified
loss parameters. On the other hand, the lower bound on the interference
at pred(i) is valid also for the modified loss parameters as it only sums
over the strengths of signals received from nodes with small loss parameters.
Consequently,
∑
j∈L<i
∑
k∈Sj
√
`k
2αδpred(i)
≤ 1
β′′
√
`′pred(i)
=
1
β′′
√
a′pred(i)δpred(i)
.
By multiplying with δpred(i)2α/δi, we get
∑
j∈L<i
∑
k∈Sj
√
`k
δi
≤ 2
α
√
δpred(i)
β′′δi
√
a′pred(i)
<
4α
β′β′′a′pred(i)
√
aiδi
=
2α
2β′′
√
`i
,
where we used δpred(i) ≤ 4αβ′2 δiaiapred(i) <
4α
β′2
δi
aia′pred(i)
(Equation 3.3) for the second
step and the identities a′pred(i) = 2
α+1/β′ and aiδi = `i for the last one. Now
observe that the left hand term of this equation is an upper bound on the
interference at node i due to the classes Sj, j ∈ L<i such that the desired
bound on this interference is shown.
Next we show that the interference at node i due to the classes Sj, j ∈
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L, j < i can be bounded by a similar approach studying the interference
at succ(i) instead of pred(i). Let L>succ(i) := {j ∈ L | j > succ(i)}. The
interference at node succ(i) from sets Sj, j ∈ L>succ(i) is
∑
j∈L>succ(i)
∑
k∈Sj
√
`k
(dk + dsucc(i))α
≥
∑
j∈L>succ(i)
∑
k∈Sj
√
`k
(2 · dk)α
=
∑
j∈L>succ(i)
∑
k∈Sj
√
`k
2αδk
.
Analogously to the case above, the interference at node succ(i) due to the
nodes from U wrt to the loss parameters `′j is upper-bounded by 1/β′′
√
`′
pred(i)
so that ∑
j∈L>succ(i)
∑
k∈Sj
√
`k
2αδk
≤ 1
β′′
√
`′succ(i)
=
1
β′′
√
a′succ(i)δsucc(i)
.
By multiplying with 2α, we get
∑
j∈L<i
∑
k∈Sj
√
`k
δk
≤ 2
α
β′′
√
a′succ(i)δsucc(i)
<
4α
β′β′′a′succ(i)
√
aiδi
=
2α
2β′′
√
`i
,
where we used δsucc(i) ≥ asucc(i)aiβ′24−α > a′succ(i)aiβ′24−α (Equation 3.3)
for the second step and the identities a′succ(i) = 2
α+1/β′ and `i = aiδi for
the last one. Finally, observe that the left hand term of this equation is
an upper bound on the interference at node i due to the classes Sj, j ∈
L>succ(i) such that the desired bound is shown, which completes the proof of
Lemma 3.2.12.
Next we show a bound on the interference induced by the large-loss nodes
onto the small-loss nodes.
Lemma 3.2.13. For every i ∈ U and j ∈ Si,
Ip¯(j | L \ {pred(i), i}) ≤ 2
2α+2
β′
√
`j
.
Proof. The proof of this lemma is based on an approach similar to the proof
of Lemma 3.2.12. We hence adopt the notation of this proof. The interference
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when using p¯ induced by the nodes from L<pred(i) on the node pred(i) can be
estimated by
∑
k∈L<pred(i)
√
`k
2αδpred(i)
≤
∑
k∈L<pred(i)
√
`k
(dk + dpred(i))α
= Ip¯(pred(i) | L<pred(i))
≤ 2
α+2
β′
√
`pred(i)
.
The first bound follows from (dk + dpred(i))
α ≤ (2 · dpred(i))α = 2αδpred(i). The
second bound follows from Lemma 3.2.9 since all nodes in L have a large loss
parameter.
Multiplying the above equation with 2αδpred(i)/δj
Ip¯(j | L<pred(i)) ≤
∑
k∈L<pred(i)
√
`k
δj
≤ 2
2α+2 · δpred(i)
β′δj
√
`pred(i)
=
22α+2
√
δpred(i)
β′δj
√
apred(i)
≤ 2
3α+2
β′2apred(i)
√
ajδj
≤ 2
2α+1
β′2
√
`j
,
where we used δpred(i) ≤ 4
αδj
β′2ajapred(i)
(Equation 3.3) in the fourth step and
apred(i) ≥ 2α+1/β′ in the last one.
Using the same kind of arguments, we can bound the interference from
nodes in L>i on node i by
∑
k∈L>i
√
`k
2αδk
≤ Ip¯(i | L>i) ≤ 2
α+2
β′
√
`i
.
Multiplying with 2α gives
Ip¯(j | L>i) ≤
∑
k∈L>i
√
`k
δk
≤ 2
2α+2
β′
√
`i
≤ 2
3α+2
β′2ai
√
`j
≤ 2
2α+1
β′
√
`j
,
where we used `i ≥ a2i β
′2
4α
`j (Equation 3.4) and ai ≥ 2α+1/β′.
Adding the bounds for Ip¯(j | L<pred(i)) and Ip¯(j | L>i) gives the lemma.
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It remains to show how combining the Lemmas 3.2.9 to 3.2.13 finally lead to
Lemma 3.2.4.
The interference at a node j ∈ Si for i ∈ L can be bounded as fol-
lows. The interference caused by other nodes with small loss parameter is
at most 1/(β′′
√
`j) due to Lemma 3.2.10. The interference caused by nodes
L \ {pred(i), i} is at most 22α+2/(β′√`j) due to Lemma 3.2.13. Finally, the
interference caused by nodes i and pred(i) at node j is at most√
`pred(i)
(dpred(i) + dj)α
+
√
`i
(di + dj)α
≤
√
`pred(i)
β′
√
`pred(i)`j
+
√
`i
β′
√
`i`j
=
2
β′
√
`j
.
Here, the second step follows because (di+dj)
2α ≥ β′2`i`j due to Equation 3.1.
In total the interference at j is at most ((22α+2 + 2) 1
β′ +
1
β′′ )
1√
`j
. Hence, the
nodes with small loss parameters are β-feasible if the constant terms c0 and
c1 relating β
′ and β′′, respectively, to β satisfy the conditions c0 ≥ 22α+2 + 2
and c1 ≥ 1.
A slightly more involved argument is required to estimate the interference
at a node i ∈ L. The interference due to other nodes in L is at most
2α+2/(β′
√
`i) by Lemma 3.2.9. The interference caused by nodes in the sets Sj,
j /∈ {i, succ(i)} is at most 2α/(β′′√`i) by Lemma 3.2.12. The sets Si and Spred(i),
however, may cause large interference at node i. We use the following trick
to deal with this problem: If |Si ∪ {i} ∪ Ssucc(i)| > β′β′′ then we do not choose
the node i for the set U in Lemma 3.2.4. We can effort this because only
O(β′′
β′ )n = O( ββ′ )n satisfy this condition. Now suppose |Si∪{i}∪Ssucc(i)| ≤ β
′
β′′ .
Then the interference at i due to these nodes is bounded by
∑
j∈Si∪Ssucc(i)
√
`j
(di + dj)α
≤
∑
j∈Si∪Ssucc(i)
√
`j
β′
√
`i`j
≤ 1
β′′
√
`i
.
Thus, if i is chosen, then the interference at node i is at most ((2α+2 + 2) 1
β′ +
(2α + 1) 1
β′′ )
1√
`j
. Hence, the nodes with large loss parameters are β-feasible
if c0 ≥ 2α+2 + 2 and c1 ≥ 2α + 1. This completes the proof of Lemma 3.2.4.
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3.3 A Scheduling Algorithm for the Square
Root Power Assignment
In the scheduling problem for the square root power assignment, we are given
n bidirectional requests and we seek for a minimal SINR feasible schedule.
Theorem 3.3.1. There exists a randomized polynomial time approximation
algorithm solving the scheduling problem for the square root power assignment
with approximation factor O(log n).
Let µ denote the maximal number of requests that can be scheduled
in the same step. We will devise an algorithm A that computes a subset
S ⊆ [n] of size Ω(µ) with the property that the requests in S can be scheduled
in the same step. In order to compute a schedule, algorithm A is called
and the requests in the set S are assigned to the first schedule step. This
procedure is repeated recursively on the remaining requests until all requests
are scheduled. It is easy to see that such a greedy approach yields an O(log n)
approximation for an optimal schedule.
We now devise an algorithm A that has the property described above.
In the following, when saying that the SINR constraints are satisfied for a
set of requests we mean that they are feasible within a single schedule step.
The algorithm partitions the set of communication pairs into disjoint classes.
W.l.o.g., let us assume minj∈[n] d(uj, vj) = 1 and let k be the smallest integer
such that maxj∈[n] d(uj, vj) < 4k+1. For 0 ≤ i ≤ k, class Ci contains the pairs
j ∈ [n] with 4i ≤ d(uj, vj) < 4i+1. This implies that the loss in this class is in
[4αi, 4α(i+1)). For the time being, let us assume that all requests in class Ci
have loss 4αi so that the square root power assignment sets the power level
to 2αi. We discuss the consequences of this simplifying assumption at the
end of the proof.
The algorithm proceeds as follows. For i = 0 to k, it chooses a set Si
of sufficiently many (as defined later) requests from Ci taking into account
interference caused by the previously selected sets S0, . . . , Si−1. In particular,
Si satisfies the SINR constraints with threshold β/2 on top of S0, . . . , Si−1,
i. e., the interference constraints for every pair in Si are satisfied with thresh-
old β/2 taking into account the interference caused by the previously inserted
pairs in S0, . . . , Si−1 and the other pairs in Si. Observe that we relaxed
the interference constraints by using the SINR threshold β/2 instead of β.
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Furthermore, choosing Si might violate the interference constraints of the
previously chosen pairs in S0, . . . , Si−1. We come back to this aspect later.
Let us first take care that the algorithm chooses sufficiently many pairs.
Let s∗i be the maximal size of a subset of requests from Ci such that the
SINR constraints at the nodes from Si are satisfied with original threshold β
on top of the pairs in S0, . . . , Si−1.
Lemma 3.3.2. There is a polynomial time algorithm choosing Si such that
|Si| ≥ s∗i/k0, for a suitable constant k0 ≥ 1.
Proof. Let V denote the set of all nodes of the metric. For a node w ∈ V
and a set of requests S, let
I(w | S) =
∑
j∈S
√
d(uj, vj)α
min{d(uj, w)α, d(vj, w)α}
be the interference at w caused by the pairs in the set S.
Let S0∪. . .∪Si−1 be fixed. For simplicity of notation, we scale all distances
such that the requests in class Ci have distance 1. Let V
′ ⊆ V denote the
subset of nodes with I(w | S1 ∪ . . . Si−1) < 1/β. Let C ′i denote the subset of
requests from Ci only using nodes from V
′. S∗i can take only requests from
C ′i as the other pairs exceed the interference threshold. Hence, we only need
to take into account nodes from V ′ and requests from C ′i
We have to choose a subset Si ⊆ C ′i of cardinality at least s∗i/k0 = |S∗i |/k0,
for a suitable constant k0. We will choose Si such that I(w | Si) < 1/β, for
every node w from any pair of Si. This implies I(w | S1 ∪ . . . Si−1 ∪Si) < 2/β
as required in the description of the algorithm. The following claim gives a
necessary condition that Si needs to satisfy.
Claim 3.3.3. Let T be any subset of C ′i satisfying the SINR constraints with
threshold β, then for every node in w ∈ V ′ it holds I(w | T ) < 2αβ−1.
Proof. If w = uk or w = vk, for some k ∈ T , then the condition is met directly
by the definition of T . Otherwise, let nk be the node closest to w from (uk, vk).
Now let j ∈ arg mink∈T d(nk, w), i. e., nj is the node from T that is closest to
w. By the triangle inequality it holds that d(ni, nj) ≤ d(ni, w) + d(nj, w) ≤
2d(ni, w) so that d(ni, nj)
α ≤ 2αd(ni, w)α. As a consequence,
I(w | T ) ≤
∑
i∈T
1
d(ni, w)α
≤ 2α
∑
i∈T
1
d(ni, nj)α
< 2αβ−1.
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The interference constraints from the claim can be described by an ILP
with binary variables xj ∈ {0, 1}, for j ∈ C ′i, and a linear SINR constraint
for every node w ∈ V ′. The objective is to maximize |T | = ∑j∈C′i xj. We
relax the integrality requirement and obtain an LP with variables xj ∈ [0, 1].
This LP is solved to optimality. Let x′ be the optimal fractional solution and
opt′ its value. The claim above yields that opt′ is an upper bound on s∗i .
Now we show how to compute a feasible set Si from x
′ of cardinality
Ω(opt′). We use the randomized rounding technique similar to Proposi-
tion 3.2.2. Each request j ∈ Ci is chosen with probability x′j/4·2α. We assume
that the probabilities to be chosen are independent for every pair of distinct
requests, that is, the corresponding events are pairwise independent.
Let S ′ denote the set of chosen requests. This way, for every node w ∈
V ′, the expected value of I(w | S ′) is at most 1/4β. Applying the Markov
inequality, we observe that w violates the SINR constraint with probability
at most 1/4. Hence, the probability that one of the two nodes of a request
from S ′ violates its SINR constraint is at most 1/2.
Next we drop those pairs from S ′ that violate an SINR constraint. Si is
defined to contain the remaining requests. By linearity of expectation, the
expected cardinality of Si is at least opt
′/8·2α. Hence, the existence of a set Si
of cardinality opt′/8·2α satisfying the SINR constraints is shown.
Analogous to Proposition 3.2.2, this existence proof can be derandomized
using the method of pairwise independence, which yields a polynomial time
algorithm for computing a set Si with the properties described in the lemma.
The following lemma shows that we have selected Ω(µ) requests.
Lemma 3.3.4.
∣∣∣∣∣
k⋃
i=0
Si
∣∣∣∣∣ ≥ µk0 + 2 .
Proof. In the following let S∗ denote a maximum feasible set of requests,
that is, |S∗| = µ. Let S∗i denote the set of those requests in S∗ that belong
to class Ci. Let S>i = Si+1 ∪ . . .∪Sk and similar indices analogous. Further,
for a given subset of pairs S ′, let S∗≥i | S ′ denote a maximum subset of C≥i
being feasible on top of S ′. We claim∣∣S∗≥i+1 | S<i+1∣∣ ≥ ∣∣S∗≥i+1 | S<i∣∣− 2 |Si| . (3.7)
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The claim can be shown by considering the following process. Initially, let
S ′ = S∗≥i+1 | S<i and S¯ = S<i. One after the other, we add the pairs from Si
to S¯, each time removing pairs from S ′ in order to keep the invariant that
S ′ is feasible on top of S¯. We will show that it is sufficient to remove at
most two pairs from S ′ for every added pair from Si. The resulting set S ′
has thus cardinality at least |S∗≥i+1 | S<i| − 2|Si|. It is feasible on top of
S<i ∪ Si = S<i+1 such that the claim follows.
Consider adding any pair from Si to S¯. We add the two nodes of this
pair one after the other and show that the addition of each of them can be
compensated by removing at most one pair from S ′. Let u be any of the two
nodes from the considered pair. Let v be the node from a pair in S ′ that is
closest to u. Then, for every w ∈ S ′, it holds d(v, w) ≤ d(v, u) + d(u,w) ≤
2d(u,w) so that d(v, w)α ≤ 2αd(u,w)α. As a consequence,
Ip¯(w | v) ≥
√
4α(i+1)
d(v, w)α
≥
√
4α(i+1)
2αd(u,w)α
=
√
4αi
d(u,w)α
= Ip¯(w | u) .
(W.l.o.g., we assumed d(v, w)α > 0 and, hence, d(u,w)α > 0. Observe that
d(v, w)α = 0 would imply that S ′ is not feasible on top of S¯, which contradicts
our invariant.) Hence, when adding u and removing v the interference at any
node w from S ′ does not increase. Consequently, the addition of a pair can
be compensated by removing at most two pairs, one for each node of the
pair. This proves Equation 3.7.
With the help of this equation, we will now prove the following claim.
For 0 ≤ i ≤ k, it holds
|S≥i| ≥ 1
k0 + 2
∣∣S∗≥i | S<i∣∣ . (3.8)
Observe that this claim yields the lemma when setting i = 0.
The claim is shown by a downward induction. For i = k its correctness
follows from Lemma 3.3.2. Now assume the claim holds for i+ 1. Then
|S≥i| = |Si|+ |S≥i+1| ≥ |Si|+ 1
k0 + 2
∣∣S∗≥i+1 | S<i+1∣∣ .
Applying Equation 3.7 gives
|S≥i| ≥ |Si|+ 1
k0 + 2
(∣∣S∗≥i+1 | S<i∣∣− 2 |Si|)
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=
1
k0 + 2
(∣∣S∗≥i+1 | S<i∣∣+ k0 |Si|) .
Finally, applying Lemma 3.3.2 gives
|S≥i| ≥ 1
k0 + 2
(|S∗i | S<i|+ ∣∣S∗≥i+1 | S<i∣∣) ≥ 1k0 + 2 ∣∣S∗≥i | S<i∣∣
Thus Equation 3.8 is shown, which completes the proof of Lemma 3.3.4.
Notice, when the algorithm computes Si, it ensures that the interference
constraints for Si on top of S0, . . . , Si−1 are satisfied with SINR threshold
β/2. The algorithm does not explicitly take care for the additional interference
caused by adding the pairs in Si at the pairs from S0, . . . , Si−1. The following
lemma, however, shows that this increase is bounded by a constant factor.
Lemma 3.3.5. There is constant k1 ≥ 1 such that
⋃k
i=0 Si satisfies the SINR
constraints with threshold at most β/k1.
Proof. Let us first make the following useful observation: The distance be-
tween a node u of a pair from set Si and a node v of a pair from set Sj,
j ≥ i, is at least 2(i+j)−1/αβ as, otherwise, the strength the signals received
by v from u would be larger than the interference threshold (2αj−1β)−1 that
the algorithm enforces for the pairs in Sj.
W.l.o.g., let us consider a node u0 of a request from the set S0. The proof
for other classes is analogous. We need to show that the sum of the signals
due to the requests in S1 ∪ . . . Sk received by u0 is at most k1β−1.
Fix i ∈ {1, . . . , k}. Let (u1, v1), . . . , (ut, vt) denote the requests in Si. For
the ease of notation, let uj be the node located closer to u0, for each pair
(uj, vj). Let, furthermore, d(u1, u0)
α ≤ d(u2, u0)α ≤ · · · ≤ d(ut, u0)α. From
the triangle inequality we can conclude d(uj, u1) ≤ d(uj, u0) + d(u0, u1) ≤
2d(uj, u0) so that d(uj, u1)
α ≤ 2αd(uj, u0)α. Hence, the sum of the signals
received by u0 from the pairs in Si \ {(u1, v1)} can be bounded from above
by
t∑
j=2
√
4αi
d(uj, u0)α
≤ 2α
t∑
j=2
√
4αi
d(uj, u1)α
<
2α+1
2−αiβ
≤ 4
2−iβ
.
Here the second inequality follows from the fact that the interference thresh-
old at u1 is 2
−αi+1/β. Summing the above bound over all sets S1, . . . , Sk
gives an upper bound of O(β−1) on the interference caused by those pairs
not being the closest pair to u0 in their class.
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It remains to take care for the interference caused by those pairs from
each class that are closest to u0. Let (u1, v1) ∈ S1, . . . , (uk, vk) ∈ Sk denote
pairs such that ui is the closest node to u0 over all nodes from pairs in Si.
We need to show that the sum of signals received from these nodes at u0 is
bounded by O(β−1) as well. Let
i(1) = arg min
i∈{1,...,k}
d(u0, ui)
α ,
i(2) = arg min
i∈{i(1),...,k}
d(u0, ui)
α ,
i(3) = arg min
i∈{i(2),...,k}
d(u0, ui)
α ,
and so on until one reaches an index i(q) with i(q) = k. To extend our
notation, let i(0) = 0.
By our observation from above, for 1 ≤ r ≤ q, it holds d(ui(r−1), ui(r)) ≥
2(i(r)+i(r−1))−1/αβ. Let γ = 2−1−1/αβ1/α. Then
d(ui(r−1), ui(r)) ≥ γ2i(r)+i(r−1)+1 ≥ γ2i(r)+r
since i(r − 1) ≥ r − 1. From this lower bound for d(ui(r−1), ui(r)), we de-
rive now a lower bound for d(ui(r), u0). For the purpose of a contradiction,
assume d(ui(r), u0) < γ2
i(r)+r−1, for some 1 ≤ r ≤ q. Then, as the dis-
tance from ui(r−1) to u0 is not larger than the distance from ui(r), it follows
d(ui(r−1), u0) < γ2i(r)+r−1, too. As a consequence,
d(ui(r), u0) ≥ d(ui(r), ui(r−1))− d(ui(r−1), u0)
≥ γ2i(r)+r − γ2i(r)+r−1 ≥ γ2i(r)+r−1 .
This way, the strength of the signals received at u0 can be bounded from
above by
q∑
r=1
i(r)∑
j=i(r−1)+1
2αj
d(ui(r), u0)α
≤
q∑
r=1
i(r)∑
j=i(r−1)+1
2αj
2α(i(r)+r−1)
γ−α
≤
q∑
r=1
2αi(r)+1
2α(i(r)+r−1)
γ−α
= O(γ−α)
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= O(β−1) ,
which completes the proof of Lemma 3.3.5.
Lemma 3.3.2 and 3.3.4 show that the algorithm chooses Ω(µ) requests.
However, these requests might violate the SINR constraints with threshold
β because of the following reasons: a) We assumed that the loss in class Ci
is exactly 4−αi rather than from the interval [4αi, 4α(i+1)). b) The pairs in
each set Si are chosen with respect to a relaxed SINR threshold β/2 instead
of β. c) The SINR constraints for the sets in S0, . . . , Si−1 are not explicitly
considered when choosing Si. (a) and (b) obviously increase the interference
at most by a constant factor. Lemma 3.3.5 shows that the same is true for
(c). Hence, the SINR constraints are violated at most by a constant factor so
that they can be thinned out by applying Proposition 3.2.2. This way, one
obtains a feasible set S of cardinality Ω(µ). Thus, Theorem 3.3.1 is shown.
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Chapter 4
Online Request Scheduling
In this chapter we study the online variant of the capacity maximization
problem. We consider sets of directed and bidirectional requests, as well as
mixed sets of requests. For notational simplicity, we will treat bidirectional
requests as two directed requests using the same power in the right-hand
side of the SINR constraint (Equation 1.1). For most of this chapter, we
assume requests lie in Rd of constant dimension d, and the distance function
is an lp-norm or the lmax-norm. In this chapter we consider Euclidean fading
metrics [Hal09], i. e., we require that α > d, where we treat both α and d as
constants. For simplicity we assume that noise is absent, N1 = . . . = Nk = 0.
Our algorithms will satisfy the SINR constraint with strict inequality. This
allows to scale powers up sufficiently to satisfy the constraints also when there
is noise. Clearly, such a scaling might be wasteful or infeasible in practice,
but this aspect is beyond our analysis. When there is no noise, we can scale
all distances such that mini d(ui, vi) = 1 and maxi d(ui, vi) = ∆.
To the best of our knowledge there are no theoretical results for this
problem in an online scenario. Thus, we seek to analyze bounds for uniform
and linear as well as for square root power assignments. We generalize these
three classes to polynomial assignments of the form φ(d(ui, vi)) = d(ui, vi)
rα
with parameter r ∈ R. For uniqueness we assume φ is always scaled such
that φ(1) = 1.
We first analyze only the spatial aspect of the problem on a single chan-
nel and give algorithm Safe-Distance and a general lower bound. In Sec-
tion 4.2 we give the near-optimal algorithm Multi-Class Safe-Distance
(Section 4.2.1), the generalization to k channels (Section 4.2.2) and the ran-
domized algorithm (Section 4.2.3). In Section 4.3 we reach the full level
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of generality by describing the adjustments to requests with duration (Sec-
tion 4.3.1) and to doubling metrics (Section 4.3.2).
4.1 A Simple Algorithm and a Lower Bound
In the following we first analyze the spatial aspect of the problem and assume
that requests last forever, i. e., for all requests i, ti = ∞. We begin by
analyzing a simple online algorithm for the case of a single channel and
any polynomial power assignment. Subsequently, we show a general lower
bound. Our analysis of the online algorithm introduces a number of critical
observations that we use in later sections.
The main idea of the algorithm is to accept a new request only if it
keeps a safe distance σ from every other previously accepted request. In
particular, we accept incoming request i only if min{d(ui, vj), d(uj, vi)} ≥ σ
for every other previously accepted request j ∈ S. We call this algorithm
Safe-Distance.
Algorithm 4 Safe-Distance
1: Initialize accepted requests S = ∅.
2: while a new request i arrives do
3: Set pi = φ(d(ui, vi)) and temporarily accept S
′ ← S ∪ i
4: for all j ∈ S do
5: if min{d(ui, vj), d(uj, vi)} ≤ σ then
6: decline request: S ′ ← S.
7: end if
8: end for
9: Update: S ← S ′.
10: end while
For the choice of σ there is a conflict between correctness and competitive
ratio. A larger σ blocks out a larger portion of the space, in which an optimal
algorithm knowing the request sequence might be able to accept requests. If
σ is too small, then at some point the interference at an accepted request
can get too large and the SINR constraint becomes violated.
We strive to choose σ as small as possible to ensure correctness of Safe-
Distance. To bound the interference at accepted requests we construct a
worst-case scenario. We consider a receiver vi from a single accepted request
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and bound the maximum number of senders that can be at a certain distance
from vi. In the following we show that for r ∈ [0, 1] the choice of
σ = max
{
2∆,∆ · 18d · α
√
2β
(α− d)
}
is sufficient to yield the following result.
Theorem 4.1.1. Safe-Distance is O(∆d)-competitive for any polynomial
power assignment with r ∈ [0, 1] and a single channel.
Proof. We first show that Safe-Distance is correct, i. e., for an accepted
request i the SINR constraint of i never becomes violated. In particular,
we will underestimate the distances of accepted senders of other requests
to overestimate the interference at receiver vi. However, even under such
pessimistic conditions the SINR constraint at vi will remain valid.
Consider a receiver vi of an accepted request i. To estimate the inter-
ference at vi we have to count how many senders may be placed at which
distance. Using σ ≥ 2∆ and the choice rule of the algorithm it is straightfor-
ward to verify that senders of any two different accepted requests are at least
a distance of σ − ∆ ≥ σ/2 apart. We segment all of Rd into d-dimensional
hypercubes with length σ/3d, which we call sectors. The greatest distance
within a sector is σd/3d = σ/3 < σ/2. Each sector can contain senders from
at most one request, so there are at most 2 senders in every sector (in the
case of a bidirectional request). Without loss of generality, we assume that
sectors are created such that vi lies in a corner point of 2
d sectors. We divide
the set of sectors into layers. The first layer are the 2d sectors incident to vi.
The second layer are all sectors that are not in the first layer but share at
least a point with a sector from the first layer, and so on. Figure 4.1 shows
an example of this segmentation for the Euclidean plane.
In this construction there are exactly (2`)d sectors from layers 1 through
`, and their union is a hypercube of side length 2`σ/3d with vi in the center.
Therefore, there are exactly 2d(`d − (`− 1)d) sectors in layer `.
Due to the algorithm there can be no sender at a distance smaller than
σ from vi. The sector of smallest layer that is at a distance at least σ from
ri can be reached along the volume diagonal of the layer hypercubes. There
can be no sender in all sectors from layers 1 through `′, where `′ is bounded
by σ ≤ `′(σ/3), which yields `′ ≥ 3. For bounding the interference assume
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Figure 4.1: Distribution of sectors of the first two layers around a receiver in
the Euclidean plane.
that in all sectors of layer ` ≥ 3 there are 2 senders. Note that all senders in
sectors from a layer ` have a distance at least (` − 1)σ/3d to vi. To bound
the interference that is created at vi, we use the following technical lemma.
Lemma 4.1.2. For α > d ≥ 1 it holds that
2d ·
∞∑
l=3
`d − (`− 1)d
(`− 1)α <
6d
α− d .
Proof. We observe
2d ·
∞∑
`=3
`d − (`− 1)d
(`− 1)α
≤ 2d ·
∞∑
`=3
2d`d−1
(`− 1)α
= 22d ·
∞∑
`=3
`d−1
(`− 1)α .
We now bound ld−1/(l − 1)α, where we assume that  = α − d > 0. This
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yields
22d ·
∞∑
`=3
`d−1
(`− 1)α
= 22d ·
∞∑
`=3
`d−1
(`− 1)d−1 ·
1
(`− 1)1+
= 22d ·
∞∑
`=3
(
1 +
1
`− 1
)d−1
· 1
(`− 1)1+
< 6d ·
∞∑
`=3
1
(`− 1)1+
= 6d ·
∞∑
`=2
`−1− .
The assumption  > 0 yields a constant value for the expression, which is
6d · (ζ(1 + )− 1). We estimate this value by ∑∞`=2 `−1− < ∫∞`=1 `−1− = 1/,
which proves the lemma.
This yields
I =
∑
j∈S,j 6=i
d(ui, vi)
rα
d(uj, vi)α
≤ 2∆rα
∞∑
`=3
2d(`d − (`− 1)d) · 1
((`− 1)σ/3d)α
< 2∆rα
(
3d
σ
)α
· 6
d
α− d .
Note that the SINR constraint is satisfied if pi/d(ui, vi)
α ≥ ∆rα/∆α ≥ βI, or
2β∆rα ·
(
3d
σ
)α
· 6
d
α− d ≤ ∆
(r−1)α .
This yields a lower bound for the distance of
σ ≥ ∆ · 3d · α
√
2β6d
α− d , (4.1)
which can be verified to hold for our choice of σ.
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To bound the competitive ratio we need the following Density Lemma,
which is an extension of Lemma 3 in [AD09] to both senders and receivers,
and to metric spaces of arbitrary dimension d. The proof requires some
adjustments from [AD09].
Lemma 4.1.3 (Density Lemma). Consider a sector A with side-length x ≥ 1
and any feasible solution with arbitrary power assignment. There can be only
(d + 1)αxd/β requests with a receiver in A and only (d + 1)αxd/β requests
with a sender in A.
Proof. We first assume x = 1 and consider the number of receivers and
senders in A separately.
Receivers: We first prove the lemma for the receivers. Let us assume that
the transmission powers in the solution are such that there is a constant
p such that the signal strength received by a receiver pi/d(ui, vi)
α = p
for any request with vi ∈ A. Consider another request with vj ∈ A. The
interference of j at vi is pj/d(uj, vi)
α ≥ pj/(d(vi, vj) + d(uj, vj))α. Due
to the size of the sector we have that d(vi, vj) ≤ d. Also d(uj, vj) ≥ 1,
which implies
pj
(d(vi, vj) + d(uj, vj))α
≥ 1
(d+ 1)α
· pj
d(uj, vj)α
≥ p
(d+ 1)α
.
Thus, if more than (d+ 1)α/β such connections are present, the SINR
constraint for all of them is violated.
Now consider a solution with arbitrary powers. Here we artificially
reduce powers such that all connections experience a minimal signal
strength p and then increase powers to their original value. The increase
deteriorates SINR ratios for the requests that continue to have a signal
strength of p. Hence, if more than (d + 1)α/β receivers are present in
A, at least one SINR constraint is violated.
Senders: For bounding the number of senders in A we use a similar ap-
proach. This time, however, we first assume that all senders use the
same transmission power. Thus, for two requests i and j this yields
pj/d(uj, vi)
α ≥ pj/(d(ui, uj) + d(ui, vi))α. We have that d(ui, uj) ≤ d.
Also d(uj, vj) ≥ 1, so pj/(d(uj, ui) + d(ui, vi))α ≥ 1(d+1)α · pjd(ui,vi)α as
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before. Thus, for the SINR constraint it is necessary that
pi
d(ui, vi)α
≥ β
(d+ 1)α
·
∑
j 6=i
pj
d(ui, vi)α
.
Using pi = pj for all requests i and j, there can be at most (d+ 1)
α/β
senders in A, otherwise the SINR constraint for all requests is violated.
A similar observation as before generalizes the argument to arbitrary
powers.
This proves the lemma for x = 1. If x > 1 we can divide A into sectors
of length 1, apply the above arguments, and the bound follows.
The density lemma allows a simple way to bound the number of connec-
tions the optimum solution can accept in the blocked area. First consider
a sender ui of a request accepted by Safe-Distance. The sender blocks
a hypersphere of radius σ for receivers of other requests. We overestimate
its size by a sector of side-length 2σ centered at ui. By the density lemma,
the optimum solution can accept at most (d+ 1)α(2σ)d/β requests, which is
O(∆d) for fixed α, β, and d. For the receiver vi there is a similar estimation.
This time we bound the number of senders in a hypersphere around vi, which
is O(∆d) for fixed α, β, and d. Finally, note that σ is chosen to maximize
conceptual simplicity and does not optimize the involved constants in the
competitive ratio.
We can use similar arguments to show a result for any other polynomial
power assignment. As safe distance we pick σ+ = ∆r · σ if r > 1, and
σ− = ∆1−r · σ if r < 0.
Corollary 4.1.4. Algorithm Safe-Distance is O (∆d·max{r,1−r})-competi-
tive for a polynomial power assignment with r 6∈ (0, 1) and a single channel.
Proof. In the case r > 1 we note for correctness of the algorithm that the
interference at an accepted receiver vi is again bounded by
I =
∑
j∈S,j 6=i
d(uj, vj)
rα/d(uj, vi)
α
≤ ∆rα
∑
j∈S,j 6=i
1/d(uj, vi)
α
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< 2∆rα ·
(
3d
σ+
)α
· 6
d
α− d .
The SINR constraint now requires that pi/d(ui, vi)
α = d(ui, vi)
(r−1)α ≥ 1 ≥
βI. This yields a lower bound of
σ+ ≥ ∆r · 3d · α
√
2β6d
α− d . (4.2)
Bounding the competitive ratio can be done as before and proves the result
for the case r > 1.
If r < 0, then the interference is maximized with requests of length 1 in
each sector. The interference is thus bounded by
I =
∑
j∈S,j 6=i
d(uj, vj)
rα/d(uj, vi)
α ≤
∑
j∈S,j 6=i
1/d(uj, vi)
α < 2 ·
(
3d
σ−
)α
· 6
d
α− d .
The SINR constraint now requires that
pi/d(ui, vi)
α = d(ui, vi)
(r−1)α ≥ ∆(r−1)α ≥ βI .
This yields a lower bound
σ− ≥ ∆1−r · 3d · α
√
2β6d
α− d . (4.3)
The corollary follows.
As it turns out, the competitive ratio of Safe-Distance is asymptoti-
cally best possible for polynomial power assignments with r 6∈ (0, 1). This
includes both the uniform and linear power assignment. Next, we bound
the competitive ratio for any deterministic online algorithm using polyno-
mial power assignments. This can be generalized to a lower bound for any
distance-based power assignment.
Theorem 4.1.5. Every deterministic online algorithm using a polynomial
power assignment has a competitive ratio of Ω
(
∆d·max{r,1−r}
)
. Every deter-
ministic online algorithm is Ω
(
∆d/2
)
-competitive
• using arbitrary power assignments in the case of bidirectional requests
and
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• using distance-based power assignments in the case of only directed re-
quests.
Proof. The main observation in the proof is that every deterministic online
algorithm has to accept the first request that arrives, otherwise it risks having
an unbounded competitive ratio. While this is true only for strictly compet-
itive algorithms, we can repeat the following instance sufficiently often and
keep a sufficiently large distance between the instances. In this way we can
neglect the constant a from the competitive ratio.
We first consider the case that all requests are directed and polynomial
power assignment. Let the first request have length ∆. From the SINR
constraint we bound the minimum distance every other successful request
has to keep to sender u1 or receiver v1. This yields a blocked area in which
the online algorithm is not able to accept any request. We then count the
maximum number of requests that can be placed into this area, and which
the optimum solution can accept simultaneously. The next Proposition yields
a bound on the minimum distance between two requests with a polynomial
power assignment.
Proposition 4.1.6. Consider two directed successful requests i and j with
polynomial power assignment. The distance between si and rj must be at
least d(ui, vj) ≥ α
√
β · d(ui, vi)r · d(uj, vj)1−r.
Proof. Consider the SINR constraint for request j when only requests i and
j are accepted. It reads
d(uj, vj)
α(r−1) ≥ β(d(ui, vi)rα/d(ui, vj)α) ,
and rearranging yields the result.
Now suppose the online algorithm has accepted the first request of length
∆. The adversary subsequently presents requests of length 1. If the sender of
one such request is closer than α
√
β ·∆1−r to v1, the online algorithm cannot
accept the request. The same holds if the receiver is closer than α
√
β · ∆r
to u1. Thus, there are two hyperspherical areas blocked around sender and
receiver of request 1. Let us consider the case r ≤ 0.5 and the hypersphere
around the receiver. All subsequent arguments follow similarly for r > 0.5
and the sender.
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The adversary can place requests, all of equal length d(ui, vi) = 1, into
the hypersphere of radius α
√
β ·∆r around v1. Similar to the proof of Theo-
rem 4.1.1 we divide the space into sectors of length 2σ1, where
σ1 = max
{
2, 18d · α
√
2β
(α− d)
}
.
We again assume that v1 is located on the boundary of d sectors. How many
sectors are completely enclosed by the blocked hypersphere around v1? The
side-length of the maximum hypercube that is contained is 2∆ α
√
β/d. There
are at least 2∆
α√β
dσ1
− 1 sectors along each dimension within the hypercube, a
number in Θ(∆r). This obviously yields a total number of Ω(∆rd) sectors,
in which the online algorithm must not accept any request. However, we
observe that σ1 is chosen using the formula for σ with ratio 1. It is possible
to locate one request of length 1 in each sector such that receivers and senders
of two different requests are at least a distance of σ1 apart. By Theorem 4.1.1
it is possible to accept all these Ω(∆rd) small requests simultaneously, which
proves the theorem for case r ≤ 0.5. For r > 0.5 we can place requests in
the hypersphere around s1 to derive a similar result.
To extend the previous arguments to arbitrary distance-based power as-
signments, we observe that the previous lower bound uses only requests of
length 1 and ∆. Let φ be the function of the distance-based power assign-
ment, then φ(∆) is the power of the first request. The lower bound for
this power assignment behaves exactly as for a polynomial assignment with
r = (log φ(∆))/(α log ∆).
Note that when a power assignment is not distance-based, it might assign
different powers to small requests based on whether they are near the sender
or the receiver of the first request. This, however, does not help if the re-
quests are bidirectional. In this case we create the same instance using only
bidirectional requests. Then we get a blocked area of at least Ω
(
∆d/2
)
for any
polynomial power assignment around both points of the first request. Using
the normalization of powers as before we observe that there is a blocked area
of size Ω
(
∆d/2
)
for any small request, no matter which power we assign to
it. This proves the theorem.
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4.2 Competitive Ratios below ∆d
4.2.1 A Near-Optimal Algorithm for the Square Root
Assignment
In this section we extend algorithm Safe-Distance to achieve a competitive
ratio, which is close to the best-possible ratio for any distance-based power
assignment. The algorithm uses the square root power assignment, and the
main idea of the algorithm is to block areas based on the distances of the
involved requests. In particular, we classify requests into m length classes,
where class Cx contains requests i with d(ui, vi) ∈ [∆ax ,∆ax−1 ] with ax =
1/2x, for x = 1, . . . ,m − 1 and [1,∆am−1 ] for class Cm. With each class we
associate a safe distance σ(Cx) chosen as
σ(Cx) = max
{
2∆ax−1 ,∆0.5+ax · 18d · α
√
2βm ·
(
2 +
1
α− d
)}
.
Algorithm 5 Multi-Class Safe-Distance
1: Initialize accepted requests S = ∅.
2: while a new request i arrives do
3: Set pi =
√
d(ui, vi)α and temporarily accept S
′ ← S ∪ i
4: for all j ∈ S do
5: Let Cx and Cy be the length classes of requests i and j, respectively
6: if min{d(ui, vj), d(uj, vi)} ≤ min{σ(Cx), σ(Cy)} then
7: decline request: S ′ ← S.
8: end if
9: end for
10: Update: S ← S ′.
11: end while
This yields the following result.
Theorem 4.2.1. For any constant ε > 0, Multi-Class Safe-Distance
is O (∆d/2+ε)-competitive for a single channel.
Proof. We first show that the algorithm is correct. We again treat a single
accepted request and bound the interference from other accepted requests.
This time, however, we have to consider the class the request is contained
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in. Suppose a request i is from class Cx. To show that it is successful we
have to estimate the distances d(uj, vi) for other requests. We will bound the
interference from requests of each class separately and apply the construction
outlined in Theorem 4.1.1. For requests of class Cy we assume a worst-
case placement and divide the space into sectors of side-length σ(Cy)/3d.
This again shows that no sector can contain more than two senders. The
consideration of layers allows to bound the joint interference from all senders.
For a class y ≥ x, the minimum distance from vi to each sender is at least
σ(Cy). Thus, there is no sender in layers 1 and 2, and we can apply previous
arguments to bound the interference. For classes with y < x we note that
the minimum distance between vi and any sender from this class is only
σ(Cx) < σ(Cy). Senders can be closer to vi creating more interference. In
particular, we lose the property that there are no senders in sectors of layers
1 and 2. Instead, for these senders we explicitly bound the distance using
σ(Cx).
I ≤
m∑
y=1
∑
j∈Cy ,j 6=i
d(uj, vj)
α/2
d(uj, vi)α
≤
∑
y≥x
∑
j∈Cy ,j 6=i
∆α/2
y
d(uj, vi)α
+
∑
y<x
∑
j∈Cy
∆α/2
y
d(uj, vi)α
<
∑
y≥x
2∆α/2
y ·
(
3d
σ(Cy)
)α
· 6
d
α− d +
∑
y<x
∆α/2
y
∑
j∈Cy
1
d(uj, vi)α︸ ︷︷ ︸
I<x
.
With Lemma 4.1.2 we observe
I<x ≤ 2
∑
y<x
∆α/2
y ·
(
2d
σ(Cx)α +
(
3d
σ(Cy)
)α
·
(
4d + 2d
∞∑
`=3
`d − (`− 1)d
(`− 1)α
))
<
∑
y<x
2∆α/2
y ·
(
2d
σ(Cx)α +
(
3d
σ(Cy)
)α
·
(
4d +
6d
α− d
))
≤
∑
y<x
2∆α/2
y ·
(
3d
σ(Cx)
)α
· 6d ·
(
2 +
1
α− d
)
.
Using the definition of σ(Cx) and y ≥ 1 we see that
I<x <
∑
y<x
∆α/2
y
βm ·∆0.5+1/2x ≤
x− 1
βm ·∆α/2x .
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For the total interference we use x ≥ 1 and bound as follows
I <
∑
y≥x
2∆α/2
y ·
(
3d
σ(Cy)
)α
· 6
d
α− d +
x− 1
βm ·∆α/2x
≤ m− x+ 1
βm ·∆α/2 +
x− 1
βm ·∆α/2x
≤ 1
β ·∆α/2x .
As request i is in class Cx, the minimum signal strength is pi/d(ui, vi)α ≥
1/∆α/2
x
> βI, which proves correctness of the algorithm.
For bounding the competitive ratio we again consider the number of re-
quests from the optimum solution that are blocked per accepted request. We
consider blocked requests from each class separately. Obviously, the largest
blocked areas are generated by a request from class 1. It blocks a hypersh-
pere of radius σ(Cx) for requests from class Cx, which we overestimate by the
corresponding sector of side-length 2σ(Cx). We must take into account that
requests from class Cx are bounded from below in distance. The proof of the
density lemma can be adjusted to show that there can be only (d + 1)α/β
many receivers and senders in a sector of side-length h when each request
has distance at least d(ui, vi) ≥ h. There are only (d + 1)α(x/h)d/β many
requests of minimum length h in a sector of side-length x. In the blocked
area of Cx we can schedule at most
(d+ 1)α
(
2σ(Cx)
∆1/2
x
)d
β
many requests. Assuming that d, α, and β are constants, this number is in
O(m∆d/2) for each x = 1, . . . ,m − 1. For class Cm it is in O(m∆d/2+d/2m).
Hence, the total number of requests blocked per accepted request is bounded
by O(m2∆d/2+d/2m). In order to obtain a bound for a constant ε, we ap-
ply Multi-Class Safe-Distance using m = log d/ε length classes. This
proves the theorem.
4.2.2 Multiple Channels
In this section we show how to generalize the algorithms above to k channels
and decrease their competitive ratio. We propose a k-channel adjustment,
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in which we separate the problem by using certain channels only for specific
request lengths. All requests with length in [∆(i−1)/k,∆i/k] are assigned to
channel i, for i = 1, . . . , k, where we assign requests of length ∆i/k arbitrarily
to channel i or i+1. For each channel i we apply an algorithm outlined above,
which makes decisions about acceptance and power of requests assigned to
channel i. Using this separation, we effectively reduce the aspect ratio to
∆1/k on each channel. If the optimum solution has to adhere to the same
length separation on the channels, this would yield a denominator k in the
exponents of ∆ of the competitive ratios. Obviously, the optimum solution is
not tied to our separation, but the possible improvement due to this degree
of freedom can easily be bounded by a factor k. This yields the following
corollary.
Corollary 4.2.2. Multi-Class Safe-Distance with k-channel adjust-
ment is O (k∆(d/2k)+ε)-competitive for the square root power assignment.
Safe-Distance with k-channel adjustment is O (k∆d/k)-competitive for any
polynomial power assignment with r ∈ [0, 1], and O (k∆max{r,1−r}·d/k)-com-
petitive for r 6∈ [0, 1].
4.2.3 A Randomized Algorithm
In the previous section for k = Θ(log ∆), the length differences on each chan-
nel reduce to a constant factor, e. g., for suitable k the requests on channel
j are of length [2j−1, 2j). This implies that we approximate the requests on
each channel by a constant factor. Thus, we obtain an O(log ∆)-competitive
algorithm against an optimum that can use k = Θ(log ∆) channels. Similarly,
if the optimum was restricted to use only one channel, we would obtain a con-
stant factor approximation algorithm. This is the main insight for designing
our randomized algorithm Random Safe-Distance.
We virtually set up Θ(log ∆) channels, pick one channel uniformly at
random, and then run our algorithm restricted to this channel. This yields
an O(log ∆)-competitive randomized algorithm, even for the case of a single
channel. Using an additional k-channel adjustment in this case shows a
similar result for k channels. We have the following corollary.
Corollary 4.2.3. Random Safe-Distance with k-channel adjustment is
O(log ∆)-competitive for any polynomial power assignment and any number
k of channels.
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Algorithm 6 Random Safe-Distance
1: Initialize accepted requests S = ∅.
2: I.u.r. choose c ∈ {1, 2, . . . , k}.
3: while a new request i arrives do
4: if d(ui, vi) /∈ [2c−1, 2c) then
5: decline request: S ′ ← S.
6: else
7: Set pi = φ(dii) and temporarily accept S
′ ← S ∪ i
8: for all j ∈ S do
9: if min{d(ui, vj), d(uj, vi)} ≤ σ then
10: decline request: S ′ ← S.
11: end if
12: end for
13: end if
14: Update: S ← S ′.
15: end while
Note that for polynomial assignments with r 6∈ (0, 1) and one channel
the logarithmic ratio is asymptotically optimal. This follows with a sim-
ple example from the previous chapter. There are n = Θ(log ∆) nested
request pairs on the line with exponentially increasing distance. The opti-
mum power assignment can successfully schedule Ω(log ∆) requests. Using
any polynomial assignment with r 6∈ (0, 1) there can be only O(1) successful
requests. Thus, using such a power assignment even an optimal offline al-
gorithm knowing all requests is Ω(log ∆)-competitive. A similar observation
holds with results of [FKRV09] in the case of directed request sets and any
distance-based power assignment. In this case, however, the lower bound is
only Ω(log log ∆). Closing this gap remains as an open problem.
4.3 Extensions
4.3.1 Requests with Duration
In the previous sections we assumed that requests last forever, analyzing
only the spatial aspect of the problem. We now show how our results extend
when each request i has a duration ti. After time ti an accepted request
stops sending and leaves (thus, no longer causing interference). For simplicity
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requests are assumed to arrive in ordered starting time. The extension to
arbitrary starting and ending times is straightforward and changes the results
by at most a constant factor.
We first show the modification for the algorithm Safe-Distance for
r ∈ [0, 1]. Whenever a request arrives, Safe-Distance accepts this request
iff the safe distance σ to all previous accepted and still sending requests
holds. Observe that the optimal solution accepts at most O(∆d) requests,
when Safe-Distance accepts a request i with ti = 1. Request i blocks
only requests that start while i sends, and each blocked request has length at
least ti. This reduces the analysis to spatial aspects. Furthermore, a request
i with ti = Γ can be split into Γ requests of length 1, thus blocking at most
O(Γ ·∆d) requests. The argumentation is similar for other polynomial power
assignments and results in an additional factor of Γ in all previously shown
bounds (cf. Section 1.3.3).
In the case of multiple channels, for k = k′ · k′′, clustering of requests
w.r.t. similar length and duration values can be used to improve the ra-
tio for Multi-Class Safe-Distance to O (k · Γ1/k′∆(d/2k′′)+ε). Choos-
ing k = log Γ · log ∆, Random Safe-Distance becomes O (log Γ · log ∆)-
competitive.
4.3.2 Doubling Metrics
All of our algorithms can be adjusted to work in more generalized metric
spaces. In particular, we consider doubling metrics [Cla06]. Let (V , d) be
a metric space and B(x, r) = {y ∈ V | d(x, y) ≤ r} a ball of radius r
around a point x. Consider an -covering of such a ball, i. e., a set of balls
of radius r such that their union contains B(x, r). The doubling dimension
of a metric space is the minimum number d such that for any ball B(x, 2r)
with x ∈ V and r > 0 there is a covering with 2d balls of radius r. A metric
with constant d is called a doubling metric. We again assume that α and
d are constants, and that we have a fading metric with α > d. A slight
adjustment of the constants involved in the definition of the safe distance
then yields similar bounds on the performance of Safe-Distance, Multi-
Class Safe-Distance, andRandom Safe-Distance in this more general
scenario.
Theorem 4.3.1. All bounds on the competitive ratios of Safe-Distance,
Multi-Class Safe-Distance, and Random Safe-Distance continue to
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hold for doubling fading metrics. In particular, for k = k′ ·k′′, Multi-Class
Safe-Distance with k-channel adjustment is O (k · Γ1/k′ ·∆(d/2k′′)+ε)-com-
petitive for the square root power assignment. Random Safe-Distance
with k-channel adjustment is O(log Γ · log ∆)-competitive for any polynomial
power assignment and any number k of channels.
Proof. Algorithm Safe-Distance: Let us first consider an adjusted algo-
rithm Safe-Distance that uses the uniform power assignment and
keeps a distance of at least
τ = max
{
2∆,∆ · 20 · α
√
2β
2α − 2d
}
.
Then no two senders can be closer than τ/2. Thus, in a ball of radius
τ/5 there can be at most two senders. We first require correctness
of the algorithm and derive a lower bound on τ . We structure the
space into balls of radius 2` · τ/5, for ` = 1, 2, . . .. A ball of size `
can be covered by at most 2d many balls of layer `− 1. Applying this
argument recursively, the ball can be covered by 2`d of radius τ/10.
Note that there can be at most 2`d+1 many different senders in such
a ball, because the number of balls of radius r required for covering
is at most the number of points with mutual distance 2r that can be
placed in an area. We now overestimate the number of senders and at a
distance by using concentric balls around a receiver vi. We consider an
annulus B(vi, 2
` ·τ/5)−B(vi, 2`−1 ·τ/5), and assume that 2`d+1 senders
are located in this area, which all have a distance of 2`−1 · τ/5 to vi. As
there is a minimum distance of τ of any sender to vi, we start to count
at ` = 2. This yields an upper bound for the interference of
I <
∞∑
`=2
2(l+1)d+1
(2` · τ/5)α
= 2d+1 ·
(
5
τ
)α
·
∞∑
`=2
(2d−α)`
< 2d+1 ·
(
5
τ
)α
·
(
2α
2α − 2d
)
. (4.4)
For the last inequality we have used that α > d. This yields 2d−α < 1,
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and the sum amounts to less than 1/(1−2d−α). This allows to derive a
lower bound of τ on our safe distance, which is satisfied by our choice,
and proves correctness.
For bounding the competitive ratio we adjust the Density Lemma in
a straightforward way and note that in a ball of radius 1 there can be
only 3α/β many senders and receivers. To cover a ball of radius τ , we
need at most 2dlog2 τed many balls of radius 1. Thus, for α, β and d being
constants, there are at most O (∆d) many requests that are blocked in
the optimum by any accepted request of the online algorithm.
Note that the previous proof can be generalized easily to any polyno-
mial power assignment, resulting in similar bounds as shown in Corol-
lary 4.1.4.
Algorithm Multi-Class Safe-Distance: For algorithm Multi-Class
Safe-Distance we use the same distribution of request lengths into
classes Cx for x = 1, . . . ,m as before. The safe distances τ(Cx) used by
the algorithm can be estimated similarly. In particular, we use
τ(Cx) = max
{
2∆ax−1 ,∆0.5+ax · 20 · α
√
2βm ·
(
2 +
1
2α − 2d
)}
.
The construction to show correctness is the same extension that we
used to extend Safe-Distance to Multi-Class Safe-Distance as
before. Here, however, we use the bounds of Equation 4.4, which yields
I <
∑
y≥x
2∆α/2
y ·
(
20
τ(Cy)
)α
· 1
2α − 2d +
∑
y<x
∆α/2
y
∑
j∈Cy
1
d(uj, vi)α︸ ︷︷ ︸
I<x
.
Using a minimum distance of τ(Cx) for the requests from the smallest
balls, we derive similarly as before
I<x ≤ 2
∑
y<x
∆α/2
y ·
(
2d
τ(Cx)α +
(
5
τ(Cy)
)α
·
(
4d +
∞∑
`=2
2(`+1)d
2`α
))
<
∑
y<x
2∆α/2
y ·
(
2d
τ(Cx)α +
(
5
τ(Cy)
)α
·
(
4d +
2α+d
2α − 2d
))
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≤
∑
y<x
2∆α/2
y ·
(
20
τ(Cx)
)α
·
(
2 +
1
2α − 2d
)
.
Thus, by using the definition of τ(Cx) and noting y ≥ 1 we see that
I<x < x−1
βm·∆α/2x . For the total interference we use x ≥ 1 and bound as
follows
I <
∑
y≥x
2∆α/2
y ·
(
20
τ(Cy)
)α
· 1
2α − 2d +
x− 1
βm ·∆α/2x ≤
1
β ·∆α/2x ,
which proves correctness of the algorithm. Estimation of the compet-
itive ratio can be done similarly as before. We use the adjustment of
the Density Lemma outlined above for Safe-Distance to bound the
maximum number of connections from OPT blocked by Multi-Class
Safe-Distance. This results in a competitive ratio of O (∆(d/2)+ε).
Channels and Random Safe-Distance: The generalization to multiple
channels and the randomized algorithm are independent of the metric
and apply directly without adjustment.
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Chapter 5
Conclusions
Recently, scientists start to understand the power and limitations of wireless
networks. This thesis is part of this process with the following contributions
for scheduling problems in the physical model.
We focus on applying oblivious power schemes as transmission power,
that is, the power for a signal is defined as a function of the path loss. The
major advantage of these power assignments is their simplicity. In particular,
they can be locally computed for every request without taking into account
other requests. The most common examples of such power assignments are
the uniform, the linear and the square root power assignment. We present
several approximation algorithms as well as lower bounds for scheduling in
the unidirectional and bidirectional setting and initiate the research of online
capacity maximization.
In the first part of this thesis we analyze scheduling using the linear power
assignment. This assignment is of special interest as it is energy efficient in
the sense that signals are sent at a power level that is only a constant factor
larger than the power level needed to drown out ambient noise. The key to
both the lower and upper bounds is the measure of interference I. On the
one hand, we show that Ω(I) is a lower bound on the schedule length when
using linear power assignments. On the other hand, we present distributed
scheduling algorithms for the linear power assignment computing schedules
of length O(I log n) and O(I + log2 n), respectively. For dense instances
this yields a constant-factor approximation to the optimal schedule for linear
power assignment. To the best of our knowledge, our result is so far the only
constant-factor approximation algorithm for the scheduling problem in the
physical model.
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For the capacity maximization problem, that is, selecting a maximal sub-
set of feasible requests, there are constant-factor approximations known not
only for uniform power assignments [GHWW09], but recently even for all
length-monotone sublinear power assignments [HM10]. These results directly
imply logarithmic approximation factors for scheduling. It still remains an
open question if these results can be improved to get rid of the logarithmic
factor.
How do these results compare to the schedule length for general power
assignments? For the linear power assignment we show a lower bound of
Ω(I/log ∆ logn) for schedules with general power assignments, where ∆ denotes
the aspect ratio of the metric. When restricting to the two-dimensional Eu-
clidean space the bound improves to Ω(I/log ∆). A similar result for uniform
power is a direct consequence from [AD09]. Thus, the best known scheduling
algorithms for the linear and the uniform power assignments achieve approx-
imation ratios of order log ∆ · polylog n in comparison to the optimal power
assignment.
It turns out that the dependence on the aspect ratio ∆ is unavoidable for
nontrivial results. For each oblivious power assignment we present a fam-
ily of instances that, on the one hand needs Ω(n) steps for this oblivious
power assignment, on the other hand can be scheduled in a constant num-
ber of rounds with different power – this corresponds to the worst possible
performance guarantee.
The situation changes significantly when considering bidirectional com-
munication. Although the negative results for the uniform and linear power
assignment hold in the bidirectional setting, this is not true for all oblivi-
ous power assignments. Introducing the technique of decomposing requests
from general metric spaces to easier understandable star metrics, we prove
that the square root power assignment yields polylogarithmic schedules in
the bidirectional setting. This result triggered the interest in the square root
assignment and was further improved by Halldo´rsson to a log n approxima-
tion [Hal09,HM10]. In fact, Halldo´rssons work underlined the importance of
the square root assignment, as it turned out that this assignment is essentially
the best possible for bidirectional scheduling.
Solutions for bidirectional scheduling are fixed to assign the same power
to both endpoints of a request. We consider oblivious power assignments
which fulfill this restriction by definition. It would be interesting to see,
if breaking up this symmetry by either assigning different powers or time
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slots to the endpoints of a pair could substantially outperform the known
algorithms.
In the last part, we consider the capacity maximization problem under the
assumption that an algorithm does not know in advance when requests ar-
rive. On arrival it must be decided if to accept or reject the presented request.
We present an optimal deterministic online algorithms for this problem and
show that their bounds can significantly be beaten by a simple randomized
algorithm. Still, there is a remarkable gap between the performance of de-
terministic offline and online algorithms. This gap is caused by the fact that
most offline algorithms somehow process the requests by distance, which is
clearly not possible here. Finding better randomized online algorithms or a
matching lower bound will answer the question if this gap can be closed by
using randomization.
We are aware that the physical model – although more realistic than
graph based models – is a simplification of real world scenarios. It remains a
challenging problem whether the results for scheduling hold in more realistic
interference models like Rayleigh or Rician fading models.
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